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Fig. 1: Attribute editing using the proposed STGAN-WO. (a) generating face images using identical $w_1$ but different $w_2$. Hence, all the faces share identical face shapes, i.e., the texture component, and have different structure parts. (b)-(i) synthesizing face images using identical $w_2$ but different $w_1$. Moving the intermediate latent code $w_1$ along its orthogonal directions can achieve the goal of attribute editing such that some specific attributes can be changed individually.

Abstract—Facial attributes in StyleGAN generated images are entangled in the latent space which makes it very difficult to independently control a specific attribute without affecting the others. Supervised attribute editing requires annotated training data which is difficult to obtain and limits the editable attributes to those with labels. Therefore, unsupervised attribute editing in an disentangled latent space is key to performing neat and versatile semantic face editing. In this paper, we present a new technique termed Structure-Texture Independent Architecture with Weight Decomposition and Orthogonal Regularization (STIA-WO) to disentangle the latent space for unsupervised semantic face editing. By applying STIA-WO to GAN, we have developed a StyleGAN termed STGAN-WO which performs weight decomposition through utilizing the style vector to construct a fully controllable weight matrix to regulate image synthesis, and employs orthogonal regularization to ensure each entry of the style vector only controls one independent feature matrix. To further disentangle the facial attributes, STGAN-WO introduces a structure-texture independent architecture which utilizes two independently and identically distributed (i.i.d.) latent vectors to control the synthesis of the texture and structure components in a disentangled way. Unsupervised semantic editing is achieved by moving the latent code in the coarse layers along its orthogonal directions to change texture related attributes or changing the latent code in the fine layers to manipulate structure related ones. We present experimental results which show that our new STGAN-WO can achieve better attribute editing than state of...
the art methods.\footnote{The code is available at \url{STGAN-WO}}

Index Terms—Style-based GAN, image synthesis, attribute editing.

I. INTRODUCTION

GENERATIVE Adversarial Networks (GANs) [1] are one of the most significant developments in machine learning research of the past decades. The rationale behind GANs is to learn the mapping from a latent distribution to the real data through adversarial training\cite{2, 3, 4, 5}. After learning such a non-linear mapping, GAN is capable of producing photo-realistic images from randomly sampled latent codes. The resolution and quality of images produced by GANs have seen rapid improvements \cite{4, 6}. Beyond this, efforts have been made towards intuitive control of the synthesis, for example, manipulating the facial expressions \cite{6}.

Conventional facial attribute manipulation can be achieved in a supervised or unsupervised manner. To be specific, the supervised scheme would treat the facial attribute manipulation as a image-to-image translation, where a particular aspect of a given image is changed to another, \textit{e.g.}, changing the facial expression of a person from smiling to frowning \cite{7, 8, 9, 10}. Research studies have shown remarkable success in handling multi-domain image-to-image translation, where only a single model is used \cite{7}. More recently, interpreting the latent semantics learned by GANs provides another way of semantic face editing \cite{11, 12}. It has been found that the latent code of well-trained GAN models actually learns an entangled representation. Thus, precise control of facial attributes can be achieved by decoupling some entangled semantics via subspace projection \cite{11}. To specify a domain for image-to-image translation or semantic interpretation, each face image needs to be annotated with different attributes, which is rather labor-consuming.

In contrast to the supervised methods, the unsupervised scheme does not rely on labeled datasets to conduct the facial attribute manipulation. As the current state-of-the-art method for high-resolution images synthesis, StyleGANs \cite{6, 13} utilize the style vector $S$ to adjust the style of the image at each convolutional layer via adaptive instance normalization (AdaIN) \cite{6} or its improved technique - weight demodulation \cite{13}, therefore directly controlling the strength of image features at different scales, and eventually leading to unsupervised separation of low- and high-level features. In other word, low-level features can be changed while maintaining high-level features, or vice versa. However, it is unclear how those high- or low-level features are related to the facial attributes. Attempts have been made towards better disentanglement by conducting principal directions variation \cite{14} in the latent/feature space or proposing a structured noise injection method, where the input noises are injected to GANs for controlling specific parts of the generated images \cite{15}. Such a noise injection method allows to change global or local features in a disentangled way. The noise injection method shares the same problem as StyleGAN in that it is unclear how global or local features are related to the facial attributes. Thus, it is incredibly difficult to change specific attributes individually.

Following StyleGAN, our goal is towards disentangling the latent space for the purpose of achieving better face attribute editing in an unsupervised way. Firstly, we have found that the weight demodulation technique used in StyleGAN would lead to the entanglement problem between the weight matrix and the style vector $S$, inconsistent with the common goal of attribute disentanglement to find a latent space consists of linear subspace. To address this, we introduce weight decomposition (WD), which constructs a controllable matrix via the style vector $S$, each entry of which corresponds to a specific feature matrix, and the orthogonal regularization would guarantee the orthogonality of each feature matrix. Thus, each entry in $S$ would only control one independent feature matrix, thus contributing to attribute disentanglement.

Besides, we introduce a structure-texture independent architecture (STIA) for better attribute disentanglement. Based on previous research, we have found that convolutional neural networks (CNNs) as well as facial attributes are structure or texture sensitive. For example, the texture component is closely related to attributes like facial outline, while the structure part has a strong relationship to attributes like face color, hair color, \textit{etc.} Motivated by this, we reason that facial manipulation would benefit from independent generation of the texture and structure component. Hence, STIA would generate the texture component first, then synthesize the corresponding structure part to obtain the final face image, where the multi-scale gradient strategy \cite{16} is used to guarantee stable training. Meanwhile, weight decomposition and orthogonal regularization are applied to control the synthesis of the structure and texture components. To encourage the separation of structure and texture component, two independently and identically distributed latent vector $z_1$, $z_2$ are utilized to control the synthesis of the texture and structure parts, respectively. The texture component can be changed via $z_1$ while maintaining the structure component, or vice versa. In addition, two independent gradient flows are constructed based on the multi-scale gradient strategy when calculating the adversarial loss, which encourages the outputs of the generator at multiple scales to match the structure and texture distributions individually, and therefore contributes to the separation of the structure and texture parts. Eventually, as shown in Fig. 1, better face editing is achieved in an unsupervised way by the proposed GAN model, referred to as STGAN-WO. To summarize, our contributions are as follow:

1) We introduce weight decomposition to control the image synthesis process. In contrast to weight demodulation, weight decomposition allows each entry in the style vector correspond to a specific feature matrix, whose orthogonality is guaranteed by the orthogonal regularization.

2) We introduce the structure-texture independent architecture to hierarchically generate the texture and structure parts, thus allowing to edit specific attributes individually, and therefore contributing to attribute disentanglement.

3) We experimentally confirm that the proposed techniques contribute to attribute disentanglement. Besides, STGAN-WO shows excellent performance on face editing tasks where
specific attributes can be manipulated individually.

II. WEIGHT DEMODULATION VS WEIGHT DECOMPOSITION

A. Weight Demodulation

For easy discussion, we first briefly recap the essential idea of the weight demodulation technique proposed by the style-based GAN (StyleGAN) [13]. The distinguishing feature of StyleGAN is its unconventional generator architecture. Instead of feeding the input latent code $z \in \mathbb{Z}$ only to the beginning of the network, the mapping network $f$ first transforms it to an intermediate latent code $w \in \mathbb{W}$. The affine transforms then produce styles $S$ that control the layers of the synthesis network $g$ via adaptive instance normalization (AdaIN) [6], [17], [18], which normalizes the mean and variance of each feature map separately. However, AdaIN can potentially destroy any information found in the magnitudes of the features relative to each other, then causing characteristic blob-shaped artifacts in the generated images. To alleviate this, weight demodulation [13] is applied in the improved version of StyleGAN. Instead of style control via AdaIN, weight demodulation conducts modulation on the convolutional weight matrix $W$ via the style vector $S$:

$$W' = \frac{W \cdot S}{\sigma}$$

(1)

$$\sigma = \sqrt{\sum_{i,h,w} (W \cdot S)^2 + \epsilon}$$

(2)

where $W \in \mathbb{R}^{o \times i \times h \times w}$, $W' \in \mathbb{R}^{o \times i \times h \times w}$ are the original and demodulated weights, respectively. $o$ and $i$ enumerate the output and input feature maps, respectively. $h$ and $w$ represent the height and width of the kernel, $S = [s_1, \cdots, s_i]$ is the style vector which scales the corresponding input feature maps, and $\epsilon$ is a small constant to avoid numerical issues. It is clearly seen that the weight $W$ is channel-wisely scaled by the incoming style $S$, then normalized by $\sigma$ along the output feature maps.

Fig. 2 shows the weight demodulation technique in detail. Specifically, weight demodulation in (1) is equivalent to the following formula.

$$\hat{W} = A \cdot \hat{W}' \cdot B$$

(3)

where $\hat{W}' \in \mathbb{R}^{out \times in}$, $\hat{W} \in \mathbb{R}^{out \times in}$ are the transformation of $W'$ and $W$, respectively. $out = o$, and $in = i \times h \times w$. The transformation only gives a new shape to the weight matrix without changing its data. $A \in \mathbb{R}^{out \times out}$ is a diagonal matrix, whose $n$-th diagonal entry $a_{n,n}$ is determined by:

$$a_{n,n} = \frac{1}{\sqrt{\sum_{i=1,h,w} (W \cdot S)^2 + \epsilon}} = \frac{1}{\sigma_n}$$

(4)

$B \in \mathbb{R}^{in \times in}$ is a diagol matrix as well, and its $n$-th diagonal entry $b_{n,n}$ is determined by:

$$b_{n,n} = s_{mod(n,h \times w)}$$

(5)

where $mod(\ast, \ast)$ is the modulo operation, e.g., $b_{1,1} = s_1$ and $b_{in, in} = s_i$.

As indicated by Fig. 2 (b), scaling the weight $\hat{W}$ along the input feature maps via $S$ is equivalent to the right multiplication of $\hat{W}$ by the diagonal matrix $B$. In a similar way, normalization of $\hat{W}$ along the output feature maps via $\sigma$ is equivalent to the left multiplication of $\hat{W}$ by the diagonal matrix $A$.

Equation (3) gives an interpretation of the weight demodulation technique. To be specific, the style $S$ determines two diagonal matrices $A$ and $B$ to accordingly modulate the weight $W$. In the generation process, each style vector $S$ would determine a specific $W'$ in the coarse layers and fine layers, thus controlling the low- and high-level features at corresponding convolutional layers, and further achieving the goal of style control.

However, as indicated by (3) and Fig. 2 (b), the weight matrix $W$ is implicitly modulated by the style vector $S$ in a nonlinear way, leading to the highly entanglement between $W'$ and $S$. Even though (3) is a linear equation, there is a non-linear relationship between $W'$ and $S$. Based on the following evidence, we argue that the weight demodulation technique may potentially prevent the style-based generator from achieving good attribute disentanglement. Specifically, a common goal for attribute disentanglement is a latent space consists of linear subspace [6]. Intuitively, a less curved latent space should result in perceptually smoother transition than a highly curved latent space. However, a slight perturbation $[0, \cdots, 0, \delta s_n, 0, \cdots, 0]$ on the $n$-th element of $S$ would lead to huge changes on matrices $A$ and $B$, thus affecting all the entries in $\hat{W}$. This can be verified by (3), (4) and (5). To address this, a weight decomposition technique is introduced to obtain a better modulation of $W$.

B. Weight Decomposition

It is clear that the weight demodulation technique implements style control via modulating the weight matrix. However, weight demodulation causes the entanglement problem between $W'$ and $S$. Motivated by singular value decomposition (SVD), weight decomposition (WD) technique is proposed to construct a controllable weight matrix $\hat{W}_{WD}$ via three matrices:

$$\hat{W}_{WD} = U \cdot \text{diag}(S) \cdot V^T$$

(6)

$$= s_1 \cdot u_1 v_1^T + \cdots + s_i \cdot u_i v_i^T$$

where $\hat{W}_{WD} \in \mathbb{R}^{out \times in}$ is the constructed weight matrix for convolutional operation, $U \in \mathbb{R}^{out \times k}$ and $V \in \mathbb{R}^{in \times k} = [v_1, \cdots, v_i]$ are learned matrices, and $\text{diag}(S) \in \mathbb{R}^{k \times k}$ is a diagonal matrix, whose diagonal entry is the style vector $S = [s_1, \cdots, s_i]$. In the generation process, $\hat{W}_{WD}$ is reshaped to $\hat{W}_{WD} \in \mathbb{R}^{o \times i \times h \times w}$, $\hat{W} \in \mathbb{R}^{o \times i \times h \times w}$ for the convolutional operation.

We would like to comment on the implication of (6). Firstly, $u_n v_n^T$ can be regarded as the $n$-th feature matrix corresponding to $s_n$, and $\hat{W}_{WD}$ can be regarded as the weighted composition $\hat{W} \cdot S$, where the weight is decided by the style $S$. Therefore, the convolutional operation $\hat{W}_{WD} \cdot x$ can adaptively utilize different combinations of each component of $u_n v_n^T$ to complete the forward generation process. It is clearly
seen that different combination of \( [s_1, \ldots, s_i] \) would produce totally different weight matrices \( W_{WD} \), thus synthesizing faces with different attributes and achieving the goal of semantic face editing.

Secondly, each \( u_n v_n^T \) can be regarded as a learned feature matrix, corresponding to \( s_n \). A slight perturbation \([0, \ldots, 0, \delta s_n, 0, \ldots, 0]\) on the \( n \)-th element of \( S \) would only affect the weight of the \( n \)-th component of \( u_n v_n^T \) in the forward generation process, guaranteeing the independence of each \( s_n \), and therefore contributing to attribute disentanglement.

Thirdly, the formula of (6) may intuitively cause the misunderstanding that each entry \( s_n \) corresponds to a particular attribute, and attribute editing is achieved by changing \( s_n \). On the one hand, \( u_n v_n^T \) is merely a feature matrix with the size of \( out \times in \). Considering its capacity, \( s_n \) is incapable of determining a particular attribute via controlling \( u_n v_n^T \). Through the ablation study in Section VI-A, it is clear that multiple \( s_n \) across different layers (instead of only one \( s_n \)) would be changed when editing one particular attribute. On the other hand, establishing the correspondence between \( s_n \) and one particular attribute is sub-optimal for learning a disentangled representation. To explain this, we show a specific and illustrative example. Suppose that each entry in the style vector corresponds to one particular vector, and let \( s_m \) and \( s_k \) denote the attribute of age and hair color, respectively. Conducting face aging would potentially turn the hair color to gray or silver, which in turn affect the attribute of hair color. In the case above, \( s_m \) would be entangled with \( s_k \) as they both control the hair color. Such a case would obviously prevent the model from learning a disentangled representation.

Considering this, the style \( S \) has a close relationship to matrix-related features, \( u_n v_n^T \) instead of the facial attributes. Actually, the latent code \( z \) and \( w \) are the vectors that determine the facial attributes. Because the style vectors across different layers are all produced by \( w \), which controls the entire synthesis process and therefore determines the facial attributes.

Weight decomposition of (6) has a similar formula to SVD. Similar techniques like singular value clipping [19] and singular value bounding [20] have been utilized in regularizing the singular values. The differences between (6) and SVD include that \( U \) and \( V \) in the proposed weight decomposition are not the singular vectors of \( W \), and \( S \) has no relationship with the singular values of \( W \) as well. We just utilize such a similar formula to construct a controllable matrix to implement style control.

### C. Orthogonal Regularization

When utilizing (6) to construct the weight matrix, a special case may exist where the feature matrix \( u_n v_n^T \) can be obtained by another two feature matrices \( u_m v_m^T \) and \( u_k v_k^T \):

\[
  u_n v_n^T = \beta_1 \cdot u_m v_m^T + \beta_2 \cdot u_k v_k^T
\]

where \( \beta_1 \) and \( \beta_2 \) are the coefficients. Suppose that \( S^1 = [s_1, \ldots, s_n, \ldots, s_{m}, \ldots, s_i] \), \( S^2 = [s_1, \ldots, 0, \ldots, s_m + \beta_1 \cdot s_n, \ldots, s_k + \beta_2 \cdot s_n, \ldots, s_i] \), and \( S^1, S^2 \) are produced by \( w^1 \) and \( w^2 \), respectively. It is obvious that \( U \cdot \text{diag} \{S^1\} \cdot V^T = U \cdot \text{diag} \{S^2\} \cdot V^T \). Even though \( w^1 \) is different from \( w^2 \) in the latent space, \( w^1 \) and \( w^2 \) can produce identical weight matrix to control the synthesis process. Obviously, such a case would prevent the model from learning a disentangled representation in the latent space. To avoid such a case and encourage the independence of the feature matrices, orthogonal regularization [21], [22] can be applied in the adversarial objective function of the generator by adding the following term:

\[
  \alpha \cdot (||U^T U - I|| + ||V^T V - I||) \tag{8}
\]

where \( \alpha \) is a hyper-parameter, and empirically taken as 1 in the following experiments. \( I \) is the identity matrix. Applying orthogonal regularization, \( u_n \), \( v_n \) in \( U \) and \( V \) would satisfy:

\[
  u_n \cdot u_m (v_n \cdot v_m) = \begin{cases} 1 & m = n \\ 0 & m \neq n \end{cases} \tag{9}
\]

It is clearly seen that orthogonal regularization can guarantee the independence of the feature matrix \( u_n v_n^T \). Thus,
Fig. 3: Comparison of the gradient flows in the backpropagation process. (a) StyleGAN [13]. (b) MSG-GAN [16]. (c) Ours. \( \hat{I}_{res} \) represents the generated images with resolution of \( 2^{res} \times 2^{res} \) pixels, \( res \times res \) represents the convolutional block with size of \( res \times res \), the \( \text{tRGB} \) block represents a layer that projects feature tensor to RGB colors and \( \text{fRGB} \) block does the reverse. \( \text{concat} \) is the concatenation operation.

Fig. 4: Illustration of a face image as well as its corresponding structure, texture components (upper row) and the magnitude of their frequency spectra (lower row). (a) shows an example of a human face. (b) and (c) show the structure and texture components, respectively. The structure and texture components are obtained by the structure-texture decomposition algorithm [23].

applying the orthogonal regularization to constrain \( U \) and \( V \) in (6) can further ensure that each entry \( s_n \) control one independent feature matrix.

Orthogonal regularization has been used to enforce the weights in the discriminator to be orthogonal [21], [22], thus guaranteeing the discriminator satisfy the Lipschitz constraint [3] for improving the training stability [22]. As a comparison, orthogonal regularization of (8) is used in the generator to constrain the feature matrices for the purpose of controlling the synthesis process. Proof of validity of weight decomposition and orthogonal regularization is conducted in Section V.

III. Architecture

The GAN architecture is essential for synthesizing images of high fidelity [24]. To obtain better attribute editing in the generation process, we have modified the multi-scale gradient technique, which is used for stable training [16], and applied it to the proposed structure-texture independent architecture, which obtains better perceptual results on attribute disentanglement. To clearly introduce our motivations, we first recap some essential strategies which have been used in the GANs training and deep learning community, then show our proposed GAN architecture.

A. Multi-scale Gradient

GAN training is dynamic and sensitive to nearly every aspect of its setup, from optimization parameters to model architecture. Training instability, or mode collapse, is one of the major obstacles in developing applications [25]. It has been found that one of the reasons for the training instability of GANs is due to the passage of random (uninformative) gradients from the discriminator to the generator when there is insubstantial overlap between the supports of the real and fake distributions [16].

The progressive growing strategy [24] is proposed to tackle the training instability problem by gradually training the GAN layer-by-layer. Thus, the generator will initially focus on low-resolution features and then slowly shift its attention to finer details, achieving a good distribution match on lower resolutions, therefore contributing to alleviating the support overlap problem. The progressive growing strategy has been demonstrated to be successful in stabilizing high-resolution image synthesis. However, the progressively grown generator appears to have a strong location preference for details, causing characteristic artifacts in the synthesized images [13]. In searching for a training strategy as a replacement of progressive growing, MSG-GAN provides the multi-scale gradient (MSG) technique to allow the gradients from the discriminator flow back to the generator at multiple scales [16]. The generator of MSG-GAN outputs images of multiple resolutions instead of an image, which are then concatenated at the corresponding scales of the discriminator, providing a pathway for gradient flows at multiple scales. The MSG technique allows GANs to focus on low-resolution features, tackling the training instability problem in a similar way to the progressive growing technique. In the subsequent work, the improved version of StyleGAN [13] has simplified this design by upsampling and summing the contributions of image outputs corresponding to different resolutions, which similarly allows the gradient flow at multiple scales of the generator. Fig. 3 plots their gradient flows in the backpropagation process of
the training. To obtain stable training, we utilize the multi-scale gradient strategy and make some modifications to take the structure and texture components into consideration when designing the architecture (see Section III-C).

**B. Structure Vs Texture**

Convolutional Neural Networks (CNNs) are structure or texture sensitive. In the deep learning community, attempts have been made towards explaining the impressive performance of CNNs on complex perceptual tasks like object detection. One widely accepted explanation is the shape hypothesis, which holds the opinion that CNNs combine low-level features (e.g., edges) to increasingly complex shapes in the decision process [26], [27], [28]. On the other hand, the texture hypothesis suggests that CNNs can still classify textured images perfectly even if the global shape structure is completely destroyed [29], [30], [31]. From the debate between the shape and texture hypothesis, it is clear that CNNs are structure or texture sensitive.

Besides, facial attributes have a close relationship with the structure and texture components, which have different frequency properties. As shown in Fig. 4, the texture component, more likely related to the high frequency component, outlines the shape of human faces. As a comparison, the structure component, having intense responses in the low frequency range, indicates the attributes like face or hair color, illumination, etc.

In addition, when conducting image generation task via GANs, some prior works have tried to consider different components, e.g., 

\[ S^3 \text{-GAN} \] utilized a structure GAN and a style GAN to break the difficult generative task into sub-problems, and LR-GAN [33] factorized image generation into foreground and background generation with layered recursive GANs.

To summarize, CNNs as well as facial attributes are both structure and texture sensitive. Previous studies have motivated us that generating the structure and texture separately may potentially contribute to better attribute editing. Thus, we introduce the structure-texture independent architecture to hierarchically synthesize the texture and structure parts independently, where modified multi-scale gradient strategy is used.

**C. Proposed Architecture**

According to the analysis above, we would like to utilize the multi-scale gradient strategy to guarantee stable training, and generate the structure and texture components separately for better attribute disentanglement.

Let \( I_{\text{res}} \) denote the images with the resolution of \( 2^{\text{res}} \times 2^{\text{res}} \) pixels, and \( \hat{I} \) represents the generated image. \( I^s \) and \( I^t \) are the structure and texture components of image \( I \), respectively. Fig. 5 shows the proposed architecture, where the generator starts from a learned constant, identical to that in StyleGAN. However, the 8-layer mapping network in StyleGAN is removed because of its very limited effect on image generation and attribute disentanglement. As a replacement, the linear transformation and normalization operation is used to obtain the intermediate latent code \( w \), and the learned affine transformations then specialize \( w \) to style vector \( S \), which controls the image synthesis via the proposed weight decomposition. Similar to MSG-GAN, the generator would synthesize images of multiple resolutions, which enable gradient flow at multiple scales. Particular differences include that the coarse layer would output the corresponding texture component instead of the RGB images for the purpose of encouraging the separation of the texture and structure parts. To achieve this, two independently and identically distributed latent vectors \( z_1 \) and \( z_2 \) are used to control the synthesis of the generator. To be specific, \( z_1 \) is responsible for controlling the coarse layers, which output the texture components at corresponding resolutions. The sizes of the coarse layer are lower than \( 2^{\text{res}+1} \times 2^{\text{res}+1} \), where \( r \) is a hyper-parameter. Meanwhile, \( z_2 \) is utilized to control the fine layers to generate RGB images. It is clearly seen that the generator would produce the texture component first, then synthesize its corresponding structure part to obtain the final RGB output. The reason for generating the texture component first is that the texture component is more likely related to low-level features [13], and it has intense response in the high frequency domain, which is more difficult to generate. Equivalently, the latent vector \( z_1 \) can be regarded as controlling the texture component, while \( z_2 \) controls the structure component. As shown in Fig. 4, the texture component mainly outlines the human faces. Thus, changing \( z_1 \) would affect attributes closely.
related to the face outline, e.g., hair style, expression, etc. As a comparison, \( z_2 \) would determine attributes like face color, hair color, etc. Hence, structure related attributes can be changed while maintaining texture related ones, or vice versa, which indeed contributes to attribute disentanglement.

Applying the multi-scale gradient strategy, the discriminators of MSG-GAN and StyleGAN judge the real samples from the fake ones according to the joint distribution \( p(I_n, I_{n-1}, \cdots, I_3) \) instead of \( p(I_n) \), thus allowing the discriminator to focus on low-resolution features as well as the high-resolution ones. The proposed generator in Fig. 5 (a) would synthesize the RGB colors in the fine layers, i.e., \( \hat{I}_n \cdots \hat{I}_{r+1} \), which is based on the texture components, i.e., \( I^t_r \cdots I^t_3 \). In a similar way, the discriminator is supposed to distinguish the real samples from the fake ones based on the joint distribution \( p(I_n, \cdots, I_{r+1}) \). Furthermore, to encourage the generator to synthesize the structure and texture parts in a disentangled way, we would like the discriminator to judge the texture part separately. To achieve this, we can construct two independent gradient flows in the backpropagation process, one for the RGB images and the other for the texture component. Thus, the output of the discriminator \( D \) can be expressed as:

\[
D(I_n, \cdots, I_{r+1}) = D_1(I_n, \cdots, I_{r+1}) + D_2(I^t_r, \cdots, I^t_3)
\]

where \( D_1 \) and \( D_2 \) are some parametric functions. Interpretation of (10) can be given as distinguishing the real samples from the fake ones can be accomplished by two independent parts: one judges the RGB images with fine resolutions, while the other judges the texture components with coarse resolutions. \( D_1 \) and \( D_2 \) are implemented as followed:

\[
D_1(I_n, \cdots, I_{r+1}) = d_0(d_3([d_{r+1}([d_n(f(I_n)), I_{n-1}], \cdots), I_{r+1}])))
\]

\[
D_2(I^t_r, \cdots, I^t_3) = d_0(d_3([\cdots (d_{r-1}([d_r(f(I^t_r)), I^t_{r-1}], \cdots), I^t_3)]))
\]

where \([\cdot]\) represents the concatenation operation, \( d_0, d_3, \cdots d_n \) are the convolutional blocks in the discriminator as shown in Fig. 5 (b). To calculate \( D_1 \) or \( D_2 \), \( I_n \) or \( I^t_r \) is projected to the feature tensors at corresponding scales via the [RGB] block \( f \), while images from lower resolutions are concatenated to the corresponding layers, which has been demonstrated to be the most effective way in MSG-GAN [16]. \( D_1 \) and \( D_2 \) are calculated independently but share the coarse blocks i.e., \( d_0, d_3, \cdots, d_r \). Hence, only one model is used to implement the discriminator instead of two. As a comparison, the discriminator output in MSG-GAN and StyleGAN can be expressed as:

\[
D(I_n, \cdots, I_3) = d_0(d_3([\cdots d_{n-1}([d_n(I_n), I_{n-1}], \cdots), I_3]))
\]

To better show the differences, we plot the gradient flows in Fig. 3. It is clearly seen that, in the back propagation process, \( D_2 \) would pass one independent gradient flow back to the generator, thus allowing the discriminator to emphasize on the low level features, which are closely related to the texture component.

To sum up, the distinguishing feature of the proposed structure-texture independent architecture is the independent generation of structure and texture components. In Section V, we will conduct experiments to verify the validity of the proposed architecture on face editing.

IV. UNSUPERVISED ATTRIBUTE EDITING

The goal of STGAN-WO is towards learning a disentangled space that consists of linear subspaces. Once a disentangled representation in the latent space is learned by STGAN-WO, moving \( w \) along its orthogonal directions would produce new attributes which are absent in the original face [6], [13]. As stated in Section II-B, each entry \( s_n \) in the style vector is incapable of determining one particular attribute, and editing one particular attribute would inevitably affect multiple entries across different style vectors (see the example in Section VI-A). Thus, it is impossible to find a disentangled representation in the space of \( S \). As a comparison, STGAN-WO is more likely to learn a less disentangled representation in the latent space of \( w \) and \( z \) than that of \( S \). The reason behind is stated as followed. \( w_n w_n^T \) can be regarded as an independent feature matrix, and the latent code \( w \) would accordingly choose suitable ones via the produced \( S \) for accomplishing the face synthesis task. Orthogonal vectors in the \( w \) space can still share those feature matrices to complete similar operations, thus making it easier to learn a disentangled representation in \( w \) space than that in \( S \) space. Recalling the example in Section II-B that face aging would potentially turn the hair color to gray or silver, which in turn affect the attribute of hair color. Suppose that \( w_m \) and \( w_k \) represent the attributes of age and hair color respectively, and the style vectors \( S_m \) and \( S_k \) are produced by \( w_m \) and \( w_k \), respectively. Even though \( w_m \) and \( w_k \) are supposed to be orthogonal vectors in a disentangled space, \( S_m \) and \( S_k \) can both utilize the component of \( w_m w_m^T \) to complete their common task, i.e., changing hair color, avoiding the entanglement problem when establishing the correspondence between the attribute and the entry of \( S \) (see Section II-B).

As we can see, STGAN-WO can learn a less disentangled representation in the \( w \) space with the help of the weight decomposition and orthogonal regularization techniques. Considering this and to obtain a more precise control of facial attributes, we can move \( w \) along its orthogonal directions to obtain the new intermediate latent codes, and utilize the new latent codes to generate new faces, whose attributes will have been changed when compared with the original face images. Manipulating \( w \) instead of \( z \) is based on the evidence that \( w \in \mathbb{W} \) is less entangled than \( z \in \mathbb{Z} \) [13], [6]. Taking \( w_1 \) as an example, moving \( w_1 \) along its orthogonal directions can have:

\[
w'_1 = w_1 + \alpha \cdot w_1^\perp
\]

where \( w'_1 \) is the new latent code, \( w_1^\perp \) is the orthonormal vector of \( w_1 \), and \( \alpha \) is a coefficient. In the following sections, we would show how (14) affects the facial attribute.
Fig. 6: Synthesized faces of STGAN-WO. (a) shows $\hat{I}_3$ (the upper row) and its corresponding texture (the middle row) and structure (the bottom row) components. In the same way, (b)-(g) shows that of $\hat{I}_4-\hat{I}_9$, respectively.

V. Evaluations

Our goal is towards disentangling the latent space to achieve better face attribute editing in an unsupervised way. To achieve this, we introduce (a) weight decomposition, (b) orthogonal regularization, and (c) the structure-texture independent architecture. To verify the validity, comparative trials are conducted. We first introduce our experiment setup and show how face synthesis is conducted inside STGAN-WO, then show the perceptual results by conducting attribute editing using those techniques, and report the quantitative evaluation results.

A. Experiment Setup

Comparative trials are conducted to test the performances of those proposed techniques. The improved version of StyleGAN [13] is utilized as a baseline to conduct face generation based on the FFHQ dataset [6]. Considering the limitation of computational facilities, face images are resized to 512 $\times$ 512 pixels to conduct the image generation tasks. All the following networks inherit the StyleGAN network, including its hyper-parameters and the loss objectives for training, except where stated otherwise. Specifically, Config A applies the weight decomposition technique as a replacement of weight demodulation. Config B applies the orthogonal regularization based on Config A. As indicated by (8), it is obvious that orthogonal regularization would restrict the capacity of the weights $U$ and $V$, and we have found that enforcing the orthogonal regularization on the weights of coarse layers are sufficient for better attribute disentanglement, and constraining the weights in the fine layers greatly decreases the performance. Hence, Config B utilizes the orthogonal regularization to constrain the weights in the coarse layers, whose size is less than $2^{r+1} \times 2^{r+1}$. Config C, Config D and STGAN-WO use the structure-texture independent architecture based on Baseline, Config A and Config B, respectively. The structure and texture components are obtained by the structure-texture decomposition algorithm in [23]. The structure-texture independent architecture shows robustness to the structure-texture decomposition algorithms. Hence, users may choose other structure-texture decomposition algorithms to conduct experiments. The hyper-parameter $r$ in the structure-texture independent architecture is taken as 6, which has seen good performance.

B. Face Synthesis Using STGAN-WO

Before evaluating the performance of STGAN-WO, we first show how face synthesis is conducted. As shown in Fig. 5 (a), $z_1$ and $w_1$ are responsible for synthesizing the texture components of $\hat{I}_3-\hat{I}_6$, and the structure parts are then produced in $\hat{I}_7-\hat{I}_9$ with the control of $z_2$ and $w_2$. Fig. 6 shows the synthesized faces and their corresponding texture and structure components. It is clearly seen that there almost exist no structure components in $\hat{I}_3-\hat{I}_6$, and the structure components appear starting from $\hat{I}_7$, consistence with the design of the structure-texture independent architecture and demonstrating that $z_1$ and $z_2$ control the synthesis of the texture and structure components independently. In Section VI-B, we conduct ablation study and utilize the metric mentioned in the following section (Perceptual Path Length, PPL) to further demonstrate that $z_1$ and $z_2$ control the synthesis of the texture and structure components independently.

C. Perceptual Evaluation

We would like to manipulate the intermediate latent code to figure out how perceptual changes would happen, and investigate the effect of those proposed techniques on attribute disentanglement. Specifically, for Config C, Config D and STGAN-WO, we edit the texture related attributes via moving
Fig. 7: Face editing of various GAN models via moving the intermediate latent code $w$ along its orthogonal directions randomly. Specifically, two latent vectors are involved in Config C, Config D and Config E, and (d)-(f) show the face editing results via moving $w_1$ along its orthogonal directions.

$w_1$ along its orthogonal directions as shown in (14). To manipulate structure related attributes, we change $w_2$. In addition, we move the latent code $w$ along its orthogonal directions in Baseline, Config A and Config B to investigate the effect on perceptual results. Perceptual results are shown in Fig. 7 and Fig. 8. Firstly, Fig. 7 (a) shows the face editing results of StyleGAN. Owing to the highly entangled latent space of StyleGAN, moving the latent code $w$ along its orthogonal directions would affect multiple attributes like expressions, face color, face outline, etc. It is nearly impossible to change some specific attributes individually.

Secondly, as shown in in Fig. 7 (a), (b) and (c), it is obvious that the structure component is entangled with the texture parts when conducting attribute editing, and changing the latent vector would affect texture component related attributes like face outline, as well as structure related ones like face color. As a comparison, Config C, Config D and STGAN-WO have improved the perceptual results on decoupling the attributes over Baseline, Config A and Config B, respectively. To be specific, as shown in Fig. 7 (d), (e) and (f), conducting face editing with Config C, Config D and STGAN-WO affect a decreasing number of attributes, and structure component related attributes have been disentangled with texture related ones, demonstrating that attribute editing would benefit from the structure-texture independent architecture. This is because the structure-texture independent architecture hierarchically generates the texture and structure parts, which therefore contributes to the attribute disentanglement.

Thirdly, Config A and Config D apply the weight decomposition technique as a replacement of weight demodulation,
which is used in Baseline and Config C. It is easier to find the correlation between face images before and after editing in Fig. 7 (b) and (e) than that in Fig. 7 (a) and (d), indicating that less attributes are affected when weight decomposition is applied, and further demonstrating the effectiveness of weight decomposition.

Fourthly, Fig. 7 (f) shows excellent performances on the attribute editing task, where moving the latent vector \( w_1 \) along its orthogonal directions only change the hair style (the left four images) or the poses (the right four images), while the other attributes are hardly affected. More samples of attribute editing with STGAN-WO can be found in Fig. 1, where specific attribute editing is achieved by moving \( w_1 \) toward its randomly initialized directions. Compared with the results in Fig. 7 (e), it is clearly seen that orthogonal regularization is essential for better attribute disentanglement. In addition, Fig. 8 shows how Config C, Config D and STGAN-WO perform on face editing task by change \( w_2 \). Changing \( w_2 \) in Config C and Config D appears to only affect the face color, and many structure component related attributes has disappeared, e.g., illumination, thus greatly affecting the diversity of synthesized samples. We reason that this is caused by the unsuccessful attribute disentanglement, and the texture related attributes are still entangled with the structure related ones, so that only part of the structure related attributes can be synthesized. To address this, STGAN-WO utilizes the orthogonal regularization to guarantee that each \( s_n \) only controls one factor of variation. As shown in Fig. 8 (c) and Fig. 1 (a), generated faces shows more diversities, further demonstrating the importance of orthogonal regularization on attribute editing.

To summarize, the weight decomposition technique, orthogonal regularization as well as the structure-texture independent architecture all contribute to better attribute editing, and removing any of them would decrease the performance on attribute disentanglement. In addition, it has been demonstrated that STGAN-WO has achieved good performance of face editing in an unsupervised way.

**D. Quantitative Evaluation**

Quantitative evaluation is performed as well to provide a comprehensive investigation of the proposed techniques. Following the traditions in literatures, Inception score (IS) [34] and Fréchet Inception Distance (FID) [35] are utilized as approximate measures of sample quality. In order to quantify attribute disentanglement, the authors of StyleGAN [6] has introduced the Perceptual Path Length (PPL), which measures how drastic changes the image undergoes when performing interpolation in the latent space. Intuitively, a less curved latent space should result in perceptually smoother transition than a highly curved latent space. Following [13], we compute the PPL metric based on path endpoints in \( w \):

\[
l_w = E \frac{1}{\epsilon^2} d(g(\text{lerp}(w^1, w^2, t)), g(\text{lerp}(w^1, w^2, t + \epsilon)))
\]  

(15)

where \( l_w \) is the PPL metric computed based on endpoint \( w \), \( t \sim U(0, 1) \), \( \epsilon \) is a small value and usually taken as \( 10^{-4} \), \( d(\cdot, \cdot) \) evaluates the perceptual distance between the resulting images, which is computed according to [6], \( w^1 \) and \( w^2 \) are two randomly sampled latent code, \( g \) is the synthesis network, and \( \text{lerp} \) denotes the linear interpolation operation:

\[
\text{lerp}(a, b, t) = a + (b - a) * t
\]  

(16)

For Baseline, Config A and Config B, we calculate \( l_w \) using (15), while, for Config C, Config D and STGAN-WO, where two intermediate latent code \( w_1 \) and \( w_2 \) are involved, \( l_{w_1} \) and \( l_{w_2} \) are computed. \( w_1 \) in Config C, Config D and STGAN-WO is moved along its orthogonal directions to edit some specific attributes. However, \( w^1 \) and \( w^2 \) in (15) are randomly sampled, leading to the problem that \( l_{w_1} \) computed by (15) is incapable of measuring the perceptual changes when performing attribute editing via the method in (14). To address this, we can compute PPL along the orthogonal directions:

\[
l_{\perp} = E \frac{1}{\epsilon^2} d(g(w^1_1), g(w^1_1 + \epsilon \cdot w^1_1))
\]  

(17)
TABLE I: Quantitative evaluation of various GAN models. IS is Inception Score and FID is Fréchet Inception Distance. For IS, higher is better, while lower is better for FID. Perceptual Path Length are computed based on path endpoints in \( w \) according to [6]. For Config C, Config D and STGAN-WO, two intermediate latent codes \( w_1 \) and \( w_2 \) are involved. Thus, perceptual path length \( l_\perp \) and \( l_{w_2} \) are calculated based on \( w_1 \) and \( w_2 \), respectively.

| Configuration | FID  | IS   | \( l_w \) | Configuration | FID  | IS   | \( l_{w_2} \) | \( l_\perp \) |
|---------------|------|------|-----------|---------------|------|------|-----------|-----------|
| Baseline      | 3.82 | 5.09 | ±0.04     | Config C     | 5.51 | 5.01 | ±0.11     | 0.86       |
| Config A      | 3.47 | 5.19 | ±0.06     | Config D     | 5.53 | 5.12 | ±0.05     | 1.41       |
| Config B      | 3.83 | 5.26 | ±0.06     | STGAN-WO     | 10.13| 4.33 | ±0.07     | 13.04      |

Fig. 9: Attribute editing of aging with STGAN-WO and InterFaceGAN. (a) and (b) show face aging using STGAN-WO, and (c) shows that of InterFaceGAN.

where \( w_1^1 \) is the random sample from the intermediate latent space \( w_1 \in W_1 \), and \( w_2^1 \) is the corresponding orthonormal vector. Obviously, \( l_\perp \) measures how dramatic changes happen when moving \( w_1 \) along its orthogonal directions. Intuitively, small value of \( l_\perp \) means perceptually smooth transition and less attributes are affected. Hence, we utilize \( l_\perp \) instead of \( l_{w_1} \) to quantify attribute disentanglement when conducting face manipulation in Config C, Config D and STGAN-WO.

Results of quantitative evaluation are listed in Table I. Firstly, Config A in Table I indicates that applying the weight decomposition technique contributes to improving the image quality of synthesized samples and attribute disentanglement, demonstrating the effectiveness of weight decomposition again.

Secondly, applying the orthogonal regularization and utilizing the structure-texture independent architecture indeed contribute to attribute disentanglement. It is clearly seen that, compared with \( l_w \) in Baseline, Config A and Config B, \( l_\perp \) and \( l_{w_2} \) for Config C, Config D and STGAN-WO are of rather small values, indicating that moving \( w_1 \) along its orthogonal directions or changing \( w_2 \) results in perceptually much smoother transition in Config C, Config D and STGAN-WO than that in Baseline, Config A and Config B, and further demonstrating the effectiveness of the structure-texture independent architecture on decoupling attributes. In addition, there is a decreasing trend for the value of \( l_\perp \) among Config C, Config D and STGAN-WO, verifying the validity of weight decomposition and orthogonal regularization on attribute disentanglement again.

It is seen that the values of \( l_{w_2} \) in Config C and Config D are exceptionally small, which can be explained as follows. Considering the contribution of weight decomposition and orthogonal regularization on attribute disentanglement, \( l_{w_2} \) for Config C and Config D are expected to have larger value than that in STGAN-WO. However, \( l_{w_2} \) for Config C and Config D is of rather small value as listed in Table I. We reason that this is due to the limited diversity of generated samples in Config C and Config D. As shown in Fig. 8, changing \( w_2 \) only affects few structure related attributes, greatly limiting the diversity of generated samples, and leading to the exceptional small value of \( l_{w_2} \) in Config C and Config D.

Thirdly, the orthogonal regularization and the structure-texture independent architecture would decrease the image quality of synthesized samples in Config C, Config D and STGAN-WO. As indicated by (8), it is obvious that the orthogonal regularization would greatly restrict the capacity of the weight \( U \) and \( V \), thus decreasing the image quality for those settings where the orthogonal regularization is applied. In a similar way, utilizing the structure-texture independent architecture to hierarchically generate the texture and structure parts requires the discriminator to capture the underlying distributions that the texture and structure components obey, and requires the coarse layers and fine layers in the generator to synthesize the corresponding parts, which obviously is a more complex task. As a result, applying the orthogonal regularization or the structure-texture independent architecture has seen decreased performance on image quality. Notwithstanding, the orthogonal regularization and the structure-texture independent architecture are practical technique for their contribution to attribute disentanglement. Furthermore, as shown in Fig. 1 and Fig. 9, the synthesized images are still of very good quality.

To sum up, we experimentally confirm that weight decomposition technique, orthogonal regularization and structure-texture independent architecture contribute to attribute dis-
entanglement, which is implemented at the cost of a slight decreasing in image quality.

E. InterFaceGAN vs STGAN-WO

StyleGAN [6] and its sequel StyleGAN2 [13] provide a novel generative scheme, enabling to synthesize faces of high quality and fidelity. However, StyleGAN and StyleGAN2 suffer from the entanglement problem that controlling a specific attribute would inevitably affect the others, e.g., as shown in Fig. 7 (a), moving the latent code \( w \) towards its orthogonal direction would affect multiple attributes, and it is unclear how to edit the attribute individually. To address this, STGAN-WO intends to learn a disentangled representation in an unsupervised way, in contrast to the supervised scheme like InterFaceGAN [11], [36]. To clearly show their differences, we conduct comparisons between STGAN-WO and InterFaceGAN, as a representation of the supervised scheme.

InterFaceGAN provides a novel semantic face editing method by moving the latent code along a particular direction, which is obtained under the supervision of an auxiliary attribute prediction model, and annotations from the CelebA [37] datasets are utilized to train the attribute prediction model, which in turn enable InterFanceGAN to edit attributes according to users’ demands. As a comparison, STGAN-WO as well as another unsupervised schemes, e.g., StyleGAN, are not able to determine which attributes to edit in advance as no annotation or label is used in the training process. To conduct semantic face editing, STGAN-WO would randomly initialize some orthogonal directions, then move the latent code towards these directions and investigate which attribute has been changed by a particular label code. From this perspective, supervised schemes provide more convenience for attribute editing than the unsupervised one.

As we can see, InterFaceGAN depends on the annotation to train the attribute prediction model, and obtaining such datasets are rather labor-consuming. Besides, InterFaceGAN can only edit attributes which have been annotated in the dataset. Specifically, InterFaceGAN can only edit five facial attributes, i.e., pose, smile (expression), age, gender, and eyeglasses. In contrast, STGAN-WO learns a disentangled representation of the face distribution, and it can edit much more attributes than InterFaceGAN. As shown in Fig. 1, STGAN-WO is able to edit attributes like hat, face shape, hair, etc. in addition to those in InterFaceGAN. Furthermore, STGAN-WO achieves this in an unsupervised way, i.e., no annotation is used in the entire training process. From this perspective, the unsupervised method shows its superiority over the supervised method.

To visualize their differences, Fig. 9 plots the face aging results of STGAN-WO and InterFaceGAN. As we can see, there are two stages of aging: (a) from teenager to adult, and (b) from adult to old age. Obviously, aging from teenager to adult would mostly affect the shapes of faces. As a comparison, aging from adult to old age mainly affect structure related attributes and the face shape would hardly be changed. STGAN-WO can easily accomplish the attribute editing task of face aging. Specifically, we can change \( w_1 \) to show the effect of aging stage (a) on the face outline as shown in Fig. 9 (a), and change \( w_2 \) to figure out stage (b) of aging as shown in Fig. 9 (b). InterFaceGAN has also successfully accomplished the face aging task as seen in Fig. 9 (c).

We hold the opinion that both supervised and unsupervised schemes are important as each has their own advantages, together they complement each other and enrich the techniques available to users.

VI. ABLATION STUDY

In this section, we conduct ablation study to illustrate the implication of (6), and to demonstrate that \( z_1 \) and \( z_2 \) control the synthesis of the texture and structure parts independently.

A. Effect of Attribute Editing on \( S \)

Equation (6) may cause the misunderstanding that each entry \( s_n \) corresponds to a particular attribute, and attribute editing is achieved by changing \( s_n \). To explain this clearly, we show a specific example. Fig. 10 shows how the latent code \( z \) produces its corresponding style vectors to control the image synthesis process. Specifically, there are a total of 15 layers in the generator of STGAN-WO. When conducting face synthesis, the latent vector \( z_1 \) and \( z_2 \) would produce their corresponding \( w_1 \) and \( w_2 \) first, then produce 9 and 6 style vectors, respectively, each of which is responsible for one particular layer. Manipulating the latent code \( z \) or \( w \) would affect the generated faces. For example, we move the latent code \( w_1 \) along its orthogonal direction and obtain \( w_1' \), then the synthesized faces would be changed as shown in Fig. 11. It is clearly seen that the attribute “eyeglass” has been edited while the others are hardly affected. Let \( S_i, S'_i \) denote the style vector produced by \( w_1 \) and \( w_1' \), respectively.

\[
S_i, S'_i \in \begin{cases}
\mathbb{R}^{512} & i = 1, \cdots, 9 \\
\mathbb{R}^{256} & i = 10, 11 \\
\mathbb{R}^{128} & i = 12, 13 \\
\mathbb{R}^{64} & i = 14, 15
\end{cases}
\]  

(18)

We utilize \( p_i \) to indicate how moving \( w_1 \) towards \( w_1' \) affects each entry of \( S_i \), which is element-wisely computed by:

\[
p_i = \frac{|S_i - S'_i|}{|S_i|}
\]

(19)
The results are listed in Table II. \( N(p_i \leq 0.1) \) is the number of entries in \( p_i \), whose value is in the range of \([0, 0.1] \). It is clearly seen that \( N(p_i \leq 0.1) \) indicates how many entries are slightly affected when moving \( w_1 \) towards \( w'_1 \), and \( N(p_i \geq 0.5) \) shows those entries which have been greatly changed.

Suppose that each entry of \( S_i \) corresponds to one particular attribute, then in the case of Fig. 11, moving \( w_1 \) towards \( w'_1 \) would only affect few entries of \( S_i \), because only the attribute “eyeglass” is affected. However, as shown in Table II, most of the entries in \( S_i \) have been greatly changed, indicating that each entry does not correspond to one particular attribute.

### Ablation Study about Independent Synthesis

Fig. 6 has demonstrated that \( z_1 \) is responsible for the synthesis of texture components, and \( z_2 \) controls that of the structure parts. In addition, we utilize the structure-texture decomposition algorithm [23] to obtain the structure and texture components of \( I \), then compute the PPL based on the structure and texture components. Thus, we can quantitatively determine how \( w_2 \) and \( w_3 \) affect the synthesis of the structure and texture components. Results are listed in Table III. It is clearly seen that changing \( w_2 \) hardly affects the texture components as the \( \|w_3\|_2 \) for the texture components is much smaller than that of the structure components. In a similar way, \( w_1 \) is closely related to the texture components, and hardly affects the structure one.

### Ablation study to show that \( w_1 \) and \( w_2 \) can control structure and texture components independently.

| \( l_{w_2} \) | \( l_1 \) |
|----------|----------|
| STGAN-WO | 13.04    | 0.42 |
| Texture components | 0.12 | 0.42 |
| Structure components | 12.20 | 0.04 |

### VII. CONCLUDING REMARKS

To perform better facial attribute editing in an unsupervised way, we have introduced (a) weight decomposition, (b) orthogonal regularization, (c) the structure-texture independent architecture, and proposed STGAN-WO. We experimentally confirm that the proposed techniques contribute to better attribute editing, i.e., individual attribute editing can be achieved by STGAN-WO via moving the intermediate latent code \( w_1 \) along its randomly initialized directions or changing \( w_2 \).
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