Predicting Currency Crises: A Novel Approach Combining Random Forests and Wavelet Transform
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Abstract: We propose a novel approach that combines random forests and the wavelet transform to model the prediction of currency crises. Our classification model of random forests, built using both standard predictors and wavelet predictors, and obtained from the wavelet transform, achieves a demonstrably high level of predictive accuracy. We also use variable importance measures to find that wavelet predictors are key predictors of crises. In particular, we find that real exchange rate appreciation and overvaluation, which are measured over a horizon of 16–32 months, are the most important.
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1. Introduction

Severe economic collapse in developing countries often involves currency crises triggered by speculative attacks on the currency and sudden stops to capital inflows. An unexpectedly sharp exchange rate depreciation tends to have a contractionary effect on economic activities, owing to an extensive dollarization of liabilities in both bank and corporate balance sheets. Thus, preventing serious currency crises is considered a priority task of macroeconomic management in developing countries.

Having observed the severe economic consequences of emerging market currency crises during the 1990s, economists have searched for a reliable currency crisis prediction model. The seminal works include Frankel and Rose (1996) and Kaminsky et al. (1998). Frankel and Rose (1996) define a currency crash as the nominal depreciation of a currency’s value by at least 25%, which is also at least a 10% increase in the rate of depreciation. They estimate multivariate logistic regressions and find that a currency crash tends to occur when output growth is low, the growth of domestic credit is high, and the foreign interest rate level is high. Kaminsky et al. (1998) propose a signaling approach, which seeks to identify the threshold values for individual predictors. They find that exports, real exchange rate overvaluation, GDP growth, foreign exchange reserves, and equity prices are the most reliable predictors of crises. Berg and Pattillo (1999) use panel probit models and show that their forecasting ability outperforms the signaling approach. Bussiere and Fratzscher (2006) use multinomial logistic regressions, which distinguish between tranquil periods, crisis periods, and post-crisis periods. They use the exchange market pressure (EMP) index originally proposed by Eichengreen et al. (1995) to define a currency crisis and show that the multinomial logistic model predicts crises better than the binomial logistic model. In a similar vein, Abiad (2003) and Peria (2002) use a Markov-switching model, which identifies and characterizes crisis periods endogenously. Shimpalee and Breuer (2006) focus on the role of institutional factors and use the probit model to show that corruption, de facto fixed exchange rates, weak government stability, and weak law and order increase the probability of crises.
The global financial crisis of 2008 has rekindled interest in this topic. Rose and Spiegel (2011, 2012) regressed the measure of crisis intensity on a set of potential predictors; however, they found few clear and reliable predictors for the cross-country incidence of severe recessions during the global financial crisis. Frankel and Frankel and Saravelos (2012) investigated whether traditional indicators can help explain why some countries were badly impacted by the global financial crisis and found that foreign exchange reserves and real exchange rate overvaluation are the most useful predictors. Gourinchas and Obstfeld (2012) employed the methods of event studies and logit regressions and found that domestic credit expansion, real exchange rate appreciation, and foreign exchange reserves are useful predictors of crises in emerging market economies. Sevim et al. (2014) used decision trees and artificial neural networks to predict currency crises in Turkey and showed that results from these two methods are superior to those obtained by logistic regressions.

In this study, we propose a novel approach that combines a machine learning technique of random forests and a signal processing method of the wavelet transform to model the prediction of currency crises. We demonstrate that our model can achieve a high level of accuracy in predicting currency crises. Our contribution to the literature is two-fold. First, we use the wavelet transform to extract key features of exchange rate behavior that may signal the risk of currency crises. The existing studies tend to focus on a particular aspect of exchange rate behavior, such as overvaluation or volatility over a particular period of time. By applying the wavelet transform, we can systematically extract various features of exchange rate behavior across different time horizons. Recent literature in economics and finance makes extensive use of wavelet analysis, indicating its usefulness as a tool for feature extraction (Reboredo and Rivera-Castro 2013; Cai et al. 2017; Faria and Verona 2018). Second, we construct a prediction model by applying the random forests method, which is a variant of decision trees. The existing literature is generally more concerned with identifying the key predictors of crises than improving the predictive accuracy (Frankel and Saravelos 2012). We choose the random forests method because it can significantly improve predictive accuracy by building a large number of trees using random input selection (Breiman 2001). In addition, the random forests method provides variable importance measures that rank predictors according to their contribution to the prediction. Thus, the random forests method also addresses the traditional question of which predictors are most reliable. Owing to its superior performance, the random forests method has been increasingly employed in the area of economic and financial forecasting (Tanaka et al. 2018).

The rest of the paper is organized as follows. In Section 2, we explain the methodology and the data. In Section 3, we evaluate the predictive accuracy of the models and present the variable importance measures. Section 4 provides our conclusions.

2. Methodology and Data

2.1. Discrete Wavelet Transformation

We applied the discrete wavelet transform (DWT) to a time series of monthly exchange rates and systematically extracted key features of exchange rate behavior over different time horizons. Specifically, we used a modified version of DWT known as the maximal overlap DWT (MODWT) because its sample size need not be restricted to a power of two. Existing studies typically measure the deviation from the trend and the volatility of exchange rates over an arbitrarily selected period of time. Our approach has an advantage over the existing methods because it evaluates various aspects of exchange rate behavior over different time horizons. The MODWT was computed using the pyramid algorithm proposed by Percival and Walden (2000)\(^1\).

\(^1\) The computation of the MODWT is conducted using the “Wavelets” package in the R software package.
The sample variance of the exchange rate series can be decomposed into parts corresponding to
the variance of the series on different scales. For a partial DWT of level \( J_0 \), the decomposition is
given by:

\[
\hat{\sigma}_X^2 = \frac{1}{N} \sum_{j=1}^{J_0} \left\| \tilde{W}_j \right\|^2 + \frac{1}{N} \left\| \tilde{V}_{J_0} \right\|^2 - \bar{X}^2,
\]

(1)

where \( \hat{\sigma}_X^2 \) denotes the sample variance of the exchange rate series; \( \tilde{W}_j \) denotes an \( N \) dimensional vector, whose element \( \tilde{W}_{j,t} \) is the \( j \)th level wavelet coefficient corresponding to a scale of \( \tau_j = 2^{j-1} \); \( \tilde{V}_{J_0} \) denotes an \( N \) dimensional column vector, whose element \( \tilde{V}_{J_0,t} \) is the \( J_0 \)th level scaling coefficient corresponding to a scale of \( \lambda_j = 2^{J_0} \); and \( \bar{X} \) denotes the sample average of the exchange rate series\(^2\).

The \( j \)th level wavelet coefficients of \( \tilde{W}_j \) and the scaling coefficients of \( \tilde{V}_{J_0} \) are given by:

\[
\tilde{W}_j = \tilde{B}_j \tilde{V}_{j-1} = \tilde{B}_j \tilde{A}_{j-1} \cdots \tilde{A}_1 X,
\]

(2)

\[
\tilde{V}_{J_0} = \tilde{A}_{J_0} \tilde{V}_{J_0-1} = \tilde{A}_{J_0} \tilde{A}_{J_0-1} \cdots \tilde{A}_1 X,
\]

(3)

where \( \tilde{B}_j \) and \( \tilde{A}_j \) are \( N \times N \) matrices whose rows contain circularly shifted and up-sampled versions of the wavelet filter, \( \{ \hat{h}_j \} \), and scaling filter, \( \{ \hat{g}_j \} \), periodized to length \( N \); \( N \) denotes the sample size; and \( X \) denotes an \( N \) dimensional vector, whose element \( \{ X_t \} \) is the exchange rate series\(^3\).

The multi-resolution analysis (MRA) decomposes a time series of exchange rates into parts
 corresponding to the variation of the series on different scales. For a partial DWT of level \( J_0 \), the MRA is given by:

\[
X = \sum_{j=1}^{J_0} \tilde{D}_j + \tilde{S}_{J_0},
\]

(4)

where \( \tilde{D}_j \) denotes an \( N \) dimensional vector whose element \( \tilde{D}_{j,t} \) is the \( j \)th level wavelet detail corresponding to a scale, \( \tau_j = 2^{j-1} \), and \( \tilde{S}_{J_0} \) denotes an \( N \) dimensional vector, whose element \( \tilde{S}_{J_0,t} \) is the \( J_0 \)th level smooth function corresponding to a scale, \( \lambda_j = 2^{J_0} \). The \( j \)th level details of \( \tilde{D}_j \) and the smooth function of \( \tilde{S}_{J_0} \) are given by:

\[
\tilde{D}_j = \tilde{A}_1^T \cdots \tilde{A}_{j-1}^T \tilde{B}_j^T \tilde{W}_j
\]

(5)

and

\[
\tilde{S}_{J_0} = \tilde{A}_1^T \cdots \tilde{A}_{J_0-1}^T \tilde{A}_{J_0}^T \tilde{V}_{J_0},
\]

(6)

respectively, where \( \tilde{B}_j^T \) and \( \tilde{A}_j^T \) denote the transposers of \( \tilde{B}_j \) and \( \tilde{A}_j \), respectively\(^4\).

A cascade of wavelet filters relating \( \tilde{W}_{j,t} \) to \( X_t \) is an approximation to a band-pass filter with the pass-band given by \([1/2^{j+1}, 1/2^j]\), while a cascade of scaling filters relating \( \tilde{V}_{J,t} \) to \( X_t \) is an approximation to a low-pass filter with the pass-band given by \([0, 1/2^{J+1}]\). Correspondingly, \( \tilde{D}_{j,t} \) represents the variation of monthly exchange rates over \( 2^{j} - 2^{j+1} \) months, while \( \tilde{S}_{J,t} \) represents the trend obtained after the sum of \( \tilde{D}_{j,t} \), up to the \( j \)th level, is removed from the series.

---

\(^2\) Equation (1) is derived from the energy preserving condition: \( \|X\|^2 = \frac{1}{N} \sum_{j=1}^{J_0} \|\tilde{W}_j\|^2 + \|\tilde{V}_{J_0}\|^2 \).

\(^3\) While Fourier transform coefficients are associated with frequencies, wavelet coefficients are associated with a particular scale and set of times.

\(^4\) Using the orthonormality of DWT, the MRA is obtained by pre-multiplying both sides of Equations (2) and (3) by the transposer of \( \tilde{B}_j \tilde{A}_{j-1} \cdots \tilde{A}_1 \) and \( \tilde{A}_{J_0} \tilde{A}_{J_0-1} \cdots \tilde{A}_1 \), respectively.
We set \( J_0 = 5 \) and computed each level of \( \tilde{W}_{j,t}, \tilde{V}_{j,t}, \tilde{D}_{j,t}, \) and \( \tilde{S}_{j,t} \) up to the fifth level. Our choice of MODWT wavelet and scaling filters are Harr filters\(^5\), which are given by:

\[
\tilde{h}_0 = 1/2, \quad \tilde{h}_1 = -1/2, \quad \tilde{g}_0 = 1/2, \quad \tilde{g}_1 = -1/2.
\]

We used a time series of \( \tilde{W}_{j,t}, \tilde{V}_{j,t}, \tilde{D}_{j,t}, \) and \( \tilde{S}_{j,t} \) as predictors for building a classification model of random forests. Specifically, we used the square of \( \tilde{W}_{j,t} \) and \( \tilde{V}_{j,t} \) to capture the scale-by-scale contribution to the volatility of nominal exchange rates, while we used \( \tilde{D}_{j,t} \) to capture the variation of real exchange rates over various time horizons. In addition, we measured the overvaluation of real exchange rates by computing the difference between the actual value of the real exchange rates and the corresponding \( \tilde{S}_{j,t} \) on each scale. The nominal exchange rate was the end-of-period monthly bilateral dollar exchange rate, while the real exchange rate is computed by deflating the nominal exchange rate with the consumer price index (CPI). Both nominal and real exchange rates were transformed into logarithmic terms.

2.2. The EMP Index

A currency crisis can be characterized as a situation in which a country’s currency is under a severe attack that leads to a sharp depreciation of exchange rates and/or a substantial loss in foreign exchange reserves. To measure the extent of downward pressures on exchange rates, many studies employ the EMP index originally proposed by Eichengreen et al. (1995). In this study, we used the modified version of the EMP index employed by Bussiere and Fratzscher (2006). The modified index is the weighted average of the annual changes of real exchange rates and foreign exchange reserves given by:\(^6\)

\[
EMP_{i,t} = \omega_{exr} \left( \frac{rexr_{i,t} - rexr_{i,t-1}}{rexr_{i,t-1}} \right) - \omega_{res} \left( \frac{res_{i,t} - res_{i,t-1}}{res_{i,t-1}} \right),
\]

where \( rexr_{i,t} \) denotes the real exchange rate as defined above; \( res_{i,t} \) denotes the foreign exchange reserves; \( \omega_{exr} \) and \( \omega_{res} \) denote the inverse of the variance of change rates in exchange rates and foreign exchange reserves, respectively; and the subscripts \( i \) and \( t \) denote a specific country and time, respectively. Using this EMP index, a binary variable of currency crises is defined as follows:

\[
Crisis_{i,t} = \begin{cases} 
1 & \text{if } EMP_{i,t} > \mu_{EMP_{i,t}} + 2\sigma_{EMP_{i,t}} \\
0 & \text{otherwise}
\end{cases},
\]

where \( \mu_{EMP_{i,t}} \) and \( \sigma_{EMP_{i,t}} \) denote the sample mean and the standard deviation of the EMP index, respectively, for each country.

Table 1 shows the number of currency crises obtained during the sample period by using Equation (9).

---

\(^5\) In addition to the Harr filter, we also used LA8 and D4 to derive wavelet predictors and evaluate the predictive accuracy. The reason we have chosen to use the Harr filter is because it is the only filter that produces consistent results. When we used LA8 and D4, the random forests method performed better than the logistic regression based on the balanced accuracy and the F-measure, while the latter performed better than the former based on AUC. By contrast, the random forests method consistently outperformed the logistic regression when the Harr filter was used.

\(^6\) Although the original index also includes interest rate differentials, Kaminsky et al. (1998) removed it from their index because developing countries often adopt interest rate control. Since our sample includes many developing countries, we exclude interest rate differentials from the index. Note also that real exchange rates are used instead of nominal exchange rates to take into account differences in inflation rates across countries.
2.3. Classification Model of Random Forests

In this paper, we built a classification model of random forests for predicting currency crises. An alternative method is to estimate a probit or a logistic regression, in which the probability of a crisis is regressed on a set of predictors, such as exchange rates, foreign exchange reserves, and domestic credit supply. In this study, we employed the method of random forests because it tends to perform better in terms of predictive accuracy. The random forests classification model is a variant of classification trees, which split the data at each node into smaller, more homogeneous groups. To achieve homogeneity, the classification trees search the predictor to split the data and the value at which they are split (Kuhn and Johnson 2013). The homogeneity is measured by the Gini index, which is defined for the two-class problem as:

\[
Gini = p_1(1 - p_1) + p_2(1 - p_2),
\]

where \( p_1 \) and \( p_2 \) are the probabilities for the classes. A smaller value of the Gini index implies a greater degree of homogeneity in the group.

Compared with a basic classification tree, the random forests method performs better in terms of classification accuracy for two main reasons. First, it seeks to reduce the prediction variance and, thus, to improve predictive performance over a single tree by so-called bagging, which is the building of many trees using different bootstrapped training data sets and averaging the resulting predictions. Second, it seeks to lessen correlation among trees by adding randomness to the selection of predictors at each split (Breiman 2001).

We followed Kuhn and Johnson (2013) method for building a random forests classification model and evaluated its performance. Our selection of predictors was guided by Frankel and Saravelos (2012), who conducted an extensive literature survey and concluded that the most reliable indicators for predicting crises include foreign exchange reserves, the real exchange rate, the growth rate of credit, GDP, and the current account. Hence, we used the annual series of the following indicators to predict whether a crisis occurs in the following year: (i) the ratio of total reserves to GDP (res_gdp); (ii) the growth rate of total reserves; (gr_res); (iii) the growth rate of real GDP (gr_gdp); (iv) the current account balance as a percentage of GDP (ca); (v) the growth rate of broad money (gr_bm); (vi) the ratio of broad money to GDP (bm_gdp); (vii) the ratio of broad money to total reserves (bm_res); (viii) \( \tilde{D}_{j,t} \{ j = 1 \sim 5 \} \) for real exchange rates (dj_rer); (ix) real exchange rate overvaluation, measured by the difference between the actual value and \( \tilde{S}_{j,t} \{ j = 1 \sim 5 \} \) (ovj_rer); (x) the square of \( \tilde{W}_{j,t} \{ j = 1 \sim 5 \} \) for nominal exchange rates (wj_ner); and (xi) the square of \( \tilde{V}_{j,t} \{ j = 5 \} \) for nominal exchange rates (v5_ner). Note that the annual data for the wavelet predictors corresponding to

---

Table 1. Number of currency crises.

| Year | No. of Crises |
|------|--------------|
| 1992 | 1            |
| 1993 | 2            |
| 1994 | 3            |
| 1997 | 2            |
| 1998 | 1            |
| 1999 | 5            |
| 2002 | 1            |
| 2003 | 3            |
| 2007 | 1            |
| 2015 | 4            |
| Total| 23           |

---

7 The computation is conducted using “caret”, “randomForest”, and “pROC” packages in the R software package.
indicators (viii)–(xi) were constructed by averaging the monthly series obtained from the DWT for each year.

The sample for predictors covers 40 developing countries over the period 1991–2015. Thus, the corresponding sample of the EMP index covers the same countries over the period 1992–2016. The list of the sample countries is provided in the Appendix A. We selected countries for which the proportion of missing data of monthly exchange rates or CPI in the total sample was not more than 10%. The k-nearest-neighbor imputation was used to deal with the missing data. The data sources were the International Financial Statistics of the International Monetary Fund (IMF) and the World Development Indicators of the World Bank. Table 2 shows the summary statistics of the variables.

Table 2. Summary statistics. EMP: exchange market pressure.

|                  | EMP_index | res_gdp | gr_res | gr_gdp | ca  | gr_bm  |
|------------------|-----------|---------|--------|--------|-----|--------|
| Obs.             | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | −0.4671   | −0.0025 | 0.0165 | −0.0009 | 0.0037| 0.0013 |
| Sd. dev.         | 1.3997    | 0.9801  | 0.9856 | 0.9795 | 0.9752| 0.9773 |
| Min              | −7.6276   | −2.4292 | −2.8799| −4.3650| −4.2418| −2.1852|
| Max              | 4.9584    | 2.8716  | 4.6392 | 4.3375 | 2.8742| 4.5146 |
| bm_gdp          | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | 0.0044    | 0.0035  | −0.0001| −0.0001| −0.0001| −0.0007|
| Sd. dev.         | 0.9813    | 0.9799  | 0.0088 | 0.0148 | 0.0351| 0.0837 |
| Min              | −3.7706   | −2.1113 | −0.0772| −0.1122| −0.2180| −0.5096|
| Max              | 3.0995    | 4.7506  | 0.0861 | 0.1279 | 0.2288| 0.5434 |
| d1_rer          | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | −0.0037   | −0.0001 | −0.0001| −0.0002| −0.0009| −0.0046|
| Sd. dev.         | 0.1417    | 0.0088  | 0.0229 | 0.0554 | 0.1342| 0.2586 |
| Min              | −0.9524   | −0.0772 | −0.1684| −0.3621| −0.7815| −1.7339|
| Max              | 0.9170    | 0.0861  | 0.1924 | 0.4113 | 0.8296| 1.4932 |
| d2_rer          | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | −0.0037   | −0.0001 | −0.0001| −0.0002| −0.0009| −0.0046|
| Sd. dev.         | 0.1417    | 0.0088  | 0.0229 | 0.0554 | 0.1342| 0.2586 |
| Min              | −0.9524   | −0.0772 | −0.1684| −0.3621| −0.7815| −1.7339|
| Max              | 0.9170    | 0.0861  | 0.1924 | 0.4113 | 0.8296| 1.4932 |
| d3_rer          | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | −0.0037   | −0.0001 | −0.0001| −0.0002| −0.0009| −0.0046|
| Sd. dev.         | 0.1417    | 0.0088  | 0.0229 | 0.0554 | 0.1342| 0.2586 |
| Min              | −0.9524   | −0.0772 | −0.1684| −0.3621| −0.7815| −1.7339|
| Max              | 0.9170    | 0.0861  | 0.1924 | 0.4113 | 0.8296| 1.4932 |
| d4_rer          | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | −0.0037   | −0.0001 | −0.0001| −0.0002| −0.0009| −0.0046|
| Sd. dev.         | 0.1417    | 0.0088  | 0.0229 | 0.0554 | 0.1342| 0.2586 |
| Min              | −0.9524   | −0.0772 | −0.1684| −0.3621| −0.7815| −1.7339|
| Max              | 0.9170    | 0.0861  | 0.1924 | 0.4113 | 0.8296| 1.4932 |
| w1_ner          | 1000      | 1000    | 1000   | 1000   | 1000| 1000   |
| Mean             | 0.0025    | 0.0047  | 0.0098 | 0.0208 | 0.0445| 0.8894 |
| Sd. dev.         | 0.0120    | 0.0165  | 0.0300 | 0.0604 | 0.1142| 1.2783 |
| Min              | 0.0000    | 0.0000  | 0.0000 | 0.0000 | 0.0000| 0.0000 |
| Max              | 0.1614    | 0.2000  | 0.3433 | 0.7592 | 1.0942| 10.6675|

3. Results

3.1. Wavelet Predictors

Table 3 compares the mean and standard deviations of wavelet predictors between the crisis and non-crisis samples. The former includes the observations of wavelet predictors in the year immediately before a crisis, while the latter includes those in the year immediately before a year with no crisis.

There are three points worth noting here. First, the means for all levels of dj_rer in the crisis sample were negative, while those in the non-crisis sample were positive. The $t$-test rejects the null hypothesis that the mean is the same across the two samples for all levels of dj_rer. These results indicate that the appreciation of the real exchange rate over various time horizons was associated with a crisis in the following year. In other words, the appreciation of the real exchange rate signals the risk of a crisis. Second, the means for all levels of ovj_rer in the crisis sample were negative, while those in the non-crisis sample were positive. The corresponding $t$-test rejects the null hypothesis of the same mean for all levels of ovj_rer. The results indicate that the overvaluation of the real exchange rate over various time horizons signals the risk of a crisis. Third, the means of wj_ner ($j = 1~5$) and v5_ner in the crisis sample were larger than those in the non-crisis sample. However, the $t$-test rejects the null
hypothesis of the same mean only for $W_5\_ner$ at the 5% significance level. The results indicate that a
greater volatility of the nominal exchange rate measured by the square of $W_5\_ner$ signals the risk of
a crisis.

| d1\_rer | d2\_rer | d3\_rer | d4\_rer | d5\_rer |
|---------|---------|---------|---------|---------|
| Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. |
| Crisis  | −0.0083  | 0.0155  | −0.0164  | 0.0215  | −0.0438  | 0.0405  | −0.1163  | 0.0800  | −0.1775  | 0.1416   |
| Non-crisis | 0.0001  | 0.0085  | 0.0003  | 0.0144  | 0.0010  | 0.0343  | 0.0020  | 0.0818  | 0.0004  | 0.1392   |
| t-test (p-value) | 0.0084 | 0.0006 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

| ov1\_rer | ov2\_rer | ov3\_rer | ov4\_rer | ov5\_rer |
|---------|---------|---------|---------|---------|
| Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. |
| Crisis  | −0.0083  | 0.0155  | −0.0246  | 0.0366  | −0.0684  | 0.0759  | −0.1847  | 0.1511  | −0.3622  | 0.2516   |
| Non-crisis | 0.0001  | 0.0085  | 0.0005  | 0.0222  | 0.0014  | 0.0538  | 0.0034  | 0.1308  | 0.0038  | 0.2528   |
| t-test (p-value) | 0.0084 | 0.0017 | 0.0001 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

| w1\_ner | w2\_ner | w3\_ner | w4\_ner | w5\_ner |
|---------|---------|---------|---------|---------|
| Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. | Mean    | Std. dev. |
| Crisis  | 0.0117   | 0.0349  | 0.0180   | 0.0467  | 0.0355   | 0.0860  | 0.0741   | 0.1726  | 0.1613   | 0.2912   |
| Non-crisis | 0.0023  | 0.0108  | 0.0044   | 0.0150  | 0.0092   | 0.0272  | 0.0195   | 0.0547  | 0.0417   | 0.1053   |
| t-test (p-value) | 0.1056 | 0.0888 | 0.0784 | 0.0720 | 0.0309 | 0.0309 | 0.0309 | 0.0309 | 0.0309 | 0.0309 |

| $v_5\_ner$ |
|----------|
| Mean     | Std. dev. |
| Crisis   | 1.1793   | 1.5044  |
| Non-crisis | 0.8826  | 1.2719  |
| t-test (p-value) | 0.1790 | 0.1790 | 0.1790 | 0.1790 | 0.1790 |

Note: t-test is Welch’s test for one-sided hypothesis.

Based on these analyses, we speculate that wavelet predictors will play an important role in
constructing prediction models for currency crises.

3.2. Predictive Accuracy of the Random Forests Classification Model

We constructed a random forests classification model using both standard predictors and wavelet
predictors, as discussed in Section 2.3. For the purpose of comparison, we also estimated a conventional
logistic regression. We kept the subset of the predictor sample covering the period 2011–2015 as the
test set for evaluating model performance. Thus, the training set used for building the model was the
subset of the sample covering the period 1991–2010. To reduce model bias arising from the imbalance
in sizes between the crisis and non-crisis samples, we truncated the non-crisis sample by selecting only
those observations for crisis-hit countries corresponding to the two years prior to the crisis. Hence,
if a country was hit by a crisis in 1997, the observation of the predictors for 1996 was included in the
crisis sample and the observations of the predictors for 1994–1995 were included in the non-crisis
sample. This represents an addition of three observations to the training set.

Table 4 shows the evaluation of the predictive accuracy of the two models. The results are shown
for probability thresholds of 50% and 70%. In the former, we predicted a crisis if the probability of a
crisis predicted by a model exceeds 50%, while in the latter we predicted a crisis only if the probability
exceeds 70%.

8 As a result of the truncation, the number of observations in the training set is 53, of which the number of crisis and non-crisis
is 19 and 34, respectively. The test set includes all 200 observations, of which the number of crises and non-crisis is 4 and
196, respectively.
9 We use the set.seed( ) function in R to reproduce the results. Our results for predictive accuracy and variable importance
measures are obtained when the function takes the value of 10. Regarding the choice of key parameters, notably,
the number of trees to grow, the minimum size of terminal nodes, and the maximum number of terminal nodes, we use the
default values given by “randomForests” package, which are 500, 1, and NULL (which implies that trees are grown to the
maximum possible, subject to limits by the minimum size of terminal nodes), respectively.
Table 4. Predictive accuracy of the models. AUC: area under the receiver operating characteristic curve.

|                  | 50% Threshold | 70% Threshold |
|------------------|---------------|---------------|
|                   | Random Forests | Logistic Regression | Random Forests | Logistic Regression |
| Sensitivity       | 0.9565        | 0.8696        | 0.8696        | 0.8696             |
| Specificity       | 0.8608        | 0.8270        | 0.9222        | 0.8301             |
| Balanced accuracy | 0.9087        | 0.8483        | 0.8959        | 0.8499             |
| F-measure         | 0.9061        | 0.8478        | 0.8951        | 0.8494             |

Random Forests Logistic Regression

AUC 0.9496 0.857

The sensitivity is defined as the ratio that a crisis is predicted accurately for all samples having a crisis event, and is given by:

\[
\text{sensitivity} = \frac{\text{samples with a crisis event and predicted to have a crisis}}{\text{samples with a crisis event}}.
\]

The sensitivity is synonymous with the true-positive rate. By contrast, the specificity is defined as the ratio that a non-crisis is predicted accurately for all samples without a crisis event, which is given by:

\[
\text{specificity} = \frac{\text{samples without a crisis event and predicted to have no crisis}}{\text{samples without a crisis event}}.
\]

The false-positive rate is defined as one minus the specificity. Since there tends to be a trade-off between the sensitivity and the specificity, the balanced accuracy and the F-measure are often used to evaluate the overall accuracy. The former is the arithmetic mean of the sensitivity and the specificity, while the latter is the harmonic mean. As can be seen from the table, the levels of sensitivity, specificity, balanced accuracy, and the F-measure are fairly high for both the random forests method and the logistic regression. Overall, the random forests method performs better than the logistic regression in terms of classification accuracy. Note that both the balanced accuracy and the F-measure for the random forests method exceed 0.9 based on the 50% threshold.

We also used a receiver operating characteristic (ROC) curve to evaluate the predictive accuracy of the models. A ROC curve was constructed by plotting the true-positive rate and the false-positive rate against each other for each candidate threshold. The measure of the overall performance of the model was given by the area under the ROC curve (AUC). A larger value of AUC implies a better predictive performance of the model. The level of AUC was fairly high for both the random forests and the logistic regression, and the former performed better than the latter in terms of overall accuracy.

3.3. Variable Importance Measures

A valuable property of the random forests method is that it provides variable importance measures that rank predictors according to their contribution to the prediction. The variable importance measure was calculated by adding up the total reduction in the Gini index by splits over a given predictor, averaged over all bagged trees.

Figure 1 shows the variable importance measure for each predictor. Among the range of wavelet predictors, ov4_rer and d4_rer are the most important crisis predictors. The result is in line with the existing literature that emphasizes the importance of the real exchange rate overvaluation in signaling the risk of currency crises (see, for example, Kaminsky et al. 1998; Frankel and Saravelos 2012; Gourinchas and Obstfeld 2012). The remaining top five predictors include ov3_rer, d3_rer, and w5_ner. It is worth noting that the volatility of nominal exchange rates is also an important crisis predictor. In contrast to common perception, the level of foreign exchange reserves or the growth rate of domestic credit are less important crisis predictors in our model.
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Figure 1. Variable importance measures.

To summarize, we found that wavelet predictors, which capture the features of exchange rate behavior over various time horizons, are the key currency crisis predictors. In particular, we found that real exchange rate appreciation and overvaluation, which are measured over a horizon of 16–32 months, are the most important predictors. We also found that nominal exchange rate volatility, which was measured over a horizon of 32–64 months, is an important predictor.

4. Conclusions

In this study, we proposed a novel approach that combines a machine learning technique of random forests and a signal processing method of the wavelet transform to model the prediction of currency crises. In the first step, we used the wavelet transform to systemically extract key features of exchange rate behavior that may signal the risk of currency crises. Next, we built a random forests classification model using both standard predictors identified in the literature and wavelet predictors obtained from the wavelet transform. We demonstrated that the prediction model constructed by the random forests method can achieve a high level of predictive accuracy, presumably because the wavelet transform can better extract key features of exchange rate behavior while the random forests can improve accuracy by combining a large number of trees using random input selection. We also used the variable importance measures to find that wavelet predictors, which capture the features of exchange rate behavior over various time horizons, are key currency crisis predictors. In particular, we find that real exchange rate appreciation and overvaluation, which are measured over a horizon of 16–32 months, are the most important crisis predictors.

We believe that our novel approach to modeling the prediction of currency crises will prove useful in detecting the risk of crises and, thus, in taking preemptive action. One constraint on the practical use of our model is the limited availability of monthly data on exchange rates and price indices in developing countries. Future research may focus more on establishing an effective method of imputation that renders our approach more robust to missing data.
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Appendix A. List of Sample Countries

Algeria, Bulgaria, Burundi, Cabo Verde, Central African Republic, Chad, Chile, China, Colombia, Dominican Republic, Egypt, Equatorial Guinea, Gabon, Gambia, Guatemala, Honduras, Hungary, Kenya, Madagascar, Malawi, Malaysia, Mauritius, Mexico, Namibia, Nigeria, Peru, Philippines, Poland, Romania, Seychelles, South Africa, Sri Lanka, Sudan, Thailand, Tunisia, Turkey, Uganda, Uruguay, Venezuela, Zambia.
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