Experimental Inference of Neutral and Impurity Transport in Alcator C-Mod Using High-Resolution X-Ray and Ultra-Violet Spectra
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Abstract. We present experimental inferences of cross-field impurity transport coefficients for Alcator C-Mod plasmas without edge-localized modes, leveraging a novel forward model for the entire Ca Kα spectrum, including satellite lines within the spectral range, to compare to high-resolution X-ray Imaging Crystal Spectroscopy (XICS). These measurements are complemented by Extreme Ultra-Violet (EUV) spectroscopy that constrains transport closer to the edge. Using new atomic data sets for both XICS and EUV analysis has enabled consideration of line ratios across both spectral ranges and has increased the accuracy of inferred transport coefficients. Inclusion of charge exchange between edge thermal neutrals and impurities is shown to be extremely important in C-Mod pedestals. Atomic D neutral densities from experimental D Lyα measurements at the midplane are compared to SOLPS-ITER simulations, finding good agreement. Bayesian inferences of impurity transport coefficients are presented for L-, EDA H-, and I-mode discharges, making use of the Aurora package for forward modeling and combining our spectroscopic constraints. Experimentally inferred diffusion profiles are found to match turbulent transport models at midradius within uncertainties, using both quasilinear gyro-fluid TGLF SAT-1 and nonlinear ion-scale gyrokinetic CGYRO simulations. Significant discrepancies in convection are observed in some cases, suggesting difficulties in predictions of flat or hollow impurity profiles.

1. Introduction

It has long been appreciated that impurities set complex operational limits on tokamaks [1] and they play a central role in the attainment of high fusion performance in the core as well as
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in divertor heat flux mitigation \[2\]. Neutral behavior has also been the subject of significant research \[3\], but substantial uncertainties persist in making projections to future devices \[4\]. Developing accurate predictions requires advanced models that remain valid across a wide range of plasma conditions. It is also crucial that these are effectively integrated to enable studies of core-edge solutions.

In this work, the coupling of edge neutrals and impurity transport is investigated, comparing experimental observations and state-of-the-art transport models. To sidestep difficulties incurred in quantifying experimental cross-field particle fluxes (\(\Gamma\)), the common parametrization using diffusion (\(D\)) and convection (\(v\)) is adopted, based on the definition \(\Gamma \equiv -D \nabla n + v n\), where \(n\) is the density of a chosen plasma species. This allows one to compare theory and experiment without over-reliance on exact characterizations of particle sources and other experimental details \[5\]. The inference of \(D\) and \(v\) radial profiles is a challenging inverse problem, where one must iterate over a forward model that predicts spatio-temporal profiles of impurity charge state densities until matching some experimental observations. Key elements to this process are (a) the quality and detail of available experimental data, (b) the fidelity of the adopted forward model (simulation code), and (c) the algorithm according to which one iterates over free parameters. Estimates of \(D\) and \(v\) radial profiles have been obtained on many fusion devices, including ASDEX-Upgrade \[6, 7, 8, 9\], DIII-D \[10, 11\], HL-2A \[12\], JET \[13, 14\], MAST \[15\], NSTX \[16\], TCV \[17\], Tore Supra \[18, 19\], W7-X \[20\], and Alcator C-Mod \[21, 22, 23, 24\].

This paper presents advances for the inference of experimental impurity transport coefficients focusing on spectroscopic constraints and forward model fidelity. We significantly expand on previous work presented in Ref. \[5\], where a fully-Bayesian framework was applied for the first time to an Alcator C-Mod high-performance discharge. Here, new statistical techniques that have recently been added to this Bayesian workflow are presented. Most importantly, this paper describes a novel forward model for the entire \(K\text{α}\) spectrum of Ca (\(Z = 20\)) measured via high-resolution X-ray Imaging Crystal Spectroscopy (XICS) on Alcator C-Mod. This synthetic diagnostic offers constraints on core impurity transport after Laser Blow-Off (LBO) injections, which provide a clear non-perturbative source of trace, non-recycling ions \[27, 28\]. The XICS measurements are complemented by Extreme Ultra-Violet (EUV) spectroscopy, which constrains the transport of multiple charge states closer to the edge. To the authors’ knowledge, this is the first time that the impact of charge exchange (CX) between neutrals and impurities is included in an iterative framework to infer radial profiles of particle transport coefficients. This is done based on atomic D neutral density predictions from SOLPS-ITER \[29, 30\] simulations using the EIRENE Monte Carlo neutral model \[31\], which are compared to experimental \(Ly\alpha\) measurements at the midplane for three discharges.

Section 2 presents our spectroscopic analysis and its use to validate transport models. Section 2.1 describes the forward model of Ca \(K\alpha\) spectra, and Section 2.2 of EUV spectra. In Section 2.3, experimental D \(Ly\alpha\) measurements are compared to SOLPS-ITER predictions
for D neutral densities near the Last Closed Flux Surface (LCFS). Section 3 discusses the use of Aurora 1.5D simulations [32] in inferences of impurity transport coefficients. Inferences in low- (L-), improved- (I-), and high- (H-) mode discharges are presented in Section 4. In Section 4.1, experimentally-inferred transport coefficients are presented and compared with neoclassical and (quasilinear and nonlinear) turbulent models. Finally, in Section 5 the results of this study are summarized before discussing their impact.

2. Spectroscopic Analysis

This paper focuses on data from Alcator C-Mod [33], a compact \((a = 0.22 \text{ m}, R = 0.68 \text{ m})\), high field, diverted tokamak that operated until the end of 2016. C-Mod could run with up to 5.5 MW of Ion Cyclotron Resonance Heating (ICRH), typically in an H-minority scheme, and did not utilize neutral beam injection, hence making edge neutrals the only source of D fueling. C-Mod parameters have ranged within \(B_T = [2.0, 8.1] \text{ T}, I_p = [0.4, 2.0] \text{ MA}, n_e(r = 0) = [0.2, 6.0] \times 10^{20} \text{ m}^{-3}\), and \(T_e(r = 0)\) up to 9 keV [34]. The experimental setup of the work described here is the same as presented in Ref. [5]. All the data of interest is from quasi-steady phases of plasma discharges with no Edge-Localized Modes (ELMs).

2.1. Analysis of High-Resolution Kα spectra

The analysis of x-ray spectra arising from \(n = 2 \rightarrow 1\) transitions of He-like ions, referred to as Kα radiation, plays a central role in the inferences of impurity transport discussed in Section 4. He-like ions, having a complete electron shell, are particularly stable over a wide range of temperatures and represent the dominant charge state across most of the plasma radius in all the tokamak discharges considered in this work. The \(n = 2 \rightarrow 1\) transitions have been the subject of intense study, both in fusion devices [35, 36, 37, 38, 39, 40] and astrophysics [41, 42, 43, 44, 45, 46]. The brightest features of Kα spectra are the resonance line \(w\) (1s2p \(^1P_1\) \(-\) 1s2 \(^1S_0\)), the forbidden line \(z\) (1s2p \(^3S_1\) \(-\) 1s2 \(^1S_0\)), and the intercombination lines \(x\) (1s2p \(^3P_2\) \(-\) 1s2 \(^1S_0\)) and \(y\) (1s2p \(^3P_1\) \(-\) 1s2 \(^1S_0\)), identified using Gabriel notation [41]. Among these, there is a large number of satellite lines that correspond to transitions from doubly-excited states of Li-like ions where one electron effectively acts as a “spectator” that slightly perturbs the nuclear potential perceived by the transitioning electron [47, 48].

In this work, impurity transport is constrained with high-resolution measurements of Ca Kα spectra from the XICS diagnostic [49, 50] on Alcator C-Mod. For the first time, detailed forward modeling of the entire measured spectral range is demonstrated, making use of a new compilation of atomic rates within the atomDB database [51] that includes radiative recombination, dielectronic recombination, electron impact excitation, inner shell excitation, and inner shell ionization. These rates were mostly derived from the existent literature [47, 52, 53, 54, 55, 56, 57] and complemented with calculations using the Flexible Atomic Code [58]. These atomic data can be used to create synthetic spectra such as
Figure 1: Local Kα Ca synthetic spectra at \( n_e = 10^{20} \text{ m}^{-3} \), with (a) \( T_e = T_i = 1 \text{ keV} \) and (b) \( T_e = T_i = 3.5 \text{ keV} \). Colors are used to distinguish emissivity from upper level populations driven by ionization (red), excitation (blue), radiative recombination (green), and dielectronic recombination (magenta). Black continuous lines show the total over all processes, weighed by charge state fractional abundances at ionization equilibrium. Vertical dashed lines identify major spectral features using Gabriel notation [41].

those in Figs. 1a and 1b each computed at a combination of local electron density and temperature \((n_e = 10^{20} \text{ m}^{-3} \text{ and } T_e = T_i = 1 \text{ keV for Fig. 1a}; n_e = 10^{20} \text{ m}^{-3} \text{ and } T_e = T_i = 3.5 \text{ keV for Fig. 1b})\), assuming pure Doppler broadening and charge state fractional
abundances in conditions of ionization equilibrium. A finite instrumental broadening of 200 eV characterizing the diagnostic [50] was included. Of course, when including the effect of impurity transport (see Section 4), fractional abundances are set by the balance of atomic and transport effects, rather than the ionization equilibrium alone.

Vertical red dashed lines in Figs. 1a and 1b indicate the Gabriel nomenclature for some of the most important lines in the spectrum. Colors of continuous curves distinguish emissivity contributions from different physical processes. Collisional excitation (blue) is seen to account for most of the upper level population of the w, x, and y lines, while the z line can be similarly dependent on excitation and radiative recombination (green) at high temperatures. The j satellite is nearly degenerate with the z line, meaning that the region between 3.208 Å and 3.213 Å is dependent on Li-like, He-like, and H-like Ca stages. Fig. 1a shows the strong influence of hundreds of satellite lines in the colder part of the confined region; most of these satellites have amplitude smaller than 1% of the w line emissivity, but some of them significantly contribute to the main features of these spectra. Radiative recombination components are seen to only be significant at multi-keV temperatures, as a result of the low fraction of H-like Ca at lower temperatures. Note that this observation does not need to hold in real experimental plasmas where particle transport can bring H-like Ca out of ionization equilibrium and into the edge region, thus enhancing the radiative recombination components of the w, x, y, and z lines [21]. It is also worth remarking that the spectra shown in Figs. 1a and 1b have only a weak dependence on electron density, except for the x and y lines [46]. Investigations on the TEXTOR tokamak [59] have also shown that CX contributions to Kα spectra can be important whenever background D densities are significant. This effect is negligible when modeling the C-Mod measurements because the XICS lines of sight have tangency radii only inside of ρp ≈ 0.7, where neutral densities are low.

Fig. 2 shows an experimental (line-integrated) XICS Ca spectrum (here, spatial channel #0, slightly below the midplane, near the time of peak brightness) for the I-mode discharge discussed in Section 4. Black data points with error bars show the experimental data, while the continuous red line shows the result of forward modeling using free parameter values inferred for this discharge, as discussed in Section 4. Matches of analogous quality have been obtained in all the experimental inferences discussed below, across 32 spatial chords and over the time of evolution of LBO injections. The spectrum is well matched across the entire wavelength range, with small discrepancies observed near the intercombination (x and y) lines, where the m, s, and t satellites also exist. The region near the q and r lines is affected by slight imperfections in background subtraction since He-like Ar (present in the plasma for background ion temperature and toroidal rotation measurements) also emits in this region [60, 61].

The excellent match in Fig. 2 is made possible by comprehensive collisional-radiative modeling as well as Aurora simulation capabilities, enabling reliable inferences of core impurity transport. This demonstration of forward modeling of an entire high-resolution
Figure 2: Comparison of an experimental Ca Kα spectrum from a C-Mod I-mode discharge (here, spatial channel #0, slightly below the midplane, near the time of peak brightness) and forward modeling. Here, values of free parameters in our forward model correspond to the Maximum A Posteriori estimate of the Bayesian inference presented in Section 4.

x-ray spectrum within an inference of radial particle transport is a first-of-its-kind in fusion research. The next section describes how Extreme Ultra-Violet (EUV) spectroscopy is used to complement transport constraints from XICS.

2.2. Line Ratios from EUV Spectroscopy

The XICS lines of sight do not permit transport effects to be clearly discerned in the outer part of the plasma. However, the XEUS spectrometer [62], with a single line of sight at a small angle to the midplane, does measure emission from Be- and Li-like Ca in this region within its 1-7 nm wavelength range. Previous work on Alcator C-Mod [24, 63, 64] and DIII-D [11] focused on reproducing the time history of individual EUV lines. In the present work, the relative amplitude of lines within chosen wavelength bins is used to constrain transport from charge states that emit in different radial regions in the plasma. This approach is enabled by the recent inclusion of high-quality R-matrix calculations for a number of isoelectronic sequences within the Atomic Data and Analysis Structure (ADAS) database [65] database. § Emission from B-like, C-like, F-like, Ne-like, Na-like, and Mg-like charge states has also been

§ In particular, the ADF04 files lilike.lgy10#ca17.dat and belike.lfm14#ca16.dat are primarily responsible for our ability to accurately match the lines reported in Table 1.
Main Contributions

| Label   | $\lambda$ [Å] | XEUS-0 186.0-188.0 | 2 Li-like lines |
|---------|----------------|--------------------|-----------------|
| XEUS-1  | 195.0-197.0    | 2 Be-like lines, 3 Li-like lines |
| XEUS-2  | 197.2-199.0    | 1 Be-like line, 5 Li-like lines |
| XEUS-3  | 202.5-205.2    | 6 Be-like lines, 2 Li-like lines |
| XEUS-4  | 211.0-213.0    | 3 Be-like lines |
| XEUS-5  | 220.5-222.5    | 1 Be-like line |

Table 1: EUV line identification used for the analysis of Ca LBO injections.

included in the analysis, although it proves less relevant for the final results.

Fig. 3 shows the result of our fitting procedure on the L-mode discharge that will be later described in Section 4. Contributions from Be-like states are seen to rise sharply after the LBO injection and decay more rapidly than those from Li-like states. The bump seen approximately 20 ms after the LBO injection is due to slower clusters of particles deriving from an imperfect ablation [28], as evidenced by an edge filterscope measuring Ca I emission near the LCFS [27]. It is worth highlighting that since these lines are very close in wavelength, and therefore near each other on the XEUS detector, wavelength calibration issues are likely negligible. Use of Ca observations elsewhere in the spectra will be the subject of future work.

Figure 3: Comparison of EUV measurements for the 6 line groups in Table 1 and forward modeling, using inferred free parameters for the L-mode discharge discussed in Section 4.
In order to combine multiple diagnostics in inferences of impurity transport, one must account for the vastly larger number of data points from XICS spectra. In all the cases analyzed here, the ratio of numbers of data points from EUV and XICS is $\approx 0.004$. Weighing down the XICS contribution to the total likelihood by this factor roughly equilibrates the importance of the two diagnostics, but is by no means an accurate procedure to account for information content from the two diagnostics in different discharges. In practice, an XICS weight of $10^{-2}$ appears to be sufficient to obtain radial profiles of transport coefficients that best match XICS in the core and EUV further towards the edge ($\rho_p \gtrsim 0.75$), where each diagnostic offers greatest experimental constraints.

2.3. Measurement & Modeling of Edge Neutrals

Whereas the importance of CX is well appreciated in Scrape-Off Layer (SOL) and divertor plasmas, neutrals are often taken to be negligible for core and pedestal analysis. Here, this assumption is assessed via experimental measurements of D Ly$_\alpha$ ($n = 2 - 1$) at the outboard midplane of Alcator C-Mod, as well as via modeling using SOLPS-ITER.

The D Ly$_\alpha$ data discussed here are from three discharges with no ELMs: one L-mode, one Enhanced D-Alpha (EDA) H-mode [66], and one I-mode [67]. These plasmas have very similar engineering and physics parameters to those of discharges that will be later discussed in the context of impurity transport. The three cases have different plasma currents ($I_p = 0.8$ MA for the L-mode, $I_p = 0.55$ MA for the EDA H-mode, and $I_p = 1.0$ MA for the I-mode), hence their measurements are not easily comparable among themselves, but they are each individually comparable to SOLPS-ITER. Electron density, $n_e$, and temperature, $T_e$, in the pedestal and SOL were measured via Thomson Scattering [68, 69] (TS), complemented by Electron Cyclotron Emission [70] (ECE) $T_e$ data further into the core. To ensure reliable profile fitting across the LCFS, a modified-tanh parametric function similar to the one introduced by Groebner and Carlstrom [71] is adopted. The impact of any misalignment between diagnostic measurements and magnetic equilibrium reconstructions from EFIT [72] is limited by constraining kinetic profile fits using the 2-point model [73] prediction for $T_e$ at the separatrix. This requires estimates of the total power going into the SOL, given by $P_{\text{sol}} = P_{\text{Ohm}} + P_{\text{aux}} - P_{\text{rad}} - dW/dt$, where $P_{\text{Ohm}}$ is the Ohmic power, $P_{\text{aux}}$ is the auxiliary power, $P_{\text{rad}}$ is the total radiated power within the confined plasma, and $W$ is the plasma stored energy. The simplest 2-point model assumes that 50% of the SOL power is transported to the divertors by electrons via parallel heat conduction. All power is taken to exit the LCFS at the outer midplane and to decay exponentially over a width $\lambda_q$. This quantity is estimated via the experimental Brunner scaling, developed from a database of divertor measurements across C-Mod confinement regimes and given by $\lambda_q \ [\text{m}] = (C_f/\bar{p})^{0.5}$, with the constant $C_f = 0.06$ [N] and $\bar{p}$ being the volume-averaged plasma pressure [Pa] [74]. One can then compute the 2-point model prediction for $T_e$ at the LCFS with

$$T_{e,\text{LCFS}} = \left( \frac{7 q_{\|} L}{2\kappa_{0,e}} \right)^{2/7} \quad \text{with} \quad q_{\|} = \frac{1}{2} \frac{P_{\text{sol}}}{\pi R \lambda_q B_{\theta} B},$$

(1)
where $\kappa_{0,e}$ is the Spitzer-Härm electron heat conduction coefficient and $L$ is an estimate of parallel connection length in the SOL.

The $\text{Ly}_\alpha$ signals discussed here are from an array comprising 20 spatial chords going across the Low-Field Side (LFS) midplane. Radially-localized emissivity estimates have been obtained by assuming toroidal symmetry and using a regularized Abel inversion as in previous C-Mod work [75, 76]. Atomic D neutral densities are calculated by dividing local emissivities by the $\text{Ly}_\alpha$ transition ($n = 2 - 1$) energy and the appropriate rate coefficients, taken from ADAS [65] for both excitation and recombination.

These experimental measurements provide a valuable opportunity to compare the SOLPS-ITER Monte Carlo neutral model, EIRENE [31], with high-quality pedestal midplane data. The SOLPS-ITER results discussed here have been obtained by iteratively modifying input heat and particle diffusivities until matching $TS n_e$ and $T_e$ profiles. The setup of these runs is similar to the one presented in Ref. [77], except for the fact that here kinetic profiles have been matched further into the core. Up to 50,000 Monte Carlo neutrals were included in each EIRENE simulation for good statistics. For simplicity, these SOLPS-ITER runs included only 2 species, they did not include drifts and they did not aim to match measured divertor heat fluxes. These simplifications are expected to have little influence on the penetration of D neutrals through the pedestal at the midplane. In this sense, the present comparison to $\text{Ly}_\alpha$ data is only weakly affected by the most complex numerical challenges of SOLPS-ITER simulations.

Fig. 4 shows the comparison of the inferred midplane neutral densities, $n_n$, with the SOLPS-ITER results, interpolated to the low-field side, for the three shots of interest. Red lines represent SOLPS-ITER results, while the black regions represent the experimental uncertainty range, with color intensity representing the Gaussian probability density function. Figures on the left show the base-10 logarithm of atomic D neutral density, those on the right use a normalization by the local $n_e$. In evaluating these comparisons, one should consider that uncertainties here were solely evaluated by propagating uncertainties in $n_e$, $T_e$, and $\text{Ly}_\alpha$ emissivity profiles. By comparing the ADAS rates to those from the Janev & Smith database [78], ~10% discrepancies have been found in neutral densities, which may therefore be interpreted as an additional source of uncertainty. Most importantly, an uncertainty on the absolute calibration of the $\text{Ly}_\alpha$ system for the three shots, taken over a span of two years, is not available and is likely to affect neutral densities by up to a factor of 2. We highlight therefore that the uncertainties in Fig. 4 should be interpreted as purely statistical, based on $\text{Ly}_\alpha$ random scatter and kinetic profile fitting uncertainties, and are not attempting to represent the entire range of reasonable experimental values. These complications do not preclude a valuable comparison with SOLPS-ITER, whose results are themselves affected by significant uncertainties, for example related to the choice of transport coefficients used to match experimental $n_e$ and $T_e$ data points. Numerical choices of SOLPS-ITER modeling will be detailed in an upcoming publication [79].

Overall, SOLPS-ITER appears to be rather successful at matching the experimental
Figure 4: Comparison of SOLPS-ITER predictions for neutral midplane radial profiles, obtained using Monte Carlo neutrals from EIRENE, with Ly$_\alpha$ spectroscopy in the C-Mod (a) L-mode, (b) EDA H-mode, and (c) I-mode shots discussed in Section 2.3. Note that radial ranges differ for the three cases to focus on regions that are well covered by Ly$_\alpha$ and Thomson scattering data.
data in Fig. 4. Significant discrepancies are found at some locations, but this is not unexpected. For the reasons discussed above, profile shapes may be argued to be more important than absolute densities themselves. In the L-mode case, the profile gradients are very well recovered. The EDA H-mode case also shows a relatively good match. On the other hand, the I-mode case presents features that are not well matched between the Ly$_\alpha$ data and SOLPS-ITER, with a difference of up to a factor of 5 between the two.

The results in Fig. 4 should be considered as “spot checks” for SOLPS-ITER’s 2D model at the LFS midplane. This work is currently being expanded in a comprehensive validation exercise, adding to a growing series of research efforts focused on D neutral particles, ranging from the analysis of D$_\alpha$ spectroscopy [76, 80] to high-n x-ray transitions populated by CX [81, 82, 83]. In the rest of this paper, the SOLPS-ITER results shown in Fig. 4 are taken to give a sufficiently good representation of neutral density profiles, and justify some corrections in the inferences of impurity transport by introducing a free rescaling parameter. As described in Section 4, this allows one to adapt neutral densities to best match XICS and VUV measurements, using SOLPS-ITER results as well as a range of credible scaling factors, encapsulated by an appropriate Bayesian prior that is heuristically informed by the comparison in Fig. 4.

3. Forward Modeling of Impurity Transport

Previous sections described experimental spectroscopic data based on which we quantify neutral densities and impurity transport coefficients. In this section, we first describe our approach to simulating impurity transport and then demonstrate the importance of including CX of impurities and neutrals for an accurate assessment of charge state balance near the pedestal.

The forward model developed in this study is based on Aurora [32], a toolbox for particle transport, neutrals and radiation that grew out of the work presented in this paper, as well as research in Refs. [3] and [4]. Aurora’s impurity transport simulations use a 1.5D geometry to model the time-dependent evolution of charge states of a chosen ion. In many ways, Aurora is similar to STRAHL [84, 85], with which it has been thoroughly benchmarked. Crucially, Aurora’s modern interface coupling Python and Fortran allows modeling within an iterative framework such as the one needed for the Bayesian inferences discussed in Section 4. Atomic rates are taken from ADAS [65]. Magnetic geometry reconstructions from EFIT [72] are handled via the omfit_classes package [86]. Aurora also allows application of impurity superstages, which can significantly reduce the number of charge states included in forward modeling. In this work, we apply superstaging by bundling the low charge states of Ca (Ca$^{1+}$ to Ca$^{9+}$), incurring negligible errors and almost a 2× speed up, as demonstrated in Ref. [32].

Aurora is also used to process PECs from ADAS and create synthetic diagnostics. Here, the effect of including charge exchange in Aurora simulations is demonstrated by

|| https://omfit.io/classes.html ||
considering the I-mode scenario described in Section 2.3 as an example. For this purpose, we make use of flux-surface averaged (FSA) neutral profiles from SOLPS-ITER, rather than experimental Ly data, because the latter are localized at the LFS. As discussed by Dux et al. [87], since the average ionization rate over charge states is much smaller than their inverse transit time on flux surfaces, impurities average out the effect of CX everywhere except extremely close to the LCFS. Hence, even though neutral densities are by no means poloidally symmetric, it is appropriate to consider FSA neutral densities for the inference of impurity transport. Fig. 5 shows the result of Aurora simulations with and without CX, at a time long after an Ar injection, when charge state profiles are decaying in amplitude while maintaining their shapes. The radial profiles of $D$ and $v$ used for these I-mode simulations are similar to those inferred from experiment in Section 4 but their details are not important for the main message of Fig. 5. The left hand side of this figure shows the charge state densities of the highest charge states of Ar, while the right hand side shows the corresponding line radiation. Continuous (dashed) curves represent profiles obtained with (without) CX.

Clearly, it is hard to overstate the importance of considering charge exchange of neutrals and impurities for particle transport studies in the pedestal region. We highlight that the plasma condition shown here is from Alcator C-Mod, a tokamak where electron densities are routinely much higher than on other devices, thus reducing neutral penetration from the edge. The example of Fig. 5 is from an I-mode discharge, where there exist a temperature pedestal but no density pedestal. As shown in Fig. 4, neutral penetration is generally lower in H-mode...
due to a steep density pedestal, but is similar in the L-mode case since D ionization rates are only a weak function of $T_e$ inside the confined plasma. In other current devices, neutral penetration is generally expected to be significantly higher than on C-Mod, hence making the impact of charge exchange even more significant, often also much further inside of the pedestal. This significantly differentiates analysis of today’s experiments from predictions of future devices, where neutral penetration is expected to be lower \cite{3}. In Ref. \cite{32} SOLPS-ITER results were shown to be in agreement with this expectation, reflecting the likely negligible role that charge exchange will have in setting pedestal charge state balance in a reactor.

4. Bayesian Inference of Impurity Transport

In this section, advances in forward modeling of XICS and EUV data are brought together with predictions of background edge D neutrals for CX and improvements to the Bayesian inference methods presented in Ref. \cite{5}. In order to infer impurity transport coefficients, a chosen set of inputs to Aurora (\textit{free parameters}) are iteratively modified, each time evaluating synthetic diagnostics and quantifying a metric of “goodness of fit” to experimental data (XICS and EUV signals). As in Refs. \cite{5, 88, 89}, the orchestration of new samples is done via \textit{nested sampling} \cite{90} (NS) and in particular via the \texttt{MultiNest} algorithm \cite{91, 92, 93}. A major objective of NS is the evaluation of the Bayesian \textit{evidence}, also called \textit{marginal likelihood}, which is the denominator in Bayes Theorem:

$$p(\theta|D, M_i) = \frac{p(D|\theta, M_i)p(\theta|M_i)}{Z(D|M_i)}.$$  \hspace{1cm} (2)

The evaluation of the evidence, $Z(D|M_i)$, allows the selection of \textit{models}, $M_i$, intended as both parametrizations and physical descriptions of reality, providing rigorous means to avoid under- or over-fitting to experimental data. In the context of this work, $Z$ is used to select the appropriate number of radial knots used in the splines describing transport coefficients. The term $p(D|\theta, M_i)$ in Eq. 2 is the \textit{posterior} distribution, which is the probability distribution for the free parameters of interest, $\theta$. The numerator on the right hand side is the product of the \textit{likelihood} distribution, $p(D|\theta, M_i)$, and the \textit{prior} distribution, $p(\theta|M_i)$. Both of these terms are subject to modeling choices, for the former via the definition of a forward model, for the latter via the selection of appropriate distributions that represent an agnostic and yet useful description of knowledge about the free parameters before an inference. Readers are referred to Ref. \cite{5} for a detailed discussion of NS and the \texttt{MultiNest} algorithm, as well as an overview of our iterative framework. As in that work, here we make use of a High-Performance Computing (HPC) framework, typically running Aurora simulations (samples) on approximately 300 CPUs within an MPI parallelization. Major differences from previous work are in the advanced synthetic diagnostics for both XICS (Section 2.1) and EUV (Section 2.2), inclusion of background atomic D neutral densities to model CX (Section 2.3), and the more comprehensive Aurora forward model (Section 3).
Two technical advances, from the perspective of statistical methods, are also worth highlighting, the first related to the physically-correlated \(D\), \(v\), and \(v/D\) samples, the second to forced-identifiability free spline knots. The former technique, described in Appendix A, offers a simple way to obtain samples of \(D\) and \(v\) such that their ratio, \(v/D\), is also constrained by a reasonable prior. This avoids, for example, simultaneous sampling of values such as \(D = 0.1\) \(\text{m}^2/\text{s}\) and \(v = 10\) \(\text{m/s}\), which are both individually physical, but have a ratio \(v/D = 10/0.1 = 100\) \(\text{m}^{-1}\) that is unlikely to be realistic in the core plasma. The adopted method to prevent the exploration of unphysical parameter space is effectively to sample \(D\) and \(v\) in the complex plane, such that both the amplitude of \(D\) and \(v\) as well as the phase between them can be constrained with only 2 free parameters per location.

The second technique mentioned above is related to the desire to allow spline knots in \(D\) and \(v\) profiles to freely explore the entire radial profile, in order to find the locations where they can best allow an appropriate representation of experimental observations while avoiding over-parametrization. Previous work by Chilenski [64] observed that allowing spline knots to be completely free runs into the problem of knots swapping places, leading to unidentifiable posterior distributions. The solution adopted here is to sample free knots from a unit hyper-triangle which statistically enforces the order of sampled knots. This effectively corresponds to non-separable Bayesian priors for different knots, making use of the symmetry in sampling different knots. Details are provided in Appendix B.

We demonstrate here inferences on Alcator C-Mod discharges that are very similar, in both engineering and measured physics parameters, to those analyzed in Section 2.3 from the standpoint of edge neutrals for each confinement regime. As discussed in Section 3, inclusion of CX between neutrals and impurities in forward modeling is important to appropriately represent atomic sources and sinks for each charge state near the pedestal. As noted in Section 2.3, the inferences presented here include a free parameter that allows for rescaling of the background D neutral densities (and therefore Ca CX rates), while maintaining the profile shapes given by SOLPS-ITER. Variation of this parameter within a log-normal prior with mean of 1 and \(\sigma = 0.25\) can lead to corrections of neutral densities by more than a factor of 2 to improve the likelihood. In practice, since this parameter is only weakly constrained by the XICS and VUV data, its inferred value is near 1 for all the cases discussed here. We note that these discharges have different plasma currents (\(I_p = 0.8\), 0.55, and 1.0 MA for the L-, EDA H-, and I-mode, respectively), hence one cannot easily compare transport coefficients between discharges. Nonetheless, it is worthwhile comparing each experimental result with predictions from theoretical transport models.

Fig. 6 shows kinetic profile fits of \(n_e\), \(T_e\), and \(T_i\) for the three discharges of interest, obtained from Thomson scattering [94] and Electron Cyclotron Emission [70] measurements. Normalized gradient scale lengths are shown on the right hand side. Unlike in the analysis of \(\text{Ly}_\alpha\) edge signals, these fits are from Gaussian Process Regression (GPR) using Markov Chain Monte Carlo (MCMC) sampling. This non-parametric procedure is particularly valuable to quantify uncertainties in gradients, since these are analytically derived from the fit [95].
Figure 6: Kinetic profiles and normalized gradient scale lengths for the 3 Alcator C-Mod discharges where impurity transport was inferred.

The profile fits of Fig. 6 are therefore used for the theoretical transport modeling discussed below. On the other hand, experimental inferences of impurity transport coefficients require time-dependent kinetic profiles in order to appropriately model variations of atomic rates following an LBO injection, particularly near the magnetic axis during sawteeth [5]. For this purpose, a parametric but robust fitting routine based on Radial Basis Functions (RBFs) [11] is adopted.

Figs. 7, 8, and 9 show inferred radial profiles of \( D \), \( v \), and \( \frac{Rv}{D} \) for the L-mode, I-mode, and EDA H-mode discharges, respectively. In each case, the green shaded regions represent the 1-99, 10-90, and 25-75 percentiles of the posterior distribution for the inferred transport coefficients, with no assumptions made about the functional form (e.g. Gaussian) of uncertainties. In other words, these shaded regions show how likely it is for certain values of free parameters to correspond to the measured spectroscopic data. The vertical dashed magenta line shows the location of the sawtooth inversion radius, within
which transport coefficients appear to transition to neoclassical-like levels. Experimentally-inferred results are compared to neoclassical predictions (including sonic rotation terms) from NEO [96] (blue dashed lines), quasilinear gyrofluid (electromagnetic) TGLF SAT-1 [97, 98] (red dashed lines), and nonlinear gyrokinetic CGYRO [99] (yellow stars, at a single radial location). CGYRO results, described in more detail in Section 4.1 and Appendix C, are from ion-scale, heat-flux matched simulations. For the L-mode case, Fig. 7 also shows a set of GYRO [100, 101] runs from previous work by Howard [25] which used a completely separate data analysis workflow from the one discussed here. The total particle flux may be taken to be the sum of neoclassical and turbulent components, i.e.

\[
\Gamma_{\text{tot}} = -(D_{\text{turb}} + D_{\text{neo}})\nabla n + (v_{\text{turb}} + v_{\text{neo}}) n.
\]

At midradius, where the comparison between experimental inferences and theoretical modeling is most robust, \(Rv/D\) is entirely dominated by the turbulent contribution.

Good agreement is observed in \(D\) at midradius for all cases. As discussed in Ref. [5], matches between turbulence modeling and experiment may be expected to have a 50% discrepancy, since kinetic profile gradients (Fig. 6) are themselves affected by uncertainties that can give such level of variability. Inside of the sawtooth inversion radius, experimental and theoretical convection predictions are seen to differ substantially, but this is also not
Figure 8: Analogously to Fig. 7, comparison of inferred Ca experimental transport coefficients in the C-Mod I-mode discharge 1101014030 with neoclassical (NEO), quasilinear gyrofluid (TGLF SAT-1), and nonlinear gyrokinetic (CGYRO) results.

particularly relevant since theory models were run on time-averaged kinetic profiles, although all these discharges are affected by sawteeth. Hence, while experimental inferences make use of a phenomenological sawtooth model in Aurora and attempt to model the detailed time dependence of the background plasma, NEO results can only be as good as the inputs that we provide to the code. Future work will run NEO on individual time slices, at different phases of the sawtooth cycle, to explore the variability of its predictions.

The most significant discrepancy between theory and experiments in the reported inferences is the different sign of convection at midradius in the EDA H-mode case (Fig. 9). This discharge has low plasma current ($I_p = 0.55$ MA) and a small inversion radius, hence predictions at $\rho_p \approx 0.5$ are unlikely to be affected by inaccuracies in our sawtooth modeling. However, TGLF predicts a strongly peaked impurity density profile, with $Rv/D \approx -5$ m$^{-1}$, in clear contrast to our experimental observations. Fig. 10 shows radial profiles from Aurora for some of the highest Ca charge states in this H-mode case, using the transport coefficients of Fig. 9 long after the simulated LBO injection. Profiles inside of $\rho_p = 0.2$ are affected by sawteeth and hence do not present the hollowness that may be expected based on Fig. 9. The black continuous line shows the total impurity density profile (sum over all charge states). It is interesting to contrast this to the black dashed profile, which shows the electron
density profile shape. An analogous pedestal structure is found, but core gradients differ substantially. The inferred profile of total impurity density is slightly hollow (almost flat), thus differing from what may be predicted from an impurity model that fixes profile shapes to be a constant fraction of the $n_e$ profile.

We highlight that the L- and I-mode cases are found to have relatively similar transport coefficients, while the EDA H-mode has smaller $D$ and $v$, according to both theory and experiment. The similarity between L- and I-mode, which have close values of $I_p = 0.8$ and 1.0 MA, respectively, is in agreement with general observations of particle transport being similar between these two regimes, even though I-modes have a pedestal heat transport barrier [67]. On the other hand, the EDA H-mode case has lower $I_p = 0.55$ MA, which may suggest lower confinement, and therefore larger transport coefficients with respect to the L- and I-mode cases. The small $D$ and $v$ in Fig. 9 may seem to contradict this intuition. In fact, global impurity confinement times, $\tau_p$, appear to be dominated by the size of the density pedestal pinch in EDA H-mode, rather than by core $D$ and $v$. Previous work on Alcator C-Mod has shown a strong positive correlation between impurity confinement time, $\tau_p$, and $I_p$ in EDA H-mode [102], relating it to variations in pedestal density gradients [103]. The EDA H-mode in Fig. 9 has slow transport in the core, but a comparable pedestal pinch to

Figure 9: Analogously to Figs. 8 and 7 comparison of inferred Ca experimental transport coefficients in the C-Mod EDA H-mode discharge 1101014019 with neoclassical (NEO), quasilinear gyrofluid (TGLF SAT-1), and nonlinear gyrokinetic (CGYRO) results.
the L- (Fig. 7) and I-mode (Fig. 8) cases, resulting in larger $\tau_p$ overall.

4.1. Comparison to Neoclassical & Turbulence Transport Models

In this section, we provide some remarks on the neoclassical and turbulent modeling shown in Figs. 7, 8, and 9. All modeling choices for NEO, TGLF, and CGYRO simulations are the same as those described in detail in Ref. [5]. Here we summarize some of these choices and briefly comment on the results of the validation effort presented earlier in this section.

All the theoretical transport model predictions shown in Figs. 7, 8, and 9 refer to Ca$^{18+}$, which is the dominant charge state across the entire plasma radius, as shown in Fig. 10. Variations in transport between Ca$^{18+}$ and adjacent charge states are taken to be negligible. In order to test whether any $Z$ dependence of pedestal impurity transport may be constrained by our data, inclusion of a free parameter characterizing the edge convection dependence on $Z$ was tested. In agreement with work previously reported in Ref. [5], no significant evidence has been found for such scaling. This should not be interpreted as suggesting that there exists no $Z$ scaling of transport in the pedestal, but only that our data are unable to identify it. Direct measurements of multiple charge states spanning a wide range of $Z$ are likely necessary to determine whether neoclassical theory applies in the C-Mod pedestal, analogous to reports by Pütt-rich et al. on AUG [8]. The comparison of NEO results for Ca$^{18+}$ and the inferred $v$ pedestal profile is certainly suggestive of this hypothesis, which however awaits further confirmation.

TGLF results in Figs. 7, 8, and 9 were obtained including all electromagnetic components and using the SAT-1 saturation rule, since this appears to better match experimental kinetic profiles on C-Mod when attempting to match experimental heat fluxes from TRANSP [104].
with the TGYRO \cite{105} code. Fast ions (from ICRH) were excluded from simulations. In all the cases analyzed here, the Ion Temperature Gradient (ITG) mode was found to be strongly dominant, as indicated by strong sensitivity to variations of the ion temperature gradient scale length, $L_{T_i}$. In Ref. \cite{5}, TGLF scans of major turbulence drives were shown to indicate an uncertainty in theoretical predictions for $D$ and $v$ by approximately 50%. In such scans, $D$ and $v$ variations were typically found to leave the $v/D$ ratio unchanged. Hence, comparison of $v/D$ from experimental inferences and turbulence predictions is expected to be more robust, although matching $D$ and $v$ separately within uncertainty is clearly a stronger validation constraint. Our results for the L-mode (Fig. 7) and I-mode (Fig. 8) discharges show a favorable match between theory and experiment. On the other hand, the discrepancy seen in the H-mode case (Fig. 9) clearly challenges our theoretical modeling at midradius.

The nonlinear, heat-flux matched CGYRO simulations are described in greater detail in Appendix C. Here we highlight that, in all cases considered, impurity transport appears to be driven solely by ion-scale fluctuations, which are well resolved by our CGYRO runs. CGYRO results are generally found to be in agreement with TGLF SAT-1, although it consistently gives lower values of $D$ and $v$, with consistent $v/D$ values. Future work should obtain nonlinear CGYRO predictions at multiple radii, so as to identify any fortuitous agreement with experimental inferences at a single location. For example, it would have been useful to have additional predictions for $v/D$ at $\rho_p = 0.4$ in Fig. 9 to determine whether the discrepancy between inferred transport coefficients and TGLF is due to inadequacies of the experimental or theoretical modeling.

Fig. 11 shows a comparison of $Rv/D$ values from the experimental inferences of Figs. 7, 8, and 9, together with theoretical components of $Rv/D$ from the nonlinear CGYRO simulations for each shot. These are plotted as a function of effective collisionality, $\nu_{eff}$, defined as \cite{106}

$$\nu_{eff} = \frac{0.1 Z_{eff} \langle n_e \rangle R_{geo}}{\langle T_e \rangle^2}.$$  

Here, $\langle n_e \rangle$ is the volume-averaged density (in $10^{19}$ m$^{-3}$), $\langle T_e \rangle$ is the volume-averaged plasma temperature (in keV), $Z_{eff}$ is the effective charge, and $R_{geo}$ is the geometric plasma radius (in m). In Fig. 11, as in Fig. 6, L-mode values are green, I-mode ones are lilac, and H-mode ones are orange. Vertical bars display the interquartile range for experimentally-inferred values, shown by crosses. As in numerous previous works (e.g. Refs. \cite{107, 108, 109}), the effect of thermodiffusion, $D_T$, is separated from the remaining pinch term, $\nu_T$, according to

$$\frac{R \Gamma}{n} = D \frac{R}{L_n} + D_T \frac{R}{L_T} + R \nu_p$$  

where $L_n$ and $L_T$ are the density and temperature gradient scale lengths of the impurity species, and $R$ is the major radius. From this expression, a thermal convection term in units of m/s can be computed as $v_T = D_T/L_T$. Fig. 11 shows that the I-mode, at the

\footnote{We do not explicitly quantify the rotodiffusion term since this would require assigning different rotation to trace ions in our simulations, which is not possible in CGYRO.}
lowest collisionality, is predicted by CGYRO to have similar $R_{v_{\text{tot}}}/D$ to the L-mode. On the other hand, the EDA H-mode has more than twice the I-mode value of $\nu_{\text{eff}}$ and is found to have much smaller peaking, according to both CGYRO and the experimental inference. The collisionality trend observed here matches the general observation that electron density peaking is lower in high-collisionality H-modes than in L- and I-modes [106, 110]. We note that the EDA H-mode case appears to have an excellent match between theory and experiment, but as shown in Fig. 9 the nonlinear CGYRO simulation is actually at a radial location where there exist significant variation in $R_{v_{\text{tot}}}/D$, thus suggesting that this agreement may be fortuitous. In the I-mode case, the experimental inference suggests a larger $R_{v_{\text{tot}}}/D$ than CGYRO does. Finally, a very good match is observed for the L-mode case, with the CGYRO $R_{v_{\text{tot}}}/D$ being well within the experimental interquartile range.

![Figure 11: Comparison of $Rv/D$ components from experimental inferences (crosses) and nonlinear CGYRO simulations, separating pure convection (squares), thermodiffusion (circles) and total $Rv/D$ (stars) for the Alcator C-Mod L-mode (green), EDA H-mode (orange), and I-mode (lilac) discharges. Vertical bars display the interquartile range for experimentally-inferred values.](image)

5. Summary & Discussion

Experimental studies of neutrals and impurity transport in tokamaks are central to improving predictive capabilities and ensuring sustainable core-edge scenarios for future reactors. In this work, a detailed analysis of impurity transport has been presented, highlighting the large impact of charge exchange with edge neutrals on ionization balance and radiation in the pedestal. In Section 2.1 a novel forward model has been introduced for the full Ca Kα spectrum measured by XICS, complemented in Section 2.2 by the analysis of EUV line ratios measured by XEUS. We highlight that the forward model for these diagnostics depends on multiple Ca charge states, effectively all those that have significant density in the confined plasma. This results in effective constraints on particle transport all the
way to the separatrix. In order to accurately assess the impact of CX near the edge, in Section 2.3 predictions from the EIRENE Monte Carlo neutral model within SOLPS-ITER have been compared with experimental Ly data at the C-Mod midplane. Relatively good agreement between the two was found in the three cases examined here. Section 3 showed that making use of accurate predictions of background D atomic neutral densities is paramount for effective modeling of near-edge particle transport, especially in plasmas with low (or inexistent) density pedestals. Neutral densities from SOLPS-ITER have been used within the Aurora 1.5D forward model for impurity transport, which is at the core of our C-Mod inferences. While the C-Mod diagnostics used in this study do not have sufficient spatial and temporal resolution to examine pedestal transport in detail, the inference framework presented in this paper is clearly effective in the plasma core, having overcome many of the challenges identified in previous C-Mod work on the subject.

Inferences of impurity transport for L-, I-, and EDA H-mode discharges have shown general agreement with theoretical models in diffusion profiles and partial agreement in convection profiles. The single most significant discrepancy observed in this work is in the EDA H-mode case, where the predicted peaked impurity density profile is in clear contrast to the hollow (or flat) profile of total impurity density found from experimental data. This observation suggests that there may be inaccuracies in predictions of impurity density peaking from plasma microturbulence, possibly leading to performance under-estimation in future reactors. The inferences presented in this work all employed Bayesian model selection, described in Ref. [5], which in each case indicated the optimal use of 4 spline coefficients for \( D \) and 4 spline coefficients for \( v/D \) (with \( v \) being constrained by sampling in the complex plane, see Section 4 and Appendix A), together with a Gaussian feature in \( v \) centered near the LCFS. Although this parametrization was selected via a rigorous statistical procedure, it is likely that model inadequacy still limits the accuracy of our experimental results. For example, radial features of experimental transport coefficients may be under-resolved by our diagnostics, or a \( Z \) dependence of \( D \) and \( v \) may be unaccounted for. While significant progress has been made on the development of synthetic diagnostics for both XICS and VUV signals, future work should still expand spectroscopic constraints on impurity transport, aiming to obtain higher temporal and spatial resolution, especially in the pedestal region.

In Section 4.1 a number of limitations of our theoretical modeling have been described, among these the use of time-averaged plasma profiles. While our approximations are expected not to affect comparisons of transport coefficients at midradius, this is certainly an area deserving further attention. Given the known stabilizing effects of fast ions on ITG turbulence [111, 112], it is possible that future work may further improve the agreement between theory and experiment shown in this work by including fast ions in theoretical modeling. However, we note that the fast H minority population has relatively low concentration (\( \approx 5\% \)) and it is almost entirely thermalized with the main D ions at \( r/a = 0.6 \), where CGYRO was run in each case.

The trend of impurity density peaking on collisionality shown in Fig. 11 is reminiscent of...
the well-known scaling for electron density peaking established by Angioni \cite{106,110}, which has a logarithmic dependence on $\nu_{\text{eff}}$ and a linear one on plasma $\beta \sim p/B^2$. However, the simplicity of this scaling cannot recover the wealth of plasma physics that is observed across confinement regimes on C-Mod, where indeed we observe significant variations of electron density peaking that are not described by the scaling. Understanding such behavior via detailed experimental model validation is crucial, particularly when there exists a coupling of transport and atomic physics, as in impurity dynamics. Future work will extend the impurity transport analysis presented in this paper to other devices, attempting to provide clear evidence for any missing physics in predictive models.
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Appendices

A. Sampling of Physically-Correlated $D$, $v$ and $v/D$ Values

When sampling free spline values for $D$ and $v$ parameters, one must ensure that not only such parameters are physically reasonable by themselves, but their ratio, $v/D$, is physical too. This is important because $v/D$ is a physically meaningful quantity, indicative of impurity profile peaking in the absence of particle sources, and therefore we must exclude the possibility of our forward model exploring unreasonable parameter space. For example, if one were to sample $D$ and $v$ values of 0.1 m$^2$/s and 10 m/s, respectively, both individually reasonable parameters, the $v/D$ ratio would be 100 m$^{-1}$, which is itself unlikely to be physical in the plasma core. Clearly, sampling of reasonable $D$ and $v$ values may be achieved by tuning hyper-parameters of each individual prior, but constraining the ratio of the two is not possible when using fully independent priors. The same issue occurs regardless of whether one chooses to sample the $\{D, v\}$ pair, the $\{D, v/D\}$ one, or $\{v/D, v\}$, since the same two degrees of freedom are effectively used in sampling. Correlations between priors must therefore be introduced.

Here we present a simple, yet effective method to overcome this difficulty. Rather than sampling any of the parameter pairs listed above, two abstract coordinates are sampled in a polar plane. We interpret one of these to correspond to the tangent of an angle, $\tan(\Theta)$, and the second to a radial coordinate, $\psi$. The $\tan(\Theta)$ variable is taken to be distributed according to an arbitrary prior distribution for the product $\chi \cdot v/D$, which we denote by $P_{\chi v/D}$. Here, $\chi$ is a parameter that allows for scale separation of $D$ and $v$ priors. We sample a value of $\psi$ according to a chosen distribution $P_{\psi}$. The $\psi$ and $\Theta$ samples can then be simply combined to give

$$D = \psi \cos(\Theta) \quad v = \psi \sin(\Theta)/\chi \quad (5)$$

This scheme can be interpreted geometrically as follows: one degree of freedom is used to sample the ratio of $\chi v$ and $D$ (represented by the $\tan(\Theta)$ variable) and another degree of freedom to sample the value of $\psi = \sqrt{|\chi v|^2 + D^2}$. Eq. 5 then projects the $\psi$ radial distance onto the $v$ and $D$ dimensions. The parameter $\chi$ allows one to set different scales for $D$ and $v$ while still sampling their $\psi$ amplitude from the same distribution. A value of $\chi < 1$ would indicate that sampling of the magnitude of $v$ must be allowed to explore large values. Fig. 12 offers a visual representation of this sampling scheme for the case of $\chi = 1$, $P_{\chi v/D} = N(0, 5)$ and $P_{\psi} = N(0, 10)$. These corner plots clearly show that the scheme effectively prevents sampling of unphysical values, trading prior freedom in $D$ and $v$ so as to maintain a reasonable $v/D$. One trade-off in using this is that $D$ and $v$ amplitudes must use the same prior distribution. This is partly a limitation for $D$, because a rigorous Jeffrey’ prior for $D$ may be more appropriately set as a log-uniform distribution. However, this is a relatively arbitrary choice in our case, and the practical difference is expected to be always negligible in realistic inferences. Another limitation of this scheme is that it forces one to
have $D$ and $v$ spline knots at the same locations, rather than possibly independent of each other. In the C-Mod plasmas examined in this work, having different knots for $D$ and $v$ appeared unnecessarily complicated, therefore sampling of physically-correlated $D$, $v$ and $v/D$ values constituted a valuable technical capability.

B. Non-Separable Priors for Free Spline Knots

Previous research on impurity transport inferences on Alcator C-Mod [64] found issues with the identifiability of free spline knots when these are allowed to be free within the given domain – in the case of interest, the radial range of impurity transport simulations. This
problem can be understood as the result of knots not having an individual identity when they are all being sampled within the same range and then being sorted from smallest to largest values, since two knots can in this case effectively swap places with no practical difference for the forward model. This leads to complications in learning the posterior landscape since parameters are not uniquely defined.

We address this problem by “forcing” identifiability of sampled knots by remapping the unit hypercube samples for spline knot locations from a sampling algorithm in such a way as to always retain their numerical order. To explain this method, first let us recall the

Figure 13: Inference of Ca particle transport coefficients in the C-Mod I-mode discharge 1101014030, showing the distribution of free knots that were sampled with highest posterior probability via MultiNest. Each spline knot sample is shown by a grey circle; the overlap between many samples gives darker points.
standard use of separable priors for each sampled dimension:

$$\pi(\theta) = \prod_i \pi_i(\theta_i)$$  \hspace{1cm} (6)

In order to work in a “whitened” space of prior samples in a unit hypercube, we make use of inverse cumulative distribution functions (CDFs), which for a general 1-dimensional distribution $f(\theta)$ are defined as

$$F(\theta) = \int_{-\infty}^{\theta} f(\theta')d\theta'$$  \hspace{1cm} (7)

The inverse of the CDF function $F(\theta)$ is well defined for some of the most common prior distributions (e.g. uniform or Gaussian). This allows uniform random variables $x \sim U(0, 1)$ to be easily mapped to samples from arbitrary distributions, if one knows the inverse CDF. In a more general N-dimensional case, this so-called inverse transform sampling applied to prior distributions $\pi(\theta)$ requires use of N conditional distributions

$$\pi_i(\theta_i \mid \theta_{i-1}, \ldots, \theta_0) = \frac{\int \pi_i(\theta)d\theta_{i+1}, \ldots, d\theta_N}{\int \pi_i(\theta)d\theta_i, \ldots, d\theta_N}$$  \hspace{1cm} (8)

which when integrated over each dimension of interest give

$$F_i(\theta_i \mid \theta_{i-1}, \ldots, \theta_0) = \int_{-\infty}^{\theta_i} \pi_i(\theta' \mid \theta_{i-1}, \ldots, \theta_1) d\theta_i'$$  \hspace{1cm} (9)

The relation of $\theta_i = F_i^{-1}(x_i \mid \theta_{i-1}, \ldots, \theta_1)$ allows mapping of N uniformly distributed random variables $\{x_i\}$ into samples in the space of interest $\{\theta_i\}$, distributed according to $\pi_i(\theta)$. This is the basis on which it is possible to use prior space whitening by using samples from a unit hypercube in the context of many Bayesian inference algorithms, including the nested sampling ones adopted in this work.

The method adopted in this work to force identifiability of free spline knots builds on the work by Handley [113] and makes use of a uniform prior in the hyper-triangle defined by $\theta_{\text{min}} < \theta_1 < \ldots < \theta_n < \theta_{\text{max}}$ with

$$\pi(\theta) = \begin{cases} \frac{1}{n!(\theta_{\text{max}} - \theta_{\text{min}})^n} & \text{for } \theta_{\text{min}} < \theta_1 < \ldots < \theta_n < \theta_{\text{max}} \\ 0 & \text{otherwise.} \end{cases}$$  \hspace{1cm} (10)

Evaluating the marginalized prior of Eq. 8 for this uniform hyper-triangle n-dimensional prior, one obtains [113]

$$\pi_i(\theta_i \mid \theta_{i-1}, \ldots, \theta_0) = \frac{(n - i + 1) (\theta_i - \theta_{i-1})^{n-i}}{(\theta_{\text{max}} - \theta_{\text{min}})^{n-i+1}}$$  \hspace{1cm} (11)

and the cumulative distribution function (CDF) is then found to be

$$F_i(\theta_i \mid \theta_{i-1}, \ldots, \theta_0) = \left(\frac{\theta_i - \theta_{i-1}}{\theta_{\text{max}} - \theta_{i-1}}\right)^{n-i+1}.$$  \hspace{1cm} (12)

Each value of the CDF, $x_i \equiv F_i(\theta_i \mid \theta_{i-1}, \ldots, \theta_0)$, can be taken to correspond to a unit hypercube sample; by inverting this relationship (i.e. using the inverse CDF), we can map
unit hypercube samples \( \{x_i\} \) to parameter samples \( \{\theta_i\} \). A simple re-arrangement of Eq. 12 gives
\[
\theta_i = \theta_{i-1} + (\theta_{\text{max}} - \theta_{i-1})x_i^{1/(n-i+1)}
\] (13)

Eq. 13 offers the mapping between unit hypercube samples and sorted uniformly-distributed spline knots between \( \theta_{\text{min}} \) and \( \theta_{\text{max}} \) [113]. Comparing this to the equivalent linear remapping that would be obtained for a 1-dimensional uniform prior
\[
\theta_i = \theta_{i-1} + (\theta_{\text{max}} - \theta_{i-1})x_i
\] (14)
one can clearly notice the similarity.

In transport inferences, one is interested in finding a distribution for free knots between the magnetic axis at \( \rho_p = 0 \) and the end of the radial grid at \( \rho_p = \rho_{p,\text{max}} \), so one can set \( \theta_{\text{min}} = 0 \) and \( \theta_{\text{max}} = \rho_{p,\text{max}} \). To ensure that knots are not sampled too close to each other, possibly leading to large gradients in transport coefficients that could lead to numerical instability, we wish to also impose a minimum distance, \( \Delta \rho \), between sampled knots. In order to do this, we artificially reduce the value of \( \theta_{\text{max}} \) from the end of the grid, \( \rho_{p,\text{max}} \), to a value closer to the axis and dependent on the number of free spline knots being sampled, i.e.
\[
\theta_{\text{max}} = \rho_{p,\text{max}} - \Delta \rho \times (N - 1)
\] (15)
where \( N \) is the number of free knots. Applying the sampling procedure of Eq. 13 with this value of \( \theta_{\text{max}} \), one can then shift each sampled knot location by \( \Delta \rho \times i \), where \( i \) is the index of each ordered knot value. This maintains the attractive feature of this technique, that is to enforce identifiability of samples, while demanding that a minimum distance of \( \Delta \rho \) is respected between knots at all times.

C. CGYRO Modeling

In this appendix, we provide additional details and results from our CGYRO nonlinear, ion-scale, heat-flux-matched simulations. The material presented here complements results presented in Ref. [5], where the I-mode case was already discussed. The L-mode and EDA H-mode simulations, whose predictions for Ca transport coefficients are shown in Figs. 7 and 9, are presented in this paper for the first time.

Simulations for each shot are focused on the flux tube at \( r/a = 0.6 \), where experimental profiles are well determined and the effect of sawteeth is expected to be small. We use a domain size with \( L_x/\rho_s \approx 100 \) and \( L_y/\rho_s \approx 100 \), radial grid spacing of \( \Delta x/\rho_s = 0.061 \) and \( \Delta y/\rho_s = 0.065 \), with 344 radial modes and 22 toroidal modes, giving max(\( k_x \rho_s \)) \approx 10.5 and max(\( k_y \rho_s \)) \approx 1.4. In velocity space, we use a grid with 16 pitch angles, 8 energy, and 24 poloidal points. We adopt experimental profile inputs, Miller geometry, electromagnetic (\( \tilde{\phi} \) and \( \tilde{A}_|| \)) effects, as well as gyrokinetic electrons. We apply the sonic rotation scheme available in CGYRO [114], known to be important for modeling of heavy impurities [115].
Averages and uncertainties on simulation outputs are computed from moving averages over windows of length equal to 3 times the estimated correlation time.

Fig. 14 shows spectra of heat and particle fluxes, for both D ions and electrons, as well as D and v components for Ca trace impurities at the simulated radial location (r/a = 0.6). From the left, results are shown for the L-mode, EDA H-mode, and I-mode cases. D spectra show a remarkable similarity to the heat flux coefficients (of both D ions and electrons), whereas particle fluxes show more complex features. Interestingly, in the L-mode and I-mode cases the particle fluxes invert sign (direction) at \( k_y \rho_s \approx 0.45 \) and 0.35, respectively. On the other hand, the EDA H-mode has \( \Gamma > 0 \) (outward) for both D ions and electrons. The sign of total Ca convection is found to be negative in the bottom panel. Thermal convection (\( v_T \), or equivalently thermodiffusion \( D_T \)) always gives \( v > 0 \) (outwards) contributions, as expected for ITG-dominated regimes [108]. The remaining pure pinch, \( v_p \), is always larger and negative, resulting in predictions of peaked profiles in all the 3 shots at this location (r/a = 0.6).

Fig. 15 shows time histories during the CGYRO simulations for heat and particle fluxes, and D and \( v/D \) components. As in Fig. 14, left plots refer to the L-mode, those in the center to the EDA H-mode, and those on the right to the I-mode. Significantly stronger and more intermittent turbulence is seen in the L-mode case. As shown in the comparison to the experimental inference in Fig. 8, CGYRO appears to under-predict the transport levels in the I-mode case. The fact that TGLF gives larger D and v cannot be the result of it being a “better model” than CGYRO, since it is a quasilinear and gyrofluid approximation to the gyrokinetic model implemented in the latter. The choice of displaying \( v/D \) rather than \( v \) in Fig. 15 was made to allow comparison of the nonlinear CGYRO predictions with quasilinear CGYRO runs, from which an estimate of \( v/D \) can be obtained under the assumption that both D and v saturate in a quasi-linear manner. If so, the turbulence saturation amplitude, setting the scale of both D and v, should cancel out. Continuous lines in Fig. 15 are the quantities obtained by summing over all toroidal modes; dashed lines show results obtained from only the strongest mode, found via linear simulations to be at \( k_y \rho_s \approx 0.4 \) in each case. We note that the dashed red line in the D panel does not match the time history (and, of course, not the amplitude) of the continuous red lines. On the other hand, dashed and continuous lines for \( v/D \) match closely for each convection component separately; discrepancies between single-mode and overall traces are due to transient growth of other toroidal modes. Quasilinear CGYRO results at \( k_y \rho_s = 0.4 \) are shown by blue and green crosses for thermodiffusion (\( v_T/D \)) and pure convection (\( v_p/D \)), respectively, at the end time of the nonlinear simulation. In each case, a good match of \( v/D \) components between quasilinear and fully-nonlinear theory is found, suggesting that quasilinear impurity peaking predictions such as those of TGLF may be appropriate.
Figure 14: CGYRO spectra for the L-mode (left), EDA H-mode (center), and I-mode (right) shots discussed in Section 4.
Figure 15: Time histories of heat and particle fluxes (for D ions and electrons) and transport coefficients ($D$ and $v/D$ components) from ion-scale heat-flux matched nonlinear CGYRO simulations for the L-mode (left), EDA H-mode (center), and I-mode (right) shots discussed in Section 4.
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