MULocDeep: A deep-learning framework for protein subcellular and suborganellar localization prediction with residue-level interpretation
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Abstract
Prediction of protein localization plays an important role in understanding protein function and mechanisms. In this paper, we propose a general deep learning-based localization prediction framework, MULocDeep, which can predict multiple localizations of a protein at both subcellular and suborganellar levels. We collected a dataset with 45 suborganellar localization annotations in 10 major subcellular compartments—the most comprehensive suborganellar localization dataset to date. We also experimentally generated an independent dataset of mitochondrial proteins in Arabidopsis thaliana cell cultures, Solanum tuberosum tubers, and Vicia faba roots and made this dataset publicly available. Evaluations using the above datasets show that overall, MULocDeep outperforms other major methods at both subcellular and suborganellar levels. Furthermore, MULocDeep assesses each amino acid's contribution to localization, which provides insights into the mechanism of protein sorting and localization motifs. A web server can be accessed at http://mu-loc.org.

Introduction
In eukaryotic cells, proteins perform diverse functions governed by the compartments or organelles in which those proteins are located. The aberrant localization of proteins is often associated with diseases, such as Alzheimer’s disease, metabolic disorders, and cancers¹. The mechanisms of protein localization are complex. Many protein localizations rely on targeting peptides within protein sequences³, while others depend on overall protein properties, such as surface charge⁴. Identifying protein localization and studying the mechanisms of localization may help us understand protein sorting and design therapeutic strategies related to protein targeting². Extensive efforts have been made to identify protein localization using technologies such as mass spectrometry and fluorescence-tagging methods⁵. However, such methods are time- and labor-consuming and produce false results to a certain degree. Hence, the localization of many proteins is still unknown at the organellar level and only a limited number of proteins—even in humans—have a well-defined localization at the suborganellar level. Thus, computational methods can play an important role in this area.
Computational methods for protein localization prediction can be roughly divided into two approaches. The first approach takes advantage of homology information and Gene Ontology (GO) annotations. Representative methods include LocTree3, SherLoc2, MultiLoc2, and YLoc. These methods tend to perform well when reliable annotations of homologous proteins are available. However, they may not be applicable when a protein lacks homology to any protein of known localization. The second approach is ab initio prediction using patterns learned from training samples. Some traditional machine-learning methods rely on manually extracted features. For example, WoLF PSORT converts a protein’s amino acid sequence into features like sorting signals, amino acid composition, and motifs for training a k-nearest neighbor (KNN) classifier. TPpred detects the targeting signal in the N-terminal region of a protein based on a support vector machine (SVM) classifier. Predotar applies a neural network to identify proteins targeting the endoplasmic reticulum, mitochondria, and plastids in plants by N-terminal targeting signals. TargetP also uses neural networks to discriminate proteins destined for mitochondrion, chloroplast, and the secretory pathway based on the N-terminal sequence information.

More recently, deep learning methods have been explored in protein localization prediction. For example, DeepLoc uses a convolutional neural network (CNN) and long short-term memory (LSTM) to give a prediction of 10 subcellular protein localizations. Deep neural networks were used in our previous MU-LOC method, in which features including amino acid frequency, sequence profile, and gene co-expression were used to predict whether or not a plant protein was mitochondrial. The latest version of TargetP (v2.0) applies bidirectional LSTM to predict thylakoid transit peptides, etc.

Although several methods have achieved good prediction results on specific protein localization cases, these methods still face limitations and many unsolved problems. Most of the methods focus on the prediction of protein localization at the subcellular level. Although there are some predictors for specific suborganelle localizations, a systematic suborganelle localization prediction tool at the whole-cell scale is still missing. Furthermore, protein localization is a multi-label problem; i.e., one protein may be found in several different compartments in a cell. Some efforts have been made in multi-label prediction, but current deep learning-based methods simplify the protein localization prediction as a one-label classification problem in which each protein can only be predicted at a unique compartment—which is not the case for 15-20% of proteins (Figure S1). In addition, there is room to increase the deep learning model’s interpretability for characterizing localization signals. For example, both TargetP 2.0 and DeepLoc attempted to identify strong contributing sequence factors to localization using the attention mechanism. However, TargetP 2.0 considers only the first 200 amino acids near the N-terminus of a protein, which cannot detect localization signals in other parts of a protein. DeepLoc addresses this problem by taking as many as 500 amino acids from each terminus of a protein, but the interpretation resolution cannot reach to the single amino acid level.

In this paper, we propose a multi-label protein localization classifier named MULocDeep that covers 10 main subcellular localizations and 45 suborganelar localizations. A matrix data structure captures the intrinsic hierarchical relationships between organelles and their subcompartments, enabling our method
to make predictions at both levels simultaneously. The core of the method consists of Long Short Term Memory (LSTM)\textsuperscript{26} and multi-head self-attention\textsuperscript{24}, which have the ability to extract biological features that contribute to localizations at the single amino acid resolution. Some of these features match the current knowledge of protein sorting signals, while there are novel discoveries that could provide some new insights. This paper also includes an experimental study, in which the mitochondrial proteomes of 3 species, including Arabidopsis cell cultures, Solanum tubers, and Vicia roots, were extracted and identified (Mito3 dataset). We also systematically collected a dataset from the UniProt database\textsuperscript{27}, containing proteins of animals and plants in 45 suborganellar compartments in 10 subcellular localizations with experimental evidences (UniLoc dataset). Evaluations using the above datasets show that overall, MULocDeep outperforms other major methods at both subcellular and suborganellar levels. The datasets themselves can be used as benchmarks for methods developed by others. The source code and the web server of our method are publicly available.

\textbf{Results}

In this part, we first present the proposed MULocDeep model and compare it with other methods. Then we demonstrate the effectiveness of MULocDeep in interpreting the contribution of each amino acid to localization prediction. Some of these important amino acids can match to well-known protein sorting peptides or signals. Finally, we briefly introduce the key features of the MULocDeep web server.

\textbf{MULocDeep framework and the workflow}

The workflow of our framework is presented in Figure 1. Protein sequences with known localization information were collected, processed, and fed into our deep learning model for training. During the training process, the output of the “attention” layer was extracted separately for sorting signal interpretation and visualization. Finally, the trained model was used to predict localization for new proteins. A description of the MULocDeep model is shown in the right panel in Figure 1. The input layer was composed of encoded protein sequences with a fixed length of 1000 amino acids. Each amino acid was encoded as a 25-dimension vector (see the Methods section for encoding details). The input layer was followed by two layers of bidirectional LSTM\textsuperscript{26}, which ensured that every amino acid received a signal from both sides. Two such layers were stacked to give the model the ability to fit complex high-order functions. The sequence length remained unchanged after the bidirectional LSTMs, while only the encoding dimension was changed to 180. Then a multi-head self-attention layer\textsuperscript{24} was applied (“A” in Figure 1). The embedding matrix (“M” in Figure 1) was derived as the weighted sum by multiplying the attention layer with the output from the bidirectional LSTM. The attention itself was also an output in order to assess the contribution of each amino acid to localization. The embedding matrix was flattened into a 7380 (180X41) long vector, then fully connected with an 80-dimensional dense layer, which was further reshaped into an 8-by-10 matrix. Each column of the matrix represented a major subcellular localization (10 organelles) and each element under the column represented a suborganellar category. According to our suborganellar dataset, one organelle contained up to eight suborganellar localizations, e.g., the
cytoplasm and nucleus. For other organelles that had fewer suborganelle localizations, the empty slots in the matrix were padded with zeros. When processing a new sample, the predicted value in the matrix was used for the suborganelle prediction. Then a 1×8 max-pooling layer was applied to the matrix, so that the highest predicted value of a suborganelle localization was used as the prediction score of the corresponding organelle localization. Only the suborganelle and organelle localizations with prediction scores above the threshold (0.5) were used as output results. This way we could perform multi-label predictions at both subcellular and suborganelle levels and still keep the results consistent. When training the MULocDeep model, we tried different strategies to tune the hyperparameters and tested their impact on its performance. The details of the training process and hyperparameter configuration are introduced in the Methods section.

Comparison of performance in localization prediction
### Table 1. Evaluation and comparison of protein localization prediction tools.

| Method            | Scope | AVAIL | Subcellular | Mitochondrion | Assessments | ROC_auc | P&R_auc | MCC | Recall | Prec | Acc |
|-------------------|-------|-------|-------------|----------------|-------------|---------|---------|-----|--------|------|-----|
| MULocDeep         | 1-10  | W&L   | /           | /              |             | 0.72    | 0.76    | 0.36| 0.31   | 0.90 | 0.64|
| MULoc^{19}        | 4     | W&L   | /           | /              |             | 0.74    | 0.73    | 0.33| 0.41   | 0.77 | 0.64|
| DeepLoc^{17}      | 1-10  | W&L   | /           | /              |             | 0.70    | 0.58    | 0.42| 0.33   | 0.78 | 0.80|
| TargetP v5^{10}   | 3,4,7 | W&L   | /           | /              |             | 0.69    | 0.72    | 0.29| 0.17   | 0.96 | 0.58|
| MitoFates^{18}    | 4     | W&L   | /           | /              |             | 0.64    | 0.67    | 0.26| 0.18   | 0.88 | 0.57|
| ShertLoc^{29}     | 1-11  | W     | /           | /              |             | 0.64    | 0.66    | 0.24| 0.18   | 0.85 | 0.57|
| MultiLoc^{21}     | 1-11  | W&L   | /           | /              |             | 0.66    | 0.68    | 0.25| 0.16   | 0.88 | 0.57|
| YLoc^{11}         | 1-11  | W     | /           | /              |             | 0.38    | 0.28    | 0.18| 0.20   | 0.59 | 0.66|
| Predotar^{14}     | 4,6,7 | W     | /           | /              |             | 0.63    | 0.65    | 0.27| 0.22   | 0.84 | 0.58|
| Localizer^{29}    | 1,4,7 | W     | /           | /              |             | 0.22    | 0.21    | 0.21| 0.77   | 0.57 | 0.57|

#### Subcellular localization prediction using the UniLoc-test dataset:

| Method          | Scope | AVAIL | Subcellular | Mitochondrion | Assessments |
|-----------------|-------|-------|-------------|----------------|-------------|
| MULocDeep       | 1-10  | W&L   | /           | /              |             |
| DeepMito^{20}   | 4     | W&L   | /           | /              |             |
| Sub-Golgi v2^{30} | 8    | W     | /           | /              |             |
| TetraMito^{31}  | 4     | W     | /           | /              |             |
| MULocDeep       | 1-10  | W&L   | /           | /              |             |
| DeepLoc         | 1-10  | W&L   | /           | /              |             |

#### Subcellular localization prediction using the DeepLoc dataset:

| Method            | Scope | AVAIL | Subcellular | Mitochondrion | Assessments |
|-------------------|-------|-------|-------------|----------------|-------------|
| MULocDeep         | 1-10  | W&L   | /           | /              |             |
| DeepLoc           | 1-10  | W&L   | /           | /              |             |

The upper part of the table uses our Mito3 dataset to evaluate the performance of the mitochondrial protein prediction; the middle part uses the UniLoc-test dataset to evaluate the performance of the suborganelle level prediction; and the lower part uses the test samples in the DeepLoc dataset after removing the redundant sequences in our training data to evaluate the performance for subcellular localization prediction. Availability (AVAIL) is either through a web server (W) or a local tool (L). NA means the method is unavailable at the time of our evaluation. The prediction scope includes compartments in: 1. nucleus; 2. Cytoplasm; 3. extracellular; 4. mitochondrion; 5.cell membrane; 6. endoplasmic reticulum; 7. plastid/chloroplast; 8. Golgi apparatus; 9. lysosome/vacuole; 10. peroxisome; 11. plasma membrane. Criteria of assessment include ROC_auc (area under receiver operating characteristic curve), P&R_auc (area under precision & recall curve), MCC (Matthew’s correlation coefficient), recall, precision, and accuracy.
We compared the protein localization prediction of MULocDeep to other available tools on three independent benchmark datasets, including the Mito3 dataset, the UniLoc-test dataset, and part of the test samples in the DeepLoc dataset. We summarized a list of localization classifiers regarding their scope (target localizations), availabilities (web server or local tool) and the performance on the first two benchmark datasets. We have actually tested many other methods, but they are excluded from the comparison because they were either unavailable, not working properly at the time of test, or only accepts a single sequence for web submission. The Mito3 dataset was used to evaluate the performance of different classifiers for the prediction of mitochondrial proteins (Table 1, upper part). The UniLoc-test dataset was used to test the suborganellar prediction for Golgi and mitochondrion (Table 1, middle part). The DeepLoc dataset data was only used to compare with DeepLoc for multiple subcellular level localization prediction (Table 1 lower part). Among the six measurements of the performance, the ROC_auc (area under receiver operating characteristic curve) and P&R_auc (area under precision & recall curve) are the most important criteria as they reflect accuracies at a continuous range of thresholds for a binary prediction. According to Table 1 (upper), MULocDeep is a competitive method for the mitochondrial protein prediction. More than half of the measurements are better than any other method in a pair wisely comparison. Especially, MULocDeep has higher ROC_auc and P&R_auc than others except for the MULoc method. For the suborganellar level prediction (Table 1 middle), MULocDeep is much better than other tools except DeepMito in predicting the inner membrane under mitochondrion. Note that both MULoc and DeepMito were designed specifically for mitochondria. In the lower part of Table 1, 1347 proteins were picked from the original testing samples in the DeepLoc dataset after removing the proteins that have homologs (>40% sequence identity) in the suborganelle dataset. According to the comparison results with DeepLoc, except cell membrane, MULocDeep has achieved a higher score in most of the measurements.

The evaluation so far is from the perspective of a tool. Even though the testing datasets are the same and independent from any method, the training datasets are still different. Besides, the number of target classes varies among different methods. Some methods are binary classifiers, like MULoc, while some other methods have more target classes, e.g. 45 classes in the case of MULocDeep. To evaluate different approaches from the method perspective under a fair condition, we created a variant of the MULocDeep model. We used the variant model to compare with different methods individually at both subcellular and suborganellar levels. The details of the variant model are provided in Supplementary Note 1. At the suborganellar level, only a few of methods have provided clearly separated datasets for training and testing, which makes it difficult to have a fair comparison. Here we compared with DeepMito, a recently published deep learning method for sub-mitochondrial protein localization prediction. A variant model was trained using the same DeepMito datasets provided by the DeepMito paper. The output layer was a 4-dimensional vector representing four target compartments (outer membrane, inner membrane, intermembrane space and matrix) in mitochondria as in DeepMito. Processing the data as in the DeepMito method, the SM424-18 dataset and the SubMitoPred dataset were split into 10 and 5 folds,
respectively. The comparison was based on the MCC of different compartments from the cross validation as claimed in the DeepMito paper\textsuperscript{20}. MULocDeep performed better than DeepMito for every mitochondrial compartment in both datasets (Table 2). We also compared with DeepLoc at the subcellular level using a variant model. The comparison results can be found in Supplementary Note 1.

Table 2. Comparison of method effectiveness between MULocDeep and DeepMito.

| Dataset    | Method   | Feature/CV method | MCC(O) | MCC(I) | MCC(T) | MCC(M) |
|------------|----------|-------------------|--------|--------|--------|--------|
| SM424-18   | DeepMito | SEQ               | 0.17   | 0.15   | 0.13   | 0.07   |
|            |          | PROP              | 0.17   | 0.07   | 0.22   | 0.13   |
|            |          | PSSM              | 0.51   | 0.47   | 0.42   | 0.57   |
|            |          | SEQ+PROP          | 0.16   | 0.07   | 0.55   | 0.09   |
|            |          | PSSM+PROP         | 0.46   | 0.47   | 0.53   | 0.65   |
|            | MULocDeep| PSSM+PROP         | 0.53   | 0.59   | 0.59   | 0.67   |
| SubMitoPred| SubMitoPred| RS              | 0.42   | 0.34   | 0.19   | 0.51   |
|            | DeepMito | RS                | 0.45   | 0.68   | 0.54   | 0.79   |
|            | DeepMito | CL                | 0.42   | 0.60   | 0.46   | 0.76   |
|            | MULocDeep| RS                | 0.67   | 0.76   | 0.67   | 0.79   |

The comparison is at the sub-organellar level. Four target compartments are “O”: Outer membrane, “I”: Inner membrane, “T”: Intermembrane space, and “M”: Matrix. Features used include one-hot encoding residue (SEQ), physico-chemical properties (PROP), and position specific scoring matrix (PSSM). Cross-validation (CV) methods include randomly splitting the dataset (RS) and confining local similarity into the same cross-validation set (CL). The assessment is based on Mathew’s correlation coefficient (MCC).

**Attention weight interpretation and visualization**

MULocDeep can not only make accurate localization predictions, but also indicate the contribution of each amino acid in localization and suggest localization motifs. This is achieved by attentive embedding through assigning higher weights to specific parts of a protein sequence. We assume that the regions with higher attention weights are more likely to contribute to the localization. When using a high resolution of attention, it is possible to predict sites and motifs relevant to protein localization. For example, the peptide cleavage site could be predicted directly from an amino acid level attention\textsuperscript{19}. Our method provides interpretable results for all the 45 types of suborganelle localizations as far as 500 amino acids from each terminus.

Firstly, we used several proteins with known localization signals as cases to demonstrate the ability of attention weights for indicating the contribution of each amino acid in localization. The proteins are: SV40 large T antigen (P03070) located at the nucleus, with the known signal motif “PKKKRKV” in the middle of
the protein sequence; lactalbumin (P09462) located at the secreted pathway, with a known signal peptide “MMSFVSLLLVGLFWAEQATELQKCEVFQ” at the N-terminus; and COX4 (P04037) located in the mitochondrial inner membrane, with the known transit peptide “MLSLRQSIRFFKATRTLCSSRYLL” at the N-terminus\textsuperscript{32–34}. When using these proteins as input, MULocDeep predicted the localization correctly for all three proteins. In the meantime, we obtained the attention weights for each protein along the sequence, as shown in Figure 2. The x-axis presents the sequence position from the N-terminus to the C-terminus, and the y-axis presents the value of attention weights. It shows that the high attention regions match the corresponding known motifs of the proteins.

Next, we investigated the attention weights in terms of groups of proteins from the same subcellular compartments and the same suborganelle compartments. Firstly, we visualize the attention weights of
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Figure 2. The Visualization of attention weights for (A) SV40 large T antigen (P03070), (B) lactalbumin (P09462), and (C) cytochrome oxidase subunit 4 (P04037). The region of the known sorting motif is highlighted in peach and labelled with the sequence of known localization signals.
proteins from ten subcellular compartments (Figures S2 to S4). Among them, the localization of proteins in extracellular, mitochondrial, plastid, and thylakoid lumen (Figure S2) are believed to be controlled by signal peptides near the protein N-terminus\(^1\). Comparing to other localizations (Figures S3 and S4), the signals near the N-termini of proteins in Figure S2 have higher attention weights, more over-represented amino acid patterns, and maintain at high levels for longer sequence segments. Our result is consistent with TargetP in detecting the N-terminal sorting signals using attention weights\(^15,19\). These N-terminal sorting signals are often proteolytically removed at the cleavage cites after the protein reaches the final destination. We then aligned the weighted sequences of these four types of proteins at the cleavage site. The cleavage site annotation was obtained from the UniProt database. The attention visualization result is shown in Figure 3. An immediate decrease in the attention weight is observed after the cleavage site for

![Figure 3](image.png)

**Figure 3.** The attention weight visualization by aligned N-terminal sequences at the cleavage site for proteins localized at extracellular, mitochondrion, plastid and thylakoid lumen. The vertical lines indicate the cleavage sites. For extracellular proteins, the range cover 50 AAs before cleavage cite and 100 AAs after the cleavage cite. For the other three classes of proteins, the range covers 100 AAs before the cleavage cite and 50 AAs after the cleavage cite.
the proteins from all four subcellular localizations. This indicates that the high attention weights near the N terminus are mostly contributed by signal peptides and transit peptides.

Looking at the attention weights at the termini of proteins in all ten subcellular localizations (Figure S2-S4), it is apparent that the attention weight increases towards the termini in all cases although more so at the C-terminus. We, therefore, wondered if there is a terminus attention bias introduced by the MULocDeep method. We did a control experiment to test for such a terminus bias on the proteins. For each localization, we randomly shuffled the order of amino acids for each protein sequence. Then we plotted the attention weights aligned at termini for these four localizations and did find some terminus bias (Figure S5). We can use this to distinguish true and false-positive signals, which all give high attention weights near the termini. As shown in Figure S5, false-positive signals are characterized by a gradual

Figure 4. Attention weights of 50 amino acids near the termini at the sub-organellar level, which suggests potential localization signals. (A) N-terminus of cytoplasmic granule. (B) N-terminus of cell surface. (C) N-terminus of endoplasmic reticulum lumen. (D) N-terminus of Golgi apparatus, Golgi stack membrane. (E) C-terminus of endoplasmic reticulum lumen. (F) C-terminus of peroxisome proteins.
decrease from the terminus and the absence of dominant amino acids at each residue position. In contrast, the features of true signals are: amino acids in each position are more conserved, the high attention signal lasts relatively longer and sometimes the highest attention weight appears as a ‘bump’ away from the termini (in all four localizations shown in Figure S2). Hence, although the terminus attention bias exists, the attention weights in MULocDeep may add values to illustrate biologically significant signals.

| Localization | Rank | Motif                       |
|--------------|------|-----------------------------|
| Nucleus      | 1 (4061) | Logo [Figure]                |
|              |      | RE. M/L-X-S-X-X-K/R-R-X-R-K-X-L-X-X-X |
|              | 2 (3680) | Logo [Figure]                |
|              |      | RE. M-X-X-R-X-RK-R-X-R-XX-X-X-X |
|              | 3 (2001) | Logo [Figure]                |
|              |      | RE. X-X-XRK/R-X-K/RK-R-L-XX-X-X-X-X-X |

Figure 5. The top three GLAM2 results for segments from nucleus proteins. For each result, its rank, score, sequence logo and the regular expression (RE) of the motif are given.

Since the attention weights of a subcellular localization reflect the average of attention weights of its suborganelar localizations, there still could be suborganelar localizations that have strong N-terminal or C-terminal sorting signals even though the subcellular sorting signal is not obvious. We, therefore, show the attention weights of proteins at the suborganelar localizations in nucleus, cytoplasm, cell membrane, endoplasmic reticulum, Golgi apparatus, lysosome, and peroxisome (Figures S6-S12). We found several suborganelle localizations with strong signals near the termini. These signals combining one significant signal at the subcellular level are shown in Figure 4, including N-terminal signal peptides in proteins from cytoplasmic granule (Figure 4A), cell surface (Figure 4B) and endoplasmic reticulum lumen (Figure 4C), and perhaps also in Golgi apparatus membrane and Golgi stack membrane (Figure 4D), which all resemble the endoplasmic reticulum signal peptide observed for extracellular proteins in Figures S2 and S4. A C-terminal KDEL/HDEL signal in the endoplasmic reticulum lumen proteins (Figure 4E), a C-terminal SRL/SKL/SRM signal for the peroxisome (Figure 4F), and a less clear sequence for the peroxisome membrane (Figure S12)\textsuperscript{35,36} are observed.
Besides the signals near the termini, we also analyzed the attention weights in the middle. We aligned sequences in the same way as we did at the termini, but no signal was found at all. A likely reason is that the signals in the middle do not appear in the same position for different proteins. Thus, the sorting signal in the middle of protein sequences was analyzed and visualized with the help of the GLAM2 tool\textsuperscript{37} in the MEME Suite, which can discover over-represented, position-independent motifs in protein sequences (see Method for details). A well-known internal signal is the nuclear localization signal (NLS). The visualization in Figure 5 using nuclear proteins was obtained by setting the "initial columns" (initial number of aligned columns in the motif) equals to 15, the "maximum columns" (upper bound on the number of aligned columns in the motif) equal to 30 while other parameters remain the default in the GLAM2 online tool. The classical NLS pattern includes stretches of 4-5 Lys or Arg (e.g. KKKK)\textsuperscript{32}, which was readily recognized by GLAM2 (Figure 5).

We carried out similar GLAM2 analyses on proteins from six more subcellular localizations (Figures S13-S18) and found a number of well-defined internal signals where the signal found in the cytoplasm deserves special mention (Figure S13, motif rank 2) – A L/I/VxxxxxL/V/I/F motif, which is known to be a nuclear export signal\textsuperscript{38}.

**Application of MULocDeep in human proteome**

![Figure 6. The human proteome localization pie chart. The left pie chart is based on the protein localization annotation, including with or without annotation, and with or without experimental evidence (ECO: 0000269). "Others" include those proteins contain annotations not in any of the 10 major sub-cellular or 45 sub-organellar localization annotations in MULocDeep, or have different localizations for different protein isoforms. The right pie chart is based on the distribution of prediction for the proteins in the orange part in the left pie chart.](image)

We applied MULocDeep in human proteome and drew pie charts of statistics in Figure 6. The human proteome data is collected from the UniProt database release 2020\_2\textsuperscript{27}. According to the left pie chart in Figure 6, many human proteins have localization annotations. The green part in the left pie chart are proteins with experimentally verified localization annotations (ECO: 0000269). We further divided this part based on if the experimental evidence is marked on subcellular level, suborganellar level, or both. Since
subcellular localization can be inferred from suborganellar annotation, one can consider all the proteins in the green part have subcellular level experimental evidence. For the proteins without experimental evidence or without localization annotation at all (proteins in the orange part in the left pie chart), we combined them together and applied MULocDeep. The right pie chart is drawn based on the prediction results. Particularly, more than half of the predicted proteins are localized at nucleus and cytoplasm. This result is consistent with the conclusion in Thul et al.$^{39}$, which was obtained by mapping 12,003 human proteins at a single-cell level using immunofluorescence microscopy. Furthermore, according to Figure 6, the number of human mitochondrial proteins is 1388 (combining the proteins with experimental evidence and the proteins predicted by MULocDeep). This number matches the conclusion in Calvo et al.$^{40}$, which estimated 1100-1400 distinct proteins in the human mitochondrial proteome. Above all, the prediction results in Figure 6 reflects the true localization distribution in human and demonstrates the ability of MULocDeep for proteome-wise annotation.

**The MULocDeep web server**

We developed a user-friendly website (http://www.mu-loc.org/) to make the application of the MULocDeep method more accessible. Every page comes with a “help” button, which explains how the specific page works. Every user has his or her personal workspace in our database in which they can manage their jobs conveniently. Many web servers offer protein localization prediction. MULocDeep is unique in that this is the only web server that can predict all 45 suborganellar localizations within 10 main subcellular compartments. And to the best of our knowledge, it is the only web server that provides an amino acid level interpretation and visualization. Users can use this web server as a protein localization prediction tool or a hypothesis generator regarding protein sorting signal motifs.

**Discussion**

In this paper, we present “MULocDeep”, a deep learning model for protein localization prediction (shown in Figure 1). The core of the model is the bidirectional LSTM to handle protein sequence information and the multi-head self-attention to assign weights to each amino acid of a sequence for interpretation. Some methods$^{17}$ added CNN layers before LSTM layers and reported high performance. Here, we discard CNN to pursue a residue-level interpretation resolution for more biological insight.

To maximize prediction accuracy, we used a Bayesian optimization method to determine the hyperparameters. However, experiments showed that the performance was insensitive to the selection of hyperparameters (Table S2). This indicates that our model is robust. The selected configuration of hyperparameters remained the same when training a variant model to compare with others using their own training data, instead of optimizing a new set of hyperparameters with the specific data, which could have yielded slightly better results. The comparison with the DeepMito method on the DeepMito dataset again shows that MuLocDeep is insensitive to hyperparameters. Although no hyperparameters were retrained, MuLocDeep still outperformed the DeepMito method significantly (Table 2). When comparing MULocDeep with DeepLoc, the results indicate that they are about equally good at localization prediction.
(each method has 5 categories with higher MCC than the other method in Table S1). However, from the perspective of interpretability and the prediction performance as a tool, MULocDeep is superior to DeepLoc (according to the results in Table 2).

We published a dataset of the experimentally extracted mitochondrial proteome from three species (Mito3 dataset) and used it to test the performance of subcellular localization prediction by different methods (Table 2). We also collected a comprehensive dataset for 45 suborganelle protein localization from the UniProt database (UniLoc dataset). The MULocDeep model was trained based on the UniLoc-train dataset combining the training samples in the DeepLoc dataset. Tables S3 and S4 show the cross-validation results at the suborganelle level with different thresholds. We noticed that there are classes with very low MCC and some of these classes have very small samples. Thus, further dividing these samples into eight folds would result in folds with tens of positive samples and thousands of negative samples for a specific class. The calculation of MCC for such cases is not meaningful.

The UniProt-test dataset and the Mito3 dataset were used for a comprehensive evaluation of localization classifiers at both subcellular and suborganelle levels (Table 2). The MULocDeep method generally outperforms other methods at both levels. But we also noticed that the inner membrane in the mitochondrion is better predicted by DeepMito than by our method probably due to different training data, as we have already demonstrated the MULocDeep’s algorithmic superiority over DeepMito using the same DeepMito datasets as the training data (Table 2).

The attention weight mechanism in the MULocDeep model has the ability to detect sorting signals at the protein termini and in the middle of protein sequences. The interpretation was validated by matching the known transit peptides for proteins located in the nucleus, extracellular, mitochondria, plastid, and thylakoid lumen (Figure S2). Particularly, plastid and thylakoid lumen proteins have a high attention peak at position 2 from the N terminus, which is enriched in alanine. A region enriched in serine follows. The signal peptide in extracellular proteins apparently consists of a positively charged amino acid followed by a number of hydrophobic residues, a well-known endoplasmic reticulum localization signal (Figure S4)41. The mitochondrion transit peptides are enriched in arginine and leucine. For other subcellular (Figures S3 and S4) and suborganelle (Figures S6-S12) classes of proteins, we also found high attention regions near both N- and C-termini. Although most of them appear to be caused by terminus bias, several known signals were recognized; in particular, a well-known N-terminal endoplasmic reticulum signal peptide recognized in extracellular proteins (Figure S2) was also seen in proteins from cytoplasmic granule (Figure 4A) and cell surface (Figure 4B), both of which pass through the endoplasmic reticulum on the way to those localizations41. This N-terminal signal was particularly strong in proteins belonging to the endoplasmic reticulum lumen (Figure 4C), where it was seen together with a C-terminal KDEL/HDEL signal (Figure 4E), which is an endoplasmic reticulum retention signal42-44. We also found a clear C-terminal SRL/SKL/SRM signal for the peroxisome (Figure 4F). It turns out to be a targeting signal for peroxisome proteins35,36.
To analyze the attention in the middle of proteins, we used the GLAM2 tool in the MEME suite, and we demonstrate the effectiveness of this approach by visualizing the attention of proteins located in the nucleus (Figure 5). We also found a very clear L/I/VxxxxxL/V/I/F motif in proteins belonging to the cytoplasm (Figure S13), which is known to be a nuclear export signal\[38]. Note that the analysis by GLAM2 was influenced by the number of top amino acids and the window size we chose. The parameters of the GLAM2 itself could also affect the results. Changing the parameter configuration would result in different visualization results, but the general motif information remains the same. For other localizations, where the mechanisms are unclear, we provide a list of attention visualizations in Figures S13-S18. They could be used as candidate motifs for these localizations.

There are limitations to the MULocDeep method, which may lead to several future works. First of all, more advanced machine-learning methods, such as graph-based neural networks, could be applied for feature representation and localization prediction. Secondly, a more rigorous confidence assessment of each predicted localization could be provided instead of the current prediction probabilities, and each predicted motif can be given a confidence assessment as well. Furthermore, the prediction performance could be further improved by building animal/plant specific models. Finally, future applications could be extended to localization-related disease studies, e.g. to predict the impact of a mutation in localization. With that said, we are still a long way from understanding protein localization fully. Given the complexities of decoding signal peptides or extracting features that can distinguish detailed levels of localizations, the interpretability of MULocDeep makes it possible to generate hypotheses regarding protein sorting mechanisms. Some of them can be verified by current knowledge, making the rest worth exploring by combining computational prediction methods and experimental verification. By making the datasets, the software code, and the MULocDeep website publicly accessible, our work constitutes a major step toward understanding the protein localization mechanism.

Methods

Datasets

The three-species mitochondrial proteome dataset (Mito3). This dataset contains the mitochondrial proteome extracted from three plant species and was generated as follows (details can be found in Supplementary Note 2). First, mitochondria were isolated from an Arabidopsis thaliana cell culture, Solanum tuberosum tubers, and Vicia faba roots. Then, the mitochondrial proteins of the three species were identified and quantified using shotgun mass spectrometry according to Thal et al.\[45]. The generated raw files were analysed with the Proteome Discoverer software (Thermo Fisher Scientific, Dreieich, Germany) using the Mascot (Matrix Science, London, UK) search engine against in-house protein sequence databases, depending on the analyzed species: Arabidopsis thaliana, Solanum tuberosum and Vicia faba spectra were queried against the TAIR 10 database, the Solanum tuberosum protein database and the Medicago truncatula protein database 4.0, respectively. A total of 8002 proteins from these three species were identified in this step. Finally, the proteins of Vicia and Solanum were assigned to their Arabidopsis orthologues by pairwise BLAST searches of the underlying sequence datasets. The identified
proteins from the three species with the respective Arabidopsis orthologues are shown in the Supplementary Data 1-3. In total, 4,778 unique mitochondrial proteins were identified. Since this dataset is used for localization classifier evaluation at the subcellular level (for evaluation of predicting if a protein is mitochondrial or not), we balanced it by collecting 8002 plant proteins that were labelled as non-mitochondrial in the UniProt database (release 2020_2). The proteins in this dataset were not used in training the model.

**Suborganelle dataset (UniLoc).** The protein sequence and localization annotations were downloaded from the UniProt database\(^27\), release 2018_11 and 2020_2. For both release versions, we collected all metazoan and Viridiplantae proteins with the Uniport evidence level \(\leq 2\), which means these proteins’ localizations have experimental evidence at transcript or protein level. Only proteins with suborganelle localization annotations under ten main subcellular localizations were kept. One protein can have more than one localization annotation, and we chose suborganelle localizations with more than 50 proteins and ignored others in this study. Finally, 45 suborganelle localizations remained. This is the most comprehensive multi-label dataset for protein localization annotations down to the suborganelle level to date. In the release 2018_11, a total of 38,747 proteins were obtained. This part of the dataset was for training (UniLoc-train) and was divided into 8 folds. We used CD-hit\(^46\) to ensure that proteins in different folds have identity less than 40% sequence identity. In the release 2020_2, we removed the protein sequences already found in release 2018_11 or used in training the model, after which 1211 proteins remained. This part of the dataset (basically release 2018_11 to release 2020_2) was used for protein localization classifier evaluation (UniLoc-test). The statistics for the dataset are shown in Figure S20. It is possible that there are still proteins in UniLoc-test homologous to proteins in UniLoc-train, but it is expected that UniLoc-test has homology to other method’s training data as well, so the performance bias probably applies to all methods in a similar way. Such a comparison without removing homology also reflects real applications from actual users.

**DeepLoc dataset.** The DeepLoc method predicts 10 main protein localizations at the subcellular level. One of the contributions of this work is that it provided a benchmark dataset\(^17\). It was extracted from the UniProt database, release 2016_04. The following criteria were applied when they collected the data: Eukaryotic, not fragments, encoded in the nuclear genomes, longer than 40 amino acids and experimentally annotated (ECO: 0000269). They merged the similar localizations or subclasses of the same localization into 10 main localizations (as shown in Table S1). Unlike our suborganelle dataset, the DeepLoc dataset is a multi-class but not multi-label dataset, i.e., proteins with more than one subcellular localization were filtered out. A total of 13,858 proteins were obtained after the filtering process (See Table S5 for category details). The training and test data were already separated with less than 30% identity. Like we did to the suborganelle dataset, we divided the training data into 8 folds, each fold has similar distributions of localizations with other folds. Proteins in each fold share less than 40% sequence identity with proteins in any other fold.
DeepMito datasets. The DeepMito method focuses on the prediction of sub-mitochondrial protein localization. Two datasets were used in DeepMito method. The SM424-18 dataset was derived from the UniProt database (release 2018_02). They filtered the proteins by selecting all non-fragment protein sequences with evidence at the protein level for experimentally determined subcellular localization in one of the four sub-mitochondrial compartments: outer membrane, intermembrane space, inner membrane and matrix. They further reduced the redundancy using the CD-HIT program so that 424 mitochondrial proteins remained sharing at most 40% sequence identity. The other dataset was the SubMitoPred dataset, which was derived from the UniProt database release 2014_10. The protein selection criteria were: Full-length proteins >50 residues, single experimental sub-mitochondrial localization, and internal redundancy reduced at 40% sequence identity using CD-HIT. The dataset comprises 570 mitochondrial proteins distributed in the same four compartments as in the SM424-18 dataset. Both datasets were split into folds, 10 for the SM424-18 dataset and 5 for the SubMitoPred dataset. The category details can be found in Table S6.

Protein sequence representation
An encoded amino acid contains two parts. The first 5 digits come from the first five eigenvectors of a comprehensive list of 237 physical-chemical properties for each amino acid\(^{47}\). As we did in the domain boundary prediction study\(^{48}\), these 5-number descriptors can represent each amino acid for computational efficiency while maintaining almost all the information. The last 20 numbers come from the position-specific scoring matrix (PSSM) profile of a protein. A protein’s PSSM profile is usually generated through a multiple sequence alignment against a large database. Some methods try to accelerate the process by searching a relatively small database first, and if no hit is found then use a large database instead\(^{17,49}\). We further shortened this process by two steps, first by scanning the Swissprot\(^{50}\) using PSI-blast\(^{46}\). The Swissprot database is a much smaller database than UniProt, yet most of the proteins that we studied find hits (147 of 38,747 were missed in the suborganelle dataset). If no hits were retrieved, in the next step, the BLOSUM62 encoding\(^{51}\) was applied directly, which did not take any search time. In this way, we saved much computational time without significant performance decrease (see Results). Since the length of proteins varies, we fixed the protein-encoding length at 1000 AA. If a protein exceeded this length, the first 500 amino acids from N-terminus and the last 500 amino acids from C-terminus were preserved and combined. If a protein had a shorter sequence, we padded it to 1000 AA at the end and masked the padding part for the following calculation.

Parameter tuning and neural network training
The hyperparameters in the models are determined through a Bayesian optimization process. These hyperparameters include the hidden dimensions, the number of heads in attention, regularizers, dropout rates, etc. The MULocDeep model is an ensemble of eight “sub-models” derived from an 8-fold cross validation. Each of these eight sub-models was optimized individually and the hyperparameters of the sub-model that achieved the highest accuracy were set as the global optimum. Table S7 lists the
hyperparameter optimization results for all eight sub-models in the cross validation. The hyperparameter configuration in sub-model 1 was selected as the global optimum. Therefore, in the MULocDeep model, all the eight sub-models used the same global optimized hyperparameters. We also tested the performance of an ensemble of sub-models where each sub-model 1) used its own optimized hyperparameters, 2) used the same, but not the global optimized, hyperparameters (select two from seven non-global optima), or 3) used the same random hyperparameters. The results are shown in Table S2. It turns out that the difference in performance among various ensemble models was insignificant, except for a notably bad performance by using the randomly selected hyperparameters. We also conducted an experiment to test the performance of individual models using the globally optimized hyperparameters. The results are listed in Table S8. Comparing the results in Table S2, the ensemble models generally have a better performance than individual models.

The UniLoc-train dataset and the training samples in the DeepLoc dataset were already divided into 8 folds as described above. Eight models were trained where each of them used 7 folds as training and 1 fold was left for evaluation. The final MULocDeep model is the ensemble of eight models, and the prediction of a protein is the average of predictions from these eight models. All these models used the same global optimized hyperparameters. To train each of these models, the UniLoc-train dataset and the DeepLoc dataset were utilized iteratively. We trained them using the samples with only subcellular localization labels for 50 epochs, and then trained another 50 epochs using the samples with suborganelle localization labels. When a training sample had both suborganelle and subcellular (inferred from suborganelle) annotation, each element in the matrix (Figure 1) yielded a loss using a binary cross entropy loss function after a sigmoid activation function (Lost 1). The maximum prediction score under each organelle (each column in the matrix in Figure 1) was extracted and went through another binary cross entropy (Lost 2). If a training sample only had the subcellular localization information, the Lost 1 was not used, only the Lost 2 was calculated after the Max-Pooling operation.

The training process was written using the Keras package (version 2.3.0) and run using a NVIDIA GeForce RTX 2080 Ti GPU. The training time for the MULocDeep model was roughly 2 min for one epoch.

Bayesian optimization
We formulate the accuracy “ACC” as the objective function and it is a function of all the hyperparameters. A Gaussian process is used as the surrogate model to approximate the objective function. We use the expected improvement (EI) as the acquisition function, which directs sampling to areas where an improvement over the current best observation is likely. The acquisition jitter, which trades off exploitation (high objective) and exploration (high uncertainty) was set as 0.05.

Since the optimization process would take a long time, we used samples with subcellular localization labels only (training samples in the DeepLoc dataset). We had already divided these samples into 8 folds using CD-hit and the sequence identity between proteins in different folds was below 40%. Then, an 8-fold cross validation was performed. Each hyperparameter has a searching space. During the cross
validation, 7 folds were used for training a sub-model under one specific hyperparameter configuration for 40 epochs. The remaining fold evaluated the accuracy in each epoch. The highest accuracy on the validation fold during the 40 epochs was recorded as the accuracy for this hyperparameter configuration. In total, 150 hyperparameter combinations were tested. Figure S21 shows the accuracy along the testing process. The hyperparameter configuration which achieved the highest accuracy among the 150 combinations was used as the optimized configuration for this sub-model. Thus, the optimization process would run 40 (test one specific configuration) * 150 (150 configurations to test in total) * 8 (8-fold cross-validation), which is 48,000 epochs in total. Finally, each of the eight sub-models had its own optimized hyperparameter configuration and the corresponding accuracy achieved. The configuration with the highest accuracy was selected as the global optimized configuration that was used for the MULocDeep model and its variant models.

Multi-head self-attention

The multi-head self-attention uses the overall semantics of the whole sentence formed by multiple components in a sentence. So, multiple hops of attention are needed to focus on different parts of the sentence. Our method borrows this idea and sets the number of heads equals to 41 (derived from the hyperparameter tuning). The final weight of each amino acid is the average of the 41 weights. Then we could analysis if any “important parts” of a protein sequence are responsible for the protein localization. The attention matrix A is calculated as Eq. (1)

\[
A = \text{softmax}(W_s^1 \tanh(W_s^2 H))
\]

where H is the 1000-by-180 embedding sequence output from bidirectional LSTM. \(W_s^1\) is a weight matrix with a shape of 369-by-180. \(W_s^2\) is a matrix of parameters with shape 41-by-369. The attention matrix A is returned separately for interpretation. The sequence embedding M, calculated as the weighted sum by multiplying A and H (Eq. 2), is also returned for further prediction.

\[
M = AH
\]

When training the models, we applied the penalization term P below

\[
P = \|AA^T - I\|_F^2
\]

where A is the attention matrix, I is an identity matrix, \(\|\cdot\|_F\) stands for the Frobenius norm of a matrix. We multiple the penalization term with an attention regularizer and added the product to the model’s loss. The loss gets high if two attention vectors are identical. Thus, by using this penalization term, we encourage the attention vectors to concentrate on different parts of a protein sequence.

Attention Visualization

To visualize the attention for one protein, the average of the protein's attention matrix was calculated along the dimension of "heads", which is 41 in our model. A 1000-long vector is left and ready for visualization.

To visualize the attention of a group of proteins that belong to the same category, different methods are applied based on the following two scenarios:
(1) For analyzing attention at termini, we simply align the first 50 or the last 50 amino acids one by one from left to right or right to left depending on if it is N-terminus or C-terminus. For each position, the frequency of amino acids and the weight of attention (average along with the number of “heads” and proteins) are obtained. Then we used the R package “ggseqlogo” to visualize the attention.

(2) For analyzing attention in the middle of proteins, we kept the entire protein sequence and ranked the amino acid in it based on their attention weights. We selected the top 5 amino acids, each of them combining the surrounding 20 amino acids (10 window size at each side) to form a segment. A final segment was obtained by concatenating all segments by a string of “X” with the same length of window size. All segments belonging to the same class were analysed by the GLAM2, which is a tool in the MEME Suite that can discover variable-length, gapped motifs.

**Evaluation criteria**

We used accuracy (ACC), Matthew’s correlation coefficient (MCC), recall, precision, area under receiver operating characteristic curve (ROC_auc), and area under precision & recall curve (P&R_auc) to evaluate our method and compared with others. For unbalanced datasets, measurements such as ACC, recall and precision would introduce bias and overestimate a method’s performance. MCC considers true and false positives and negatives, and is generally regarded as a balanced measure even if the classes are of very different sizes. The definitions of ACC, MCC, recall and precision are listed in Eqs. 4-7:

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
MCC = \frac{TP + TN - FP + FN}{\sqrt{(TP+FP)(FP+FN)(TN+FP)(TN+FN)}}
\]

\[
recall = \frac{TP}{TP + FN}
\]

\[
precision = \frac{TP}{TP + FP}
\]

where TP, FP, TN, FN are true positive, false positive, true negative and false negative prediction, respectively. Measurements such as MCC, recall, precision and ACC can be used in binary prediction cases.

**Data availability**

The mass spectrometry proteomics data have been deposited to the ProteomeXchange Consortium via the PRIDE partner repository with the dataset identifier PXD019987. Datasets used to train and test the MULocDeep model can be found in the GitHub repository (https://github.com/yuexujiang/MULocDeep).

**Code availability**

All the codes for training and testing the MULocDeep model can be found in the GitHub repository (https://github.com/yuexujiang/MULocDeep).
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