EQUIDISTRIBUTION WITH AN ERROR RATE AND DIOPHANTINE APPROXIMATION OVER A LOCAL FIELD OF POSITIVE CHARACTERISTIC
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Abstract. For a local field $K$ of formal Laurent series and its ring $Z$ of polynomials, we prove a pointwise equidistribution with an error rate of each $H$-orbit in $SL(d, K)/SL(d, Z)$ for a certain proper subgroup $H$ of horospherical group, extending a work of Kleinbock-Shi-Willett.

We obtain an asymptotic formula for the number of integral solutions to the Diophantine inequalities with weights, generalizing a result of Dodson-Kristensen-Levesley. This result enables us to show pointwise equidistribution for unbounded functions of class $C^\alpha$.

1. Introduction

Let $K$ be the field $\mathbb{F}_q((t^{-1}))$ of formal Laurent series in $t^{-1}$ over a finite field $\mathbb{F}_q$ of order $q$ and let $Z$ be the ring $\mathbb{F}_q[t]$ of polynomials in $t$ over $\mathbb{F}_q$. The absolute value $|\cdot|$ on $K$ is given by $|f| = q^{\deg(f)}$. Let $O$ be the ring of formal power series $\mathbb{F}_q[[t^{-1}]]$ and $\lambda$ be the Haar measure on $K$ normalized by $\lambda(O) = 1$. For $m, n \in \mathbb{N}$ and $d = m + n$, let $G = SL(d, K)$ and $\Gamma = SL(d, Z)$. Let us denote by $a^+$ the set of $d$-tuples $a = (a_1, \cdots, a_d) \in \mathbb{N}^d$ such that

$$\sum_{i=1}^{m} a_i = \sum_{j=1}^{n} a_{m+j}.$$ 

Given $a = (a_1, \cdots, a_d) \in a^+$, let us define

$$g_a = \text{diag}(t^{a_1}, \cdots, t^{a_m}, t^{-a_{m+1}}, \cdots, t^{-a_{m+n}}).$$

In this paper, we study the action of the subsemigroup generated by $g_a$ of $G$ on the space $X = G/\Gamma$. Since $g_a$-action on $X$ is ergodic with respect to the Haar
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probability measure $\mu$ on $X$, for $\mu$-almost every $x \in X$, we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \varphi(g_a^n x) = \int_X \varphi \, d\mu.$$ 

We are interested in the following question: given a proper subgroup $L$ of $G$, does the above convergence of Birkhoff average of $g_a$-translates still hold for almost every points in an $L$-orbit? This question was studied in [KSW17] and [Shi15] for a real Lie group $G$ and a lattice subgroup $\Gamma$ of $G$.

When $L$ is the horospherical subgroup

$$H^+ = \{ u \in G | g_a^{-n} u g_a^n \to e \text{ as } n \to \infty \}$$

of $G$, then the answer is affirmative (cf. [Mo11]). In this article, we consider a subgroup $H$ of $H^+$

$$(1.1) \quad H = \left\{ u_A = \begin{pmatrix} I_m & A \\ 0 & I_n \end{pmatrix} : A \in \text{Mat}_{m \times n}(K) \right\},$$

which has applications in metric Diophantine approximation (Proposition 1.2 and Theorem 1.4 below). Since $H \cong \text{Mat}_{m \times n}(K)$, the Haar measure on $H$ is isomorphic to $\lambda^{mn}$, which we will denote by $\lambda_H$. Let us also denote the Haar measure on $G$ such that $\lambda_G(K) = 1$ for a maximal compact subgroup $K$ by $\lambda_G$.

We first show that for compactly supported smooth functions, pointwise ergodic theorem for $g_a$-action holds for almost every points in each $H$-orbit. A function $f : G \to \mathbb{R}$ is smooth if there is a compact open subgroup $U \subset G$ such that $f$ is $U$-invariant, i.e. it is locally constant. Let us denote by $C^\infty_c(X)$ the set of functions on $X = G/\Gamma$ whose lifts on $G$ are $\Gamma$-invariant smooth functions on $G$.

**Theorem 1.1.** For any given $x \in X$, $\varphi \in C^\infty_c(X)$ and $\epsilon > 0$, as $N \to \infty$, we have

$$\frac{1}{N} \sum_{n=0}^{N-1} \varphi(g_a^n h x) = \int_X \varphi \, d\mu + O(N^{-\frac{1}{2}} (\log N)^{\frac{3}{2} + \epsilon}),$$

for $\lambda_H$-almost every $h \in H$.

To show a similar result for functions with non-compact support, we make use of lattice point counting results. For $p \in \mathbb{Z}^n$, $q \in \mathbb{Z}^m$ and $A \in \text{Mat}_{m \times n}(K)$,
consider the inequality
\begin{equation}
\|Aq - p\|_\infty < \phi(\|q\|_\infty), \quad 1 \leq \|q\|_\infty \leq q^T
\end{equation}
where \(\| \cdot \|_\infty\) is the supremum norm. It was shown in [DKL05] that the number of vectors \((p, q) \in \mathbb{Z}^n \times \mathbb{Z}^m\) satisfying the inequality (1.2) is
\[\phi \left( \frac{1}{q^T} \right) + \mathcal{O} \left( \frac{1}{q^T} \right) \log^2 |q| \log |q| \leq \lambda^{nm} \text{-almost every } A \in \text{Mat}_{m \times n} \mathbb{K}, \]

Generalizing this result, we prove the following weighted version. Consider the weighted quasi-norms given by
\[\|x\|_\alpha = \max_{1 \leq i \leq m} |x_i|^{1/a_i} \quad \text{and} \quad \|y\|_\beta = \max_{1 \leq j \leq n} |y_j|^{1/a_j+m}\]
for \(x \in \mathbb{K}^m\) and \(y \in \mathbb{K}^n\). Denote by \(N_R(T, A)\) the number of nonzero vectors \((p, q) \in \mathbb{Z}^m \times \mathbb{Z}^n\) satisfying the following Diophantine inequalities
\begin{equation}
\|Aq - p\|_\infty < \frac{q^R}{\|q\|_\beta}, \quad 1 \leq \|q\|_\beta \leq q^T.
\end{equation}

**Proposition 1.2.** There is a function \(\Psi_R: \mathbb{N} \to \mathbb{R}\) such that
\[N_R(T, A) = \Psi_R(T) + \mathcal{O} \left( \Psi_R(T)^{\frac{1}{2}} \log^2 (\Psi_R(T)) \right)\]
for \(\lambda^{nm}\)-almost every \(A \in \text{Mat}_{m \times n} \mathbb{K}\).

For the precise formula of \(\Psi_R\), see Theorem 4.1.

Using Proposition 1.2, we obtain an ergodic theorem for certain unbounded functions as appeared in [EMM98] and [KSW17]. Every \(\mathbb{Z}\)-submodule \(\Delta\) of rank \(r\) in \(\mathbb{K}^d\) has a \(\mathbb{Z}\)-basis. For \(L = \mathbb{K} \Delta\), we denote by \(\text{vol}(L/\Delta)\) the covolume of \(\Delta\) in \(L\), normalized by \(\text{vol}(\mathbb{K}^d/\mathbb{Z}^d) = 1\) for any \(r \in \mathbb{N}\).

In particular, we call a \(\mathbb{Z}\)-submodule \(\Lambda\) of rank \(d\) a \(\mathbb{Z}\)-lattice and a \(\mathbb{Z}\)-lattice is **unimodular** if its covolume in \(\mathbb{K}^d\) is 1. Since \(SL(d, \mathbb{K})\) acts transitively on the space of unimodular lattices in \(\mathbb{K}^d\) and the stabilizer of \(\mathbb{Z}^d\) is \(SL(d, \mathbb{Z})\), we can identify the space with \(X = SL(d, \mathbb{K})/SL(d, \mathbb{Z})\). For a unimodular lattice \(\Lambda \subset \mathbb{K}^d\) and a \(\mathbb{Z}\)-submodule \(\Delta \leq \Lambda\), let us define
\[\alpha(\Lambda) := \max \{ \text{vol}(\mathbb{K} \Delta/\Delta)^{-1} : \Delta \leq \Lambda \}.
\]
Let \(C_\alpha(X)\) be the space of functions \(\varphi\) on \(X\) such that
\begin{enumerate}
\item The function \(\varphi: X \to \mathbb{R}\) is continuous except on a \(\mu\)-null set, and
\item There exists \(C > 0\) such that for all \(\Lambda \in X\), we have \(|\varphi(\Lambda)| \leq C \alpha(\Lambda)\).
\end{enumerate}
**Theorem 1.3.** Let $x_0$ be the point $\Gamma$ in $X$. For all $\varphi \in C_\alpha(X)$ and $\lambda_H$-almost every $h \in H$, we have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \varphi(g_n^x h x_0) = \int_X \varphi d\mu.
\]

Finally, using Theorem 1.3, we obtain a more general counting result concerning the direction of vectors, analogous to [APT16] and [KSW17]. Let $S^{m-1} := \{x \in K^m : \|x\|_{\infty} = 1\}$ and $\pi_\alpha : K^m \to S^{m-1}$ be the map given by $\pi_\alpha(x) = \{t^1x_1, \cdots, t^m x_m\} \cap S^{m-1}$. Similarly, let $\pi_\beta : K^n \to S^{n-1}$ be given by $\pi_\beta(x) = \{t^{a+1} x_1, \cdots, t^{a+n} x_n\} \cap S^{n-1}$. Given measurable subsets $C_1 \subset S^{m-1}$ and $C_2 \subset S^{n-1}$, let us define the set $E_{T,R}(C_1, C_2)$ by
\[
\{(x,y) \in K^m \times K^n : \|x\|_\alpha < \frac{q^R}{\|y\|_\beta}, 1 \leq \|y\|_\beta \leq q^T, \pi_\alpha(x) \in C_1, \pi_\beta(y) \in C_2\}.
\]
Denote by $N_R(T, A)(C_1, C_2)$ be the number of nonzero solutions of (1.3) satisfying $\pi_\alpha(Aq - p) \in C_1$ and $\pi_\beta(q) \in C_2$. The Haar measure on $K^m \times K^n$ is $\lambda^{m+n}$. Let us denote the measures on $S^{m-1}, S^{n-1}$ induced from $K^m, K^n$ by $\lambda_{S^{m-1}}, \lambda_{S^{n-1}}$, respectively.

**Theorem 1.4 (Counting with directions).** Let $C_1$ and $C_2$ are measurable subsets of $S^{m-1}$ and $S^{n-1}$, respectively, with measure zero boundaries with respect to $\lambda_{S^{m-1}}, \lambda_{S^{n-1}}$, respectively. As $T \to \infty$,
\[
N_R(T, A)(C_1, C_2) \sim \lambda^{m+n}(E_{T,R}(C_1, C_2))
\]
holds for $\lambda^{mn}$-almost every $A \in Mat_{m \times n}(K)$.

The structure of this paper is as follows: Section 2 is devoted to prove the uniform quantitative non-divergence of $H$-orbits. In section 3, we prove an effective double equidistribution and use it to obtain the pointwise equidistribution for compactly supported continuous functions. We give an asymptotic formula with an error rate for the number of solutions to the Diophantine approximation with weights in section 4. Using this result, we show in section 5 the pointwise equidistribution for unbounded functions contained in $C_\alpha(X)$.
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2. Quantitative non-divergence

Throughout the article, we will mostly use the supremum norm
\[ \| x \|_\infty = \max_{1 \leq i \leq n} |x_i| \]
for \( x = (x_1, \cdots, x_d) \in K^d \).

For each \( \mathbb{Z} \)-submodule \( \Lambda \subset K^d \) of rank \( r \), we can choose a basis \( v_1, v_2, \cdots, v_r \)
and define the norm \( \| \cdot \| \) by
\[ \| \Lambda \| = \| v_1 \wedge v_2 \wedge \cdots \wedge v_r \|_\infty. \]
This norm is independent of the choice of the basis. A \( \mathbb{Z} \)-submodule \( \Delta \) of \( \mathbb{Z}^d \) is called primitive if \( \Delta = K \Delta \cap \mathbb{Z}^d \).

Also, let \( \delta : X \to \mathbb{R}^+ \) be the length of shortest vector, i.e.
\[ \delta(\Lambda) = \inf_{v \in \Lambda \setminus \{0\}} \| v \|_\infty. \]
If \( \delta(g \Gamma) < \epsilon \), then there exists a non-zero vector \( w \in \mathbb{Z}^d \) such that \( \| gw \|_{\infty} < \epsilon \).

**Definition 2.1** (Good functions). Let \( \nu \) be a locally finite Borel measure on metric space \( X \). For given \( C > 0, \alpha > 0 \), a function \( f : V \subset X \to K \) (or \( \mathbb{R} \)) is \((C, \alpha)\)-good on \( V \) with respect to \( \nu \) if for any open ball \( B \subset V \) and for any \( \epsilon > 0 \), we have
\[ \nu(\{ v \in B \mid |f(v)| < \epsilon \}) \leq C \left( \frac{\epsilon}{\sup_B |f|} \right)^\alpha \nu(B). \]

**Lemma 2.2** ([KT07], Lemma 2.4). For any \( r, s \in \mathbb{N} \), there exists a constant \( C = C(r, s) \) such that every polynomial \( f \in K[x_1, \cdots, x_r] \) of degree \( \deg(f) \leq s \) is \((C, \frac{1}{rs})\)-good on \( K^r \) with respect to the Haar measure \( \lambda^r \) on \( K^r \).

Let \( X_\epsilon = \{ \Lambda \in X \mid \delta(\Lambda) \geq \epsilon \} \). By Mahler’s compactness criterion, it follows that \( X_\epsilon \) is compact.

**Theorem 2.3** ([Gh07], Theorem 4.5). Let \( d, l \in \mathbb{N}, C, \alpha > 0 \) and \( 0 < \rho < 1 \) be given. Let \( B \subset K^l \) be an open ball and \( h : B \to GL(d, K) \) a continuous map. For any nonzero primitive submodule \( \Delta \) of \( \mathbb{Z}^d \), let \( \psi_\Delta(A) = \| h(A)\Delta \| \). Assume that

1. The function \( \psi_\Delta : B \to \mathbb{R} \) is \((C, \alpha)\)-good on \( B \) for every \( \Delta \).
2. \( \sup_B \psi_\Delta \geq \rho \) for every \( \Delta \).
3. For each \( A \in B \), there are only finitely many \( \Delta \) for which \( \psi_\Delta(A) < \rho \).
Then for any $0 < \epsilon < \rho$, we have

$$\lambda^l(\{A \in B \mid \delta(h(A)Z^d) < \epsilon\}) \leq dC \left(\frac{\epsilon}{\rho}\right)^\alpha \lambda^l(B),$$

where $\lambda^l$ is the Haar measure on $K^l$.

Let us first check the condition (2) of Theorem 2.3 for $h=p_Aq$ where $u_A$ is as in (1.1). Remark that the lower bound in condition (2) is expressed in terms of the minimum of $a_i$’s. Denote $\min a := \min_{1 \leq i \leq d} \{ a_i \}$.

Lemma 2.4. There exists $\beta > 0$ with the following property. Let $B$ be an open $\| \cdot \|_\infty$-ball centered at $e$ in $M$. Then for each $r = 1, \cdots, d-1$, $v \in V^\perp \triangleq \bigwedge^r K^d$ and $a \in a^+$, one has

$$\sup_{A \in B} |g_a u_A v| \geq bq^\beta \min a |v|$$

for some constant $b$ depending on the ball $B$ and independent of $v$.

Proof. We follow the idea of Lemma 5.1 in [Sha96]. Let $\sigma: G \to GL(V)$ be the exterior representation. Let $W = \{ v \in V: \sigma(u_A)v = v \text{ for all } A \in M \}$ and denote by $p_W$ the projection $V \to W$ as a vector space.

The $H$-invariant subspace $W$ can be described as follows: if $r \leq m$, then

$$W = \text{span}\{ \vec{e}_{s_1} \wedge \cdots \wedge \vec{e}_{s_k} \mid 1 \leq s_1 < \cdots < s_k \leq m \}$$

and if $r > m$, then

$$W = \text{span}\{ \vec{e}_1 \wedge \cdots \wedge \vec{e}_m \wedge \vec{e}_{s_1} \wedge \cdots \wedge \vec{e}_{s_{r-m}} \mid m+1 \leq s_1 < \cdots < s_{r-m} \leq n \}.$$

Let $\{ f_{kl} \}_{1 \leq k \leq m, 1 \leq l \leq n}$ be the standard basis of $M$. From the definition, we have

$$\sigma(u_{f_{kl}})\vec{e}_{s_1} \wedge \cdots \wedge \vec{e}_{S_k} = (\vec{e}_{s_1} + \delta_{l+m,s_1} \vec{e}_{S_k}) \wedge \cdots \wedge (\vec{e}_{S_k} + \delta_{l+m,S_k} \vec{e}_{S_k})$$

and hence it follows that $(\sigma(u_{f_{kl}}) - Id)^2 = 0$ for each $(k,l)$. Let $I = \{ I = (i_{11}, \cdots, i_{mn}) : i_{kl} \in \{0,1\} \text{ for } 1 \leq k \leq m \text{ and } 1 \leq l \leq n \}$.

For each $I = (i_{11}, \cdots, i_{mn}) \in I$ and

$$A = \begin{pmatrix}
    y_{11} & y_{12} & \cdots & y_{1n} \\
    y_{21} & y_{22} & \cdots & y_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{m1} & y_{m2} & \cdots & y_{mn}
\end{pmatrix},$$
let us define

$$\tau(u_A^I) = \prod_{k=1}^{m} \prod_{l=1}^{n} (\sigma(u_{kl} f_{kl}) - Id)^{i_{kl}}.$$ 

Let $F = \sum_{k=1}^{m} \sum_{l=1}^{n} f_{kl}$ and $T: V \to \bigoplus_{I \in \mathcal{I}} W$ be the linear transformation defined by

$$T(v) = [p_W(\tau(u_F^I)v)]_{I \in \mathcal{I}}.$$ 

From the description of $W$, for each $v \neq 0$ in $V$ we can choose $I \in \mathcal{I}$ such that $\tau(u_F^I)v \neq W$. Therefore, $T$ is injective.

For each $1 \leq k \leq m$ and $1 \leq l \leq n$, fix $x_{kl,0}$ and $x_{kl,1}$ in $K$ such that $x_{kl,0} f_{kl} \in B$ and $|x_{kl,0}| \neq |x_{kl,1}|$. Take $x_I = \sum_{k=1}^{m} \sum_{l=1}^{n} x_{kl,0} f_{kl} \in B$ and let us define $S: V \to \bigoplus_{I \in \mathcal{I}} W$ by

$$S(v) = [p_W(\sigma(x_I)v)]_{I \in \mathcal{I}}.$$ 

Then $S(v) = Q \circ T(v)$ with the invertible linear transformation

$$Q: \bigoplus_{I \in \mathcal{I}} W \to \bigoplus_{I \in \mathcal{I}} W$$

defined by

$$Q_{IJ} = x_{1,1}^{i_{1,1}} \cdots x_{m,n}^{i_{m,n}} Id_W: W \to W.$$ 

Note that $|\det(Q)| = \prod_{k=1}^{mn} |(x_{k,0} - x_{k,1})|^{2\dim W}$.

By injectivity of $S$, there exists $c_0 > 0$ such that

$$q_{\text{min}} \|v\|_\infty \leq c_0 q_{\text{min}} \|S(v)\|_\infty \leq c_0 q_{\text{min}} \sup_{A \in B} \|p_W(\sigma(u_A)v)\|_\infty \leq c_0 \sup_{A \in B} \|p_W(\sigma(g_A u_A)v)\|_\infty \leq c_0 \sup_{A \in B} \|\sigma(g_A u_A)v\|_\infty$$

which completes the proof. □

**Example 2.5.** Let $G = SL(3, K)$ with $m = 1$ and $n = 2$, $V = K^3 \otimes 2 K^3$ and $\sigma: G \to GL(V)$. In this case, $W = K e_1 \wedge e_2 + K e_1 \wedge e_3$. For

$$u_A = \begin{pmatrix} 1 & y_1 & y_2 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \sigma(u_A) = \begin{pmatrix} 1 & 0 & -y_2 \\ 0 & 1 & y_1 \\ 0 & 0 & 1 \end{pmatrix}.$$
For a vector $v$ in $V$ given by $a\vec{e}_1 \wedge \vec{e}_2 + b\vec{e}_1 \wedge \vec{e}_3 + c\vec{e}_2 \wedge \vec{e}_3$, we have

$$T(v) = \begin{bmatrix} a\vec{e}_1 \wedge \vec{e}_2 + b\vec{e}_1 \wedge \vec{e}_3 \\ -c\vec{e}_1 \wedge \vec{e}_2 \\ 0 \end{bmatrix}$$

and

$$S(v) = \begin{bmatrix} (a-x_{2,0})\vec{e}_1 \wedge \vec{e}_2 + (b+x_{1,0})\vec{e}_1 \wedge \vec{e}_3 \\ (a-x_{2,0})\vec{e}_1 \wedge \vec{e}_2 + (b+x_{1,1})\vec{e}_1 \wedge \vec{e}_3 \\ (a-x_{2,1})\vec{e}_1 \wedge \vec{e}_2 + (b+x_{1,0})\vec{e}_1 \wedge \vec{e}_3 \\ (a-x_{2,1})\vec{e}_1 \wedge \vec{e}_2 + (b+x_{1,1})\vec{e}_1 \wedge \vec{e}_3 \end{bmatrix}.$$ 

Then $S(v) = Q \circ T(v)$ with the invertible linear transformation $Q : \bigoplus_{I \in \mathcal{I}} W \to \bigoplus_{I \in \mathcal{I}} W$ given by

$$\begin{pmatrix} Id_W & x_{1,0}Id_W & x_{2,0}Id_W & x_{1,0}x_{2,0}Id_W \\ Id_W & x_{1,1}Id_W & x_{2,0}Id_W & x_{1,1}x_{2,0}Id_W \\ Id_W & x_{1,0}Id_W & x_{2,1}Id_W & x_{1,0}x_{2,1}Id_W \\ Id_W & x_{1,1}Id_W & x_{2,1}Id_W & x_{1,1}x_{2,1}Id_W \end{pmatrix}.$$ 

In this case, $|\det(Q)| = |(x_{1,0} - x_{1,1})|^4 |(x_{2,0} - x_{2,1})|^4$.

**Corollary 2.6.** Let $L$ be a compact subset of $X$ and $B \subset H$ be a ball centered at $e \in H$. Then there exists $N = N(B, L)$ such that for every $0 < \epsilon < 1$, any $x = g\Gamma \in L$, and any $a \in a^+$ with $\min a \geq N$ we have

$$\lambda_H(\{A \in B \mid \delta(g_a u_A x) < \epsilon\}) \leq \epsilon^{1/(mn(m+n))} \lambda_H(B),$$

where the implied constant depends on $B$ and $L$.

**Proof.** Let $h : B \to G$ be given by $h(A) = g_a u_A g$. For any primitive submodule $\Delta \subset Z^d$ of rank $r$ for $1 \leq r \leq m + n$, there is a constant $C = C(r) > 0$ such that $A \mapsto \|h(A)\Delta\|$ is $(C, (\frac{1}{mn}))$-good by Lemma 2.2. By letting $C = \min_{r=1,\ldots,m+n} C(r)$ and $\alpha = \frac{1}{mn(m+n)}$, for any $\Delta$, $A \mapsto \|h(A)\Delta\|$ is $(C, \alpha)$-good.

By compactness of $L$ and discreteness of $\bigwedge^r Z^d$ in $\bigwedge^r K^d$,

$$\inf\{\|g v\|_\infty \mid g \Gamma \in L, v \in \bigwedge^r Z^d - \{0\}, r = 1, \ldots, d-1\}$$
is positive, say \( c_1 \). Together with Lemma 2.4, we can find \( c > 0 \) such that for any \( g \in \pi^{-1}(L) \) we have \( \sup_{a \in B} \|g_a u_{AgY}\| \geq cq^{\min a} \|gY\| \geq cq^{N} c_1 \). Thus, the conditions of Theorem 2.3 are satisfied with \( \rho = cq^{N} c_1 \). \( \square \)

3. Pointwise equidistribution with an error rate

In this section, we prove Theorem 1.1 which gives the pointwise equidistribution for compactly supported functions in each \( H \)-orbit. Before proving Theorem 1.1, we first prove effective equidistribution of \( g_a \)-translates of \( H \)-orbits, a positive characteristic analog of a theorem of Kleinbock-Margulis [KM12]. For the case of equal weights, i.e. when \( a = (a, \cdots, a, b, \cdots, b) \) such that \( ma = nb \), see also [Mo11].

For a given \( \phi \in L^2(X) \), we denote its \( L^2 \)-norm by \( \|\phi\|_2 \). Let \( K \) be the maximal compact subgroup \( SL(n, \mathbb{O}) \) of \( G \) and \( K^{(l)} \) be the \( l \)-th congruence subgroup \((Id + t^{-l}\text{Mat}(n, \mathbb{O})) \cap K \) of \( K \). Following [EMMV15] for the adelic case (and Rühr’s thesis [Ru15] for \( p \)-adic case), let us define the degree-\( k \) Sobolev norm \( S_k(\phi) \) of \( \phi \) as follows. Let \( Av_l \) be the averaging projection to the set of \( K^{(l)} \)-invariant functions, i.e. \( Av_l(\phi)(g) = \int_{K^{(l)}} \phi(gk)dk \) where \( dk \) is the probability Haar measure on \( K^{(l)} \). Let \( \text{pr}[l] \) be the \( l \)-th level projection \( Av_l - Av_{l-1} \) for \( l \geq 1 \) and \( \text{pr}[0] = Av_0 \). Define

\[
S_k(\phi)^2 \overset{\text{def}}{=} \sum_{l \geq 0} q^{lk} \|\text{pr}[l](\phi)\|_2^2.
\]

For example, we have

\[
S_k(\chi_{K^{(l)}}) = \left( \frac{1}{[K:K^{(l)}]} \right)^2 + \sum_{j=1}^{l} q^{jk} \left[ \left( \frac{\lambda(K^{(j-1)} : K^{(j)})}{[K^{(j-1)} : K^{(l)}]} \right)^2 + \left( \frac{\lambda(K^{(j)})}{[K^{(j)} : K^{(l)}]} \right)^2 \right] \approx q^{(k - \dim G)l}.
\]

The following properties of the Sobolev norm will be used in the sequel.

**Lemma 3.1 (Properties of Sobolev norm).** Given \( \phi \in C_c^\infty(K^N) \), we have

1. \( S_{N+1} \) dominates the supremum norm, i.e. \( \|\phi\|_\infty \ll S_{N+1}(\phi) \).
2. For a given \( \psi_1 \in C_c^\infty(K^N) \), if we define \( \theta \in C_c^\infty(K^N) \) by \( \theta_1(x) = \phi(x)\psi_1(x) \), then \( S_k(\theta_1) \ll S_k(\phi)S_k(\psi_1) \).
3. For a given \( \psi_2 \in C_c^\infty(K^M) \), if we define \( \theta \in C_c^\infty(K^{N+M}) \) by \( \theta_2(x_1, x_2) = \phi(x_1)\psi_2(x_2) \), then \( S_k(\theta_2) \ll S_k(\phi)S_k(\psi_2) \).
The key idea of the proof is to use Cauchy-Schwartz inequality, after decomposing $\phi$ as $\sum_{l \geq 0} \text{pr}[l] \phi$. We omit the details of the proof, which is analogous to [EMMV15] and [Ru15].

Using arguments of [EMMV15], one can easily obtain the following effective decay of matrix coefficients of the regular representation.

**Proposition 3.2.** Given any functions $\phi$ and $\psi$ in $C_c^\infty(X)$, there exists $\delta_0 > 0$ such that
\[
\left| \int_X \phi(x) \psi(ga x) d\mu(x) - \int_X \phi d\mu \int_X \psi d\mu \right| \leq C_0 d_2(\phi) d_2(\psi) e^{-\delta_0 \min a}
\]
holds for some $C_0 > 0$ which depends only on the group $G$ and $\Gamma$.

**Proof.** It follows from Theorem 2.1 of [AGP12] (see also [Oh02] for the setting more general than the function field case) that there exists $\delta_0 > 0$ such that
\[
\left| \int_X \phi(x) \psi(ga x) d\mu(x) - \int_X \phi d\mu \int_X \psi d\mu \right| \leq C \|\phi\|_2 \|\psi\|_2 e^{-\delta_0 \min a}
\]
holds for some $C > 0$ depending on the smoothness of the functions $\phi$ and $\psi$, i.e. the choice of compact subgroup $U$ in the definition of the smooth function. By replacing the $L^2$-norm above by a Sobolev norm of degree $d^2$ which is equal to $\dim G + 1$, we apply the argument of subsection A.8 of [EMMV15] (or Proposition 3.2.1 of [Ru15]) to conclude that the implied constant in the statement of the Proposition depends only on $G$ and $\Gamma$. \[\square\]

Using Proposition 3.2, we prove the effective equidistribution of expanding translates of $H$-orbits. In the proof of the theorem, we will use the decomposition of $G$ into
\[
G = H^- H^0 H,
\]
where $H^- = \{ (I_{m \times m} 0) : L \in \text{Mat}_{n \times m}(K) \}$ and $H^0 = \{ (P 0) : P \in GL(m, K), Q \in GL(n, K), \det(P) \det(Q) = 1 \}$. It is easy to check that the decomposition is unique, more precisely,
\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ CA^{-1} & 1 \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & D-CA^{-1}B \end{pmatrix} \begin{pmatrix} A^{-1}B \\ 0 \end{pmatrix}.
\]
Before proving the effective equidistribution for general case, we present the proof of the following special case.

Proposition 3.3. Let \( e = (n, \ldots, n, m, \ldots, m) \in \mathfrak{a}^+ \). Let \( f \in \mathcal{C}^\infty_c(H) \), \( r > 0 \) and \( x \in X \) be such that \( \text{supp} \, f \subset B_H(r) \) and \( \pi_x \) is injective on \( B_G(2r) \). Then for any \( \phi \in \mathcal{C}^\infty_c(X) \) with \( \int_X \phi = 0 \), there exists \( E = E(r, \phi) \) such that for any \( i \in \mathbb{N} \) we have

\[
\left| \int_H f(h)\phi(g_e^i h x) d\lambda_H(h) \right| \leq E S_{d^2}(f) S_{d^2}(\phi) e^{-\delta_0^i \min e}
\]

with the same \( \delta_0 \) as in Proposition 3.2.

Proof. Note that there is a level \( l \) congruence subgroup \( K^{(l)} \) of \( K \) such that \( f \) and \( \phi \) are invariant under \( K^{(l)} \cap H \) and \( K^{(l)} \), respectively. Taking \( l \) large enough, we may assume that \( K^{(l)} \subset B_G(\frac{r}{2}) \). Choose

\[
f^- = \frac{1}{\lambda_{H^-}(K^{(l)} \cap H^-)} \chi_{K^{(l)} \cap H^-} \quad \text{and} \quad f^0 = \frac{1}{\lambda_{H^0}(K^{(l)} \cap H^0)} \chi_{K^{(l)} \cap H^0}.
\]

If we define \( \tilde{f}(h^{-1} h^0) = f^- (h^{-1}) f^0 (h^0) \), then \( \text{supp} \, \tilde{f} \subset B_G(r) \) and \( S_{d^2}(\tilde{f}) \approx q^{(d^2 - \dim H - H^0)l} = q^{(mn+1)l} \). Define \( \varphi \in \mathcal{C}^\infty_c(X) \) by \( \varphi(h^{-1} h^0 x) = \tilde{f}(h^{-1} h^0) f(h) \), which is supported on the small neighborhood of \( x \in X \). This definition makes sense because \( \pi_x \) is injective on \( B_G(2r) \). Since the modular function on \( K^{(l)} \cap H^0 \) is trivial and \( g_e h^{-1} h^0 g_e^{-i} \subset K^{(l)} \) when \( h^{-1} h^0 \in K^{(l)} \), we have

\[
\left| \int_G f(h)\phi(g_e^i h x) d\lambda_H(h) - \int_G f^-(h^-) f^0(h^0) f(h)\phi(g_e^i h^{-1} h^0 h x) d(h^- h^0 h) \right| = \left| \int_G f^-(h^-) f^0(h^0) f(h) \left[ \phi(g_e^i h x) - \phi(g_e^i h^{-1} h^0 g_e^{-i} h^0 h) \right] d(h^- h^0 h) \right| = 0.
\]

Therefore,

\[
\left| \int_H f(h)\phi(g_e^i h x) d\lambda_H(h) \right| = \left| \int_X \varphi(gx)\phi(g_e^i gx) d\mu(g) \right| \leq C_0 S_{d^2}(\varphi) S_{d^2}(\phi) e^{-\delta_0^i \min e} \leq C_0 q^{(mn+1)l} S_{d^2}(f) S_{d^2}(\phi) e^{-\delta_0^i \min e}
\]

by Proposition 3.2 and Lemma 3.1 (3). Since \( l \) depends only on \( r \) and the smoothness of \( \phi \), this completes the proof. \( \square \)

Using the above proposition, we will prove the general case. Let us define the integral vector \( \overline{a} \) of equal weight \( \overline{a} = (\min \overline{a}) e \) where \( e = (n, \ldots, n, m \ldots, m) \). Note that for \( i \) such that \( \ell - 1 \leq \frac{i}{2(m+n)} \leq \ell \) for some \( \ell \in \mathbb{N} \), \( a_i - \overline{a} \in \mathfrak{a}^+ \) and \( \min(a_i - \overline{a}) \geq \min a_i/2 \).

Theorem 3.4 (Effective equidistribution of expanding translates). There exists \( \delta_1 > 0 \) such that the following holds. For any \( f \in \mathcal{C}^\infty_c(H) \), \( \phi \in \mathcal{C}^\infty_c(X) \) and for
any compact $L \subset X$, there exists $C_1 = C_1(f, \phi, L)$ such that for all $x \in L$ and $i \in \mathbb{N}$, we have

$$
\left| \int_{H} f(h) \phi(g_{ah}hx) d\lambda_H(h) - \int_{H} f(h) d\lambda_H(h) \int_{X} \phi(x) d\mu(x) \right| \leq C_1 e^{-\delta i \min a}.
$$

**Proof.** By choosing large enough $C_1$, it is enough to show the proposition for large enough $i$. The proof is analogous to the argument of [KM12]. Throughout the proof, we denote by $B_H(r), B_G(r)$ the ball of radius $r$ centered at $e$ in $H, G$, respectively.

Without loss of generality, we may assume that $\int_X \phi d\mu = 0$ and $\phi$ is invariant under an open compact subgroup $K_\phi$ of $G$. Let $\kappa > 0$ be small enough so that $K_\phi \supset B_G(q^{-\kappa i})$, and set

$$
\chi = \frac{1}{\lambda_H(B_H(q^{-\kappa i}))} \chi_{B_H(q^{-\kappa i})}.
$$

Choose a ball $B = B_H(r_1)$ containing the support of $f$ and enlarge the ball $B$ slightly to obtain $\tilde{B} = B_H(r_1 + q^{-2\min(ai-\pi i)}q^{-\kappa i})$.

We choose $i_0$ large enough so that for all $i \geq i_0$, we have $\lambda_H(\tilde{B}) \leq 2\lambda_H(B)$ and $\min(ai - \pi i) \geq N(\tilde{B}, L)$ for the constant $N(\tilde{B}, L)$ of Corollary 2.6. It follows that given any $\epsilon > 0$, any $x \in L$ and $V_1^\epsilon := \{h \in \tilde{B} \mid \delta(g_{ai-\pi i}hx) < \epsilon\}$, we have $\lambda_H(V_1^\epsilon) \leq \epsilon^{1/(mn(m+n))}\lambda_H(\tilde{B}) \leq 2\epsilon^{1/(mn(m+n))}\lambda_H(B)$. Therefore it holds that

$$
\int_{V_1^\epsilon} f(h) \phi(g_{ai}hx) d\lambda_H(h) \leq \lambda_H(V_1^\epsilon) \|f\|_\infty \|\phi\|_\infty \leq \epsilon^{1/(mn(m+n))} \lambda_H(B) S_d(f) S_d(\phi),
$$

for the degree-$d^2$ Sobolev norm by Lemma 3.1 (1).

Now let us compute the integral on the complement $V_2^\epsilon := \tilde{B} \setminus V_1^\epsilon$. Given any $y \in B_H(q^{-\kappa i})$, let $k_y = g_{ai-\pi i}^{-1}yg_{ai-\pi i} \in H$. Since $d(e, k_y) \leq q^{-2\min(ai-\pi i)}d(e, y)$, we have $k_y \in B_H(q^{-2\min(ai-\pi i)}q^{-\kappa i})$. Thus, the support of all functions of the form $h \mapsto f(kh)$ is contained in $\tilde{B}$.

If we define $f_h(y) = f(k_y h) \chi(y) = f(g_{ai-\pi i}^{-1}yg_{ai-\pi i} h) \chi(y)$, then we have

$$
\left| \int_{V_2^\epsilon} f(h) \phi(g_{ai}hx) d\lambda_H(h) \right| = \left| \int_{V_2^\epsilon} f(h) \phi(g_{ai}hx) d\lambda_H(h) \int_{H} \chi(y) d\lambda_H(y) \right|
$$

$$
= \left| \int_{V_2^\epsilon} \int_{H} f(k_y h) \chi(y) \phi(g_{ai}hx) d\lambda_H(h) d\lambda_H(y) \right|
$$

$$
\leq \int_{V_2^\epsilon} \left| \int_{H} f_h(y) \phi(g_{ai}hx) d\lambda_H(h) \right| d\lambda_H(y) \leq \int_{V_2^\epsilon} \left| \int_{H} f_h(y) \phi(g_{ai}hx) d\lambda_H(y) \right| d\lambda_H(h).
$$

We apply Proposition 3.3 with $q^{-\kappa i}$ in place of $r$, $f_h$ in place of $f$ and $g_{ai-\pi i}hx$ in place of $x$. Note that the injectivity radius of $X_\epsilon$ is at least $c_0e^d$.
for some $c_0 > 0$ (See the argument of Proposition 3.5 in [KM12]). We choose $\epsilon = (\frac{2}{c_0})^{1/d^j}q^{-\kappa i/d}$ so that for $h \in V_2^\epsilon$, the projection map $\pi = \pi_{gai-\pi h x}: G \to X$ given by $\pi_{gai-\pi h x}(g) = ggai-\pi h x$ is injective for $g \in B_G(q^{-\kappa i})$. Thus, all the assumptions of Proposition 3.3 holds and we have

$$\int_{V_2^\epsilon} \left| \int_X f_h(y)\phi(ggai-\pi h x) d\lambda_H (y)\right| d\lambda_H (h) \ll S_{d^j}(\phi)E(q^{-\kappa i}, \phi) e^{-\delta_0 \min \pi} \int_{V_2^\epsilon} S_{d^j}(f_h) d\lambda_H (h)$$

for $\delta_0$ in Proposition 3.2. Since the mapping $\eta: y \mapsto k_\eta$ is contracting, the $\ell_n^2$-norm of the $l$-th level projection of $f$ will not increase after precomposition with $\eta$ for each $l \geq 0$. It follows from Lemma 3.1 that $S_{d^j}(f_h) \ll S_{d^j}(f)S_{d^j}(\chi)$. Therefore,

$$\int_{H} f(h)\phi(g_h^1 h x) d\lambda_H (h) \ll q^{-\frac{\kappa i}{1}} \lambda_H (B)S_{d^j}(f)S_{d^j}(\phi) + q^{-\delta_0 \min \pi} \log q \lambda_H (B)S_{d^j}(f)S_{d^j}(\phi)S_{d^j}(\chi)E(q^{-\kappa i}, \phi).$$

Note that $S_{d^j}(\chi) \ll q^{(m_2 + mn + n^2)\kappa i}$ and $E(q^{-\kappa i}, \phi) \ll q^{(mn + 1)\kappa i}$. Recall that $\ell - 1 \leq \frac{i}{2(m+n)} < \ell$ and hence, if $\kappa > 0$ is small enough, then $\delta_0 \ell \min \pi / \log q > \kappa i(d^2 + 1)$. This completes the proof.

Let us define

$$I^{(i,j)}_{f,\phi,\psi}(g, x_1, x_2) = \int_{H} f(h)\phi(g_h^1 h x_1)\psi(g_h^1 h x_2) d\lambda_H (h)$$

for $f \in C_c(H)$, $\phi, \psi \in C_c(X)$, $x_1, x_2 \in X$ and $i, j \in \mathbb{N}$. The following double equidistribution is the main ingredient of the proof of Theorem 3.4.

**Proposition 3.5** (Double equidistribution). There exists $\delta_2 > 0$ with the following property. Given $f \in C_c^\infty (H)$, $\phi, \psi \in C_c^\infty (X)$ and a compact subset $L$ of $X$, there exists $C_2 = C_2(f, \phi, \psi, L)$ such that for any $x_1, x_2 \in L$ and $i, j \in \mathbb{N}$ with $i \leq j$, we have

$$\left| I^{(i,j)}_{f,\phi,\psi}(g, x_1, x_2) - \int_{H} f d\lambda_H (h) \int_X \phi d\mu \int_X \psi d\mu \right| \leq C_2 e^{-\delta_2 \min(i, j - i) \min \pi}.$$

**Proof.** It is enough to show the statement for sufficiently large $i, j$ and continuous characteristic functions $f, \phi$ and $\psi$. Choose compact open subgroups $H_f$ of $H$ and $K_\phi$ of $G$ which leave $f$ and $\phi$ invariant, respectively. By taking $l$ large enough, we may assume that the $l$-th congruence subgroup of $K$
satisfies $K^{(l)} \cap H \subset H_f$ and $K^{(l)} \subset K_{\phi}$. Let $q \in C^\infty_c(H)$ be such that $q \geq 0, \int_H q(y)dy = 1$ and $\text{supp}(q) \subset K^{(l)} \cap H$. Similar to the proof of Theorem 3.4 choose $i_0$ large enough so that $k_y := g^{-1}_a y g^i_a \in H_f$ for all $i \geq i_0$. Making a change of variable $h \mapsto k_y h$ gives us

$$I^{i,j}_{f,\phi,\psi} = \int_H \int_H f(k_y h) \phi(g^i_a k_y h x_1) \psi(g^i_a k_y h x_2) q(y) dh dy,$$

$$= \int_H \int_H f(h) \phi(g^i_a h x_1) \psi(g^i_a k_y h x_2) q(y) dh dy$$

where we used $K_{\phi}$-invariance of $\phi$ and the fact that $y \in \text{supp}(q) \subset K_{\phi}$.

Let $E = \{ h \in H_f | g^i_a h x_2 \in X_L \}$. Then for $i \geq N(H_f, L)/\min a$, by Corollary 2.6 $\lambda_H(H_f \setminus E) \ll \epsilon^a \lambda_H(H_f)$ for $\alpha = \frac{1}{m(m+n)}$. Hence

$$\left| \int_H \int_{H_f \setminus E} f(h) \phi(g^i_a h x_1) \psi(g^j_a y_1 h x_2) q(y) dh dy \right| \leq c \epsilon^a \lambda_H(H_f) \| f \|_\infty \| \phi \|_\infty \| \psi \|_\infty$$

for some $c > 0$.

Meanwhile, for $h \in E$, there exists $C_1 = C_1(f, \phi, X_\epsilon)$ such that

$$\left| \int_H \psi(g^i_a k_y h x_2) q(y) dy - \int_X \psi(x) d\mu \right| = \left| \int_H \psi(g^j_a y g^i_a h x_2) q(y) dy - \int_X \psi(x) d\mu \right| \leq C_1 e^{-\delta_1 (j-i) \min a}$$

by applying Theorem 3.4 with $g^i_a h x_2$ in place of $x$, and $X_\epsilon$ in place of $L$. Finally,

$$\left| \int_H f(h) \phi(g^i_a h x_1) dh - \int_X f h \int_X \phi \right| \leq C_1 e^{-\delta_1 i \min a}.$$

Therefore, for some $r \in \mathbb{N}$, we get

$$\left| f^{(i,j)}_{f,\phi,\psi}(g^i_a, x_1, x_2) - \int_H f d\lambda_H(h) \int_X \phi d\mu \int_X \psi d\mu \right| \ll e^{-\delta_1 (j-i) \min a} + e^{-\delta_1 i \min a}$$

with an implied constant depending only on the degree-$r$ Sobolev norm of $f, \phi$ and $\psi$. This completes the proof of the Proposition.

\[\square\]

**Lemma 3.6.** Let $j \geq i$. Given a probability space $(Y, \nu)$, suppose that $F: Y \times \mathbb{Z}_{\geq 0} \to \mathbb{R}$ satisfies

$$\left| \int_Y F(y, i) F(y, j) d\nu \right| \leq C q^{-\delta \min(i, j-i)}.$$

Then we have

$$\int_Y \left( \sum_{i=b}^{c-1} F(y, i) \right)^2 d\nu(y) \leq \frac{4C(c-b)}{1-q^{-\delta}}.$$
Proof. The proof is verbatim the proof of Lemma 3.2 in [KSW17]. The following inequalities
\[
\int_Y \left( \sum_{i=b}^{c-1} F(y, i) \right)^2 d\nu(y) = \sum_{i=b}^{c-1} \sum_{j=b}^{c-1} \int_Y F(y, i) F(y, j) d\nu(y)
\leq 2 \sum_{i=b}^{c-1} \sum_{j=i}^{c-1} \left| \int_Y F(y, n) F(y, m) d\nu(y) \right| \leq 2C \sum_{i=b}^{c-1} \sum_{j=i}^{c-1} \left( q^{-\delta(j-i)} + q^{-\delta i} \right)
\leq 2C \sum_{i=b}^{c-1} \left( \frac{1}{1 - q^{-\delta}} + q^{-\delta i} (c - i) \right) \leq 4C(c - b) \frac{1}{1 - q^{-\delta}}
\]
give the conclusion. □

In particular, let \( L_s \) be the set of intervals of the form \([2^k l, 2^k (l + 1)) \cap \mathbb{Z}_{\geq 0} \) where \( 2^k (l + 1) < 2^s \). Then
\[
\sum_{(b, c) \in L_s} \int_Y \left( \sum_{i=b}^{c-1} F(y, i) \right)^2 d\nu(y) \leq \sum_{k=0}^{s-1} \sum_{l=0}^{2^s - k - 1} \int_Y \left( \sum_{i=2^k l}^{2^k (l+1)-1} F(y, i) \right)^2 d\nu(y)
\leq \sum_{k=0}^{s-1} \sum_{l=0}^{2^s - k - 1} \frac{4C2^k}{1 - q^{-\delta}} \frac{qs^2}{1 - q^{-\delta}}.
\]
For any given \( \epsilon > 0 \), let
\[
Y_s = \left\{ y \in Y \mid \sum_{i \in L_s} \left( \sum_{n \in I} F(y, n) \right)^2 > 2^s s^{2 + 2\epsilon} \right\}.
\]
Then
\[
\nu(Y_s) \leq \frac{4Cs^{-(1+2\epsilon)}}{1 - q^{-\delta}}
\]
and moreover
\[
\sum_{i=0}^{r-1} F(y, i) \leq 2^s s^{3/2 + \epsilon}
\]
for \( y \notin Y_s \) and for all \( 1 \leq r \leq 2^s \). Borel-Cantelli lemma implies the following corollary.

**Corollary 3.7.** With the notations as above, we have a measurable subset \( Z_\epsilon \) of \( Y \) with full measure such that for every \( y \in Z_\epsilon \) there exists \( s_y \in \mathbb{N} \) such that \( y \notin Y_s \) whenever \( s \geq s_y \).
Theorem 3.8 (Pointwise equidistribution). For any given \( x \in X, \phi \in C_c^\infty(X) \) and \( \epsilon > 0 \), we have
\[
\frac{1}{N} \sum_{n=0}^{N-1} \phi(g_n^nx) = \int_X \phi d\mu + O(N^{-1/2}(\log N)^{3/2+\epsilon})
\]
for almost every \( h \in H \).

Proof. The proof is similar with Lemma 3.4 and Lemma 3.5 in [KSW17]. Given \( x \in X, \phi \in C_c(X) \) and \( \epsilon > 0 \), let \( \nu \) be the probability measure on \( X \) defined by
\[
\int_X \psi d\nu = \int_H f(h) \psi(hx) d\lambda_H(h).
\]
Let \( \alpha = \int_X \varphi d\mu \). Then there exist \( C > 0 \) and \( \delta > 0 \) such that
\[
\left| \int_X (\varphi(g_n^nx) - \alpha)(\varphi(g_n^nx) - \alpha) d\nu \right| \leq Cq^{-\delta \min(n,m-n)}
\]
holds for every \( m \geq n \geq 0 \). Applying Corollary 3.7 to \( F(x,n) = \phi(g_n^nx) - \alpha \), we obtain a full measure subset \( Z_\epsilon \) of \( Y \) with the following property. For every \( y \in Z_\epsilon \), we have
\[
\left| \sum_{n=0}^{N-1} F(y,n) \right| \leq 2^{s/2} s^{3/2+\epsilon} \leq (2N)^{1/2} \log^{3/2+\epsilon}(2N)
\]
when \( N \geq 2^{s_y-1} \). \( \square \)

4. Diophantine approximation with weights

As mentioned in the introduction, a quantitative Khintchine-Groshev type theorem over a field of formal series is obtained in [DKL05] as follows. Let \( V = \{q^{-n} : n \in \mathbb{N}\} \) and \( \phi : \mathbb{R}^+ \rightarrow V \). For \( p \in K^n \) and \( q \in K^m \), consider the inequalities
\begin{equation}
\| qA - p \|_\infty < \phi(\|q\|_\infty), \quad 1 \leq \|q\|_\infty \leq q^T.
\end{equation}
Let \( \epsilon > 0 \) be arbitrary and let
\[
\Phi(T) = (q^m - 1) \sum_{r=0}^{T} q^{rn} \phi(q^r).
\]
The number of solutions \( (p,q) \in \mathbb{Z}^m \times \mathbb{Z}^n \) satisfying \( (4.1) \) is
\[
\Phi(T) + O \left( \Phi(T)^{1/2} \log^{3/2+\epsilon}(\Phi(T)) \right)
\]
for \( \lambda^m \)-almost every \( A \in M \).
We consider the weighted quasi-norms

$$\|x\|_\alpha = \max_{1 \leq i \leq m} |x_i|^{1/a_i} \quad \text{and} \quad \|y\|_\beta = \max_{m+1 \leq j \leq d} |y_j|^{1/a_j}.$$ 

Define the set

$$E_{T,R} = \left\{ (x, y) \in K^m \times K^n : \|x\|_\alpha < \frac{q^R}{\|y\|_\beta}, 1 \leq \|y\|_\beta \leq q^T \right\}$$

whose measure $\lambda^{m+n}(E_{T,R})$ is given by

$$\sum_{k \in \mathbb{Q}, 0 \leq k \leq T} \lambda^m \left( \{ \|x\|_\alpha < q^{R-k} \} \right) \lambda^n \left( \{ \|y\|_\beta = q^k \} \right).$$

Note that

$$\lambda^n \left( \{ \|y\|_\beta = q^k \} \right) = \lambda^n \left( \{ \|y\|_\beta \leq q^k \} \right) - \lambda^n \left( \{ \|y\|_\beta < q^k \} \right)$$

$$= \lambda^n \{ y : \forall j, |y_j|^{1/a_j} \leq q^k \} - \lambda^n \{ y : \forall j, |y_j|^{1/a_j} < q^k \}$$

$$= q^{[ka_{m+1}] + \cdots + [ka_{m+n}]} - q^{[ka_{m+1}] + \cdots + [ka_{m+n}]-n}$$

Remark that this term is zero if $ka_i$ are not integers for all $i$. Similarly,

$$\lambda^m \left( \{ \|x\|_\alpha < q^{R-k} \} \right) = q^{[(R-k)a_1] + \cdots + [(R-k)a_m]-m}.$$ 

Thus $\lambda^{m+n}(E_{T,R})$ is equal to

$$\sum_{k \in \mathbb{Q}, 0 \leq k \leq T} \left( q^{[(R-k)a_1] + \cdots + [(R-k)a_m]-m} \right) \left( q^{[ka_{m+1}] + \cdots + [ka_{m+n}]} - q^{[ka_{m+1}] + \cdots + [ka_{m+n}]-n} \right).$$

The above sum is in fact a sum over rational numbers of the form $l/a_j$ for some integer $l$ and for some $m+1 \leq j \leq m+n$, thus it is a finite sum and it is well-defined.

We further remark that $E_{t,R} - E_{t-1,R} = E_{1,R}$ for any $t \in \mathbb{N}$, thus it also satisfies the homogeneity with respect to positive integers

$$\lambda(E_{T,R}) = T \lambda(E_{1,R}).$$

There is a one-to-one correspondence between the set of nonzero solutions of

$$(4.2) \quad \|Aq - p\|_\alpha < \frac{q^R}{\|q\|_\beta}, \quad 1 \leq \|q\|_\beta \leq q^T$$

and the intersection of $u_A \Gamma$ with the set $E_{T,R}$. Modifying the argument of [DKL05], we can compute the number $N_{R}(T, A)$ of solutions satisfying (4.2).
Theorem 4.1. Let $\Psi_R(T) = \lambda^{m+n}(E_{T,R})$. Then, we have

$$N_R(T, A) = \Psi_R(T) + O \left( \Psi_R(T)^{\frac{1}{2}} \log^{2+\epsilon}(\Psi_R(T)) \right)$$

for $\lambda^{mn}$-almost every $A \in \text{Mat}_{m \times n}(\mathbb{K})$.

Proof. Given a vector $q \in \mathbb{K}^m$, let us define

$$B_q = \left\{ A \in \text{Mat}_{m \times n}(\mathbb{O}) : \inf_{p \in \mathbb{Z}^m} \| Aq - p \| \alpha < \frac{q^R}{\|q\|_\beta} \right\}.$$ 

Modifying the proof of [DKL05] Proposition 3, for $\|q\|_\beta = q^k$ we have

$$\lambda^{mn}(B_q) = q^{|(R-k)a_1| + \cdots + |(R-k)a_m| - m}.$$ 

Moreover, by Proposition 4 of loc. cit. it holds that

$$\lambda^{mn}(B_q \cap B_{q'}) = \lambda^{mn}(B_q) \lambda^{mn}(B_{q'})$$

for linearly independent vectors $q, q' \in \mathbb{Z}^n$. Let $d(q)$ be the number of common divisors in $\mathbb{Z}$ of the coordinates of $q$ and let

$$\tau_q = q^{|(R-k)a_1| + \cdots + |(R-k)a_m| - m} d(q),$$

for $\|q\|_\beta = q^k$. Since we only get contributions from the elements corresponding to the pairs of parallel vectors $q$ and $q'$, we have

$$\int \left( \sum_{q^s < \|q\|_\beta \leq q^t} \chi_{B_q}(A) - \sum_{q^s < \|q\|_\beta \leq q^t} \lambda^{mn}(B_q) \right)^2 dA \ll \sum_{q^s < \|q\|_\beta \leq q^t} \tau_q$$

for $s < t$. The Lemma 10 in ([Sp79]) says that given a measure space $(\Xi, \omega)$, if a sequence of nonnegative $\omega$-measurable function $\{f_k\}$ and two sequences of nonnegative real numbers $\{a_k\}$ and $\{b_k\}$ satisfy $0 \leq a_k \leq b_k \leq 1$ and

$$\int_{\Xi} \left( \sum_{i < k \leq j} f_k(x) - \sum_{i < k \leq j} a_k \right)^2 d\omega \leq C \sum_{m < k \leq n} b_k$$

for every pair of integers $(i, j)$ with $i < j$, then for $\omega$-almost every $x$

$$\sum_{1 \leq k \leq n} f_k(x) = \sum_{1 \leq k \leq n} a_k + O(B^2(n) \log^{\frac{3}{2}+\epsilon} B(n))$$

where $B(n) = \sum_{1 \leq k \leq n} b_k$. 
It follows that we have for \( \lambda^{m_n} \)-almost every \( A \),

\[
N_R(T, A) = \sum_{1 \leq \|q\|_\beta \leq q^T} \chi_{B_q}(A) = \sum_{1 \leq \|q\|_\beta \leq q^T} \lambda^{m_n}(B_q) + O(S(T)^{1/2} \log^{3/2+\epsilon} S(T))
\]

for \( S(T) = \sum_{1 \leq \|q\|_\beta \leq q^T} \tau_q \). We immediately obtain

\[
\sum_{1 \leq \|q\|_\beta \leq q^T} \lambda^{m_n}(B_q) = \sum_{k \in \mathbb{Q}, 0 \leq k < T} \|q\|_\beta = q^k \left( q^{[R-k]a_1 + \cdots + [R-k]a_m] - m \right)
\]

\[
= \sum_{k \in \mathbb{Q}, 0 \leq k < T} \left( q^{[k(a_m+1) + \cdots + k(a_m+n)]} - q^{[k(a_m+1) + \cdots + k(a_m+n)] - m} \right) q^{[R-k]a_1 + \cdots + [R-k]a_m] - m}
\]

\[
= \lambda^{m+n}(E_{T,R}).
\]

It remains to show that \( S(T) = O(\Psi_R(T) \log \Psi_R(T)) \). In fact, using the Dirichlet series of the number of monic divisors ([Ros02, page 17]), we have

\[
S(T) = \sum_{1 \leq \|q\|_\beta \leq q^T} \chi_{B_q} \sum_{d|(q_1^l \cdots q_n^l)} \frac{1}{d}
\]

\[
\ll \sum_{k \in \mathbb{Q}, 0 \leq k < T} \left( q^k \right) \sum_{\|q\|_\beta = q^k} \lambda^{m_n}(B_q) \sum_{d | L} \frac{1}{d}
\]

\[
\ll \sum_{k \in \mathbb{Q}, 0 \leq k < T} q^{[R-k]a_1 + \cdots + [R-k]a_m] - m} \sum_{l=0}^{[k]} \sum_{\|q\|_\beta = q^{k-l}} (l+1) q^l
\]

\[
\ll \Psi_R(T) \log \Psi_R(T).
\]

This completes the proof. \( \square \)

Switching the roles of \( x \) and \( y \), we define

\[
F_{S,R} = \left\{(x, y) \in \mathbb{K}^m \times \mathbb{K}^n : \|x\|_\alpha < \frac{q^R}{\|y\|_\beta}, 1 \leq \|x\|_\alpha \leq q^S \right\}.
\]

**Lemma 4.2.** We have \( \lambda(E_{S,R}) = \lambda(F_{S,R}) \).

**Proof.** Since \( \lambda(E_{S,R}) = \frac{S}{R} \lambda(E_{R,R}) \) and \( \lambda(F_{S,R}) = \frac{S}{R} \lambda(F_{R,R}) \), it suffices to show that \( \lambda(E_{R,R}) = \lambda(F_{R,R}) \), equivalent to that \( \lambda\{(x, y) \in \mathbb{K}^m \times \mathbb{K}^n : \|x\|_\alpha \leq q^R, \|y\|_\beta < 1 \} = \lambda\{(x, y) \in \mathbb{K}^m \times \mathbb{K}^n : \|x\|_\alpha < 1, \|y\|_\beta \leq q^R \} \). Since both of these sets have measure \( q^{R(a_1 + \cdots + a_m) - 1} \), we get the conclusion. \( \square \)
For \( f: \mathbb{K}^d \to \mathbb{R} \), let us define a function \( \hat{f} \) on \( X \) by
\[
\hat{f}(\Lambda) = \sum_{v \in \Lambda - \{0\}} f(v).
\]

**Proposition 4.3.** For \( \lambda^{mn} \)-almost every \( A \), we have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \hat{\chi}_{E_{T,R}}(g^n_A u_A \Gamma) = \lambda(E_{T,R})
\]
and
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \hat{\chi}_{F_{S,R}}(g^n_A u_A \Gamma) = \lambda(F_{S,R}).
\]

**Proof.** It holds that
\[
\# [\Lambda \cap (E_{N,R} \setminus E_{T,R})] \leq \frac{1}{T} \sum_{n=0}^{N-1} \hat{\chi}_{E_{T,R}}(g^n_A \Lambda) \leq \# [\Lambda \cap (E_{N,T,R})]
\]
for all lattices \( \Lambda \). Now
\[
\frac{T}{N} \# [u_A \Gamma \cap (E_{N,R} \setminus E_{T,R})] \leq \frac{1}{N} \sum_{n=0}^{N-1} \hat{\chi}_{E_{T,R}}(g^n_A u_A \Gamma) \leq \frac{T}{N} \# [u_A \Gamma \cap E_{N+T,R}]
\]
together with Theorem 4.1 implies the first equation. For the second equality, if we let \( F = \{(x, y) \in \mathbb{K}^m \times \mathbb{K}^n : \|x\|_\alpha \leq q^S, \|y\|_\beta \leq q^R\} \), then
\[
\frac{1}{S} \sum_{n=0}^{N-1} \hat{\chi}_{F_{S,R}}(g^n_A u_A \Gamma) \leq \# [u_A \Gamma \cap (E_{N+R,R})] + \# [F \cap u_A \Gamma].
\]
Therefore, \( \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \hat{\chi}_{F_{S,R}}(g^n_A u_A \Gamma) \leq \lambda(E_{S,R}) = \lambda(F_{S,R}). \) Conversely, there is a full measure subset \( M' \) of \( M \) for which
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \varphi(g^n_A u_A \Gamma) = \int_X \varphi d\mu
\]
holds for all \( \varphi \in C_c(X) \) and \( A \in M' \). For any \( \epsilon > 0 \), there exists \( \varphi_1 \in C_c(\mathbb{K}^d) \) such that \( \chi_{F_{S,R}}(\varphi) \geq \varphi_1(\varphi) \) and \( \int_{\mathbb{K}^d} \varphi_1 > \lambda(F_{S,R}) - \epsilon \). Moreover, there exists \( \varphi_2 \in C_c(X) \) such that \( \varphi_2(A) \leq \varphi_1(A) \leq \chi_{F_{S,R}}(A) \) and
\[
\int_X \varphi_2 d\mu \geq \lambda(F_{S,R}) - 2\epsilon.
\]
Since $\epsilon$ was arbitrary, for almost every $A \in M$ we have
\[
\liminf_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \chi_{F_{S,R}}(g^n a \Gamma) \geq \lambda(F_{S,R})
\]
which completes the proof. \qed

5. **Equidistribution with respect to $C_\alpha(X)$ and counting with directions**

For a generalized topological space $E$ equipped with a measure $\lambda$ on which a unimodular group $G$ acts transitively and preserving $\lambda$, the mean value theorem of Siegel [Si45] has been generalized in [Mo96]. In our special case when $E = K^d$, $G = SL(d, K)$ and $\Gamma = SL(d, \mathbb{Z})$, we have
\[
\int_{K^d} f(x) d\lambda = \int_X \hat{f}(\Lambda) d\mu.
\]

In order to control the rate of growth at infinity of unbounded functions on $X$, let us use the following notation introduced by [EMM98]: For a unimodular lattice $\Lambda \in X$ and a subgroup $\Delta \leq \Lambda$ with $L = K\Delta$, let us denote by $d(\Delta)$ the volume of $L/\Delta$ and
\[
\alpha(\Lambda) = \max\{d(\Delta)^{-1}: \Delta \leq \Lambda\}.
\]

**Lemma 5.1.** For any $d$ and all sufficiently large $r$, there are constants $c_1$ and $c_2$ such that if $\chi_{B_{q^r}}$ is the characteristic function of the open ball of radius $q^r$ centered at origin in $K^d$, then for all $\Lambda \in X$, we have
\[
c_1 \alpha(\Lambda) \leq \hat{\chi}_{B_{q^r}}(\Lambda) \leq c_2 \alpha(\Lambda).
\]

**Proof.** Since $\hat{\chi}_{B_{q^r}}$ and $\alpha$ is invariant under the left action of the group $SL(d, \mathcal{O})$, we may assume that $\Lambda = t^{a_1}Z e_1 + \cdots + t^{a_d}Z e_d$ with
\[
a_1 \leq a_2 \leq \cdots \leq a_k \leq 0 < a_{k+1} \leq \cdots \leq a_j \leq r < a_{j+1} \leq \cdots \leq a_d
\]
and
\[
\sum_{i=1}^{d} a_i = 0.
\]
In this case, $\hat{\chi}_{B_{q^r}} = \#(B_{q^r} \cap \Lambda) = q^{j r - (a_1 + \cdots + a_j)}$ and
\[
\alpha(\Lambda) = q^{-a_1 - \cdots - a_k} = q^{a_{k+1} + \cdots + a_d}.
\]
Therefore, it follows that
\[ q^{-dr} \alpha(\Lambda) \leq \hat{\chi}_{B_{q^r}} \leq q^{dr} \alpha(\Lambda). \]

\[ \square \]

**Lemma 5.2.** For a given \( r > 0 \), there exist \( T, R > 0 \) such that
\[ \hat{\chi}_{B_{q^r}} \leq \hat{\chi}_{E_{T,R}} + \hat{\chi}_{F_{T,R}}. \]

**Proof.** We observe that \( \Lambda \cap B_{q^r} \neq \phi \) for all unimodular lattices \( \Lambda \) in \( \mathbb{K}^d \). Moreover, for any \( v \in \Lambda \) we have \#\([B_{q^r} \cap \Lambda] = \#([B_{q^r} + v] \cap \Lambda] \). Meanwhile, there exist \( T \) and \( R \) such that \( B_{q^r} + v \subset E_{T,R} \cup F_{T,R} \) and hence \( \chi_{B_{q^r} + v} \leq \chi_{E_{T,R}} + \chi_{F_{T,R}} \). Therefore \#\([B_{q^r} \cap \Lambda] \leq \#([E_{T,R} \cap \Lambda] + \#([F_{T,R} \cap \Lambda] holds for every unimodular lattice \( \Lambda \) in \( \mathbb{K}^d \). \[ \square \]

**Lemma 5.3.** Let \( B_{q^r} \) be the open ball of radius \( q^r > 0 \) centered at zero in \( \mathbb{K}^d \). Then we have
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \hat{\chi}_{B_{q^r}}(g_n^a u_A \Gamma) = \lambda(B_{q^r}) \]
for \( \lambda^{mn} \)-almost every \( A \in \text{Mat}_{m \times n}(\mathbb{K}) \).

**Proof.** It follows directly from Corollary 5.4 of [KSW17], Proposition 4.3 and Lemma 5.2. \[ \square \]

Lemma 5.1 and 5.3 implies the following theorem.

**Theorem 5.4** (\( (\{g_n^a\}_{n \geq 1}, C_\alpha(X)) \)-genericity). For \( \lambda^{mn} \)-almost every \( A \in \text{Mat}_{m \times n}(\mathbb{K}) \), we have
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} f(g_n^a u_A \Gamma) = \int_X f \, d\mu. \]

**Theorem 5.5** (Counting with directions). As \( T \to \infty \),
\[ \#(u_A \Gamma \cap E_{T,R}(C_1, C_2)) \sim \lambda(E_{T,R}(C_1, C_2)). \]

**Proof.** Since \( \#(E_{T,R}(C_1, C_2)) = \#(E_{1,R}(C_1, C_2)) \cdot T \), we have
\[ \#(u_A \Gamma \cap E_{T,R}(C_1, C_2)) \sim \frac{1}{r} \sum_{n=0}^{T-1} \hat{\chi}_{E_{r,R}(C_1, C_2)}(g_n^a u_A \Gamma) \sim \frac{T}{r} \lambda(E_{r,R}(C_1, C_2)) = \lambda(E_{T,R}(C_1, C_2)). \]
This completes the proof. \[ \square \]
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