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Abstract
Critical services from domains as diverse as finance, manufacturing and healthcare are often delivered by complex enterprise applications (EAs). High-availability clusters (HACs) are software-managed IT infrastructures that enable these EAs to operate with minimum downtime. This article presents a novel Bayesian decision network model to improve the failure detection capabilities of the HACs components using a comprehensive set of characteristics for the analyzed component. The model then combines these characteristics to predict whether the failure of this component can be managed locally at the failed component level without propagating the failure to upper-level components and causing a complete system failure. By improving the detection capabilities and predicting locally manageable failures, the model improves the decision-making process of HACs, and has the potential to reduce the downtime and improve availability for the applications protected by HACs. The model uses the capabilities of the Bayesian decision networks, which combines Bayesian networks with the utility theory, to assign weights to different characteristics and consolidate the related variables to output the result. The model evaluation in a realistic testbed environment with three servers, an established HAC and a well-known EA shows that the model can improve the area under the receiver operating characteristic curve for prediction of locally manageable failures by up to 9.05% compared to the baseline HAC results.
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1 | INTRODUCTION

Business-critical enterprise applications (EAs) hosted on cloud and on-premises in domains ranging from healthcare and finance to logistics and manufacturing require continuous availability to ensure that service delivery is undisrupted. If the availability of such applications is disrupted for even a short time, the consequences can be severe, such

Abbreviations: BDN, Bayesian decision network; EAs, enterprise applications; HA, high availability; HAC, high-availability cluster EU expected utility; ROC, receiver operating characteristic; SPOF, single-point-of-failure.
as significant financial loss.\textsuperscript{1-5} The term \textit{high availability} (HA) refers to how availability can be improved by providing continuous availability. The usual way to achieve HA is through software-based solutions called \textit{high-availability clusters} (HACs).\textsuperscript{6,7}

HACs are sophisticated autonomous solutions that can ensure continued operations of EAs even in the event of failures of single-point-of-failure (SPOF) components of EAs.\textsuperscript{6} A SPOF component is a critical element in a system whose failure can affect the entire system. The HAC includes all components required for EA operation, both software and hardware, in the cluster to achieve this and ensures that the component states are continuously monitored. When the HAC detects a component failure, multiple modules of the HAC collaborate to ensure that the correct decision is taken to mitigate the failure using a threefold strategy.

1. The HAC attempts to reinitialize the failed component (e.g., by restarting) and its child components.
2. If the reinitialization is unsuccessful, the failure is propagated to a resource group level. A resource group combines all related components to enable the failover of the entire resource group to another node (server) as one logical entity.
3. Suppose the resource group failover is unsuccessful due to its dependency on other resource groups or a critical failure at the node level. In that case, the HAC initiates a complete system failover to an available node in the HAC.

Thus, HACs can resolve failures or mask them so that end users typically do not notice any failure or only experience insignificant disturbances in most cases.

Although many HAC solutions are on the market (e.g., PowerHASystemMirror\textsuperscript{8} and SolarisCluster\textsuperscript{9}), challenges are still associated with HACs because of the lack of standardization and restriction in deployment platforms, such as public clouds (e.g., limited availability of shared storage).\textsuperscript{10} Furthermore, HACs underutilize several opportunities available in modern EAs and HACs, including the following:

- The components of an EA are organized hierarchically. However, the effect on other components in the hierarchy is typically not evaluated when a component fails, even though the component failure affects all components under the failed component in the hierarchy.
- The criticality of an EA component is not considered in the decision-making process of HACs, which means the failure of a noncritical component can unnecessarily trigger a complete system failover.
- The component type (e.g., local file system or global CPU) is not considered. However, the failure of different component types can have different degrees of influence on the HAC.
- Modern EAs provide self-healing capabilities to improve availability. However, HACs do not consider these capabilities, and exploiting these can significantly reduce downtime because certain failures could be managed automatically and very efficiently by the EAs.
- The HAC typically records all system events, including failures of individual components and failovers. Still, such historical data are not exploited in the decision-making process for HACs.

We exploit these underutilized opportunities to derive the research problem, and to motivate the use of a Bayesian decision network-based approach that leverages them to improve the availability of EAs protected by HACs by enhancing their failure detection capabilities and enabling the prediction of locally manageable failures.

This article introduces a novel \textit{Bayesian decision network} (BDN) model that uses a set of characteristics to understand and interpret the failures of HACs using Bayesian decision reasoning capabilities. In addition to the established characteristics typically employed by HAC solutions, we add a group of new characteristics to leverage the underutilized HAC and EA capabilities and historical data to improve the overall detection capabilities (e.g., the self-healing capability of an application) and predict whether a resource failure can be managed locally (with minimal or no disruption). Consequently, these improve the decision-making capabilities of HACs. Therefore, the model improves the first part of the threefold strategy employed by HACs to deal with individual component failures.

The solution comprises two components as presented in Figure 1: (1) the BDN for HACs (BDN-HAC model) and (2) a Bayesian prognostic framework preparation (BPFP) component. The BPFP is responsible for processing and preparing data to be used by the BDN-HAC model. This component uses a log interface to extract the HAC log data that are transformed and converted before applying a filter. The filter is essentially a functionality applied to prepare the data specifically for the BDN-HAC model. Hence, the resulting preprocessed data are used as input to the BDN-HAC model. The BDN-HAC model represents the identified characteristics as nodes in the network to perform BDN reasoning. In
the model, conditional probability adds weight to parent nodes. In contrast, preferences add weight to the top-level child nodes in the utility node. After variable consolidation and dimensionality reduction, the result is a utility value that indicates whether a resource failure can be managed locally.

The solution presented in this article represents a key part of the end-to-end “Bayesian prognostic framework for high availability clusters” that we recently proposed in a short position paper. While our preliminary work provides a brief sketch of the solution, its technical details, development, operation, and detailed evaluation are described for the first time in this article. As such, the main contributions of our article are as follows:

1. We propose a two-stage technique, where the relevant HAC characteristics and related properties are identified in the first stage, and an FMEA-based approach ranks and selects relevant characteristics in the second stage. We also introduce a method for connecting multiple properties to a target property using FMEA based on the effect of the individual properties on the target component failure.
2. We present a technique for mapping properties into variables.
3. We propose a method for calculating relative weights using FMEA when multiple components are connected to a target node.
4. We introduce an approach applying a BDN model to reduce the dimensionality using conditional probabilities and preferences. The approach also introduces the use of unobservable latent chance nodes in the BDN model.
5. We present a novel BDN model to (a) improve failure detection capabilities using a comprehensive set of characteristics for the analyzed component and (b) predict locally manageable failures of HACs.

These contributions can promote the application of BDN models using component characteristics to improve detection capabilities and to predict locally manageable failures of HACs.

The rest of the article is organized as follows. Section 2 provides an overview of HACs and BDNs. Section 3 presents a formalized and general approach to identifying characteristics, presenting related properties as variables, assigning weights to variables, and reducing the dimensionality before all these are transformed into the BDN model. Section 4 describes the evaluation testbed, created test cases, and related data sets. Moreover, the results from the prediction quality of the model, execution time, and runtime overhead are presented. In this section, we also discuss the results, threats of validity and lessons learned. Section 5 discusses related work. Lastly, Section 6 concludes this article and presents potential future work.

2 | BACKGROUND

2.1 | High availability clusters

We start by presenting two key elements of HACs. First, a resource represents the smallest component in the HAC (e.g., an IP address used by a database or an application service). There are dependencies between different resources, which are described by a hierarchical map. Second, resources that are combined to provide a specific functionality form a resource group. For example, a database resource group represents all required resources to operate the database service as a single logical entity. An EA comprises multiple resource groups.
We describe HAC failure handling using the web application from Figure 2. This application, which we will use as a running example throughout the article, comprises five resources: the database group, service, IP, File System 1, and File System 2. The resource group database group is a logical resource that groups all four underlying resources. When a parent service with three child resources (IP, File System 1, and File System 2) fails, all child resources also fail. The HAC aims to resolve the failure by restarting the service (Strategy 1). However, because this resource depends on two child resources, they must be restarted before restarting the parent. Similarly, when a resource is stopped, all related child resources are stopped before the parent resource is stopped. If a failure is not resolved, it may lead to the failure of the associated resource group or entire application. For example, if File System 1 fails, and the failure is not resolved, it may bring down the entire resource group. In that case, the HAC stops all resources in a specific order in the primary node, relocates the resources to a secondary node, and starts the resources in a specific order (Strategy 2). The third strategy deals with a complete system failover. In this case, all resource groups and related resources are stopped in the required order, relocated to the secondary node, and started orderly.

All three HAC actions reduce the mean time to repair (MTTR) significantly by avoiding time-consuming manual detection, diagnosis and recovery activities, improving availability.

2.2 Bayesian decision networks

A BDN (or influence diagram) is an extension to a Bayesian network (BN) that combines BNs with decision theory, enabling decision-making under uncertainty. To facilitate this, a BDN introduces two functionalities: utility and decision. A utility functionality (function) uses preferences to define the desirability of a state; hence, the utility can be described as a measure of the quantified preference of a state. A decision function describes the decision options while considering the information available at the time. To support these functionalities, BDNs introduce two new node types: utility and decision.

Thus, four types of nodes can exist in a BDN model: chance (or random), decision, deterministic, and utility. A chance node represents a random variable, similar to random nodes in a BN model. A decision node models the choices available for a decision, and the expectation is that such a choice is interactively selected by a decision-maker. The selection of choice influences the entire network. A deterministic node represents a constant or calculated value. A random node deals with uncertainty, whereas a deterministic node deals with certainty because the outcomes are known. A utility node is based on the utility theory and represents the utility function. Thus, a utility node presents preferences associated with all possible outcomes of the parent nodes.

The concept of expected utility (EU) is used to calculate the action that can provide the utility with the most value in a wide range of decision-making problems. Consider a finite set of actions \( A \) and a finite set of possible outcomes \( O \) of

\[\text{expected utility} = \sum_{a \in A} \sum_{o \in O} p(a, o) U(a, o)\]
A Bayesian decision network model consists of one decision node, two chance nodes, and one utility node. The corresponding conditional probability tables for chance nodes and a utility table for the utility node are shown.

These actions. Suppose that $U(o_j|a_i)$ represents the utility of achieving outcome $o_j \in O$, having performed action $a_i \in A$. Then, the EU of action $a_i$ is given by the following:

$$EU(a_i) = \sum_{o_j \in O} P(o_j|a_i) \times U\left(o_j\middle|a_i\right),$$ (1)

where $P(o_j|a_i)$ is the probability of achieving outcome $o_j$ through executing action $a_i$. The action $a^* \in A$ associated with the maximum EU is calculated as follows:

$$a^* = \arg\max_{a_i \in A} EU(a_i) = \arg\max_{a_i \in A} \sum_{o_j \in O} \left( P(o_j|a_i) \times U\left(o_j\middle|a_i\right) \right).$$ (2)

To illustrate the concept of a BDN, we present a simple model for a business application at a fictional company (Figure 3). The model consists of two chance nodes ($A_1$ and $A_2$), one decision node ($D_1$) and a utility node ($U_1$). The conditional probability tables (CPTs) corresponding to the chance nodes and the utility table of $U_1$ are also presented. The model’s objective is to predict the potential failure of a business application. The application has been experiencing intermittent hardware failures, eventually leading to application failure. However, restarting the servers always helps continue to run the application. New servers have been ordered, but the expected delivery time is more than 3 months away due to the component shortage. The company created a BDN model to ensure that customer experience is not affected by invoking a desirable action. The feedback from customers is that an unstable system is considered more serious than a system that is briefly unavailable. Hence, the model’s preference is set to reflect that if a high probability of failure exists, it should lead to the decision to restart the application.

The data for the BDN model are collected for 1 h by setting up monitoring of the key components. The aggregated data are passed to the model, particularly to node, $A_1$. For example, if $P(A_1 = \text{High})$, then $P(A_2 = \text{Failure}|A_1 = \text{High})$. The EU is calculated using the sum of products of probabilities and utility (Equation 1), and in this case, the EU outputs the preferred value ($U_1 = 80$) for the decision to restart as the prediction, suggesting that an immediate restart can satisfy customers.

3  |  A BAYESIAN DECISION NETWORK FOR PREDICTING LOCALLY MANAGEABLE RESOURCE FAILURES

Understanding how HACs behave upon failure is required to predict whether a resource-level failure is locally manageable. To capture that information, the proposed model uses a set of characteristics (or properties) that comprise
(i) established characteristics extracted from the research literature and current practice and (ii) new characteristics identified by this project. The properties associated with these characteristics include Boolean-value properties indicating whether certain failure recovery mechanisms are present and integer-value properties specifying the number of times that such a mechanism was activated within a given time window. As such, we organize these characteristics into four groups based on their objectives.

1. The objective of the first group is to understand and interpret the runtime behavior of HACs for a specific resource failure. As the BDN-HAC model operates as a standalone solution, it must consider the behavior of the HAC upon failure. Hence, the characteristics indicate whether the HAC failure management modules can automatically reinitialize a resource.

2. The second group improves the failure detection by extending the detection scope to include additional characteristics (e.g., the position of a resource in a hierarchy and the resource types). The objective is to improve the detection capabilities and detect failure behavior at a low level of granularity.

3. The objective of the third group is to assess the criticality of a resource. If a resource is identified as noncritical, the implication could be that the failure does not affect the operation of the EA or lead to the failure of any other interconnected resources. Hence, such a failure can be masked, and the outcome could be treated as a “manageable” failure.

4. The fourth group is associated with failures resolved by events triggered outside the HAC control (e.g., failures managed by the protected EAs as part of the application-provided self-healing capabilities). An example of this is that if a resource, process, or service that has a self-healing capability provided by the application fails, the application initiates the self-healing action (e.g., a restart of the resource) to resolve the problem.

Groups 2–4 are used to improve the detection capabilities of the BDN-HAC model. Further, by combining all groups and assessing the relationships between the characteristics, the model predicts whether the failure can be managed locally or not. Hence, the proposed model can improve the decision-making capabilities of HACs. Out of the four groups, current HACs only consider the first. The characteristics of the second group are usually not considered by HACs, but the values can be obtained from HACs at runtime. Groups 3 and 4 comprise new characteristics; therefore, Groups 2–4 are introduced in this article.

As illustrated in Figure 4, the information associated with the four groups of characteristics used by the BDN-HAC model is obtained from multiple sources. First, the data structures required to support the four property groups are set up in the BPFP component during the design phase. These structures are populated with static values obtained from multiple sources (e.g., HA model for the HAC, HAC logs, and application documentation). When a HAC resource fails at runtime, the failure data are captured from HAC logs and processed by the BPFP component. Some property values come from the HAC logs, whereas others come from the static information available in the runtime environment. Additional property values (e.g., the frequency of resource failures) are calculated at runtime. Therefore, data for all four property groups are prepared and included in the runtime environment of the BPFP component (Figure 4).

Values associated with the four property groups are linked to four resolution groups in the BDN-HAC model. These resolution groups and the relationships between the characteristics are encoded in the BDN-HAC model using conditional probabilities and utility preferences. Therefore, the BDN-HAC model assesses characteristics in all four groups, and the model output is a binary value that indicates whether resource failure can be managed locally.

To work with the characteristics from the four groups in the BDN-HAC model, we introduce techniques that (i) capture the characteristics as variables, (ii) assign relative weights to the variables, and (iii) use these weights to reduce the number of variables (dimensionality reduction) in this section.

### 3.1 HAC characteristics for predicting locally manageable resource failures

We used a two-stage systematic process to identify HAC characteristics and related properties relevant to detecting and resolving a resource failure and improving detection and decision capabilities.

**Stage 1.** We first analyzed and identified characteristics using research studies, technical manuals, and HAC and EA documentation, HAC logs, as well as the taxonomy and survey that we developed in our research project. We organized the identified characteristics into two categories. The first category consists of key HAC characteristics already known to affect resource failure analysis (established characteristics). For example, the characteristic to enable reinitialization
by the HAC assumes that the HAC understands how the resource works to proceed with the correct initialization (e.g., remounting a file system). The second group consists of characteristics mentioned in the literature but not related to the HAC resolution of resource failures. Therefore, we deem these to be new characteristics when used alongside HACs for the first time in this article. These new characteristics can significantly improve detection and resolution capabilities. For example, some EAs have in-built fault-tolerance capabilities to resolve resource failures using self-healing or rejuvenation (e.g., restarting a service or a process). In such a case, the first attempt to resolve the failure is managed by the application. Therefore, using this characteristic improves failure management. The two categories are defined as follows:

- **Established characteristics (ECs)** are a set of established HAC characteristics that influence how the HAC behaves upon a resource failure.
- **New characteristics (NCs)** are a set of new characteristics that extend the EC category to improve detection and resolution capabilities by capturing more details to perform accurate detection upon a resource failure.

**Stage 2.** We performed the failure mode and effects analysis (FMEA), a systematic analysis technique to identify potential failures and their effects. As FMEA is well suited for systems comprising multiple interconnected components, it can capture the characteristics that significantly influence a resource upon failure. The FMEA was performed in two steps:

(i) each characteristic was treated as a component, and the different states of a characteristic were considered potential failure modes. Characteristics with a high risk priority number (RPN) to rank system failures were selected. Further, we narrowed the list of characteristics by ranking them using RPNs and their applicability. Applicability implies whether it is possible to obtain information related to a characteristic given the conditions of the testbed environment (Section 4). We identified nine critical properties (4 ECs and 5 NCs) out of the 6 ECs and 10 NCs initially considered.

(ii) We used three target components to connect to the nine characteristics. For example, error-related characteristics were connected to an error-related target component. Thus, we used these three target components as component failures and the nine characteristics as failure modes to identify the effect of the individual characteristics on target component failures. This approach helped identify the cause-and-effect relationship between the characteristics and target components. The target components are described further as derived or target variables in the next section.

The first part of Table 1 lists the nine retained properties used as inputs for the BDN-HAC model and the descriptions and categories for each. The values column specifies their value ranges, and the resolution group (RG) column lists the
Transition from properties to variables are shown in the two parts of the table.

| HAC resource property | Description | Category | Values | RG Values | Group |
|-----------------------|-------------|----------|--------|-----------|-------|
| **Error-related property set E** | | | | | |
| Failure repetition \( (fr) \) | Number of failures that occurred in the last \( n > 0 \) min | EC | \([0,\ldots,n]\) | 1 | \{low, high\} | 1 |
| Redundancy factor \( (rf) \) | Application provides in-built self-healing capabilities | NC | \([0,1]\) | 4 | \{true, false\} | 2 |
| Aggregated failure count \( (afc) \) | Distinct failures of the resource within the last \( m > 0 \) h | EC | \([0,\ldots,n]\) | 1 | \{low, high\} | 1 |
| Reinitialization factor \( (rc) \) | Resource reinitialization possible | EC | \([1,2]\) | 1 | \{true, false\} | 2 |
| **Dependency-related properties set D** | | | | | |
| Dependency type \( (dt) \) | Type of resource | NC | \([1,2,3]\) | 2 | \{local, shared, global\} | 3 |
| Dependency levels down \( (dlld) \) | Number of lower-level resources | NC | \([0,\ldots,n]\) | 2 | \{low, high\} | 1 |
| Dependency levels up \( (dlu) \) | Number of upper-level resources | NC | \([0,\ldots,n]\) | 2 | \{low, high\} | 1 |
| **Criticality-related property set C** | | | | | |
| Critical factor \( (cf) \) | Indicates the criticality of a resource | NC | \([0,1]\) | 3 | \{true, false\} | 2 |
| **Current status-related property set S** | | | | | |
| Current state \( (cs) \) | Current status of a resource | EC | \{on, off\} | 1 | \{online, offline\} | 3 |
| Error rating \( (\varepsilon) \) | n/a | n/a | n/a | n/a | \{failure, no_failure\} | 4 |
| Dependency factor \( (d) \) | n/a | n/a | n/a | n/a | \{low, high\} | 4 |
| Resource state \( (r) \) | n/a | n/a | n/a | n/a | \{failure, no_failure\} | 4 |

Note: 1. Properties before mapping: resource properties of high-availability clusters grouped by sets. The related values column lists the potential value interval associated with each property, and the category represents whether the property belongs to established characteristics (EC) or new characteristics (NC) introduced in this article. The resource group indicator presents the four property groups (Figure 4). 2. Variables after mapping: the values column lists the values associated with the variables after mapping and the related mapping group. The last three rows present the variables derived (target) from other variables. Abbreviations: EC, established characteristic; n/a, not applicable; NC, new characteristic; Off, offline; On, online; RG, resolution group.

The motivation for the selection of each property and its role in our BDN-HAC model are detailed below.

**Failure repetition**

**Motivation.** When the HAC reinitializes a failed resource, it uses a local timeout value for the reinitialization to complete.\(^ {23-25} \) If the reinitialization does not complete successfully within the time limit imposed by this timeout, the HAC retries the reinitialization procedure (up to several times). If no reinitialization attempt succeeds, the HAC eventually reclassifies the resource as not reinitializable. Therefore, the number of such attempts performed within the last \( n \) minutes is an important indicator of how likely the resource will incur a more severe failure. The value for \( n \) is estimated from the number of failures allowed in the HAC for a resource type and the resource start time. However, the resource types have different values for the start time, and the number of allowed failures per node could be different per resource. Therefore, an average value is calculated from multiple resource types.

**Role.** The model considers the number of failures while assessing other properties (e.g., aggregated failure count or reinitialization factor) to determine whether the likelihood of unmanageable failure increases.

**Redundancy factor**

**Motivation.** An application that the HAC protects may have built-in self-healing capabilities (e.g., software rejuvenation\(^ {19,26} \)) for key resources, enabling the application to automatically initiate the first mitigation action upon a resource failure.\(^ {18,27,28} \) The HACs must recognize these features to avoid initiating any mitigating actions that could conflict with the application actions. However, HACs do not use this property.

**Role.** This property indicates how the application-provided self-healing capabilities can be used to reinitialize a resource, increasing the likelihood of managing the resource failure locally.
**Aggregated failure count**

**Motivation.** The number of failures of a resource during a period is aggregated to indicate a potential persistent failure. It can also show that a global threshold value for the timeout to manage resource failures is reached \(^{23,25,29}\). The implication is that the HAC classifies the resource as more error-prone in a specific node and may ban the resource from starting in that node. A high number of resource failures within the last \(n\) hours indicates a potential persistent failure. The aggregated failure count is calculated using the global timeout value, \(^{23,25,29}\) number of failures allowed in a node for a resource type, and average start time per resource type. When a resource cannot be started on a node after exceeding the number of allowed starts on the node, this may be because (1) policies are set automatically by the HAC to prevent the resource from starting on the node, (2) policies are set automatically by the HAC to prevent the resource from starting on other nodes, or (3) policies are set not to allow the resource to start on any node. An example of the third case is file system corruption. Suppose the corruption is on the block level. In that case, it affects shared storage or replication, displaying the same failure in all nodes, which sets a policy to prevent the resource from being brought up in any node, affecting all related resources.

**Role.** This property identifies a persistent failure pattern and whether the mitigation actions have been successful. A high value indicates a more persistent failure and/or that the mitigation actions have been successful, and the HAC may have set one of the three policies to prevent the resource from starting. A low value indicates a low probability of failure, and when combined with other positive outcomes, the result may indicate a high likelihood of managing the failure locally.

**Reinitialization factor**

**Motivation.** This refers to the ability of the HAC to reinitialize a resource. \(^{7,23}\) The reinitialization procedures are different for various resources. For example, if the resource type is a service, the procedure is to restart the service. If the resource type is a file system, the mitigation action is to remount the file system. There are multiple steps associated with these procedures, such as checking the resource status and shutting it down before restarting.

**Role.** This property evaluates whether the HAC can reinitialize a resource. If the property is set to true, the probability of managing failure for the resource increases significantly.

**Dependency type**

**Motivation.** There are three types of resource dependencies (local, shared, and global), and they have different impact factors \(^{7}\) when the related resources fail. Hence, each resource is assessed based on the impact factor. A local dependency type can only affect other resources in the same group, whereas a shared resource may affect one or more related resource groups. However, a global resource will likely affect all resource groups and the entire system.

**Role.** This property evaluates the impact factor associated with each resource type and combines the outcome with the results of evaluating other properties to enable accurate predictions.

**Dependency levels down**

**Motivation.** The HAC resources have a hierarchical organization, \(^{6,7}\) which means the start and stop procedures follow a particular sequence to start or stop all related resources. For example, when a resource fails, an attempt to reinitialize the resource is started, including resources at the lower hierarchical level. If the number of such lower-level resources is high, it may affect the overall start or stop time, which can decrease the likelihood of managing the failure of any of these resources.

**Role.** This considers the effect of losing lower-level resources when a resource fails or when a resource is reinitialized. A lower value indicates an effect on fewer resources, and the evaluation can be combined with other properties, such as the critical factor and reinitialization factor.

**Dependency levels up**

**Motivation.** Similar to dependency level down, a high number of upper-level resources decreases the likelihood of managing a failure. \(^{6,7}\) When a low-level resource fails, it may affect all related upper-level resources within the hierarchy. For example, if a low-level resource “disk” crashes, it may terminate all processes using that disk, causing those resources to fail. These failures can cause the failures of other resources to adhere to the start and stop dependencies. If a sufficient number of resources fail, the situation can be interpreted by the HAC as critical, initiating a failover for the resource group or the entire system.

**Role.** This property assesses the effect on upper-level resources. A higher value results in a low likelihood of managing failures.

---

\(^1\)The ability to reinitialize failed resources or failed components of a resource automatically by the HAC.
Critical factor

**Motivation.** If a resource is critical, the probability of causing a resource group failure or system failure is estimated to be high. The objective is to evaluate whether such a resource has an immediate effect on the system operations. For example, if a system can survive without a particular resource for a brief period, it can be rendered noncritical. The failure of such a resource does not need to be propagated to other resources; hence, there is no effect at the resource group or system level.

**Role.** This considers the critical factor of a resource. If a resource is not critical, the likelihood of the propagated failure is reduced significantly.

Current state

**Motivation.** This property captures the current status of a resource. If the status is offline, and the property failure repetition is high, which may indicate that the failure resolution was unsuccessful. If the resource is online after recording a momentary failure, it may indicate that the procedures associated with either the reinitialization factor or redundancy factor may have resolved the problem.

**Role.** The model considers the current state of a resource. For example, when the state is online, it significantly increases the likelihood of managing failures.

We validated these characteristics using the testbed application (Section 4.1), as discussed later in Section 4.

### 3.2 General variable and state definitions

Before we can use the HAC resource properties from the first part of Table 1 with the BDN model introduced in this section, they must be mapped to basic variables. This mapping is described in the second part of Table 1, which presents the values and groups for these variables.

Four groups of variables are identified based on the mapping changes they must undergo for inclusion in the model (the second part of Table 1). Group 1 variables require categorizing the value of their corresponding property as either low when this value is not larger than the threshold set using transformation conditions or high when this value exceeds the threshold. The transformation conditions for Group 1 variables, dependency levels down and dependency levels up, are defined using the FMEA to indicate a potential effect on related resources (upper or lower) in the hierarchical representation of the HAC upon the resource failure. The transformation conditions for the other two Group 1 variables, failure repetition and aggregated failure count, are calculated from local and global timeout values, respectively. Group 2 variables are converted from integer to Boolean, and the variables in the scope are redundancy factor, reinitialization factor, and critical factor. The third group of variables, current state and dependency type, does not change but is transferred directly to the model. The fourth group represents the target or derived variables (i.e., variables obtained from the set properties in the first part of Table 1). The variables in this group are error rating, dependency factor, and resource state. These are described as three target components in Section 3.1.

All variables are binary except for the dependency type, which is multivalued to represent the three types of dependency. The decision to use such binary variables comes from our FMEA performed in Section 3.1 (step i), where possible states of each property were included to investigate the different states of resources, potential failures, and effects.

### 3.3 Relative weight assignment and dimensionality reduction

The variables from Table 1 have different effects on the outcome of the BDN-HAC model. Hence, a weighting factor is encoded in the model to reflect these levels of effect. For example, the variable reinitialization factor (rf) is assigned more weight than dependency levels down (dld) because, if the reinitialization factor is set to true, the implication is that the HAC can reinitialize the resource. If that activity succeeds, the resource is no longer considered a failed resource; hence, the BDN-HAC model does not interpret the failure as a failure that must be managed locally. Thus, the reinitialization factor is more important than dependency levels down, and more weight is associated with it. In addition, the number of variables must also be reduced (dimensionality reduction) for the BDN-HAC model to process and compute an outcome (prediction). This section presents our approach for applying relative weights to each property to reduce the dimensionality.

---

1 Properties have multiple values, and mapping them to variables allows them to be processed (e.g., by transforming them into categorical variables).
Reducing dimensionality and assigning relative weights to variables in (i) the error-related property set $E$ and (ii) dependency-related property set $D$, and (iii) combining the outcomes of (i) and (ii) with the criticality-related property set $C$ and current status-related property set $S$.

Dimensionality reduction and weight assignment are performed in two steps. First, the variables are grouped based on the defined sets in the first part of Table 1. There is a causal relationship between the variables within a set. For example, when the value of a variable changes, this also influences other variables in the same set, as described in step ii of the FMEA (Section 3.1). The relative weights within a set are used to derive a target variable reflecting the effects of the variables from that set. This target variable represents all variables in the set, effectively reducing the dimensionality. Two main variable sets are defined: the error rating ($E$) and dependency factor ($D$). The former comprises all variables related to errors in a resource, whereas the latter comprises dependency-related variables. Figure 5i displays the variable set error rating ($E$) and the four variables that are part of this set. The four variables undergo dimensionality reduction where they are consolidated into the target variable $e$ with a relative weight $w(v)$ assigned to each variable $v \in E$. Similarly, Figure 5ii presents the set dependency factor ($D$), which has three variables, and its dimensionality is reduced to one target variable $d$ by assigning relative weights to its elements.

In the second step (Figure 5iii), the dimensionality is reduced further. To this end, both target variables $e$ and $d$ derived from the sets $E$ and $D$, respectively, and the two variables from sets $C$ and $S$ from Table 1 are consolidated into a target variable $r$. Thus, 11 variables are reduced to one variable. The value of the target variable $r$ indicates whether the resource failure in question can be managed.

The relative weights were calculated from the RPNs obtained using FMEA (Section 3.1) as follows

$$W_i = \frac{w_i}{\sum_{i=1}^{n} w_i},$$

where $w_i$ represents the value obtained from the $i$th RPN, and $n$ denotes the total number of components connected to a target variable.

In the remainder of this section, we demonstrate the two steps used to perform dimensionality reduction and weight assignment.

All variables are assumed to be random, and therefore a probabilistic approach when adding weights for a given state of a child (target) variable is formalized.

For any combination of values $fr_0$, $rf_0$, $afc_0$, and $rc_0$ of the four input variables from Figure 5i, the conditional probability that error $e$ has a specific value $e_0$ is given by the following:

$$P(e = e_0 | fr = fr_0, rf = rf_0, afc = afc_0, rc = rc_0) = \sum_{v \in E} [w(v)P(e = e_0 | v = v_0)].$$

where $w(v) \in (0, 1]$ is the weight associated with the variable $v \in E$ such that $\sum_{v \in E} w(v) = 1$.

Similarly, for any combination of values $dt_0$, $dtd_0$, and $dlu_0$ of the three input variables from Figure 5ii, the conditional probability that the dependency $d$ has a specific value $d_0$ is given as follows:

$$P(d = d_0 | dt = dt_0, dld = dld_0, dlu = dlu_0) = \sum_{v \in D} [w(v)P(d = d_0 | v = v_0)].$$

where $w(v) \in (0, 1]$ is the weight associated with the variable $v \in D$ such that $\sum_{v \in D} w(v) = 1$. 
In the second step, the outcomes of Equations (4) and (5) are combined with the two variables from the property sets C and S in Table 1. For any combination of values \( cf_0, cs_0, e_0, \) and \( d_0 \) of the input variables from Figure 5iii, the conditional probability that the resource state \( r \) has a specific value \( r_0 \) is given by the following:

\[
P(r = r_0 \mid cf = cf_0, cs = cs_0, e = e_0, d = d_0) = \sum_{v \in R} [w(v)P(r = r_0 \mid v = v_0)],
\]

where \( R = \{cf, cs, e, d\} \), and \( w(v) \in (0, 1] \) is the weight associated with the variable \( v \in R \) such that \( \sum_{v \in R} w(v) = 1 \). This equation gives the likelihood of resource failure after the dimensionality reduction.

Our BDN-HAC model uses different variants of Equations (4)–(6). Weight assignment and dimensionality reduction are performed as part of constructing the model and defining the CPT as described next.

### 3.4 BDN-HAC

In this section, we present the BDN-HAC model. The design rationale is to represent the identified characteristics in a probabilistic model while ensuring that the criticality of each characteristic is captured through weight assignment. The characteristics must also be consolidated at multiple levels for the BDN model to output a prediction value. For example, the related characteristics are grouped and eventually represented by a latent (target) variable, and all such variables are further consolidated into the main utility variable to present a final prediction value. Therefore, such a model should also represent target variables as latent nodes.

We explored several alternatives, such as the principal component analysis (PCA) and Bayesian networks and a variation of Bayesian decision networks using the additive-linear utility (ALU). An ALU allows connecting multiple parent utility nodes to a single ALU node, summing the outcomes linearly into the ALU node. The ALU-based BDN model is the only comparable approach because, to the best of our knowledge, other alternatives and approaches do not support incorporating relative weights (calculated using FMEA), dimensionality reduction in two steps, and using these steps to predict an outcome. Therefore, we experimented with the BDN-HAC model presented in this article and the BDN model based on ALU. The experimental results demonstrate that the ALU model tends to be more deterministic and limits the available options (e.g., the flexibility to define conditional probabilities and to work with more parameters). Therefore, we opted to use only the BDN-HAC model presented in this section. The model uses properties/variables from Section 3.2, but the types are changed to work with a BDN model.

#### 3.4.1 Variable and state definitions

The BDN-HAC model includes one utility node and one decision node. Table 2 lists the node IDs, nodes representing variables (node name), node type, state and relative weights associated with each node. The node names are the same as in Section 3.1. The node type refers to the type of node in the model and demonstrates how the variable types in Section 3.2 are mapped onto the node types in the model. The column state describes the states associated with each node, and the column relative weights lists the relative weights associated with each node. The relative weights are obtained from the second step of the FMEA and by using the corresponding RPNs (Section 3.1). For example, RPN for a single variable/property is divided by the sum of the RPNs in the related set to obtain the relative weight for the variable. The model mainly uses the variables defined in Table 1. However, two variables are changed to reflect the BDN nature of the model. Node \( D_1 \) (variable current state) is changed to a decision node with two states, online and offline, whereas node \( U_1 \) represents the variable resource state. Node \( U_1 \) is a utility node responsible for assembling the outcome; hence, it does not follow a probabilistic approach but instead uses a utility function. The node uses a scale between \(-100 \) and \( 100 \), where \( 0 \) is the boundary to interpret the outcome. The output of the utility node is continuous; thus, it is defined as a continuous node, whereas all other nodes are created as discrete.

The relative weights were obtained using Equation (3). First, we calculated the weights for each variable connected to a target variable, and an example is provided for the target variable \( A_1 \) and connected variable \( A_2 \) below. Assuming that the variable \( A_2 \) has the RPN of 100, we obtain the following

\[
A_2 = \frac{100}{1000} = 0.1.
\]
**TABLE 2** Description of all nodes in the BDN-HAC model

| Node ID | Node name                     | Node type   | State                  | Relative weights |
|---------|--------------------------------|-------------|------------------------|------------------|
| A₁      | Error rating                  | Chance      | [failure, no_failure]  | ≈ 0.15           |
| A₂      | Failure repetition            | Chance      | [low, high]            | ≈ 0.1            |
| A₃      | Redundancy factor             | Chance      | [true, false]          | ≈ 0.4            |
| A₄      | Aggregated failure count      | Chance      | [low, high]            | ≈ 0.1            |
| A₅      | Reinitialization factor       | Chance      | [true, false]          | ≈ 0.4            |
| B₁      | Dependency factor             | Chance      | [low, high]            | ≈ 0.15           |
| B₂      | Dependency type               | Chance      | [local, shared, global]| ≈ 0.3            |
| B₃      | Dependency levels down        | Chance      | [low, high]            | ≈ 0.3            |
| B₄      | Dependency levels up          | Chance      | [low, high]            | ≈ 0.3            |
| C₁      | Critical factor               | Chance      | [true, false]          | ≈ 0.35           |
| D₁      | Current state                 | Decision    | [online, offline]      | ≈ 0.35           |
| U₁      | Resource state                | Utility     | [−100 < U₁ < 100]     | Target           |

*Indicates a latent node representing a target variable.

where 100 represents the RPN obtained from the FMEA, and 1000 denotes the sum of all RPNs for the connected variables A₂, A₃, A₄, and A₅.

Second, we calculated the relative weights of the nodes A₂, D₁, B₁, and C₁ using Equation (3), and the resulting relative weights were added to the utility table of U₁. Further, if the outcome of a target node is negative, a negative weight is added, and when the outcome of a target variable is positive, a positive weight is used, which can be expressed as follows

\[
W_i = \begin{cases} 
  -w_i, & \text{if } c_i = \text{negative outcome} \\
  w_i, & \text{otherwise}
\end{cases}
\]  

(8)

where cᵢ represents a negative outcome in a child node, such as that obtained for A₁ = failure, B₁ = low, C₁ = true, and D₁ = offline.

The calculation of utility values using both weights and conditional probabilities is described in Section 3.4.2. We validated the BDN models and the corresponding numbers using two example applications constructed from HAC log files obtained from a company. Further validations were done using the running example (Section 2.1) and the testbed application (Section 4.1).

### 3.4.2 Transformation into the Bayesian decision network

As illustrated in Figure 6, the BDN-HAC model is organized into 3 layers and 12 nodes. The third layer consists of nodes that represent most of the HAC properties. The causality is maintained by ensuring that the nodes belonging to the same set build a causal relationship. Subsequently, conditional probabilities are used to quantify causal relationships.

Two nodes (A₁ and B₁) in the second layer are responsible for reducing the parent node dimensionality from the third layer and adding relative weights. This method is possible due to conditional probabilities in the two child nodes. These two nodes are latent nodes in the BDN; hence, they are unobservable. In addition, two nodes (D₁ and C₁) in the second layer capture the crucial properties of HACs, which can significantly influence the overall outcome. All four nodes in the second layer converge in the first layer.

The only node in the first layer is a utility node (U₁) responsible for assigning weights and further reducing dimensionality by associating each parent node with a preference. Both chance nodes and the decision node in the second layer influence the utility node, whereas the nodes in the third layer indirectly influence the utility node. Hence, D₁ has a significant influence on U₁ because U₁ aims to maximize the EU of the decisions by D₁. This relationship is represented by a functional edge from D₁ to U₁, indicating functional dependency, which is established between other nodes and a utility
node. The decisions made by $D_1$ also influence the rest of the network. However, the model considers all nodes, which means that the decision from $D_1$ may not reflect the actual outcome. For example, an unfavorable decision by $D_1$ may not lead to a negative outcome by the model.

Following the two-step approach defined in Section 3.3, and using Equations (4)–(6), we use the following equations to represent the model. First, given any combination of values $A_2,0, A_3,0, A_4,0,$ and $A_5,0$ for nodes $A_2$ to $A_5,$ the conditional probability that the error rating node $A_1$ has a specific value $A_1,0$ is given as follows:

$$P\left( A_1 = A_1,0 \mid A_2 = A_2,0, A_3 = A_3,0, A_4 = A_4,0, A_5 = A_5,0 \right) = \sum_{v \in \{A_2, A_3, A_4, A_5\}} [w(v)P\left( A_1 = A_1,0 \mid v = v_0 \right)], \tag{9}$$

where $w(v) \in (0, 1]$ is a weight associated with $v \in \{A_2, A_3, A_4, A_5\}$ such that $\sum_{v \in \{A_2, A_3, A_4, A_5\}} w(v) = 1$. Similarly, given any combination of values $B_1,0, B_2,0,$ and $B_4,0$ for nodes $B_2$, $B_3$, and $B_4$, respectively, the conditional probability that the dependency factor node $B_1$ has a specific value $B_1,0$ is given as follows:

$$P\left( B_1 = B_1,0 \mid B_2 = B_2,0, B_3 = B_3,0, B_4 = B_4,0 \right) = \sum_{v \in \{B_2, B_3, B_4\}} [w(v)P\left( B_1 = B_1,0 \mid v = v_0 \right)], \tag{10}$$

where $w(v) \in (0, 1]$ is a weight associated with $v \in \{B_2, B_3, B_4\}$ such that $\sum_{v \in \{B_2, B_3, B_4\}} w(v) = 1$.

In the second step, the outcomes of Equations (9) and (10) are combined with nodes $C_1$ and $D_1$. For any combination of values $A_1,0, B_1,0, C_1,0,$ and $D_1,0$ of nodes $A_1$, $B_1$, $C_1$, and $D_1$, respectively, the preference that the utility node resource state $U_1 \in [-100,100]$ has a specific value $U_1,0$ is given by the following:

$$U\left( U_1 = U_1,0 \mid A_1 = A_1,0, B_1 = B_1,0, C_1 = C_1,0, D_1 = D_1,0 \right) = \sum_{v \in \{A_1, B_1, C_1, D_1\}} [w(v)U\left( U_1 = U_1,0 \mid v = v_0 \right)], \tag{11}$$

where $w(v) \in (0, 1]$ is a weight associated with $v \in \{A_1, B_1, C_1, D_1\}$ such that $\sum_{v \in \{A_1, B_1, C_1, D_1\}} w(v) = 1$. The outcome of the utility node $U_1$ (and, thus, of the proposed BDN-HAC model) is interpreted as:

$$P(\text{locally manageable resource failure}) = \begin{cases} \text{low,} & \text{if } U_1 < 0 \\ \text{high,} & \text{otherwise.} \end{cases} \tag{12}$$

Hence, a utility $U_1 = 0$ functions as the cutoff value for BDN-HAC decision-making.
### 3.4.3 Conditional probability tables

All or most nonutility and nonlatent nodes must be instantiated to predict the outcomes as accurately as possible. When nodes are instantiated, only the posterior distributions are evaluated. However, if a situation with incomplete data arises, the prior distribution is also evaluated. Hence, the model’s objective is to instantiate as many nodes as possible to improve the prediction quality.

This section describes the conditional probabilities associated with each node and the justifications for setting their prior distributions. The probability distributions were estimated using a method of elicitation. The method uses a numerical probability scale as shown in Figure 7, and it represents both quantitative probability numbers and corresponding statements. The elicitation was performed at a single probability level, and as input, we used extensive literature reviews and expert knowledge developed in this research. However, it was challenging to obtain statistics concerning HAC failures, particularly failures at the resource level. Therefore, we used studies of several non-HAC systems and configurations (e.g., high-performance computing—HPC) to estimate the probability distributions.

Table 3 lists the probability distributions obtained using the above method for all relevant nodes in the BDN-HAC model. While chance nodes have CPTs, there are no probability distributions associated with the utility ($U_i$) and decision ($D_i$) nodes. The decision table $D_i$ lists two possible states, online and offline. The utility table $U_i$ represents weight assignments and dimensionality reductions as a numerical measure of preferences over the entire network. Hence, there are 10 CPTs, one decision table, and one utility table associated with the BDN-HAC model. The CPTs for all nodes in the third layer and the second-layer node, $C_1$, have local distributions. The CPTs for $A_1$ and $B_1$ are specified as conditional probabilities over their parent nodes. The weight assignments and dimensionality reductions are encoded in these conditional probabilities and presented in the CPTs as described in Section 3.4.1. The distribution of $A_2$ reflects the fact that the probability of repeated failures is relatively low since the HAC has the responsibility of mitigating the failures promptly, and a failover is triggered otherwise. Thus, the probability distributions are assigned to $P(\text{low}) = 0.75$ and $P(\text{high} = 0.25)$. The distribution of $A_3$ represents the built-in redundancy factor provided by the applications. An EA may include self-healing capabilities on a resource level, such as quickly restarting a crucial process. However, such EAs may only deal with issues associated with specific components (e.g., processes); and these capabilities cannot be extended to include a platform or infrastructure-related components because the applications do not manage them. When applications provide these capabilities, the HAC must still evaluate the effect on other linked resources. Thus, the probability distributions are set to $P(\text{true}) = 0.3$ and $P(\text{false} = 0.7)$ considering these factors. The distribution for $A_4$ is set to $P(\text{low}) = 0.9$ and $P(\text{high} = 0.1)$ to reflect the fact that the HAC can mitigate repeated errors in most cases. The value for $A_5$ is derived from the fact that most HACs provide a mechanism to reinitialize a resource, and it is set to $P(\text{true}) = 0.75$ and $P(\text{false} = 0.25)$. Hence, $A_5$ is considered a typical property of HACs. However, some resources cannot be reinitialized by HACs, for example, errors related to the CPU, memory, and operating system.

In addition, $B_2$ captures the type of dependency on a resource. The assumption is that the failure of a resource with local dependency is restricted to the resource group. In contrast, the failure of a shared resource may affect multiple resource groups. Similarly, a global dependency can have an effect at the system level. Therefore, the distribution is set to $P(\text{local}) = 0.8$, $P(\text{shared}) = 0.15$, and $P(\text{global}) = 0.05$ based on these distributions in typical HAC configurations. The distribution of $B_3$ describes the effect on all lower-level nodes, and it is set to $P(\text{low}) = 0.5$ and $P(\text{high} = 0.5)$. Similarly, $B_4$ presents the distribution based on the effect on all upper-level resources, and is set to $P(\text{low}) = 0.3$ and $P(\text{high} = 0.7)$. Finally, the distribution of $C_1$ reflects the criticality of a resource ($P(\text{low}) = 0.2$ and $P(\text{high} = 0.8)$). Most resources are considered critical. However, some resources can be classified as noncritical because they do not pose an immediate threat to the application operation.

---

**Figure 7** Probability scale showing quantitative probability numbers and corresponding statements.
TABLE 3  Probability distributions for all nodes in the BDN-HAC model and their states

| Node | Probability distribution | Node | Probability distribution |
|------|--------------------------|------|--------------------------|
| $A_1$ | $P(A_1|A_2,A_3,A_4,A_5)$ | $B_2$ | Local = 0.8 
| | | | Shared = 0.15 
| | | | Global = 0.05 |
| $A_2$ | Low = 0.75 
| | High = 0.25 | $B_3$ | Low = 0.5 
| | | | High = 0.5 |
| $A_3$ | True = 0.3 
| | False = 0.7 | $B_4$ | Low = 0.3 
| | | | High = 0.7 |
| $A_4$ | Low = 0.9 
| | High = 0.1 | $C_1$ | True = 0.8 
| | | | False = 0.2 |
| $A_5$ | True = 0.75 
| | False = 0.25 | $D_1$ | Online 
| | | | Offline |
| $B_1$ | $P(B_1|B_2,B_3,B_4)$ | $U_1$ | Utility node |

3.5  Causality and decision network

The inference of the BDN-HAC model assumes that one or more nodes are instantiated. The decision node is usually set to offline because “failure” is a keyword used to extract failure events from log data in the BPFP component (i.e., the BDN-HAC model is used when a resource failure is detected). Therefore, the model is set to consider an automated decision in this case. Nodes that are not instantiated rely on both prior and posterior probability distributions. Figure 8 illustrates the model inference. The running example in Figure 2 is depicted as the “high availability cluster model.” This model represents the composition of the underlying HAC resources. As described earlier, the web application comprises service, IP, File System 1, and File System 2, where the resource database group is a logical resource that groups all underlying resources, as depicted in Figure 2. When the parent service with three child resources (IP, File System 1, and File System 1) fails, all child components also fail, indicated by the “high availability cluster model.” We use the running example and the related HAC setup to present the complete flow and subsequently describe the reasoning.

Example 1. Suppose that the first failure event occurred in resource “File System 2.” This event is depicted by the arrow labeled 1 in Figure 8, where the dotted circle around the failed resource indicates that it is a noncritical resource. When
Event 1 occurs in the resource, the failure information is extracted by the BPFP component, which adds all values obtained from the runtime environment of the BPFP. Thus, data for all four property groups are added, then passed to the BDN-HAC model. The BDN-HAC model is initiated and considers the resource failure while incorporating the properties and their causal relationships in two steps. The error-related and dependency-related nodes are consolidated in two latent nodes (blue circles). In the second step, the outcomes from the latent nodes and the two nodes ($C_1$ and $D_1$) are consolidated into the utility node ($U_1$). The utility node $U_1$ outputs a value that indicates a low failure probability for the resource related to 1; hence, the failure can be managed locally. Although the model considers all values, the deciding factor is that the RG, 3, promotes masking a noncritical failure.

Suppose now that a new failure event, Event 2, occurs in the resource “IP address,” which is depicted as a red circle in Figure 8. The BDN-HAC model is initiated and considers the resource failure while incorporating the properties and their causal relationships in two steps. Consequently, the utility node $U_1$ outputs a value that indicates a high probability that the failure of the resource related to 2 cannot be managed locally.

**Reasoning with incomplete data.** Incomplete data influence the prediction outcome. If different subsets of nodes are instantiated for the same resource failure, the outcome may differ each time. Further, if data are missing for these nodes that add significant weight to the outcome, it will also significantly affect the BDN-HAC utility calculation and may even increase the likelihood of mispredicting whether a resource failure can be handled locally. Similarly, in some cases, nodes with lesser weights can take precedence over nodes with significant weights.

**Example 2.** To demonstrate these behaviors, four sets of data (including a complete set and three incomplete sets) are used to initiate our BDN-HAC-1 model, and the outcomes are listed in Table 4. Latent nodes ($A_1$ and $B_1$) are not listed because they do not receive any data. However, the conditional probability distributions of the latent nodes are updated automatically when the probability distributions of the parent nodes are updated. The weights, as presented in Section 3.4.1, are implicitly managed because they are part of the conditional probability construction. The sample data are constructed to emulate a nonfailure outcome and are performed for the same resource to provide a consistent view.

The first data set in Table 4 is fully instantiated, while the second data set has some incomplete data. The outcome shows that in both scenarios the BDN-HAC model yields an optimistic prediction that the resource failure will be locally manageable (since $U_1 > 0$, see Equation 12). When some nodes are not instantiated, both prior and posterior (instantiated nodes) probability distributions are computed, impacting the outcome. There are also differences between nodes with significant weights and those with lesser weights. For example, two of the critical nodes ($C_1$ and $A_2$) are not instantiated in Data Set 3, and the prediction (i.e., the utility $U_1$) differs significantly compared to Data Sets 1 and 2.

The prediction for Data Set 3 is still optimistic, which means that the likelihood of the resource failure not being locally manageable is low. However, the outcome has a lower utility value than for the other scenarios. This is because $A_3$ has a favorable prior probability distribution, which assumes that the resource can be reinitialized and decreases the likelihood of failure. Hence, the prior probability distribution of node $A_3$ has precedence over the prior probability of node $C_1$ even though $C_1$ has a high weight factor. Suppose $A_3$ is instantiated with a false value. In that case, the prior probability of $C_1$ takes precedence because it favors the state true (most of the HAC resources are considered critical), increasing the likelihood of failure.

**Influence of the decision node “current state”**. The decision node $D_1$ significantly influences the overall outcome. When no other node is instantiated, the default decision is online, and the expected utilities for the policies online and offline are obtained from the model as 83.7 for online and 2.45 for offline. Thus, the combined prior and posterior probability distributions, weights and preferences favor the decision policy online, and the decision outcome only changes when other nodes are considered.

**Table 4** Effect of incomplete data on prediction outcomes for model BDN-HAC, where NI indicates nodes that are not instantiated

| No | $A_2$ | $A_3$ | $A_4$ | $A_5$ | $B_2$ | $B_3$ | $B_4$ | $C_1$ | $D_1$ | $U_1$ |
|----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1  | Low   | True  | Low   | True  | Local | Low   | Low   | True  | Offline| 54.62 |
| 2  | NI    | True  | Low   | True  | Local | NI    | NI    | True  | Offline| 31.94 |
| 3  | Low   | NI    | Low   | NI    | Local | Low   | Low   | NI    | Offline| 18.58 |
| 4  | Low   | NI    | Low   | NI    | Local | Low   | Low   | NI    | Online | 87.4  |
Example 3. \( D_i \) is set to offline in Table 4 for Data Sets 1–3, but when other nodes are considered, the final prediction in all cases is that the resource failure in question will be manageable locally. If the decision changes to online (Data Set 4 in Table 4), it changes the prediction significantly. The reason for this is that, when the decision is set to online, it adds significant weight to the overall outcome. Therefore, the prediction indicates that the failure of the resource is manageable locally.

4 | EVALUATION

We carried out extensive experiments to answer the following research questions:

RQ1. **What is the prediction quality of the proposed model, and how much improvement can be achieved compared with the HAC solution?** This research question corresponds directly to the main motivation for constructing a BDN model to address unutilized opportunities and, by doing so, improve the detection and prediction capabilities.

RQ2. **What effect do incomplete data have on prediction quality?** A situation with incomplete data may arise when one or more nodes do not receive data, and it could be the reason a particular HAC may not support some characteristics. It is important to determine the effects of incomplete data on prediction quality in such cases.

RQ3. **How do incomplete data in critical nodes versus noncritical nodes influence prediction quality?** Critical nodes have high relative weights, implying a significant effect on prediction quality.

RQ4. **How do incomplete data in nodes representing established characteristics versus new characteristics affect prediction quality?** The two sets of characteristics presented in this article are compared when data are supplied to these nodes to ensure that the addition of the new characteristics can improve prediction quality. Both these sets of characteristics can also include critical and noncritical nodes.

RQ5. **What is the execution time of the BDN solution?** With this research question, we aim to determine the execution time of the solution (the BDN-HAC model and BPFP component) to ensure no negative effects. The HACs protect critical business systems, and as such, the response time must be fast to take mitigation actions based on predictions.

RQ6. **What is the runtime overhead of the BDN solution?** We aim to measure the runtime overhead to ensure that the operations of the proposed solution do not influence the production system in scope.

4.1 | Testbed

The testbed was established in the public cloud, and the open-source HAC we deployed in the testbed was the Cluster-Labs stack (Pacemaker/Corosync). Subsequently, we deployed an enterprise resource planning (ERP) solution and included it in the HAC. The testbed was running continuously for more than 2 years and 3 months between February 2019 and May 2021 to facilitate the development, testing, optimization, and evaluation of the BDN-HAC model. The following sections also describe the selected ERP and how the ERP components were integrated into the HAC.

**Virtual machines.** We configured three virtual machines (VMs) for the testbed environment, and the details are presented in Table 5. Servers 1 and 2 functioned as the primary and secondary nodes of the HAC, respectively. Server 3 was employed as the shared storage provider.

**HAC solution.** The ClusterLabs stack HAC (Pacemaker/Corosync) we selected is a comprehensive solution that supports a broad range of features. Although the ClusterLab is an open-source HAC, it has been commercialized and included in commercial HACs (SUSE Linux Enterprise High Availability Extension, Red Hat High Availability Add-On, etc.). We selected this HAC for three reasons: (1) It is based on an open-source license and is free of charge. (2) It supports many EAs, including our selected ERP solution. (3) It could be deployed in the public cloud where we established the testbed. Thus, the HAC provides ERP-specific agents to manage ERP resources and understands the internals of the ERP solution.

---

\[https://contabo.com/en/\]

\[https://www.clusterlabs.org/\]
Virtual machines used to enable high availability in the testbed, where VCPU indicates a virtual CPU

|                  | Server 1                      | Server 2                      | Server 3                      |
|------------------|------------------------------|------------------------------|------------------------------|
| **CPU (vCPU cores)** | 8 vCPU cores 2.20 GHz        | 8 vCPU cores 2.20 GHz        | 6 vCPU cores 2.40 GHz        |
| **Memory (GB)**   | 30                           | 30                           | 20                           |
| **Operating system (64-bit)** | openSUSE Leap 15.0          | openSUSE Leap 15.0          | openSUSE Leap 15.0          |
| **Role**          | Primary node                 | Secondary node               | Storage server               |
| **IP address**    | IP address 1                 | IP address 2                 | IP address 3                 |
| **Network**       | Network 1                    | Network 2                    | Network 3                    |

High availability cluster (HAC) configuration listing all resources of the ERP solution in the testbed, showing resource names, types, and groups (RGs)

| Resource name                  | Resource type | RG  | Resource name         | Resource type | RG  |
|--------------------------------|---------------|-----|-----------------------|---------------|-----|
| Message and lock instance group | Resource group | N/A | FS main instance      | File system   | MI  |
| Message and lock service       | Service       | MLI | VIP                   | VIP           | MI  |
| FS message and lock instance   | File system   | MLI | Backup lock server group | Resource group | N/A |
| FS trans                       | File system   | MLI | lock system           | Service       | BLS |
| FS interface                   | File system   | MLI | VIP                   | VIP           | BLS |
| VIP                            | VIP           | MLI | DLM group             | Resource group | N/A |
| Database group                 | Resource group | N/A | DLM                   | DLM           | DLM |
| Database                       | Service       | DB  | FS DLM                | File system   | DLM |
| FS database                    | File system   | DB  | CPU monitor           | Monitor       | N/A |
| VIP                            | VIP           | DB  | NIC monitor           | Monitor       | N/A |
| Main instance group            | Resource group | N/A | SBD                   | SBD           | N/A |
| Main instance                  | Service       | MI  |                       |               |     |

Abbreviations: BLS, backup lock server group; DB, database; DLM, distributed lock manager; FS, file system; MI, main instance group; MLI, message and lock instance group; N/A, not applicable because it is a resource group; NIC, network interface card; RG, resource group; SBD, STONITH Block Device; VIP, virtual IP.

Enterprise application. We used the above infrastructure to deploy, configure, and run a fully-fledged commercial ERP application widely used in industry to manage business functions, such as accounting, procurement, and logistics. The license to use this application was secured with the help of a project collaborator. The actual ERP application and the details for the collaborator cannot be listed for confidentiality reasons. The selected ERP solution is a multilayered and multithreaded solution that can be implemented across several servers. To demonstrate how various layers are addressed in the HA setup, we present the layers as resource groups in Table 6: the main instance, message and lock instance, backup lock instance, and database instance. The resource group distributed lock manager (DLM) is not part of the application layer, but it is included because it is required to enable HA for the EA. All four layers and their components are treated as SPOF in this implementation.

HAC configuration. The complete configuration of the HAC is listed in Table 6, which presents the resource names, types, and corresponding groups. The five resource groups provide complete protection for the ERP application. Except for the resource group DLM, all resource groups had dedicated virtual IPs (VIPs) to enable relocation. In contrast, the resource group “DLM” hosted a cluster file system. Therefore, a VIP was not required because the services were available on both nodes simultaneously, managed by the DLM service.

4.2 Evaluation methodology

As described earlier in Section 4.1, the HAC-protected ERP application from the testbed was running for approximately two years. During the first nearly 14 months, the testbed was monitored to collect information to develop the BDN model.
Afterwards, the ERP application was subjected to a wide range of injected failures for the final 8 months (6 July 2020–12 March 2021). The logs generated by the HAC were used to create multiple data sets to test and evaluate the BDN model. All relevant data sets, log files, test protocols, calculations, and graphs are available on our GitHub repository. The BDN model was not integrated with the HAC, so its evaluation and the end-to-end model evaluation were conducted by passing inputs from these data sets to the BDN model, enabling us to establish the effect of using the BDN model as part of a future HAC.

4.3 Test cases

HACs experience failure on multiple levels, and these failures were handled using the threefold strategy detailed earlier in the article. As the size and complexity of the HAC increases, so does the combination of failures that can occur. Testing all conceivable kinds of failures is generally not possible. Therefore, we chose to induce critical failures using fault injection methods. Moreover, to ensure that we covered most of critical combinations of HAC configuration parameters, the test cases were repeated under two conditions: with and without the stickiness set, meaning that the standard behavior of the HAC under analysis could be observed. The stickiness parameter prefers the node where the resources are currently running.

Fault injection methodology. The objective of using fault injection was to induce many real-life failures related to EAs and HACs. Hence, we identified the corresponding failures by analyzing the research literature, case studies, and documentation. Moreover, we also identified several fault injections recommended by vendors of both the EA and HAC that we implemented in the testbed. A typical failure in the HAC is at a single resource level, but multiple failures can also occur across two or more resource groups. Further, we created additional fault injections to capture failures related to the characteristics introduced in Section 3 (e.g., application-provided self-healing capabilities or a weak (noncritical) resource). Hence, the following types of failures are included in the evaluation of the BDN model: (1) a critical resource fails, (2) a resource with application-provided self-healing capabilities fails, (3) a noncritical resource fails, (4) two resources in the same resource group fail, (5) two resources in two different resource groups fail, (6) a resource repeatedly fails, and (7) a shared-dependency resource fails.

Test cases. Two groups of test cases were created, comprising 9 and 10 test cases, respectively. The data sets generated by the first group were used to test the model, and the data sets from the second group were used to supply online testing data to the model for evaluation experiments. Each test case consists of one or more fault injections. Usually, only one fault injection is associated with a test case. However, when two faults are injected on two different resources, the test case consists of two fault injections. The resources in such a case could come from the same resource group or two resource groups.

4.4 Data sets

We recorded the following information during the execution of our test cases: name of the failed resource, event timestamp, related resource group, and characteristics introduced in Section 3. We created four data sets and organized them into two groups: (1) test and (2) production. The complete list of data sets produced by the experiments is presented in Table 7, and we detail each data set as follows:

1. Data Set 1 was obtained by executing test cases T1–T9 twice in the HAC with the stickiness policy disabled. The resulting HAC log file was extracted, processed and prepared by the BPFP because the primary objective of this data set was to provide data to the BDN-HAC model. The HAC failures identified and prepared by the BPFP were duplicated to test the prediction quality of the BDN model.

2. Data Set 2 was acquired by executing test cases T1–T9 twice in the HAC with the stickiness policy enabled. The resulting HAC log file was extracted, processed and prepared by the BPFP to be input into the BDN-HAC model. We duplicated the output from the BPFP to validate the prediction quality of the BDN-HAC.

3. Data Set 3 was acquired by executing test cases T10–T19 twice in the HAC with the stickiness policy disabled. The resulting HAC log file was extracted, processed and prepared by the BPFP to deliver the data to the BDN-HAC model.

*https://github.com/ps234/BDN-project
| Data set | #Nodes | #Instances | #Failures | TC | Scope | S |
|----------|--------|------------|-----------|----|-------|---|
| 1        | 12     | 72         | 48        | T1–T9 | Ts    | N |
| 2        | 12     | 68         | 48        | T1–T9 | Ts    | Y |
| 3        | 12     | 36         | 26        | T10–T19 | Pd   | N |
| 4        | 12     | 37         | 28        | T10–T19 | Pd   | Y |

Abbreviations: N, not used; Pd, Production data; S, stickiness; TC, test case (T1–T9: part of the test, T10–T19: part of the production data); Ts, test; Y, used; #Failures, number of failures for further analysis; #Instances, total number of obtained records; #Nodes, number of nodes in the model.

4. Data Set 4 was obtained by executing test cases T10–T19 twice in the HAC with the stickiness policy enabled. The resulting HAC log file was extracted, processed and prepared by the BPFP to be input into the BDN-HAC model.

### 4.5 Evaluation metrics

Several metrics were used to evaluate the BDN-HAC model. When measuring the prediction quality, four outcomes are possible, and we refer to them as basic metrics, which are used to define derived metrics. We provide a concise description of each outcome as follows: true positive (TP): both the prediction and actual result are positive; false positive (FP): the prediction is positive, whereas the actual result is negative; false negative (FN): the prediction is negative, whereas the actual result is positive; and true negative (TN): both the prediction and actual result are negative. The derived metrics used in the evaluation and defined in terms of the basic metrics are presented in Table 8.

**Receiver operating characteristics (ROC) curve.** The ROC analysis and resulting ROC curves are used to evaluate the prediction quality of a binary model or compare the prediction quality of multiple binary models. The ROC curve depicts the trade-offs between the true positive rate (TPR) or sensitivity and false positive rate (FPR) or 1—specificity. Hence, the curve presents the TPR on the vertical axis and the FPR on the horizontal axis, and the corresponding area under the curve (AUC) represents the area underneath the ROC curve. The AUC ranks randomly chosen positive predictions higher than randomly chosen negative predictions. If TPR ≈ 1 and FPR ≈ 0, it indicates the model performs well. The following paragraph describes the experimental design for ROC analysis to measure the prediction quality of the BDN-HAC model.

We assumed a 95% confidence interval for measuring the prediction quality using the ROC analysis. Further, we used a state variable to indicate the binary outcome and used 0 to indicate failure and 1 for no failure using the expected outcome (Section 4.6). Thus, the binary value was given as the “value of the state variable” when plotting the ROC curves, which means 0 represents both resource group and system failures. Subsequently, we mapped

### Table 8 Metrics derived from the basic metrics, respective symbols, formulas, and descriptions.

| Metric                  | Symbol | Formula | Description                                                                 |
|-------------------------|--------|---------|-----------------------------------------------------------------------------|
| Recall or sensitivity or True positive rate (TPR) | $r$, $tpr$ | $\frac{TP}{(TP+FN)}$ | Correctly predicted failures/all true failures                              |
| False positive rate (FPR) | $fpr$ | $\frac{FP}{(FP+TN)}$ | Incorrectly predicted failures/all nonfailures                              |
| Accuracy                | $ac$   | $\frac{(TP+FN)}{(TP+FN)}$ | Correctly predicted failures/all predictions                                |
| Precision               | $pr$   | $\frac{TP}{(TP+FP)}$ | Correctly predicted failures/all predicted failures                         |
| Specificity             | $1–fpr$ | $\frac{TN}{(TN+FP)}$ | Correctly predicted nonfailures/all nonfailures                             |
| F-measure               | $fm$   | $2 \times \frac{pr \times sp}{pr+sp}$ ∈ [0, 1] | Weighted harmonic mean of precision and recall                              |
| MCC$^a$                 | $mcc$  | $\frac{(TP\times TN - FP\times FN)}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}}$ | Provides a balanced measure to measure the quality of binary classifications |

$^a$MCC, Matthews correlation coefficient.
the outcomes from the HAC and BDN models using a mapping table derived from the threefold strategy that HACs use to deal with failures. These values were entered as test variables for HAC and BDN-HAC. The BDN-HAC outcomes are mapped to either 1 or 3 to indicate failure and no failure, as it deals only with binary outcomes. Similarly, the corresponding HAC outcomes are also mapped to a binary value to indicate failure or no failure. For example, if the HAC performs a system failover and the BDN-HAC predicts no failure, these values are mapped to 1 and 3, respectively. Moreover, the state variable is set according to the expected outcome. Using this procedure, we used the actual outcomes to map and plot the ROC curves using the software package Statistical Product and Service Solutions (SPSS Statistics).

4.6 Expected outcome

Expected outcomes are results expected from the HAC when a particular type of resource fails. For example, the expected result may suggest that a resource group failover is sufficient to resolve the problem when a specific resource type fails. To assess a typical HAC outcome upon failure, we identified the set of expected outcomes. The actual outcomes of the HAC and BDN-HAC were checked against the expected outcomes to evaluate the quality of the actions taken by the HAC and the quality of the predictions by the model.

To obtain the expected outcomes, we reviewed the results and test cases that vendors and service providers published for the EA under analysis. Furthermore, we validated these outcomes with further experiments on the HAC in the testbed. Hence, the empirical evidence was obtained using the following three approaches:

1. We analyzed the HAC log files from different HAC solutions for the same type of EA architecture.
2. We performed multiple iterations of experiments in the testbed to study the results. For example, we performed failovers manually to ensure that the resource groups could failover independently, and we verified that the HAC in question could handle such failures and take suitable mitigation actions.
3. We analyzed the data produced by the experiments and derived conclusions. For example, the HAC initiated a system failover when a shared resource failed. However, in the subsequent experiments, the HAC reinitialized the resource and achieved no failure.

4.7 Evaluation of the locally manageable resource failure prediction

The evaluation of the BDN-HAC model is presented in six steps. First, we evaluated the prediction quality of the model (RQ1). Next, we assessed the model's ability to deal with incomplete data (RQ2). Third, we determined the difference in prediction quality when only critical nodes receive data compared with when noncritical nodes receive data (RQ3). Fourth, we investigated prediction quality when nodes representing established characteristics (ECs) receive data compared with nodes representing new characteristics (NCs) receive data (RQ4). Fifth, we evaluated the execution time of the BDN solution (RQ5). Finally, we investigated the runtime overhead (RQ6).

The total number of nodes in the implemented BDN-HAC model are 12, out of which ten chance nodes, two latent nodes, one utility node and one decision node. The model has in total 83 parameters and 23 states. Using the model, we employed the data sets prepared in Section 4.4 to perform the evaluation. All latent nodes were excluded when the model was inferred to ensure they did not obtain any data. The decision node “current state” was set to offline because the BDN-HAC model was constructed for use after failures of individual HAC resources. Furthermore, we employed policy evaluation as the primary algorithm for BDN inference.

We used the GeNiE modeler v3.0 as the primary tool to construct and test the BDN model, and multiple software solutions, such as SPSS Statistics, Power BI and Excel, to analyze and visualize the results.

4.7.1 Prediction quality (RQ1)

Using the experimental design for ROC analysis from Section 4.5, we plotted the ROC curves for Data Sets 1, 2, 3, and 4 (i.e., for all data sets processed by the BDN-HAC model) as depicted in Figures 9–12. The HAC outcome had 8% FN in Data Set 1 (Figure 9), indicating that the HAC performed a system failover when a service, such as a database, failed.
FIGURE 9  Receiver operating characteristic (ROC) curve indicating prediction quality for Data Set 1

FIGURE 10  Receiver operating characteristic (ROC) curve indicating prediction quality for Data Set 2

FIGURE 11  Receiver operating characteristic (ROC) curve indicating prediction quality for Data Set 3

However, the expected outcome was “manageable (no failure)” because the HAC was expected to reinitialize the resource without triggering a complete system failover.

In contrast, the BDN-HAC model detected the failure and predicted it as a locally manageable failure, and the FN became a TP. Another example is that the HAC performed a resource group failover when the resource “main instance service” was terminated as part of the fault injection in Data Set 2 (Figure 10). This event occurred only once, and in the subsequent events, the HAC restarted the same service successfully. The BDN-HAC model correctly predicted that the HAC could manage the failure locally (i.e., restart the service). In Data Set 3, both the HAC and BDN model performed identically, reaching a higher AUC (Figure 11). In Data Set 4, the HAC initiated unnecessary system failures for a shared resource failure (cluster file system), whereas the BDN-HAC treated the failure as locally manageable (no failure) (Figure 12).

We calculated the results from Data Sets 1, 2, 3, and 4, and the BDN-HAC model achieved a mean AUC that was 4.85% better (i.e., higher) than that achieved by the HAC. Furthermore, the BDN-HAC model using data sets without
stickiness (Data Sets 1 and 3) performed better than those with stickiness (Data Sets 2 and 4). For example, the BDN-HAC model using Data Set 3 with stickiness achieved the same result as the HAC. The results are summarized in Table 9. The result shows that assessing a set of characteristics can improve the prediction quality. This means there is a potential to improve the prediction quality even further by adding more relevant characteristics. However, such characteristics must be common for a major part of the HAC solutions because our objective is to create a HAC-neutral solution.

### 4.7.2 Effect of incomplete data on prediction quality (RQ2)

We analyzed the effect of incomplete data on the prediction quality by providing data to only a subset of the BDN-HAC nodes (and using the default probability distributions for other nodes). In the first step, we started with node A2. In the second step, we delivered data to both A2 and A3. In the third step, we provided data to three nodes, A2, A3, and A4, and we continued until all nodes were supplied with data in the final step.\(^1\) Figure 13 illustrates the model output as each node

\(^{1}\)The BDN uses the prior probability distribution for the nodes not provided with data, except for the latent and utility nodes.
was provided with data, and it is presented using the accuracy, F1-score, and Matthews correlation coefficient (MCC) \(^{58,59}\) evaluation metrics. Including the MCC overcomes imbalanced classes, as we noted that the data sets are imbalanced because they contain many FPs and FNs. However, the BDN-HAC model aims to eliminate FPs and FNs because the purpose of the model is to reduce the downtime for business-critical systems. Therefore, a balanced measure is required when measuring the model quality. Hence, the primary metric for measuring prediction quality with incomplete data is MCC.

A high FP percentage was observed when only \(A_2\) obtained data. For example, the percentage was 27% in Data Set 1 and 45% in Data Sets 3 and 4. This resulted in relatively high accuracy (0.4167, 0.75, and 0.5455, respectively) and F-score (0.3636, 0.8571, and 0.6667, respectively) but a low value for MCC. However, when the second node, \(A_3\), also received data, a shift from FPs to FNs occurred. We observed 58% FNs in Data Set 1 and 45% FNs in Data Sets 3 and 4. The curve shows this shift by reducing the accuracy to 0.4167 in Data Set 1. However, no change in accuracy or the F1-score occurred in Data Sets 3 and 4, but a significant change in MCC occurred. In Data Set 4, 45% of the FPs shifted to 45% FNs in \(A_3\).

### 4.7.3 Influence of critical and noncritical nodes (RQ3)

Figure 14 displays a comparison between the prediction quality achieved when only the critical nodes were supplied with data, and that achieved when only the noncritical nodes were supplied with data. The number of noncritical nodes is five (\(A_2, A_4, B_2, B_3,\) and \(B_4\)), whereas the number of critical nodes is three (\(A_3, A_5,\) and \(C_1\)). However, the three critical nodes have a higher influence than the five noncritical nodes due to weight assignment. In Data Set 1, the data to critical nodes results in 27% FPs, whereas for noncritical notes, the outcome was 9% FNs and 18% FPs. This results, in general, in higher values for critical nodes across all the evaluation metrics, as depicted in Figure 14. A similar pattern was observed in all data sets. For example, we observed 9% FNs for critical nodes in Data Set 4, but the figures were 9% FNs and 40% FPs for noncritical nodes, which results in a negative value for MCC for noncritical nodes. Therefore, when data are supplied only to noncritical nodes, it tends to create more FPs, while when data are supplied only to critical nodes, it creates FNs. These results indicate that incomplete data, primarily when very few noncritical nodes are supplied with data, provide poor predictions. Moreover, the results demonstrate that whenever the next node that receives data is critical, it shifts the FPs to FNs in most cases (i.e., \(A_3\) and \(A_5\)), which results in negative values for MCC. Further, the results confirm that critical nodes play a crucial role in providing prediction capabilities for the BDN-HAC model.
4.7.4 Established versus new characteristics (RQ4)

As described in Section 3, the BDN nodes take into account two types of HAC characteristics, namely characteristics also used outside of our project (which we termed “established characteristics” or ECs) and characteristics proposed by this project (which we term “new characteristics” or NCs). There are three EC nodes (A2, A4, and A5), and the fourth node is a decision node for which a negative decision to indicate failure is assumed. The NCs consists of five nodes (C1, A3, B2, B3, and B4). We investigated the BDN-HAC prediction quality when only EC nodes receive data and compared the result to the scenario when only the NC nodes receive data. Figure 15 depicts the results from the evaluation. There are 17% FPs in ECs compared to 25% FNs in NCs in DataSet 1, and a similar pattern can be observed in DataSet 2. As shown in Figure 15(a) and (b), accuracy is reduced in NCs as a result. However, significant changes exist in DataSet 3, which indicates that ECs have 45% FPs but 9% FNs, resulting in lower values for ECs across all evaluation metrics except for sensitivity.

Similarly, 45% FPs could be observed in ECs, whereas 9% FPs and 9% FNs in NCs could be observed in DataSet 4. However, ECs have only one critical node (A5), whereas NCs have two (C1 and A3), and this could influence the outcome considerably. Overall, the results reveal that NCs improve the prediction quality. For example, if the accuracy is 0.69 with EC nodes, the quality is improved by 32% when NCs are introduced (DataSet 3).

4.7.5 Execution time (RQ5)

Measuring the execution time of the complete BDN solution requires that both components, the BDN-HAC model and the BPFP component, are considered. We measured both components independently first, and then we combined the results to present the overall execution time.

Three steps are associated with using the BDN-HAC model to obtain predictions: BDN input, BDN inference and BDN output. The BDN input transfers data to the BDN model to be processed, and the BDN inference performs the actual model execution using data from the previous step. Subsequently, the outcome is interpreted as either a locally
manageable failure or not and outputted to take appropriate action. The mean execution time when all steps and data sets are considered is 84 ms, which were obtained from running the experiments on a computer with a 3.4 GHz Intel Core i7 and 64 GB of memory running Windows 10. The BDN-HAC model requires, on average, 1ms to complete the inference as the model is small (with only 12 nodes) and employs a utility node with predefined preferences, which reduces the computational complexity. The BDN input and output execution times are higher because they correspond to steps that convert the input/output values of the BDN.

The evaluation result indicates that the BDN-HAC module’s execution time is negligible. Furthermore, a significant part of the execution times associated with “BDN input” and “BDN output” would be eliminated if the BDN-HAC was integrated into a future HAC solution, as in that case, the reading and processing of the logs would be replaced by using events received by the HAC.

Similar to the BDN-HAC, the BPFP component consists of several steps, and the mean execution time for the different steps of the BPFP is 4.5 s. The polling functionality, to use the log interface to poll and extract data from HAC logs, stands out and consumes a sizeable portion of the total runtime of the BPFP component with an interval between 2 and 10 s. In contrast, the maximum execution time for each of the other BPFP elements is less than 0.07 s. Although the polling interval is set to 10 s, extracting the failure information can occur earlier because a failure can occur close to the polling time.

When considering all the execution steps in all the related data sets, we obtain 1.84% for the BDN-HAC model and 98.16% for the BPFP component. The execution time of the BPFP contributes to a significant portion of the overall execution time for the BDN solution. The total time required by the BPFP component is a concern, particularly the polling time. However, the polling time can be increased, which should reduce the overall time required by the solution. Moreover, if the BDN-HAC solution is integrated with HACs in the future, it will eliminate the polling time because the HAC will pass the failure information directly to the BDN-HAC in that case.

FIGURE 15 Comparison of prediction quality between established characteristics (ECs) and new characteristics (NCs) for (A) Data Set 1, (B) Data Set 2, (C) Data Set 3, and (D) Data Set 4
4.7.6 Runtime overhead (RQ6)

Similar to measuring the execution time, we also measured the runtime overhead associated with the complete solution comprising the BDN-HAC model and the BPFP component. We used GeNiE modeler to perform inference on a computer with a 3.4 GHz Intel Core i7 and 64 GB of memory running Windows 10. The two steps, BDN input and BDN output, were executed using Linux scripts in the testbed. We measured the CPU utilization and memory by monitoring the utilization at the process level and the CPU utilization was experienced for a period of <85 ms. The median values for the BDN input are 0.20%, 0.28%, 0.27%, and 0.26% for Data Sets 1, 2, 3, and 4, respectively. The maximum values are 0.32%, 0.42%, 0.42%, and 0.41%. The BDN inference also has little CPU utilization, and the maximum values are 0.40%, 0.50%, 0.42%, and 0.42%. The reason could be that the BDN model has only 89 parameters, and thus it does not require complex runtime calculations. The BDN output has the lowest utilization of all three, and the maximum values are 0.20%, 0.36%, 0.35%, and 0.38%. The evaluation of execution time demonstrates that it rarely exceeds 100 ms, which does not add significant time to the overall execution time of the BDN-HAC solution.

The evaluation of the memory utilization (measured in KB) shows that the BDN inference has the highest utilization, indicated by the maximum values (68, 63, 68, and 68 KB) in the four data sets. Comparatively, the other two steps used less memory because they dealt with fewer variables. The BDN input processes data for only those variables that the BDN model requires. Moreover, the BDN output has only the utility value from the BDN-HAC model. Even if the maximum memory utilization for all three steps is combined, it is still less than 180 KB. However, considering that each step is executed sequentially, the computational overhead associated with the CPU and memory is only linked to one step at a time. Therefore, the conclusion is that the overhead associated with executing all three steps of the BDN-HAC model is negligible.

We evaluated the runtime overhead of the BPFP component by measuring the individual elements. The CPU utilization was experienced for a period of <5.27 s for the duration of the BPFP execution times. The polling component stands out from other components because it uses consistently more CPU resources. The maximum utilization is 0.9% across all data sets, and the median is 0.7%. Overall, the results indicate negligible CPU utilization for all components except for polling. However, because polling was scheduled to run every 10 s, sometimes a polling process may create a new process while the previous one is still running, explaining the standout behavior.

The memory utilization of the BPFP (measured in KB) shows a mean value of 120 KB for all the steps associated with the BPFP component and all data sets. The median value for polling is between 66 and 77 KB. The results reveal that the memory utilization by the BPFP is very low.

The combined view of resource utilization demonstrates that the BDN-HAC and the BPFP add little overhead. The components of these two are executed sequentially; therefore, CPU utilization is not cumulative. The memory utilization tends to be sequential, as the next component is initiated only when the previous component is finished. Therefore, even the combined memory utilization is considered low.

4.8 Threats to validity

We identified several construct, internal and external threats that could affect the validity of the evaluation presented in this section:

- **Construct validity**—The experiments were conducted using one primary HAC solution. The different HAC solutions available have distinct characteristics that can influence the prediction outcome. To reduce this threat, we used logs from multiple HAC solutions to develop the BDN-HAC model. Furthermore, we evaluated our BDN-HAC model using a HAC solution with different configurations of HAC, such as stickiness, to ensure that the evaluation captures the behavior of multiple types of HACs.
- **Internal validity**—While the empirical evaluation of the BDN-HAC was performed in a production-like environment, with a complete ERP solution, only data from one EA were used in the evaluation. To mitigate this threat, we used data from multiple HAC solutions to develop the solution.
- **External validity**—The testbed does not have all the possible components, redundancy setups and related configurations required to fully mirror an environment for hosting a business-critical system. For example, a business-critical setup typically requires a separate network to be set up to allow quorum communication, but we could not provide
that in the public cloud. Another example is that a business-critical system may use a quorum with a redundant setup using external devices. However, we could only deploy a quorum on the two available nodes. Therefore, HACs may perform better than in the evaluation results presented. To mitigate this threat, we set up the testbed as close as possible to an environment used to support a business-critical system. Moreover, our objective is to demonstrate this new approach using probabilistic reasoning and improved detection and prediction capabilities. Therefore, the overall solutions are expected to perform better when the BDN-HAC model is deployed on HACs.

4.9 | Discussion

We carried out an extensive evaluation of our BDN-HAC solution by assessing its response to over 200 failures (#Instances in Table 7) injected across 19 distinct test cases (Section 4.3). Most test cases have a single failure injection but some test cases include two failure injections to evaluate the effect of two resources simultaneously failing. When the first failure resulted in either a resource group failover or system failover, the result of the second failure injection became unobservable. Thus, those failure injections affected by this were not considered. Out of the remaining failures, the HAC reinitialized 65 resources and carried out one resource group failover and 36 system failovers. The BDN-HAC model correctly predicted that 70 failures could be managed locally and 32 were unmanageable locally. The BDN-HAC produced more true positives (TPs) and fewer true negatives (TNs) compared to the results of the HAC because it considered the additional properties introduced in this article as follows:

- The HAC performed four system failovers for a critical resource (database service) that could be reinitialized. The BDN-HAC produced TPs for all of them, considering the properties in Groups 1 and 2, as described in Section 3.
- Two failures associated with noncritical resources led to a resource group failover by the HAC. In contrast, the BDN-HAC produced TPs for all, considering property Group 3.
- Two test cases were used to inject failures consecutively five times on a resource with self-healing capabilities (the redundancy factor in Table 1). The application reinitialized the resource rapidly for all 60 of these failures. The first three fault injections in the same test case were quickly remedied within under 100 ms, but the application required a longer time for the last two. The HAC was not aware of any of the failures or self-healing capability provided by the application. However, when the delay in reinitializing the resource by the application in the later part of the fault injections coincided with the HAC’s monitoring interval for that resource, the HAC could identify the failures and record them in the log file. The HAC then reinitialized the resource, although the application had already reinitialized it.

The conclusion is that the BDN-HAC solution exploits the capabilities provided by HAC, EA and other properties to significantly reduce downtime compared with the HAC in the testbed.

4.10 | Lessons learned

In this section, we present the key lessons learned from developing and evaluating the proposed BDN-HAC model:

- A model that works with HAC failures must understand how the HAC behaves when a particular failure occurs because it otherwise leads to incorrect predictions. We studied the behavior of HACs extensively to develop a way to capture the behavior using a set of characteristics. Similar studies are required when extending the model or developing a new BDN model to work in other areas.
- The use of FMEA to identify the effect of individual characteristics on latent (target) variables and translate the outcome into related weights provides the flexibility to add more characteristics. However, relative weights must be identified correctly because, otherwise, it may increase the risk of an incorrect prediction. Similarly, connecting multiple variables to a latent variable requires an analysis of the relationship between the variables and the latent variable, and FMEA can effectively achieve this.
• Although the model is developed to handle incomplete data, the expectation is that complete data are delivered to the model; thus, there is no problem with incomplete data. For this to work, the corresponding environment using BPFP must be set up so that the runtime can prepare the data associated with most data.

• The BDN-HAC model is a white box model that allows following the visual decision paths, and we used this information to understand the reasoning and improve the model.

• Accurate reasoning with BDN requires that the relative weights and preferences are calculated correctly and assigned to the nodes, ensuring that latent nodes do not receive data but represent only conditional probabilities in chance nodes.

5 RELATED WORK

Failure detection and prediction at the component level are widely researched in such fields as cloud, grid, and high-performance computing (HPC) using various techniques, such as artificial intelligence (AI), machine learning (ML), and rule-based and probabilistic models.32,60,61 The common attributes of such environments are that they often consist of many server nodes and manage and process critical data.62 Thus, the failure of the SPOF components may have a severe cost, such as the loss of revenue when a corresponding application is unavailable.3 Therefore, studies have focused on predicting component-level failures for the SPOF to take appropriate actions before a component failure occurs.

The SPOF components in data centers include network devices, disks and server components, such as CPU and memory. Failure prediction for these components can significantly improve the availability of the systems using the components. Shenglin et al.63 proposed a tool, PreFix, which predicts potential failures in network switches. The tool uses a random forest algorithm to learn from historical system logs (syslogs) and subsequently uses it to match entries from the real-time syslog to provide a prediction. The tool was compared with two other models employing a spectrum-kernel support vector machine and hidden semi-Markov model, outperforming both in accuracy. The disk is considered a component of servers or systems and is also an essential component in data centers. Xiao et al.64 proposed an online failure prediction model for disks that uses an online random forest algorithm. The online model was updated incrementally to ensure that recent data were captured, and the online approach provided better failure prediction than the off-line random forest approach. The team conducted experiments, revealing that the online model could achieve a failure detection rate of 93% to 99% with reasonably low false alarm rates. Watanabe et al.65 experimented with a method to predict failures that learn message patterns as failure signs by classifying messages in virtual environments in a cloud data center. The method predicted failures with 80% precision and 90% recall.

Both HPC and grid computing are typically large scale and require that components are protected at several levels. A head node in an HPC system is considered an SPOF component, whereas the individual nodes are not. However, failure prediction considering both aspects can potentially improve the availability of such systems. Ashraf et al.66 employed an ML technique to derive application fault propagation models so that the number of corrupted memory locations at runtime can be estimated in HPC applications. Moreover, Platini et al.67 proposed an ML model to predict CPU overheating in HPC systems using a gradient boosting tree algorithm. The model employs temperature variation trends and predicted 76% of the overheating events 5 min in advance with a precision of 76%. Anwesha et al.68 created the technique called Desh to analyze HPC logs to predict failures. The solution uses a three-phase deep learning approach to train, re-train and predict the failure of nodes. The experimental evaluation results demonstrated that the solution could provide a lead time of 3 min with 85% recall and 83% accuracy. The lead time can be used to take proactive actions on the failing nodes.

While grid computing and HPC are indicators for large-scale computing, failure prediction models appear efficient even with small but critical solutions, such as safety-critical systems. For instance, Baldoni et al.69 tested a model using a hidden Markov model (HMM) to predict failures in a safety-critical system (air traffic control system). The results revealed that failures could be accurately predicted within a few hundred seconds before the failure occurred. Dangut et al.70 developed a technique based on deep reinforcement learning to predict extremely rare failures in complex aircraft systems. The technique used aircraft central maintenance system logs to predict failures. Experiments using data sets from aircraft central maintenance systems indicated that the technique provides superior performance with a 20.3% improvement in the geometric mean and a 97% reduction in the false-positive rate. Wang et al.71 developed a BN model to predict weather-related failures in railway turnout systems, and the model demonstrated high accuracy. The BNs were successfully employed to predict system failures of numerous interconnected components because BNs can represent both components and the system.72 In addition, Sucar et al.73 created a methodology for modeling the reliability of complex systems based on BNs, using probability propagation techniques to obtain the system reliability. Pitakrat et al.74
proposed a model for predicting the likelihood of a component failure, and both hardware and software components were evaluated. The result is passed to another model to propagate the failure and predict the component failure effects on the system. Thus, the component failure prediction model was part of an architecture-aware online failure prediction approach called Hora, and the complete approach improved the area under the ROC curve by 9.9% compared with the outcome of a monolithic approach.

However, there has been limited study of failure prediction at the resource level in the context of HACs. The High Availability Open Source Cluster Application Resource (HA-OSCAR) research program aimed to deliver HA services to SPOF components of HPC and investigated the prediction of hardware components using a hardware platform interface (HPI). This interface captures events associated with hardware; thus, the initiative collects such information, analyses it and predicts the potential failures of hardware components. Using the HA-OSCAR HAC, Lee et al. proposed a stochastic model to predict the SPOF components of HPC (head node). Although the primary focus has been predicting potential failures of SPOF components of HACs, studies have also been conducted to identify potential failures of nodes in HACs. In addition, Cheng et al. proposed a model to detect sick nodes and predict the time-to-failure of nodes in a clustered solution.

BDNs are frequently used to optimize the decision-making process under uncertainty in disciplines, such as engineering, medicine, biology, and information technology. BDNs are also ideal for reducing risk in the decision-making process because risk is associated with uncertainty. For instance, risk can be expressed as a product of likelihood and consequence, which BDNs can represent.

In economics, BDNs are used to reduce risk (e.g., invest in a new product with minimum risk). Similarly, reducing risks in projects and other implementation initiatives allows one to choose the option that reduces the risk significantly. The BDNs are also widely studied to support complex decision-making processes where a large volume of interconnected data must be evaluated. For instance, Seixas et al. proposed a BDN model to support diagnosing Alzheimer’s disease (AD) and mild cognitive impairment (MCI). The models exhibit better results for diagnosing MCI when compared with many of the well-known classifiers and competitive results for dementia and AD. Similarly, Neapolitan et al. developed a BDN model to determine whether kidney transplants are beneficial for a particular group of patients by evaluating the likelihood of treatment success.

BDNs are also used in combination with other techniques. For instance, Seixas et al. combined a BDN-based clinical guideline-based system with a rule-based system. Another discipline that uses BDNs to address complex decision-making processes is engineering. For example, Rashid et al. used a BDN model to investigate oil system failure analysis in helicopters, focusing on random failure probabilities. In an example from IT, Christoforou et al. successfully used a BDN model to investigate and determine cloud adaptability for IT services.

To summarize, many studies have explored BDN to support the complex decision-making process under uncertainty. However, no HAC solutions use any form of BDNs. Moreover, we could not find any HAC-related research initiatives that employ BDNs or other stochastic decision models. Hence, to the best of our knowledge, the approach proposed in this article is the first to construct a BDN model to improve detection capabilities of HAC resource failures and predict whether resource-level HAC failures are manageable based on evaluations of the key characteristics of the HAC resources.

6 | CONCLUSION AND FUTURE WORK

Multiple challenges stand in the way of ensuring the availability of modern EAs. Some of these come from the significant changes in EA deployment patterns, such as moving applications to public clouds. Other challenges arise from changes in the architecture composition of EAs, for instance, from the transition to microservice-based solutions and the integration of new fault-tolerance capabilities (e.g., self-healing) so that the application itself can manage some SPOF components. As such, HACs must continue to evolve to address these challenges while improving the availability of protected applications.

The HAC solution-independent BDN-HAC model introduced in this article is intended to enable future HACs in this endeavor in three ways. First, the model more accurately detects failures. Second, it enables the prediction of locally manageable resource failures. Third, combining the first and second capabilities, the model improves the decision-making capabilities of HACs.

We evaluated the prediction quality of the BDN-HAC model using the testbed environment and showed that the prediction provided by the improved availability of the EA when compared with an established HAC solution used as a baseline. Moreover, we also investigated the impact of incomplete data and demonstrated that it significantly affected the prediction quality. We also evaluated the scenario when critical nodes (nodes with a high weight factor) received data
and compared this to the scenario when noncritical nodes were supplied with data. The experimental results confirmed that the critical nodes play a vital role in the BDN-HAC model. Similarly, we tested the differences between the existing characteristics and new characteristics of the BDN-HAC model, and showed that the new characteristics improved the prediction quality more than the existing characteristics. Furthermore, we measured the computational overhead and execution time associated with the model. We found very little overhead (CPU and memory utilization), and the execution time is also on the order of milliseconds, which is acceptable for the intended use of this model.

In the future, we aim to integrate the BDN-HAC model with HAC solutions that can simplify the decision-making process of HACs, resulting in faster failure mitigation times and reduced overhead. In this article, we demonstrated that a BDN utility output could represent the probability of managing failure locally at two levels, manageable or unmanageable. This shows that the utility output can be correlated to the different levels of failures. Therefore, it is worth exploring and interpreting the utility outcomes at a granular level, which can then be connected to multiple failure states of a resource. This has the potential to improve the prediction quality in the BDN-HAC model.

Moreover, considering additional HAC characteristics in the BDN-HAC model could improve the detection and prediction qualities. For example, the self-protection ability provided by modern EAs to block cyberattacks and avoid potential downtime caused by such attacks\cite{100,101} can also be added as a new characteristic.
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