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Abstract. In this paper we show existence of solutions for some elliptic problems with nonlocal diffusion by means of nonvariational tools. Our proof is based on the use of topological degree, which requires a priori bounds for the solutions. We obtain the a priori bounds by adapting the classical scaling method of Gidas and Spruck. We also deal with problems involving gradient terms.

1. Introduction

Nonlocal diffusion problems have received considerable attention during the last years, mainly because their appearance when modelling different situations. To name a few, let us mention anomalous diffusion and quasi-geostrophic flows, turbulence and water waves, molecular dynamics and relativistic quantum mechanics of stars (see [11, 20, 29, 57] and references therein). They also appear in mathematical finance (cf. [3, 9, 28]), elasticity problems [51], thin obstacle problem [15], phase transition [11, 13, 54], crystal dislocation [31, 58] and stratified materials [46].

A particular class of nonlocal operators which have been widely analyzed is given, up to a normalization constant, by

\[
(-\Delta)_K^s u(x) = \int_{\mathbb{R}^N} \frac{2u(x) - u(x+y) - u(x-y)}{|y|^{N+2s}} K(y) dy,
\]

where \(s \in (0,1)\) and \(K\) is a measurable function defined in \(\mathbb{R}^N\) \((N \geq 2)\). A remarkable example of such operators is obtained by setting \(K = 1\), when \((-\Delta)_K^s\) reduces to the well-known fractional Laplacian (see [56, Chapter 5] or [30, 39, 52] for further details). Of course, we will require the operators \((-\Delta)_K^s\) to be elliptic, which in our context means that there exist positive constants \(\lambda \leq \Lambda\) such that

\[
\lambda \leq K(x) \leq \Lambda \quad \text{in } \mathbb{R}^N
\]

(cf. [18]). While there is a large literature dealing with this class of operators, very little is known about existence of solutions for nonlinear problems, except for cases where variational methods can be employed (see for instance [11, 13, 51] and references therein).

But when the problem under consideration is not of variational type, for instance when gradient terms are present, as far as we know, results about existence of solutions are very scarce in the literature. Thus our objective is to find a way to show existence of solutions for some problems under this assumption. For this aim, we will resort to the use of the fruitful topological methods, in particular Leray-Schauder degree.
It is well-known that the use of these methods requires the knowledge of
the so-called a priori bounds for all possible solutions. Therefore we will be
mainly concerned with the obtention of these a priori bounds for a particular
class of equations. A natural starting point for this program is to consider
the problem:

\[
\begin{cases}
(-\Delta)^s_K u = u^p + g(x, u) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

where $\Omega \subset \mathbb{R}^N$ is a smooth bounded domain, $p > 1$ and $g$ is a perturbation
term which is small in some sense. Under several expected restrictions on
$g$ and $p$ we will show that all positive solutions of this problem are a priori
bounded. The most important requirement is that $p$ is subcritical, that is

\[
1 < p < \frac{N + 2s}{N - 2s}
\]

and that the term $g(x, u)$ is a small perturbation of $u^p$ at infinity. By
adapting the classical scaling method of Gidas and Spruck ([35]) we can
show that all positive solutions of (1.2) are a priori bounded.

An important additional assumption that we will be imposing on the
kernel $K$ is that

\[
\lim_{x \to 0} K(x) = 1.
\]

It is important to clarify at this moment that we are always de aling with
viscosity solutions $u \in C(\mathbb{R}^N)$ in the sense of [18], although in some cases
the solutions will turn out to be more regular with the help of the regularity
theory developed in [18, 19].

With regard to problem (1.2), our main result is the following:

**Theorem 1.** Assume $\Omega$ is a $C^2$ bounded domain of $\mathbb{R}^N$, $N \geq 2$, $s \in (0,1)$
and $p$ verifies (1.3). Let $K$ be a measurable kernel that satisfies (1.1) and (1.4). If $g \in C(\Omega \times \mathbb{R})$
verifies

\[
|g(x, z)| \leq C|z|^r \quad x \in \Omega, \ z \in \mathbb{R},
\]

where $1 < r < p$, then problem (1.2) admits at least a positive viscosity
solution.

It is to be noted that the scaling method requires on one side of good
estimates for solutions, both interior and at the boundary, and on the other
side of a Liouville theorem in $\mathbb{R}^N$. In the present case interior estimates are
well known (cf. [18]), but good local estimates near the boundary do not
seem to be available. We overcome this problem by constructing suitable
barriers which can be controlled when the scaled domains are moving. It is
worthy of mention at this point that the corresponding Liouville theorems
are already available (cf. [60, 25, 43, 32]).

Let us also mention that we were not aware of any work dealing with the
question of a priori bounds for problem (1.2); however, when we were com-
pleting this manuscript, it has just come to our attention the very recent
preprint [24], where a priori bounds for smooth solutions are obtained in
problem (1.2) with $K = 1$ and $g = 0$ (but no existence is shown). On the
other hand, it is important to mention the papers [12, 14, 26, 27], where a
priori bounds and Liouville results have been obtained for related operators, like the “spectral” fractional laplacian. To see some differences between this operator and \((-\Delta)^s\), obtained by setting \(K = 1\) in the present work, see for instance [18]. In all the previous works dealing with the spectral fractional Laplacian, the main tool is the well-known Caffarelli-Silvestre extension obtained in [17]. This tool is not available for us here, hence we will treat the problem in a nonlocal way with a direct approach.

As we commented before, we will also be concerned with the adaptation of the previous result to some more general equations. More precisely, we will study the perturbation of equation (1.2) with the introduction of gradient terms, that is,

\[
\begin{align*}
(-\Delta)^s_K u &= u^p + h(x, u, \nabla u) \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\end{align*}
\]

For the type of nonlocal equations that we are analyzing, a natural restriction in order that the gradient is meaningful is \(s > \frac{1}{2}\). However, there seem to be few works dealing with nonlocal equations with gradient terms (see for example [2, 4, 10, 20, 22, 23, 37, 53, 54, 59]).

It is to be noted that, at least in the case \(K = 1\), since solutions \(u\) are expected to behave like \(\text{dist}(x, \partial \Omega)^s\) near the boundary by Hopf’s principle (cf. [45]), then the gradient is expected to be singular near \(\partial \Omega\). This implies that the standard scaling method has to be modified to take care of this singularity. We achieve this by introducing some suitable weighted norms which have been already used in the context of second order elliptic equations (cf. [36]).

However, the introduction of this weighted norms presents some problems since the scaling needed near the boundary is not the same one as in the interior. Therefore we need to split our study into two parts: first, we obtain “rough” universal bounds for all solutions of (1.5), by using the well-known doubling lemma in [41]. Since our problems are nonlocal in nature this forces us to strengthen the subcriticality hypothesis (1.3) and to require instead

\[
1 < p < \frac{N}{N - 2s}
\]

(cf. Remarks 1 (b) in Section 3). After that, we reduce the obtention of the a priori bounds to an analysis near the boundary. With a suitable scaling, the lack of a priori bounds leads to a problem in a half-space which has no solutions according to the results in [43] or [32].

It is worth stressing that the main results in this paper rely in the construction of suitable barriers for equations with a singular right-hand side, which are well-behaved with respect to suitable perturbations of the domain (cf. Section 2).

Let us finally state our result for problem (1.5). In this context, a solution of (1.5) is a function \(u \in C^1(\Omega) \cap C(\mathbb{R}^N)\) vanishing outside \(\Omega\) and verifying the equation in the viscosity sense.

**Theorem 2.** Assume \(\Omega\) is a \(C^2\) bounded domain of \(\mathbb{R}^N\), \(N \geq 2\), \(s \in \left(\frac{1}{2}, 1\right)\) and \(p\) verifies (1.6). Let \(K\) be a measurable kernel that satisfies (1.1) and

\[
\begin{align*}
(-\Delta)^s_K u &= u^p + h(x, u, \nabla u) \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\end{align*}
\]
\[ h(x, z, \xi) \leq C(|z|^r + |\xi|^t), \quad x \in \Omega, \ z \in \mathbb{R}, \ \xi \in \mathbb{R}^N, \]

where \( 1 < r < p \) and \( 1 < t < \frac{2sp}{p+2s-1} \), then problem (1.5) admits at least a positive solution.

The rest of the paper is organized as follows: in Section 2 we recall some interior regularity results needed for our arguments, and we solve some linear problems by constructing suitable barriers. Section 3 is dedicated to the obtention of a priori bounds, while in Section 4 we show the existence of solutions that is, we give the proofs of Theorems 1 and 2.

2. Interior regularity and some barriers

The aim of this section is to collect several results regarding the construction of suitable barriers and also some interior regularity for equations related to (1.2) and (1.5). We will use throughout the standard convention that the letter \( C \) denotes a positive constant, probably different from line to line.

Consider \( s \in (0, 1) \), a measurable kernel \( K \) verifying (1.1) and (1.4) and a \( C^2 \) bounded domain \( \Omega \). We begin by analyzing the linear equation

\[ (-\Delta)^s u = f \quad \text{in} \ \Omega, \]

where \( f \in L^\infty_{\text{loc}}(\Omega) \). As a consequence of Theorem 12.1 in [18] we get that if \( u \in C(\Omega) \cap L^\infty(\mathbb{R}^N) \) is a viscosity solution of (2.1) then \( u \in C^\alpha_{\text{loc}}(\Omega) \) for some \( \alpha \in (0, 1) \). Moreover, for every ball \( B_R \subset \subset \Omega \) there exists a positive constant \( C = C(N, s, \lambda, \Lambda, R) \) such that:

\[ \|u\|_{C^\alpha_{\text{loc}}(\Omega)} \leq C \|f\|_{L^\infty(B_R)} + \|u\|_{L^\infty(\mathbb{R}^N)}. \]

The precise dependence of the constant \( C \) on \( R \) can be determined by means of a simple scaling, as in Lemma 5 below; however, for interior estimates this will be of no importance to us. When \( s > \frac{1}{2} \), the Hölder estimate for the solution can be improved to obtain an estimate for the first derivatives. In fact, as a consequence of Theorem 1.2 in [38], we have that \( u \in C^1_{\text{loc}}(\Omega) \), for some \( \beta = \beta(N, s, \lambda, \Lambda) \in (0, 1) \). Also, for every ball \( B_R \subset \subset \Omega \) there exists a positive constant \( C = C(N, s, \lambda, \Lambda, R) \) such that:

\[ \|u\|_{C^1_{\text{loc}}(\Omega)} \leq C \left( \|f\|_{L^\infty(B_R)} + \|u\|_{L^\infty(\mathbb{R}^N)} \right). \]

Both estimates will play a prominent role in our proof of a priori bounds for positive solutions of (1.2) and (1.5).

Next we need to deal with problems with a right hand side which is possibly singular at \( \partial \Omega \). For this aim, it is convenient to introduce some norms which will help us to quantify the singularity of both the right hand sides and the gradient of the solutions in case \( s > \frac{1}{2} \).

Let us denote, for \( x \in \Omega, \ d(x) = \text{dist}(x, \partial \Omega) \). It is well known that \( d \) is Lipschitz continuous in \( \Omega \) with Lipschitz constant 1 and it is a \( C^2 \) function in a neighborhood of \( \partial \Omega \). We modify it outside this neighborhood to make it a \( C^2 \) function (still with Lipschitz constant 1), and we extend it to be zero outside \( \Omega \).
Now, for $\theta \in \mathbb{R}$ and $u \in C(\Omega)$, let us denote (cf. Chapter 6 in [36]):

$$\|u\|_0^{(\theta)} = \sup_{\Omega} d(x)^\theta |u(x)|.$$  

When $u \in C^1(\Omega)$ we also set

(2.4)  $$\|u\|_1^{(\theta)} = \sup_{\Omega} \left( d(x)^\theta |u(x)| + d(x)^{\theta+1} |\nabla u(x)| \right).$$

Then we have the following existence result for the Dirichlet problem associated to (2.1).

**Lemma 3.** Assume $\Omega$ is a $C^2$ bounded domain, $0 < s < 1$ and $K$ is a measurable function verifying (1.1) and (1.4). Let $f \in C(\Omega)$ be such that $\|f\|_0^{(\theta)} < +\infty$ for some $\theta \in (s, 2s)$. Then the problem

(2.5)  $$\begin{cases} (-\Delta)^s K u = f & \text{in } \Omega, \\ u = 0 & \text{in } \mathbb{R}^N \setminus \Omega, \end{cases}$$

admits a unique viscosity solution. Moreover, there exists a positive constant $C$ such that

(2.6)  $$\|u\|_0^{(\theta-2s)} \leq C \|f\|_0^{(\theta)}.$$

Finally, if $f \geq 0$ in $\Omega$ then $u \geq 0$ in $\Omega$.

The proof of this result relies in the construction of a suitable barrier in a neighborhood of the boundary of $\Omega$ which we will undertake in the following lemma. This barrier will also turn out to be important to obtain bounds for the solutions when trying to apply the scaling method. It is worthy of mention that for quite general operators, the lemma below can be obtained provided that $\theta$ is taken close enough to $2s$ (cf. for instance Lemma 3.2 in [34]). But the precise assumptions we are imposing on $K$, especially (1.4), allow us to construct the barrier in the whole range $\theta \in (s, 2s)$.

In what follows, we denote, for small positive $\delta$,

$$\Omega_\delta = \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \delta \},$$

and $K_\mu(x) = K(\mu x)$ for $\mu > 0$.

**Lemma 4.** Let $\Omega$ be a $C^2$ bounded domain of $\mathbb{R}^N$, $0 < s < 1$ and $K$ be measurable and verify (1.1) and (1.4). For every $\theta \in (s, 2s)$ and $\mu_0 > 0$, there exist $C_0, \delta > 0$ such that

$$(-\Delta)^s_{K_\mu} d^{2s-\theta} \geq C_0 d^{-\theta} \quad \text{in } \Omega_\delta,$$

if $0 < \mu \leq \mu_0$.

**Proof.** By contradiction, let us assume that the conclusion of the lemma is not true. Then there exist $\theta \in (s, 2s)$, $\mu_0 > 0$, sequences of points $x_n \in \Omega$ with $d(x_n) \to 0$ and numbers $\mu_n \in (0, \mu_0)$ such that

(2.7)  $$\lim_{n \to +\infty} d(x_n)^\theta (-\Delta)^s_{K_{\mu_n}} d^{2s-\theta}(x_n) \leq 0.$$
Denoting for simplicity \(d_n := d(x_n)\), and performing the change of variables \(y = d_n z\) in the integral appearing in (2.11), we obtain

\[
\int_{\mathbb{R}^N} 2 - \left(\frac{d(x_n + d_n z)}{d_n}\right)^{2s-\theta} - \left(\frac{d(x_n - d_n z)}{d_n}\right)^{2s-\theta} |z|^{N+2s} K(\mu_n d_n z) dz \leq o(1).
\]

Before passing to the limit in this integral, let us estimate it from below. Observe that when \(x_n + d_n z \in \Omega\), we have by the Lipschitz property of \(d\) that \(d(x_n + d_n z) \leq d_n (1 + |z|)\). Of course, the same is true when \(x_n + d_n z \notin \Omega\) and it similarly follows that \(d(x_n - d_n z) \leq d_n (1 + |z|)\). Thus, taking \(L > 0\) we obtain for large \(n\)

\[
\int_{|z| \geq L} 2 - \left(\frac{d(x_n + d_n z)}{d_n}\right)^{2s-\theta} - \left(\frac{d(x_n - d_n z)}{d_n}\right)^{2s-\theta} |z|^{N+2s} K(\mu_n d_n z) dz
\]

\[
\geq -2\Lambda \int_{|z| \geq L} \left(1 + |z|\right)^{2s-\theta} |z|^{N+2s} dz.
\]

On the other hand, since \(d\) is smooth in a neighborhood of the boundary, when \(|z| \leq L\) and \(x_n + d_n z \in \Omega\), we obtain by Taylor’s theorem

\[
d(x_n + d_n z) = d_n + d_n \nabla d(x_n) z + \Theta_n(d_n, z)d_n^2 |z|^2,
\]

where \(\Theta_n\) is uniformly bounded. Hence

\[
d(x_n + d_n z) \leq d_n + d_n \nabla d(x_n) z + C d_n^2 |z|^2.
\]

Now choose \(\eta \in (0, 1)\) small enough. Since \(d(x_n) \to 0\) and \(|\nabla d| = 1\) in a neighborhood of the boundary, we can assume that

\[
\nabla d(x_n) \to e \text{ as } n \to +\infty \text{ for some unit vector } e.
\]

Without loss of generality, we may take \(e = e_N\), the last vector of the canonical basis of \(\mathbb{R}^N\). If we restrict \(z\) further to satisfy \(|z| \leq \eta\), we obtain

\[
1 + \nabla d(x_n) z \sim 1 + z_N \geq 1 - \eta > 0 \text{ for large } n, \text{ since } |z_N| \leq |z| \leq \eta.
\]

Therefore, the right-hand side in (2.11) is positive for large \(n\) (depending only on \(\eta\)), so that the inequality (2.11) is also true when \(x_n + d_n z \notin \Omega\). Moreover, by using again Taylor’s theorem

\[
(1 + \nabla d(x_n) z + C d_n |z|^2)^{2s-\theta} \leq 1 + (2s - \theta) \nabla d(x_n) z + C |z|^2,
\]

for large enough \(n\). Thus from (2.11),

\[
\left(\frac{d(x_n + d_n z)}{d_n}\right)^{2s-\theta} \leq 1 + (2s - \theta) \nabla d(x_n) z + C |z|^2,
\]

for large enough \(n\). A similar inequality is obtained for the term involving \(d(x_n - d_n z)\). Therefore we deduce that

\[
\int_{|z| \leq \eta} \frac{2 - \left(\frac{d(x_n + d_n z)}{d_n}\right)^{2s-\theta} - \left(\frac{d(x_n - d_n z)}{d_n}\right)^{2s-\theta}}{|z|^{N+2s}} K(\mu_n d_n z) dz
\]

\[
\geq -2\Lambda C \int_{|z| \leq \eta} \frac{1}{|z|^{N-2(1-s)}} dz.
\]
We finally observe that it follows from the above discussion (more precisely from (2.10) and (2.12) with $c = c_N$) that for $\eta \leq |z| \leq L$

\begin{equation}
(2.14) \quad \frac{d(x_n \pm d_n z)}{d_n} \rightarrow (1 \pm z_N)_+ \quad \text{as } n \rightarrow +\infty.
\end{equation}

Therefore using (2.9), (2.13) and (2.14), and passing to the limit as $n \rightarrow +\infty$ in (2.8), by dominated convergence we arrive at

\[ -2\Lambda \int_{|z|>L} \frac{(1 + |z|)^{2s-\theta}}{|z|^{N+2s}} d\mu + \int_{|z|\leq L} \frac{2 - (1 + z_N)^{2s-\theta} - (1 - z_N)^{2s-\theta}}{|z|^{N+2s}} d\mu \]

\[-2\Lambda C \int_{|z|\leq \eta} \frac{1}{|z|^{N-2(1-s)}} d\mu \leq 0.
\]

We have also used that $\lim_{n \rightarrow +\infty} K(\mu_n d_n z) = 1$ uniformly, by (1.4) and the boundedness of $\{\mu_n\}$. Letting now $\eta \rightarrow 0$ and then $L \rightarrow +\infty$, we have

\[ \int_{\mathbb{R}^N} \frac{2 - (1 + z_N)^{2s-\theta} - (1 - z_N)^{2s-\theta}}{|z|^{N+2s}} d\mu \leq 0. \]

It is well-known, with the use of Fubini’s theorem and a change of variables, that this integral can be rewritten as a one-dimensional integral

\begin{equation}
(2.15) \quad \int_{\mathbb{R}} \frac{2 - (1 + t)^{2s-\theta} - (1 - t)^{2s-\theta}}{|t|^{1+2s}} dt \leq 0.
\end{equation}

We will see that this is impossible because of our assumption $\theta \in (s, 2s)$. Indeed, consider the function

\[ F(\tau) = \int_{\mathbb{R}} \frac{2 - (1 + t)^{2s-\theta} - (1 - t)^{2s-\theta}}{|t|^{1+2s}} dt, \quad \tau \in (0, 2s), \]

which is well-defined. We claim that $F \in C^\infty(0, 2s)$ and it is strictly concave. In fact, observe that for $k \in \mathbb{N}$, the candidate for the $k$-th derivative $F^{(k)}(\tau)$ is given by

\[ -\int_{\mathbb{R}} \frac{(1 + t)^{2s-\theta}(\log(1 + t))^k + (1 - t)^{2s-\theta}(\log(1 - t))^k}{|t|^{1+2s}} dt. \]

It is easily seen that this integral converges for every $k \geq 1$, since by Taylor’s expansion for $t \sim 0$ we deduce $(1 + t)^{\tau}(\log(1 + t))^k + (1 - t)^{\tau}(\log(1 - t))^k = O(t^2)$. Therefore it follows that $F$ is $C^\infty$ in $(s, 2s)$. To see that $F$ is strictly concave, just notice that

\[ F^{\tau}_v(\tau) = -\int_{\mathbb{R}} \frac{(1 + t)^{2s-\theta}(\log(1 + t))^2 + (1 - t)^{2s-\theta}(\log(1 - t))^2}{|t|^{1+2s}} dt < 0. \]

Finally, it is clear that $F(0) = 0$. Moreover, since $v(x) = (x_+)^s$, $x \in \mathbb{R}$ verifies $(-\Delta)^s v = 0$ in $\mathbb{R}_+$ (see for instance the introduction in [16] or Proposition 3.1 in [45]), we also deduce that $F(s) = 0$. By strict concavity we have $F(\tau) > 0$ for $\tau \in (0, s)$, which clearly contradicts (2.15) if $\theta \in (s, 2s)$. Therefore (2.15) is not true and this concludes the proof of the lemma. □
Proof of Lemma 3. By Lemma 4 with $\mu_0 = 1$, there exist $C_0 > 0$ and $\delta > 0$ such that
\begin{equation}
(-\Delta)^s_K d^{2s-\theta} \geq C_0 d^{-\theta} \text{ in } \Omega_\delta.
\end{equation}
Let us show that it is possible to construct a supersolution of the problem
\begin{equation}
\begin{cases}
(-\Delta)^s_K v = C_0 d^{-\theta} & \text{in } \Omega, \\
v = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\end{equation}
vanishing outside $\Omega$.

First of all, by Theorem 3.1 in [34], there exists a nonnegative function $w \in C(\mathbb{R}^N)$ such that $(-\Delta)^s_K w = 1$ in $\Omega$, with $w = 0$ in $\mathbb{R}^N \setminus \Omega$. We claim that $v = d^{2s-\theta} \mp C_0 d^{-\theta}$ in $\Omega$ if $t$ is large enough. For this aim, observe that $(-\Delta)^s_K d^{2s-\theta} \geq -C$ in $\Omega \setminus \Omega_\delta$, since $d$ is a $C^2$ function there. Therefore,
\begin{equation}
(-\Delta)^s_K v \geq t - C \geq C_0 d^{-\theta} \text{ in } \Omega \setminus \Omega_\delta
\end{equation}
if $t$ is large enough. Since clearly $(-\Delta)^s_K v \geq C_0 d^{-\theta}$ in $\Omega$ as well, we see that $v$ is a supersolution of (2.17), which vanishes outside $\Omega$.

Now choose a sequence of smooth functions $\{\psi_n\}$ verifying $0 \leq \psi_n \leq 1$, $\psi_n = 1$ in $\Omega \setminus \Omega_{2/n}$ and $\psi_n = 0$ in $\Omega_{1/n}$. Define $f_n = f \psi_n$, and consider the problem
\begin{equation}
\begin{cases}
(-\Delta)^s_K u = f_n & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\end{equation}
Since $f_n \in C(\Omega)$, we can use Theorem 3.1 in [34] which gives a viscosity solution $u_n \in C(\mathbb{R}^N)$ of (2.18).

On the other hand, $|f_n| \leq |f| \leq \|f\|^\theta_0 d^{-\theta}$ in $\Omega$, so that the functions $v_\pm = \pm C_0^{-1} \|f\|^\theta_0 d^{-\theta} v$ are sub and supersolution of (2.18). By comparison (cf. Theorem 5.2 in [18]), we obtain
\begin{equation}
-C_0^{-1} \|f\|^\theta_0 v \leq u_n \leq C_0^{-1} \|f\|^\theta_0 v \text{ in } \Omega.
\end{equation}
Now, this bound together with (2.2), Ascoli-Arzelà’s theorem and a standard diagonal argument allow us to obtain a subsequence, still denoted by $\{u_n\}$, and a function $u \in C(\Omega)$ such that $u_n \to u$ uniformly on compact sets of $\Omega$. In addition, $u$ verifies
\begin{equation}
|u| \leq C_0^{-1} \|f\|^\theta_0 v \text{ in } \Omega.
\end{equation}
By Corollary 4.7 in [18], we can pass to the limit in (2.18) to obtain that $u \in C(\mathbb{R}^N)$ is a viscosity solution of (2.5). Moreover inequality (2.19) implies that $|u| \leq C \|f\|^\theta_0 d^{2s-\theta}$ in $\Omega \setminus \Omega_\delta$ for some $C > 0$, so that, by (2.5), (2.16) and the comparison principle, we obtain that
\begin{equation}
|u| \leq C \|f\|^\theta_0 d^{2s-\theta} \text{ in } \Omega
\end{equation}
which shows (2.6).

The uniqueness and the nonnegativity of $u$ when $f \geq 0$ are a consequence of the maximum principle (again Theorem 5.2 in [18]). This concludes the proof. \qed
Our next estimate concerns the gradient of the solutions of (2.5) when $s > \frac{1}{2}$. The proof is more or less standard starting from (2.5) (cf. [36]) but we include it for completeness

**Lemma 5.** Assume $\Omega$ is a smooth bounded domain and $s > \frac{1}{2}$. There exists a constant $C_0$ which depends on $N, s, \lambda$ and $\Lambda$ but not on $\Omega$ such that, for every $\theta \in (s, 2s)$ and $f \in C(\Omega)$ with $\|f\|_{L^\infty(\Omega)} < +\infty$ the unique solution $u$ of (2.5) verifies

\[
\|\nabla u\|_{L^\infty(\Omega)}^{(\theta-2s+1)} \leq C_0(\|f\|_{L^\infty(\Omega)}^{(\theta)} + \|u\|_{L^\infty(\Omega)}^{(\theta-2s)}).
\]

**Proof.** By (2.3) with $R = 1$ we know that if $(-\Delta)_K^s u = f$ in $B_1$ then there exists a constant which depends on $N, s, \lambda$ and $\Lambda$ such that $\|\nabla u\|_{L^\infty(B_{1/2})} \leq C(\|f\|_{L^\infty(B_1)} + \|u\|_{L^\infty(\mathbb{R}^N)})$. By a simple scaling, it can be seen that if $(-\Delta)_K^s u = f$ in $\Omega$ and $B_R \subset \subset \Omega$ then

\[
R\|\nabla u\|_{L^\infty(B_{R/2})} \leq C(R^{2s}\|f\|_{L^\infty(B_R)} + \|u\|_{L^\infty(\mathbb{R}^N)}).
\]

Choose a point $x \in \Omega$. By applying the previous inequality in the ball $B = B_{d(x)/2}(x)$ and multiplying by $d(x)^{\theta-2s}$ we arrive at

\[
d(x)^{\theta-2s+1}\|\nabla u(x)\| \leq C\left(d(x)^{\theta}\|f\|_{L^\infty(B)} + d(x)^{\theta-2s}\|u\|_{L^\infty(\mathbb{R}^N)}\right).
\]

Finally, notice that $\frac{d(x)}{2} < d(y) < \frac{3d(x)}{2}$ for every $y \in B$, so that $d(x)^{\theta}\|f(y)\| \leq 2^\theta d(y)^{\theta} f(y) \leq 2^{2s}\|f\|_{L^\infty(\Omega)}$, this implying $d(x)^{\theta}\|f\|_{L^\infty(B)} \leq 2^{2s}\|f\|_{L^\infty(\Omega)}$. A similar inequality can be achieved for the term involving $\|u\|_{L^\infty(\mathbb{R}^N)}$. After taking supremum, (2.20) is obtained.

Our next lemma is intended to take care of the constant in (2.6) when we consider problem (2.5) in expanding domains, since in general it depends on $\Omega$. This is the key for the scaling method to work properly in our setting. For a $C^2$ bounded domain $\Omega$, we take $\xi \in \partial\Omega$, $\mu > 0$ and let

\[
\Omega^\mu := \{ y \in \mathbb{R}^N : \xi + \mu y \in \Omega \}.
\]

It is clear then that $d_\mu(y) := \text{dist}(y, \partial\Omega^\mu) = \mu^{-1}d(\xi + \mu y)$. Let us explicitly remark that the constant in (2.6) for the solution of (2.5) posed in $\Omega^\mu$ will depend then on the domain $\Omega$, but not on the dilation parameter $\mu$, as we show next.

**Lemma 6.** Assume $\Omega$ is a $C^2$ bounded domain, $0 < s < 1$ and $K$ is a measurable function verifying (1.1) and (1.3). For every $\theta \in (s, 2s)$ and $\mu_0 > 0$, there exist $C_0, \delta > 0$ such that

\[
(-\Delta)^s_{K_\mu} d_\mu^{2s-\theta} \geq C_0 d_\mu^{-\theta} \quad \text{in } (\Omega^\mu)_\delta,
\]

if $0 < \mu \leq \mu_0$. Moreover, if $u$ verifies $(-\Delta)^s_{K_\mu} u \leq C_1 d_\mu^{-\theta}$ in $\Omega^\mu$ for some $C_1 > 0$ with $u = 0$ in $\mathbb{R}^N \setminus \Omega^\mu$, then

\[
u(x) \leq C_2(C_1 + \|u\|_{L^\infty(\Omega^\mu)}) d_\mu^{2s-\theta} \quad \text{for } x \in (\Omega^\mu)_\delta.
\]

for some $C_2 > 0$ only depending on $s$, $\delta$, $\theta$ and $C_0$. 

Proof. The first part of the proof is similar to that of Lemma 4 but taking a little more care in the estimates. By contradiction let us assume that there exist sequences \( \xi_n \in \partial \Omega, \mu_n \in (0, \mu_0) \) and

\[
x_n \in \Omega^n := \{ y \in \mathbb{R}^N : \xi_n + \mu_n y \in \Omega \},
\]
such that \( d_n(x_n) \to 0 \) and

\[
d_n(x_n)(-\Delta)_{K,\mu}^s u_n^{2s-\theta}(x_n) \leq o(1).
\]

Here we have denoted

\[
d_n(y) := \text{dist}(y, \partial \Omega^n) = \mu_n^{-1} d(\xi_n + \mu_n y).
\]

For \( L > 0 \), we obtain as in Lemma 4 letting \( d_n = d_n(x_n) \)

\[
\int_{|z| \geq L} 2 - \left( \frac{d_n(x_n + d_n z)}{d_n} \right)^{2s-\theta} - \left( \frac{d_n(x_n - d_n z)}{d_n} \right)^{2s-\theta} K(\mu_n d_n z) dz
\]

\[
\geq -2\Lambda \int_{|z| \geq L} \frac{(1 + |z|)^{2s-\theta}}{|z|^{N+2s}} dz.
\]

Moreover, we also have an equation like (2.10). In fact taking into account that \( \|D^2 d_n\| = \mu_n \|D^2 d\| \) is bounded we have for \( |z| \leq \eta < 1 \):

\[
d_n(x_n \pm d_n z) \leq d_n \pm d_n \nabla d_n(x_n) z + C d_n^2 |z|^2.
\]

with a constant \( C > 0 \) independent of \( n \). Hence

\[
\int_{|z| \leq \eta} 2 - \left( \frac{d_n(x_n + d_n z)}{d_n} \right)^{2s-\theta} - \left( \frac{d_n(x_n - d_n z)}{d_n} \right)^{2s-\theta} K(\mu_n d_n z) dz
\]

\[
\geq -2\Lambda C \int_{|z| \leq \eta} \frac{1}{|z|^{N-2(1-s)}} dz.
\]

Now observe that \( d_n(x_n) \to 0 \) implies in particular \( d(\xi_n + \mu_n x_n) \to 0 \), so that \( |\nabla d(\xi_n + \mu_n x_n)| = 1 \) for large \( n \) and then \( |\nabla d_n(x_n)| = 1 \). As in (2.12), passing to a subsequence we may assume that \( \nabla d_n(x_n) \to \epsilon_N \). Then

\[
\frac{d_n(x_n \pm d_n z)}{d_n} \to (1 \pm z_N)_{+} \quad \text{as } n \to +\infty,
\]

for \( \eta \leq |z| \leq L \) and the proof of the first part concludes as in Lemma 4.

Now let \( u \) be a viscosity solution of

\[
\begin{aligned}
(-\Delta)_{K,\mu}^s u &\leq C_1 d_n^{-\theta} & \text{in } \Omega^\mu, \\
u &= 0 & \text{in } \mathbb{R}^N \setminus \Omega^\mu.
\end{aligned}
\]

Choose \( R > 0 \) and let \( v = Rd_n^{2s-\theta} \). Then clearly

\[
(-\Delta)_{K,\mu}^s v \geq RC_0 d_n^{-\theta} \geq C_1 d_n^{-\theta} \geq (-\Delta)_{K,\mu}^s u \text{ in } (\Omega^\mu)^\delta,
\]

if we choose \( R > C_1 C_0^{-1} \). Moreover, \( u = v = 0 \) in \( \mathbb{R}^N \setminus \Omega^\mu \) and \( v \geq R d_n^{2s-\theta} \geq u \) in \( \Omega^\mu \setminus (\Omega^\mu)^\delta \) if \( R \) is chosen so that \( R d_n^{2s-\theta} \geq ||u||_{L^\infty((\Omega^\mu)^\delta)} \). Thus by comparison \( u \leq v \) in \( (\Omega^\mu)^\delta \), which gives the desired result, with, for instance \( C_2 = \delta^{\theta-2s} + C_0^{-1} \). This concludes the proof. \( \square \)
We close this section with a statement of the strong comparison principle for the operator \((-\Delta)^r K\), which will be frequently used throughout the rest of the paper. We include a proof for completeness (cf. Lemma 12 in [40] for a similar proof).

**Lemma 7.** Let \(K\) be a measurable function verifying (1.1) and assume \(u \in C(\mathbb{R}^N)\), \(u \geq 0\) in \(\mathbb{R}^N\) verifies \((-\Delta)^r K u \geq 0\) in the viscosity sense in \(\Omega\). Then \(u > 0\) or \(u \equiv 0\) in \(\Omega\).

**Proof.** Assume \(u(x_0) = 0\) for some \(x_0 \in \Omega\) but \(u \not\equiv 0\) in \(\Omega\). Choose a nonnegative test function \(\phi \in C^2(\mathbb{R}^N)\) such that \(u \geq \phi\) in a neighborhood \(U\) of \(x_0\) with \(\phi(x_0) = 0\) and let

\[ \psi = \begin{cases} \phi & \text{in } U \\ u & \text{in } \mathbb{R}^N \setminus U. \end{cases} \]

Observe that \(\psi\) can be taken to be nontrivial since \(u\) is not identically zero, by diminishing \(U\) if necessary. Since \((-\Delta)^r K \psi(x_0) \geq 0\) in \(\Omega\) in the viscosity sense, it follows that \((-\Delta)^r K \psi < 0\) at a global minimum, we deduce that \(\psi\) is a constant function. Moreover, since \(\psi(x_0) = \phi(x_0) = 0\) then \(\psi \equiv 0\) in \(\mathbb{R}^N\), which is a contradiction. Therefore if \(u(x_0) = 0\) for some \(x_0 \in \Omega\) we must have \(u \equiv 0\) in \(\Omega\), as was to be shown. \(\square\)

3. A priori bounds

In this section we will be concerned with our most important step: the obtention of a priori bounds for positive solutions for both problems (1.2) and (1.5). We begin with problem (1.2), with the essential assumption of subcriticality of \(p\), that is equation (1.3) and assuming that \(g\) verifies the growth restriction

\[ |g(x, z)| \leq C(1 + |z|^r), \quad x \in \Omega, \ z \in \mathbb{R}, \]

where \(C > 0\) and \(0 < r < p\).

**Theorem 8.** Assume \(\Omega\) is a \(C^2\) bounded domain and \(K\) a measurable function verifying (1.1) and (1.4). Suppose \(p\) is such that (1.3) holds and \(g\) verifies (3.1). Then there exists a constant \(C > 0\) such that for every positive viscosity solution \(u\) of (1.2) we have

\[ \|u\|_{L^\infty(\Omega)} \leq C. \]

**Proof.** Assume on the contrary that there exists a sequence of positive solutions \(\{u_k\}\) of (1.2) such that \(M_k = \|u_k\|_{L^\infty(\Omega)} \to +\infty\). Let \(x_k \in \Omega\) be points with \(u_k(x_k) = M_k\) and introduce the functions

\[ u_k(y) = \frac{u_k(x_k + \mu_k y)}{M_k}, \quad y \in \Omega^k, \]

where \(\mu_k = M_k^{\frac{p-1}{2p}} \to 0\) and

\[ \Omega^k := \{ y \in \mathbb{R}^N : x_k + \mu_k y \in \Omega \}. \]
Then $v_k$ is a function verifying $0 < v_k \leq 1$, $v_k(0) = 1$ and
\begin{equation}
(-\Delta)^s v_k = \nabla_k p + h_k \quad \text{in } \Omega^k
\end{equation}
where $K_k(y) = K(\mu_k y)$ and $h_k \in C(\Omega^k)$ verifies $|h_k| \leq CM_k^{r-p}$.

By passing to subsequences, two situations may arise: either $d(x_k)\mu_k^{-1} \to +\infty$ or $d(x_k)\mu_k^{-1} \to d \geq 0$.

Assume the first case holds, so that $\Omega^k \to \mathbb{R}^N$ as $k \to +\infty$. Since the right hand side in (3.2) is uniformly bounded and $v_k \leq 1$, we may use estimates (3.12) with an application of Ascoli-Arzelà’s theorem and a diagonal argument to obtain that $v_k \to v$ locally uniformly in $\mathbb{R}^N$. Passing to the limit in (3.2) and using that $K$ is continuous at zero with $K(0) = 1$, we see that $v$ solves $(-\Delta)^s v = v^p$ in $\mathbb{R}^N$ in the viscosity sense (use for instance Lemma 5 in [19]).

By standard regularity (cf. for instance Proposition 2.8 in [52]) we obtain $v \in C^{2s+\alpha}(\mathbb{R}^N)$ for some $\alpha \in (0, 1)$. Moreover, since $v(0) = 1$, the strong maximum principle implies $v > 0$. Then by bootstrapping using again Proposition 2.8 in [52] we would actually have $v \in C^\infty(\mathbb{R}^N)$. In particular we deduce that $v$ is a strong solution of $(-\Delta)^s v = v^p$ in $\mathbb{R}^N$ in the sense of [60]. However, since $p < \frac{N+2s}{N-2s}$, this contradicts for instance Theorem 4 in [60] (see also [24]).

If the second case holds then we may assume $x_k \to x_0 \in \partial \Omega$. With no loss of generality assume also $\nu(x_0) = -e_N$. In this case, rather than working with the functions $v_k$, it is more convenient to deal with
\[
w_k(y) = \frac{u_k(\xi_k + \mu_k y)}{M_k}, \quad y \in D^k,
\]
where $\xi_k \in \partial \Omega$ is the projection of $x_k$ on $\partial \Omega$ and
\begin{equation}
D^k := \{y \in \mathbb{R}^N : \xi_k + \mu_k y \in \Omega\}.
\end{equation}
Observe that
\begin{equation}
0 \in \partial D^k,
\end{equation}
and
\[
D^k \to \mathbb{R}^N_+ = \{y \in \mathbb{R}^N : y_N > 0\} \quad \text{as } k \to +\infty.
\]
It also follows that $w_k$ verifies (3.12) in $D^k$ with a slightly different function $h_k$, but with the same bounds.

Moreover, setting
\[
y_k := \frac{x_k - \xi_k}{\mu_k},
\]
so that $|y_k| = d(x_k)\mu_k^{-1}$, we see that $w_k(y_k) = 1$. We claim that $d = \lim_{k \to +\infty} d(x_k)\mu_k^{-1} > 0$. This in particular guarantees that by passing to a further subsequence $y_k \to y_0$, where $|y_0| = d > 0$, thus $y_0$ is in the interior of the half-space $\mathbb{R}^N_+$.

Let us show the claim. Observe that by (3.12), and since $r < p$, we have
\[
(-\Delta)^s w_k \leq C \leq C_1 d_k^\theta \quad \text{in } D^k
\]
for every $\theta \in (s, 2s)$, where $d_k(y) = \text{dist}(y, \partial D^k)$. By Lemma 6 fixing any such $\theta$, there exist constants $C_0 > 0$ and $\delta > 0$ such that $w_k(y) \leq C_0 d_k(y)^{2s-\theta}$ if $d_k(y) < \delta$. In particular, since by (3.3) $|y_k| \geq d_k(y_k)$, if
\[ d_k(y_k) < \delta, \text{ then } 1 \leq C_0d_k(y_k)^{2s-\theta} \leq C_0|y_k|^{2s-\theta}, \text{ which implies } |y_k| \text{ is bounded from below so that } d > 0. \]

Now we can employ (2.2) as above to obtain that \( w_k \rightarrow w \) uniformly on compact sets of \( \mathbb{R}^N_+ \), where \( w \) verifies \( 0 \leq w \leq 1 \) in \( \mathbb{R}^N_+ \), \( w(0) = 1 \) and \( w(y) \leq C y_N^{2s-\theta} \) for \( y_N < \delta \). Therefore \( w \in C(\mathbb{R}^N) \) is a nonnegative, bounded solution of

\[ \begin{cases} (-\Delta)^s w = w^p & \text{in } \mathbb{R}^N_+, \\ w = 0 & \text{in } \mathbb{R}^N \setminus \mathbb{R}^N_+. \end{cases} \]

Again by bootstrapping and the strong maximum principle we have \( w \in C^\infty(\mathbb{R}^N_+) \), \( w > 0 \). Since \( p < \frac{N+2s}{N-2s} < \frac{N-1+2s}{N-1-2s} \), this is a contradiction with Theorem 1.1 in [43] (cf. also Theorem 1.2 in [32]). This contradiction proves the theorem.

We now turn to analyze the a priori bounds for solutions of problem (1.5). We have already remarked that due to the expected singularity of the gradient of the solutions near the boundary we need to work in spaces with weights which take care of the singularity. Thus we fix \( \sigma \in (0,1) \) verifying

\[ 0 < \sigma < 1 - \frac{s}{t} < 1 \]

and let

\[ E_{\sigma} = \{ u \in C^1(\Omega) : \| u \|_{1}^{(-\sigma)} < +\infty \}, \]

where \( \| \cdot \|_{1}^{(-\sigma)} \) is given by (2.4) with \( \theta = -\sigma \). As for the function \( h \), we assume that it has a prescribed growth at infinity: there exists \( C^0 > 0 \) such that for every \( x \in \Omega, \ z \in \mathbb{R} \) and \( \xi \in \mathbb{R}^N \),

\[ |h(x, z, \xi)| \leq C^0(1 + |z|^r + |\xi|^t) , \]

where \( 0 < r < p \) and \( 1 < t < \frac{2p}{p+2s} < 2s \) (observe that there is no loss of generality in assuming \( t > 1 \)). We recall that in the present situation we require the stronger restriction (1.6) on the exponent \( p \).

Then we can prove:

**Theorem 9.** Assume \( \Omega \) is a \( C^2 \) bounded domain and \( K \) a measurable function verifying (1.1) and (1.4). Suppose that \( s > \frac{1}{2} \), \( p \) verifies (1.6) and \( h \) is nonnegative and such that (3.7) holds. Then there exists a constant \( C > 0 \) such that for every positive solution \( u \) of (1.5) in \( E_{\sigma} \) with \( \sigma \) satisfying (3.5), we have

\[ \| u \|_{1}^{(-\sigma)} \leq C. \]

We prove the a priori bounds in two steps. In the first one we obtain rough bounds for all solutions of the equation which are universal, in the spirit of [11]. It is here where the restriction (1.6) comes in.

**Lemma 10.** Assume \( \Omega \) is a \( C^2 \) (not necessarily bounded) domain and \( K \) a measurable function verifying (1.1) and (1.4). Suppose that \( s > \frac{1}{2} \) and \( p \) verifies (1.6). Then there exists a positive constant \( C = C(N, s, p, r, t, \Delta^0, \Omega) \) (where \( r, t \) and \( \Delta^0 \) are given in (3.7)) such that for every positive function
there exists a subsequence, still labeled \( v \) again with the use of Ascoli-Arzelà’s theorem and a diagonal argument, that 

\[ u(x) \leq C(1 + \text{dist}(x, \partial \Omega)^{-\frac{2}{p-1}}), \quad |\nabla u(x)| \leq C(1 + \text{dist}(x, \partial \Omega)^{-\frac{2}{p-1}}) \]

for \( x \in \Omega \).

**Proof.** Assume on the contrary that there exist sequences of positive functions \( u_k \in C^1(\Omega) \cap L^\infty(\mathbb{R}^N) \) verifying \( (-\Delta)^r u_k = u_k^p + h(x, u_k, \nabla u_k) \) in \( \Omega \) and points \( y_k \in \Omega \) such that

\[ (3.8) \quad u_k(y_k)^{\frac{p-1}{p-r}} + |\nabla u_k(y_k)|^{\frac{p-1}{p-1-r}} > 2k(1 + \text{dist}(y_k, \partial \Omega)^{-1}). \]

Denote \( N_k(x) = u_k(x)^{\frac{p}{2 + r}} + |\nabla u_k(x)|^{\frac{p}{p-1-r}}, \ x \in \Omega. \) By Lemma 5.1 in [41] (cf. also Remark 5.2 (b) there) there exists a sequence of points \( x_k \in \Omega \) with the property that \( N_k(x_k) \geq N_k(y_k), \ N_k(x_k) > 2k \text{dist}(x_k, \partial \Omega)^{-1} \) and

\[ (3.9) \quad N_k(z) \leq 2N_k(x_k) \text{ in } B(x_k, kN_k(x_k)^{-1}). \]

Observe that, in particular, (3.8) implies that \( N_k(x_k) \rightarrow +\infty. \) Let \( \nu_k := N_k(x_k)^{-1} \rightarrow 0 \) and define

\[ (3.10) \quad v_k(y) := \nu_k^{\frac{2}{p-r}} u_k(x_k + \nu_k y), \quad y \in B_k := \{ y \in \mathbb{R}^N : |y| < k \}. \]

Then the functions \( v_k \) verify \( (-\Delta)^r v_k = v_k^p + h_k \) in \( B_k, \) where \( K_k(y) = K(\mu_k y) \) and

\[ h_k(y) = \nu_k^{-1} h(\xi_k + \nu_k y, \nu_k^{\frac{p}{p-r}} v_k(y), \nu_k(x_k)^{\frac{2s+p-1}{p-1-r}} |\nabla v_k(y)|). \]

Since \( h \) verifies (3.7), we have \( |h_k| \leq C_0 K_k^\gamma(1 + v_k^p + |\nabla v_k|) \) in \( B_k, \) where

\[ \gamma = \max \left\{ \frac{2s(p-r)}{p-1}, \frac{2ps - (2s + p - 1)t}{p-1} \right\} > 0. \]

Moreover by (3.9) it follows that

\[ (3.11) \quad v_k(y)^{\frac{p-1}{p-r}} + |\nabla v_k(y)|^{\frac{p-1}{p-1-r}} \leq 2, \quad y \in B_k. \]

Also it is clear that

\[ (3.12) \quad v_k(0)^{\frac{p-1}{p-r}} + |\nabla v_k(0)|^{\frac{p-1}{p-1-r}} = 1. \]

Since \( \nu_k \rightarrow 0 \) and \( v_k \) and \( |\nabla v_k| \) are uniformly bounded in \( B_k, \) we see that \( h_k \) is also uniformly bounded in \( B_k. \) We may then use estimate (2.3) to obtain, again with the use of Ascoli-Arzelà’s theorem and a diagonal argument, that there exists a subsequence, still labeled \( v_k \) such that \( v_k \rightarrow v \) in \( C^1_{\text{loc}}(\mathbb{R}^N) \) as \( k \rightarrow +\infty. \) Since \( v(0)^{\frac{p-1}{p-r}} + |\nabla v(0)|^{\frac{p-1}{p-1-r}} = 1, \) we see that \( v \) is nontrivial.

Now let \( w_k \) be the functions obtained by extending \( v_k \) to be zero outside \( B_k. \) Then it is easily seen that \( (-\Delta)^r w_k \geq u_k^p \) in \( B_k. \) Passing to the limit using again Lemma 5 of [14], we arrive at \( (-\Delta)^r v \geq u^p \) in \( \mathbb{R}^N, \) which contradicts Theorem 1.3 in [33] since \( p < \frac{N}{N-2r}. \) This concludes the proof. \( \square \)
where $K$ (3.13)

Moreover, the functions $v_k$ adapted to deal with nonlocal equations. Observe that there is no information available for the functions $v_k$ defined in (3.10) in $\Omega \setminus B_k$, which makes it difficult to pass to the limit appropriately in the equation satisfied by $v_k$.

We now come to the proof of the a priori bounds for positive solutions of (1.5).

**Proof of Theorem** Assume that the conclusion of the theorem is not true. Then there exists a sequence of positive solutions $u_k \in E_\sigma$ of (1.4) such that $\|u_k\|_1^{(1-\sigma)} \to +\infty$, where $\sigma$ satisfies (3.3). Define

$$M_k(x) = d(x)^{-\sigma} u_k(x) + d(x)^{1-\sigma} |\nabla u_k(x)|.$$ 

Now choose points $x_k \in \Omega$ such that $M_k(x_k) \geq \sup_\Omega M_k - \frac{1}{k}$ (this supremum may not be achieved). Observe that our assumption implies $M_k(x_k) \to +\infty$.

Let $\xi_k$ be a projection of $x_k$ on $\partial \Omega$ and introduce the functions:

$$v_k(y) = \frac{u_k(\xi_k + \mu_k y)}{\mu_k^\sigma M_k(x_k)}, \quad y \in D^k,$$

where $\mu_k = M_k(x_k)^{-\frac{p-1}{2s+\sigma(p-1)}} \to 0$ and $D^k$ is the set defined in (3.3). It is not hard to see that

$$\left\{ \begin{array}{ll}
(-\Delta)^\sigma_{D^k} v_k = v_k^p + h_k & \text{in } D^k, \\
v_k = 0 & \text{in } \mathbb{R}^N \setminus D^k,
\end{array} \right.$$ (3.13)

where $K_k(y) = K(\mu_k y)$ and

$$h_k(y) = M_k(x_k)^{-\frac{2p}{2s+\sigma(p-1)}} h(\xi_k + \mu_k y, M_k(x_k)^{\frac{2p}{2s+\sigma(p-1)}} v_k, M_k(x_k)^{\frac{2p}{2s+\sigma(p-1)} \nabla v_k}).$$

By assumption (3.7) on $h$, it is readily seen that $h_k$ verifies the inequality $|h_k| \leq CM_k(x_k)^{-\gamma} (1 + v_k^p + |\nabla v_k|^p)$ for some positive constant $C$ independent of $k$, where

$$\gamma = \frac{2sp}{2s + \sigma(p-1)} - \frac{\max\{2sr, (2s + p - 1)t\}}{2s + \sigma(p-1)} > 0.$$ 

Moreover, the functions $v_k$ verify

$$\mu_k^\sigma d(\xi_k + \mu_k y)^{-\sigma} v_k(y) + \mu_k^{1-\sigma} d(\xi_k + \mu_k y)^1 |\nabla v_k(y)| = \frac{M_k(\xi_k + \mu_k y)}{M_k(x_k)}.$$ 

Then, using that $\mu_k^{-1} d(\xi_k + \mu_k y) = \text{dist}(y, \partial D^k) =: d_k(y)$ and the choice of the points $x_k$, we obtain for large $k$

$$d_k(y)^{-\sigma} v_k(y) + d_k(y)^{1-\sigma} |\nabla v_k(y)| \leq 2 \quad \text{in } D^k$$ (3.14)

and

$$d_k(y_k)^{-\sigma} v_k(y_k) + d_k(y_k)^{1-\sigma} |\nabla v_k(y_k)| = 1,$$ (3.15)
where, as in the proof of Theorem 8, $y_k := \mu_k^{-1}(x_k - \xi_k)$.

Next, since $u_k$ solves (1.5), we may use Lemma 11 to obtain that $M_k(x_k) \leq Cd(x_k)^{-\sigma}(1+d(x_k)^{-\frac{2}{\sigma}})$ for some positive constant independent of $k$, which implies $d(x_k)\mu_k^{-1} \leq C$. This bound immediately entails that (passing to subsequences) $x_k \to x_0 \in \partial \Omega$ and $|y_k| = d(x_k)\mu_k^{-1} \to d \geq 0$ (in particular the points $\xi_k$ are uniquely determined at least for large $k$). Assuming that the outward unit normal to $\partial \Omega$ at $x_0$ is $-e_N$, we also obtain then that $D^k \to \mathbb{R}^N_+$ as $k \to +\infty$.

We claim that $d > 0$. To show this, notice that from (3.13) and (3.14) we have $(-\Delta)^s_{D^k}v_k \leq Cd_k^{(\sigma-1)t}$ in $D^k$, for some constant $C$ not depending on $k$. By our choice of $\sigma$ and $t$, we get that

$$
\sigma > \frac{t-2s}{t}.
$$

That is, we have

$$
(3.17) \quad s < (1-\sigma)t < 2s,
$$
so that Lemma 6 can be applied to give $\delta > 0$ and a positive constant $C$ such that

$$
(3.18) \quad v_k(y) \leq Cd_k(y)^{2s+(\sigma-1)t}, \quad \text{when } d_k(y) < \delta.
$$

Moreover, since $1 < t < 2s$, (3.16) in particular implies that

$$
(3.19) \quad \sigma > \frac{t-2s}{t-1},
$$
and, therefore, $-\sigma + 2s + (\sigma-1)t = \sigma(t-1) + 2s - t > 0$. Thus, by (3.14) we have

$$
v_k(y) \leq 2d_k(y)^\sigma \leq 2\delta^{\sigma-2s-(\sigma-1)t}d_k(y)^{2s+(\sigma-1)t} \quad \text{when } d_k(y) \geq \delta.
$$

Hence $\|v_k\|_0^{(-2s-(-\sigma-1)t)}$ is bounded. We can then use Lemma 4 with $\theta = (1-\sigma)t$, to obtain that

$$
(3.20) \quad |\nabla v_k(y)| \leq Cd_k(y)^{2s+(\sigma-1)t-1} \quad \text{in } D^k,
$$
where $C$ is also independent of $k$. Taking inequalities (3.18) and (3.20) in (3.15), we deduce

$$
1 \leq Cd_k(y_k)^{-\sigma+2s+(\sigma-1)t},
$$
thus, by (3.19) we see that $d_k(y_k)$ is bounded away from zero. Hence, by (3.1), $|y_k|$ also is, so that $d > 0$, as claimed.

Finally, we can use (2.3) together with Ascoli-Arzelà’s theorem and a diagonal argument to obtain that $v_k \to v$ in $C^1_{\text{loc}}(\mathbb{R}^N_+)$, where by (3.15), the function $v$ verifies $d^{-\sigma}v(y_0) + d^{1-\sigma}|\nabla v(y_0)| = 1$ for some $y_0 \in \mathbb{R}^N_+$, hence it is nontrivial and $v(y) \leq Cy_N^{2s+(\sigma-1)t}$ if $0 < y_N < \delta$. Thus $v \in C(\mathbb{R}^N)$ and $v = 0$ outside $\mathbb{R}^N_+$. Passing to the limit in (3.13) with the aid of Lemma 5 in [19] and using that $K$ is continuous at zero with $K(0) = 1$, we obtain

$$
\begin{cases}
(-\Delta)^sv = v^p & \text{in } \mathbb{R}^N_+,
\v = 0 & \text{in } \mathbb{R}^N \setminus \mathbb{R}^N_+.
\end{cases}
$$

Using again bootstrapping and the strong maximum principle we have $v > 0$ and $v \in C^\infty(\mathbb{R}^N_+)$, therefore it is a classical solution. Moreover, by Lemma
we also see that $v(y) \leq C y_N^{\frac{2s}{N-2s}}$ in $\mathbb{R}^N_+$, so that $v$ is bounded. This is a contradiction with Theorem 1.2 in [32] (see also [13]), because we are assuming $p < \frac{N}{N-2s} < \frac{N-1+2s}{N-1-2s}$. The proof is therefore concluded. \hfill \Box

4. Existence of solutions

This final section is devoted to the proof of our existence results, Theorems 1 and 2. Both proofs are very similar, only that that of Theorem 2 is slightly more involved. Therefore we only show this one.

Thus we assume $s > \frac{1}{2}$. Fix $\sigma$ verifying (3.5) and consider the Banach space $E_{\sigma}$, defined in (3.6), which is an ordered Banach space with the cone of nonnegative functions $P = \{ u \in E_{\sigma} : u \geq 0 \text{ in } \Omega \}$. For the sake of brevity, we will drop the subindex $\sigma$ throughout the rest of the section and will denote $E$ and $\| \cdot \|$ for the space and its norm.

We will assume that $h$ is nonnegative and verifies the growth condition in the statement of Theorem 2:

(4.1) \[ h(x, z, \xi) \leq C(|z|^r + |\xi|^t), \quad x \in \Omega, \ z \in \mathbb{R}, \ \xi \in \mathbb{R}^N, \]
where $1 < r < p$ and $1 < t < \frac{2sp}{2s+p-1}$. Observe that for every $v \in P$ we have

(4.2) \[ h(x, v(x), \nabla v(x)) \leq C(\|v\|) d(x)^{(\sigma-1)t}. \]

Moreover, by (3.17) we may apply Lemma 3 to deduce that the problem

\[
\begin{cases}
(-\Delta)^{\frac{\sigma}{2}} u = v^p + h(x, v, \nabla v) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

admits a unique nonnegative solution $u$, with $\|u\|^{(\sigma)}_0 < +\infty$. By Lemma 5 we also deduce $\|\nabla u\|^{(1-\sigma)}_0 < +\infty$. Hence $u \in E$. In this way, we can define an operator $T : P \to P$ by means of $u = T(v)$. It is clear that nonnegative solutions of (1.2) in $E$ coincide with the fixed points of this operator.

We begin by showing a fundamental property of $T$.

**Lemma 11.** The operator $T : P \to P$ is compact.

**Proof.** We show continuity first: let $\{u_n\} \subset P$ be such that $u_n \to u$ in $E$. In particular, $u_n \to u$ and $\nabla u_n \to \nabla u$ uniformly on compact sets of $\Omega$, so that the continuity of $h$ implies

(4.3) \[ h(\cdot, u_n, \nabla u_n) \to h(\cdot, u, \nabla u) \]
uniformly on compact sets of $\Omega$.

Moreover, since $u_n$ is bounded in $E$, similarly as in (4.12) we also have that $h(\cdot, u_n, \nabla u_n) \leq C d^{\sigma-1}u$ in $\Omega$, for a constant that does not depend on $n$ (and the same is true for $u$ after passing to the limit). This implies

(4.4) \[ \sup_{\Omega} d^\theta |h(\cdot, u_n, \nabla u_n) - h(\cdot, u, \nabla u)| \to 0, \]
for every $\theta > (1-\sigma)t > s$. Indeed, if we take $\varepsilon > 0$ then

\[ d^\theta |h(\cdot, u_n, \nabla u_n) - h(\cdot, u, \nabla u)| \leq C d^{\theta-(1-\sigma)t} \leq C d^\theta \leq \varepsilon, \]
if $d \leq \delta$, by choosing a small $\delta$. When $d \geq \delta$,

\[ d^\theta |h(\cdot, u_n, \nabla u_n) - h(\cdot, u, \nabla u)| \leq (\sup_{\Omega} d^\theta) |h(\cdot, u_n, \nabla u_n) - h(\cdot, u, \nabla u)| \leq \varepsilon, \]
just by choosing \( n \geq n_0 \), by (4.3). This shows (4.4).

From Lemmas 3 and 5 for every \( (1 - \sigma)t < \theta < 2s \), we obtain
\[
\sup_{\Omega} d^{-2s}|T(u_n) - T(u)| + d^{\theta - 2s + 1} |\nabla(T(u_n) - T(u))| \to 0.
\]
The desired conclusion follows by choosing \( \theta \) such that
\[
(1 - \sigma)t < \theta < 2s - \sigma.
\]
This shows continuity.

To prove compactness, let \( \{u_n\} \subset P \) be bounded. As we did before,
\[
h(\cdot, u_n, \nabla u_n) \leq Cd^{\sigma - 1}t \quad \text{in } \Omega.
\]
By (2.3) we obtain that for every \( \Omega' \subset \subset \Omega \) the \( C^{1,\beta} \) norm of \( T(u_n) \) in \( \Omega' \) is bounded. Therefore, we may assume by passing to a subsequence that \( T(u_n) \to v \) in \( C^1_{\text{loc}}(\Omega) \).

From Lemmas 3 and 5 we deduce that \( T(u_n) \leq Cd^{\sigma - 1}t + 2s \), \( |\nabla T(u_n)| \leq Cd^{\sigma - 1}t + 2s - 1 \) in \( \Omega \), and the same estimates hold for \( v \) and \( \nabla v \) by passing to the limit. Hence
\[
\sup_{\Omega} d^{-\sigma}|T(u_n) - v| + d^{1-\sigma} |\nabla(T(u_n) - v)| \to 0,
\]
which shows compactness. The proof is concluded. \( \Box \)

The proof of Theorem 2 relies in the use of topological degree, with the aid of the bounds provided by Theorem 9. The essential tool is the following well-known result (see for instance Theorem 3.6.3 in [21]).

**Theorem 12.** Suppose that \( E \) is an ordered Banach space with positive cone \( P \), and \( U \subset P \) is an open bounded set containing 0. Let \( \rho > 0 \) be such that \( B_{\rho}(0) \cap P \subset U \). Assume \( T : U \to P \) is compact and satisfies

(a) for every \( \mu \in [0,1) \), we have \( u \neq \mu T(u) \) for every \( u \in P \) with \( \|u\| = \rho \);

(b) there exists \( \psi \in P \setminus \{0\} \) such that \( u - T(u) \neq t\psi \), for every \( u \in \partial U \), for every \( t \geq 0 \).

Then \( T \) has a fixed point in \( U \setminus B_{\rho}(0) \).

The final ingredient in our proof is some knowledge on the principal eigenvalue for the operator \( (-\Delta)^s_K \). The natural definition of such eigenvalue in our context resembles that of [8] for linear second order elliptic operators, that is:

\[
\lambda_1 := \sup \left\{ \lambda \in \mathbb{R} : \begin{array}{l}
\text{there exists } u \in C(\mathbb{R}^N), \ u > 0 \text{ in } \Omega, \ \text{with} \\
u = 0 \text{ in } \mathbb{R}^N \setminus \Omega \text{ and } (-\Delta)^s_K u \geq \lambda u \text{ in } \Omega
\end{array} \right\}.
\]

At the best of our knowledge, there are no results available for the eigenvalues of \( (-\Delta)^s_K \), although it seems likely that the first one will enjoy the usual properties (see [12]).

For our purposes here, we only need to show the finiteness of \( \lambda_1 \):

**Lemma 13.** \( \lambda_1 < +\infty \).
Proof. We begin by constructing a suitable subsolution. The construction relies in a sort of “implicit” Hopf’s principle (it is to be noted that Hopf’s principle is not well understood for general kernels $K$ verifying (1.1); see for instance Lemma 7.3 in [44] and the comments after it). However, a relaxed version is enough for our purposes.

Let $B' \subset B \subset \Omega$ and consider the unique solution $\phi$ of

$$
\begin{cases}
(-\Delta)_K^s \phi = 0 & \text{in } B \setminus B', \\
\phi = 1 & \text{in } B', \\
\phi = 0 & \text{in } \mathbb{R}^N \setminus B.
\end{cases}
$$

given for instance by Theorem 3.1 in [34], and the unique viscosity solution of

$$
\begin{cases}
(-\Delta)_K^s v = \phi & \text{in } B, \\
v = 0 & \text{in } \mathbb{R}^N \setminus B.
\end{cases}
$$
given by the same theorem. By Lemma [7] we have both $\phi > 0$ and $v > 0$ in $B$, so that there exists $C_0 > 0$ such that $C_0 v \geq \phi$ in $B'$. Hence by comparison $C_0 v \geq \phi$ in $\mathbb{R}^N$. In particular,

$$
(-\Delta)_K^s v \leq C_0 v \text{ in } B.
$$

We claim that $\lambda_1 \leq C_0$. Indeed, if we assume $\lambda_1 > C_0$, then there exist $\lambda > C_0$ and a positive function $u \in C(\mathbb{R}^N)$ vanishing outside $\Omega$ such that

$$
(-\Delta)_K^s u \geq \lambda u \text{ in } \Omega.
$$

Since $u > 0$ in $\overline{B}$, the number

$$
\omega = \sup_{B} \frac{v}{u}
$$
is finite. Moreover, $\omega u \geq v$ in $\mathbb{R}^N$. Observe that, since we are assuming $\lambda > C_0$, by (4.6) and (4.7) it follows that

$$
\begin{cases}
(-\Delta)_K^s (\omega u - v) \geq 0 & \text{in } B, \\
\omega u - v > 0 & \text{in } \mathbb{R}^N \setminus B.
\end{cases}
$$

Hence the strong maximum principle (Lemma [7]) implies $\omega u - v > 0$ in $\overline{B}$. However this would imply $(\omega - \epsilon)u > v$ in $\overline{B}$ for small $\epsilon$, contradicting the definition of $\omega$. Then $\lambda_1 \leq C_0$ and the lemma follows. \[\square\]

Now we are in a position to prove Theorem 2.

Proof of Theorem 2. As already remarked, we will show that Theorem 12 is applicable to the operator $T$ in $P \subset E$.

Let us check first hypothesis (a) in Theorem 12. Assume we have $u = \mu T(u)$ for some $\mu \in [0, 1)$ and $u \in P$. This is equivalent to

$$
\begin{cases}
(-\Delta)_K^s u = \mu (u^p + h(x, u, \nabla u)) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
$$
By our hypotheses on $h$ we get that the right hand side of the previous equation can be bounded by
\[
\mu (u^p + h(x, u, \nabla u)) \leq d^p \|u\|^p + C_0 (d^r \|u\|^r + d^{(\sigma - 1)t} \|u\|^t) \leq C d^{(\sigma - 1)t} (\|u\|^p + \|u\|^r + \|u\|^t).
\]
Therefore, by Lemmas 3 and 5 and (3.17), we have $\|u\| \leq C (\|u\|^p + \|u\|^r + \|u\|^t)$. Since $p, r, t > 1$, this implies that $\|u\| > \rho$ for some small positive $\rho$.

Thus there are no solutions of $u = \mu T(u)$ if $\|u\| = \rho$ and $\mu \in [0, 1)$, and (a) follows.

To check (b), we take $\psi \in P$ to be the unique solution of the problem:
\[
\begin{align*}
(\Delta)_K \psi &= 1 \quad \text{in } \Omega, \\
\psi &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega,
\end{align*}
\]
given by Theorem 3.1 in [34]. We claim that there are no solutions in $P$ of the equation $u - T(u) = t\psi$ if $t$ is large enough. For that purpose we note that this equation is equivalent to
\[
\begin{align*}
(\Delta)_K u &= u^p + h(x, u, \nabla u) + t \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\end{align*}
\]
Fix $\mu > \lambda_1$, where $\lambda_1$ is given by (4.5). Using the nonnegativity of $h$, and since $p > 1$, there exists a positive constant $C$ such that $u^p + h(x, u, \nabla u) + t \geq \mu u - C + t$. If $t \geq C$, then $(-\Delta)_K u \geq \mu u$ in $\Omega$, which is against the choice of $\mu$ and the definition of $\lambda_1$. Therefore $t < C$, and (4.8) does not admit positive solutions in $E$ if $t$ is large enough.

Finally, since $h + t$ also verifies condition (3.7) for $t \leq C$, we can apply Theorem 9 to obtain that the solutions of (4.8) are a priori bounded, that is, there exists $M > \rho$ such that $\|u\| < M$ for every positive solution of (4.8) with $t \geq 0$. Thus Theorem 12 is applicable with $U = B_M(0) \cap P$ and the existence of a solution in $P$ follows. This solution is positive by Lemma 7. The proof is concluded.

Acknowledgements. B. B. was partially supported by a postdoctoral fellowship given by Fundación Ramón Areces (Spain) and MTM2013-40846-P, MINECO. L. D. P. was partially supported by PICT2012 0153 from ANPCyT (Argentina). J. G-M and A. Q. were partially supported by Ministerio de Ciencia e Innovación under grant MTM2011-27998 (Spain) and Conicyt MEC number 80130002. A. Q. was also partially supported by Fondecyt Grant No. 1151180 Programa Basal, CMM. U. de Chile and Millennium Nucleus Center for Analysis of PDE NC130017.

References

[1] G. Alberti, G. Bellettini, A nonlocal anisotropic model for phase transitions. I. The optimal profile problem. Math. Ann. 310 (3) (1998), 527–560.
[2] N. Alibaud, C. Imbert, Fractional semi-linear parabolic equations with unbounded data, Trans. Amer. Math. Soc. 361 (2009), no. 5, 2527–2566.
[3] D. Applebaum, “Lévy Processes and Stochastic Calculus”, 2nd ed, Cambridge Studies in Advanced Mathematics 116, Cambridge University Press, Cambridge, 2009.
[4] G. Barles, E. Chasseigne, C. Imbert, On the Dirichlet problem for second-order elliptic integro-differential equations, Indiana Univ. Math. J. 57 (2008), 213–146.
[5] B. Barrios, E. Colorado, R. Servadei, F. Soria, A critical fractional equation with concave-convex nonlinearities. To appear in Annales Henri Poincaré. DOI: 10.1016/j.anihpc.2014.04.003.

[6] B. Barrios, I. De Bonis, M. Medina, I. Peral, Fractional Laplacian and a singular nonlinearity. To appear in Open Mathematics.

[7] B. Barrios, M. Medina, I. Peral, Some remarks on the solvability of non local elliptic problems with the Hardy potential. To appear in Comm. Contemp. Math. DOI: 10.1142/S0219199713500466.

[8] H. Berestycki, L. Nirenberg, S. Varadhan, The principal eigenvalue and maximum principle for second-order elliptic operators in general domains. Comm. Pure Appl. Math. XLVII (1994), 47–92.

[9] J. Bertoin, “Lévy Processes”, Cambridge Tracts in Mathematics, 121. Cambridge University Press, Cambridge, 1996.

[10] K. Bogdan, T. Komorowski, Estimates of heat kernel of fractional Laplacian perturbed by gradient operators, Comm. Math. Phys. 271 (2007), no. 1, 179–198.

[11] J. P. Bouc...
[31] S. Dipierro, A. Figalli, E. Valdinoci, Strongly nonlocal dislocation dynamics in crystals, Comm. Partial Differential Equations 39 (2014), no. 12, 2351–2387.
[32] M. M. Fall, T. Weth, Monotonicity and nonexistence results for some fractional elliptic problems in the half space. To appear in Comm. Contemp. Math. Available at http://arxiv.org/abs/1309.7230
[33] P. Felmer, A. Quaas, Fundamental solutions and Liouville type theorems for non-linear integral operators. Adv. Math. 226 (2011), 2712–2738.
[34] P. Felmer, A. Quaas, Boundary blow up solutions for fractional elliptic equations. Asymptot. Anal. 78 (2012), no. 3, 123–144.
[35] B. Gidas, J. Spruck, A priori bounds for positive solutions of nonlinear elliptic equations. Comm. Partial Differential Equations 6 (1981), 883–901.
[36] D. Gilbarg, N. S. Trudinger, “Elliptic Partial Differential Equations of Second Order”. Springer-Verlag, 1983.
[37] P. Graczyk, T. Jakubowski, T. Luks, Martin representation and Relative Fatou Theorem for fractional Laplacian with a gradient perturbation, Positivity 17 (2013), no. 4, 1043–1070.
[38] D. Kriventsov, $C^{1,\alpha}$ interior regularity for nonlinear nonlocal elliptic equations with rough kernels. Comm. Partial Differential Equations 38 (2013), no. 12, 2081–2106.
[39] N. Landkof, “Foundations of modern potential theory”, Die Grundlehren der mathematischen Wissenschaften, Band 180. Springer-Verlag, New York-Heidelberg, 1972.
[40] E. Lindgren, P. Lindqvist, Fractional eigenvalues, Calc. Var. Partial Differential Equations 49 (2014), no. 1-2, 795–826.
[41] P. Poláˇcik, P. Quittner, P. Souplet, Singularity and decay estimates in superlinear problems via Liouville-type theorems, I: Elliptic equations and systems. Duke Math. J. 139 (2007), 555–579.
[42] A. Quaas, A. Salort, work in progress.
[43] A. Quaas, A. Xia, Liouville type theorems for nonlinear elliptic equations and systems involving fractional Laplacian in the half space. Calc. Var. Part. Diff. Eqns. 52 (2015), 641–659.
[44] X. Ros-Oton, Nonlocal elliptic equations in bounded domains: a survey. Preprint available at http://arxiv.org/abs/1504.04099
[45] X. Ros-Oton, J. Serra, The Dirichlet problem for the fractional Laplacian: regularity up to the boundary. J. Math. Pures Appl. 101 (2014), 275–302.
[46] O. Savin, E. Valdinoci, Elliptic PDEs with fibered nonlinearities. J. Geom. Anal. 19 (2009), no 2, 420–432.
[47] R. Servadei, E. Valdinoci, Variational methods for non-local operators of elliptic type. Discrete Cont. Dyn. Syst. 33 (2013), 2105–2137.
[48] R. Servadei, E. Valdinoci, On the spectrum of two different fractional operators. Proc. Roy. Soc. Edinburgh Sect. A 144 (2014), 831–855.
[49] R. Servadei, E. Valdinoci, The Brezis-Nirenberg result for the fractional Laplacian. Trans. Amer. Math. Soc. 367 (2015), 67–102.
[50] R. Servadei, E. Valdinoci, A Brezis-Nirenberg result for non-local critical equations in low dimension. Commun. Pure Appl. Anal. 12 (6) (2013), 2445–2464.
[51] A. Signorini, Questioni di elasticitá non lineare e semilinearizzata, Rendiconti di Matematica e delle sue applicazioni 18 (1959), 95–139.
[52] L. Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace operator. Comm. Pure Appl. Math. 60 (2007), no. 1, 67–112.
[53] L. Silvestre, On the differentiability of the solution to an equation with drift and fractional diffusion. Indiana Univ. Math. J. 61 (2012), no. 2, 557–584.
[54] L. Silvestre, V. Vicol, A. Zlatoš, On the loss of continuity for super-critical drift-diffusion equations. Arch. Ration. Mech. Anal. 207 (2013), no. 3, 845–877.
[55] Y. Sire, E. Valdinoci, Fractional Laplacian phase transitions and boundary reactions: a geometric inequality and a symmetry result. J. Funct. Anal. 256 (6) (2009), 1842–1864.
[56] E. M. Stein, “Singular integrals and differentiability properties of functions”, Princeton Mathematical Series, No. 30 Princeton University Press, Princeton, N.J. 1970.
[57] V. Tarasov, G. Zaslavsky, *Fractional dynamics of systems with long-range interaction*, Comm. Nonl. Sci. Numer. Simul. 11 (2006), 885–889.

[58] J. Toland, *The Peierls-Nabarro and Benjamin-Ono equations*. J. Funct. Anal. 145 (1) (1997), 136–150.

[59] J. Wang, *Sub-Markovian $C_0$-semigroups generated by fractional Laplacian with gradient perturbation*, Integral Equations Operator Theory 76 (2013), no. 2, 151–161.

[60] R. Zhuo, W. Chen, X. Cui, Z. Yuan, *A Liouville theorem for the fractional Laplacian*. Preprint available at http://arxiv.org/abs/1401.7402

B. Barrios
Department of Mathematics, University of Texas at Austin
Mathematics Dept. RLM 8.100 2515 Speedway Stop C1200
Austin, TX 78712-1202, USA.
E-mail address: bego.barrios@utexas.edu

L. Del Pezzo
CONICET
Departamento de Matemática, FCEyN UBA
Ciudad Universitaria, Pab I (1428)
Buenos Aires, ARGENTINA.
E-mail address: ldpezzo@dm.uba.ar

J. García-Melián
Departamento de Análisis Matemático, Universidad de La Laguna
C/. Astrofísico Francisco Sánchez s/n, 38271 – La Laguna, SPAIN
and
Instituto Universitario de Estudios Avanzados (IUEA) en Física Atómica,
Molecular y Fotónica, Universidad de La Laguna
C/. Astrofísico Francisco Sánchez s/n, 38203 – La Laguna, SPAIN.
E-mail address: jjgarmel@ull.es

A. Quaas
Departamento de Matemática, Universidad Técnica Federico Santa María
Casilla V-110, Avenida España, 1680 – Valparaíso, CHILE.
E-mail address: alexander.quaas@usm.cl