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Abstract

A rational function belongs to the Hardy space, $H^2$, of square-summable power series if and only if it is bounded in the complex unit disk. Any such rational function is necessarily analytic in a disk of radius greater than one. The inner-outer factorization of a rational function, $r \in H^2$ is particularly simple: The inner factor of $r$ is a (finite) Blaschke product and (hence) both the inner and outer factors are again rational.

We extend these and other basic facts on rational functions in $H^2$ to the full Fock space over $\mathbb{C}^d$, identified as the non-commutative (NC) Hardy space of square-summable power series in several NC variables. In particular, we characterize when an NC rational function belongs to the Fock space, we prove analogues of classical results for inner-outer factorizations of NC rational functions and NC polynomials, and we obtain spectral results for NC rational multipliers.

1 Introduction

A rational function, $r$, in the complex plane, is bounded in the unit disk, $\mathbb{D}$, if and only if it is analytic in a disk $r \mathbb{D}$ of radius $r > 1$. Moreover, a rational function belongs to the Hardy space $H^2$ of square-summable Taylor series in the unit disk, if and only if it is uniformly bounded in $\mathbb{D}$, i.e. if and only if it belongs to $H^\infty$, the algebra of uniformly bounded analytic functions in the disk. Recall that $H^\infty$ can be viewed as the multiplier algebra of $H^2$, the algebra of all functions which multiply $H^2$ into itself. That is, any $h \in H^\infty$ defines a bounded linear multiplication operator $M_h : H^2 \to H^2$, where $M_h f := hf$ for $f \in H^2$. Such a multiplier is called inner if $M_h$ is an isometry and outer if $M_h$ has dense range. An element $f \in H^2$ is called outer if it is cyclic for the shift, $S = M_z$. By classical results of Herglotz and F. Riesz, any element, $f$, of the Hardy spaces $H^2$ or $H^\infty$ has a unique inner-outer factorization, and the inner factor can be further factored into a Blaschke inner which contains all the zero or ‘vanishing information’ of $f$, and a singular inner which has no zeroes in $\mathbb{D}$. The inner-outer factorization of a rational $r \in H^2$ is particularly simple: The inner factor of a $r$ is always a finite Blaschke product (this is again a rational function) so that the outer factor is also a rational function. Moreover, in the case where $r = p$ is a polynomial, its outer factor is a polynomial of degree not exceeding that of $p$. 
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A canonical noncommutative (NC) analog of the classical $H^2$ is then the full Fock space, $\mathbb{H}^2_d$, of square-summable power series in several non-commuting variables: Given a $d$–tuple of formal NC variables, $\mathfrak{z} := (\mathfrak{z}_1, \ldots, \mathfrak{z}_d)$, any $f \in \mathbb{H}^2_d$ is a power series
\[
 f(\mathfrak{z}) = \sum_{\alpha \in \mathbb{F}^d} \mathfrak{z}^\alpha \alpha, \quad \sum_{\alpha} |\mathfrak{z}^\alpha\alpha|^2 < +\infty,
\]
where $\mathbb{F}^d$ is the free monoid, the set of all words in the $d$ letters $\{1, \ldots, d\}$, and given any word $\alpha = i_1 \cdots i_n$, $i_k \in \{1, \ldots, d\}$, the free monomial, $\mathfrak{z}^\alpha$, is defined as $\mathfrak{z}^\alpha := \mathfrak{z}_{i_1} \cdots \mathfrak{z}_{i_n}$. (Multiplication in $\mathbb{F}^d$ is defined by concatenation of words, the unit is $\emptyset$, the empty word, containing no letters and $\mathfrak{z}^\emptyset := 1$. The free monoid is the universal monoid on $d$ generators.) Left multiplication by any of the $d$ independent variables defines an isometry on $\mathbb{H}^2_d$, $L_k := M_{\mathfrak{z}_k}$. It is straightforward to check that the $L_k$ have pairwise orthogonal ranges so that the row $d$–tuple $L := (L_1, \ldots, L_d) : \mathbb{H}^2_d \otimes \mathbb{C}^d \to \mathbb{H}^2_d$ defines an isometry from several copies of the Fock space into itself which we call the left free shift.

The NC analog of $H^\infty$ is the $WOT$–closed algebra $\mathbb{H}^\infty_d$ generated by the left free shifts. Just as $H^2$ is a reproducing kernel Hilbert space, $\mathbb{H}^2_d$ is an NC reproducing kernel Hilbert space (NC-RKHS) in the sense of Ball, Marx, and Vinnikov [3]. That is, for any $Z \in \mathbb{B}^\infty_n$ and $y, v \in \mathbb{C}$, the matrix-entry point evaluation $\ell_{Z,y,v} : \mathbb{H}^2_d \to \mathbb{C}$ defined by
\[
 \ell_{Z,y,v}(f) = y^* f(Z)v,
\]
is a bounded linear functional on $\mathbb{H}^2_d$ so that by Riesz representation there is a unique NC Szegö kernel vector, $K\{Z,y,v\}$ implementing this linear functional,
\[
 y^* f(Z)v = \langle K\{Z,y,v\}, f\rangle_{\mathbb{H}^2_d}.
\]
With this identification, $\mathbb{H}^\infty_d$ is the algebra of left multipliers of $\mathbb{H}^2_d$. Additionally, the elements of $\mathbb{H}^2_d$ and $\mathbb{H}^\infty_d$ are NC functions in the sense of [1,15] in the unit free row-ball:
\[
 \mathbb{B}^d_n = \bigcup_{n=1}^\infty \mathbb{B}^d_n, \quad \mathbb{B}^d_n := \left\{ (X_1, \ldots, X_d) \in \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d} \mid \sum_{j=1}^d X_j X_j^* < I_n \right\}.
\]
Each locally bounded (hence analytic [15, Chapter VII]) NC function in $\mathbb{B}^d_n$ admits a Taylor series expansion in NC variables around the origin that converges in an appropriate sense in $\mathbb{B}^d_n$. The functions in $\mathbb{H}^2_d$ are those locally bounded NC functions in $\mathbb{B}^d_n$ square-summable Taylor coefficients and the functions in $\mathbb{H}^\infty_d$ are uniformly bounded in $\mathbb{B}^d_n$.

A non-commutative inner-outer factorization for elements of $\mathbb{H}^2_d$ and $\mathbb{H}^\infty_d$ was first obtained by Popescu [18,19] and independently by Davidson-Pitts [4]. Here, inner and outer in this NC setting are defined in direct analogy to classical theory: An NC function, $F$, in $\mathbb{H}^\infty_d$ is inner if it defines an isometric left multiplier of Fock space and outer if $M^F_k$ has dense range. An element $f \in \mathbb{H}^2_d$ is outer if it is cyclic for the isometric right shifts, $R_k := M^F_k$. In [13], the authors have refined this NC inner-outer factorization by extending the classical Blaschke-Singular-Outer factorization to the NC Hardy spaces $\mathbb{H}^\infty_d$ and $\mathbb{H}^2_d$. Namely, any NC inner $\Theta \in \mathbb{H}^\infty_d$ further factors uniquely as the product of an NC Blaschke inner and an NC singular inner. As in the classical case, the NC Blaschke factor, $B$, of $f \in \mathbb{H}^2_d$ encodes all information about the “zeroes” of $f$ and the NC singular inner factor is pointwise invertible in $\mathbb{B}^d_n$. Several questions regarding this NC Blaschke-Singular-Outer factorization have remained open. In particular, a natural question is whether, in analogy
with classical Hardy space theory, the inner factors of rational functions in $H_d^2$ are Blaschke. In this paper, we provide an affirmative answer to this question, we characterize when an NC rational function belongs to Fock space, and we provide applications to the spectral theory of multipliers of Fock space.

A complex NC rational expression is any syntactically valid combination of the several NC variables $\z_1, \ldots, \z_d$, the complex scalars, $\mathbb{C}$, the operations $+, \cdot, ^{-1}$, and parentheses $(, )$. For example,

$$r(\z_1, \z_2) = \z_1^3 (3\z_1^2 - 1)^{-1} - 7\z_2 \z_1 \z_2.$$

The domain, $\text{Dom}(r)$, of such an expression is simply the collection of all $\z > a$ disk of radius $\rho$ in the row ball (though the proofs will be rather more involved). This is made more interesting by (iv)–(vii) in Theorem A can then be read as an extension of these facts to NC rational functions. For an NC rational function $r$, the joint spectral radius, $\text{spr}(r)$, of a single complex variable, it is not hard to prove (using the Plancherel theorem) that if $r$ is regular near 0 and its power series at 0 has square-summable coefficients, then it cannot have any poles in the closed unit disk $|z| \leq 1$, and is therefore regular in a disk of radius $\rho > 1$ (and hence bounded and continuous in $|z| \leq 1$). The equivalence of (i) with (iv)–(vii) in Theorem A can then be read as an extension of these facts to NC rational functions in the row ball (though the proofs will be rather more involved). This is made more interesting by

\textbf{Theorem A.} Let $r$ be an NC rational function with minimal realization $(A, b, c)$ of size $N$. Then the following are equivalent.

(i) $r \in \mathbb{H}_d^2$.

(ii) $r = K\{Z, y, v\}$ is an NC Szegő kernel vector for some $Z \in \mathbb{B}_N^d$ and $y, v \in \mathbb{C}^N$.

(iii) The joint spectral radius, $\text{spr}(A)$, of $A$ is $< 1$.

(iv) There exists $r > 1$, such that $r\mathbb{B}_N^d \subset \text{Dom}(r)$.

(v) $\overline{\mathbb{B}_N^d} \subset \text{Dom}(r)$.

(vi) $r \in \mathcal{A}_d := \text{Alg}(I, L)^{-\|\|}$, the NC disk algebra.

(vii) $r \in \mathbb{H}_d^\infty$. 

For rational functions, $r(z)$, of a single complex variable, it is not hard to prove (using the Plancherel theorem) that if $r$ is regular near 0 and its power series at 0 has square-summable coefficients, then it cannot have any poles in the closed unit disk $|z| \leq 1$, and is therefore regular in a disk of radius $\rho > 1$ (and hence bounded and continuous in $|z| \leq 1$). The equivalence of (i) with (iv)–(vii) in Theorem A can then be read as an extension of these facts to NC rational functions in the row ball (though the proofs will be rather more involved). This is made more interesting by
the observation that these one-variable facts do not generalize to the NC polydisk, for example (an example is given after the proof of Theorem A).

We will apply Theorem A to the study the spectra and cyclicity of NC rational multipliers. In Subsection 4.5 we prove that the spectrum of a rational multiplier is determined by the spectra of its evaluations at finite levels of the free row-ball. Combined with results of Davidson-Pitts and Conway-Morrell we obtain:

**Theorem B.** Let \( r \) be an NC rational function bounded on \( \mathbb{B}_d^N \). Let \( r(L) := M^L_r \). Then \( r(L) \) is a point of continuity of the spectral map \( T \mapsto \sigma(T), T \in \mathcal{L}(\mathbb{H}_d^2) \).

As a consequence of the identification of NC rational functions in \( \mathbb{H}_d^2 \) and NC kernels in Theorem A above, we obtain that the inner and outer factors of any NC rational function in \( \mathbb{H}_d^2 \) are rational, and that any rational NC inner function is Blaschke, see Section 5. That is, NC rational functions in Fock space have no singular inner factor. Sections 5 and 6 contain further, more detailed results on the inner-outer factorization of NC rational functions and polynomials in the Fock space. In particular we highlight the following, which is an immediate consequence of Corollary 5.4:

**Theorem C.** An NC rational function \( r(z) \in \mathbb{H}_d^2 \) is outer if and only if \( \det r(Z) \neq 0 \) for all \( Z \) in the row ball.

In the classical one-variable Hardy space \( H^2 \) in the unit disk, it is obvious that a rational function in the space is cyclic for the unilateral shift if and only if it has no zeroes in \( |z| < 1 \). The theorem just stated can be read as a generalization of this fact (though much less obvious).

## 2 Preliminaries

Consider the complex NC universe,

\[
\mathbb{C}_N^d := \bigcup_{n=1}^{\infty} \mathbb{C}^{(n \times n) \cdot d} ; \quad \mathbb{C}^{(n \times n) \cdot d} = \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d},
\]

the disjoint union of all \( d \)-tuples \( X = (X_1, \cdots, X_d) \) of \( n \times n \) matrices of all finite sizes. The NC row-ball \( \mathbb{B}_N^d \) is the unit ball of \( \mathbb{C}_N^d \) with respect to the row operator space norm on \( \mathbb{C}^d \). It will be occasionally be useful to include the infinite level \( \mathbb{B}_\infty^d \), and to consider the operator unit row-ball:

\[
\mathbb{B}_N^d := \mathbb{B}_N^d \cup \mathbb{B}_\infty^d.
\]

The infinite level is the set of all strict row contractions on a fixed separable Hilbert space.

As described in the introduction, the Fock space, \( \mathbb{H}_d^2 \), can be defined as a Hilbert space of square-summable power series (as in [21]) which define locally bounded, hence analytic free NC functions in \( \mathbb{B}_N^d \) or \( \mathbb{B}_\infty^d \) [15]. (A free NC function on an NC domain such as \( \mathbb{B}_N^d \) is any function which respects the grading, direct sums, and the joint similarities which preserve its NC domain.)

Given any matrix \( d \)-tuple \( X = (X_1, \cdots, X_d) \in \mathbb{C}^{(n \times n) \cdot d} \), the joint or outer spectral radius of \( X \) is:

\[
spr(X) := \lim_{k \to \infty} \frac{1}{\sqrt[k]{\text{Ad}^{(k)}_{X,X^*}(I_n)}}; \quad \text{Ad}_{X,X^*}(P) := X (I_d \otimes P) X^*.
\]
2.1 Domains and realizations of NC rational functions

As described in the introduction, the domain of any NC rational function, \( r \), is

\[
\text{Dom}(r) := \bigcup_n \text{Dom}_n(r); \quad \text{Dom}_n(r) := \left\{ X \in \mathbb{C}^{(n \times n) \cdot d} \mid r(X) \text{ is defined} \right\}.
\]

NC rational functions which are regular at the origin, i.e. \( 0 \in \text{Dom}(r) \) have a powerful realization theory: There is a triple \((A, b, c) \in \mathbb{C}^{(N \times N) \cdot d} \times \mathbb{C}^N \times \mathbb{C}^N\), called a realization of \( r \) so that for any \( X \in \mathbb{C}^{(n \times n) \cdot d} \),

\[
r(X) = b^* L_A(X)^{-1} c := b^* \otimes I_n L_A(X)^{-1} c \otimes I_n,
\]

where \( L_A \) is the (monic) linear pencil defined by:

\[
L_A(X) := I_N \otimes I_n - \sum_{j=1}^d A_j \otimes X_j.
\]

Moreover, \( A \) can be assumed to be minimal in the sense that \( N \) is minimal, and this implies that the realization is both observable:

\[
\bigwedge b^* A^\omega = \mathbb{C}^{1 \times N},
\]

and controllable

\[
\bigwedge A^\omega c = \mathbb{C}^N,
\]

see e.g. [9, Subsection 3.1.2]. The domains of NC rational functions which are regular at 0 have a convenient description:

**Theorem.** ([23, Theorem 3.5], [14, Theorem 3.1]) If \( r \) is an NC rational function regular at 0 with minimal realization \((A, b, c)\), then,

\[
\text{Dom}(r) := \bigcup_{n \in \mathbb{N}} \left\{ X \in \mathbb{C}^{(n \times n) \cdot d} \mid \det L_A(X) \neq 0 \right\}.
\]

2.2 A conjugation on Fock space

It will be useful to consider the conjugation with respect to the standard orthonormal basis, \( \{L^\alpha \mid \alpha \in \mathbb{F}^d\} \), on Fock space, \( \mathbb{H}^2_d \rightarrow \mathbb{H}^2_d \), defined by: \( C f = \overline{f} \), where

\[
f = \sum_{\omega \in \mathbb{F}^d} f_\omega L^\omega 1 \quad \rightarrow \quad \overline{f} := \sum_{\omega} \overline{f_\omega} L^\omega 1.
\]

**Lemma 2.3.** The map \( C : \mathbb{H}^2_d \rightarrow \mathbb{H}^2_d \) is a conjugation, i.e. it is an anti-linear unitary involution.

That is, the anti-linear operator \( C \) is bijective, isometric, and \( C^2 = I \).

**Lemma 2.4.** The conjugation, \( C : \mathbb{H}^2_d \rightarrow \mathbb{H}^2_d \) commutes with the left and right free shifts. If \( F(L) \in \mathbb{H}^\infty_d \) then \( C F(L) C =: \overline{F}(L) \in \mathbb{H}^\infty_d \) has the same operator norm and if

\[
F(L) = \sum_\omega F_\omega L^\omega \quad \text{then} \quad \overline{F}(L) = \sum_\omega \overline{F_\omega} L^\omega.
\]

Moreover for any \( F, G \in \mathbb{H}^\infty_d \), and \( f \in \mathbb{H}^2_d \), \( C F(L) G(L) C = \overline{F(L)} \overline{G(L)} \) and \( C F(L) f = \overline{F(L)} \overline{f} \).
Here, recall that any \( F(L) \in \mathbb{H}_d^\infty \) can be identified with the power series:

\[
F(L) = \sum_{\omega \in \mathbb{F}^d} \hat{F} \omega L^\omega; \quad \hat{F} \omega := \langle L^\omega 1, F(1) \rangle_{\mathbb{H}^2},
\]

in the sense that the Cesàro partial sums of this series converge to \( F(L) \) in the strong operator topology \( \mathcal{S} \).

**Proof.** We have that

\[
\|F(L)\| = \sup_{\|f\|_{\mathbb{H}^2} = 1} \|F(L)f\| = \sup \|CF(L)f\| = \sup \|\mathcal{F}(L)f\| = \sup \|\overline{F}(L)f\| = \|\overline{F}(L)\|.
\]

All of the other properties are easily verified. \( \square \)

**Lemma 2.5.** If \( f = \Theta(L)F \) is the inner-outer factorization of \( f \in \mathbb{H}_d^2 \), then \( \overline{f} = C \Theta(L)\overline{F} \). That is, \( \Theta(L) \) is inner if and only if \( \overline{\Theta(L)} \) is inner and \( F \in \mathbb{H}_d^2 \) is outer if and only if \( \overline{F} \) is outer.

**Proof.** Clearly \( \overline{\Theta(L)} \) is an isometry since \( \overline{\Theta(L)} = C\Theta(L)C \), and \( C \) is an anti-linear unitary. Suppose that \( \overline{F} \) is not outer. Then there is a \( g \in \mathbb{H}_d^2 \) so that \( g \perp \bigvee R^\alpha F \). (Here recall \( R_k := M_k^R \) are the isometric right free shifts.) Then,

\[
0 = \langle R^\alpha \overline{F}, g \rangle_{\mathbb{H}^2} = \langle Cg, CR^\alpha \overline{F} \rangle_{\mathbb{H}^2} \quad (C \text{ is a conjugation})
\]

This proves that \( g \perp \bigvee R^\alpha F \) so that \( F \) is not outer. \( \square \)

For any \( n \in \mathbb{N} \), we also define a conjugation, \( \mathcal{C} : \mathbb{C}^n \to \mathbb{C}^n \), with respect to the standard basis, \( \{e_j\}_{j=1}^n \):

\[
\mathcal{C} \sum a_j e_j := \sum \overline{a}_j e_j.
\]

For \( c \in \mathbb{C}^n \) we write \( \overline{c} := \mathcal{C}c \) and for \( X \in \mathbb{C}^{n \times n} \) we write \( \overline{X} := \mathcal{C}X\mathcal{C} \), whose matrix in the standard basis is obtained by entry-wise complex conjugation.

**Lemma 2.6.** If \( Z \in \mathbb{B}_d^n \) is a strict row contraction, \( \overline{Z} = \mathcal{C}Z\mathcal{C} \) is also a strict row contraction with \( \|\overline{Z}\| = \|Z\| \) and \( \text{spr}(\overline{Z}) = \text{spr}(Z) \).

### 3 Isomorphy of NC Rational functions and kernels in Fock space

We consider NC rational functions \( r(\mathbf{Z}) \) in \( d \) noncommuting variables \( \mathbf{z}_1, \ldots, \mathbf{z}_d \). Suppose that \( r \) is defined in the row ball \( \mathbb{B}_n^d \); since this domain contains the scalar point \( 0 \) it follows that \( r \) has a minimal realization \( (A, b, c) \) of size \( N \). Since \( \mathbb{B}_N^d \subseteq \text{Dom}(r) \), \( L_A(Z) \) is invertible for all \( Z \) in the
row-ball by [25, Theorem 3.5]. Since \( r(Z) \) is a locally bounded (analytic) NC function in \( \mathbb{B}_n^d \), it has a Taylor-Taylor series at 0 with non-zero radius of convergence [15, Chapter VII]:

\[
r(Z) = b^* L_A(Z)^{-1} c = \sum_{\omega \in \mathbb{F}^d} b^* A^{\omega} c Z^{\omega} = \sum_{\omega \in \mathbb{F}^d} (b, A^{\omega} c)_{C_N} Z^{\omega}.
\] (3.1)

If we further assume that \( r(Z) \) belongs to the Fock space then the above power series coefficients are square summable,

\[
\sum_{\omega \in \mathbb{F}^d} |(b, A^{\omega} c)_{C_N}|^2 < +\infty,
\]

and by [20, Theorem 1.1] the above power series of Equation 3.1 converges absolutely in \( \mathbb{B}_n^d \) and uniformly (in operator-norm) on NC balls of radius \( 0 \leq r < 1 \). Assuming from now on that \( r \in \mathbb{B}_n^d \), we have that by [25, Theorem 3.5, Theorem 3.10], that

\[
r_{y,v}(\cdot) := y^* L_A(Z)^{-1} v \in \text{Hol}(\mathbb{B}_n^d),
\]

for any choice of \( y, v \in \mathbb{C}^N \) (since \( L_A(Z) \) is invertible in \( \mathbb{B}_n^d \)).

### 3.1 NC Szegő kernels are NC rational functions

**Proposition 3.2.** For any \( Z \in \mathbb{B}_n^d \) and \( y, v \in \mathbb{C}^n \), the NC Szegő kernel vector is given by the formula:

\[
K\{Z, y, v\} = \sum_{\alpha \in \mathbb{F}^d} (Z^\alpha v, y)_{C^n} L^\alpha 1.
\]

This power series has radius of convergence

\[
R \geq \frac{1}{\text{spr}(Z)} > \frac{1}{\|Z\|} > 1.
\]

In particular, the partial sums of the series converge uniformly in operator norm on every row ball of radius \( r < R \), so that \( K\{Z, y, v\} \) belongs to the NC disk algebra \( A_d \).

The image of any NC Szegő kernel under the conjugation, \( C \), is:

\[
CK\{Z, y, v\} = K\{\overline{C} Z \overline{C}, \overline{C} y, \overline{C} v\} = K\{\overline{Z}, \overline{y}, \overline{v}\}.
\]

Any NC Szegő kernel, \( K\{Z, y, v\} \) is an NC rational function with (not necessarily minimal) realization \( (Z, y, v) \).

**Proof.** Given any strict row contraction \( Z = (Z_1, \cdots, Z_d) \in \mathbb{B}_n^d \), let us first calculate the radius of convergence of the power series formula for \( K\{Z, y, v\} \), where if \( Z \in \mathbb{B}_n^d \), then \( y, v \in \mathbb{C}^n \) (and we allow \( n = \infty \)). By [20, Theorem 1.1], the radius of convergence, \( R \), of the NC power series

\[
K\{Z, y, v\}(W) = \sum_{\omega} (Z^\omega v, y)_{C^n} W^\omega,
\]
is given by the Hadamard formula:

\[
\frac{1}{R} = \limsup_{k \to \infty} \left( \sum_{|\omega|=k} |(Z^\omega v, y)_{\mathbb{C}^n}|^2 \right)^{\frac{1}{2^k}}
\]

\[
= \limsup_k \left( \sum_{|\omega|=k} (y, Z^\omega v v^* (Z^\omega)^* y)_{\mathbb{C}^n} \right)^{\frac{1}{2^k}}
\]

\[
= \limsup_k \left( \left( y, \text{Ad}_{Z,Z^*}^{(k)}(vv^*) (Z^\omega)^* y \right)_{\mathbb{C}^n} \right)^{\frac{1}{2^k}}
\]

\[
\leq \limsup_k \left( \|v\|_{\mathbb{C}^n}^2 \|y\|_{\mathbb{C}^n} \|\text{Ad}_{Z,Z^*}^{(k)}(I_n)\| \right)^{\frac{1}{2^k}}
\]

\[
= \text{spr}(Z) \leq \|Z\| < 1.
\]

This proves that

\[
R \geq \frac{1}{\text{spr}(Z)} \geq \frac{1}{\|Z\|} > 1,
\]

so that \( K\{Z, y, v\} \in \text{Hol}(R\mathbb{B}^d_1) \), and the Taylor-Taylor series of \( K\{Z, y, v\} \) at \( 0 \in \mathbb{B}^d_1 \) converges absolutely and uniformly on any NC row-ball \( r\mathbb{B}^d_1 \) of radius \( 0 < r < R \). This proves, in particular, that \( K\{Z, y, v\} \in A_d \). Since \( A_d \subset \mathbb{H}^\infty_d \subset \mathbb{H}^2_d \), \( K\{Z, y, v\} \) belongs to the Fock space. This can also be checked directly:

\[
\|K\{Z, y, v\}\|_{\mathbb{H}^2_d}^2 = \sum_{\omega} (y, Z^\omega v)_{\mathbb{C}^n} (Z^\omega v, y)_{\mathbb{C}^n}
\]

\[
= \sum_{m=0}^{\infty} \sum_{|\omega|=m} (y, Z^\omega v v^* (Z^\omega)^* y)_{\mathbb{C}^n}
\]

\[
= \sum_{m=0}^{\infty} \left( y, \text{Ad}_{Z,Z^*}^{(m)}(vv^*) (Z^\omega)^* y \right)_{\mathbb{C}^n}
\]

\[
\leq \|y\|_{\mathbb{C}^n}^2 \|v\|_{\mathbb{C}^n}^2 \sum_{m=0}^{\infty} \|Z\|^{2m}
\]

\[
= \frac{\|y\|_{\mathbb{C}^n}^2 \|v\|_{\mathbb{C}^n}^2}{1 - \|Z\|^2} < \infty.
\]

We now verify the reproducing formula. Let \( \tilde{K}\{Z, y, v\} := \sum (Z^\alpha v, y)_{\mathbb{C}^n} L^\alpha \), and compute:

\[
\langle \tilde{K}\{Z, y, v\}, f \rangle_{\mathbb{H}^2_d} = \sum_{\alpha, \beta} (y, Z^\alpha v)_{\mathbb{C}^n} \hat{f}_\beta \langle L^\alpha 1, L^\beta 1 \rangle_{\mathbb{H}^2_d}
\]

\[
= \sum_{\alpha} (y, Z^\alpha v)_{\mathbb{C}^n} \hat{f}_\alpha
\]

\[
= \left( y, \sum \hat{f}_\alpha Z^\alpha v \right)_{\mathbb{C}^n}
\]

\[
= (y, f(Z)v)_{\mathbb{C}^n}.
\]
Verifying the final assertion amounts to recognizing the geometric sum formula: If \( K\{Z, y, v\} \) with \( Z \in \mathbb{B}_n^d \) is an NC Szegö kernel, and \( W \in \mathbb{B}_m^d \), then

\[
K\{Z, y, v\}(W) = \sum_{\alpha} (Z^\alpha, y)_{C^n} W^\alpha = \sum (\mathcal{C}y, \mathcal{C}Z^\alpha)_{C^n} W^\alpha = \sum (\overline{y}, \overline{Z}^\alpha\pi)_{C^n} W^\alpha = \sum (\overline{y} \otimes I_m)Z^\alpha \otimes W^\alpha(\pi \otimes I_m)
\]

\[
= (\overline{y} \otimes I_m) \sum_{k=0}^\infty \left( (Z_1 \otimes I_m, \cdots, Z_d \otimes I_m) \left( \begin{array}{c} I_n \otimes W_1 \\ \vdots \\ I_n \otimes W_d \end{array} \right) \right)^k (\pi \otimes I_m)
\]

\[
= \overline{y} L_{Z}(W)^{-1}\pi.
\]

\[\square\]

### 3.3 NC rational functions in Fock space are NC kernels

If \( \tau \in \mathbb{H}_d^2 \) is an NC rational function with minimal realization \((A, b, c)\) of size \( N \), then \( \overline{\tau} := C\tau \in \mathbb{H}_d^2 \) is also an NC rational function with the same norm and minimal realization \((\overline{A}, \overline{b}, \overline{\pi})\). In particular, expanding \( \overline{\tau} \) in a Taylor-Taylor series at \( 0 \in \mathbb{B}_1^d \) yields:

\[
\overline{\tau}(Z) = \overline{b}^* L_{\overline{A}}(Z)^{-1}\overline{c} = \sum_{\omega} (A^\omega, b)_{C^N} Z^\omega.
\]

Observe that \( \overline{\tau} \) formally resembles an NC Szegö kernel: \( \overline{\tau} \sim \overline{K}\{A, b, c\} \). (Here, the tilde denotes that we do not yet know if the formal power series for the NC kernel at \( \{A, b, c\} \) converges in \( \mathbb{B}_1^d \), or if it belongs to the Fock space.) It further follows that the original rational function, \( \tau \), resembles the formal NC kernel \( \overline{K}\{A, \overline{y}, \overline{\pi}\} \).

**Lemma 3.4.** Let \( \tau \) be a rational function in \( \mathbb{H}_d^2 \) with minimal realization \((A, b, c)\) of size \( N \). Then the unital homomorphism from NC polynomials into \( \mathbb{C}^{N \times N} \) defined by \( p \mapsto p(A) \) is continuous in the \( \mathbb{H}_d^2 \)-norm. If \( y, v \) are any vectors in \( \mathbb{C}^N \) then \( \tau_{y,v}(Z) := y^* (I - ZA)^{-1} v \) also belongs to \( \mathbb{H}_d^2 \).

It follows that the evaluation \( p \mapsto p(A) \) has a unique continuous extension to \( \mathbb{H}_d^2 \) which we write \( f \mapsto f(A) \). In particular if \( f_n \) are NC polynomials and \( f_n \rightarrow f \) in the \( \mathbb{H}_d^2 \) norm, then \( f_n(A) \rightarrow f(A) \) and for all NC polynomials \( p, q \in \mathbb{C}\{\overline{z}\} \) we have \( (pfq)(A) = p(A)f(A)q(A) \).

**Proof.** We first observe that for any NC polynomial \( p(\overline{z}) = \sum p_\omega \overline{z}^\omega \) we have

\[
(\overline{\tau}, p)_{\mathbb{H}_d^2} = \sum_{\omega \in \mathbb{N}_d^d} (b, A^\omega c)_{C^N} p_\omega = (b, p(A)c)_{C^N},
\]

so that \( \overline{\tau} \) also acts ‘like’ the formal NC kernel vector \( \overline{K}\{A, b, c\} \). Hence by Cauchy-Schwarz

\[
| (b, p(A)c)_{C^N} | \leq \|p\|_2 \|\overline{\tau}\|_2 = \|p\|_2 \|\overline{\tau}\|_2.
\]
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Next, let \( \{e_j\} \) be the standard basis for \( \mathbb{C}^N \). By the observability and controllability of \((A, b, c)\), there exist systems of NC polynomials \( \{\beta_j\} \) and \( \{\gamma_j\} \) such that
\[
c^*\gamma_i(A) = e_i^* \quad \text{and} \quad \beta_j(A)b = e_j; \quad 1 \leq j \leq N.
\]
Then for any NC polynomial \( p \in \mathbb{C}\{z\} \),
\[
e_i^*p(A)e_j = \langle \gamma_i(A)^*c, p(A)\beta_j(A)b \rangle_{\mathbb{C}^N} = \langle \bar{\tau}, \gamma_i p\beta_j \rangle_{\mathbb{H}_d^2},
\]
and thus
\[
|e_i^*p(A)e_j| \leq \|\gamma_i p\beta_j\|_2 \|v\|_2 \leq \|\gamma_i(L)\|\|\beta_j(R)\|\|p\|_2 \|v\|_2,
\]
so that for all \( i, j \), the matrix entry evaluations \( p \mapsto p(A)_{ij} \) are continuous for the \( \mathbb{H}_d^2 \)-norm. By [23, Theorem 3.10], for any \( 1 \leq i, j \leq N \), the rational function \( \tau_{ij}(\bar{z}) = e_i^*(I - \bar{A}\bar{z})^{-1}e_i \) is defined in the row ball and the norm estimate above shows that \( \tau_{ij} \) and hence \( \tau_{ij} \) belongs to \( \mathbb{H}_d^2 \), since the formal inner product \( p(A)_{ij} = \langle \bar{\tau}_{ij}, \bar{p}\rangle_2 \) defines a bounded linear functional on \( \mathbb{H}_d^2 \). Finally by taking linear combinations we have \( \tau_{y,v}(\bar{z}) = y^*(I - \bar{A}\bar{z})^{-1}v \in \mathbb{H}_d^2 \) for all \( y, v \in \mathbb{C}^N \).

Let \( A \in \mathbb{C}^{(n \times n) \cdot d} \) be a \( d \)-tuple of \( n \times n \) matrices. Following [23] we say \( A \) is reducible if it has a non-trivial jointly invariant subspace. If \( A \) is not reducible we say it is irreducible.

**Theorem 3.5.** Let \( \tau \in \mathbb{H}_d^2 \) be an NC rational function in \( \mathbb{H}_d^2 \) with minimal realization \((A, b, c)\) of size \( N \). Then \( A \) has joint spectral radius \( \text{spr}(A) < 1 \) and is jointly similar to a point \( W \in \mathbb{B}_d^N \). If \( A \) is irreducible, then one can choose \( \|W\| = \text{spr}(A) < 1 \). Moreover, there are vectors \( x, u \in \mathbb{C}^N \) so that \( \tau = K\{W, x, u\} \) is analytic in an NC row-ball of radius \( R \geq \|W\|^{-1} > 1 \).

**Proof.** We have that for any \( d \)-tuple \( Z \in \mathbb{B}_d^N \),
\[
\tau_{y,v}(Z) = \sum_{\omega} (A^\omega v, y)_{\mathbb{C}^N} Z^\omega \in \mathbb{H}_d^2,
\]
for any choice of \( y, v \in \mathbb{C}^N \) by Lemma 3.4. Hence,
\[
\infty > \|\tau_{y,v}\|^2_2 = \sum_{\omega} (y, A^\omega v)_{\mathbb{C}^N} (A^\omega v, y)_{\mathbb{C}^N} = \sum_{\omega} (y, A^\omega vv^* (A^\omega)^* y)_{\mathbb{C}^N},
\]
for any \( y, v \in \mathbb{C}^N \). Taking \( v = e_j \) where \( \{e_j\} \) is the standard basis of \( \mathbb{C}^N \) and summing over \( j \) yields:
\[
\infty > \sum_{j=1}^N \sum_{\omega} (y, A^\omega e_j e_j^* (A^\omega)^* y)_{\mathbb{C}^N} = \sum_{n=0}^\infty \sum_{|\omega| = n} (y, A^\omega I_N (A^\omega)^* y)_{\mathbb{C}^N} = \sum_{n=0}^\infty \left( y, \text{Ad}_{A,A^*}^{(n)}(I_N)y \right)_{\mathbb{C}^N},
\]
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where we view $A = (A_1, \ldots, A_d) \in \mathbb{C}^{(N \times N) \times d}$ as a row $d$–tuple of $N \times N$ matrices. Since this sum is finite, the general term must converge to 0,

$$\left( y, \text{Ad}_{A, A^*}(I_N)y \right)_{\mathbb{C}^N} \xrightarrow{n \to \infty} 0,$$

for any $y \in \mathbb{C}^N$. This proves that the positive semi-definite matrices:

$$\text{Ad}_{A, A^*}(I_N) \to 0,$$

so that $A = (A_1, \ldots, A_d)$, is a pure and finite-dimensional $d$–tuple. By the multi-variable Rota-Strang theorem, [21, Theorem 3.8] (see also [23, Proposition 2.3, Remark 2.6]), $A$ is jointly similar to a strict row contraction $X \in \mathbb{B}_n^d$. That is, there is an invertible $S \in \mathbb{C}^{N \times N}$ so that

$$A_k = SX_kS^{-1}, \quad 1 \leq k \leq d.$$

Hence, for any $Z \in \mathbb{B}_n^d$

$$\bar{r}_{b, c}(Z) = \sum_{\omega \in \mathbb{F}^d} (A^\omega c, b)_{\mathbb{C}^N} Z^\omega
= \sum_{\omega \in \mathbb{F}^d} (X^\omega S^{-1} c, S^* b)_{\mathbb{C}^N} Z^\omega
= K\{X, x, u\}(Z); \quad x := S^* b, \ u := S^{-1} c$$

By [23, Lemma 2.4], if $A$ is irreducible then,

$$\text{spr} (A) = \min \left\{ \|S^{-1} AS\| \mid S \in \text{GL}(n) \right\},$$

so that we can choose $\|X\| = \text{spr} (A) < 1$. Either way, since $A$ is jointly similar to the strict row contraction, $X \in \mathbb{B}_n^d$, $\text{spr} (A) < 1$. Setting $W := CX\mathfrak{F}$, Lemma [2.6] and Proposition [3.2] imply that $\bar{r} = \mathfrak{C} = CK\{W, x, u\} = K\{W, \bar{x}, \bar{u}\}$ is also an NC Szegö kernel vector whose Taylor-MacLaurin series has radius of convergence

$$R \geq \frac{1}{\|W\|} > 1.$$

In particular, $\bar{r}$ is analytic in an NC row-ball of radius $R > 1$. \hfill \blacksquare

**Corollary 3.6.** An NC rational function $r$ belongs to $\mathbb{H}_d^2$ if and only if $r = K\{Z, y, v\}$ for some finite point $Z \in \mathbb{B}_N^d$, $N < +\infty$, and $y, v \in \mathbb{C}^N$.

**Remark 3.7.** The multivariable Rota-Strang theorem [21, Theorem 3.8] is proven in a general multi-variable non-commutative context. For alternative proofs of this theorem applied to the special case of $d$–tuples of matrices, see [23, Section 2] and [17, Theorem 1.7].

### 4 Regularity of NC rational functions in Fock space

In this section, we will study varieties and spectra of NC rational multipliers. It will be convenient to briefly recall the concept of vectorization of matrices and completely bounded maps on matrices. Let $A \in \mathbb{C}^{m \times m}$, $B \in \mathbb{C}^{n \times n}$, then $A \otimes B$ is an $mn \times mn$ matrix, but it can also be identified with a linear map on $\mathbb{C}^{m \times n}$. To see the correspondence, for $Z \in \mathbb{C}^{n \times m}$, we write $\overrightarrow{Z}$ for the column vector.
of size $m \cdot n$ obtained by stacking the columns of $Z$ one on top of the other (in order from left to right). That is, dividing $Z \in \mathbb{C}^{n \times m}$ into $m$ columns, $z_k \in \mathbb{C}^n$ (see for example [11, Section 4.2])

$$Z = (z_1 | \cdots | z_m) \mapsto \overrightarrow{Z} = \begin{pmatrix} z_1 \\ \vdots \\ z_m \end{pmatrix} \in \mathbb{C}^{mn}.$$  

By [11, Lemma 4.3.1],

$$(A \otimes B) \overrightarrow{Z} = BZA^T.$$  

This vectorization map $\text{vec} : \mathbb{C}^{m \times n} \to \mathbb{C}^{mn}$, $\text{vec}(A) := \overrightarrow{A}$, is clearly linear and invertible, and for any linear map $\ell \in \mathcal{L}(\mathbb{C}^{m \times n})$, we define the matrization of $\ell$, $\overleftarrow{\ell} \in \mathbb{C}^{mn \times mn}$ by

$$\overleftarrow{\ell} \overrightarrow{Z} := \text{vec}(\ell(Z)), \quad \text{i.e.} \quad \overleftarrow{\ell} \circ \text{vec} = \text{vec} \circ \ell \circ \text{vec}^{-1}.$$  

In particular, if $\ell$ is any (completely bounded) linear map on the operator space $\mathbb{C}^{m \times n}$,

$$\ell(X) = \sum_{j=1}^d A_j X B_j; \quad A_j \in \mathbb{C}^{m \times m}, B_j \in \mathbb{C}^{n \times n}, \ X \in \mathbb{C}^{m \times n}$$  

then

$$\overleftarrow{\ell} = \sum B_j^T \otimes A_j.$$  

The map $\ell \mapsto \overleftarrow{\ell}$ has many nice properties, see e.g. [16, Section 3] and [17]. In particular, if we have a linear pencil $L_A(Z) = I_m \otimes I_n - \sum_{j=1}^d A_j \otimes Z_j$, with $A_j \in \mathbb{C}^{m \times m}$, $Z_j \in \mathbb{C}^{n \times n}$, then for any $d$-tuple $Z \in \mathbb{C}^{(n \times n) \cdot d}$, $L_A(Z) \in \mathbb{C}^{mn \times mn}$, and it is clear that if we define $\ell \in \mathcal{L}(\mathbb{C}^{n \times m})$ by

$$\ell(X) := X - \sum_{j=1}^d Z_j X A_j^T; \quad X \in \mathbb{C}^{n \times m},$$  

then $L_A(Z) = \overleftarrow{\ell}$. Since $A \otimes B$ and $B \otimes A$ are unitarily equivalent via the canonical shuffle,

$$L_A(Z) \sim \overleftarrow{\ell}_{A,Z},$$  

where $\overleftarrow{\ell}_{A,Z} \in \mathcal{L}(\mathbb{C}^{mn \times n})$ is defined by

$$\overleftarrow{\ell}_{A,Z}(X) := X - \sum_{j=1}^d A_j X Z_j^T; \quad X \in \mathbb{C}^{m \times n}.$$  

It is now immediate that $L_A(Z)$ is singular if and only if $\overleftarrow{\ell}_{A,Z}$ is.

**Proposition 4.1.** Let $r$ be an NC rational function with $0 \in \text{Dom}(r)$. Let $(A, b, c)$ be a minimal realization of $r$ of size $N$. Assume that $\text{spr}(A) > 0$. Then, there exists a point $Z \in \mathbb{C}^{(N \times N) \cdot d}$, such that $\|Z\| = \frac{1}{\text{spr}(A)}$ and $Z \notin \text{Dom}(r)$.

In the above $\text{spr}(A) > 0$ implies that $A$ is not jointly nilpotent, and hence $r$ is not a free polynomial.
Proof. Let $\rho := \spr(A)$. One can apply arbitrary similarities to $A$ to produce a new realization for the same NC rational function, $(A, b, c) \mapsto (S^{-1}AS, S^*b, S^{-1}c)$. Applying a (unitary) similarity, we may assume that $A$ is block upper-triangular, where the blocks, $A^{(j)}$, $1 \leq j \leq k$, on the diagonal are irreducible $d$-tuples. By [24, Lemma 3.2] we may apply a subsequent block diagonal similarity, so that

$$A = \begin{pmatrix} \rho_1 Y^{(1)} & * & * \\ 0 & \ddots & * \\ 0 & 0 & \rho_k Y^{(k)} \end{pmatrix},$$

where for each $1 \leq j \leq k$, we have $Y^{(j)}(Y^{(j)})^* = I$ and $\rho_j := \spr(A^{(j)})$. That is, each $d$-tuple $Y^{(j)}$ is a row co-isometry. Since $\rho = \max\{\rho_1, \ldots, \rho_k\}$, we may apply another similarity and assume that $\rho = \rho_1$. Let $Y := Y^{(1)}$ and set

$$Z := \begin{pmatrix} \frac{1}{\rho} Y & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{C}^{(N \times N) \times d},$$

be of the same size as $A$. Note that since $Y \in \mathbb{C}^{(m \times m) \times d}$, for some $m \leq N$ is a row co-isometry, then so is $\overline{Y} = \mathcal{C}Y\mathcal{C}$. In particular, $\|Z\| = \frac{1}{\rho}$. Consider the linear map $\ell[\cdot] := \ell_{A, Z}[\cdot] : \mathbb{C}^{N \times N} \to \mathbb{C}^{N \times N}$ defined as in the preceding discussion,

$$\ell_{A, Z}[X] = X - \sum_{j=1}^{d} A_j X Z_j^T; \quad X \in \mathbb{C}^{N \times N}.$$

Let $P$ be the matrix with $I_m$ (the size of $Y^{(1)}$) in the upper left corner and zeroes everywhere else, then

$$\ell_{A, Z}[P] = P - \sum_{j=1}^{d} A_j P Z_j^T$$

$$= \begin{pmatrix} I_m & 0_{N-m} \\ 0_{N-m} & I_m \end{pmatrix} - \sum_{j=1}^{d} \left( \rho Y_j \right) \begin{pmatrix} I_m & 0_{N-m} \\ 0_{N-m} & I_m \end{pmatrix} \left( \frac{1}{\rho} Y_j \right)^{\mathsf{T}}$$

$$= \begin{pmatrix} I_m - \sum Y_j Y_j^* & 0_{N-m} \\ 0_{N-m} & I_m - \sum Y_j Y_j^* \end{pmatrix} \equiv 0.$$

By the previous discussion, since $\ell_{A, Z}$ is singular, so is $L_A(Z)$. Since $0 \in \text{Dom}(\tau)$, by [25, Theorem 3.10], $\text{Dom}(\tau)$ coincides with the complement of the singularity locus of the pencil in its minimal realization. Hence $Z \notin \text{Dom}(\tau)$, as desired. \qed

**Corollary 4.2.** Let $\tau$ be an NC rational function, such that $\overline{\mathbb{H}_d^r} \subseteq \text{Dom}(\tau)$. Then $\tau$ is bounded on $\mathbb{B}_d^r$ and analytic in $r\mathbb{B}_d^r$ for some $r > 1$.

**Proof.** Let $(A, b, c)$ be a minimal realization of $\tau$. If $\spr(A) = 0$, then $A$ is jointly nilpotent, $\tau$ is a polynomial and we are done. Therefore, we may assume that $\spr(A) > 0$. By Proposition 4.1, there exists $Z \notin \text{Dom}(\tau)$, such that $\|Z\| = \frac{1}{\spr(A)}$. However, $\overline{\mathbb{H}_d^r} \subseteq \text{Dom}(\tau)$. Thus, $\spr(A) < 1$ and $\tau$ is an NC kernel in the Fock space. \qed

**Corollary 4.3.** An NC rational function $\tau$ belongs to $\mathbb{H}_d^\infty$ if and only if there exists $r > 1$, such that $r\mathbb{B}_d^r \subseteq \text{Dom}(\tau)$.
Proof. One direction is Corollary 4.2 and the other is the “moreover” statement in Theorem 3.5.

We may now combine the above results to prove Theorem A.

Proof of Theorem A. The implications (i) \implies (ii), (i) \implies (iii), and (i) \implies (iv) are contained in Theorem 3.5. On the other hand (ii) \implies (i) is trivial and (iii) \implies (ii) follows from the Rota-Strang theorem. Thus (i), (ii), and (iii) are equivalent, and each implies (iv). Next, (iv) \implies (v) is trivial, and (v) \implies (iii) follows from Proposition 4.1, so (i) through (v) are equivalent. Finally, (ii) \implies (vi) is contained in Proposition 3.2, and (vi) \implies (vii) and (vii) \implies (i) are trivial. This completes the proof.

Example 4.4. The implication (vii) \implies (v), which says that any rational function bounded in the row ball is continuous up to the boundary (and then in fact analytic across the boundary, by (iv)), seems special to the row ball and fails, for example, in the NC polydisk. The NC polydisk, for \( d \geq 2 \), is the NC domain which at level \( n \) is the domain \( \mathbb{D}^d_n \) of all \( d \)-tuples of strictly contractive matrices:

\[
\mathbb{D}^d_n = \{ (Z_1, \ldots, Z_d) | \|Z_j\| < 1 \text{ for all } j = 1, \ldots, d \}.
\]

A counterexample may be constructed in two variables as follows: the NC function

\[
f(Z, W) = \frac{1}{2} [(I + Z)(I - Z)^{-1} + (I + W)(I - W)^{-1}]
\]

has \( \text{Re} (f(Z, W)) \geq 0 \) for all \( (Z, W) \in \mathbb{D}^2_n \), at all levels \( n \). It follows that its inverse Cayley transform

\[
g(Z, W) = (f(Z, W) - I)(f(Z, W) + I)^{-1}
\]

is bounded by 1 at all levels. But at level \( n = 1 \), a quick calculation shows that \( g \) is the rational inner function

\[
g(z, w) = \frac{z + w - 2zw}{2 - z - w}
\]

in the bidisk \( \mathbb{D}^2 \), which does not extend continuously from \( \mathbb{D}^2 \) to the boundary point \((1, 1)\).

The matricial character of the rational functions is also essential. If we look at, say, level 2 of the row ball in 2 dimensions, identified with the domain in \( \mathbb{C}^8 \)

\[
\Omega = \left\{ \left( \begin{array}{cc} Z = \left( \begin{array}{cc} z_1 & z_2 \\ z_3 & z_4 \end{array} \right), W = \left( \begin{array}{cc} w_1 & w_2 \\ w_3 & w_4 \end{array} \right) \end{array} \right) \mid \|ZZ^* + WW^*\| < 1 \right\},
\]

there will exist rational functions of the 8 complex variables \( z_1, \ldots, z_4, w_1, \ldots, w_4 \) which are bounded in \( \Omega \), but do not extend continuously to the boundary. An example is

\[
g(z_1, z_2, z_3, z_4, w_1, w_2, w_3, w_4) = \frac{z_1 + w_4 - 2z_1w_4}{2 - z_1 - w_4}
\]

which is bounded by 1 in \( \Omega \), but does not extend continuously from \( \Omega \) to the boundary point \( Z = (1 0 0 0), W = (0 0 0 1) \).
4.5 Singularity loci and spectra of NC rational functions

Let $\tau$ be an NC rational function. We would like to understand the NC variety of $\tau$ and to determine when it intersects $\mathbb{B}^d_N$. Here, recall that the *singularity locus* or *(left) NC variety* of any $f \in \mathbb{H}^d_N$ is:

$$\text{Sing}(\tau) = \bigcup_{n \in \mathbb{N}\cup\{\infty\}} \text{Sing}_n(\tau); \quad \text{Sing}_n(\tau) := \left\{ (Z, y) \in \mathbb{B}^d_n \times \mathbb{C}^n \setminus \{0\} \mid y^* f(Z) = 0\right\},$$

see [13, Definition 3.2]. In particular, if $(Z, y) \in \text{Sing}_n(\tau)$ for some $n < +\infty$, then $f(Z)$ is a singular matrix.

**Corollary 4.6.** Let $\tau \in \mathbb{H}^\infty_d$ be an NC rational function with minimal realization of size $N$.

(i) If $\det \tau(Z) \neq 0$, for every $Z \in \mathbb{B}^d_k$, for $k \leq N + 1$, then $\tau(L)$ is invertible.

(ii) If $\det \tau(Z) \neq 0$, for every $Z \in \mathbb{B}^d_k$, for $k \leq N + 1$, then $\text{Sing}(\tau) = \emptyset$.

**Proof.** By [9, Algorithm 4.3], the minimal realization of $\tau^{-1}$ is of size at most $N + 1$. First, assume that $\det \tau(Z) \neq 0$ for every $Z \in \mathbb{B}^d_k$ and $k \leq N + 1$. We want to show that $\tau^{-1} \in \mathbb{H}^\infty_d$. For this it suffices to show that the joint spectral radius of the minimal realization of $\tau^{-1}$ is strictly less than 1. Let $(A, b, c)$ be a minimal realization of $\tau^{-1}$ so that $A$ has size at most $N + 1$. Assume that $\text{spr}(A) \geq 1$. Then, by Proposition 4.11 there exists a point $Z$ of norm $\frac{1}{\text{spr}(A)} \leq 1$ and size at most $N + 1$ so that $Z$ is not in the domain of $\tau^{-1}$. However, by assumption, $\mathbb{B}^d_{N+1} \subset \text{Dom}(\tau^{-1})$ and this is a contradiction. This proves (i).

To prove (ii), we need only to consider the case $\text{spr}(A) = 1$. Fix an arbitrary $0 < r < 1$ and note that $\tau^{-1}(Z) := \tau(rZ)^{-1}$, has minimal realization $(rA, b, c)$. In particular, $\text{spr}(rA) = r \text{spr}(A) < 1$, and thus $\tau_r(L) = \tau(rL)$ is invertible by (i). Since this is true for every $0 < r < 1$, we have that $\text{Sing}(\tau) = \emptyset$. 

Now we can prove that the spectrum of a bounded NC rational function is determined on finite levels. To be more precise we make the following definition:

**Definition 4.7.** Let $f \in \mathbb{H}^\infty_d$, we define the finite spectrum of $f(L)$ to be

$$\sigma_N(f(L)) = \bigcup_{Z \in \mathbb{B}^d_N} \sigma(f(Z)).$$

**Lemma 4.8.** Let $f \in \mathbb{H}^\infty_d$, then

$$\sigma_N(f(L)) \subseteq \sigma(f(L)).$$

**Proof.** Let $Z \in \mathbb{B}^d_N$, and let $\lambda \in \sigma(f(Z))$. Let $0 \neq y \in \mathbb{C}^n$, be an eigenvector of $f(Z)^*$ associated with $\lambda$. For any $v \in \mathbb{C}^n$, we take the kernel function $K\{Z, y, v\}$ and $f(L)^* K\{Z, y, v\} = K\{Z, f(Z)^* y, v\} = K\{Z, \lambda y, v\} = \lambda K\{Z, y, v\}$. Hence $\lambda$ in the spectrum of $f(L)$. Since the spectrum is closed, the claim follows.

**Corollary 4.9.** Let $\tau \in \mathbb{H}^\infty_d$ be an NC rational function with minimal realization of size $N$. Then $\lambda \in \sigma(\tau(L))$ if and only if there exists $Z \in \partial \mathbb{B}^d_k$, for some $k \leq N + 2$, such that $\lambda \in \sigma(\tau(Z))$. In particular,

$$\sigma_N(\tau(L)) = \sigma(\tau(L)).$$

15
Proof. By Corollary \[4.6\] \(0 \in \sigma(\tau(L))\) if and only if there exists \(Z \in \mathcal{B}_k\), for some \(k < N + 1\), such that \(\det \tau(Z) = 0\). Now \(\lambda \notin \sigma(\tau(L))\) if and only if \(\tau(L) - \lambda I\) is invertible. By \[3.\ Algorithm 4.3\], the minimal realization of \((\tau - \lambda)^{-1}\) is of size at most \(N + 2\) and a second application of the previous corollary yields the claim.

Given a unital Banach algebra, \(\mathcal{A}\), we can consider the map \(a \mapsto \sigma(a)\) from \(\mathcal{A}\) to \(2^C\), the set of all compact subsets of \(C\) equipped with the Hausdorff metric. It is well-known that this spectral map, \(\sigma : a \mapsto \sigma(a)\) is upper semi-continuous but generally not continuous. In \[5\], Conway and Morrel have characterized the points of continuity of the spectral map on \(\mathcal{L}(\mathcal{H})\) for \(\mathcal{H}\) a separable Hilbert space. To apply this result in our setting, we need to recall a few notions concerning the decomposition of spectrum. In \[3\], Theorem 1.7\], Davidson and Pitts proved that for every \(f \in \mathbb{H}_d^\infty\), \(\sigma(f(L)) = \sigma_e(f(L))\), where \(\sigma_e\) denotes the essential spectrum. Moreover, by \[3\], Corollary 1.8\], \(\sigma(f(L))\) is connected and is not a singleton.

Recall that an operator \(T \in \mathcal{L}(\mathcal{H})\) is semi-Fredholm if \(\text{Ran}(T)\) is closed and at least one of \(\text{Ker}(T), \text{Ran}(T)\parallel\) is finite dimensional. Following Conway and Morrel, we denote by \(SF \subset \mathcal{L}(\mathcal{H})\), the collection of all semi-Fredholm operators and we define the index of any \(T \in SF\) as:

\[
\text{ind}(T) = \dim \text{Ker}(T) - \dim \text{Ker}(T^*) \in \mathbb{Z} \cup \{\pm \infty\}.
\]

For \(T \in B(\mathcal{H})\) and \(n \in \mathbb{Z} \cup \{\pm \infty\}\) we further define:

\[
\sigma_n(T) = \{\lambda \in \sigma(T) | \lambda I - T \in SF \text{ and ind}(\lambda I - T) = n\},
\]

\[
\sigma_{\pm}(T) = \bigcup_{n \neq 0} \sigma_n(T).
\]

By \[3\], Theorem 1.7\], every multiplier is injective. Thus, for every \(\lambda \in \mathbb{C}\), \(\lambda I - f(L)\) is semi-Fredholm. If \(d > 1\), then the index has two possible values. If \(\lambda I - f(L)\) is outer, then \(\text{ind}(\lambda I - f(L)) = 0\).

If \(\lambda I - f(L)\) is not outer, then it admits an inner-outer decomposition \(\lambda I - f(L) = \theta(L)g(L)\). In particular, \(\text{Ker}(\theta(L)^*) \subset \text{Ker}(\lambda I - f(L)^*)\). However, \(\dim(\text{Ker}(\theta(L)^*)) \neq 0\) and thus \(\text{ind}(\lambda I - f(L)) < 0\). We summarize this discussion in the following lemma.

**Lemma 4.10.** For every \(f \in \mathbb{H}_d^\infty\), \(\sigma(f(L)) = \sigma_{\pm}(f(L)) \cup \sigma_0(f(L))\) and

\[
\sigma_0(f(L)) = \{\lambda \in \sigma(f(L)) | \lambda I - f(L) \text{ is outer}\},
\]

\[
\sigma_{\pm}(f(L)) = \{\lambda \in \sigma(f(L)) | \lambda I - f(L) \text{ has an inner factor}\}.
\]

Furthermore, \(\sigma_N(f(L)) \subseteq \sigma_{\pm}(f(L))\).

**Proof.** The first two claims follow from the discussion preceding the lemma, and it remains prove the final claim. For every \(Z \in \mathbb{B}_N^d\) and \(\lambda \in \sigma(f(Z))\), since \(\lambda I - f(Z)\) is singular, \(\lambda I - f(L)\) is not outer.

**Remark 4.11.** We note that for every \(Z \in \mathbb{B}_N^d\) and \(\lambda \in \sigma(f(Z))\), \(\lambda I - f(L)\) actually has a non-trivial singularity locus on finite levels. Thus, in particular, \(\lambda I - f(L)\) has a non-trivial Blaschke factor. (See Definition \[5.1\] below for the definition of an NC Blaschke inner function.)

**Theorem B.** Let \(\tau \in \mathbb{H}_d^\infty\) be an NC rational function. Then \(\tau(L)\) is a point of continuity of the spectrum.

**Proof.** Since the spectrum is connected, by \[3\], Theorem 3.1(c)], the spectrum is continuous at \(\tau(L)\) if and only if \(\sigma(\tau(L)) = \sigma_{\pm}(\tau(L))\). By Lemma \[4.10\] we know that \(\sigma_N(\tau(L)) \subseteq \sigma_{\pm}(\tau(L))\). Therefore, from Corollary \[4.9\] we conclude that \(\sigma(\tau(L)) = \sigma_{\pm}(\tau(L))\).
5 Inner-outer factorization of NC rational functions in Fock Space

As established in [13], any element, \( h \), of Fock space has a unique NC Blaschke-Singular-Outer factorization, \( h = B \cdot S \cdot f \) where \( B \in \mathbb{H}_d^\infty \) is an NC Blaschke inner function, \( S \in \mathbb{H}_d^\infty \) is NC singular inner and \( f \in \mathbb{H}_d^2 \) is NC outer. Namely, as proven by Popescu and Davidson-Pitts, \( h = \Theta \cdot f \) has a unique NC inner-outer factorization, where \( \Theta \in \mathbb{H}_d^\infty \) is inner, \( i.e. \) an isometric left multiplier, and \( f \) is NC outer, \( i.e. \) cyclic for the right shifts. In [13] we proved that the inner factor, \( \Theta \) can be further uniquely factored as the product of an NC Blaschke inner function, \( B \), containing all the vanishing or zero information of \( h \), and an NC singular inner function which is pointwise invertible in \( \mathbb{B}_N^d \).

**Definition 5.1.** ([13, Definition 3.6]) An NC inner \( \Theta \in \mathbb{H}_d^\infty \) is:

- **Blaschke** if \( \text{Ran}(\Theta(L)) = \{ h \in \mathbb{H}_d^2 | y^*h(Z) \equiv 0 \ \forall (Z, y) \in \text{Sing}(\Theta) \} \).
- **Singular** if \( \Theta \) is pointwise invertible in \( \mathbb{B}_d^N \).

Recall, as discussed in the introduction, that a rational function, \( r \) in the classical Hardy space, \( H^2 \), has a simple inner-outer factorization. Namely, \( r = b \cdot f \), where \( b \) is Blaschke inner (in fact a finite Blaschke product, hence rational) and \( f \) is outer. In particular, \( r \) has no singular inner factor. In this section we obtain analogues of these results in the NC setting of Fock space.

**Theorem 5.2.** Let \( r \in \mathbb{H}_d^2 \) be an NC rational function with minimal realization \((A, b, c)\) of size \( N \). If \( r = \Theta \cdot f \) is the NC inner-outer factorization of \( r \) then both \( \Theta \) and \( f \) are NC rational functions and the inner factor is NC Blaschke. The NC outer factor, \( f \), has a realization \((A, \tilde{b}, c)\) for some \( \tilde{b} \in \mathbb{C}^N \) and the minimal realization of \( \Theta \) is of size at most \( 2N + 1 \).

**Proof.** We have that \( r(\zeta) = b^*(I - \zeta A)^{-1}c \) belongs to \( \mathbb{H}_d^2 \) and \( b, c \in \mathbb{C}^N \) (where \( N \) is minimal) if and only if \( r = K\{Z, y, v\} \) for some \( Z \in \mathbb{B}_N^d \), and some \( y, v \in \mathbb{C}^N \) by Corollary 3.6 and Theorem 3.5. Moreover, there is a similarity, \( S \in \mathbb{C}^{N \times N} \) so that \( \overline{Z} = S^{-1}AS \), \( \overline{b} = S^*b \) and \( \overline{c} = S^{-1}c \). Calculate that

\[
\begin{align*}
f & = \Theta(L)^*\Theta(L)f \\
& = \Theta(L)^*r = \Theta(L)^*K\{Z, y, v\} \\
& = K\{Z, \Theta(Z)^*y, v\},
\end{align*}
\]

and it follows that there is some \( \tilde{b} \in \mathbb{C}^N \) so that

\[
f(3) = \tilde{b}^*(I - \zeta A)^{-1}c.
\]

Hence \((A, \tilde{b}, c)\) is a (not necessarily minimal) realization of \( f \) of size \( N \). Since \( f \) is outer, it is invertible in the NC unit ball [12, Lemma 3.2] [13, Theorem 4.2], and it follows that

\[
\Theta(Z) = r(Z)f(Z)^{-1},
\]

is also an NC rational function with minimal realization of size at most \( 2N + 1 \) [3, Algorithm 4.3]. That is, \( f(Z)^{-1} \) has a realization of size at most \( N + 1 \) and \( r \cdot f^{-1} \) then has a descriptor realization of size at most \( N + N + 1 = 2N + 1 \).

Finally, by Theorem A, since \( \Theta = \Theta(L)1 \in \mathbb{H}_d^2 \) is an NC rational function, \( \Theta \in A_d \) belongs to the NC disk algebra. By [13, Theorem 6.10] any NC inner function in \( A_d \) is necessarily Blaschke, and we conclude that \( \Theta \) is an NC Blaschke inner function. \( \square \)
Corollary 5.3. Any inner NC rational function is NC Blaschke.

Corollary 5.4. An NC rational function, \( r \in \mathbb{H}_d^2 \) with minimal realization \((A, b, c)\) of size \( N \) is NC outer if and only if \( \text{Sing}_{N+1}(r) = \emptyset \).

Proof. If \( r = \Theta \cdot f \) is the inner-outer factorization of \( r \), then \( \Theta \) is NC Blaschke by the previous corollary, so that \( \Theta \neq I \) if and only if \( \text{Sing}(r) \neq \emptyset \). By Corollary [4.6], \( \text{Sing}(r) \neq \emptyset \) if and only if \( \text{Sing}_{N+1}(r) \neq \emptyset \).

Corollary 5.5. An NC rational function \( r \in \mathbb{H}_d^2 \) is outer if and only if the radius of convergence of the Taylor-Taylor series of \( r^{-1} \) at \( 0 \in \mathbb{B}_1^d \) is at least 1.

Proof. By Theorem [5.2], the inner factor, \( \Theta \) of \( r \) is NC Blaschke, so that \( r \) is outer if and only if \( r \) is pointwise invertible in \( \mathbb{B}_{n_0}^d \) by [12, Theorem 4.2]. In particular, \( r \) is NC outer if and only if \( r(rL)^{-1} \in \mathbb{H}_d^\infty \) for any \( 0 < r < 1 \), and this happens if and only if the radius of convergence of the Taylor series at \( 0 \) is at least 1.

Example 5.6. Let \( V(L) \) be any NC rational inner and set \( \tau(L) := aI + bV(L), a, b \in \mathbb{C} \), and suppose \( a \neq 0 \). If \( |b/a| \leq 1 \) then \( \tau(L) \) will be outer by [12, Lemma 3.3]. Otherwise if \( w := b/a \) is such that \( |w| > 1 \), let \( z = -1/w \in \mathbb{D} \). Then,

\[
\tau(L) = w(z - V(L)) = w \frac{(z - V(L))(I - \tau V(L))^{-1}}{(I - \tau V(L))}
\]

NC rational inner, Blaschke NC outer

In the above, one can verify that the Möbius transformation of an isometry is always an isometry so that the first factor is NC inner and rational, and therefore NC Blaschke. The second factor has the form \( 1 - B \) for a contractive \( B \in \mathbb{H}_d^\infty \) and is therefore NC outer by [12, Lemma 3.3].

6 Inner-outer factorization of NC polynomials

In this section we apply the results of the previous section to NC polynomials, and compute some examples. It is well-known that if

\[
p(\bar{z}) = b^*(I - A \bar{z})^{-1}c
\]

is a minimal realization of an NC polynomial \( p \), then the matrices \( A \) are jointly nilpotent; in particular, if \( w \) is any word of length \( |w| > \deg p \), then \( A^w = 0 \). To see this, observe that if \( |w| > \deg p \), then \( c^*A^wb = 0 \), and therefore

\[
c^*\gamma(A)A^w\beta(A)b = 0
\]

for all NC polynomials \( \beta \) and \( \gamma \). Since the minimal realization is observable and controllable, we conclude that \( d^*A^we = 0 \) for all vectors \( d, e \). Let \( p \in \mathbb{C}\{\bar{z}\} \) be any NC polynomial with inner-outer factorization \( p = \Theta \cdot f \). By Corollary [3.6] and the above remarks, \( p = K\{Z, y, v\} \) for some jointly nilpotent \( Z \) of order \( \deg(p) \).

Theorem 6.1. Let \( p = \Theta \cdot f \) be the NC inner-outer factorization of \( p = K\{Z, y, v\} \). Then \( f = q \in \mathbb{C}\{\bar{z}\} \) is an NC polynomial of degree \( \deg(q) \leq \deg(p) \), and \( \Theta(Z) = p(Z)q(Z)^{-1} \) is an inner NC rational function. The inner factor of \( p \) is NC Blaschke.
Proof. The inner factor of \( p \in \mathbb{C}\{z\} \) is NC Blaschke by Theorem 5.2. Observe that
\[
f = f(L)1 = \Theta(L)^*p(L)1 \\
= \Theta(L)^*K\{Z, y, v\} \\
= K\{Z, \Theta(Z)^*y, v\}.
\]
Since \( Z \) is a jointly nilpotent row contraction of order \( n \), \( n := \deg(p) \) we have that
\[
f = K\{Z, \Theta(Z)^*y, v\} \\
= \sum_{|\alpha| \leq \deg(p)} (Z^\alpha v, \Theta(Z)^*y)_{C^{m_n}} L^\alpha 1,
\]
is also an NC polynomial, \( f = q \in \mathbb{C}\{z\} \) of degree less than or equal to \( \deg(p) \). In particular,
\[
\Theta(Z) = p(Z)q(Z)^{-1},
\]
is an NC rational inner function. \( \square \)

Given a free polynomial, \( p \in \mathbb{C}\{z\} \), let \( T_p \) be the hereditary subset of \( \mathbb{F}^d \) determined by the non-zero coefficients of \( p \). That is, if \( S_p := \{ \alpha \in \mathbb{F}^d \mid p_\alpha \neq 0 \} \), then \( T_p \) is the set of all \( \beta \in \mathbb{F}^d \) so that there exists a \( \gamma \in \mathbb{F}^d \) such that \( \gamma \beta \in S_p \). Let \( |T_p| \) be the number of elements in the tree, \( T_p \).

Corollary 6.2. An NC polynomial \( p \in \mathbb{C}\{z\} \) is NC outer if and only if \( \text{Sing}_{|T_p|}(p) = \emptyset \). In particular, \( p \) is NC outer if and only if \( p(Z) \) is pointwise invertible in \( B_dN \).

Proof. A straightforward refinement of the argument of [13, Proposition 5.13] shows that \( \text{Sing}_{|T_p|}(p) \) is empty if and only if the full NC variety \( \text{Sing}(p) \) is empty (this includes the infinite level). The claim now follows from Corollary 5.4. \( \square \)

Example 6.3. Let \( p(L) = I + L_1 + L_1L_2 \). Then we know that the outer factor, \( q \), of \( p \) must be of the form:
\[
q(L) = aI + bL_1 + cL_2 + dL_1L_2.
\]
where we may assume \( a > 0 \). This outer factor must obey \( q(L)^*q(L) = p(L)^*p(L) \), and it must maximize \( |q(0)|^2 \). This gives the equations:
\[
p(L)^*p(L) = 3I + \underbrace{L_1 + L_2 + L_1L_2} + g(L)^*,
\]
and
\[
q(L)^*q(L) = (a^2 + b^2 + c^2 + d^2)I + abL_1 + (ac + \overline{bd})L_2 + adL_1L_2 + \text{conjugate terms}.
\]
Equating coefficients yields:
\[
ac + \frac{1}{a^2} = 1, \quad b = \frac{1}{a} = d,
\]
and
\[
0 = r(t) := t^4 - 3t^3 + 3t^2 - 2t + 1; \quad t := a^2.
\]
One can check $t = 1$ is a root of this polynomial (taking $a = 1$ gives $p(L)$). Factoring this root out gives the cubic polynomial

$$t^3 - 2t^2 + t - 1,$$

which has two complex roots and one real root $t_0 \simeq 1.7549 > 1$. It follows that if we set $a = \sqrt{t_0}$, and set

$$b = d = \frac{1}{\sqrt{t_0}}, \quad c = \frac{1}{\sqrt{t_0}} \left(1 - \frac{1}{t_0}\right),$$

then the $q(L)$ with these coefficients is the outer factor of $p$.

**Example 6.4.** The Drury-Arveson space $H^2_d$ can be viewed as the subspace of the full Fock space spanned by the NC kernels $K_z := K\{z, 1, 1\}$ for $z \in \mathbb{B}^d = \mathbb{B}^d_1 = (\mathbb{C}^{1 \times d})_1$. This subspace is left shift co-invariant and it follows that the multiplier algebra, $H^\infty_d$, of $H^2_d$ is a complete quotient of $\mathbb{H}^\infty_d$.

In forthcoming work, Aleman, Hartz, McCarthy and Richter have proven that any element $h \in H^2_d$ has a unique quasi-inner–free outer factorization \[2\]. That is $h = \theta \cdot f$ where $\theta$ is the compression of an inner left multiplier $\Theta \in \mathbb{H}^\infty_d$ to $H^\infty_d$, and $f = P_{H^2_d}F$ is the projection of an outer $F \in \mathbb{H}^2_d$ onto $H^2_d$. In particular, there are many examples of outer functions $h \in H^2_d$ which are not free outer, in the sense that there is no NC outer $H \in \mathbb{H}^2_d$ so that $P_{H^2_d}H = h$. (A function $h \in H^2_d$ is called *outer* if it is cyclic for the algebra of multipliers of $H^2_d$, which happens if and only if there is a sequence of polynomials $q_n(z_1, \ldots, z_d)$ such that $h \cdot q_n \to 1$ in the Hilbert space norm.) A simple example is given by the following polynomial \[22\]; we thank the authors of \[2\] for their permission to include it here:

$$p(z_1, z_2) = 1 - 2z_1z_2.$$

To see that this polynomial is outer in $H^2_d$, we argue as follows: the norm of a polynomial $q(z_1, z_2) = \sum a_{mn}z_1^mz_2^n$ in $H^2_d$ is by definition

$$||q||^2_{H^2_d} = \sum_{m,n} \frac{m!n!}{(m+n)!}|a_{mn}|^2.$$  \hspace{1cm} (6.1)

We consider the Dirichlet space, $\mathcal{D}$, of analytic functions $f = \sum a_nz^n$ in the unit disk $|z| < 1$, equipped with the Hilbert space norm

$$||f||^2_{\mathcal{D}} = \sum_{n=0}^{\infty} (n+1)|a_n|^2.$$ \hspace{1cm} (6.2)

From (6.1) and Stirling’s formula, there is an absolute constant $C$ such that for any one-variable polynomial $q(z) = \sum_n a_nz^n$, we have

$$||q(2z_1z_2)||^2_{H^2_d} \leq C \sum_{n=0}^{\infty} \sqrt{n+1}|a_n|^2 \leq C \sum_{n=0}^{\infty} (n+1)|a_n|^2 = ||q(z)||^2_{\mathcal{D}}.$$ \hspace{1cm} (6.3)

From \[4\, Lemma 8\], the function $(1 - z)$ is cyclic for the Dirichlet space $\mathcal{D}$, hence there exists a sequence of one-variable polynomials $q_n(z)$ such that $(1 - z) \cdot q_n(z) \to 1$ in the $\mathcal{D}$- norm as $n \to \infty$. It then follows from (6.3) that $(1 - 2z_1z_2) \cdot q_n(2z_1z_2) \to 1$ in $H^2_d$, as desired.
A natural lift of the above polynomial is the symmetric polynomial $P(\zeta_1, \zeta_2) = 1 - \zeta_1 \zeta_2 - \zeta_2 \zeta_1$. As in [13, Example 6.8], we have that the inner-outer decomposition of $P$ is

$$P(\zeta_1, \zeta_2) = \frac{1}{\sqrt{2}} V(\zeta) \left( 1 - \frac{1}{\sqrt{2}} V(\zeta) \right)^{-1} \cdot \sqrt{2} \left( 1 - \frac{1}{\sqrt{2}} V(\zeta) \right).$$

Here, $V(\zeta) = V(\zeta_1, \zeta_2) := \frac{1}{\sqrt{2}} (\zeta_1 \zeta_2 + \zeta_2 \zeta_1)$ is inner, and evaluation of the Möbius transformation, $\mu_{\frac{1}{\sqrt{2}}} (z) = \frac{z + 1/\sqrt{2}}{(1 + z/\sqrt{2})}$, at any isometry is again an isometry, so that $-\mu_{\frac{1}{\sqrt{2}}} (V) = \Theta_P$ is again NC inner (in fact NC rational and Blaschke). The second factor $F_P$ is, up to a constant factor, the identity plus a (strictly) contractive left multiplier, and therefore it is NC outer by [12, Lemma 3.3]. Uniqueness of the quasi-inner–free outer factorization of $p$, now implies that $p$ cannot be free outer. If $p$ was free outer, then $p = 1 \cdot p$ would be the unique quasi inner–free outer factorization of $p$, but clearly $p = \theta_1 \cdot f_p$ where $\theta_p(z_1, z_2) = \Theta_P(z_1, z_2)$ and $f_p(z_1, z_2) = F_p(z_1, z_2)$ is a second quasi-inner–free outer factorization of $p$, a contradiction.

Since $P \in \mathbb{C}\{\zeta\}$ is a non-outer free polynomial of homogeneous degree 2, Corollary 0.2 above implies that there is a point $Z \in \mathbb{H}_N^d$ for $N \leq 5 = |T_P|$ so that $\det P(Z) = 0$. To construct a point in the singularity set of $P$, we write $V = V(L_1, L_2)$, which is an isometry on $\mathbb{H}_d^2$. Observe that $F_P = (I - \frac{1}{\sqrt{2}} V) \in \mathbb{H}_d^\infty$ is a bounded, invertible left multiplier so that

$$f(\zeta) := \sqrt{2} F_P(\zeta)^{-1} = \left( 1 - \frac{1}{2} (\zeta_1 \zeta_2 + \zeta_2 \zeta_1) \right)^{-1} \in \mathbb{H}_d^\infty,$$

is also a bounded left multiplier. An easy geometric series argument now verifies that if $f = f(L_1)$, then $P(L)^* f = 0$. Moreover, $f$ is an NC rational function and a Schur complement argument shows that a realization for $f$ is given by the formula:

$$f(\zeta) = (1, 0, 0) \left( I_3 + \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \right) \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}^{-1}.$$

That is, $f$ has the realization $(A, b, c)$ where $b = c = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \in \mathbb{C}^3$. This $A \in \mathbb{C}^{3 \times 3}$ is a row contraction but it is not a strict row contraction. However it is easy to check that $\text{spr}(A) < 1$, and that $A = DWD^{-1}$ is similar to a strict row contraction $W \in \mathbb{H}_3^2$ where

$$W_1 = - \begin{pmatrix} 0 & 0 & 2^{-3/4} \\ 2^{-1/4} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad W_2 = - \begin{pmatrix} 0 & 2^{-3/4} \\ 0 & 0 \\ 2^{-1/4} & 0 \end{pmatrix}, \quad \text{and} \quad D = \begin{pmatrix} 1 \\ 2^{1/4} \\ 2^{1/4} \end{pmatrix}.$$

It then follows that $f = K\{W, e_1, e_1\}$ where $e_1 = b = c \in \mathbb{C}^3$ is the first standard basis vector of $\mathbb{C}^3$. Since $P(L)^* f = 0$, we have that

$$0 = P(L)^* f = P(L)^* K\{W, e_1, e_1\} = K\{W, P(W)^* e_1, e_1\},$$
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and therefore (since $e_1$ is cyclic for the unital algebra generated by $W$) $P(W)^*e_1 = 0$. Indeed, this is easily checked:

$$P(W)^* = I_3 - W_2^*W_1^* - W_1^*W_2^*$$

$$= \begin{pmatrix}
0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 \\
0 & 0 & -\frac{1}{2}
\end{pmatrix}.$$

It follows that $(W, e_1) \in \text{Sing}_3(P)$ is a finite dimensional point in the NC variety of $P$.
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