We explore the emergence of spin-polarised flat-bands at head-to-head domain walls in a recently predicted class of antiferromagnetic topological insulators hosting planar magnetisation. We show, in the framework of quantum well physics, that by tuning the width of a domain wall one can control the functional form of the bound states appearing across it. Furthermore, we demonstrate the effect that the parity of the number of layers in a multilayer sample has on the electronic dispersion. In particular, the alignment of the magnetisation vectors on the terminating surfaces of odd layer samples affords particle-hole symmetry leading to the presence of linearly dispersing topologically non-trivial states around $E = 0$. By contrast, the lack of particle-hole symmetry in even layer samples results in a gapped system, with spin-polarised flat-bands appearing either side of a band gap, with characteristic energy well within terahertz energy scales. In addition to being a versatile platform for the development of spintronic devices, when many-body interactions are accounted for we predict that these flat-bands will host strong correlations capable of driving the system into novel topological phases.

I. INTRODUCTION

Topological Insulators (TIs) are bulk insulating materials possessing an inverted band structure that exhibits helical surface states with a linear dispersion centred at a Dirac point [1–3]. These surface states are afforded topological protection by time-reversal symmetry (TRS) and are insensitive to elastic backscattering by time reversal invariant perturbations, such as electric fields from impurities and dopants [4, 5]. In the decade since their discovery TIs have been the subject of intense experimental and theoretical research and have been proposed for use in low-power electronics, rapid magnetisation switching [6–8] and quantum computation [9, 10].

The interplay between topology and magnetism is known to break TRS, resulting in numerous exotic phases of matter [11–16]. Initial methods aimed at inducing ferromagnetism in the Dirac fermions included the introduction of Cr/V magnetic dopants, but owing to the large inhomogeneity in the distribution of these dopants across the TI, sub-Kelvin temperatures must be accessed to establish sufficient long-range magnetic order to realise these exotic states of matter [17–20]. In recent years a new class of intrinsically magnetic TIs have been proposed and realised; antiferromagnetic TIs (AFMTIs) [21–26]. These van der Waals layered materials are composed of septuple layers of the form $X_{2}B_{4}T_{4}$, where $X$ is a magnetic transition/rare earth element, $B$ = Sb, Bi and $T$ = Se, Te. Within each layer spins order ferromagnetically, while the interlayer coupling is antiferromagnetic, that is, A-type antiferromagnetism.

While ferromagnetism breaks TRS, this A-type antiferromagnetism preserves the symmetry given by $\tau_2 T$ where $T$ is the TRS operator and $\tau_2$ represents a primitive lattice translation [28]. This additional symmetry permits the existence of topological phases in AFMTIs that would otherwise be impossible in ferromagnetic systems. Recent research has focused heavily on the compound MnBi$_2$Te$_4$, which orders along the $z$ axis (that is, along the growth axis), and is viewed as the most promising candidate for observation of a high-temperature...
quantum anomalous Hall effect (QAHE) [12, 13, 29–31]. However, the family of XB$_2$T$_4$ AFMTIs is extensive and other spin configurations are possible. In particular, in-plane magnetisation has been predicted in V and Eu based AFMTIs [32, 33], shown in Figure 1. While out-of-plane magnetism opens a gap in the topological surface states, in-plane magnetism preserves the gapless nature of these states but shifts the position of the Dirac point in momentum space by an amount proportional to the magnetisation.

The formation of domain walls (DWs) in magnetic samples can be attributed to the minimisation of competing energies, namely the magnetocrystalline anisotropy and the exchange energy. DWs have a variety of applications in the development of disruptive device technologies. Furthermore, the ability to rapidly reconfigure DWs in magnetic samples by non-destructive means makes them an attractive playground to investigate exotic spin phenomena [34, 35]. Indeed, recent work has suggested the existence of quasiparticles with infinite effective mass at head-to-head (equivalently, tail-to-tail) DWs in AFMTIs with in-plane magnetisation [33]. A schematic of head-to-head (equivalently, tail-to-tail) DWs in a multilayer sample is shown in Figure 2. The existence of these quasiparticles may be inferred through a topological argument. For in-plane magnetisation, the Dirac cones will be shifted by equal and opposite amounts in momentum space either side of a DW. The continuity of the energy dispersion relation demands that there must be a band of bound states joining these two Dirac cones across the DW. Furthermore, in order to respect the spin-momentum locked nature of the Dirac fermions, such electronic bands must be spin-polarised flat-bands, i.e. bands with an infinite effective mass. Throughout this work, we focus on the case of transverse head-to-head (tail-to-tail) DWs. While such DWs are more experimentally challenging to realise and control than vortex DWs [36], they offer the advantage of a non-zero in-plane stray field which is a necessary requirement for DW detection in any device [37].

It is important to note that discussions involving symmetry protected topological phases are typically based on a single-particle picture, where interactions are neglected. However when many-body interactions are accounted for, flat-bands, which we argued must exist across a transverse head-to-head DW, provide an ideal platform to investigate the emergence of collective phenomena due to strong correlations. While the scope of this article is limited to a single-particle description, we note that the interplay between topology, magnetism and strong electron-electron interactions (EEI) could give rise to even more exotic states of matter. Tuning the Fermi level to alter the filling of low energy flat bands will alter the competition between these effects, giving rise to a rich topological phase diagram. Furthermore, just as the parity of the number of layers in AFMTIs with spins aligned along the $z$ direction determines whether the sample is in the QAHE or Axion insulator states [38], we should expect an analogous effect in samples with in-plane magnetism.

The structure of this paper is as follows: in section II we explicitly show the formation of interfacial states centred at transverse head-to-head DWs, by working within the framework of quantum well (QW) physics. In particular, by varying the smoothness of the DW we find that the functional form of the QW and the emergent bound states can be controlled. Because of their technological importance within the area of device physics, we focus on samples of finite size. In section III we construct a model multilayer AFMTI Hamiltonian. Using this model, we show that the electronic dispersion is dependent on the parity of the number of layers. By exploiting the structural inversion symmetry of samples with odd numbers of layers we show that low energy edge-states protected by particle-hole symmetry are present in these samples but not in even layered samples, where there is a material dependent band gap between spin polarised flat-bands.

### II. SURFACE HAMILTONIAN

Before we examine the more complex situation of an AFMTI, we will examine the existence of DWs within a magnetic TI using a simple surface model. We adopt the effective surface Hamiltonian

$$\hat{h}_0 = A(k_y \hat{\sigma}_x - k_x \hat{\sigma}_y) + \mathbf{M} \cdot \hat{\mathbf{r}}$$

in the $\hat{\sigma}_z$ basis, where $A = \hbar v_f$ and $\hat{\sigma}_{x,y,z}$ are the Pauli matrices acting on the spin states of the Hamilto-
nian. In order to model domain walls, the in-plane component of the magnetisation is allowed to rotate around the $\hat{z}$ axis, i.e. Bloch domain walls. We also consider a small canting of the magnetisation towards the $\hat{z}$ direction, such that the resulting exchange field is given as $M = (M_x(y), M_y(y), M_z)$. This exchange field has exactly the same effect as the Zeeman energy.

Owing to the spatially varying exchange field, $k_y$ is no longer a good quantum number. We make the substitution $k_y \rightarrow -i\partial_y$ to account for this spatial variation and to solve for the confined surface states of this model. In doing so, we obtain two differential equations, one for each spin state,

$$(E^2 - M_x^2)\psi_\sigma(y) = \left[\left(-iA\partial_y + M_x\right) + i\sigma(Ak_x - M_y)\right] \psi_\sigma(y) = \left[\left(-iA\partial_y + M_x\right) - i\sigma(Ak_x - M_y)\right] \psi_\sigma(y) = 0$$ (2)

where $\sigma = \pm 1$ corresponds to the two $\hat{\sigma}_z$ basis states at energy $E$. In the case of an infinitely wide strip, one can use the Jackiw-Rebbi argument [39] to show that there must be a surface state at $E = \pm M_z$ satisfying the 1D Dirac equation

$$\left[\left(-iA\partial_y + M_x\right) - i\sigma(Ak_x - M_y)\right] \psi_\sigma(y) = 0$$ (3)

which admits solutions of the form

$$\psi_\sigma(y) \propto \exp \left( -i \int_{y}^{\infty} M_\sigma dy - \sigma \int_{y}^{\infty} (k_x - M_y)dy \right)$$ (4)

where $\tilde{M}_x,y = M_x,y/A$. Depending on the exact form of $M_y$ only one of the $\psi_{\uparrow/\downarrow}$ will satisfy the boundary condition $\lim_{y\rightarrow\infty} \psi_\sigma(y) = 0$. However, as previously mentioned, our main interest is in solutions for finite width systems. In the following we will demonstrate the existence of low energy flat-bands within the framework of QW physics, in agreement with the topological arguments for their existence made in the introduction. We will adopt the terminology used in [40] and describe the QW formed at the DW as a Dirac QW. In the first instance, we will consider a sharp domain wall of the form $M_y = M(2\theta(y) - 1)$, where $\theta(y)$ is the Heaviside step function and $M$ is a constant. We choose $M > 0$ and note that the $M > 0$ and $M < 0$ cases are related by a unitary transformation satisfying $h_0(k_x, -i\partial_y, M) = \sigma_y R_y h_0(k_x, -i\partial_y, -M) R_y^\dagger \sigma_y$, where $R_y$ is a reflection operator that takes $y \rightarrow -y$ such that $\partial_y \rightarrow -\partial_y$ and $M_y \rightarrow -M_y$. We expand equation (2)

$$(E^2 - M_x^2)\psi_\sigma(y) = \left[ -A^2\partial_y^2 + (Ak_x - M_y)^2 + \sigma\partial_y M_y \right] \psi_\sigma = \left[ -A^2\partial_y^2 + V(y) \right] \psi_\sigma(y)$$ (5)

where $\lambda_{\pm} = |k_x \pm i\sigma M_y|$. In the case of the infinite strip only one of the two spin states satisfies the boundary conditions, the finite strip now hosts spin polarised flat-bands at $E = \pm M_z$ for $|k_y| < \tilde{M}$, with the states comprising the bands localised along the length of the DW (that is, along the line $y = 0$) in the sample.

While linear variation of the in-plane exchange field may appear crude, it can be seen as the lowest order term in a realistic domain wall such as $M_y = M \tanh y/l$ and therefore valid in the limit of wide DWs. To calculate the energy spectrum of this system, we define the operators $\hat{a} = (-iA\partial_y + M_x) + i(Ak_x - M_y)$. The commutation relation of these operators satisfies

$$[\hat{a}, \hat{a}^\dagger] = 2A \partial_y$$ (8)

using the canonical commutation relation and the commutator identity $[f(X), Y] = [X, Y] \frac{df}{dX}$. Far from the edges of the system within the region $|y| < l$, the Hamiltonian is given by

$$\hat{H} = \left( M_z - \sqrt{\frac{2AM}{l}} \hat{c} \hat{c}^\dagger \right)$$ (9)

where we have defined the creation and annihilation operators for the harmonic oscillator $\hat{c} = \sqrt{\frac{1}{2AM}} \hat{a}$ satisfying $\{\hat{c}, \hat{c}^\dagger\} = 1$, $\hat{c} |n\rangle = n |n-1\rangle$ and $\hat{c}^\dagger |n\rangle = n |n+1\rangle$ where
\(\langle x | n \rangle\) are the Hermite polynomials of the quantum harmonic oscillator. Representing \(H\) in the restricted basis \(\{|n-1\rangle, |n\rangle\}\) we find \(H_n\) equal to

\[
H_n = \left( M_z, I_n, -M_z \right)
\]

where \(l_n = \sqrt{2nAM}\). Solving the secular equation, far from the edges a Landau level (LL) spectrum appears due to the linear variation of the in-plane exchange field with position given by

\[
E_n = \pm \sqrt{M_z^2 + \frac{1}{l_n^2}}
\]

Note that, as before there are solutions present at \(E = \sigma M_z\) that will now closely resemble a Gaussian wavepacket centred at the domain wall, far from the edges of the sample, \(\psi(z) \sim \exp(-y^2/l^2)\) for \(|y| < l\).

### III. \(k \cdot p\) MODEL FOR AN AFMTI

Having discussed the formation of bound states in the limits of both sharp and wide DWs, we are now equipped to develop a model AFMTI Hamiltonian with transverse head-to-head DWs. We use a Burkov-Balents type model [41] of a multilayer magnetic TI, in which we consider thin film TI layers separated by wide band gap normal insulator (NI) layers representing the van der Waals gap between TI layers. We may consider the NI to be the vacuum, in which case any states existing within the NI are due to tunnelling between the topological layers either side. Within each TI layer, the non-magnetic part of the Hamiltonian is given as

\[
\hat{H}_{\text{tf}} = \hat{h}_0 \hat{\tau}_z + t_s \hat{\tau}_x
\]

in the basis \((|t\uparrow\rangle, |t\downarrow\rangle, |b\uparrow\rangle, |b\downarrow\rangle)^T\), where \(t/b\) represent the top and bottom surfaces, \(\uparrow/\downarrow\) represent the up/down spin states in the \(\hat{\sigma}_z\) basis, and \(\hat{\sigma}_{x,y,z}\) and \(\hat{\tau}_{x,y,z}\) are Pauli matrices mixing the spins and the surfaces respectively [42]. The first term, \(\hat{h}_0\), is the surface Hamiltonian of a TI with its surface normal parallel to the \(\hat{z}\) direction, as given in (11). The second term, \(t_s = (m+2k)^2\), gives the coupling between the top and bottom surfaces. Within the \(j\)th layer, the interlayer antiferromagnetic coupling gives the in-plane component of the exchange field as \(M_{z,\parallel} = -t_s (M_{z,\parallel})^T = (-1)^j M_{z,\parallel}\). Therefore, depending on the parity of the number of layers, the magnetisation on opposite surfaces will be aligned (odd layers) or anti-aligned (even layers). We once again consider the formation of magnetic DWs along the length of the sample.

Including the magnetic contribution and the coupling between layers, the full Hamiltonian of the multilayer AFMTI is given by

\[
H(k_x, -i\partial_y) = \begin{pmatrix} H_+ & T_z & 0 & 0 \\
T_z^\dagger & H_- & T_z & 0 \\
0 & T_z^\dagger & H_+ & T_z \\
\vdots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & H_n \end{pmatrix}
\]

where \(H_{\pm} = H_{\text{tf}} \pm M_{\parallel} \cdot \sigma + M_z \sigma_z\) is the intralayer Hamiltonian, including a canting of the exchange field towards the \(z\) axis, and \(T_z = t_d \tau_\pm\) gives the hopping between nearest neighbour TI layers. We have again made the substitution \(k_y \rightarrow -i\partial_y\) to account for the spatial variation of \(M_{\parallel}\).

We are now in the position to consider the effect of the parity of the number of layers on the electronic dispersion of an AFMTI. In order to do so we will consider the simplest, non-trivial examples of even and odd layer parity samples, that is, two and three layer AFMTIs. This is simply for clarity, as the results we obtain for these systems are also applicable for larger even and odd layer systems.

#### A. Two Layer System

Using the notation of (13), the Hamiltonian of a two layer system is given as

\[
H_2 = \begin{pmatrix} H_+ & T_z \\
T_z^\dagger & H_- \end{pmatrix}.
\]

In systems with an even number of layers the magnetisation vectors will be anti-aligned on either surface, breaking surface inversion symmetry. However, this Hamiltonian possesses a \(C_2\) symmetry, \([H_2, P] = 0\), where \(P\) is given by

\[
P = \begin{pmatrix} 0 & \sigma_z \tau_x \\
\sigma_x \tau_z & 0 \end{pmatrix}.
\]

Exploiting this symmetry, \(H_2\) (14) can be block diagonalised, using the shared eigenbasis of \(H_2\) and \(P\). The two sub-blocks \(H^{\pm}\) are given by

\[
H^{\pm} = \begin{pmatrix} h_0 + M_{\parallel} \cdot \sigma + M_z \sigma_z & t_s \\
t_s & -h_0 + M_{\parallel} \cdot \sigma + (M_z \pm t_d) \sigma_z \end{pmatrix}.
\]

where we have labelled the sub-blocks according to the corresponding eigenvalues of \(P\), \(\pm 1\). Interestingly, this is identical to the thin film Hamiltonian given in (12) with
an additional spin-dependent surface inversion asymmetry equal to \( \pm t_d \). Comparison of (16) to the surface Hamiltonian, \( h_0 \), implies that we should expect the appearance of flat-bands at \( E \approx \pm M_z \) and \( E \approx \pm (M_z \pm t_d) \).

However, we should also expect the appearance of edge-states (that is, states localised at \( y = \pm L/2 \)) when solving \( H^\pm(k_x, -i\partial_y)\Psi(y) = E\Psi(y) \) under the boundary conditions \( \Psi(y = \pm L/2) = 0 \). Based on the solutions obtained from the thin film TI Hamiltonian (12). The lack of particle-hole or chiral symmetry in either sub-block, \( H^\pm \), means that we shouldn’t expect these edge-states around \( E = 0 \). In order to solve for these edge-states, one can adopt a perturbation theory approach (see appendix) or a numerical scheme. Here we discretise on a square lattice using the finite-difference approximation with a central difference scheme. Unless otherwise stated, all results are based on samples of length 50 nm in the \( y \) dimension. Accordingly, parameters in the Hamiltonian are chosen as \( A = 300 \text{meV nm} \), \( m = 25 \text{meV} \), \( B = -100 \text{meV nm}^2 \), \( t_d = 50 \text{meV} \) [42, 43].

Figure 3 shows the energy dispersions of the separate sub-blocks, \( H^\pm \), with a sharp domain wall, \( M_y = 2M(\theta(y) - 1) \), and \( M_z = 0 \). We focus on the case \( M > 0 \) as it is related to the \( M < 0 \) case by a unitary transformation. The effect of this transformation is simply to flip the spin-polarisation of the flat-bands. Spin-polarised flat-bands appear in both band structures around \( E = 0 \) and \( E = \pm t_d \). As discussed above, linearly dispersing bands of surface states are formed away from \( E = 0 \). These bands are formed from the remnants of flat-bands that would have otherwise formed at \( E = 0 \) and \( E = \pm t_d \), had it not been for the intralayer coupling term, \( t_s \). As such, the Dirac point of the surface state bands in each sub-block is located around \( E \approx \pm t_d/2 \). The strength of the coupling between these edge-states and the proximate flat-bands can be controlled by tuning the energy difference between them, using \( M_z \), or using the intralayer coupling term, \( t_s \). The full band structure of the two layer system is shown in Figure 4 along with the local density of states (LDOS) around the valence flat-band, that is, the highest occupied flat-band below \( E = 0 \). The LDOS is calculated as

\[
\rho(y, z, E) = \sum_n \eta(E - E_n)|u_n(k_x, y, z)|^2
\]

where \( E_n \) and \( u_n(k_x, y, z) \) are the energy and eigenstate of the \( n \)th band, respectively, and \( \eta(E) = -\frac{1}{\pi} f(E) \) is a thermal broadening function, where \( f(E) \) is the Fermi-Dirac distribution. As the complete spectrum of \( H_z \) is composed of the \( H^+ \) and \( H^- \) spectra, there is only a small direct band gap between the two low energy flat-bands of each block. By varying the coupling between the top and bottom surfaces of each TI layers using the parameter \( m \), which appears as the wavevector independent term in the intralayer coupling \( t_z \), the band gap can be increased to terahertz scale energies, making this an ideal platform to study strong correlations within flat-bands by non-destructive means. Turning our attention to the LDOS in Figure 4(b), as demonstrated using the surface model (1) the flat-band states are strongly localised around the domain wall. In this case, the \( C_2 \) rotation symmetry of the two layer system leads to a large density of states on the top and bottom surfaces of the sample. A small electric field applied along the growth direction can break this symmetry, biasing one side of the sample with respect to the other.

Figure 5 shows the effect that \( M_z \) has on the two layer system. The cases \( M_z > 0 \) and \( M_z < 0 \) are related via a unitary transformation and so we present results only on the former. Moderate values of \( M_z \) shifts the position of the spin down (up) flat-bands downwards (upwards), i.e. the Zeeman effect, reducing the gap in the \( H^+ \) block between the low energy flat-band and the edge-states. Increasing \( M_z > t_d/2 \) removes the anti-crossing between the flat-band and the edge state at \( E \approx -t_d/2 \) in the \( H^+ \) sub-block, leading to a pair of linear dispersing edge-states. However, the behaviour of the edge-states in the \( H^- \) block is strikingly different. The remnants of the flat-bands comprising these bands shift in energy, leading to a reduction in the group velocity until the edge-states are themselves within a set of flat-bands at \( M_z = t_d/2 \). A further increase in \( M_z \) leads to a complete inversion of the \( H^- \) edge state bands and, eventually, the same
FIG. 4: (a) The electronic dispersion of a 50 nm wide, two layer system with $M_z = 0$ and (b) the LDOS around the valence flat-band showing states localised across the domain wall. The vertical position in the multilayer structure is shown along the $z$ axis where, for example, $t_1$ denotes the top surface of the 1st layer. The LDOS was calculated using equation (17) with $k_B T = 1$ meV.

FIG. 5: The effect of $M_z$ on a two layer system. From left to right, the electronic dispersion relations shown are $M_z = 10, 15, 25, 50$ meV.

behaviour as observed in the $H^-$ sub-block, that is, a removal of the anti-crossing between the edge-states and the spin-polarised flat-band and the formation of a linearly dispersing edge state centred at $E \approx t_d/2$.

B. Three Layer System

Again, in the notation of (13), the Hamiltonian of a three layer system is

$$H_3 = \begin{pmatrix} H_+ & T_z & 0 \\ T_z^\dagger & H_- & T_z \\ 0 & T_z & H_+ \end{pmatrix}$$

(18)

Here, as in all odd layer systems, the magnetisation vector aligns on the top and bottom surfaces. We will exploit this inversion symmetry in demonstrating the particle-hole symmetry of the system, which satisfies $\Gamma H_3(k_x, -i \partial_y) \Gamma^\dagger = -H_3(-k_x, -i \partial_y)$ where $\Gamma$ is the particle-hole operator defined as...
FIG. 6: (a) The electronic dispersion of a 50 nm wide three layer sample with $M_z = 5 \text{ meV}$ and (b) the LDOS around the energies of the low energy edge-states and (c) the valence flat-band showing states localised across the domain wall. The LDOS was calculated using equation (17) with $k_B T = 1 \text{ meV}$.

\[
\begin{pmatrix}
0 & 0 & \sigma_y \tau_y \\
0 & \sigma_y \tau_y & 0 \\
\sigma_y \tau_y & 0 & 0
\end{pmatrix} K
\]  

(19)

and $K$ is the complex conjugation operator. In this case, $\Gamma^2 = 1$. The presence of particle-hole symmetry within this model ensures that surface states will exist around $E = 0$, that is, low-energy, topologically non-trivial states.

The electronic dispersion of a three layer system is shown in Figure 6(a) with $M_z = 5 \text{ meV}$ to clearly show the formation of low energy edge-states between the spin-polarised flat-bands at $E \approx \pm M_z$. Also shown are the LDOS of low energy edge-states, Figure 6(b), and the valence flat-band at $E \approx -M_z$, Figure 6(c). In contrast to the flat-band states in the two layer model, the low energy flat-band states here are strongly localised around the DW on either the top or bottom surface due to the reflection symmetry present within the three layer sample. Due to thermal broadening the LDOS in Figure 6(c) shows a small intensity on the bottom surface, however as the temperature is decreased the LDOS will become more highly localised on the top surface only. Higher energy flat-bands correspond to DW states localised within bulk.

FIG. 7: The effect of $M_z$ on a three layer sample. From left to right, the electronic dispersion relations shown are $M_z = 15, 25, 50, 60 \text{ meV}$.
layers, away from the top and bottom surfaces. Hereafter, these states will be referred to as bulk flat-bands. It is also notable that the low energy edge-states are only localised across the top and bottom layers of the three layer sample. Two more pairs of crossed bands exist away from \( E = 0 \) (giving three edge-states in total, corresponding to the number of layers in the sample), which host edge-states localised across the bulk layers of the sample. Therefore, we shall also refer to these states as bulk layer edge-states.

Analogously to the behaviour of the two layer model, we can tune the coupling between these bulk edge-states and the corresponding flat-bands by varying the parameter \( M_z \). Again, we only consider the case \( M_z > 0 \) and present our results in Figure 7. Similarly to the two layer system, the effect of moderate values of \( M_z \) is a Zeeman effect. As the low energy flat-bands are shifted away from \( E = 0 \), the group velocity of the low energy edge-states increases. At larger values of \( M_z \) the bulk flat-bands are migrate towards \( E = 0 \) and beyond, eventually removing the anti-crossing between these flat-bands and the bulk edge-states. Therefore, at large values of \( M_z \), the resultant band structure is three uncoupled Dirac cones bounded by a series of flat-bands.

While it is possible in the two layer model to induce a band gap on the order of meV by tuning the parameters in the Hamiltonian, this is not the case for a three layer sample due to the low energy topological states. However, we may exploit the finite size effect [44] in order to gap these topological states.

IV. CONCLUSION

In summary, we have discussed the behaviour of spin-polarised flat-bands due to head-to-head transverse DWs in an AFMTI with ground-state planar magnetism. The limiting behaviours of sharp and slowly varying domain walls have been discussed, using a surface Hamiltonian, and we have shown that the functional form of the bound states localised at DWs changes from exponential decay to a Gaussian. The main finding of this work is that the parity of the number of layers of a multilayer AFMTI strongly affects the electronic dispersion. In particular odd layer systems possess particle-hole symmetry, resulting in the presence of low energy topologically non-trivial states. By contrast, a band gap exists between two low energy flat-bands in even layer systems where there are no symmetry protected, low energy topological states. This gap is dependent on the material dependent intralayer coupling term in the AFMTI Hamiltonian and is well within the range of terahertz (THz) radiation.

When many-body interactions are accounted for, we expect that the narrow energy range of these flat bands will put this material system within the strongly-correlated regime. This may lead to emergent novel topological phases of matter, but will also facilitate the study of strong correlations between Dirac fermions. It is interesting to note that the characteristic energy gaps in samples with even numbers of layers naturally lend themselves to being studied in detail by THz radiation in a non-destructive manner. This, along with the existence of multiple growth technologies capable of synthesising thin films of this material system to a high degree of atomic precision, make this a versatile platform to investigate strongly correlated phenomena in topological systems.
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Appendix A: Edge-states in a Two Layer System

To solve for the edge-states in a two layer model we set \( k_z = 0 \) and consider a sharp head-to-head domain wall in the Hamiltonian given by (16). Following this, we act upon \( H^\pm \) with the unitary transformation given by

\[
U = e^{\tau y \frac{\pi}{4}} \begin{pmatrix} 1 & 0 \\ 0 & \sigma_y \end{pmatrix}
\]

(A1)

to give

\[
UH^\pm U^\dagger = H_0^\pm + H_1^\pm
\]

(A2)

where \( H_0^\pm \) is treated as the zeroth order Hamiltonian and \( H_1^\pm \) is the perturbation, given by

\[
H_0^\pm = Ak_y \mu_x + M_y \mu_y + t_s \mu_y \eta_z \mp \frac{t_d}{2} \mu_z
\]

(A3)

\[
H_1^\pm = -(M_z \pm \frac{t_d}{2}) \mu_z \eta_z
\]

where \( \mu_{x,y,z} \) and \( \eta_{x,y,z} \) are Pauli pseudospin operators. First, solving for the unperturbed Hamiltonian, the eigenstates, \( \psi_{\mu,\eta} \) must satisfy

\[
\begin{pmatrix} E^2 - \frac{t_d^2}{4} \end{pmatrix} \psi_{\mu,\eta} = [k_y - i \mu M_y - i \mu \eta t_s] [k_y + i \mu M_y + i \mu \eta t_s] \psi_{\mu,\eta}
\]

(A4)

where \( \mu, \eta = \pm 1 \). By expanding the right-hand side of (A4) and using the trial wavefunction \( \psi_{\mu,\eta} = e^{i \eta y} \), we find the roots \( \pm \lambda_{\mu,\eta,\pm} \) at \( E = \mp \mu t_d/2 \) given by

\[
\lambda_{\mu,\eta,\pm} = \frac{1}{2B} \left( -A \pm \sqrt{A^2 + 4B(m + \eta M_y)} \right)
\]

(A5)
Note that we must make the substitution $M_y = -M$ for $y < 0$ and $M_y = M$ for $y > 0$. Therefore, the solution for $\psi_{u,n}$ is a linear combination each solution to (A4) in each half space. The coefficients may be determined by fulfilling the relevant boundary conditions at $y = \pm L/2$ and $y = 0$, however we will not do that here. The resulting solutions are a pair of edge-states at $E = \mp t_d/2$ and two states localised around the DW at $y = 0$ at $E = \pm t_d/2$. Introducing the perturbation Hamiltonian, $H^\pm$, the interfacial states are shifted in energy by an amount $\sim (M_z \pm t_d/2)$ owing to their strong overlap. By contrast, the overlap between edge-states is extremely small in wide samples since states are localised on opposite edges. As a result, edge-states remain located around $E \approx \mp t_d/2$.
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