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Abstract: The stock market is highly volatile and complex in nature. Technical analysts often apply Technical Analysis (TA) on historical price data, which is an exhaustive task and might produce incorrect predictions. The machine learning coupled with fundamental and / or Technical Analysis also yields satisfactory results for stock market prediction. In this work an effort is made to predict the price and price trend of stocks by applying optimal Long Short Term Memory (O-LSTM) deep learning and adaptive Stock Technical Indicators (STIs). We also evaluated the model for taking buy-sell decision at the end of day. To optimize the deep learning task we utilized the concept of Correlation-Tensor built with appropriate STIs. The tensor with adaptive indicators is passed to the model for better and accurate prediction. The results are analyzed using popular metrics and compared with two benchmark ML classifiers and a recent classifier based on deep learning. The mean prediction accuracy achieved using proposed model is 59.25%, over number of stocks, which is much higher than benchmark approaches.
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I. INTRODUCTION

In an attempt to predict stock market trends and future stock prices, market researchers, investors and scholars regularly propose a range of models. These models are based on various methods including the following.
1. Single and dual source of information [2]. Single information source methods either utilize numerical or semantic information extracted from news and reviews while dual source methods utilize historical price and volume data as well.
2. Fundamental Analysis (FA), Technical Analysis (TA) and Time Series Forecasting [3]. The Fundamental analysis utilizes sales, earnings, profits and other economic factors for forecasting. The TA utilizes some stock indicators like Moving Averages (MAs) for forecasting.

Time series forecasting utilizes linear model like ARIMA [4, 5] and Non-Linear models such as ANN and Deep Learning [6, 7].

Most of recent research works employed ML algorithms to predict stock price movement. Two most common ML approaches are ANN [8-10] and Support Vector Machine (SVM) [11, 12]. These are widely used for long and short term analysis and prediction of stock trends. Such methods generally utilize STIs calculated from past prices and volume data. To determine, which STIs, financial news and algorithm is more effective and how to analyze these to increase profits have drawn much interest from the research community. Investigating deep learning (aka Deep Neural Network) [13, 14] techniques in financial time series prediction is a highly recommended solution. E. Chong et al. [15] use only numerical data to explore the effects of deep learning method in stock market prediction. The approach proposed in this work is capable of identifying hidden relationships and underlying dynamics in the historic price data through an optimal LSTM deep learning approach. Originally LSTM is proposed by Hochreiter and Schmidhuber [1] 

Problem Statement:

- The investors usually take the decisions of buying or selling the stock by evaluating a company’s performance and other unexpected global, national & social events. Although, such events eventually affect stock prices instantaneously in a negative or positive way, these effects are not permanent most of the time. So, it is not viable to predict the stock prices and trends on the basis of FA.

As a consequence an automated system or model, to analyse the stock market and upcoming stock trends based on historical prices and STIs, is needed.

- Determining highly correlative STIs based on historical price data is an exhaustive task and might produce incorrect predictions. So, determining highly correlative STIs is another challenge and dealt as a problem in this work.

- Applying traditional machine learning and deep learning approaches yields average results as the stock market follows random walk motion. Applying Optimal LSTM Deep Learning algorithm and adaptive STIs can make an effective forecast. We made an effort to combine the concept and achieved better results.

- Most of the previous works have not evaluated the algorithm for prediction accuracy and suffer from overfitting.

Key Contributions of this Work:

Based on the problem statement, we present:

- Performance evaluation and comparison of proposed work (approach) against popular ML classifiers is presented.
- Higher Prediction Accuracy and less Mean Squared Error.

Outcomes:

As an outcome the proposed work aids investor in making good investment decisions to earn profits. The framework also gives decision indicator [Price-rise (1) and Price-fall (0)] to the stock holder at the end of each day. The proposed approach can also be used as trend based analysis to decide whether to hold stocks for long or short term.

The rest of this paper is organized as follows. Section 2 presents review of related literature. In section 3, we discuss the concept of correlation tensor, framework with Optimal LSTM for stock trends and closing price prediction (high/low) for next day. Section 4 presents experimental setup, methodology, results, and performance analysis for the evaluation of the proposed work. In section 5 we conclude with future directions.

II. LITERATURE REVIEW

2.1 Stock Technical Indicators (STIs)

STIs are statistical calculations based on the price, volume, or significance for a share, security or contract. These does not depend on fundamentals of a business, like earnings, revenue, or profit margins. The active stock traders and technical analysts commonly use STIs to analyze short-term and long term price movements and to identify entry and exit points [16]. Technical indicators [17, 18] can be useful while predicting the future prices of assets so they can be integrated into automated trading systems. There are two basic types of technical indicators: Overlays and Oscillators. In this work, we use SMA as it is one among the most widely used STI. It filters out the noise which occurs due to random price variations and helps to smooth out price. It is said as trend following indicator or simply lagging as it depends on past prices.

Formulae for calculating the most prevailing Stock Technical Indicators (STIs) is presented in Table 2.
Table 2: Stock Technical Indicators

| Stock Technical Indicators (STIs) | Mathematical Formula |
|----------------------------------|----------------------|
| Relative Strength Index (RSI)    | \( RSI = 100 - \left( \frac{100}{1 + \left( \frac{AG}{AL} \right)} \right) \) |
| Moving Average (MA) of n days    | \( \frac{1}{n} \sum_{i=1}^{n} C_i \) |
| Stochastic Oscillator (%K)       | \( \%K = \frac{C_i - Lp}{Hp - Lp} \times 100 \) |
| William (%R)                     | \( \%K = \frac{Hp - C_i}{Hp - Lp} \times 100 \) |
| Exponential Moving Average (EMA) | \( EMA_t = C_i \left( \frac{2}{T+1} \right) + EMA_{t-1} \left( 1 - \frac{2}{T+1} \right) \) |
| Moving Average Convergence Divergence (MACD): most common is 12/26 MACD | \( MACD = [(12 - day EMA) - (26 - day EMA)] \) |

Where \( Hp \) and \( Lp \) are highest and lowest prices in the last p days, respectively and \( C_i \) is the current price of the day under consideration. \( AG \) is Average Gain and \( AL \) is Average Loss.

2.2 Related Work

To enhance the predictability of the daily stock price trends, Yuzheng Zhai et al. [11] presented a system based on SVM algorithm that combines the technical indicators and related news releases. For each trading day, seven technical indicators are computed from the prices in the past five days. Two groups of news releases are used. Two class categories, indicating the higher or equal price and lower price than close price, are taken up for indicating next day’s price movement. The system achieved higher accuracy than achieved using single source i.e. news or technical indicators.

De Souza et al. [20] investigated the profitability of technical analysis as applied to the stock markets. Authors searched for evidence that fundamental analysis and technical analysis complement each other. An automated trading system is developed to simulate transactions in this portfolio using technical analysis techniques. The average results shown that the system exceeded the value invested. The sample portfolio from Russia and India showed very strong returns. The work utilized two types of moving average: SMA, EMA over varying number of days.

Pang et al. [21] proposed the deep LSTM with embedded layer (ELSTM) and the LSTM-NN network with automatic encoder to forecast the stock as traditional NN algorithms may incorrectly predict the stock market. The accuracy achieved with LSTM –NN with embedded layer is better. The maximum accuracy achieved is 57.2%.

Chen et al. [22] proposes a novel technical analysis method for forecasting of stock market to increase the decision support quality and profitability of investors. The techniques utilize trend based classification, indicator selection, and stock market trading signal forecasting.

Hasan et al. [23] in their work utilized a number of ML techniques to predict the future stock prices. The ensemble is formed to combine the outcomes of different ML algorithms. To further enhance the prediction performance two popular and widely used technical indicators are pooled with the ML algorithms. To assess the proposed techniques the volume data and historical prices over the past 15 months of three prominent stocks are used. The algorithms predicts the 1-day, 1-week and 1-month-ahead prices of these stocks. The results signify that ensemble ML approach in combination with technical indicators often provide better results and less prediction error.

Xiong et al. [24] used economic variables and LSTM to predict the volatility of the S&P index with the Google trend. Yu [25] applied the deep NN and LSTM to forecast the trading data of the Amazon stock. The highest prediction accuracy achieved is 54%. It is mentioned that the effect of the deep NN was better than LSTM.

Zhang et al. [12] used the improved CNN and SVM to forecast the stock index and exchange rate in American, European and Hongkong market. The result showed that the hybrid model had the highest accuracy [24].

Hiransha M et al. [26], utilizes four deep learning architectures i.e. MLP, RNN, LSTM and CNN for predicting the stock price of a company based on the day-wise historical closing prices of NSE of India and NYSE. The CNN performed much better even it is trained on NSE data and was able to predict for NYSE also. The results obtained were compared with linear ARIMA model.

Silva IND et al. [27] utilized RNN to forecast the prices of the three stocks. When used economic variables as input and the historical data, he found that the forecast price fitted the actual price better.

In stock market prediction, Neural Networks (NN) [19] has been shown as the most successful among ML models due to their ability to handle complex nonlinear systems. The predictive model for Stock market prediction is extremely complicated and NN gives it the ability to obtain higher accuracy. It is called Deep NN since we often get complicated and NN gives it th...

3.1 Concept of Correlation-Tensor

Deep Learning model characterizes numerical or categorical features as numbers. The indicator values are represented as simple vectors. The method has two primary drawbacks:

1. The vectors often acquire size which is equivalent to the size and number of indicators overwhelming the size of memory. Such large dimension vectors make computation inconvenient.

2. Also, the representation makes processing and context semantic analysis cumbersome.

Deep Neural Network (DNN) operates on numbers where every neuron performs addition and multiplication operations on inputs and weights. The proposed model...
suggests the input to the model through correlation tensors. These tensors bridge input data with our model. Tensors enable to transform diverse information in rich STIs into formats that the DNN can use, allowing easy and fast experiment. Also, the time series data is not directly feed into the model, instead its value is broken into different categories based on ranges of adaptive STIs. The phenomenon of transforming feature vectors to tensors is shown in Figure 1. The important TIs along with range and decision is depicted in Table 3.

### Table 3: Important Technical Indicators along with range and decision

| TECHNICAL INDICATOR | RANGE | PREDICTION |
|----------------------|-------|------------|
| Williams %R          | 0 → -100 | 0 TO-20, -80 TO-100 |
| Moving Average Convergence/Divergence Oscillator (MACD) | MACD does not have any upper or lower limits |
| Money Flow Index (MFI) | 0 → 100 | 80 TO 100, 20 TO 0 |
| Commodity Channel Index (CCI) | -∞ → ∞ | above 100, below 100 |
| Chaikin Money Flow (CMF) | -1 to 1 | < 0 > 0 |
| Average Directional Index (ADX) | 0 → 100 | < 20 > 40 |

At the beginning the correlation vectors derived using STIs. The Pearson correlation coefficient is employed to derive the correlation among quantitative attributes. It is most suitable method as a precise numerical value of the degree of linear relationship between two variables X and Y is obtained and NN are based on the relationship \( Y = W^T X + b \). Then the derived correlation vectors are reduced and transformed as range of tensors with correlated or adaptive STIs. Tensors can be represented even in low dimension space than vectors. Finally, based on method of embedded correlation-tensor layer, a deep LSTM neural network model (OPTIMAL LSTM) is proposed.

### 3.2 ‘Optimal Long Short Term Memory’ Approach for Stock Trends forecasting using STIs

LSTM is adaptive to resolve the problem of vanishing gradients especially in or long term forecasting problems therefore LSTMs are said as ‘go-to’ network for RNN. Originally LSTM was developed to extend the RNN memory state to enable it to deal with longer input sequences like stock data. The RNN has only a standard \texttt{tanh} layer in each repeating module while LSTM has four layers as shown in Figure 2.

![Network Composition Diagram](image)

**Fig. 2. Network Composition Diagram**

3.2.1 Optimal – LSTM Algorithm

In the network composition above, the core module is LSTM. The node architecture with 4 transition phases is represented in Figure 3.

**Fig. 3. Architecture of Optimal LSTM node**

Notations:
- \( E_t \): Input Event.
- \( STM_{t-1} \): Short Term Memory from previous time.
- \( W_p, W_g, W_f \) and \( W_o \): Linear Activation Functions applied to NN.
- \( N_t \): Memory output at time t.
- \( i_t \): Ignore factor.
- \( LSTM_{t-l} \): Long Term Memory from previous time.
- \( f_t \): Forget factor.
- \( STM_{f} \): New short term output of ELDA node
- \( LSTM_{f} \): New long term output of ELDA node.
- \( \sigma \): Sigmoid Function.
- \( U_t \& V_t \) are calculations with Use Phase inputs.
- \( b_p, b_f, b_o \) are bias.

**Optimal – LSTM Algorithm**
3.2.2 Construction of Proposed Framework

The proposed framework is presented in Figure 4.

![Proposed Framework for Stock Trends Forecasting](image)

Fig. 4: Proposed Framework for Stock Trends Forecasting

The stock data is captured through APIs. The Open, High, Low and Close (OHLC) prices are extracted from the dataset. We will build the new input features, which are known as STIs, by applying technical analysis. Later we derive the correlation between STIs and Close Price. The input to the phase 4 depends on the correlation tensor derived in phase 3. The highly correlated features are extracted along with close price are supplied to Optimal LSTM model in phase 4. The 3-day, 10-day and 30-day Moving Averages performed much better in this work. The Optimal LSTM cell keeps track of not just of Memory but of long and short term memory as well which comes in and out of cells.

The input of each Optimal LSTM node is pretentious by previous layer and also receives the effect of the same layer processing. The linear activation function is used for performing regression prediction. For trends prediction the function is logistic. When predicting the accuracy, the stock’s close price is divided into two classes’ price-rise (1) and prise-fall (0). The indication of price-rise (1) specifies the Buy Signal at the end of the day, while the prise-down (0) indicates the Sell of stock. Finally the model presents the strategic trends and prediction of stock prices. The model is evaluated on the basis of Prediction Accuracy (y) and Mean Squared Error (MSE) as represented in section 4.4.

IV. EXPERIMENT SETUP, RESULTS AND ANALYSIS

4.1 About Dataset
The data of 3 financial organizations (Banks) listed in National Stock Exchange (NSE) – India, is captured through Yahoo Finance. The banks chosen either belong to nationalized, public or private sectors. The data set encompassed the trading days of 2 years i.e. from 16th Nov, 2016 to 15th Nov, 2018.

4.2 Experiment Environment Setup
The experiments are performed on system with Intel Core i3 (2.0 GHz.) processor and 8GB RAM, running Microsoft – Windows – 10 (64-bit) operating system. The Environment and Libraries used in work are presented in Table 4. The model is developed in Python language (version 3.7.0 and 3.6.6) utilizing Keras as the high-level API developed for Google’s TensorFlow.

| Environments and Libraries | Version / Configuration |
|----------------------------|-------------------------|
| Anaconda Navigator         | v_5.3.1; x86_64 bit     |
| Jupyter Notebook           | v_5.7.2; 64 bit         |
| SciPy                      | 1.1.0                   |
| NumPy                      | 1.15.4                  |
| Scikit-Learn               | 0.20.2                  |
| TensorFlow                 | 1.12.0                  |
| Keras                      | 2.2.4                   |
| Pandas                     | 0.23.4                  |
| Seaborn and Matplotlib     | 0.9.0 and 3.0.2 respectively |

4.3 Experiments conducted
We conducted several experiments to
- To study the correlation between popular technical indicators and close price.
- To evaluate the performance of proposed work against state-of-the-art methods.

The proposed approach can be used for trend based analysis as it helps trader to decide whether to hold shares for long or short term. Also, an additional field is added to training dataset as indicator for providing Buy and Sell signal at the end of each day. Price-rise (1) or Price-fall (0) indicates Buy and Sell signal respectively.

### 4.4 Classifier Results, Performance Evaluation and Discussion

The major outcomes of model are obtained at step 2, 3, 4 and 7. Figure 5, reveals the correlation cluster-map of HDFC bank which is obtained after step 2. The correlation map represents the correlation value between the Price-rise and STIs that are calculated.

In this experimental study most adaptive STIs are extracted and suitably pre-processed. The adaptive TAs calculated for three banks are presented in Table 5.

The final outputs of experiment are obtained at stage 7. The types of outputs are mentioned below:
1. Price-rise or Price-fall decision for intraday trading:
2. Long and short term trend analysis for weekly or monthly trading.

### 4.4.1 Correlation Matrix

Figure 5 showing correlation map between OHLC and STIs for HDFC bank. This work involves study of several indicators, out of which Moving Averages performed well. Table 5 showing correlation values between close price of 3 stocks and MAs, which is output of step 2.

#### Table 5: Correlation Values between MAs and Close Price

| Correlation Values | 30 day MA | 10 day MA | 3 day MA |
|--------------------|-----------|-----------|----------|
| HDFC               | 0.98      | 0.99      | 1.00     |
| Yes Bank           | 0.93      | 0.97      | 0.99     |
| SBI                | 0.66      | 0.88      | 0.95     |

### 4.4.2 Prediction Accuracy of Optimal LSTM:

When the training batch size voted is 30 and classifier is build with Optimal LSTM on varying number of epochs. The Model built and evaluated on the basis of prediction accuracy and MSE. The decision value 1 stands for Price-rise for next day and 0 stands for Price-fall on next day. We can say that 1 indicates Buy and 0 indicates Sell the stock at the end of day.

\[ y = \begin{cases} 
1, & (y_{i+1} - y_i) > 0 \\
0, & \text{otherwise} 
\end{cases} \]

The percentage accuracy achieved over different values of epochs is depicted in Table 6. The results are mentioned up to 500 epochs as the model started over-fitting the data beyond this.

#### Table 6: Accuracy of Optimal LSTM with 3 Datasets

| Epochs | YES Bank | HDFC | SBI  |
|--------|----------|------|------|
| 100    | 56.13    | 61.04| 55.59|
| 200    | 57.98    | 62.58| 58.39|
| 300    | 48.77    | 64.11| 53.42|
| 400    | 58.90    | 64.42| 61.49|
| 500    | 59.51    | 65.64| 60.87|

The graph representation of accuracy achieved using different number of epochs is shown in Figure 6.
4.4.4 Stock Trend Predictions

The trends obtained for all the three banks are represented in Fig. 8 to Fig. 10. The trends primarily predicted to take long and short positions with stock. The graphs are showing the comparison of actual v/s predicted price trends for 141 days, i.e., for 30 percent of 2 years data.

![Fig. 7. MSE Comparison for MLP, ELSTM and Optimal LSTM](image)

![Fig. 8. SBI Stock Trend Actual v/s Predicted](image)

![Fig. 9. HDFC Stock Trend Actual v/s Predicted](image)

![Fig. 10. Yes Bank Stock Trend Actual v/s Predicted](image)

4.4.5 Performance Evaluation

The accuracy of proposed model is also compared with 2 benchmark ML classifiers: Support Vector Machine (SVM), Logistic Regression (LR) and one deep learning model: ELSTM [21]. The results are presented in Table 7 whose graph representation is shown in Figure 11.

| Bank   | SVM   | LR    | ELSTM | Optimal LSTM |
|--------|-------|-------|-------|--------------|
| HDFC   | 51.06 | 52.48 | 57.2  | 63.59        |
| YES BANK | 49.64 | 50.35 | 52.6  | 56.25        |
| SBI    | 55.39 | 56.11 | 56.8  | 57.95        |

![Fig. 11. Accuracy Comparison of SVM, LR and ELSTM with Optimal LSTM](image)

4.4.5 Discussion

It is clearly depicted from results that the application of Optimal LSTM along with correlation tensor of adaptive STIs improves prediction performance. The highest accuracy and mean accuracy achieved is 63.64% and 59.25% respectively, which is much higher than SVM, LR and a deep learning approach (ELSTM) [21]. The proposed framework with Optimal LSTM is capable of exploring the correlative STIs. As an outcome the model predicts the long and short term market trends of any stock. The time period in which the predicted trends almost follow actual trend is considered better for future investments. However, the uncertain trends justify that there might be risk involved with particular stock for particular time periods. The outcomes of model demonstrate that the investor will definitely fetch more profit by taking efficient decision of buying and selling the stock. The model explicitly achieved uppermost prediction accuracy without over-fitting. The number of epochs is chosen to avoid over-fitting. The mean accuracy of Classifier achieved is 59.25%, over number of datasets. The MSE is least across all classifiers including Multi-Layer Perceptron. Further experiments reveal that the STIs such as MA and MACD are highly correlated with close price. The model built is market independent and is implemented in Python using powerful ML and NN libraries: Google - TensorFlow and Keras. Performance evaluation and comparison of has shown pre-eminence of proposed work.
V. CONCLUSION AND FUTURE DIRECTIONS

We inspected the efficiency of applying technical analysis to the stock prices. We analyzed whether investors could manage more profits than suggested by the recent research of Pang X. et al. (2018). We demonstrated the concept of deriving adaptive STIs and passing them as correlation tensor. The tensor is then supplied to the model. Finally the model presents a well-organized approach that aids traders for long/short as well as daily trading and therefore earn profit. Optimal LSTM presents decision based indicator (Price-rise (1) or Price-fall (0)) as well as trend based analysis. The proposed Optimal Deep Learning Approach (Optimal LSTM) is a market independent approach as we are discovering the potential indicators existing in the data and applying LSTM dynamics of deep learning rather than fixing data or model.

This work opens several research confronts to get more insights on stock trends forecasting. In future the research work can be extended by applying more STIs and can be evaluated against several ML and deep learning approaches. The proposed model can be further evaluated and optimized for stock indices. The proposed deep learning algorithm can also be further enhanced to optimize the performance. To support investors, the proposed model can be further integrated into an automated system for trading on specific stocks.
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