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Abstract: We give a detailed description in 1-D the growth of Sobolev norms for time dependent linear generalized KdV-type equations on the circle. For most initial data, the growth of Sobolev norms is polynomial in time for fixed analytic potential with admissible growth. If the initial data are given in a fixed smaller function space with more strict admissible growth conditions for \( V(x,t) \), then the growth of previous Sobolev norms is at most logarithmic in time.
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1 Introduction

When consider the growth in time of Sobolev norms for nonlinear Hamiltonian partial differential equations (PDEs), we can choose the linearized equations of these PDEs to study first. The main example discussed before is the nonlinear Schrödinger equation on \( \mathbb{T} := [-\pi, \pi) \) with periodic boundary conditions as follow
\[
iu_t = \Delta u + \frac{\partial H}{\partial \bar{u}},
\]
with Hamiltonian
\[
H = \int_\mathbb{T} \left[ |\nabla \phi|^2 + F(|\phi|^2) \right],
\]
where \( F \) is a polynomial or smooth function and \( \phi(x) = u(0, x) \) is the initial data. Split the data \( \phi \) in low and high Fourier modes as
\[
\phi = \phi_1 + \phi_2,
\]
where
\[
\phi_1 = \Pi_J \phi = \sum_{|j| \leq J} \hat{\phi}(j)e^{ijx}.
\]
Writing
\[
u = w + v
\]
with \( w \) satisfying the initial value problem
\[
\begin{align*}
\frac{i}{\partial_t} w &= \Delta w + \frac{\partial H}{\partial \bar{w}} \\
w(0) &= \phi_1
\end{align*}
\]
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and \( v \) satisfying the initial value problem

\[
\begin{aligned}
& \begin{cases}
    i\partial_t v = \Delta v + \frac{\partial^2 H}{\partial w \partial w} v + \frac{\partial^2 H}{\partial w \partial w} \tilde{v} + F(w, \tilde{w}, v, \tilde{v}) \\
    v(0) = \phi_2
  \end{cases} & (1.7)
\end{aligned}
\]

It can be turned out that \( F(w, \tilde{w}, v, \tilde{v}) \) is a high order term expected to have a small effect and \((i\partial_t + \Delta)^{-1}\) has a smoothing effect on the term \( \frac{\partial^2 H}{\partial w \partial w} \cdot \tilde{v} \). Finally we can use the fact that the flow of the linear equation

\[
\begin{aligned}
& \begin{cases}
    i\partial_t v = \Delta v + \frac{\partial^2 H}{\partial w \partial w} v \\
    v(0) = \phi_2
  \end{cases} & (1.8)
\end{aligned}
\]

conserves the \( L^2 \)-norm and has essentially unitary behavior in \( H^s \) (up to lower-order error terms) since \( \frac{\partial^2 H}{\partial w \partial w} \) is real. Therefore, the growth in time of Sobolev norms for the linearized equation can be considered firstly.

Bourgain proved an surprising result in the Appendix of [2] using Floquet theory, the linear Schrödinger equation of the form

\[ iu_t + \Delta u + V(x, t)u = 0 \] (1.9)

with periodic boundary conditions satisfying polynomial growth, where \( V \) is time dependent and smooth.

In 2008 [7], Wang obtain the result of logarithmic growth for the equation (1.9). Essentially, it is there proved that in a period of time, the \( H^s \) norm of the high frequencies part is preserved. Besides, using localization properties of eigenfunction, the approximate solution can be constructed by Floquet solution, then the middle frequencies part is controlled.

For other nonlinear Hamiltonian PDEs, in 1996 [11], Bourgain mentioned the generalized KdV-type equations in the periodic case of the form

\[ u_t + u_{xxx} + \partial_x f'(u) = 0, \] (1.10)

in the remark of his study, where \( f \) is sufficiently smooth.

The previous study about growth of Sobolev norms enable us to consider the linearised KdV-type equation,

\[ u_t + u_{xxx} + \frac{1}{2} V_x(x,t)u + V(x,t)u_x = 0, \] (1.11)

on \( \mathbb{T} := [-\pi, \pi] \) with periodic boundary conditions. The potential \( V(x,t) \) is time-dependent, bounded and real. We further assume that \( V(x,t) \) is real analytic in \((x,t)\) in a strip \( D := (\mathbb{R} + i\rho)^2(\rho < \rho_0, \rho_0 > 0) \). Here \( \frac{1}{2} \) is used to confirm that the flow of (1.11) conserves the \( L^2 \)-norm.

Since the nonlinear term \( \frac{1}{2} V_x(x,t)u + V(x,t)u_x \) has derivative term \( u_x \), it leads to complication in the proof of polynomial growth and the control of high frequencies part. Hence, some admissible growth conditions for \( V(x,t) \) is necessary. What is more, If we want to obtain logarithmic growth, then the initial data must be given in a fixed smaller function space with more strict admissible growth conditions for \( V(x,t) \), such that the \( H^s \) norm of the high frequencies part in our case is linear growth in a period of time. The method we use to control the \( H^s \) norm of the low frequencies part is iteration like [2], which makes the \( H^s \) norm of this part is also linear growth. Essentially, in a period of time, the \( H^s \) norm of sub-high frequencies in the decomposition of low frequencies part is preserved. With interpolation and the estimate of polynomial growth, we obtain logarithmic growth.

Then, we prove the following result:

**Theorem 1.1.** For all \( s > 0 \) and the initial condition \( u_0 = u(0) \in H^s(\mathbb{T}) \), \( \| u_0 \|_{L^2(\mathbb{T})} \leq 1 \), there exists \( C, \tilde{C} \) such that

\[ \| u(t) \|_{H^s} \leq C^s(s+1)!(|t|^s + 1)\| u(0) \|_{H^s}. \] (1.12)
where \( u(t) \) is the solution to (1.11), provided that the admissible growth condition imposed on \( V(x,t) \)

\[
\int_0^t \| V_x(x,\tau) \|_\infty \, d\tau \leq \tilde{C} \cdot s \log(|t| + 2).
\]

Moreover, for the initial datum \( u_0 \in H^{s+1}(\mathbb{T}) \cap H^s(\mathbb{T}) \) satisfying

\[
\| u_0 \|_{H^{s+1}} \leq \tilde{C},
\]

and

\[
\int_0^t \| V_x(x,\tau) \|_\infty \, d\tau \leq C \log(|t| + 2),
\]

there exists \( \varsigma > 3 \) and \( C_s \), such that

\[
\| u(t) \|_{H^s} \leq C_s [\log(|t| + 2)]^{\varsigma s} \| u(0) \|_{H^s}.
\]

2 Polynomial Growth and Error Estimate

Let \( S(t) \) be the flow for equation (1.11), we prove \( S(t) \) conserves the \( L^2 \)-norm.

Lemma 2.1.

\[
\| S(t) \|_{L^2 \rightarrow L^2} = 1.
\]

Proof. By integration by part and periodic boundary condition we have

\[
\text{Re} \int_T \left( u_t + u_{xxx} + \frac{1}{2} V_x(x,t) u + V(x,t) u_x \right) \bar{u} \, dx
= \text{Re} \left\{ \int_T \frac{1}{2} \frac{\partial u}{\partial t} |u|^2 + \frac{1}{2} V_x |u|^2 - \frac{1}{2} V_x |u|^2 \, dx \right\}
= 0,
\]

Then we have

\[
\| S(t) u_0 \|_{L^2} = \| u_0 \|_{L^2}.
\]

Since \( V \) is real analytic in \((x,t)\) and bounded in \( D \), we get

\[
\left\| \frac{\partial^m V}{\partial x^m} \right\|_{\infty, T} \leq C^{m+1} m!, \quad m = 0, 1, \ldots
\]

then we have the estimate

Lemma 2.2.

\[
\| S(t) \|_{H^s \rightarrow H^s} \leq C^s (s+1)! (|t|^s + 1).
\]
Proof. 

\[
\frac{\partial}{\partial t} ||u(t)||_{H^s}^2 = 2\text{Re} \left( \frac{\partial^s}{\partial x^s} u(t), \frac{\partial^s}{\partial t \partial x^s} u(t) \right) \\
= -2\text{Re} \left( \frac{\partial^s}{\partial x^s} u(t), \frac{\partial^s}{\partial x^s} \left( \frac{1}{2} V_x u + Vu_x \right) \right) \\
= -2\text{Re} \left( \frac{\partial^s}{\partial x^s} u(t), \frac{1}{2} V_x \frac{\partial^s}{\partial x^s} u + V \frac{\partial^{s+1}}{\partial x^{s+1}} u + \frac{1}{2} \sum_{\gamma + \beta = s} \frac{\partial^{\gamma+1} V \partial^\beta u}{\partial x^{\gamma+1} \partial x^\beta} + \frac{\partial^\gamma V \partial^{\beta+1} u}{\partial x^\gamma \partial x^{\beta+1}} \right) \\
= -2\text{Re} \left( \frac{\partial^s}{\partial x^s} u(t), V_x \frac{\partial^s}{\partial x^s} u + \frac{1}{2} \sum_{\gamma + \beta = s} \frac{\partial^{\gamma+1} V \partial^\beta u}{\partial x^{\gamma+1} \partial x^\beta} + \sum_{\gamma + \beta = s} \frac{\partial^\gamma V \partial^{\beta+1} u}{\partial x^\gamma \partial x^{\beta+1}} \right).
\]

It follows that

\[
\frac{\partial}{\partial t} ||u(t)||_{H^s} \leq ||V_x||_{L^\infty} ||u(t)||_{H^s} + \sum_{\gamma + \beta = s} C^{\gamma+2}(\gamma+1)! ||u||_{H^\beta} + \sum_{\gamma + \beta = s} C^{\gamma+1} \gamma! ||u(t)||_{H^\beta},
\]

Using the following interpolation in (2.4):

\[
||u(t)||_{H^{s-\gamma}} \leq ||u(t)||_{H^s} ||u(t)||_{L^2}^{s-\gamma} \quad (s > \gamma)
\]

we have

\[
\frac{\partial}{\partial t} ||u(t)||_{H^s} \leq ||V_x||_{L^\infty} ||u(t)||_{H^s} + C^3 ||u(t)||_{H^s}^{1-\frac{s}{2}} ||u(t)||_{L^2}^{\frac{s}{2}} + C^4 ||u(t)||_{H^s}^{1-\frac{s}{2}} ||u(t)||_{L^2}^{\frac{s}{2}} \\
+ \ldots + C^{s+2}(\gamma+1)! ||u||_{H^\beta} ||u(t)||_{L^2}^{s+2} + \ldots + C^{s+2}(s+1)! ||u(t)||_{L^2}.
\]

In view of the admissible growth condition for \(V(x, t)\) (1.13) and the equation

\[
\frac{\partial}{\partial t} ||u(t)||_{H^s} \leq C^s (s+1)! ||u(t)||_{H^s},
\]

we obtain that

\[
||u(t)||_{H^s} \leq C^s (s+1)! ||u(0)||_{H^s},
\]

with a larger \(C\). \(\square\)

**Remark 1.** Since \(s > 0\), we have the polynomial growth estimate, then on the \(T\), for \(u_0 \in H^{s+1}(\mathbb{T}) \cap H^s(\mathbb{T})\),

\[
||u(t)||_{H^{s+1}} \leq C^s (s+1)! ||u(0)||_{H^{s+1}}.
\]

Next, we give an error estimate in a period of time. Let \(\phi \in C^\infty_0 [-\pi, \pi]\) be a Gevrey function of order \(\alpha\):

\[
\max_{\tau \in [-\pi, \pi]} \left| \frac{\partial^m \phi(\tau)}{\partial \tau^m} \right| \leq C^{m+1}(m!)^\alpha, \quad 1 < \alpha < \infty
\]
Let \( \phi(t) = \tilde{\phi}(t/T) \) \(^{(2.12)}\)

Define

\[
V_1(x, t) = \sum_{j \in \mathbb{Z}} V(x, T + 2\pi jT) \phi(t + 2\pi jT) \quad \text{for } |t| \leq T \quad \text{and } (|t|) \leq T \quad \text{for } |t| \leq T.
\]

Hence \( V_1(x, t) \) is \( 2\pi \)-periodic in \( x \), \( 2\pi T \)-periodic in \( t \), analytic in \( x \), Gevrey in \( t \) of order \( \alpha \), \((1 < \alpha < \infty)\)

\[
V_1(x, t) = V_1(x, t) = V_1(x, t) = 0.
\]

Let \( u_1(t) \) be the solution to

\[
u_1 + u_{xxx} + \frac{1}{2} \partial_x V_1(x, t) u + V_1(x, t) u_x = 0
\]

with the initial condition \( u_1(0) = u_0 \), then \( u_1(t) = u(t) \), the flow \( S(t) \) for \((1.11)\) can also be used to describe \((2.15)\) in \(|t| \leq T\).

Moreover, we have the following error estimate,

**Lemma 2.3.** For \(|t| \leq T\), there exists \( \bar{u} \) and \( \zeta \) such that

\[
\left( \partial_t + \partial_{xxx} + \frac{1}{2} \partial_x V_1(x, t) + V_1(x, t) \partial_x \right) \bar{u} = \zeta,
\]

where \( \bar{u}(0) = u_0 \) and \( \|\zeta\|_{L^2} \leq \varepsilon(T) \) for all \(|t| \leq T\). Then we have the error estimate

\[
\|\bar{u} - u_1\|_{L^2} < \varepsilon(T)|t| \leq \varepsilon(T) T
\]

for \(|t| \leq T\).

**Proof.** It follows from \((2.14)\) and

\[
(\bar{u} - u_1)(t) = \int_0^t S(t) S(\tau)^{-1} \zeta(\tau) d\tau.
\]

\[\square\]

### 3 Floquet Solutions and Localization Property

From error estimate \((2.16)\) we know that if

\[
\epsilon(T) \leq \frac{1}{T^\eta} = e^{-\eta \log T} \quad \text{for } \eta > 1
\]

or decay in a more rapid rate,

\[
\epsilon(T) \leq e^{-(\log T)^\alpha},
\]

\(\eta > 1\) and

\(\alpha > 1\) respectively.
which can overcome other polynomial growth we meet later. Then we can use $\tilde{u}$ to give an estimate in the approximation process.

Since we consider solutions for finite time $|t| \leq T$, we replace $V_1$ by $V_2$ defined as

$$V_2(x, t) = \sum_{|j| \leq (\log T)^{\sigma}, |n| \leq T(\log T)^{\delta}} \hat{V}_1(j, n) e^{i(jx + \frac{2\pi}{T} nt)}, \quad (3.3)$$

with the Fourier transform of $V_1$

$$\hat{V}_1(j, n) = \int_{-\pi T}^{\pi T} \int_{-\pi}^{\pi} V_1(x, t) e^{-ijx} e^{-i\frac{2\pi}{T} nt} \, dx \, dt \quad (3.4)$$

satisfying

$$|\hat{V}_1(j, n)| \leq C e^{-C|j|^{\alpha + \delta}}, \quad |j| \geq (\log T)^{\delta},$$

$$|\hat{V}_1(j, n)| \leq C e^{-|n|^{\alpha + \delta}}, \quad |n| \geq T(\log T)^{\delta}, \quad (T \gg 1, 0 < C, c, \delta < \infty), \quad (3.5)$$

where $\sigma > 2\alpha + \delta > \alpha + \delta > 2$. Then

$$\|V_1 - V_2\|_{L^\infty} \leq e^{-(\log T)^{\delta'/\alpha}} \ll \frac{1}{T^p}, \quad (3.6)$$

$$\|\partial_x V_1 - \partial_x V_2\|_{L^\infty} \leq e^{-(\log T)^{\delta''/\alpha}} \ll \frac{1}{T^p}, \quad (3.7)$$

provided $p < (\log T)^{\sigma''/\alpha - 1}$, where $\sigma > \sigma' > \sigma'' > 2\alpha + \delta$.

For $|t| \leq T$, The approximation (3.6) and (3.7) permit us to use Floquet solution to

$$u_t + u_{xxx} + \frac{1}{2} \partial_x V_2(x, t)u + V_2(x, t)u_x = 0. \quad (3.8)$$

Since (3.8) is time periodic with period $2\pi T$, any $L^2$ solution can be written as a linear superposition of Floquet solutions of the form

$$e^{E \xi(x, t)}, \quad (3.9)$$

where $\xi(x, t)$ is $2\pi$ periodic in $x$ and $2\pi T$ periodic in $t$:

$$\xi(x, t) = \sum_{(j, n) \in \mathbb{Z}^2} \xi(j, n) e^{i(jx + \frac{2\pi}{T} nt)} \quad (3.10)$$

$E$ is called the Floquet eigenvalue; $E, \xi$ satisfy the eigenvalue equation:

$$H \xi = \left[ \text{diag} \left( j^3 - \frac{n}{T} \right) - A * -B * \right] \xi = E \xi \quad (3.11)$$

on $l^2(\mathbb{Z}^2)$, where $*$ denotes convolution:

$$(A * \xi)(j, n) = \frac{1}{2} \sum_{(j', n') \in \mathbb{Z}^2} (j - j') \hat{V}_2(j - j', n - n') \xi(j', n') \quad (3.12)$$

$$(B * \xi)(j, n) = \sum_{(j', n') \in \mathbb{Z}^2} j' \hat{V}_2(j - j', n - n') \xi(j', n') \quad (3.13)$$
\[ \hat{V}_2(j, n) = \hat{V}_1(j, n) \quad \text{if } |j| \leq (\log T)^\sigma \text{ and } |n| \leq T(\log T)^\sigma, \sigma > 2\alpha + \delta > 2, \]
\[ = 0 \quad \text{otherwise}, \]
\[ (3.14) \]

and \( \hat{V}_1 \) satisfies (4.5).

We identify the initial condition \( \hat{u}_0 \in \ell^2(\mathbb{Z}) \) with \( \hat{u}_0 \in \ell^2(\mathbb{Z}^2) \), where
\[ \left\{ \begin{array}{l}
\hat{u}_0(j, 0) = \hat{u}_0(j) \\
\hat{u}_0(j, n) = 0, \quad n \neq 0.
\end{array} \right. \]
\[ (3.15) \]

Since we only concerned about finite time: \( |t| \leq T \), it is sufficient to solve the eigenvalue problem in (3.11) in a finite region
\[ \Lambda = \{(j, n) \in \mathbb{Z}^2 \mid |j| \leq J(T), |n| \leq DT(\log T)^\sigma \}, \]
\[ (3.16) \]

where \( J(T) > T^s \) depending on \( T \) and the Sobolev index \( s, D > 2\pi \) as in the following proposition, \( \sigma > 2\alpha + \delta > 2 \) as in (3.3).

For any subset \( \Phi \subset \mathbb{Z}^2 \), define \( H_\Phi \) to be the restriction of \( H \) to \( \Phi \):
\[ H_\Phi(n, j; n', j') = \left\{ \begin{array}{l}
H(n, j; n', j'), \quad (n, j) \text{and}(n', j') \in \Phi \\
0 \quad \text{otherwise}.
\end{array} \right. \]
\[ (3.17) \]

We have the following localization property on eigenfunctions of \( H_\Lambda \).

**Proposition 3.1.** Assume
\[ H_\Lambda \xi = E \xi, \|\xi\|_{\ell^2(\Lambda)} = 1. \]
\[ (3.18) \]

Define
\[ \Omega_0 = \{(j, n) \in \Lambda \mid |j| \leq 4D(\log T)^\sigma \}, \quad (\sigma > 2\alpha + \delta > 2) \]
\[ (3.19) \]

and for any \((j_0, n_0) \in \Lambda\), define
\[ \Omega'(j_0, n_0) = \{(j, n) \in \Lambda \mid |j| - |j_0| \leq (\log T)^\sigma, |n - n_0| \leq T(\log T)^\sigma \}, \quad (\sigma > 2\alpha + \delta > 2), \]
\[ (3.20) \]

Then for all \( \xi \) eigenfunctions of \( H_\Lambda \) as in (3.17), \( \xi \) satisfies either
\[ \|\xi\|_{\ell^2(\Lambda \setminus \Omega_0)} \leq e^{-\langle \log T \rangle \frac{2\alpha + \delta}{\sigma}} \]
\[ (3.21) \]

or
\[ \|\xi\|_{\ell^2(\Lambda \setminus \Omega')} \leq e^{-\langle \log T \rangle \frac{2\alpha + \delta}{\sigma''}} \quad (\sigma > \sigma'' > 2\alpha + \delta > 2), \]
\[ (3.22) \]

for some \( \Omega' = \Omega'(j_0, n_0), (j_0, n_0) \in \Lambda. \)

**Proof.** Since
\[ (A * B_*)(\xi)(j, n) = j \sum_{(j', n') \in \mathbb{Z}^2} \hat{V}_2(j - j', n - n') \xi(j', n') - A * \xi(j, n), \]
\[ (3.23) \]

for any given \( E \), the resonant set \( \Omega \) can be defined as
\[ |j^3 + C_V j - \frac{n}{T} - E| \leq (\log T)^\sigma, \quad (\sigma > 2\alpha + \delta > 2), \]
\[ (3.24) \]

if \((j, n) \in \Omega \), where \( |C_V| \leq 2\pi \|V_2\|_\infty. \)

Then
\[ \|(H_\Lambda \setminus E)^{-1}\| \leq \frac{1}{(\log T)^\sigma - 2\pi \|\partial_x V_2\|_\infty} \leq \frac{2}{(\log T)^\sigma}, \]
\[ (3.25) \]
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So $\|V_2\|_\infty < \frac{1}{4\pi}(\log T)^\sigma$, $\|\partial_x V_2\|_\infty < \frac{1}{4\pi}(\log T)^\sigma$.

Considering that

$$\left|\frac{n}{T}\right| \leq D(\log T)^\sigma, |C_V| \leq 2\pi(\log T)^\sigma,$$

we obtain the following two results:

(i) $|E| \leq 10D^3(\log T)^3\sigma$

This leads to $|j| \leq 3D(\log T)^\sigma$. So $\Omega \subset \{(j, n) \in \Lambda ||j| \leq 3D(\log T)^\sigma\}$. Define $B = \Lambda \setminus \Omega, B_0 = \Lambda \setminus \Omega_0, B_0 \subset B$. Let $P_B, P_{B_0}$ be projections onto the sets $B, B_0$.

Assume $\xi$ is an eigenfunction with eigenvalue $|E| \leq 10D^3(\log T)^3\sigma$. Then

$$P_B \xi = -(H_B - E)^{-1}P_B \Gamma \xi,$$

where

$$\Gamma = H_{\Lambda} - H_B \oplus H_{\Omega}.$$

So

$$P_B \xi = -(H_B - E)^{-1}P_B \Gamma P_{\Omega} \xi.$$

Let

$$\Gamma_0 = H_B - H_B \oplus H_{B \setminus B_0}.$$

Then

$$P_{B_0} \xi = P_{B_0}P_B \xi = -(P_{B_0}(H_{B_0} - E)^{-1}P_{B_0}\Gamma P_{\Omega} + P_{B_0}(H_{B_0} - E)^{-1}\Gamma_0(H_B - E)^{-1}P_B \Gamma_0 P_{\Omega} \xi,$$

where we used $B_0 \subset B$.

Observing that the eigenvalue problem is considered in a finite region $\Lambda \subset \Omega$ and the decay of Fourier coefficients (3.14), we have

$$\|\Gamma \xi\|_{L^2} \leq e^{-c(\log T)^{\sigma - \delta}}, \|\Gamma_0 \xi\|_{L^2} \leq e^{-c(\log T)^{\sigma - \delta}}.$$

Using (3.25) on $(H_{B_0} - E)^{-1}$ and $(H_B - E)^{-1}$, we obtain

$$\|P_{B_0} \xi\|_{L^2} \leq \frac{2\alpha - c(\log T)^{\sigma - \delta}}{(\log T)^{2\sigma}} \leq e^{-c(\log T)^{\sigma - \delta}} (\sigma > \sigma'' > 2\alpha + \delta, T \gg 1),$$

which is (3.21).

(ii) $|E| > 10D^3(\log T)^3\sigma$

This gives

$$|j| \geq 2D(\log T)^\sigma.$$

So if there exist $(j, n), (j', n') \in \Omega \subset \Gamma, |j| \neq |j'|$, then

$$\left|\frac{n - n'}{T} + j^2 - j'^2\right| \leq 2(\log T)^\sigma$$

from (3.24). Using (3.33), this implies

$$\left|\frac{n - n'}{T}\right| \geq (|j| + |j'|)(|j| - |j'|) - 2(\log T)^\sigma \geq (4D - 2)(\log T)^\sigma > 2D(\log T)^\sigma$$
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Then, using (3.6)(3.7) and (3.39), we obtain

\[ \left| \frac{n - n'}{T} \right| \leq 2(\log T)^\sigma < 2D(\log)^\sigma \]  \hspace{1cm} (3.34)

giving

for \( D > 2\pi \), if both \((j, n), (j', n') \in \Omega \). (3.22) follows by using the same argument as in \((3.26), (3.32)\) with \( \Omega' \) replacing \( \Omega_0 \).

**Lemma 3.2.** Let \( \chi_S \) be the characteristic function of the set \( S \):

\[ \chi_S|_S = 1, \chi_S|_{\Lambda \setminus S} = 0. \]  \hspace{1cm} (3.35)

For an eigenfunction \( \xi \) satisfying the localization property \((3.22)\), let

\[ \xi'(j, n) = \chi_{\Omega'} \xi(j, n), \]  \hspace{1cm} (3.36)

then

\[ e^{iEt} \xi'(x, t) := e^{iEt} \sum_{(j, n) \in \Omega'} \xi'(j, n)e^{i(jx + \hat{\pi}t)} \]  \hspace{1cm} (3.37)

is an approximate Floquet solution of \((2.15)\) satisfying the error estimate for \(|t| \leq T\)

\[ \|e^{iEt} \xi'(t) - S(t)\xi'(0)\|_{L^2} \leq Te^{-\frac{\pi}{T}(\log T)^{\frac{\alpha''}{\alpha'}}}, (\sigma'' > 2\alpha + \delta > 2) \] \hspace{1cm} (3.38)

where \( S(t) \) is the flow of \((2.15)\).

**Proof.** Since \( \Lambda \) \((3.16)\) is a finite region, \( \|H_{\Lambda - E}\|_{\ell^2 \rightarrow \ell^2} \) is controlled by the polynomial growth about \( T \), with localization property of \( \xi \) \((3.22)\), we have

\[ \|(H_{\Lambda} - E)\xi'||_{\ell^2(\Lambda)} \leq \|H_{\Lambda} - E\|_{\ell^2 \rightarrow \ell^2}\|\xi||_{\ell^2(\Lambda \setminus \Omega')} \leq e^{-\frac{T}{\pi(\log T)^{\frac{\sigma''}{\sigma'}}}}, (\sigma'' > 2\alpha + \delta > 2). \] \hspace{1cm} (3.39)

Define

\[ \tilde{H} = \text{diag} \left( \frac{n}{T} - j^3 \right) + \tilde{A} \ast + \tilde{B} \ast \] \hspace{1cm} (3.40)

where

\[ ((\tilde{A} - A) \ast \xi')(j, n) = \frac{1}{2} \sum_{(j', n') \in \mathbb{Z}^2} (j - j') (\hat{\chi_1} - \hat{\chi_2})(j - j', n - n') \chi_{\Omega'} \xi(j', n'), \] \hspace{1cm} (3.41)

\[ ((\tilde{B} - B) \ast \xi')(j, n) = \sum_{(j', n') \in \mathbb{Z}^2} j' (\hat{\chi_1} - \hat{\chi_2})(j - j', n - n') \chi_{\Omega'} \xi(j', n'). \] \hspace{1cm} (3.42)

Then

\[ (\tilde{H} - E)\xi' = (H_{\Lambda} - E)\xi' + \tilde{\Gamma} \xi' + (\tilde{A} - A) \ast \xi' + (\tilde{B} - B) \ast \xi' \] \hspace{1cm} (3.43)

where

\[ \tilde{\Gamma} = H - H_{\Lambda} \oplus H_{\Lambda^c}. \] \hspace{1cm} (3.44)

Using \((3.6), (3.7)\) and \((3.39)\), we obtain

\[ \|(\tilde{H} - E)\xi'||_{\ell^2} \leq 2e^{-\frac{T}{\pi(\log T)^{\frac{\sigma''}{\sigma'}}}}, (\sigma'' > 2\alpha + \delta > 2). \] \hspace{1cm} (3.45)
Taking (3.37) into (2.15), denoted $e^{iE_t \xi'}$ by $\bar{u}$ with initial datum $\bar{u}(0) = \xi'(x, 0)$, then

$$
\zeta := \left( \partial_t + \partial_{xxx} + \frac{1}{2} \partial_x V_1(x, t) + V_1(x, t) \partial_x \right) \bar{u}
= -i e^{iE_t} \sum_{(j, n) \in \mathbb{Z}^2} \left( (\tilde{H} - E) \chi_{\Omega'} \xi \right) e^{i(jx + nt)}.
\tag{3.46}
$$

By Plancherel's identity on $\mathbb{T}$ denoted by $[-\pi, \pi)$ with periodic boundary condition,

$$
\|\zeta\|_{L^2(\mathbb{T})} = \left\| \left( \partial_t + \partial_{xxx} + \frac{1}{2} \partial_x V_1(x, t) + V_1(x, t) \partial_x \right) \bar{u} \right\|_{L^2(\mathbb{T})}
\leq (2DT (\log T) \sigma + 1) \| (\tilde{H} - E) \xi' \|_{L^2} \tag{3.47}
\leq e^{-\frac{1}{2} (\log T) \frac{\sigma'\alpha}{\sigma' - \delta}}
$$

and Lemma 2.3., we have (3.38). \qed

4 Estimate of Sobolev Norms on Intermediate Frequencies

Let $\Pi_J$ be the Fourier multiplier such that

$$
\hat{\Pi}_J(j) = \begin{cases} 1 & |j| \leq J/2, \\
2(1 - |j|/J) & J/2 < |j| \leq J, \\
0 & j > |J|. \end{cases} \tag{4.1}
$$

Assume that $1 < s \leq \log T$, $\|u_0\|_{H^s} = 1$ and

$$
J = T^{10s}. \tag{4.2}
$$

Then we consider the Sobolev norms on middle frequency

$$
\| \Pi_{J/4} S(t) (\Pi_{J/2} - \Pi_{2J_0}) u_0 \|_{H^s} \tag{4.3}
$$

after two cut-offs below.

$$
\| S(t) u_0 \|_{H^s} \leq \| \Pi_{J/4} S(t) u_0 \|_{H^s} + \| (1 - \Pi_{J/4}) S(t) u_0 \|_{H^s},
\leq \| \Pi_{J/4} S(t) \Pi_{2J_0} u_0 \|_{H^s} + \| \Pi_{J/4} S(t) (\Pi_{J/2} - \Pi_{2J_0}) u_0 \|_{H^s} + \| \Pi_{J/4} S(t) (I - \Pi_{J/2}) u_0 \|_{H^s} + \| (1 - \Pi_{J/4}) S(t) u_0 \|_{H^s},
\tag{4.4}
$$

where

$$
J_0 = 4D (\log T)^\sigma \quad (\sigma > 2\alpha + \delta > 2). \tag{4.5}
$$

To estimate (4.3), we need the following lemma

**Lemma 4.1.** Denoted $(\Pi_{J/2} - \Pi_{2J_0}) u_0$ by $\phi$ for short, then for

$$
\text{supp } \hat{\phi} \subseteq [-2J, -J_0/2] \cup [J_0/2, 2J],
\tag{4.6}
$$

we have

$$
\| \Pi_{J/2} S(t) \phi \|_{H^s} \leq C^* \| \phi \|_{H^s}. \tag{4.7}
$$
Proof. Define \( \tilde{\phi} \) as
\[
\tilde{\phi} = \begin{cases} 
\tilde{\phi}(j, 0) = \hat{\phi}(j), \\
\tilde{\phi}(j, n) = 0, & n \neq 0,
\end{cases}
\]
then \( \text{supp} \tilde{\phi} \subset \Lambda \), where \( \Lambda \) is defined in (3.16). \( |\Lambda| \leq T^{10s+2} \), \( \tilde{\phi} \in \ell^2(\Lambda) \). So we can use the eigenfunctions \( \xi \) of \( H_\Lambda \) to expand \( \tilde{\phi} \) as follows
\[
\tilde{\phi} = \sum (\tilde{\phi}, \xi) \xi.
\]
Next, we want to replace \( \xi \) by \( \xi' \) (3.36). Let \( Q = \{ \xi' \mid \xi \text{ satisfies (3.22)} \} \), we have
\[
\| \tilde{\phi} - \sum_{\xi' \in Q} (\tilde{\phi}, \xi') \xi' \|_{L^2(\Lambda)} \leq O \left\{ \exp\left( -\frac{\log T}{\alpha} \right) \sqrt{|\Lambda|} \| \tilde{\phi} \|_2 \right\}
\]
(4.10)
Since \( 0 < s \leq \log T \),
\[
|\Lambda| \leq T^{10s+2} \leq \exp(10(\log T)^2) \text{ and } \frac{\sigma'' - \delta}{\alpha} > 2,
\]
we have
\[
\| \tilde{\phi} - \sum_{\xi' \in Q} (\tilde{\phi}, \xi') \xi' \|_{L^2(\Lambda)} \leq \exp\left( -\frac{\log T}{2} \right) \frac{\sigma'' - \delta}{\alpha},
\]
(4.12)
By Plancherel’s identity on \( T \times T \), we have
\[
\left\| \mathcal{F}^{-1} \left( \tilde{\phi} - \sum_{\xi' \in Q} (\tilde{\phi}, \xi') \xi' \right) \right\|_{L^2(T \times T)} = \left\| \mathcal{F}^{-1}(\tilde{\phi})(x, \theta) - \sum_{\xi' \in Q} (\tilde{\phi}, \xi') \sum_{(j, n) \in \Omega'} \xi'(j, n)e^{i(jx + nT)} \right\|_{L^2(T \times T)}
\]
(4.13)
where \( T \) denotes \( [-\pi, \pi) \) with periodic boundary.
So \( \phi(x) := \tilde{\phi}(x, 0) \) as a function on \( L^2(T) \) satisfies
\[
\left\| \phi(x) - \sum_{\xi' \in Q} (\tilde{\phi}, \xi') \sum_{(j, n) \in \Omega'} \xi'(j, n)e^{i(jx + \frac{n}{T}t)} \right\|_{L^2(T)} \leq T^{\frac{1}{2}}(\log T)\exp\left( -\frac{\log T}{2} \right) \frac{\sigma'' - \delta}{\alpha}
\]
\[
\leq \exp\left( -\frac{1}{2} (\log T) \frac{\sigma'' - \delta}{\alpha} \right), \quad (\sigma'' > 2\alpha + \delta > 2)
\]
(4.14)
Therefore for \( |t| \leq T \), the definition of \( \tilde{\xi} \), (See (3.37))
\[
\tilde{\xi}'(x, t) := \sum_{(j, n) \in \Omega'} \xi'(j, n)e^{i(jx + \frac{n}{T}t)}
\]
Lemma 3.2., (4.11) and (4.14) give

\[
S(t)\phi - \sum_{\xi \in Q} (\hat{\phi}, \xi') e^{iEt\tilde{\xi}(t)}
\]
\[
\leq S(t)\phi - S(t) \sum_{\xi \in Q} (\hat{\phi}, \xi') \sum_{(j,n) \in \Omega'} \xi'(j,n) e^{ijx} \leq \sum_{\xi \in Q} (\hat{\phi}, \xi') e^{iEt\tilde{\xi}(t)} \leq \left( \sum_{\xi \in Q} |(\hat{\phi}, \xi')|^2 \right)^{1/2} \leq 2 \log(R/s^2). \]

Then we only need to estimate \( \| \sum_{\xi \in Q} (\hat{\phi}, \xi') e^{iEt\tilde{\xi}(t)} \|_{H^s} \) (\( s > 0 \)), since intermediate frequencies satisfies

\[
|j| \leq J = T^{10s} = e^{10s \log T} \leq e^{10(\log T)^2}. \quad (4.16)
\]

Let \( \widehat{e^{iEt\tilde{\xi}}} \) be the Fourier transform of \( e^{iEt\tilde{\xi}} \) with respect to \( x \).

\[
\left\| \sum_{\xi \in Q} (\hat{\phi}, \xi') e^{iEt\tilde{\xi}} \right\|_{H^s} = \left[ \sum_{j} |^2 \sum_{\xi \in Q} (\hat{\phi}, \xi') e^{iEt\tilde{\xi}(j)} \right]^{1/2} \quad (4.17)
\]

From the support of \( \xi' \) (3.22),

\[
||j|-|k|| \leq 2(\log T)^{\sigma} \quad (\sigma > 2). \quad (4.18)
\]

Since

\[
|j| > 2J_0 = 8D(\log T)^{\sigma} \quad (D > 2\pi) \quad (4.19)
\]

from (4.5) (3.22) (4.19) imply

\[
|j|/2 < |k| < 2|j|. \quad (4.20)
\]

We now make a dyadic decomposition of \( \phi \). Let \( R \) be dyadic and

\[
R/2 < |j| < 2R. \quad (4.21)
\]

So

\[
R/4 < |k| < 4R. \quad (4.22)
\]
Let \[
\phi_R = \sum_{R/4 < |k| < 4R} \hat{\phi}(k)e^{ikx}. \tag{4.23}
\]

We then have

\[
(4.17) \quad \leq \left[ \sum_{R \text{ dyadic}} 4^s R^{2s} \sum_{R/2 < |j| < 2R} \left[ \sum_k \sum_{\xi' \in Q} \hat{\phi}_R(k)\xi'(0)e^{iEt\xi'(j)} \right]^2 \right]^{\frac{1}{2}},
\]

\[
(4.24) \quad \leq \left[ \sum_{R \text{ dyadic}} 4^s R^{2s} \left( \sum_{\xi' \in Q} \left( \hat{\phi}_R, \xi' \right)e^{iEt\xi'} \right)^2 \right]^{\frac{1}{2}}.
\]

Using (4.15) and since \(\text{supp} \hat{\phi}_R \subseteq [-J/2, -2J_0] \cup [2J_0, J/2] \),

\[
\left\| \sum_{\xi' \in Q} \left( \hat{\phi}_R, \xi' \right)e^{iEt\xi'} \right\|_{L^2(T)} \leq \|S(t)\phi_R\|_{L^2(T)} + 2e^{-\frac{1}{2}(\log T)D} \|\hat{\phi}_R\|_{L^2(T)} \tag{4.25}
\]

\[
\leq 2\|\phi_R\|_{L^2(T)} \quad (\sigma'' > 2\alpha + \delta > 2).
\]

Using (4.25) in (4.24), we have

\[
\left\| \sum_{\xi' \in Q} \left( \hat{\phi}_R, \xi' \right)e^{iEt\xi'} \right\|_{H^s(T)} \leq \left[ \sum_{R \text{ dyadic}} 4^s R^{2s} \cdot 4\|\phi_R\|^2_{L^2(T)} \right]^{\frac{1}{2}} \leq C_s \|\phi\|_{H^s}. \tag{4.26}
\]

Combining (4.26) with (4.15), (4.2), we obtain (4.7) with a slightly large \(C\).

\[\square\]

5 Estimate of Sobolev Norms on High Frequency

In order to estimate Sobolev norm on high frequency

\[
\|\Pi_{J/4}S(t)(I - \Pi_{J/2})u_0\|_{H^s} + \|(1 - \Pi_{J/4})S(t)u_0\|_{H^s} \tag{5.1}
\]

in (4.4), we will use the following lemma

**Lemma 5.1.** For the initial datum \(u_0 \in H^{s+1}(\mathbb{T}) \cap H^s(\mathbb{T})\) satisfying the condition (1.14), and \(V\) satisfying (4.13), we have

\[
\left\| \left[ \frac{\partial^\gamma V}{\partial x^\gamma}, \Pi_J \right] \right\|_{H^{r-\gamma} \to H^{-\gamma}} \leq \frac{Cs^!}{J} \quad (J \gg 1). \tag{5.2}
\]

\[
\|S(t)\Pi_J\|_{H^r \to H^s} \leq C|t| + \frac{(Cs^!(s+1)!)^2}{J}|t|^{s+2} \quad (J > |t|^s), \tag{5.3}
\]

\[
|||S(t), \Pi_J|||_{H^r \to H^s} \leq \frac{(Cs^!(s+1)!)^4}{J}|t|^{3s+2} + 1 \quad (J > |t|^s). \tag{5.4}
\]

**Proof.** Let \(\hat{V}\) and \(\hat{u}\) be the partial Fourier transform with respect to \(x\). Since

\[
[\hat{V}, \hat{\Pi}_J]u = \hat{V} \ast \hat{\Pi}_J \hat{u} - \hat{\Pi}_J \hat{V} \ast \hat{u}, \tag{5.5}
\]
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we have
\[ [V, \Pi_J](j, j') = \widehat{V}(j' - j)(\widehat{\Pi}_J(j) - \widehat{\Pi}_J(j)), \]
(5.6)
where \( \widehat{\Pi}_J \) is defined in (4.1). Since \( V \) is analytic, periodic in \( x \) and \( |V(x, t)| < C \) for all \( t \),
\[ |\widehat{V}(j - j')| \leq Ce^{-c|j - j'|}, \]
and from (4.1)
\[ |\widehat{\Pi}_J(j) - \widehat{\Pi}_J(j)| \leq 1, \quad |j - j'| \geq J/2, \]
\[ \leq 2^{j}|j - j'|, \quad |j - j'| < J/2. \]
Using (5.7), we have
\[ ||[V, \Pi_J](j, j')|| \leq Ce^{-c|j - j'|}, \quad |j - j'| \geq J/2 \]
\[ \leq \frac{2C}{J}|j - j'|e^{-c|j - j'|}, \quad |j - j'| < J/2. \]
(5.8)
From Schur’s lemma, we then obtain
\[ ||[V, \Pi_J]||_{H^s \to H^s} \leq \frac{Cs!}{J} \quad (J \gg 1). \]
(5.9)
It follows that
\[ \left\| \left[ \frac{\partial^\gamma V}{\partial x^\gamma}, \Pi_J \right] \right\|_{H^{s-\gamma} \to H^{s-\gamma}} \leq \frac{Cs!}{J} \quad (J \gg 1). \]
(5.10)
Then
\[ \frac{\partial}{\partial t} \left\| (I - \Pi_J)u(t) \right\|^2_{H^s} = 2\text{Re} \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t), -(I - \Pi_J) \frac{\partial^s}{\partial x^s} \left( \frac{1}{2} V_\beta(x, t)u + V(x, t)u_x \right) \right) \]
\[ = 2\text{Re} \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t), -\frac{3}{2} (I - \Pi_J) V_\beta \frac{\partial^s u}{\partial x^s} - (I - \Pi_J)V \frac{\partial^{s+1} u}{\partial x^{s+1}} \right) \]
\[ + 2\text{Re} \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t), -(I - \Pi_J) V \frac{\partial^{1+\gamma} u}{\partial x^{1+\gamma}} \right) \]
\[ + 2\text{Re} \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t), -(I - \Pi_J) \sum_{\gamma \geq 1} \frac{\partial^{1+\gamma} V}{\partial x^\gamma} \frac{\partial^\beta u}{\partial x^\beta} \right) \]
(5.11)
It follows that
\[ \text{Re} \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t), -\frac{3}{2} (I - \Pi_J) V_\beta \frac{\partial^s u}{\partial x^s} - (I - \Pi_J)V \frac{\partial^{s+1} u}{\partial x^{s+1}} \right) \leq \left| \text{Re} \left( (I - \Pi_J) \frac{\partial^s u}{\partial x^s} - \frac{3}{2} V_\beta (I - \Pi_J) \frac{\partial^s u}{\partial x^s} - V(I - \Pi_J) \frac{\partial^{s+1} u}{\partial x^{s+1}} \right) \right| \]
\[ + \| (1 - \Pi_J)u(t) \|_{H^s} \left( \frac{3}{2} |V_\beta, \Pi_J| \| u(t) \|_{H^s} + |V, \Pi_J| \| u \|_{H^{s-1}} \right) \]
\[ \leq \| V_x \|_{L^\infty} \| (I - \Pi_J)u \|^2_{H^s} + \| (I - \Pi_J)u \|_{H^s} \left( C^s(s + 1)!^2 (|t|^{s+1} + 1) \right), \]
(5.12)
where we use integration by part, 5.10 and 1.14.

Since $V$ is real analytic in $(x,t)$ and bounded in $D$, we have

$$
\left\| \partial^m V \right\|_{L^\infty(\mathbb{T})} \leq C^{m+1}m!, \quad m = 0, 1, \ldots
$$

(5.13)

Using this property, (5.10) and (1.14) and

$$
\| (I - \Pi_J) u(t) \|_{H^{s-\gamma}} \leq \frac{1}{J^s} \| u(t) \|_{H^s},
$$

(5.14)

we obtain

$$
\begin{align*}
\mathrm{Re} & \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t) , -\frac{1}{2} (I - \Pi_J) \sum_{\gamma + \beta = s \atop \gamma, \beta \geq 1} \frac{\partial^{1+\gamma} V \partial^{\beta} u}{\partial x^{1+\gamma} \partial x^\beta} \right) \\
+ \mathrm{Re} & \left( (I - \Pi_J) \frac{\partial^s}{\partial x^s} u(t) , -(I - \Pi_J) \sum_{\gamma + \beta = s \atop \gamma, \beta \geq 2} \frac{\partial^s V \partial^{1+\beta} u}{\partial x^s \partial x^{1+\beta}} \right) \\
\leq & \| (I - \Pi_J) u(t) \|_{H^s} \left( \left[ \frac{\partial^2 V}{\partial x^2}, \Pi_J \right] \| u(t) \|_{H^{s-1}} + C^2 2^s \| (I - \Pi_J) u(t) \|_{H^{s-1}} \right) \\
\quad + \ldots + \| (I - \Pi_J) u(t) \|_{H^s} \left( \left[ \frac{\partial^{1+\gamma} V}{\partial x^{1+\gamma}}, \Pi_J \right] \| u(t) \|_{H^{s-\gamma}} + C^{\gamma+2}(\gamma+1)! \| (I - \Pi_J) u(t) \|_{H^{s-\gamma}} \right) \\
\quad + \ldots + \| (I - \Pi_J) u(t) \|_{H^s} \left( \left[ \frac{\partial^{s+1} V}{\partial x^{s+1}}, \Pi_J \right] \| u(t) \|_{L^2} + C^{s+2}(s+1)! \| (I - \Pi_J) u(t) \|_{L^2} \right) \\
\leq & \| (I - \Pi_J) u(t) \|_{H^s} \frac{(C^s(s+1)!)^2 (\| t \|^s + 1)}{J}.
\end{align*}
\quad (5.15)

With the help of (1.15), we have the estimate (5.3).

To prove (5.4), assume $u$ is a solution to (1.11)

$$
u_t + u_{xxx} + \frac{1}{2} V_x(x,t)u + V(x,t)u_x = 0,
$$

then

$$
(\partial_t + \partial_{xxx}) \Pi_J u + \frac{1}{2} \partial_x V \Pi_J u + V \partial_x \Pi_J u = \frac{1}{2} [\partial_x V, \Pi_J] u + [V, \Pi_J] u_x
\quad (5.16)
\]

From Lemma 2.3,

$$[S(t), \Pi_J] u_0 = S(t) \Pi_J u_0 - \Pi_J S(t) u_0 = \int_0^t S(t)S(\tau)^{-1} \left( \frac{1}{2} [\partial_x V, \Pi_J] u + [V, \Pi_J] u_x \right) d\tau,
\quad (5.17)$$

Using Lemma 2.2., (5.2) and (1.14), we obtain (5.4). \hfill \Box

## 6 Iteration and Interpolation

We use the following two decompositions. The first one decomposes into low (6.1) and high frequencies (6.2).

$$
\| S(t) u_0 \|_{H^s} \leq \| \Pi_{\frac{1}{4}} S(t) u_0 \|_{H^s} + \| (1 - \Pi_{\frac{1}{4}}) S(t) u_0 \|_{H^s},
\quad (6.1)
\]

$$
\| S(t) u_0 \|_{H^s} \leq \| \Pi_{\frac{1}{4}} S(t) u_0 \|_{H^s} + \| (1 - \Pi_{\frac{1}{4}}) S(t) u_0 \|_{H^s},
\quad (6.2)
\]
The second one decomposes into sub-low \((6.3)\), sub-intermediate \((6.4)\) and sub-high \((6.5)\) frequencies.

\[
\|\Pi_{j/4}S(t)u_0\|_{H^s} \leq \|\Pi_{j/4}S(t)\Pi_{2J_0}u_0\|_{H^s} + \|\Pi_{j/4}S(t)(\Pi_{j/2} - \Pi_{2J_0})u_0\|_{H^s} + \|\Pi_{j/4}S(t)(I - \Pi_{j/2})u_0\|_{H^s}. \tag{6.3}
\]

\[
\|\Pi_{j/4}S(t)(\Pi_{j/2} - \Pi_{2J_0})u_0\|_{H^s} \leq C^s\|\Pi_{j/2} - \Pi_{2J_0}\|_{H^s} \|u_0\|_{H^s} \leq C^s \tag{6.4}
\]

\[
\|\Pi_{j/4}S(t)(I - \Pi_{j/2})u_0\|_{H^s} \leq \|\Pi_{j/4}(I - \Pi_{j/2})S(t)u_0\|_{H^s} + \|\Pi_{j/4}[S(T),\Pi_{j/2}]u_0\|_{H^s} \leq \|S(T),\Pi_{j/2}\|_{H^s} \|u_0\|_{H^s} \leq \frac{(C^s(s+1)!)^4}{J} \|S(T)|^{3s+2} + 1\|_{H^s} \leq 1, \tag{6.5}
\]

and

Since the choice of \(J\)

\[ J = T^{10s}, \]

we can use estimate \((5.3)\) to control high frequencies \((6.2)\)

\[
\| (1 - \Pi_{j/4})S(T)u_0\|_{H^s} \leq C|T| \tag{6.6}
\]

for a large \(T\) which we determined later.

Then \((4.7)\) controls sub-intermediate \((6.4)\) and \((5.4)\) controls sub-high \((6.5)\) frequencies

\[
\|\Pi_{j/4}S(T)\Pi_{j/2} - \Pi_{2J_0}u_0\|_{H^s} \leq C^s\|\Pi_{j/2} - \Pi_{2J_0}\|_{H^s} \|u_0\|_{H^s} \leq C^s, \tag{6.7}
\]

\[
\|\Pi_{j/4}S(T)(I - \Pi_{j/2})u_0\|_{H^s} \leq \|\Pi_{j/4}(I - \Pi_{j/2})S(t)u_0\|_{H^s} + \|\Pi_{j/4}[S(T),\Pi_{j/2}]u_0\|_{H^s} \leq \|S(T),\Pi_{j/2}\|_{H^s} \|u_0\|_{H^s} \leq \frac{(C^s(s+1)!)^4}{J} \|S(T)|^{3s+2} + 1\|_{H^s} \leq 1, \tag{6.8}
\]

where \(\|\Pi_{j/4}(I - \Pi_{j/2})S(t)u_0\|_{H^s} = 0.\)

So the only work left is to control \((6.3)\), the sub-low frequencies: \(|j| \leq 2J_0\), which we do by iterating \(S(0, T) := S(T), |T|\) times and each time making again the decomposition as in \((6.3)-(6.5)\), using the same estimate as above.

We have

\[
\|\Pi_{j/4}S(0, t)\Pi_{2J_0}u_0\|_{H^s} \leq \|\Pi_{j/4}S(1, t)\Pi_{2J_0}S(0, 1)\Pi_{2J_0}u_0\|_{H^s} + \|\Pi_{j/4}S(1, t)(\Pi_{j/2} - \Pi_{2J_0})S(0, 1)\Pi_{2J_0}u_0\|_{H^s} + \|\Pi_{j/4}S(1, t)(I - \Pi_{j/2})S(0, 1)\Pi_{2J_0}u_0\|_{H^s}. \tag{6.9}
\]

which is the analogue at \(t = 1\) of the decomposition in \((5.3)-(5.5)\), with \(S(0, 1)\Pi_{2J_0}u_0\) replacing \(u_0\). So we have

\[
(6.10) \leq C^s\|S(0, 1)\Pi_{2J_0}u_0\|_{H^s} \leq 2C^{2s}(s+1)!, \tag{6.10}
\]

where we used

\[
(6.11) \leq C^s(\|S(0, 1)\Pi_{2J_0}u_0\|_{H^s} \leq 2C^{2s}(s+1)!. \tag{6.11})
\]

from Lemma 2.2. With the same estimate above, we have

\[
(6.12) \leq \frac{(C^s(s+1)!)^4}{J} \|S(0, 1)\Pi_{2J_0}u_0\|_{H^s} \leq 2C^{2s}(s+1)!. \tag{6.14}
\]

\((6.12), (6.14)\) are the analogues of \((6.7)\) and \((6.8)\), which control sub-intermediate and sub-high frequencies.

If we call \((6.9), (6.10)\) and \((6.11)\) as 1-sub-low, 1-sub-intermediate and 1-sub-high frequencies, then using \((6.12), (6.14)\), we have after one iteration:

\[
\|\Pi_{j/4}S(0, t)\Pi_{2J_0}u_0\|_{H^s} \leq \|\Pi_{j/4}S(1, t)\Pi_{2J_0}S(0, 1)\Pi_{2J_0}u_0\|_{H^s} + 4C^{2s}(s+1)! = 1\text{-}\text{sub-low} + 4C^{2s}(s+1)!. \tag{6.15}
\]
After \( r \) iterations, \( r\text{-sub-intermediate} \) satisfies

\[
\text{r-sub-intermediate} = \| \Pi_{J/4} S(r, t) (I - \Pi_{J/2}) S(r - 1, r) \Pi_{2J_0} S(r - 2, r - 1) \Pi_{2J_0} \ldots \Pi_{2J_0} u_0 \|_{H^s} \leq C^s \| S(r - 1, r) \Pi_{2J_0} S(r - 2, r - 1) \Pi_{2J_0} \ldots \Pi_{2J_0} u_0 \|_{H^s} \leq C^s \| S(r - 1, r) \|_{H^s \rightarrow H^s} \cdot (2J_0)^s \leq 2C^{2s} (s + 1)! (2J_0)^s. \tag{6.16}
\]

while \( r\text{-sub-high} \) satisfies

\[
\text{r-sub-high} = \| \Pi_{J/4} S(r, t) (I - \Pi_{J/2}) S(r - 1, r) \Pi_{2J_0} S(r - 2, r - 1) \Pi_{2J_0} \ldots \Pi_{2J_0} u_0 \|_{H^s} \leq \frac{(C^s(s + 1)!)}{J} ([|T|^{3s+2} + 1] \| S(r - 1, r) \Pi_{2J_0} S(r - 2, r - 1) \Pi_{2J_0} \ldots \Pi_{2J_0} u_0 \|_{H^s}) \leq \| S(r - 1, r) \|_{H^s \rightarrow H^s} \cdot (2J_0)^s \leq 2C^{2s} (s + 1)! (2J_0)^s. \tag{6.17}
\]

After \(|T|\) iterations, we then have

\[
\| \Pi_{J/4} S(0, t) \Pi_{2J_0} u_0 \|_{H^s} \leq |T| \text{-sub-low} + 4C^{2s} (s + 1)! (2J_0)^s |T| \leq \| \Pi_{2J_0} S(T - 1, T) \Pi_{2J_0} \ldots \Pi_{2J_0} S(r - 1, r) \Pi_{2J_0} \ldots \Pi_{2J_0} u_0 \|_{H^s} + 4C^{2s} (s + 1)! (2J_0)^s |T| \leq |T| (sJ_0)^s C^s. \tag{6.18}
\]

with a larger \( C \).

Using (6.18) in (6.3) and combining with (6.7), (6.8), we obtain

\[
\| \Pi_{J/4} S(0, T) u_0 \|_{H^s} \leq |T| (sJ_0)^s C^s. \tag{6.19}
\]

Using (6.19) in (6.1), we have

\[
\| S(0, T) u_0 \|_{H^s} \leq C^s |T| (sJ_0)^s \tag{6.20}
\]

for all \( 0 < s \leq \log T \). Interpolating with the \( L^2 \) bound \( \| S(t) \|_{L^2} = 1 \) (2.1) yields

\[
\| S(0, T) \|_{H^{s \rightarrow H^{s'}}} \leq |T|^\frac{s'}{s} (C s J_0)^{s'} \leq C^{s'} (\log T)^{(\sigma + 1)s'} \quad (\sigma > 2) \tag{6.21}
\]

with a larger \( C \), for all \( 0 < s' < s \), where we fixed \( s = \log |T| \) and used (4.5).

For a fixed \( s > 0 \), for \( |t| < e^s \), Lemma 2.2 gives

\[
\| S(0, t) \|_{H^{s \rightarrow H^{s'}}} \leq C^s (s + 1)! e^{s^2},
\]

for \( |t| > e^s \), we use (6.19). This gives immediately

\[
\| S(0, t) \|_{H^{s \rightarrow H^s}} \leq C_s (\log(|t| + 2))^{(\sigma + 1)s} \tag{6.22}
\]

for all \( s > 0 \). Let \( \varsigma = \sigma + 1 \), we obtain Theorem 1.1.
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