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Abstract

Deep learning suffers from backdoor poisoning attacks. By injecting only a few poison samples into a training set, adversaries can easily embed stealthy backdoor into the trained models. In this work, we study poison samples detection for defending against backdoor poisoning attacks on deep neural networks (DNNs). A principled idea underlying prior arts on this problem is to utilize the backdoored models’ distinguishable behaviors on poison and clean populations to distinguish between these two different populations themselves and remove the identified poison. Typically, many prior arts build their detectors upon a latent separability assumption, which states that backdoored models trained on the poisoned dataset will learn separable latent representations for backdoor and clean samples. Although such separation behaviors empirically exist for many existing attacks, there is no control on the separability and the extent of separation can vary a lot across different poison strategies, datasets, as well as the training configurations of backdoored models. Worse still, recent adaptive poison strategies can greatly reduce the “distinguishable behaviors” and consequently render most prior arts less effective (or completely fail). We point out that these limitations directly come from the passive reliance on some distinguishable behaviors that are not controlled by defenders. To mitigate such limitations, in this work, we propose the idea of active defense — rather than passively assuming backdoored models will have certain distinguishable behaviors on poison and clean samples, we propose to actively enforce the trained models to behave differently on these two different populations. Specifically, we introduce confusion training as a concrete instance of active defense. Confusion training separates poison and clean populations by introducing another poisoning attack to the already poisoned dataset, which actively decouples the benign correlations and leave backdoor correlations the only learnable patterns — consequently, only backdoor poison samples can be fitted, while clean samples are underfitted. In short, we literally invite a “defensive poison” in to fight the original backdoor poison we aim to cleanse. By extensive evaluations on both CIFAR10 and GTSRB, we show superiority of active defense across a diverse set of backdoor poisoning attacks.

1 Introduction

The success of deep learning heavily relies on large-scale modern datasets. To build such large datasets, data collection procedures are typically automated and harvest information from the open world, while the data labeling processes are often outsourced to third-party labors. Such pipelines make it intrinsically challenging to conduct strict supervision over the creation of datasets, and consequently give rise to the threat of backdoor poisoning attacks, where adversaries can inject carefully crafted poison samples into the victim training set such that models trained on the contaminated set will be backdoored. Backdoor poisoning attacks are
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considerably risky, because those backdoored models behave almost the same as normal models under standard evaluation metrics but make catastrophic mistakes stealthily triggered by adversaries.

Following the emerging threat of such attacks, a natural question to ask is — if anyway we have to use a potentially poisoned dataset, is there a principled way for us to distinguish between normal clean samples and potentially abnormal poison samples? If so, then we can effectively mitigate the risks of dataset contamination in the first place by simply removing suspicious samples from the raw datasets, before which are used by downstream pipelines. In this work, we look into this question under the threat model of backdoor poisoning attacks. In particular, we study the problem of detecting backdoor poison samples in poisoned datasets.

Limitations of Prior Arts There are a number of prior arts [3, 11, 13, 39, 38] for detecting backdoor poison samples. A principled idea underling these work is to utilize the backdoored models’ distinguishable behaviors on poison and clean populations to distinguish between these two different populations themselves. Typically, many prior arts [39, 3, 13, 38] consistently build their detectors upon a latent separability assumption, which states that backdoored models trained on the poisoned dataset will learn separable latent representations for backdoor and clean samples and thus poison samples can be identified via cluster analysis in latent representation space. Alternatively, Gao et al. [11] also argue that backdoor models’ predictions on poison samples have less entropy under intentional perturbation compared with that of clean samples. Despite the effectiveness of these work in the respective settings they consider, we find that their performances can vary a lot across different poison strategies, datasets and training configurations. Worse still, one recent work [30] further shows adaptive poisoning strategies can be developed to suppress the “distinguishable behaviors” relied by prior arts, rendering them much less effective (or completely fail in most cases). We point out that these limitations are direct consequences of the passive strategies adopted by these work — they consistently rely on some properties of the backdoored models that are not controlled by defenders.

Our Contributions. In this work, we propose the idea of active defense — rather than passively expecting backdoored models will magically have certain distinguishable behaviors on poison and clean samples, we propose to actively enforce the trained models to behave differently on these two different populations. To this end, we introduce confusion training as a concrete instance of active defense for detecting backdoor poison samples. Confusion training enforces models to have the distinguishable behaviors by introducing another poisoning attack to the already poisoned dataset, such that the benign correlations between semantic features and semantic labels are actively decoupled, while the backdoor correlations between backdoor triggers and target labels are left to be the only learnable patterns — consequently, only backdoor poison samples are fitted while clean samples are underfitted, and one can easily separate samples from these two populations via checking the fitting status. By extensive evaluations on both CIFAR10 [17] and GTSRB [37], we show superiority of our active defense over passive defenses, across a diverse set of backdoor poisoning attacks. Our code is publicly available.

2 Background and Related Work

Backdoor Poisoning Attacks. A deep neural network (DNN) model is said to be backdoored, if the model has encoded certain anomalous rules (i.e. backdoors) that are exclusively known to some adversaries while it still behaves normally under standard evaluations. DNN models can be backdoored in various ways, including data poisoning [12, 4], transfer learning [50, 34] and even direct model weights tampering [29, 31], etc. In this work, we focus on data poisoning based backdoor attacks, namely the backdoor poisoning attacks, which are the most commonly considered settings in the literature of backdoor attacks on DNNs. To our best knowledge, backdoor poisoning attacks are first demonstrated by Gu et al. [12]. They manipulate a small number of images in clean training sets, stamp them with a fixed patch pattern and mislabel them to a target class, and observe that models trained on such datasets consistently learn a dominant backdoor correlation between the patch pattern and the target class. Subsequent work further propose different poison strategies for further improving the practicality of the attacks. These improvements include different types of triggers [4, 27], clean label attacks [41, 1], adaptive attacks [30] that can evade certain defenses, etc.

[1] https://github.com/Unispac/Fight-Poison-With-Poison
Backdoor Defenses. By exploiting certain properties of some backdoor attacks, various backdoor defenses\cite{Li2010a, Du2018, Li2019, Udeshi2012, VillarrealVasquez2014, Li2019a, Liu2019, Xu2019, Tran2018} are also developed. As typical examples, Neural Cleanse\cite{Li2018} and SentiNet\cite{VillarrealVasquez2014} propose to reverse engineer the backdoor triggers via searching for universal adversarial perturbations. Fine-pruning\cite{Du2018} suggests to eliminate model backdoors via network pruning. Du et al.\cite{Du2018} and Li et al.\cite{Li2019} propose to apply additional intervention during model training to suppress the influence of poison samples. Xu et al.\cite{Xu2019} propose to directly train meta classifiers to predict whether a model is backdoored. Liu et al.\cite{Liu2019} and Li et al.\cite{Li2019a} attempt to eliminate model backdoors via finetuning the model on a small clean dataset. Udeshi et al.\cite{Udeshi2012}, Villarreal-Vasquez and Bhargava\cite{VillarrealVasquez2014} introduce input preprocessing to suppress the effectiveness of backdoor triggers during inference stage. There are also some certified defenses\cite{Xu2019, Tran2018} that adapt randomized smoothing\cite{Tran2018} for the settings of backdoor attacks and achieve nontrivial certified accuracy for backdoor attacks with small $\ell_p$ bounded triggers. Besides, another line of prior arts\cite{Tran2018, Liu2019, Udeshi2012, VillarrealVasquez2014} look into backdoor poison samples detection. Finally, it’s also important to note that some empirical defenses (e.g.\cite{Li2018, Udeshi2012} etc.) have already known to fail against some more sophisticated poison strategies, while certified defenses lack of utility because of low certifiable accuracy and the restriction to $\ell_p$ bounded triggers. We refer interested readers to Li et al.\cite{Li2020} for a more comprehensive review.

Backdoor Poison Samples Detection. This work focus on the detection of backdoor poison samples, which aims to eliminate backdoor poison samples from the training set. This line of defenses are particularly attractive for the threat model of backdoor poisoning attacks that we consider in this work. On the one hand, if one can accurately identify poison samples and eliminate them from training sets, the threat of backdoor poisoning attacks can be prevented in the first place and those cleansed datasets can be reliably used for any downstream tasks. On the other hand, even if one can only isolate a certain amount of poison samples, they can still be effectively used to unlearn the backdoor (e.g.\cite{Li2018, Udeshi2012} etc.) — thus the poison detection can also be used as an important building block for backdoor defense. However, many prior arts on this task passively rely on some properties of backdoored models that can not be controlled by defenders, and consequently suffer from both instability problem and adaptive attack\cite{Tran2018}. This work takes one step further by proposing the idea of active defense and introducing confusion training as a concrete instance, which significantly improves the performance of poison detection in practice. (We refer interested readers to Appendix A for a more comprehensive review.)

3 Preliminaries

In this section, we first introduce our threat model (Section 3.1) and the basic setting of our defenders (Section 3.2). Then, in Section 3.3, we introduce the latent separability characteristic that is widely used by existing backdoor samples detectors, and discuss problems faced by these prior work.

3.1 Threat Model

Consistent with Tran et al.\cite{Tran2018} and Hayase et al.\cite{Hayase2013}, we consider the standard threat model of backdoor poisoning attacks. Specifically, we assume the adversary can manipulate a limited portion of training data, and we also allow the adversary to have knowledge of the victim’s network architecture and training algorithm. Besides, the adversary neither controls the training process nor the environment where models are deployed. Thus, the victim can freely train their models on the training data, which though might be contaminated by the adversary.

Moreover, the assumed adversary manipulates the training data with the goal of conducting backdoor attack and two constraints should be satisfied. First, with vanilla training algorithm, models trained on the poisoned dataset should have comparable accuracy to that of models trained on unpoisoned dataset on standard data distribution. Second, models normally trained on the poisoned dataset should be backdoored — when clean data points from non-target classes are corrupted by the attacker-specified trigger, the affected models should misclassify a nontrivial portion of these corrupted points to the target class.
Figure 1: Visualization of the latent representation space (CIFAR10). Each subfigure (1a-1i) corresponds to one poison strategy. For each poison strategy, two backdoored models are trained with and without data augmentation respectively. The left-hand plot in each subfigure corresponds to the model trained without data augmentation, while the right-hand plot corresponds to the other. Clean samples are plotted as blue points and poison samples are red.

3.2 Goals and Capability of Our Defense

In this work, our defender considers the task of poison samples detection, which aims to eliminate backdoor poison samples from poisoned datasets and prevent backdoor attacks in the first place. On the other hand, the defender also aims to control the false positive rate of the defense at a low level — that is, by eliminating potential poison samples, only a small portion of clean samples are sacrificed. Besides, the defender requires the performance of defensive techniques to be stable across different datasets, poison strategies and other irrelevant random factors.

Our defender has full control over the training process. Given a potentially poisoned dataset, the defender is allowed to freely use it to train her own model and inspect both the trained model and the dataset. Similar to Tang et al. [38], we also assume the defender has access to a small reserved set of clean data (not necessarily labeled). One can expect that this small clean set is collected with strict and expensive supervision, in contrast to the given training set which is much larger and collected in a much cheaper way. We argue that this a reasonable assumption, and it is also prevalent in many prior work that study backdoor defense (e.g. [24, 22, 23, 40, 51, 19]).

3.3 Latent Separability and Adaptive Backdoor Poisoning Attacks

One principled idea for detecting backdoor poison samples is to utilize the backdoored models’ distinguishable behaviors on poison and clean populations to distinguish between these two populations themselves. Arguably, the most popular and successful characteristic is the latent separability phenomenon first observed by Tran et al. [39]. The basic observation is that backdoored models trained on poisoned datasets tend to learn separable latent representations for poison and clean samples — thus poison samples and clean samples can be separated via a cluster analysis in the latent representation space of the backdoored models. Most state-of-the-art backdoor samples detectors [39, 3, 38, 13] are also explicitly built upon this characteristic.

However, one aspect that has not been seriously considered by previous work is — across different settings, the extent of the latent separation may not always be as significant as what the defenders ideally expect, and consequently the cluster analysis in latent representation space will also fail to identify the poison populations. For example, the latent separation characteristic might just be intrinsically weaker for some poison strategies than that of others. In the most extreme cases, motivated adversaries may even develop adaptive backdoor poisoning attacks that can intentionally suppress the latent separation characteristic. This is not just a conceptual assumption. Very recently, Qi et al.
indeed come up with such adaptive backdoor poisoning attacks and successfully circumvent state-of-the-art backdoor samples detectors built on the latent separability. Besides, other factors like the training configurations (e.g. whether to apply data augmentation) of the base backdoored models may also impact the separation characteristics.

To illustrate this problem, we pick a diverse set of poison strategies [12, 4, 27, 1, 41, 38, 30] (including adaptive ones), and in Figure 1 we visualize (refer Appendix C for detailed configurations) the latent representation space of their corresponding backdoored models. As shown, although the latent separation is notable in many cases, the characteristics can also be hard-to-identify when adaptive poison strategies (Figure 1h,1i) are used. Besides, in many cases (Figure 1e,1g,1h), models trained with (right-hand plots) and without (left-hand plots) data augmentation also exhibit very different extent of separation. We refer interested readers to Appendix B for a more thorough discussion.

4 Towards Active Defense

In this section, we first motivate the general idea of active defense (Section 4.1), and then we will describe (Section 4.2) a concrete instance of active defense, namely the confusion training, that we propose in this work.

4.1 From Passive Defense to Active Defense

Distinguishable characteristics of backdoor samples enable defenses to identify them. However, as we have discussed in Section 3.3, such characteristics can vary and even be intentionally suppressed by adaptive attacks. Consequently, performance of existing detectors that are built on such characteristics can also vary or catastrophically degrade. We point out that such a situation is a direct consequence of the passive strategies adopted by these work. Take the latent separability characteristic for example, although it plays a central role for backdoor samples detection, prior designs only passively assume that such characteristics will naturally arise in backdoor learning. That is to say, the fundamental building block of the defensive construction is actually not under control of the constructor.

In this work, we take one step further by proposing the idea of active defense. Our basic philosophy is that — rather than passively assuming backdoored models will naturally have distinguishable behaviors on poison and clean populations, one should actively enforce the models trained on poisoned set to behave differently on the two populations. To illustrate this methodology, we introduce confusion training as a concrete instance in the next subsection.

4.2 Confusion Training

In Figure 2 we sketch an overview of the confusion training pipeline. To be straightforward, we also abstract the procedure of confusion training in Algorithm 1. As illustrated, our defender initially has a small reserved clean set at hand, which is collected with strict supervision. From this small clean set, the defender will further construct a dynamic confusion set by mislabeling all the reserved clean samples to random labels. By "dynamic", we mean the random labels of this set will be dynamically reassigned when the set is used in the downstream of the pipeline. Conceptually, such a dynamic
random labeling process completely decouples the benign correlations between semantic features and semantic labels in the confusion set. Moreover, its dynamic nature will also prevent models from naively memorizing.

**Algorithm 1: Sketch of Confusion Training**

**Input:** Randomly initialized model $F(\cdot; \theta)$, loss function $L$, dataset $D_{train} = \{x_i, y_i\}_{i=1}^N$ to be cleansed, reserved clean set $D_{clean} = \{\tilde{x}_j, y_j\}_{j=1}^M$, confusion training strength $\lambda$, number of confusion batches $I$

**Output:** The cleansed dataset $D^*$

$$\theta \leftarrow \text{pretrain } F(\cdot; \theta) \text{ on } D_{train};$$

for $i = 1, \ldots, I$ do

$$(X_i, Y_i) \leftarrow \text{random batch from } D_{train};$$

$$(\tilde{X}_i, \tilde{Y}_i) \leftarrow \text{random batch from } D_{clean};$$

$${\tilde{Y}_i} \leftarrow \text{random reassignment};$$

$$\text{loss} \leftarrow L(F(X_i; \theta), Y_i) + \lambda \cdot L(F(\tilde{X}_i; \theta), {\tilde{Y}_i});$$

$$\theta \leftarrow \text{one step gradient descent on loss};$$

$${D^*} \leftarrow D_{train};$$

for $i = 1, \ldots, N$ do

$$\hat{y}_i \leftarrow F(x_i; \theta);$$

if $\hat{y}_i == y_i$ then

$${D^*} \leftarrow \text{remove } (x_i, \hat{y}_i) \text{ from } D^*$$

Confusion training (Algorithm 1) works by training an inference model jointly on the poisoned training set and the dynamic confusion set. Specifically, during the training, the confusion set is assigned a dominant weight which is much larger than that assigned to the poisoned training set. As a result, the confusion set will serve as an another strong poison and dominate the training. On the one hand, this will significantly disrupt models’ fitting on clean samples. On the other hand, since the confusion set does not contain any information about the backdoor trigger, it will not disrupt the fitting of backdoor correlation. Thus, at the end of confusion training, the resulting inference model fail to fit most clean samples but still perfectly fit the poison samples. This is exactly a typical example how an active defender can intentionally induce the distinguishable behavior. As illustrated in Figure 2, one can expect that the inference model will output a random label given a clean input, while always correctly output the target label given a backdoor input. Thus, at the end of the day, the task of identifying backdoor poison samples is reduced to a simple task of finding samples whose labels are consistent with the predictions of the inference model, which is similar to the process of a naive label-only membership inference [6]. Note that, in practice, our implementation involves multiple rounds of confusion training for better performance, which is more sophisticated than the sketch version we present in Algorithm 1. However the key philosophy is faithfully reflected by the sketch description. We refer interested readers to Appendix D for more technical details.

### 5 Empirical Evaluation

In this section, we present our experiment results. We first describe the setup of our experiments (Section 5.1), and present the main evaluation results (Section 5.2) on confusion training pipeline and other baseline defenses.

#### 5.1 Setup

**Datasets.** We consider backdoor poisoning attacks on both the CIFAR10 [17] and the GTSRB [37] datasets. For each dataset, we follow the default training/test set split by Torchvision [26]. Recall that our defender is assumed to have a small reserved clean set at hand (as defined in Section 3.2). To implement this setting, for both datasets, we randomly pick 2000 samples from the test split to simulate the reserved clean set, and leave the rest part of the test split for evaluation.

**Models.** Similar to Tran et al. [39], we use ResNet20 [14] as the base architecture for implementing all experiments presented in this section. Specifically, for each poison strategy we consider, we will use ResNet20 to train base backdoored models on the corresponding poisoned training set. The training follows standard training scripts that are commonly used by prior work, and the trained base models are used as building blocks for baseline detectors. As for our confusion training pipeline, ResNet20 is also consistently used for building inference models. See Appendix E for training details.
Attacks. We consider eight different backdoor poisoning attacks in our evaluation. These attacks correspond to a diverse set of poisoning strategies. BadNet [12] (Figure 1b) and Blend [4] (Figure 1c) correspond to typical all-to-one dirty-label attacks with patch-like trigger and blending based trigger respectively. Dynamic [27] (Figure 1d) corresponds to the strategy that use sample-specific triggers in place of single universal trigger. SIG [1] (Figure 1e) and CL [41] (Figure 1f) correspond to two typical clean-label poisoning strategies. TaCT [38] (Figure 1g) focus on source-specific attack. Finally, Adaptive-Blend (Figure 1h) and Adaptive-K (Figure 1i) are adaptive poisoning strategies suggested by Qi et al. [30] that can suppress the latent separability characteristic. During implementing these attacks, we follow the protocols and suggested default configurations of their original papers and open-source implementations. On CIFAR10, all of the eight attacks are implemented and evaluated. On GTSRB, we omit CL since the original paper only releases poison set for CIFAR10. In Appendix E, we present the detailed configurations of all the considered attacks.

Defenses. To illustrate the superiority of active defense, we compare confusion training with five prior arts that also work on the task of backdoor poison samples detection, including three typical techniques ([39, 3, 11]) that are commonly considered in the literature and two very recent state-of-the-art methods [38, 13]. As have been mentioned at the beginning of this work, these prior arts all belong to the paradigm of passive defense — all of them passively rely on certain “distinguishable behaviors” of backdoored models that they do not control. Specifically, Strip [11] assumes that backdoor models’ predictions on poison samples have less entropy under intentional perturbation, while the rest four methods all rely on the latent separability characteristic that we introduce in Section 3.3. As for our confusion training pipeline, the technical details are discussed in Appendix D. All the configurations are also detailed in Appendix E.

Evaluation Protocols. We report four metrics in our evaluation. For each defense, we report its elimination rate (true positive rate) and sacrifice rate (false positive rate) against each poison strategy that we evaluate. Elimination rate denotes the ratio of poison samples that are correctly identified by the detector, while sacrifice rate denotes the ratio of clean samples that are mistakenly diagnosed as poison. After applying a detector to scan a dataset, we cleanse the dataset by removing all those samples that are identified as potential poison. Then, we train a new model from scratch on the cleansed dataset, and report the clean accuracy and the attack success rate (ASR) of this new model. Clean accuracy denotes the accuracy on clean test inputs, while ASR denotes the success rate of activating the backdoor with backdoor inputs. Considering the randomness that exist in both attacks and defenses, we repeat all evaluations for three times with different random seeds, and finally report the average results across the three repeated evaluations.

Data Augmentation During our evaluation of baseline defenses, we also seriously consider the effects of data augmentation. Specifically, for each poison strategy, we train two base backdoored models both with and without data augmentation, and evaluate performance of baseline poison detectors built on these two base models respectively. Note that, for our confusion training, we do not use any data augmentation.

5.2 Performance of Defenses

During our empirical study, we observe that data augmentation can improve the performance of those baseline poison detectors in many cases, however, it can also make the performance worse in some cases. Thus, there is no generally consistent conclusion that can claim data augmentation is always preferable (or undesirable). We will further discuss this issue in Appendix F.2. For now, in this subsection, we summarize the performance of the evaluated defenses. For conciseness, when we summarize our evaluation results for baseline defenses, we always pick the best result out of the both cases (w/ and w/o data augmentation). These numbers reflect upper bounds of the baseline defenses — in practice, the defender may not know whether data augmentation would be better or not for a specific poisoned dataset, and thus can only choose one of the two options. On the other hand, since our confusion training does not involves data augmentation, the reported numbers for our defense are from a single consistent configuration. Still, we will see, although we consider the best possible results for baselines, our defense still achieves consistently superior performance.

We present the summarized results in Table 1 and Table 2 for CIFAR10 and GTSRB respectively, and we defer the full results to Appendix F. We consider a defense is successful against an attack,
if the ASR is reduced below 20%; otherwise we say the defense is unsuccessful. In the tables, for each (attack, defense) pair, we highlight the attack success rate (ASR) with green color for successful cases and red color for unsuccessful cases.

Confusion training is robust across different datasets. Another interesting observation is that, even for a same (attack, defense) pair, the elimination rate often baseline defenses can also vary. For example, on CIFAR10, activation clustering can eliminate 90.4% of the poison samples on average against SIG, however, the number drops to 28.6% for GTSRB. A more extreme example is SPECTRE.

Confusion training is robust across different poison strategies. As shown, consistent with the intuitions that we illustrate in Figure 1 on both datasets, all baseline defenses (built on the passive defense paradigm) are susceptible to at least one of the adaptive backdoor poisoning attacks (Adap-Blend, Adap-K), and the elimination rates catastrophically degrade. Moreover, even for non-adaptive attacks, performance of these baseline defenses still vary a lot across different poison strategies. As we have discussed in prior sections, these are exactly the limitations of passive defense. In contrast, on both datasets, our confusion training pipeline (built on the active defense paradigm) can almost always eliminate all poison samples against all poison strategies (including adaptive ones) we consider, and models trained on the cleansed dataset only have negligible ASR.
On CIFAR10, it exhibits state-of-the-art results among baselines and can even defeat one of the adaptive attacks (Adap-Blend). However, we find that it completely fails in most cases on GTSRB, because the dataset is highly unbalanced and consequently it often cannot correctly identify the target class. For this reason, we omit it (refer Appendix F for the failure results) in Table 2. In comparison, as shown, our confusion training pipeline consistently performs well on both datasets.

Confusion training has low sacrifice rate. Moreover, we highlight that our confusion training pipeline has low sacrifice rate (false positive rate). In all evaluated cases, the sacrifice rates are consistently kept at a low level (below 1% in most cases). Note that, advantage of low sacrifice rate is not obviously reflected by the clean accuracy. Because, both GTSRB and CIFAR10 have a large samples size, and even if more clean data are sacrificed, the drop of clean accuracy is only within several percents. However, we point out that the low sacrifice rate itself has its own merit. For example, one can use all the detected suspicious samples to do unlearning (e.g. [18, 46]). If the sacrifice (false positive) rate is low, then the backdoor correlation can be unlearned without hurting clean accuracy too much. This can be a useful follow-up remedy when the elimination rate is low.

6 Discussion

In Section 5.2, we witness a big win of our confusion training pipeline over prior arts, across different datasets and poison strategies. Even though, we keep a conservative attitude to oversell the security of the confusion training technique itself. After all, there is still no strict guarantee that the technique would be reliable in all settings. Rather, we deem the success of confusion training as a strong evidence for the superiority of our active defense methodology that is underlying the design of our techniques. As we have discussed in Section 3.3, illustrated in Figure 1 and also empirically validated in Section 5.2 it is suboptimal to just passively hope that some properties will automatically arise in backdoored models and then build defenses that heavily rely on such properties. Although this conclusion is very straightforward, it is surprising to see that a lot of prior works including very recently published state-of-the-arts are still built on such a passive paradigm. By our work, we want to promote awareness of the active defense methodology, and we encourage future work on backdoor samples detection to incorporate this idea into their designs.

Finally, we also note that, since we reveal many failure cases of prior defenses. These information might potentially be used to threat systems built on these defenses.

7 Conclusion

In this work, we look into the problem of backdoor poison samples detection as a defense against backdoor poisoning attacks. We analyze limitations of prior arts on this problem, including inconsistent performance across different settings and susceptibility to adaptive poison strategies. We attribute these limitations to the passive defense paradigm that these prior arts follow — that they passively assume backdoored models will naturally have distinguishable behaviors on poison and clean populations. As an alternative, we propose the methodology of active defense, which suggests that one should actively enforce the models trained on poisoned set to behave differently on the two populations. To illustrate this methodology, we introduce the technique of confusion training as a concrete instance. Confusion training introduces a dynamic confusion set as another strong poison to interrupt models’ fitting on clean samples, such that the trained models only fit poison samples while clean samples are underfitted. This naturally induces a separation between poison samples and clean samples. Then, we compare our confusion training pipeline with other baseline defenses across different poison strategies and datasets, and validate the superiority of our method and the active defense methodology underlying its design. By our work, we point out that active defense is a promising direction for mitigating backdoor poisoning attacks. We encourage future work to incorporate this idea into their designs.
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A Supplementary Review on Backdoor Poison Samples Detection

A.1 The Important Role of Backdoor Poison Samples Detection

This work looks into the problem of backdoor poison samples detection. More precisely, we focus on offline detection that aims to identify backdoor poison samples in a fixed training set. This line of defenses are particularly attractive for the threat model of backdoor poisoning attacks that we consider in this work, for two reasons:

- From a utility perspective: if one can accurately identify poison samples and eliminate them from training sets, the threat of backdoor poisoning attacks can be prevented in the first place and those cleansed datasets can be reliably used for any downstream tasks. Thus, the threat of backdoor poisoning can be resolved once and for all. On the other hand, even if poison samples can not be fully eliminated — as long as one can accurately isolate a certain amount of poison samples, they can still be effectively used to unlearn the backdoor (e.g. [18, 46] etc.) — thus the poison detection can also be used as an important building block for backdoor defense.

- From a methodological perspective: we point out that a "good" backdoor defense is always approximately equivalent to a "good" backdoor poison samples detector. On the one hand, given a "good" detector that can eliminate (almost) all poison samples without sacrificing too many clean samples, models trained on the cleansed dataset will have negligible ASR (attack success rate) but still keep high clean accuracy (e.g. see our confusion training in Table 1,2) — thus it is a "good" defense. On the other hand, if one defense (not necessarily based on poison detection) is "good", the resulting model should have negligible ASR and have high clean accuracy. So, the model’s predictions on most poison samples will be inconsistent with their labels, while the predictions on most clean samples would be consistent. Based on this result, one can equivalently build a "good" poison detector with this model, by simply removing all training samples whole labels are not consistent with the predictions — most poison samples are removed while clean samples are kept. Thus, in some sense, the seemingly larger problem of backdoor defense is equivalent to the sub-problem of backdoor poison samples detection.

In short, above discussions suggest the fundamental role of backdoor poison samples detection underlying backdoor defense, and it also justifies why we are particularly interested in this problem.

A.2 The Distinguishable Behaviors

There are a number of prior arts for detecting backdoor poison samples. A principled idea underling most of these work is to utilize the backdoored models’ distinguishable behaviors on poison and clean populations to distinguish between these two different populations themselves.

Typically, many prior arts [39, 13, 38] consistently build their detectors upon a latent separability assumption, which states that backdoored models trained on the poisoned dataset will learn separable latent representations for backdoor and clean samples and thus poison samples can be identified via cluster analysis in latent representation space.

To our best knowledge, Tran et al. [39] is the first to observe the latent separation phenomenon. Specifically, they train a backdoored model on the poisoned dataset and use it to map all training samples to the latent representation space. Then, for samples of each class, they project their representations to their top PCA directions. Interestingly, for all non-target classes that only contain clean samples, their latent representations regularly distribute around a single center; however, for the target class that contains both clean and poison samples, the latent representations clearly form a bimodal distribution — poison and clean samples form their own modal respectively. Thus, poison samples can then be eliminated by simply dropping the poison modal. Later, Chen et al. [3] also independently observe this separation phenomenon and propose to use K-means to separate the clean and poison clusters in the latent space. Note that, both Tran et al. [39] and Chen et al. [3] launch their cluster analysis in an unsupervised manner and this may not work well in more challenging cases. Thus, more recently, Tang et al. [38] and Hayase et al. [13] further propose to take use of the knowledge of clean distribution which significantly improves the cluster analysis.
Despite the effectiveness of these latent separability based techniques in the respective settings they consider, as we have discussed and illustrated in our main text (Section 3.3, Section 5.2), their performances can vary a lot across different poison strategies, datasets and training configurations. Worse still, adaptive attacks that can intentionally suppress this separability characteristic can make them degrade catastrophically.

Beside the latent separability, other heuristic characteristics are also utilized to detect backdoor poison samples. For localized triggers, Sentinet [7] use backdoored models to compute the saliency maps of each sample and locate suspicious sample via checking whether their saliency maps contain small connected regions of high salience. Strip [11] also observe that when samples are intentionally superimposed with random image patterns, backdoored models’ predictions on poison samples have smaller randomness compared with that of clean samples. However, these characteristics are not as successful as the latent separability. Sentinet [7] is designed only for local trigger, while Strip [11] is not effective when triggers pattern are more complicated or when backdoor correlations are less dominant [38].

We point out that all these limitations we mentioned above are direct consequences of the passive strategies adopted by these work — they consistently rely on some “distinguishable behaviors” of the backdoored models that are not controlled by defenders. This work takes one step further by proposing the idea of active defense (Section 4.1) and introducing confusion training (Section 4.2) as a concrete instance, which significantly improves the performance of poison detection in practice (Section 5.2).

B On the Latent Separability of Backdoor Poison Samples

B.1 Latent Separability

One principled idea for detecting backdoor poison samples is to utilize the backdoored models’ distinguishable behaviors on poison and clean populations to distinguish between these two populations themselves. Arguably, the most popular and successful characteristic is the latent separability phenomenon first observed by Tran et al. [39]. The basic observation is that backdoored models trained on poisoned datasets tend to learn separable latent representations for poison and clean samples — thus poison samples and clean samples can be separated via a cluster analysis in the latent representation space of the backdoored models. Commonly used backdoor samples detectors (e.g. Spectral Signature [39], Activation Clustering [3]) and some recently published state-of-the-art work (e.g. SCAn [38], SPECTRE [13]) are consistently built on this characteristic.

As a sanity check of the latent separability characteristic, we train a group of backdoored models with a diverse set of poison strategies [12, 4, 27, 1, 41, 38] on CIFAR10, and visualize (refer Appendix C for detailed configurations) their latent representation space (of target class) in Figure 1. Although some information are lost due to the dimension reduction, we can still see that poison and clean samples consistently exhibit different distributions in all the considered cases from Figure 1b to 1g. This is consistent to observations reported by prior arts [39, 3, 38, 13] and it also accounts for the effectiveness of backdoor samples detectors built on latent space cluster analysis. On the other hand, however, we find one aspect that has not been well studied by previous work is that the extent of the latent separation can vary a lot (at least in the low dimensional PCA space) across different poison strategies and training configurations. For example, as can be observed in Figure 1 poison samples of BadNet (Figure 1b) exhibit stronger latent separation (less fusion) than that of Blend (Figure 1c). Meanwhile, models trained with (right-hand plot) and without (left-hand plot) data augmentation also lead to different extent of separations — models trained with data augmentation usually lead to stronger separation (e.g. Figure 1c, 1f, 1g) than that of models trained without data augmentation, however, the trend can also be inverse (e.g. Figure 1c). Note that, for the visualization results, we are also aware of the randomness that arise from the stochastic nature of model training. To assure readers that the variations across different cases we discussed above are not simply random noise, we repeat the same experiments for 3 times with different random seeds (see Figure 3 in Appendix C), and it turns out that all the three groups of results generated with different random seeds are qualitatively consistent. This indicates that the variations we discussed above are indeed a reflection of inherent properties of these different cases rather than random noise. As we can see in Section 5.2, the varying extent of separation directly results in varying performance of many backdoor samples detectors built on the separation characteristic — while they can work well against some poison strategies, their performances can be less satisfactory against some others.
B.2 Adaptive Backdoor Poisoning Attacks

Motivated by the varying extent of separation, perhaps a more fundamental question to ask is: \textit{Is the latent separability between poison and clean populations really an unavoidable characteristic of backdoored models?} The implication of this question is that motivated adversaries might attempt to design adaptive backdoor attacks such that the backdoored models behave indistinguishably on both clean and poison samples. Such \textit{potential} adaptive attacks can pose a fundamental challenge to existing backdoor samples detectors, because they completely overturn the principal assumption (that distinguishable behaviors should exist) underlying their designs.

Answers to this question depend on specific threat models and defensive settings we consider. Under a strong threat model where adversaries can fully control the training process, a series of recent work \cite{36, 48, 9, 32, 5, 52} show that the latent representations of poison and clean samples can be made indistinguishable by explicitly encoding the indistinguishability objective into the training loss of the backdoored model.

On the other hand, as for the weaker data poisoning based threat model that we consider in this work, the problem appears to be harder, because there is still a huge gap for understanding why a deep model tend to learn separate latent representations for backdoor poison samples. One very recent work by Qi et al. \cite{30} looks into this problem. Motivated by some heuristic insights, they propose two principled adaptive poisoning strategies that empirically can well suppress the separation characteristic in the latent space of victim models. The basic idea underlying their adaptive strategies is to introduce a set of "cover" samples (different from poison samples) which also contain backdoor triggers but are still correctly labeled to their semantic groundtruth (other than the target class). Intuitively, these "cover" samples work as regularizers that can penalize models for learning overwhelmingly strong backdoor signals in the latent representation space. In this work, we consider two adaptive strategies, namely adaptive-blend and adaptive-k, suggested in their work. Figure 1h and Figure 1i give out a straightforward sense of their "adaptiveness". In Section 5.2, we also see that performance of existing detectors can degrade catastrophically against these adaptive backdoor poisoning attacks.

C Visualization of Latent Representation Space

In this section, we present our full visualization results of latent representation space on CIFAR10, for a set of backdoored models attacked by different poison strategies.

\textbf{Procedure of The Visualization.} For each poison strategy, we first construct the resulting poisoned dataset following the configuration in Appendix E.3. Then, we train a backdoored model on this poisoned dataset with a standard training (see Appendix E.2). Next, we take out all samples that are \textit{labelled as the target class} from the poisoned set and use the trained backdoored model to project them into the latent representation space. Finally, for visualization purpose, we project these latent representations to low dimensional visual planes.

\textbf{PCA  \cite{28} Projection.} In Figure 1 that we present in the main text, we use PCA \cite{28} to project these latent representations into the top-2 principal directions. In Figure 3 we present the full results produced by PCA projection, where the experiments are repeated for three times.

\textbf{t-SNE  \cite{43} Projection.} Considering that PCA may not well capture the local similarity structure, alternatively, we also use t-SNE \cite{43}, which is designed specifically for preserving local structure and arguably one of the best dimensionality reduction technique. In Figure 4 we present the visualization results with two-dimensional t-SNE projection.

\textbf{Oracle Projection.} Note that, both PCA and t-SNE are unsupervised methods for discovering structures. The low dimension projection generated by these two methods may still not faithfully reflect the real extent of separation between poison and clean samples — these unsupervised dimensionality reduction methods may only keep other irrelevant structures and throw the information about the separability. Thus, following the same practice in Qi et al. \cite{30}, we also incorporate oracle knowledge (in the experimental simulation, we know which one is poison and which one is not) about poison and clean samples to improve the visualization. Specifically, we model the problem of poison
samples detection as a binary classification problem, where poison samples form the positive class and clean samples form the negative class. Then, we use Support Vector Machine (SVM) to fit these samples. Intuitively, the fitted hyperplane by SVM is the approximately optimal linear boundary between the two classes. Finally, we compute the (signed) distance between each point and the fitted hyperplane, and plot the distance histogram in Figure 5. Conceptually, if the poison and clean populations are very well separated in the latent representation space, then the two groups should stay in the opposite side of the SVM hyperplane, and thus the distance histograms of these two different groups will also be far well separated. This is true for the naive BadNet (Figure 5a). However, for adaptive poison strategies, one can see (Figure 5g, 5h) that even with oracle knowledge, it is hard to separate the two groups with a linear boundary.

D Technical Details of Confusion Training
In Section 4.2, we illustrate the key idea of confusion training. In this section, we will first introduce several useful engineering techniques (Appendix D.1) that are used for implementing our confusion training pipeline. Then we will describe the detailed algorithms (Appendix D.2) for confusion training that we use in our implementation.

D.1 Practical Techniques for Confusion Training
Mitigate Overfitting. In practice, due to the strong expressivity of deep models, if we use a static confusion set, the deep model may still overfit both the confusion set and the poisoned training set as long as the training time is sufficiently long. This deviates our expectation that the inference model should separate backdoor poison samples and clean samples by only fitting the poison samples. To avoid such situation, in our implementation, we maintain a dynamic confusion set during confusion training. For every training batch, we will reassign a new set of random labels to samples from the confusion set. This leads to constantly changing correlations for clean semantics, and effectively prevents overfitting — because it can not even be fitted!

Iterative Poison Distillation. In our implementation, we will iteratively run confusion training for multiple rounds. By our design, after a round of confusion training, most clean samples in the poisoned set should have high loss values due to the disruption of confusion set, while most poison samples should concentrate in the low loss region. Thus, after each round of confusion training, we can abandon the part of training samples with highest loss values and reasonably expect that most poison samples are still be kept in the rest part, then, the rest part will be further used for the next round. This is analogous to an iterative distillation process. By iteratively removing impurities (clean samples) separated by distillation, density of the desired substances (backdoor poison samples) will be increasingly higher. Intuitively, such a process will keep amplifying the backdoor correlations meanwhile weakening the benign correlations in the distilled poisoned training set. Consequently, quality of the resulting inference model will also be keep improved.

Conditional Random Labeling. For every sample in the confusion set, we always rule out their semantic ground truth during random labeling. This can make the inference model even worse than random classifiers on clean samples, and helps to reduce false positive rate for identify backdoor poison samples. Moreover, in our implementation, we do not really perform random labeling. For each training batch with the sequential batch id $b$ and the clean batch $(X_b, Y_b)$, we just shift its labels to $(Y_b + b)\%C$. If $b\%C$ equals to zero, we shift the labels to $(Y_b + b + 1)\%C$ instead. We view this as a simple identical way for implementing the conditional random labeling.

Cluster Analysis for Identifying The Target Class. Given the final inference model generated by confusion training, a naive way for eliminating backdoor poison samples is to directly remove all samples whose labels are consistent with the inference model’s predictions (i.e. all fitted training samples). False positives (clean samples that are mistakenly identified as poison samples) can arise, because usually there are still a small amount of clean samples (usually several percent) being fitted by the inference model despite the disruption of confusion set. Following the practice of previous work [3] [38], a simple technique for reducing false positives is to only scan samples from suspicious classes that are likely to be target classes. Since the confusion training actively separates the poison and clean populations, just like previous work, we can still identify suspicious classes by applying cluster analysis on the latent representation space of the inference model. Recall that, although the naive inference procedure we mentioned at the beginning may have higher false positive rate, it can leave out a set of samples that (almost) only contain clean samples. This gives us rich information about the distribution of clean samples’ latent representations generated by the inference model. Thus,
Figure 3: [PCA] Visualization of the latent representation space (CIFAR10), with base models trained with three different random seeds respectively (corresponding to three rows in each subfigure). This figure serves as a supplement to Figure 1. Each row in every subfigure corresponds to a different random seed, and the first row of each subfigure is exactly the one presented in Figure 1. As shown, the three different rows in each subfigure exhibit qualitatively consistent results. This assures readers that the variations across different configurations (i.e., different poison strategies, training configurations) are not simply random noise, instead, they are induced by the inherent properties of these different settings. Red points correspond to poison samples and blue points correspond to clean samples.
Figure 4: [t-SNE] Visualization of the latent representation space (CIFAR10). Configurations are the same to Figure 3 except that two-dimensional t-SNE projection is used instead of PCA.
Figure 5: [Oracle] Visualization of the latent representation space (CIFAR10). Each plot is a histogram, where the X-coordinate is the signed distance to the oracle hyperplane (approximated by SVM) and Y-coordinate denotes the number of samples for the corresponding distance level. The X-coordinate range of all histograms is [-3,3]. For BadNet, Blend and Dynamic, the Y-coordinate range is [0, 150]. For CL, Adaptive-Blend and Adaptive-K, the Y-coordinate range is [0, 75]. For SIG and TaCT, the Y-coordinate range is [0, 250]. Bars that exceed the maximum Y range are directly cutoff at the maximum height, since the information is not important. Similar to the point plots in Figure 3,4, red bars correspond to poison samples and blue bars correspond to clean samples.
we can simply identify suspicious classes via checking whether there are obvious outliers that deviate the clean distribution. Specifically, we encode our knowledge about clean distribution into a set of equivalence constraints (the knowledge that a set of samples must be in the same cluster) and use the semi-supervised EM algorithm proposed by Shental et al. [35] to compute Gaussian Mixture Models (GMM). We identify a class as a potential target class, if the two-clusters GMM explanation has significantly higher likelihood than that of single-mode Gaussian model directly estimated from the clean cluster.

D.2 Algorithms of Confusion Training

We formulate our algorithms for the confusion training pipeline. Overall, there are two main steps. With Algorithm 2, we run iterative confusion training to concentrate poison samples in a condensed poisoned set $D_S$ and use it to generate the final inference model $F(\cdot; \theta_S)$ with another run of confusion training (iteration $S$). Then, with this inference model, Algorithm 3 will identify potential poison samples with a label-only inference by scanning samples from suspicious classes. As discussed in Appendix D.1, in the stage of poison identification, $S = \{1, \ldots, C\}$ corresponds to the naive label-only inference, while a better $S$ from cluster analysis can further help to reduce the false positive rate.

Algorithm 2: Inference Model Generation

**Input:** A randomly initialized network network $F(\cdot; \theta)$, the loss function $L$, the number of classes $C$, the dataset $D_{train} = \{x_i, y_i\}_{i=1}^N$ to be cleansed, a small reserved clean set $D_{clean} = \{\tilde{x}_j, y_j\}_{j=1}^M$, confusion training strength $\lambda$, iteration steps $S$, number of confusion batches $I$, distillation rates $\{r_k\}_{k=1}^S$

**Output:** The final inference model $\theta_S$

$D_1 \leftarrow D_{train}$

for $s = 1, \ldots, S$ do

//standard pre-training
$\theta_s \leftarrow$ start from the network $F(\cdot; \theta)$ and use $D_s$ to perform model training with a vanilla optimizer;

//confusion training
rounder $\leftarrow$ 1;

for $i = 1, \ldots, I$ do

$(X_i, Y_i) \leftarrow$ a random batch sampled from $D_s$;

$(\tilde{X}_i, \tilde{Y}_i) \leftarrow$ a random batch sampled from $D_{clean}$;

//make sure the shifted labels are always wrong
if $\text{rounder} \% C == 0$ then

  $\text{rounder} \leftarrow \text{rounder} + 1$

//dynamically shift the labels of clean batch
$Y_i \leftarrow (\tilde{Y}_i + \text{rounder}) \% C$;

loss $\leftarrow \left( L(F(X_i; \theta_s), Y_i) + \lambda \cdot L(F(\tilde{X}_i; \theta_s), \tilde{Y}_i) \right) / (1 + \lambda)$;

$\theta_s \leftarrow$ optimize $F(\cdot; \theta_s)$ on the batch loss;

$\text{rounder} \leftarrow \text{rounder} + 1$;

$\theta \leftarrow \theta_s$;

//poison distillation
$D_{s+1} \leftarrow$ sort samples in $D_{train}$ according to their loss values $L(F(x; \theta_s), y)$ and select the first $\lfloor r_s \cdot N \rfloor$ samples with least loss values

E Detailed Configurations of Our Experiments

E.1 Computation Resources and Datasets

**Computation Environment.** All of our experiments are conducted on a workstation with 48 Intel Xeon Silver 4214 CPU cores, 384 GB RAM, and 8 GeForce RTX 2080 Ti GPUs.
Algorithm 3: Poison Samples Elimination

**Input:** Inference Model $F(\cdot; \theta)$, the dataset $D_{\text{train}} = \{x_i, y_i\}_{i=1}^N$ to be cleansed, the set of suspicious classes $S$

**Output:** The cleansed dataset $D_{\text{cleansed}}$

$D_{\text{cleansed}} \leftarrow D_{\text{train}}$

for $i = 1, \ldots, N$

// if a sample is not from suspicious classes, skip it
if $y_i$ is not in $S$ then continue;

// label-only inference for identifying poison samples
$\tilde{y}_i \leftarrow F(x_i; \theta)$

if $\tilde{y}_i == y_i$ then

$D_{\text{cleansed}} \leftarrow \text{remove } (x_i, y_i) \text{ from } D_{\text{cleansed}}$

\section*{Amounts of Computation.}
For baseline evaluations, two models are trained (w/ and w/o data augmentation) on the cleansed dataset for each (attack, defense) pair. Thus, for each run, $6 \times 9 \times 2 = 108$ modes are trained for CIFAR10 and $6 \times 8 \times 2 = 96$ models are trained for GTSRB. Since all experiments are repeated for 3 times with different random seeds, in total, 612 models are trained for baseline evaluations. With a single GPU (GeForce RTX 2080 Ti), roughly 50 minutes are needed for training our model on CIFAR10 (200 epochs), and 15 minutes are needed for GTSRB (100 epochs) — about 342 GPU hours in total. For confusion training, we first launch the defense pipeline for each attack. With a single GPU, training an inference model for the defense roughly takes 50 minutes for CIFAR10 and 35 minutes for GTSRB. Similarly, after datasets are cleansed by the confusion training pipeline, we will also train two base models (w/ and w/o data augmentation) on the cleansed set for each run. The costs for base models are the same to that of baseline defenses. In total, to evaluate the confusion training, about 67.5 GPU hours are needed for CIFAR10 and 26 GPU hours for GTSRB.

\section*{Datasets.}
We use two public datasets in our evaluations — CIFAR10 [17] and GTSRB [37]. CIFAR10 is under MIT license, while GTSRB is licensed under the CC0 1.0 Universal (CC0 1.0) Public Domain Dedication. For each dataset, we first follow the default training/test set split by Torchvision [26]. Recall that our defender is assumed to have a small reserved clean set at hand (as defined in Section 3.2). To implement this setting, for both datasets, we further randomly pick 2000 samples from the test split to simulate the reserved clean set, and leave the rest part of the test split for evaluation.

\section*{E.2 Detailed Configurations for Training Backdoored Models}
For poisoned datasets and cleansed datasets, we will train models on them, to evaluate attack success rate (ASR) and clean accuracy. To simulate the setting that a victim is training his/her model with on a poisoned dataset, we use the vanilla training procedures for training all base models.

Specifically, for all base models, we use ResNet20 [14] as the architecture. SGD with a momentum of 0.9, a weight decay of $10^{-4}$, and a batch size of 128, is used for optimization. Initially, we set the learning rate to 0.1. On CIFAR10, we follow the standard 200 epochs stochastic gradient descent procedure, and the learning rate will be multiplied by a factor of 0.1 at the epochs of 100 and 150. On GTSRB we use 100 epochs of training, and the learning rate is multiplied by 0.1 at the epochs of 40 and 80.

\section*{E.3 Detailed Configurations for Baseline Attacks}
We consider eight different backdoor poisoning attacks in our evaluation. These attacks correspond to a diverse set of poisoning strategies. BadNet [12] (Figure 1b) and Blend [4] (Figure 1c) correspond to typical all-to-one dirty-label attacks with patch-like trigger and blending based trigger respectively. Dynamic [27] (Figure 1d) corresponds to the strategy that use sample-specific triggers in place of single universal trigger. SIG [1] (Figure 1e) and CL [41] (Figure 1f) correspond to two typical
clean-label poisoning strategies. TaCT \[38\] (Figure 1g) focus on source-specific attack. Finally, Adaptive-Blend (Figure 1h) and Adaptive-K (Figure 1i) are adaptive poisoning strategies suggested by Qi et al. \[50\] that can suppress the latent separability characteristic. On CIFAR10, all of the eight attacks are implemented and evaluated. On GTSRB, we omit CL since the original paper only releases poison set for CIFAR10.

During implementing these attacks, we follow the protocols and suggested default configurations of their original papers and open-source implementations. In Table 3, we summarize the hyperparameters that are used for each poison strategy. Specifically, Target Class is the class that the backdoor trigger is correlated to. Poison Rate denotes the portion of training samples that are stamped with the trigger and labeled to the target class. In addition, TaCT \[38\] only chooses samples from a Source Class to construct poison samples, and they will also randomly pick a portion (Cover Rate) of samples from some Cover Classes and also plant triggers to them while keeping them still correctly labeled as their semantic labels. For Adap-Blend and Adap-K \[30\], they also keep a portion (Cover Rate) of samples planted with triggers but still correctly labeled. Besides, for all these attacks we implement, we use the same trigger patterns to those suggested by their original papers.

### E.4 Detailed Configurations for Baseline Defenses

To illustrate the superiority of active defense, we compare confusion training with five prior arts that also work on the task of backdoor poison samples detection, including three typical techniques \([38] , [3] , [13] \) that are commonly considered in the literature and two very recent state-of-the-art methods \([38] , [3]\). As have been mentioned at the beginning of this work, these prior arts all belong to the paradigm of passive defense — all of them passively rely on certain “distinguishable behaviors” of backdoored models that they do not control. Specifically, Strip \[11\] assumes that backdoor models’ predictions on poison samples have less entropy under intentional perturbation, while the rest four methods all rely on the latent separability characteristic that we introduce in Section 3.3.

Spectral Signature \([39]\) removes \(1.5 \times \rho_p\) suspected samples from every class, while SPECTRE \([13]\) removes \(1.5 \times \rho_p\) suspected samples only from the class with the highest QUE score. Activation Clustering \([13]\) cleanses classes with silhouette scores over a threshold (0.15 for CIFAR10 and 0.25 for GTSRB). Similar is SCAN \([38]\), whose threshold is \(e\). Strip \[11\] first estimates the entropy distribution of clean samples on a validation set, selects an entropy threshold with a 10% false positive rate, and eventually removes all training samples with entropy below this threshold.

Note that, all these baseline defenses start from a base backdoored model (generated in the way we described in Appendix E.2), and identify poison samples according to the behaviors of the underlying base backdoored model.

### E.5 Detailed Configurations for Confusion Training

As mentioned in Appendix D, our defense pipeline works by iteratively running confusion training for multiple rounds, and each round we will rule out some samples from the training set to increase the density of poison. In our implementation, there are 4 rounds in total. In the first round, we use the full poisoned set for confusion training. In the second round, we only take the top 50% samples with smallest loss values. In the third round, we only take top 25%. In the final round, we only take top 2000 samples from the poisoned training set. Formally, in Algorithm 2, we take \(r_1 = 0.5, r_2 = 0.25, r_3 = 2000/N\).

For each round of confusion training, we initialize the model with weights generated by the last round. Then the model will be first roughly pretrained with the distilled poisoned set for 60 epochs.
Intuitively, this will set up a good priors for the backdoor correlation. Then, another 4000 iterations of confusion training will be applied to decouple the benign correlations. A large weight will be assigned to the confusion batch, such that it will dominate the learning on benign features. Specifically, we take $\lambda = 24$ for CIFAR10, and $\lambda = 14$ for GTSRB.

F Full Experiment Results

F.1 Full Results of the Three Rounds of Evaluations

Table 4-6 and Table 7-9 show our three repeated experiments on CIFAR10 and GTSRB, respectively. As shown, our Confusion Training consistently removes all (or many enough) poison training samples, and all models retrained on our cleansed sets are backdoor-free.

| Defense | (%| No Poison | BadNet [12] | Blend [23] | Dynamic [27] | CL [41] | SR [11] | TaCT [38] | Adaptive-Blend [30] | Adaptive-k [30] |
|---------|---|-----------|-------------|------------|-------------|--------|--------|----------|-------------------|----------------|
| Spectral Signature [26] | Elimination Rate | / | 99.0 | 66.6 | 83.8 | 99.6 | 95.8 | 95.1 | 70.0 | 9.6 |
| | Sacrifice Rate | / | 15.0 | 14.2 | 14.5 | 14.3 | 7.0 | 28.7 | 28.7 | 7.2 |
| | ASR | / | 1.4 | 96.1 | 94.7 | 41.4 | 4.7 | 69.9 | 25.3 | 98.9 |
| | Clean Accuracy | / | 90.6 | 90.8 | 90.9 | 90.9 | 91.9 | 89.7 | 89.6 | 91.6 |
| Activation Clustering [4] | Elimination Rate | / | 100.0 | 87.6 | 90.6 | 100.0 | 98.6 | 99.1 | 4.0 | 48.4 |
| | Sacrifice Rate | / | 12.3 | 0.0 | 1.9 | 1.5 | 2.1 | 3.8 | 4.1 | 0.0 |
| | ASR | / | 0.9 | 84.1 | 97.3 | 1.3 | 1.2 | 0.8 | 2.2 | 54.9 |
| | Clean Accuracy | / | 91.9 | 92.0 | 91.7 | 92.0 | 91.7 | 91.5 | 91.7 | 91.2 |
| Step [4] | Elimination Rate | / | 100.0 | 53.8 | 99.2 | 100.0 | 88.0 | 77.1 | 1.6 | 5.6 |
| | Sacrifice Rate | / | 10.1 | 10.0 | 10.9 | 10.2 | 10.4 | 10.6 | 10.5 | 10.4 |
| | ASR | / | 11.1 | 96.5 | 13.4 | 1.5 | 71.9 | 99.0 | 32.1 | 91.5 |
| | Clean Accuracy | / | 91.4 | 91.7 | 91.5 | 92.0 | 91.4 | 91.6 | 91.1 | 91.4 |
| SCAn [38] | Elimination Rate | / | 100.0 | 92.4 | 97.6 | 100.0 | 95.6 | 100.0 | 0.0 | 0.0 |
| | Sacrifice Rate | / | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| | ASR | / | 1.2 | 27.2 | 13.8 | 1.6 | 3.6 | 0.7 | 56.3 | 93.3 |
| | Clean Accuracy | / | 92.0 | 91.5 | 91.6 | 91.7 | 91.8 | 91.5 | 91.6 | 91.4 |
| SPECTRE [13] | Elimination Rate | / | 100.0 | 98.2 | 99.8 | 100.0 | 83.0 | 99.8 | 94.0 | 67.6 |
| | Sacrifice Rate | / | 1.5 | 0.5 | 0.5 | 0.5 | 0.2 | 1.4 | 1.0 | 0.3 |
| | ASR | / | 1.1 | 7.7 | 8.6 | 1.7 | 50.1 | 3.2 | 2.7 | 17.3 |
| | Clean Accuracy | / | 91.8 | 91.7 | 91.7 | 91.3 | 91.9 | 91.1 | 91.7 | 91.4 |
| Confusion Training (Ours) | Elimination Rate | / | 100.0 | 100.0 | 99.8 | 100.0 | 100.0 | 100.0 | 100.0 | 88.8 |
| | Sacrifice Rate | / | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| | ASR | / | 1.2 | 2.0 | 5.8 | 1.1 | 0.0 | 0.6 | 0.5 | 4.0 |
| | Clean Accuracy | / | 92.0 | 91.7 | 91.8 | 91.6 | 91.4 | 91.1 | 91.5 | 91.5 |

Table 4: Performance of backdoor poison samples detectors on CIFAR10. (seed #1)

F.2 Effects of Data Augmentation

Table 10-13 show the effects of data augmentation on passive defenses based on the already trained models. Obviously, such passive backdoor defenses suffer from instability with or without data.

Table 5: Performance of backdoor poison samples detectors on CIFAR10. (seed #2)
Table 6: Performance of backdoor poison samples detectors on CIFAR10. (seed #3)

| Without Defense | (%) | No Poison | BadNet | Blend | Dynamic | CL | SIG | TaCT | Adaptive-Blend | Adaptive-K |
|-----------------|-----|-----------|--------|-------|---------|----|-----|------|----------------|-------------|
| ASR             | /   | 97.9      | 97.9   | 97.9  | 98.1    | 98.1| 98.4 | 97.6  | 97.7           | 97.7        |
| Clean Accuracy  | /   | 99.9      | 99.9   | 99.6  | 99.5    | 99.5| 99.1  | 98.8  | 98.8           | 98.8        |
| Spectral Signature | / | 100.0     | 85.4   | 70.8  | 82.8    | 99.6 | 94.1  | 96.5  | 57.2          | 11.6        |
| Elimination Rate | /   | 95.9      | 94.0   | 95.9  | 1.6     | 16.4| 55.9  | 32.0  | 98.7          | 98.7        |
| Sacrifice Rate   | /   | 90.7      | 90.8   | 90.7  | 90.1    | 90.1| 89.4  | 91.2  | 90.9          | 90.9        |
| Clean Accuracy   | /   | 91.3      | 90.7   | 90.8  | 90.7    | 90.1| 89.4  | 91.2  | 90.9          | 90.9        |
| Activation Clustering | / | 100.0     | 98.8   | 87.8  | 92.8    | 96.6 | 100   | 100   | 0.0           | 38.6        |
| Elimination Rate | /   | 12.3      | 1.4    | 1.5   | 8.7     | 0.1 | 3.8   | 0.3   | 36.5          | 36.5        |
| Sacrifice Rate   | /   | 1.4       | 87.1   | 87.5  | 97.5    | 3.2 | 12.7  | 52.1  | 97.7          | 97.7        |
| Clean Accuracy   | /   | 91.9      | 91.9   | 91.7  | 91.4    | 91.5| 91.6  | 91.9  | 90.7          | 90.7        |
| Strip | / | 100.0     | 100.0  | 99.2  | 100.0   | 83.8| 72.3  | 0.8   | 10.4          | 10.4        |
| Elimination Rate | /   | 9.2       | 1.1    | 9.9   | 1.0     | 10.9| 10.2  | 10.9  | 10.7          | 10.7        |
| Sacrifice Rate   | /   | 1.0       | 94.0   | 9.4   | 1.4     | 59.9| 98.8  | 56.6  | 99.3          | 99.3        |
| ASR             | /   | 91.6      | 91.8   | 91.1  | 91.5    | 91.7| 91.5  | 91.3  | 91.3          | 91.3        |
| Clean Accuracy   | /   | 91.6      | 91.8   | 91.1  | 91.5    | 91.7| 91.5  | 91.3  | 91.3          | 91.3        |
| SCA | / | 100.0     | 97.6   | 88.4  | 98.0    | 83.1| 93.7  | 99.9  | 96.4          | 96.4        |
| Elimination Rate | /   | 1.5       | 0.5    | 0.5   | 0.3     | 1.1 | 1.0   | 0.3   | 0.8          | 0.8         |
| Sacrifice Rate   | /   | 1.1       | 8.7    | 13.6  | 1.0     | 10.7| 2.1   | 3.1   | 99.5          | 99.5        |
| Clean Accuracy   | /   | 91.6      | 92.0   | 91.5  | 91.5    | 91.7| 91.7  | 92.1  | 91.5          | 91.5        |
| SPECTRE | / | 100.0     | 100.0  | 99.8  | 100.0   | 100.0| 100.0 | 99.6  | 91.2          | 91.2        |
| Elimination Rate | /   | 0.0       | 0.1    | 1.1   | 0.3     | 0.6 | 0.8   | 0.3   | 0.8          | 0.8         |
| Sacrifice Rate   | /   | 1.0       | 2.1    | 7.2   | 1.3     | 0.0 | 1.5   | 0.7   | 3.4          | 3.4         |
| Clean Accuracy   | /   | 91.9      | 91.9   | 91.7  | 91.6    | 91.9| 91.5  | 91.4  | 91.6          | 91.6        |
| Confusion Training | / / | 100.0 | 100.0 | 99.8 | 100.0 | 100.0 | 100.0 | 99.6 | 91.2          | 91.2        |
| Elimination Rate | /   | 0.0       | 0.1    | 1.1   | 0.3     | 0.6 | 0.8   | 0.3   | 0.8          | 0.8         |
| Sacrifice Rate   | /   | 1.0       | 2.1    | 7.2   | 1.3     | 0.0 | 1.5   | 0.7   | 3.4          | 3.4         |
| Clean Accuracy   | /   | 91.9      | 91.9   | 91.7  | 91.6    | 91.9| 91.5  | 91.4  | 91.6          | 91.6        |

Table 7: Performance of backdoor poison samples detectors on GTSRB. (seed #1)

augmentation. Passive defenders do not know whether data augmentation would benefit their defenses – data augmentation is preferred (by defenders) in some cases, but the opposite in other cases.
| Without Defense | ASR / Clean Accuracy | % | No Poison | BadNet | Blend | Dynamic | SIG | TaCT | Adap-Blend | Adap-K |
|----------------|---------------------|---|-----------|--------|-------|---------|-----|------|------------|--------|
|                |                     |   | 100.0     | 98.1   | 98.1  | 98.2    | 98.2| 98.3 | 98.0       | 98.0   |
| Spectral Signature  |                  |   | Elimination Rate | 39.1   | 38.3 | 38.6 | 38.4 | 49.6 | 48.2 | 25.4 |
|                  | ASR / Clean Accuracy |   | 0.2 | 91.6 | 4.6 | 50.2 | 0.7 | 30.3 | 53.7 |
| Activation Clustering |             |   | Elimination Rate | 0.5 | 0.9 | 1.1 | 0.9 | 2.9 | 2.6 | 0.0 |
|                  | ASR / Clean Accuracy |   | 0.1 | 92.5 | 100.0 | 21.2 | 0.0 | 46.4 | 60.2 |
| Strip            | Elimination Rate |   | 0.0 | 100.0 | 80.1 | 84.6 | 85.9 | 100.0 | 0.0 | 0.0 |
|                  | ASR / Clean Accuracy |   | 0.1 | 97.9 | 98.4 | 96.8 | 98.0 | 96.5 | 98.0 | 96.0 |
| SCAn             | Elimination Rate |   | 0.0 | 100.0 | 87.2 | 90.2 | 87.3 | 100.0 | 0.0 | 0.0 |
|                  | ASR / Clean Accuracy |   | 0.4 | 4.6 | 0.0 | 3.5 | 2.9 | 0.0 | 2.9 | 0.0 |
| SPECTRE          | Elimination Rate |   | 0.1 | 0.2 | 0.2 | 0.5 | 0.1 | 0.1 | 0.1 |
|                  | ASR / Clean Accuracy |   | 0.1 | 92.7 | 0.0 | 64.8 | 99.5 | 34.5 | 77.8 |
| Confusion Training (Ours) | Elimination Rate |   | 0.1 | 0.1 | 0.5 | 1.8 | 0.1 | 2.8 | 0.6 |
|                  | ASR / Clean Accuracy |   | 0.4 | 1.6 | 0.3 | 0.2 | 0.1 | 0.1 | 0.2 |

Table 8: Performance of backdoor poison samples detectors on GTSRB. (see #2)

| Without Defense | ASR / Clean Accuracy | % | No Poison | BadNet | Blend | Dynamic | SIG | TaCT | Adap-Blend | Adap-K |
|----------------|---------------------|---|-----------|--------|-------|---------|-----|------|------------|--------|
|                |                     |   | 99.1     | 95.4   | 95.4  | 97.9    | 97.9| 98.1 | 97.6       | 97.6   |
| Spectral Signature  |                  |   | Elimination Rate | 39.1   | 38.3 | 38.6 | 38.4 | 49.6 | 48.2 | 25.4 |
|                  | ASR / Clean Accuracy |   | 0.2 | 91.6 | 4.6 | 50.2 | 0.7 | 30.3 | 53.7 |
| Activation Clustering |             |   | Elimination Rate | 0.6 | 0.6 | 2.5 | 0.4 | 2.9 | 2.0 | 0.3 |
|                  | ASR / Clean Accuracy |   | 0.0 | 91.8 | 99.0 | 62.2 | 0.0 | 52.6 | 71.1 |
| Strip            | Elimination Rate |   | 0.0 | 100.0 | 72.6 | 100.0 | 27.1 | 23.3 | 3.8 |
|                  | ASR / Clean Accuracy |   | 0.1 | 91.6 | 0.8 | 59.0 | 100.0 | 55.1 | 62.5 |
| SCAn             | Elimination Rate |   | 0.0 | 100.0 | 72.2 | 86.1 | 87.0 | 100.0 | 0.0 |
|                  | ASR / Clean Accuracy |   | 4.0 | 2.7 | 3.4 | 4.6 | 2.3 | 3.1 | 0.9 |
| SPECTRE          | Elimination Rate |   | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
|                  | ASR / Clean Accuracy |   | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
| Confusion Training (Ours) | Elimination Rate |   | 0.0 | 100.0 | 98.9 | 99.2 | 100.0 | 98.7 | 99.2 |
|                  | ASR / Clean Accuracy |   | 0.0 | 0.0 | 0.5 | 0.2 | 0.4 | 1.9 | 10.0 |

Table 9: Performance of backdoor poison samples detectors on GTSRB. (see #3)

| No Poison | BadNet | Blend | Dynamic | Clean Label | SIG | TaCT | Confusion Training (Ours) |
|-----------|--------|-------|---------|-------------|-----|------|---------------------------|
| Elimination Rate | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| ASR / Clean Accuracy | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

Table 10: Without Augmentation vs. With Augmentation (CIFAR10). (average)
| Method       | Elimination Rate / Sacrifice Rate | w/o aug | w/ aug (%) | w/o aug | w/ aug (%) |
|--------------|----------------------------------|---------|------------|---------|------------|
| Spectral     | w/o aug: 68.7 / 67.6             | 100.0 / 100.0 | 36.4 / 60.8 | 96.8 / 95.6 | 100.0 / 100.0 |
| Signature    | w/ aug: 67.6 / 65.4              | 99.4 / 100.0 | 94.6 / 93.6 | 93.0 / 96.6 | 99.0 / 99.0 |
| Activation   | w/o aug: 72.6 / 66.2             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| Clustering   | w/ aug: 83.2 / 71.5              | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| Score        | w/o aug: 66.7 / 63.1             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| SCAn         | w/ aug: 92.7 / 83.8              | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| SPECTRE      | w/o aug: 78.2 / 76.6             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
|              | w/ aug: 61.0 / 58.4              | 99.4 / 100.0 | 94.6 / 93.6 | 93.0 / 96.6 | 99.0 / 99.0 |

Table 11: Without Augmentation vs. With Augmentation (CIFAR10). (seed #1)

| Method       | Elimination Rate / Sacrifice Rate | w/o aug | w/ aug (%) | w/o aug | w/ aug (%) |
|--------------|----------------------------------|---------|------------|---------|------------|
| Spectral     | w/o aug: 68.7 / 67.6             | 100.0 / 100.0 | 36.4 / 60.8 | 96.8 / 95.6 | 100.0 / 100.0 |
| Signature    | w/ aug: 67.6 / 65.4              | 99.4 / 100.0 | 94.6 / 93.6 | 93.0 / 96.6 | 99.0 / 99.0 |
| Activation   | w/o aug: 72.6 / 66.2             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| Clustering   | w/ aug: 83.2 / 71.5              | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| Score        | w/o aug: 66.7 / 63.1             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| SCAn         | w/ aug: 92.7 / 83.8              | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| SPECTRE      | w/o aug: 78.2 / 76.6             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
|              | w/ aug: 61.0 / 58.4              | 99.4 / 100.0 | 94.6 / 93.6 | 93.0 / 96.6 | 99.0 / 99.0 |

Table 12: Without Augmentation vs. With Augmentation (CIFAR10). (seed #2)

| Method       | Elimination Rate / Sacrifice Rate | w/o aug | w/ aug (%) | w/o aug | w/ aug (%) |
|--------------|----------------------------------|---------|------------|---------|------------|
| Spectral     | w/o aug: 68.7 / 67.6             | 100.0 / 100.0 | 36.4 / 60.8 | 96.8 / 95.6 | 100.0 / 100.0 |
| Signature    | w/ aug: 67.6 / 65.4              | 99.4 / 100.0 | 94.6 / 93.6 | 93.0 / 96.6 | 99.0 / 99.0 |
| Activation   | w/o aug: 72.6 / 66.2             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| Clustering   | w/ aug: 83.2 / 71.5              | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| Score        | w/o aug: 66.7 / 63.1             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| SCAn         | w/ aug: 92.7 / 83.8              | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
| SPECTRE      | w/o aug: 78.2 / 76.6             | 100 / 100 / 100 | 96.8 / 95.6 | 94.6 / 93.6 | 93.0 / 96.6 |
|              | w/ aug: 61.0 / 58.4              | 99.4 / 100.0 | 94.6 / 93.6 | 93.0 / 96.6 | 99.0 / 99.0 |

Table 13: Without Augmentation vs. With Augmentation (CIFAR10). (seed #3)