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Abstract
Airline Crew Pairing Optimization (CPO) aims at generating a set of legal flight sequences (crew pairings), to cover an airline’s flight schedule, at minimum cost. It is usually performed using Column Generation (CG), a mathematical programming technique for guided search-space exploration. CG exploits the interdependencies between the current and the preceding CG-iteration for generating new variables (pairings) during the optimization-search. However, with the unprecedented scale and complexity of the emergent flight networks, it has become imperative to learn higher-order interdependencies among the flight-connection graphs, and utilize those to enhance the efficacy of the CPO. In first of its kind and what marks a significant departure from the state-of-the-art, this paper proposes a novel adaptation of the Variational Graph Auto-Encoder for learning plausible combinatorial patterns among the flight-connection data obtained through the search-space exploration by an Airline Crew Pairing Optimizer, AirCROP (developed by the authors and validated by the research consortium’s industrial sponsor, GE Aviation). The resulting flight-connection predictions are combined on-the-fly using a novel heuristic to generate new pairings for the optimizer. The utility of the proposed approach is demonstrated on large-scale (over 4200 flights), real-world, complex flight-networks of US-based airlines, characterized by multiple hub-and-spoke subnetworks and several crew bases.

1 Introduction
Crew operating cost constitutes the second-largest component of an airline’s total operating cost (next to the fuel cost). Hence, even marginal improvements in it may translate to savings of millions of dollars, annually. Given this, crew scheduling optimization assumes critical importance for any airline. Airline Crew Pairing Optimization (CPO), being the primary step of crew scheduling, is aimed at constructing a set of legal crew pairings to cover an airline’s flight schedule at minimum-cost. A legal crew pairing is a flight sequence to be flown by an airline crew, starting and ending at the same crew base, while satisfying several complex constraints. The resulting optimization problem, referred to as CPOP, is a highly-constrained NP-Hard optimization problem [Bernhard and Vygen, 2012]. Major airlines handle large (3000+ flights) and complex flight networks on a weekly basis, resulting in billion-plus possible legal pairings. This renders their offline enumeration intractable, and exhaustive search for their optimal full flight-coverage, impractical. A detailed review of CPOP could be found in [Barnhart et al., 2003].

CPOP is a large integer programming (IP) problem, impractical to be solved using standard IP techniques (branch-and-bound algorithm [Land and Doig, 1960]). The CPOP’s literature suggests that Column Generation (CG) is the most widely adopted optimization technique, since it allows for guided exploration of search-space based on the corresponding gain in the objective function(s). Interested readers are referred to [Lübbecke, 2010] for an extensive review on CG. While several researchers have used CG before the IP-phase to solve CPOP’s relaxed-form, a linear programming (LP) problem [Gabriel Crainic and Rousseau, 1987; Anbil et al., 1992; Vance et al., 1997; Anbil et al., 1998]; others have used CG inside the IP-phase by adopting a branch-and-price framework (proposed by [Barnhart et al., 1998]) [Desaulniers and Soumis, 2010; Zeren and Özkol, 2016]. This research adopts the former approach, and the workflow of the optimizer is as follows. A full flight coverage set of legal pairings is used to initialize CG-phase of the optimizer. In that, several CG-iterations are performed to find a near-optimal LP-solution, which is fed in to the subsequent IP-phase. Each CG-iteration is decomposed into two problems, a restricted master problem (RMP) and a pricing subproblem. The RMP is modeled as a set-covering problem [Bernhard and Vygen, 2012], and solved using the Simplex algorithm [Murty, 1983]. The dual-information embedded in the resulting solution, is then utilized to generate new pairings promising further cost-improvement (pricing subproblem). This approach suffers from two major limitations. Firstly, it may be noted that the solution to the pricing subproblem at CG-iteration $t-1$ feeds into the RMP and pricing subproblems at iteration $t$. Hence, effectively, CG captures the interdependencies between two subsequent itera-
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tions (local information), rendering the LP-solution vulnerable to local optimality. Secondly, there is over-reliance on the use of the dual-information. In that, any hidden/indirect flight-connection patterns which may not be obvious, yet be drivers for better pairings, have been overlooked. This paper seeks to overcome both these limitations by learning flight-connection patterns which are recurrent from the initial till the current CG-iteration $t$, and by utilizing this knowledge to guide the CG-search towards otherwise unexplored (flight-connections) regions of the search space.

The advancements in machine learning (ML) techniques have enabled the researchers to solve operations research (OR) problems using ML-based approaches. Ayug et al. [1994] highlights the need to incorporate Artificial Intelligence (AI)-based methods in scheduling problems. The work on Innovization by Deb and Srinivasan [2006] highlights the benefits of identifying salient design rules that make a solution optimal, providing essential process knowledge to the user that may not be otherwise directly attainable. Priore et al. [2018] proposed a recent survey on the use of ML techniques in dynamic scheduling for manufacturing systems. Wang et al. [2016] predicted the anticipated bus traffic by using a standard NN, however, did not use it in combination with an OR-based optimizer. A recent survey of the use of ML techniques for combinatorial optimization problems is presented in Bengio et al. [2018]. Khalil et al. [2017] proposed a unique combination of graph embedding and reinforcement learning techniques to learn the structure of combinatorial optimization problems which are required to be solved again and again but with different data. A similar approach has been proposed by Soumis et al. [2019] in which regular/common flight clusters, that are part of hundreds of previous optimal solutions, are learnt. The learnt clusters are used to construct a better initial feasible solution for an airline crew pairing optimizer, drastically reducing the time to generate an acceptable sub-optimal solution. These two approaches focused only on learning regularity-based structures from multiple solutions of previous optimizer-runs which is not the aim of this research work. Convolutional Neural Networks (CNN) have proved useful in learning generalized patterns in complex structures such as image data. This concept of convolutions has been extended to graph problems, leading to the development of Graph Convolutional Networks (GCN) [Kipf and Welling, 2016]. In a recent approach [Li et al., 2018], authors used the GCN to estimate the likelihood of vertices being in the optimal solution and a guided tree search to generate a diverse set of solutions using the predicted vertices. Its utility was demonstrated for generalized and less complex combinatorial optimization problems, and that too using a GCN for semi-supervised learning which may not be useful in the context the CPOP. However, a motivation is drawn for the use of GCNs and its types for learning useful patterns in the graph-structured data. It was identified as a semi-supervised learning problem which is not useful in the context of CPOs. As adaptive learning framework is proposed by Gaur and Deb [2016] to assist Multi-objective Evolutionary Algorithms. However, the same is not applicable in CPO due to its combinatorial as well as single-objective nature.

This research paper attempts to address the challenge of developing a learning framework for assisting large-scale airline CPOP by using a novel-adaptation of the Variational Graph Auto-encoder (VGAE; given by Kipf and Welling [2016b]). The adapted VGAE is used to learn hidden and indirect patterns among the flight-connection graphs, constructed during CPO. A novel heuristic is proposed to combine the resulting flight-connection predictions for generating new pairings in the same CG-heuristic as that of the learning. In the learning framework:

1. CPOP is modeled as a graph-problem by transforming the optimization-data into a graph-structured data, enabling the adaptation of VGAE as the learning algorithm.

2. Relevant features are formulated in a way to capture the evolution of solution-quality as the optimization-search proceeds.

3. Predictions from VGAE are transformed on-the-fly into new pairings, resulting in higher cost-improvements.

The efficacy of the proposed learning framework is demonstrated on large-scale (~4200 flights) and complex flight networks of US-based airlines, provided by the industrial sponsor, GE Aviation.

The outline of the paper is as follows: Section 2 includes a brief discussion on the airline crew pairing problem and the developed optimizer. Section 3 describes the proposed learning framework. Section 4 presents the results of computational experiments on real-world airline flight datasets, and Section 5 perspective concludes the paper.

2 Airline Crew Pairing Optimization Problem

2.1 Terminology

A sequence of flight legs flown by a crew member, starting and ending at their home base (airport), is called a crew pairing. Each crew is assigned a home base, called the crew base. Each flight sub-sequence within a crew pairing that a crew flies in its working day is called a crew duty or a duty. Within each duty, two consecutive flights are separated by a small rest-time to allow for operations such as aircraft changes, cleaning, bagging, etc. and this is called a sit-time or a connection-time. A longer rest-time, provided between two consecutive duties, is called an overnight-rest. Two shorter time-periods, briefing and debriefing, times, are provided in the beginning and ending of a duty respectively. The total time elapsed in a crew pairing is known as the Time Away From Base (TAFB). An example of a legal crew pairing is shown in Figure 1. In some cases, where two flights cannot be covered in a pairing because they do not share legal flight connection, a third flight is used to connect them in which the crew travels as passenger instead of flying it. Such a flight is called a deadhead flight for the crew going as passenger. The deadheading not only leads to revenue loss on the passenger seats being occupied by the deadheading crew, but also leads to paying crew wages for the deadheading hours. Hence, it is desirable for airlines to reduce deadheading flights in their crew schedules to the minimum possible, ideally zero.
2.2 Pairing Legality Constraints & Costing Rules
A number of airline regulatory bodies, such as FAA\(^1\), EASA\(^2\), etc., govern the safety of the passengers and protects the interest of the crew members. For this, several non-linear constraints have to be satisfied by a crew pairing to be classified as legal. Moreover, several other constraints linked to an airline’s in-house regulations, region-specific labor laws, etc. have to be satisfied by a legal crew pairing. Furthermore, a set of non-linear costing rules is used by airlines to calculate the cost of legal crew pairings. Interested readers are referred to [Aggarwal et al., 2018] for a detailed discussion on these non-linear legality constraints and costing rules.

2.3 Developed Airline Crew Pairing Optimizer
The developed CG-based airline crew pairing optimizer, named as AirCROP, is capable of generating high-quality solutions for large-scale CPOPs [Aggarwal et al., 2020a]. It has been validated on large and complex flight networks (characterized by multiple hub-and-spoke subnetworks, multiple crew bases & billion-plus legal crew pairings) in collaboration with the industrial sponsor. A number of modules make up this proprietary optimizer, namely Legal Crew Pairing Generation [Aggarwal et al., 2018], Initial Feasible Solution Generation [Aggarwal et al., 2020b], and Optimization Engine. The aim of the proposed research work is to assist the Optimization Engine module, especially in the CG-phase of the optimizer. Being a propriety optimizer, AirCROP is used as a black-box for demonstration of the utility of this research work.

3 Proposed Learning Framework
As discussed in Section 1, the notion of incorporating domain-knowledge in CG heuristics has gained traction in solving large-scale CPOPs [Zeren and Özkol, 2016]. In each CG-iteration, domain-knowledge inspired special heuristics utilize the existing flight-connection information to identify a set of critical flights. Subsequently, the identified set is used to construct the pricing subproblem from which new pairings are generated and only the pairings with negative reduced costs \(c'\) are added to the existing LP-solution, say \(\mathcal{LP}\). For a pairing \(p, c'_p\) is calculated as \(c_p - \sum_{f \in p} y_f \), where \(c_p\) is the pre-calculated cost of \(p\), and \(y_f\) is a dual-variable corresponding to a flight \(f\). For a \(t^{th}\) CG-iteration, these dual-variables are calculated by solving a dual-model of the CPOP. This dual-model is constructed using \(\mathcal{LP}^{(t)}\) and the given flight set, \(\mathcal{F}\). The dual-variables are collectively represented by a dual-vector, \(y^{(t)}\), which is a column-matrix, given as \([y_f^{(t)}] \forall f \in \mathcal{F} \mid y_f^{(t)} \geq 0\)^\top. In this manner, the interdependencies between the active \((t^{th})\) and its immediately preceding iteration \(((t-1)^{th})\) are captured.

In CPOP, being a combinatorial optimization problem, a pairing (optimization-variable) is neither explicitly good nor explicitly bad until evaluated in a feasible set of pairings. At a \(t^{th}\) CG-iteration, it is highly likely that a pairing rejected from any of the previous LP-solutions \((\mathcal{LP}^{(t-1)}, \mathcal{LP}^{(t-2)}, \ldots, or \mathcal{LP}^{(1)})\), due to its lower contribution in them, might become a critical-part of the \(\mathcal{LP}^{(t)}\). Similarly, there might exist other implicit relationships which are not interpretable using the existing domain-knowledge. This builds the rationale for the development of the proposed learning framework that attempts to learn implicit combinatorial pattern(s), hidden in the optimization-data. In the proposed framework, the learning is performed at the end of multiple CG-iterations, each called a learning-iteration. The learnt pattern(s) are simultaneously used (in the same iteration) to assist the convergence of the succeeding iterations. The solution’s quality is extremely poor in initial CG-iterations and improves as the optimization-search converges. Hence, to avoid pre-mature learning, the learning-iterations are kept at larger-gaps initially. The frequency of learning is increased as the optimization-search converges. What happens in each of these learning-iterations is discussed in detail in the following subsections.

3.1 Input Dataset
At a \(t^{th}\) CG-iteration, the optimization-data from all \(t\) CG-iterations is available. This consists of:
- LP-solutions \((\mathcal{LP}^{(0)}, \mathcal{LP}^{(t-1)}, \ldots, \mathcal{LP}^{(1)})\),
- cost of LP-solutions \((C^{(0)}, C^{(t-1)}, \ldots, C^{(1)})\), and
- dual-vectors \((y^{(0)}, y^{(t-1)}, \ldots, y^{(1)})\)

An \(\mathcal{LP}^{(t)}\) consists of a set of pairings \(\mathcal{P}^{(t)}\) and its primal-vector \(x^{(t)}\) which is a column-matrix, given as \([x_p^{(t)}] \forall p \in \mathcal{P}^{(t)} \mid 0 \leq x_p^{(t)} \leq 1\)^\top. A \(x^{(t)}\) is simply a weight-vector of \(\mathcal{P}^{(t)}\), representing relative-contribution of its pairings towards covering the flights in \(\mathcal{F}\). During experiments, it is observed that the optimization-search of a large and complex CPOP (4212 flights and 15 crew bases) involves generation and evaluation of billion-plus pairings. This makes it impractical to explicitly use these billion-plus pairings as input data points for the learning algorithm. Alternatively, \(\mathcal{LP}^{(t)}\) is modeled as a weighted directed multigraph \(\mathcal{G}^{(t)}\), given by an ordered pair \((\mathcal{F}, \mathcal{E}^{(t)})\), where flights in \(\mathcal{F}\) become vertices, and \(\mathcal{E}^{(t)}\) is the set of directed edges (legal flight-connection), given as \(\{ (f_i, f_j) \mid (f_i, f_j) \in p_k \forall p_k \in \mathcal{P}^{(t)} \land i < j \}\). Please note that \(\mathcal{G}\) is referred to as flight-connection graph interchangeably throughout this paper. In the test-instances

\(^1\)FAA stands for Federal Aviation Administration.
\(^2\)EASA stands for European Aviation Safety Agency.
used in this research work, the flight indexes are sorted with respect to their timestamps. And a flight cannot have a legal flight connection with itself. Hence, the ordered pairs in \( \{(f_i, f_j) \mid f_i, f_j \in F \land i \geq j\} \) are invalid and excluded from the definition of \( G(t) \). Figure 2 presents a flight-connection graph of a very small pairing set for a CPOP with 3202 flights. The largest test-case provided by the industrial sponsor contains 4212 flights and its number of all legal flight connections will be \( \leq 4212 \times 4212 \). Hence, the adjacency matrix \( A(t) \) (size \( |F| \times |F| \)) of a flight-connection graph \( G(t) \) is a viable representation of an input data point than a huge connection graph, the sum of weights of incoming edges \( \hat{I}(i) \) for a flight-connection \( (f_i, f_j) \) is given by its primal-variable \( x_p(t) \).

The weighted-adjacency matrix \( \hat{A}(t) \) is defined whose elements \( \hat{a}_{ij}(t) \) are given as \( \hat{a}_{ij}(t) = a_{ij}(t) \ast w_{ij}(t) \). The \( \hat{A}(t) \) for all \( t \) iterations are enhanced using the corresponding \( CR(t) \) and are added to construct an enhanced primal matrix \( X(t) \) of size \( |F| \times |F| \). Therefore, \( X(t) = CR(t).\hat{A}(t) + CR(2).\hat{A}(2) + \ldots + CR(t) . \hat{A}(t) \). It is to be noted that \( CR(t) \) is assumed to be \( = 1 \) on the basis that \( C(0) \) does not exists.

**Feature Matrix**

For higher prediction accuracy of any learning algorithm, it is desirable to train it not only on a large number of features but also on the most critical ones. From the available optimization-data, several critical features are formulated using the domain-knowledge. As mentioned before, the solution quality (LP-cost, \( C(t) \)) improves iteratively during the optimization-search and it is imperative to ensure that the characteristics of a \( t \)th CG-iteration are weighted more than those of the \((t - 1)\)th iteration. This is done by multiplying them with a cost-ratio, \( CR(t) \), given as \( CR(t) = C(t-1)/C(t) \). This enables the learning algorithm to capture the solution’s evolution by giving higher weights to the better and more recent solution. The features formulated using the primal- and dual-information, available in the optimization-data at a \( t \)th iteration, are as follows:

**F1- Enhanced Primal Matrix, \( X(t) \):** As explained above, in a \( t \)th CG-iteration, the fractional contribution of a pairing \( p \in P(t) \) for covering a flight-connection \( (f_i, f_j) \in G(t) \) is given by its primal-variable \( x_p(t) \).

Hence, the weight \( w_{ij}(t) \) of an edge \( (f_i, f_j) \) is given as \( w_{ij}(t) = \sum_{p \in P(t)} x_p(t) \mid (f_i, f_j) \in p \). Using these weights and matrix \( A(t) \), a weighted-adjacency matrix \( \hat{A}(t) \) is defined whose elements \( \hat{a}_{ij}(t) \) are given as \( \hat{a}_{ij}(t) = a_{ij}(t) \ast w_{ij}(t) \).

The \( \hat{A}(t) \) for all \( t \) iterations are enhanced using the corresponding \( CR(t) \) and are added to construct an enhanced primal matrix \( X(t) \) of size \( |F| \times |F| \). Therefore, \( X(t) = CR(1).\hat{A}(1) + CR(2).\hat{A}(2) + \ldots + CR(t) . \hat{A}(t) \). It is to be noted that \( CR(t) \) is assumed to be \( = 1 \) on the basis that \( C(0) \) does not exists.

**F2- Enhanced Dual Matrix, \( Y(t) \):** In a \( t \)th CG-iteration, a dual-vector \( y(t) \) consists of dual-variables which are shadow-prices of the corresponding flights and reflect their contribution in the \( C(t) \). The distribution of these fractional contributions \( (y(t)/C(t)) \) over all \( t \) iterations for all flights does not follow the same trend and are not explicitly interpretable. Hence, these flights’ fractional contributions for each iteration are concatenated to construct an enhanced dual matrix \( Y(t) \) of size \( |F| \times t \), given as

\[
Y(t) = \left[ \frac{CR(1)}{C(t)}.x(t) \quad \frac{CR(2)}{C(t)}.x(t) \quad \ldots \quad \frac{CR(t)}{C(t)}.x(t) \right].
\]

The features formulated using the graphical properties of the flight nodes are as follows:

**F3- Enhanced In-degree Matrix, \( \tilde{I}(t) \):** In a flight-connection graph, the sum of weights of incoming edges for a flight \( f \) is referred to as its in-degree, denoted by \( \deg^{-}(f) \). For a \( G(t) \), an in-degree matrix \( \tilde{I}(t) \) is constructed whose elements are \( = \sum(a_{i, j}) \), where \( a_{i, j} \) is the \( j \)th column of matrix \( \hat{A}(t) \). Using these \( \tilde{I}(t) \) and the corresponding \( CR(t) \), an enhanced in-degree matrix \( \tilde{I}(t) \) of size \( |F| \times 1 \) is constructed which is given as \( \tilde{I}(t) = CR(1).\tilde{I}(1) + CR(2).\tilde{I}(2) + \ldots + CR(t) . \tilde{I}(t) \).

**F4- Enhanced Out-degree Matrix, \( \hat{O}(t) \):** In a flight-connection graph, the sum of weights of outgoing edges
from a flight $f$ is referred to as its out-degree, denoted by $\text{deg}^+(f)$. For a $\hat{A}^{(t)}$, an out-degree matrix $\hat{O}^{(t)}$ is constructed whose elements are $\hat{O}_{ji}^{(t)} = \text{sum}(\hat{a}_{ji})$, where $\hat{a}_{ji}$ is the $i^{th}$ row of matrix $\hat{A}^{(t)}$. Using these $\hat{O}^{(t)}$ and the corresponding $CR^{(t)}$, an enhanced out-degree matrix $\hat{\tilde{O}}^{(t)}$ of size $|\mathcal{F}| \times 1$ is constructed which is given as $\hat{\tilde{O}}^{(t)} = CR^{(1)}\hat{O}^{(1)} + CR^{(2)}\hat{O}^{(2)} + \ldots + CR^{(t)}\hat{O}^{(t)}$.

These two features help gauge the importance of flights by measuring how densely each flight is connected to other flights. The flight(s) with higher in-degree and out-degree might be intuitively considered to be important than the other flights.

Each of the above-defined features is normalized within itself using a min-max normalization technique [Hastie et al., 2009] so that the values are scaled to $[0, 1]$. This ensures that none of the features get unduly high weightage and all features are on a similar scale. After feature re-scaling, these feature matrices are concatenated to construct the input feature matrix $\mathbf{F}^{(t)}$, given as $\mathbf{F}^{(t)} = [\mathbf{X}^{(t)}_{\mathcal{F} \times |\mathcal{F}|}, \mathbf{Y}^{(t)}_{\mathcal{F} \times |\mathcal{F}|}, \hat{\tilde{O}}^{(t)}_{\mathcal{F} \times |\mathcal{F}|}]$, and its size is $|\mathcal{F}| \times N$ where $N = |\mathcal{F}| + t + 2$.

### 3.2 Learning Algorithm

In the proposed framework, a Variational Graph Autoencoder (VGAE) [Kipf and Welling, 2016b] is adapted as the learning algorithm. VGAE is a type of variational auto-encoders, developed for unsupervised learning on graph-structured data by using the interpretable latent representations of the graphs. [Kipf and Welling, 2016b] demonstrated the supremacy of VGAE over traditional methods of link prediction and unsupervised learning on graph-structured data. A working representation of VGAE in the context of airline CPOP is demonstrated in Figure 3. The figure represents the input dataset of the learning algorithm, i.e., matrix $\hat{A}^{(t)}$ at a $t^{th}$ CG-iteration of an optimizer-run for a 3202 flight dataset. Let $\hat{\mathcal{E}}^{(t)+}$ & $\hat{\mathcal{E}}^{(t)-}$ be the disjoint sets of flight-pairs corresponding to all 1’s & all 0’s in $\hat{A}^{(t)}$ respectively. Hence, $\hat{\mathcal{E}}^{(t)+} = \{(f_i, f_j) | (f_i, f_j) \in \hat{A}^{(t)} \land \hat{a}_{ij}^{(t)} = 1\}$, and $\hat{\mathcal{E}}^{(t)-} = \{(f_i, f_j) | (f_i, f_j) \in \hat{A}^{(t)} \land \hat{a}_{ij}^{(t)} = 0\}$. Let $\mathcal{M}^{(t)}$ be the learning model. The output of $\mathcal{M}^{(t)}$ includes the prediction values, $P(\hat{\mathcal{E}}^{(t)+}) \& P(\hat{\mathcal{E}}^{(t)-})$, and its ROC score, $\text{roc}(\mathcal{M}^{(t)})$ in decimal. The aim of the proposed learning algorithm is not only to find the most convoluted flight-pairs but also to find a set of flight-pairs different from $\hat{\mathcal{E}}^{(t)+}$. This helps in expanding the search-space of the optimizer by generating pairings different from the ones encountered during the optimization search. Hence, the only relevant information from the output of $\mathcal{M}^{(t)}$ includes $\text{roc}(\mathcal{M}^{(t)})$ and $P(\hat{\mathcal{E}}^{(t)-})$.

### 3.3 Integration with AirCROP

The proposed learning framework is aimed to assist in the CG-iterations of AirCROP by providing a set of most critical flight-pairs, after learning from previous solutions. These learnt flight-pairs are combined using a special heuristic to generate new legal pairings. The pseudo code of this combination heuristic is summarized in Algorithm 1. Let $\hat{F}^{(t)}$ & $\hat{P}^{(t)}$ be the set of flights to be extracted from the learnt flight-pairs and the set of pairings to be generated from these flights. Let $\text{Param}_1$ be a user-defined parameter which decides the number of flights to be added to $\hat{F}^{(t)}$. It is restricted to be $< |\mathcal{F}|/2$ to maintain tractability in the subsequent pairing generation phase. In line 2, $\hat{\mathcal{E}}^{(t)-}$ is sort in descending-order w.r.t. $P(\hat{\mathcal{E}}^{(t)-})$. In lines 3-9, individual flights from the top flight-pairs of $\hat{\mathcal{E}}^{(t)-}$ are added to $\hat{F}^{(t)}$ until its length exceeds a user-defined limit $|\text{Param}_1 \times \text{roc}(\mathcal{M}^{(t)})|$. The $\text{roc}(\mathcal{M}^{(t)})$ is used here to account for unreliability factor $(1 - \text{roc}(\mathcal{M}^{(t)}))$ in the results of $\mathcal{M}^{(t)}$. The rest of the flights $(\text{Param}_1 - |\text{Param}_1 \times \text{roc}(\mathcal{M}^{(t)})|)$ are selected randomly from $\mathcal{F}$. Finally, in line 12, the pairing generation module is called using $\hat{F}^{(t)}$ & $\mathbf{y}^{(t)}$ as inputs, to generate new legal pairings with negative reduced costs. As discussed in Section 3, the learning framework performs learning several times during the CG-iterations of AirCROP. The decision on how much gap to maintain between two successive learning-iterations and whether the gap should be constant or adaptive, is left in

![Figure 3: Working of VGAE](image-url)
Table 1: First step of hyperparameter tuning

| n     | α = 0.001 | α = 0.01 | α = 0.1 |
|-------|-----------|----------|---------|
|       | roc       | t (s)    | roc     | t (s)    | roc     | t (s)    |
| 100   | 0.75      | 219.97   | 0.90    | 214.68   | 0.72    | 213.07   |
| 500   | 0.85      | 1050.75  | 0.94    | 1053.98  | 0.71    | 1054.05  |
| 1000  | 0.91      | 2124.94  | 0.94    | 2108.37  | 0.50    | 2093.39  |

Table 2: Second step of hyperparameter tuning (n = 100)

| Measure(s) | α |
|------------|---|
|            | 0.02 | 0.03 | 0.04 | 0.05 |
| roc        | 0.901 | **0.919** | 0.877 | 0.861 |
| t (s)      | 215.79 | **213.32** | 215.32 | 214.64 |

in Table 1). By selecting n = 100 from here, a favorable baseline run-time is established for the second step in which α is then varied as multiples of the chosen power of 10. From its results, shown in Table 2, the optimum value of α comes out as 0.03.

4.2 AirCROP-Runs with Learning Framework

For all three test-cases, the optimizer-runs are performed with & without the learning framework and the respective results are compared to establish the significance of the proposed contributions. These results are presented in Table 3. In large-scale CPOPs, it is observed that the cost of integer solution at the end of the main optimization loop is extremely poor unless new pairings are also generated in the IP-phase. To overcome this limitation, the integer solution from the main optimization loop is re-optimized using the same methodology (CG followed by IP). This re-optimization loop is repeated multiple times till IP-cost becomes equal to its root LP-cost, or till a user defined cut-off. In the referred table, the values of cost and number of CG-iterations\(^4\) \(z\) for all optimization loops are presented for all test cases. It is observed that in optimizer-runs with the learning framework, substantially lower costs are achieved, especially for TC1 & TC3. These reductions are seen across datasets as well as successive optimization loops albeit there are some exceptions. Another critical observation is the achievement of lower-cost solution in fewer re-optimization loops while using the optimizer with the learning framework for TC3.

Figures 4a-4c represent the comparison plots of cost vs number of iterations (from beginning of the runs) for all optimizer-runs and all datasets. The initial solutions are excluded from these figures as their respective costs are extremely poor in comparison to their respective optimal-costs, leading to distortion of scales. In Figures 4a & 4c, the IP-sol. lines for runs with and without the learning framework intersect at a point A. This implies that after point A, the run with the learning framework provides better IP-solutions and that too in a shorter runtime. Moreover, each IP-solution is a sufficient solution in itself and the decision lies with the user to stop after any IP as per individual time constraints. The proposed learning framework is only used to assist the CG-phase. Hence, the changes in IP-cost (mostly positive improvements) are attributed to the changes in the LP-solutions of their respective CG-phases. Even though a drop in costs is observed across the board, an increase (approximately doubled) in optimizer’s runtime is observed when the learning framework is used. This is attributed to the fact that training an auto-encoder is a time- and resource-intensive process.

5 Conclusion

To the authors’ knowledge, this research has proposed a first of its kind learning framework within the paradigm of Airline Crew Pairing Optimization. This framework based on the Variational Graph Auto-Encoder, is shown to be capable of learning implicit combinatorial flight-connection patterns, on-the-fly, eventually leading up to significant cost savings.
within fewer CG-iterations. The efficacy and robustness of the proposed framework is endorsed through empirical results on three real-world, large and complex flight datasets of US-based airlines. On the flip side, the above advantages come at the expense of larger (almost double) run time for the overall optimizer. However, this runtime could be drastically reduced with the usage of GPU(s). Though the cost of computational resources may be significant, the corresponding cost-savings for an airline may well offset those in the long-run.
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