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Abstract
The current study focuses on the RegCM4.5 model and specifically on a comparison of hydrostatic and non-hydrostatic approaches as well as on different microphysical parameterisations and planetary boundary layer (PBL) schemes. The main goal of the paper is to simulate the historical regional precipitation characteristics of the Carpathian region as reliably as possible. For this purpose, seven different model experiments at a 10 km horizontal resolution were completed for a 10-year period (1981–1990) using ERA-Interim reanalysis data (with 0.75° resolution) as initial and boundary conditions. Our simulation matrix consists of hydrostatic and non-hydrostatic runs together with different treatments of moisture, namely, the SUBEX and the NogTom schemes. In addition, two PBL schemes are tested, the Holtslag and the UW-PBL scheme. In this detailed validation study, RegCM outputs (e.g., temperature, global radiation, cloud cover, precipitation) are compared to the homogenized, gridded CarpatClim data (available with 0.1° resolution) that are based on measurements at regular meteorological station sites. The validation considers seasonal and monthly means, as well as extreme climatic events. On the basis of the results we can conclude that the role of the non-hydrostatic core can be clearly recognized for precipitation, particularly over mountains. Moreover, it was also found that the UW-PBL scheme performs with a negative bias regarding atmospheric boundary layer thickness and temperature and it reduces the wet/dry biases of the Holtslag PBL scheme. Regarding microphysical schemes, the NogTom scheme performs better than the SUBEX scheme, but the modified SUBEX (SUB4.3) can also reduce the precipitation over mountainous areas.
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1 | INTRODUCTION

Model-based projections of climate change impacts across multiple sectors suggest that the Carpathian region (located in eastern-central Europe) will be among the hotspot regions with the highest number of severely affected areas in Europe (Ceglar et al., 2018). In recent decades, an increase in the frequency and severity of extreme events, such as drought (Spinoni et al., 2013), extreme precipitation (Stadtherr et al., 2016) and heatwave (Spinoni et al., 2015a; Croitoru et al., 2016) are observed in the Carpathian region. Because of the special orography of the Carpathians, the basin effects are manifold and they cause many different site-specific phenomena, for example, a stable boundary layer in winter, rain shadows, or temperature inversions (Spinoni et al., 2013). Thus, the heterogeneity of the target region justifies the high resolution in regional climate model applications (Giorgi et al., 2016b).

Regional climate is determined by the interactions between planetary processes and large-to-local-scale processes. Planetary and synoptic scale processes are well represented in global climate models (GCMs) that use a horizontal resolution in the order of magnitude of 100 km in century-long simulations. Regional climate models (RCMs) are then used for dynamical downscaling to increase the resolution of climate information consistently with the large-scale circulation provided by the driving GCM or reanalysis data. RCMs are also widely used to provide projections on how the climate may change locally through representing land surface heterogeneity with great details and reproducing fine-scale processes more realistically (Flato et al., 2013). The analysis of any RCM projection starts with the evaluation of the model simulations of past conditions against the observations (i.e., reference data) for different regions, and then the testing of the model sensitivity with respect to the parameterisations of important physical processes (e.g., cloud formation and development, radiative processes).

Precipitation is one of the most important climate variables, and it is still a great challenge for climate models to realistically simulate the regional patterns, temporal variations, and intensity of precipitation (Kotlarski et al., 2014; Gibba et al., 2019). The difficulty arises from the complexity of precipitation processes within the atmosphere stemming from cloud microphysics, cumulus convection, large-scale circulations, PBL processes, and many others. Errors in simulated precipitation fields often indicate deficiencies in the representation of these physical processes in the model. It is therefore a primary goal to analyse precipitation for model evaluation and development.

A great number of sensitivity analyses has been completed with the RegCM (Regional Climate Model, available from the International Centre for Theoretical Physics, ICTP) regarding the selection of a suitable integration domain, an adequate horizontal resolution, potential driving models, applied physics schemes, and adaptation tools (Giorgi et al., 2003; Sinha et al., 2013; Güttler et al., 2014; Pieczka et al., 2017). More specifically, Giorgi et al. (2003) showed and discussed the subgrid surface configuration to be especially useful in improving the simulation regarding the surface hydrological cycle in mountainous regions. In order to evaluate the applicability of RegCM3 to simulate the Asian summer monsoon conditions, a detailed sensitivity analysis of the different cumulus convection schemes was carried out for three different monsoon seasons by Sinha et al. (2013). The main finding of the sensitivity analysis of Pieczka et al. (2017) is that RegCM4.3 is the most sensitive to the applied convection scheme among the analysed factors (e.g., convective scheme, closure assumption and subgridding method). The effect of the closure assumption related to the convective parameterisation used is secondary, while the use of subgridding has even less influence in the Carpathian region. The validation results of Pieczka et al. (2017) for temperature and precipitation suggest that the overall best performance for the Carpathian region is achieved when using the mixed Grell-Emanuel scheme (Emanuel, 1991; Grell, 1993; Emanuel and Živković-Rothman, 1999) together with Fritsch and Chappell (Fritsch and Chappell, 1980) closure.

Another key factor that can lead to changes in the climatic parameters is the planetary boundary layer (PBL). PBL processes control near-surface temperature and precipitation. Ground can be heated or cooled by modifications in the boundary layer. Both stable and unstable conditions of the boundary layer have an important role in wind speed (Burk and Thompson, 1989). Güttler et al. (2014) investigated how two PBL parameterisation schemes (Holtslag (Holtslag et al., 1990) PBL scheme and University of Washington (UW) PBL scheme described in Bretherton et al. (2004)) performed in RegCM4.2. The study showed the advantage of the UW-PBL scheme in regions where significantly warm and moderately dry biases are present. Velikou et al. (2019) found similar results about the effect of the UW-PBL scheme: it produces a negative bias in atmospheric boundary layer thickness, which is connected to the intensity of surface heating and the evaporated amount of water in the air.

The current study fits into the above series of analyses with the novelty of evaluating the impact of different dynamical core (hydrostatic and non-hydrostatic) and parameterisation schemes (such as large-scale
precipitation scheme and PBL scheme) on model performance. The RegCM4.5, which was used for this study, has been available online since 2016 and includes two main improvements: (a) the possibility to use a non-hydrostatic dynamical core; and (b) an additional new microphysics scheme (Elguindi et al., 2014). The main aim of this study is to evaluate these improved elements of RegCM for the Carpathian region and to simulate the historical regional precipitation characteristics as reliably as possible and find the best configuration for future climate projections.

The paper is organized as follows: first, we provide a brief description of the model version used in the study and the most relevant parameterisation schemes. Then, we summarize the main features of model experiments and validation data. Furthermore, a newer comprehensive index, namely, the Distance between Indices of Simulation and Observation (DISO) is presented for detailed validation. Results are shown and evaluated in Section 3, followed by a summary and conclusions in Section 4.

2  |  MODEL, DATA AND METHODOLOGY

2.1  |  Model description

The climate model RegCM originally stems from the National Center for Atmospheric Research/Pennsylvania State University (NCAR/PSU) Mesoscale Model version MM4 (Dickinson et al., 1989; Giorgi, 1989), now maintained at the ICTP. The RegCM4.5 is based on the dynamics of NCAR MM5 (Grell et al., 1994). One of the main improvements in this version is that the model can use a non-hydrostatic dynamical core, which allows small horizontal resolutions of the order of a few kilometres or even less. A full description of the model equations and possible parameterisations available in version 4.5 can be found in detail in Elguindi et al. (2014). We used the Biosphere-Atmosphere Transfer Scheme (BATS) to describe the role of vegetation and interactive soil moisture in modifying the surface-atmosphere exchanges of momentum, energy, and water vapour (Dickinson et al., 1993). The convective precipitation parameterisations used in this study are the Grell (1993) scheme over land and the MIT-Emanuel scheme (Emanuel, 1991) over sea. The turbulent transports of sensible heat, momentum and water vapour in the PBL over land and ocean are calculated using the scheme developed by Holtslag et al. (1990), which permits non-local transport in the convective boundary layer. As an alternative to the Holtslag scheme, the turbulence closure model of the UW (Bretherton et al., 2004) was coupled to the RegCM. The implementation of this UW scheme in RegCM4 is documented in O’Brien et al. (2012) and the initial comparisons between the two PBL schemes are described in Giorgi et al. (2012), and Güttler et al. (2014). Different resolved-scale cloud microphysics schemes are built in the model version 4.5, for example, the Subgrid Explicit Moisture Scheme (SUBEX, Pal et al., 2000) and a new cloud microphysics scheme (called NogTom, Nogherotto et al., 2016).

In the earlier RegCM versions, the resolved-scale cloud physics are treated by the SUBEX, which calculates fractional cloud cover as a function of grid point average relative humidity and includes only one prognostic equation for cloud water. Rain is calculated diagnostically from the cloud liquid: it forms when the in-cloud liquid water exceeds a temperature-dependent threshold (Sundqvist et al., 1989). Unlike in the NogTom scheme, the ice and snow phases are not treated directly in this scheme. Furthermore, the SUBEX includes the evaporation and accretion processes for precipitation.

The NogTom scheme is a new parameterisation based on a multi-phase one-moment cloud microphysics scheme built upon the implicit numerical framework recently developed and implemented in the ECMWF Integrated Forecasting System (IFS) (Tiedtke, 1993; Tompkins et al., 2007). The parameterisation solves five prognostic equations for water vapour, cloud liquid water, rain, cloud ice, and snow mixing ratios. Compared to the pre-existing SUBEX scheme, it allows proper treatment of mixed-phase clouds and a more realistic physical representation of cloud microphysics. In addition, the NogTom scheme yields improved cloud field simulation and in particular it removes the overestimation of the upper level cloud characteristics of the SUBEX scheme. This new cloud microphysics scheme is described in detail in Nogherotto et al. (2016).

2.2  |  Simulations

Simulations were carried out for the target period 1980–1990 with initial and lateral boundary conditions from the 0.75° horizontal resolution ERA-Interim data (Dee et al., 2011) at a 10-km horizontal resolution in order to represent the fine topography of the target area (Gao et al., 2006). The resolution of 10 km was chosen to allow both hydrostatic and non-hydrostatic approaches in the simulations. Furthermore, the validation database (CarpatClim) has similar resolution as the simulations. The first year, 1980 was selected as a spin-up to ensure that all components of the regional climate model reach physical equilibrium under the applied forcing, and the results for the decade 1981–1990 were analysed. This
decade was selected as a result of compromise to complete as many simulations as possible for comparison on the one hand, and being long enough for climatic analysis (WMO, 2007) on the other hand. The period 1981–1990 is the first decade of the current climatic normal (1981–2010), and was used in earlier studies (e.g., Pieczka et al., 2017). The integration domain is over 6°–29°E and 43.8°–50.6°N (thus the grid contains 231 × 69 cells) after removing the buffer zones (Figure 1). The buffer zone at the outer boundaries of the model was set to 24 grid points with exponential relaxation. This domain was defined to include the Carpathian Basin and surrounding areas, thus, the main topographical features of the domain, such as the Carpathians enclosing the basin in the east, the Alps to the west, the Dinarides to the south, and a small fraction of the Adriatic Sea are represented. The dominant wind direction over the basin is west-northwest (Bihari et al., 2018), resulting in a west-to-east spatial gradient of precipitation modulated by local topography. As the air masses from the Atlantic region cross large mountain ranges such as the Alps, which behave as an orographic barrier, the contribution of this source to the precipitation decreases towards the east. The main relevant properties of the simulations are shown in Table 1. Our simulation matrix contains seven different model simulations: the RegCM4.5 was run both in hydrostatic and non-hydrostatic mode with different large-scale precipitation schemes (i.e., SUBEX, modified SUBEX – SUB4.3, and NogTom) and PBL schemes (Holtslag and UW).

Four simulations were defined from the combination of the different dynamical cores and large-scale precipitation schemes: H_SUBEX, NH_SUBEX, H_NogTom, NH_NogTom. An additional simulation (NH_NogTom_NC) uses non-hydrostatic dynamics and the NogTom scheme, but convective parameterisation is switched off over land and the deep convection is resolved explicitly. For the SUBEX scheme, we also used a modified version called SUB4.3 during the testing (in H_SUB4.3). The main differences between the SUBEX and SUB4.3 are that (a) the cloud-to-rain autoconversion rate was decreased from 0.0005 to 0.00025 s⁻¹, (b) the raindrop evaporation rate coefficient was increased from 0.2·10⁻⁴ to 1·10⁻³ (kg·m⁻²·s⁻¹)⁻¹/₂·s⁻¹, and (c) the raindrop accretion rate was decreased from 6 to 3 m⁻³·kg⁻¹·s⁻¹ in SUB4.3 (Torma et al., 2011). These modified parameters help to decrease the overestimation of precipitation and were built into the RegCM4.3 as default values (Elguindi et al., 2011), but were changed back to the previous values in the RegCM4.5. We completed two additional simulations (namely H_SUB4.3_UW and H_NogTom_UW) that use the UW-PBL scheme instead of the Holtslag scheme, because the planetary boundary layer plays an important role in the formation of winter inversion and previous studies (e.g., Güttler et al., 2014) showed improvement in reducing temperature biases with UW scheme. Although H_NogTom_UW was completed, Giorgi et al. (2016a) revealed problems in the interaction between the NogTom and UW-PBL schemes; therefore, this simulation is not included in the current study.

2.3 | Methodology

A comprehensive assessment of these simulations is important to identify their different overall performances, such as the accuracy of simulated variables against observed fields. For the purpose of validation, we used the corresponding time period (1981–1990) from the
CarpatClim database, which is a high-resolution, homogeneous, gridded database for the Carpathian region with a 0.1° horizontal resolution, covering the 1961–2010 period, containing all the major surface meteorological variables (Spinoni et al., 2015b). According to Katragkou et al. (2015), the role of other climatological parameters – besides temperature and precipitation – should be included in the evaluation procedure of RCMs (e.g., radiative fluxes, sensible and latent heat fluxes and cloud properties) in order to reveal the complex relationships between various local climatic elements. That is why daily temperature, global radiation, cloud cover and precipitation datasets (Table 2) were downloaded, of which monthly and seasonal means were calculated for the validation domain (44°–50°N, 17°–27°E), and compared to the simulated values. In addition, we selected four subregions with different orographic and climatic conditions for detailed validation: the Tatra Mountains (TM), the Great Hungarian Plain (GHP), the eastern part of Carpathian Mountains (EC) and the southern part of Carpathian Mountains (SC) (Figure 1). Since precipitation is a key parameter, our focus is on a range of precipitation metrics, more specifically, mean precipitation climatology, daily precipitation probability density functions (PDFs) and the precipitation bias depending on elevation above sea level. In order to compare the different simulations in each subregion and to understand how well simulations fit each other in terms of correlation, standard deviation, and RMS difference, the Taylor diagrams were produced. Furthermore, a new statistical index (DISO) is used to quantify the performance of the simulations.

### 2.4 DISO index

In general, the comprehensive performance of the simulations is quantified by single statistical indices, such as correlation coefficient ($r$), absolute error (AE), and root-mean-square error (RMSE). Hu et al. (2019) developed a new index (DISO) to describe the overall performance of different models or simulations against observation. This new index is a merger of different statistical metrics including $r$, AE, and RMSE in a three-dimensional coordinate system. For the observed time series ($A = [a_1, a_2, ..., a_n]$) and the model-simulated time series ($B = (b_1, b_2, ..., b_n)$), the $r$, AE and RMSE are calculated as follows:

$$r = \frac{\sum_{k=0}^{n} (a_k - \bar{a})(b_k - \bar{b})}{\sqrt{\sum_{k=0}^{n} (a_k - \bar{a})^2 \sum_{k=0}^{n} (b_k - \bar{b})^2}}$$

| Meteorological variable          | Unit   | Methodology for retrieving the primary data                        | Total number of stations used as a basis of interpolation in CarpatClim |
|----------------------------------|--------|---------------------------------------------------------------------|------------------------------------------------------------------------|
| Mean temperature                 | °C     | Arithmetical mean from daily minimum and maximum temperature        | 542 ($T_{\text{max}}$ and $T_{\text{min}}$)                            |
| Precipitation amount             | mm     | Standard daily measurement                                          | 1,165                                                                  |
| Cloud cover                      | Tenth  | Computed from 3-hr measurements                                     | 498                                                                    |
| Global radiation                 | MJ·m⁻² | Computed from daily sunshine duration measurements                   | 333                                                                    |
\[ AE = \frac{1}{n} \sum_{k=0}^{n} (a_i - b_i) \]

\[ \text{RMSE} = \frac{1}{n} \sum_{k=0}^{n} \sqrt{(a_i - b_i)^2} \]

where \( \bar{a} \) and \( \bar{b} \) are the means of \( A \) and \( B \), respectively, and \( n \) is the length of the time series. In order to eliminate the influence of dimensions, AE and RMSE are normalized (divided by the absolute observation mean (\( \bar{a} \))). DISO is then defined as:

\[ \text{DISO} = \sqrt{(r-1)^2 + \text{NAE}^2 + \text{NRMSE}^2} \]

where \( N \) indicates normalized values of AE and RMSE. The simulation is close to the observation, when DISO is close to 0.

The advantage of using DISO against the Taylor diagram is that the comprehensive performances of the different models are still not quantified in the latter (Hu et al., 2019). Taylor diagram was developed with the combination of three statistical metrics: the standard deviation (SD), correlation coefficient (\( r \)) and the centred RMS difference (RMSD). The diagram determines which percentage of the RMSE can be attributed to the difference in variance and how much is due to the poor pattern similarity (Taylor, 2001). Contrary to this, the DISO index uses a slightly different concept by providing a single statistical index value (which is the combination of \( r \), AE and RMSE), and hence it enables us to determine the rank of performance and summarize the overall evaluation of individual simulations. However, according to Xu and Han (2019), a single index cannot show the differences between the simulations explicitly and it loses the detailed information. In order to have a better understanding of the DISO index, a comparison of the new index and Taylor diagram was conducted and discussed in the paper. We found that in our case both methods agreed about which simulation is the closest to the observations.

3 | RESULTS AND DISCUSSION

In this section, we evaluate the RegCM4.5 by comparing different model runs with the CarpatClim data set and sounding data. We analyse not only precipitation and temperature, but also global radiation and cloud cover. The presented sensitivity study includes different temporal scales (seasonal, monthly and daily). In order to demonstrate the effect of the two PBL schemes, we compare our simulations (only H_SUB4.3 and H_SUB4.3_UW) with sounding data (downloaded from the Integrated Global Radiosonde Archive [IGRA]) in two different weather conditions (during a cold air pool in December 1986 and a heatwave in July 1987) over Budapest (47.4°N, 19.2°E).
3.1 Temperature

Figure 2 shows the winter (DJF) and summer (JJA) mean near-surface temperature bias with respect to CarpatClim over the Carpathian region averaged over the time period 1981–1990. The main differences between RegCM4.5 simulations can be found in winter: the use of the SUBEX scheme overestimates temperature over lowlands compared to other simulations, while the NogTom scheme produces the smallest biases over Hungary. Comparing the two PBL schemes, the UW scheme has better results for the temperature biases. In general, all simulations have negative biases over the Carpathian mountain ridge, the largest (between $-1^\circ$C and $-2^\circ$C) being with the NogTom scheme. In winter the Lake Balaton appears with a strong positive temperature bias in all RegCM4.5 simulations. This can be explained by the fact that the RegCM developers changed the interpolation algorithm (RegCM4.3 uses bicubic interpolation, whereas RegCM4.5 uses bilinear interpolation), which caused the surface cover to change. Thus, differently from RegCM4.3, the Lake Balaton appears as a water surface in RegCM4.5 where the model uses a different parameterisation scheme (i.e., cumulus convection parameterisation) from the schemes over the land surfaces. In addition, the CarpatClim is a homogenized, gridded dataset that does not contain any measurement above the water surface, therefore the water surface results in greater positive bias values relative to the erroneous reference data representing only land area.

The spatially averaged mean temperature bias for summer is around $4^\circ$C for the entire domain (the summer bias is especially great in southern Serbia), except when we applied the UW-PBL scheme, where the bias is reduced to $1^\circ$–$2^\circ$C. This could be related to the fact that the UW-PBL scheme increases the cloud cover, and thus, reduces net surface shortwave flux resulting in a decrease of the near-surface temperature errors (Güttler et al., 2014). The signs of seasonal mean bias in the mountains change within short distances, especially when the error is close to zero in summer. This is probably due to the fact that the observation network is not as dense in these areas as our grid resolution, so the reference data may involve higher uncertainty (related mainly to the orientation of slopes) than the simulated data. The effect of the non-hydrostatic core is not observed in the temperature bias fields. The spatial distributions of bias fields show that the minimum values occur over the mountains, while the highest biases appear in the southern part of the domain (in Serbia).

The annual cycle of temperature bias is shown over the subregions in Figure 3. Every simulation resulted in the highest bias values ($\sim3^\circ$C – except H_SUB4.3_UW, which is $1^\circ$–$2^\circ$C) in summer. This warm (and dry) bias is presented in simulations performed with other models (Christensen et al., 2008; Bucchignani et al., 2016) as well
as RegCM simulations (Pieczka et al., 2017; Velikou et al., 2019) in general. In winter the positive biases of NH_SUBEX appear over all subregions. In summer the simulations using a non-hydrostatic core produce higher positive biases, but the differences between NH and H are not substantial. The differences of temperature bias between the H_SUB4.3_UW and other simulations are around 2°C. The H_SUB4.3_UW performs the best in the case of temperature over the subregions, because both the overestimation in summer (in the right column of Figure 2) and the negative bias in spring (not shown here) are reduced compared to the other simulations. This could be connected with the better representation of cloud cover. We can conclude that this simulation has the lowest bias compared to the CarpatClim.

For a more detailed validation, the area-averaged monthly mean temperature values are compared to the CarpatClim database for the subregions in Figure 4. In general, the simulations overestimate the lower temperature values (i.e., <0°C). The H_NogTom has the best performance, while the NH_SUBEX has the highest values in this interval below freezing. Between 0°C and 15°C the simulations are closer to the observation, but the simulations that use the SUB4.3 or NogTom large-scale precipitation schemes underestimate the CarpatClim. Above 15°C, the overestimation of simulations increases and reaches 3–4°C, except the H_SUB4.3_UW, which captures the values of CarpatClim very well. The simulations using a non-hydrostatic core have the largest positive bias in all the subregions, which can be seen in Figures 2 and 3, too. This highlights the fact that the current setups are not yet fully appropriate and further testing of the non-hydrostatic approach within RegCM is needed in the future.

We also analysed the vertical temperature profiles of H_SUB4.3 and H_SUB4.3_UW, because the difference between these simulations is only in the form of application of the PBL scheme. For the validation, we used sounding data over Budapest (19°E, 47.5°N) in two different weather conditions (Figure 5). The first case is a cold air pool situation in winter 1986 (the longest occurred within 1981–1990), which is a relatively frequent phenomenon in the Carpathian basin causing severe pollution problems in urban areas. The theory of cold air pool formation in valleys and basins (Geiger, 1951) highlights the role of longwave radiation loss and the downward flux of sensible heat from the overlying atmosphere to counter this loss. A cold air pool usually appears when an anticyclone builds up after a cold front passes over the basin, and it is usually eliminated by a strong cold front of new mid-latitude cyclone (Daly et al., 2009). Vertical profiles at 0 UTC for 4 days in winter are shown from 300 m to 1,000 m in Figure 5a, where inversion is the most intense on these days. The plot shows that both simulations overestimate the measured temperature values along the profiles, especially in the lower levels, so the
extent of inversion is generally smaller than in the radiosonde measurements. The overestimation reaches 6°C with the default scheme. The largest temperature gradient appears on the first day (4°C/100 m in the first 700 m), but the simulations cannot reproduce this gradient (H_SUB4.3: 0.6°C/100 m; H_SUB3.4_UW: 1.3°C/100 m). The vertical profile of ERA-Interim (which was used for forcing) has patterns similar to the sounding data (not shown). In general, the H_SUB4.3_UW seems to be closer to the observations, although it does not capture the overall profile very well. Based on the results of Güttler et al. (2014) the UW parameterisation generally reduces lower tropospheric temperatures (possibly due to reduced entrainment of potentially warm, free tropospheric air into the PBL).

In summer, another health-threatening weather situation is selected, namely a heatwave across Europe (in July 1987), which was the strongest event in the decade (Spinoni et al., 2015a). The differences between the simulations and measurements are not so large as in winter (Figure 5b). Similarly to winter, the UW scheme reduces the warm bias compared to the Holtslag scheme in summer, too. This is consistent with the improvements in temperature climatology when compared against CarpatClim over the whole domain, as it can be seen in Figures 2 and 3. Nevertheless, both experiments capture the coolest and warmest days. The vertical temperature gradient is relatively small, approximately −0.2°C/100 m. In summer the simulation results are closer to the observations than in winter, which could be connected to the fact that it is difficult to simulate the cold air pool conditions in general, that is, not only with climate models but also with numerical models used in short range weather forecasts.

3.2 | Global radiation

The primary driver of latitudinal and seasonal variations in temperature is the seasonally varying pattern of incident sunlight, and a fundamental driver of the atmospheric circulation is the local-to-planetary scale imbalance between shortwave and longwave radiation. The impact of the distribution of insolation on temperature can be strongly modified by the distribution of clouds and surface characteristics. In this section we evaluate the global radiation component of RegCM simulations, which are compared to data available from CarpatClim. The limited coverage of global radiation measurements dictated the need to develop models to estimate solar radiation based on other, more readily available data, such as sunshine hours, air temperature, precipitation, relative humidity and cloudiness (Almorox and Hontoria, 2004). The most commonly used variable for estimating global solar radiation is sunshine duration. The main advantages of using sunshine duration include easy measurements, as well as widely available data. For instance, it is used in the CarpatClim project since global radiation is not directly measured at many stations within the region, therefore, in the case where only sunshine duration was available, global radiation was calculated using the equation postulated by Ángström (1924) and modified by Prescott (1940). Observed global radiation was used wherever it was available at station level.
Seasonal average global radiation from RegCM and CarpatClim data are compared over the Carpathian region in Figure 6. The SUB4.3 precipitation scheme produces the smallest positive biases all over the region in winter, and negative biases appear only with the UW-PBL scheme. The NogTom scheme shows substantial improvements over mountains compared to the SUBEX scheme. In summer the bias characteristics of the experiments are similar to each other, namely, the biggest overestimation can be found over mountains. The modified SUBEX scheme causes negative bias values (~30 W·m⁻²) over lowlands. It can be connected to the decrease of the cloud-to-rain autoconversion rate, which leads to more clouds that reduce the incoming radiation. No significant differences are found in the bias maps between the SUBEX and NogTom schemes, except NH_NogTom_NC, which shows better results over the Carpathians. During the summer, the observed cloud cover has a more pronounced peak over lowlands compared to the simulations using the NogTom Scheme (10–20%). It will be discussed in more detail in Section 3.3.

3.3 Cloud cover

Since cloudiness is a key component in the discussion concerning radiation, we compare our model results with cloud cover of the CarpatClim. On the basis of the cloud cover bias maps (Figure 7), every simulation shows underestimation over lowlands in winter. The decrease in cloud cover leads to an increase in incident radiation, inducing an increase in sensible heat flux and warmer surface temperatures. The underestimations are negligibly small with the UW-PBL scheme in winter (from −10% to 10%). The large-scale precipitation schemes do not show huge differences, only the NogTom scheme overestimates (10%) the cloud cover over the mountain ridge. In general, the non-hydrostatic core causes bigger negative bias values over Hungary (around −40%) than the hydrostatic core. These negative biases are probably caused because of the fact that the Holtslag scheme cannot reproduce foggy situations and the stratocumulus clouds properly (O’Brien et al., 2012), which are common over this area in winter. Note, however, that winter short-wave radiation absolute amounts are very small over central and northern Europe in winter, so that larger negative relative biases (~40%) in cloud cover over this area correspond to small radiation values, which does not substantially affect the overall energy budget of the surface (as shown in Figure 6, radiation bias in winter is smaller than in summer).

In summer the large-scale precipitation schemes have a major role in cloud formation: the simulations can be separated into two groups. Positive biases appear with the NogTom scheme over lowlands, while the SUBEX scheme underestimates the cloud cover over the entire domain. A possible explanation can be related to the different approach in treating convective detrainment. More specifically, while in the NogTom scheme the
It can clearly be seen that the modification of the SUBEX scheme has a positive effect on cloud formation and the simulation of global radiation, too. This pattern is well correlated with the radiation bias discussed in Section 3.2, indicating that cloudiness and radiation biases have opposite signs, as expected.

The greatest amount of cloud cover is in winter over the domain and a secondary maximum appears in the beginning of summer, when the convective season starts (Figure 8). The minimum values appear in July and August, because the anticyclones in summer cause stable conditions with no clouds. All experiments capture well the annual cycle of cloud cover over mountains, but the runs show much lower values in winter over the lowland (the biases are between $-20\%$ and $-40\%$, except for H_SUB4.3_UW). In general, differences between H_SUBEX and NH_SUBEX appear in winter, when the hydrostatic simulation is closer to the observation. The NH_NogTom and NH_NogTom_NC simulations do not show significant differences to each other, implying that the application of a convective scheme does not have a substantial effect on cloud cover. Furthermore, the H_SUB4.3_UW seems better over all subregions, especially in winter compared to the non-hydrostatic simulations. The modification of the SUBEX scheme improves the results, but the general underestimation appears in all months. Substantial differences appear between the H_SUB4.3 and H_SUB4.3_UW simulations since the UW scheme captures the winter values much better, but it somewhat overestimates cloud cover (with $20\%$) in autumn.

### 3.4 Precipitation

Regarding precipitation, the seasonal absolute (left two columns) and relative mean biases (right two columns) are shown in Figure 9. Precipitation evidently depends on elevation; more rain falls in the mountains than in lower elevated regions. The largest positive biases are found over mountains, where the simulations overestimate the precipitation up to $80\%–100\%$. Unlike the other simulations, the modified SUBEX scheme reduces the positive precipitation bias over mountainous areas in winter, while the NH_NogTom causes more precipitation over mountains than the SUBEX scheme. This increased precipitation can be connected to the core of the model, because the NH_NogTom_NC simulation does not use a convective precipitation parameterisation scheme and still, its bias pattern is quite similar to other simulations with a NH core (as shown in the first and third column of Figure 9).
In winter (when the convective activity in the region is minimal), no substantial differences can be seen between the NH_NogTom and NH_NogTom_NC simulations. Precipitation is overestimated in all seasons over mountains by ~50%. Compared to the CarpatClim, the H_SUBEX and H_SUB4.3 result in the lowest mean precipitation bias over the GHP. As the mean temperature biases (Figure 2) are different, the precipitation biases of H_SUB4.3 and H_SUB4.3_UW are also quite dissimilar; larger negative biases appear with the H_SUB4.3_UW simulation. More specifically, the UW scheme tends to reduce the rather wet or dry biases of the Holtslag scheme (similar results were shown by Güttler et al., 2014). Comparing the hydrostatic and non-hydrostatic dynamical cores, the latter produced more precipitation over mountains and less over lowlands. Moreover, seasonal mean precipitation bias values for Hungary substantially decreased with the NH_NogTom simulation compared to NH_SUBEX.

In summer the results clearly show that the UW-PBL also affects precipitation as it reduces the precipitation flux in the majority of the study domain, especially over the Carpathians, and negative biases appear too (~1 mm·day⁻¹, ~40%). The results of NH_NogTom_NC in summer also substantially differ from the other simulations with the largest negative biases (~2 mm·day⁻¹, ~60%) over lowlands, while the precipitation bias is positive over mountains. It can be related to the fact that this simulation does not use convective parameterisation and the 10 km horizontal resolution is not fine enough for the model dynamics to appropriately simulate deep convection, but the orographic effect is already manifested at this resolution.

According to Pieczka et al. (2017), there are deviations between ERA-Interim and CarpatClim in the case of precipitation, namely, the area east of Hungary is wetter in the reanalysis than in the CarpatClim in each season, while Hungarian grid points are wetter in winter, spring, and autumn but are drier in summer in ERA-Interim. Based on these deviations, the biases partially originate from the initial and lateral boundary conditions.

In order to compare the daily precipitation intensities and to focus more closely on the extremes, we used the normalized PDF of daily precipitation, which is the frequency of occurrence of precipitation events within a certain interval of intensity normalized by the total number of days with at least 1 mm of rainfall, including all grid points in the subregions. In order to carry out a more detailed evaluation of the different configurations of RegCM, a separation of precipitation was performed (considering the fact that total precipitation is calculated as the sum of stratiform and convective precipitation) and the results of this analysis are shown in Figure 10. It is important to note that the CarpatClim does not contain convective and stratiform precipitation categories separately, but only the total precipitation, that is why the
diagrams in the central and right panels do not contain reference data. Moreover, the NH_NogTom_NC does not use convective parameterisation, therefore only total precipitation is given for that simulation.

Regarding the total precipitation, it can be seen that the H_SUB4.3 simulation overestimates the frequency of precipitation events over the subregions. Comparing the simulations, the H_NogTom captures the distribution of the CarpatClim data better, while the simulations that use the SUBEX scheme overestimate the high-intensity tail of the observed distribution. Overall, the NogTom scheme reproduces the observation better and the dynamical core does not have a substantial effect on the intensity of daily precipitation.

According to the PDF of the convective precipitation, as it can be seen in Figure 10, the highest frequency of
low intensity events occurs with the H_SUB4.3, while the simulation that uses the UW scheme has the lowest intensity over all subregions. These great differences do not occur in the total precipitation. On the basis of the presented results, the dynamical core does not have a noticeable effect on the moderate intensity events and we used the same convective parameterisation schemes in these simulations. The very high intensity events

**FIGURE 10** Daily precipitation intensity empirical probability distribution functions (PDFs) (frequency versus intensity of daily precipitation events, 1981–1990) for total, convective and stratiform precipitation over the four subregions
(>80 mm·day⁻¹) occur only with a non-hydrostatic core, which certainly highlights the evident importance of a non-hydrostatic approach in reproducing intense convective precipitation events.

For stratiform precipitation, the simulations show similar results to those for total precipitation. The NogTom scheme causes the lowest frequency of precipitation events in general (especially when the intensity does not reach 80 mm·day⁻¹), while H_SUB4.3 has the highest frequency. In general, the high intensity events (>80 mm·day⁻¹) appear with SUBEX scheme, while the SUB4.3 moderates the occurrence of these events. Furthermore, the effect of UW scheme on the stratiform precipitation is lower than on the convective precipitation.

For a more detailed validation, we also evaluate how seasonal mean precipitation bias depends on elevation over the subregions (Figure 11). In winter the (mostly positive) biases are closer to zero over lower elevation areas (below 400 m) and no substantial differences can be seen between the simulations. The diagrams show that the biases grow and spread as elevation increases. Pronounced dependence on elevation can only be found in simulations using a non-hydrostatic core, and there is no substantial difference between the NH_NogTom and NH_NogTom_NC simulations. Furthermore, the SUB4.3 experiments perform better in all subregions and at all elevations in winter.

During the summer, the differences are more visible, more specifically the NH_NogTom_NC simulation underestimates the precipitation over lower elevations (below 400 m). Nevertheless, at higher elevations, larger negative biases appear with the H_SUB4.3_UW. It can also be seen that the NogTom simulations (except the NH_NogTom_NC) and the H_SUB4.3 resulted the smallest biases and the closest to zero in all subregions. Thus, the diagrams clearly suggest that the large scale precipitation scheme has a stronger effect on the dependence of elevation in summer precipitation bias than the effect of the dynamical core at this horizontal resolution.

3.5 | Comparison of Taylor diagram and DISO index

Taylor diagram (Figure 12) is analysed in this section and compared with the DISO index (Figure 13). Both metrics are used to investigate the temporal agreement between the simulated and observed fields, that is, the reproduction of annual variations. We used area-averaged monthly mean temperature, global radiation, cloud cover and precipitation fields for the subregions. On the basis of Figure 12, it can be concluded that the spatial averages of global radiation and temperature have the highest correlation rates (above 0.95) in all subregions. Regarding temperature, the H_SUB4.3_UW is the closest to the reference, especially over the lowland. In general, the other simulations overestimate temperature, as it was already shown in Figures 2 and 3. For global radiation, the correlation coefficients are high (above 0.95), and the standard deviation values are close to the CarpatClim data. Generally, the NH_NogTom_NC experiment underestimates the global radiation, which could be connected to the overestimation of cloud cover. This simulation does not use convective parameterisation, so only the dynamic core of the model produces precipitation, and convective precipitation is omitted, therefore substantial moisture remains in the clouds.

The results for cloud cover differ more from one simulation to the other, however most of the simulations underestimate cloud cover in all subregions. The NH_NogTom_NC resulted in the greatest differences from the reference since it does not capture the annual distribution of monthly average cloud cover, especially over mountainous areas. The selected subregions also affect the performance of simulations, namely, the NogTom scheme seems to be better over the mountainous area, while the H_SUB4.3_UW is better over lowland.

The lowest correlation rates appear with precipitation, which is one of the most varying variables in space and time, too. The lowest differences can be found between the individual experiments in monthly mean precipitation from a statistical point of view with the H_SUB4.3 simulation, where the standard deviation is very close to the measurements and the correlation coefficients are higher than 0.8. Despite the high correlation rates of simulations using the SUBEX scheme, these simulations also result in the highest standard deviations over the mountainous area. It is interesting that NH_NogTom is closer to the observation than H_NogTom despite the facts that NH_NogTom uses convective parameterisation and a non-hydrostatic core, too. The NH_NogTom_NC simulation underestimates precipitation the most, as it can be expected (and has already been shown in Figure 9).

The new measure DISO shows similar results for temperature as the Taylor diagram, namely the H_SUB4.3_UW seems to be the best (Figure 13). The modification of SUBEX does not result in any substantial improvement of DISO, since the original SUBEX has only slightly lower DISO values compared to SUB4.3 simulations. Furthermore, despite the general temperature overestimation shown in Figures 2–4, the experiments are better over lowlands than over mountainous areas from the overall aspect of DISO (i.e., DISO values for temperature are below 0.3 over lowlands and above 0.2 over
mountains in general, which is higher in the EC where it mostly exceeds 0.4). The NH_SUBEX results in the greatest DISO values for temperature over all subregions, which clearly imply that this simulation is not appropriate (similarly to the overall conclusion from Section 3.1).

The DISO values of global radiation are relatively low; the highest result is 0.2 implying a quite good overall reproduction of the statistical characteristics of observations despite the winter overestimations and summer underestimations (shown in Figure 6). Similarly to the conclusions in Section 3.2, DISO values in the selected subregions also confirm that the simulations using the modified SUBEX scheme (where the cloud-to-rain properties were adjusted) improve the overall performance. The NH_SUBEX results in the highest DISO values for global radiation, especially, in the TM where the
greatest summer bias is detected (as shown in Figure 6).

For the cloud cover, the DISO indicates differences in the subregional performance of individual simulations, namely, the NH_NogTom_NC is the least successful over the TM and the GHP, while the NH_SUBEX produces the highest DISO values over the two other subregions.

The biggest differences between the DISO values of individual simulations occur for precipitation similarly to the Taylor diagram (Figure 12). It is clear that the modified SUBEX scheme shows better performance in all subregions and the UW scheme slightly improves the results compared to the Holtslag scheme. Furthermore, the NogTom scheme is more appropriate regarding DISO values than the original SUBEX scheme in the case of either dynamical core. It is also clear that the H_NogTom simulation better reproduces the overall statistical characteristics of observed precipitation than the NH_NogTom as it can also be seen in Figure 8. The least successful simulation is obviously the NH_NogTom_NC, where the DISO values are the highest over all subregions. The worst DISO value (1.2) occurs over the SC region, which is probably due to the lack of precipitation stations (Szalai et al., 2013), which would be necessary for a better representation of regional precipitation climatology in these elevated areas.

Overall, the modified SUBEX scheme results in lower DISO values for all variables and over all subregions,

**FIGURE 12** The Taylor diagrams of 10-km horizontal resolution RegCM simulations for monthly mean temperature, global radiation, cloud cover and precipitation totals for different subregions, 1981–1990
especially with the UW scheme. Differences between the conclusions from the Taylor diagram and DISO values are not substantial, nevertheless, it is advantageous to use both for the complete evaluation of results. On the basis of the results, DISO index can serve as a useful additional tool for the evaluation of climate simulations.

4 | CONCLUSIONS

This study aimed to evaluate RegCM4.5 simulations to determine whether they can be reliably used to further projection studies over the Carpathian region. The horizontal resolution of all the model experiments is 10 km, and decade-long (1981–1990) simulations have been conducted and analysed. RegCM4.5 includes the possible use of a non-hydrostatic dynamical core and an additional new microphysics scheme (NogTom). We also applied a modified version of the earlier large-scale precipitation scheme, which seemed to be more appropriate for this region (Torma et al., 2011); furthermore, we used two PBL schemes. The simulations were driven by ERA-Interim data for initial and boundary conditions. During validation we compared temperature, global radiation, cloud cover and precipitation with CarpatClim.

The seasonal mean climatological patterns of temperature are captured quite well by all model configurations and exhibit the spatial characteristics of CarpatClim. The H_SUB4.3_UW clearly improves the results, especially in summer, where the other simulations overestimate the
mean temperature by 3°C. More specifically, the UW scheme is characterized by a cooling effect due to the reduction of the eddy heat diffusivity in the lower troposphere, which occurs in this scheme.

For global radiation, not only the UW-PBL but also the modifications of SUBEX scheme result in the best reproduction of reference values. Although the UW scheme causes underestimation in winter, it reduces the bias over all regions better than the modified SUBEX scheme. This can be confirmed by the findings of Pieczka et al. (2019), namely, the UW scheme underestimates PBL height over the domain compared to the ERA-Interim, while the Holtslag scheme causes overestimation. In general, the overestimation occurs over the mountainous area, which is partially connected to the problem of the very few stations that perform actual global radiation measurements, and to the fact that this climatic element was computed from sunshine duration.

Most simulations overestimate cloud cover over the Carpathians in winter, while negative biases appear during summer. These negative biases clearly correlate to the overestimation of global radiation. Over lowland, negative biases are found in winter, which can be related to the fact that the model runs mostly ignore the foggy conditions obtained with the Holtslag scheme, and low level clouds are not treated properly.

In winter, all simulations overestimate precipitation, especially in the mountainous areas, and mostly the simulations that use a non-hydrostatic core. It can be concluded that the similarity between the NH_NogTom and NH_NogTom_NC in winter occurs because the convective parameterisation generally does not activate in winter in the target area, and thus, its effect remains negligible. Furthermore, the NH_NogTom_NC underestimates the summer precipitation over lowland, and a clear overestimation can be seen over mountains.

The main findings and conclusions can be summarized as follows:

1. The NogTom scheme improves the results over the Carpathian region compared to the SUBEX scheme, but this scheme is still worse than the SUB4.3 scheme.
2. The application of the SUB4.3 scheme decreases precipitation and cloud bias over all subregions.
3. The UW scheme reduces warm bias, despite causing a drier climate in summer.
4. The application of the SUB4.3 and UW schemes generally gives the best results in all climatic elements.
5. The role of the non-hydrostatic core can be clearly recognized for precipitation, particularly over the Carpathians.

6. Our validation results show that the overall best performance is achieved with H_SUB4.3_UW simulation for the Carpathian region.

In the light of the results, substantial effort is needed in the future, including a more extensive analysis of simulations (with the detailed evaluation of extreme events besides mean climatology), the implementation and testing of new physical processes in models, and more numerical experiments (with another land-surface model, with new convective schemes), to better understand and further improve climate models. Thus, the optimal model setup will be determined for the Carpathian region, which will be used for century-long simulations to assist the impact studies and decisions makers in developing mitigation and adaptation strategies on regional scale.
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