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Abstract

This study examines multilevel channel polarization for a certain class of erasure channels that the input alphabet size is an arbitrary composite number. We derive asymptotic proportions of partially noiseless channels for such a class. The results of this study are proved by an argument of convergent sequences, inspired by Alsan and Telatar’s simple proof of polarization [1], and without martingale convergence theorems for polarization process.

I. INTRODUCTION

Arıkan [2] proposed binary polar codes as a class of provable symmetric capacity achieving codes with deterministic constructions and low encoding/decoding complexity for binary-input discrete memoryless channels (DMCs).

In non-binary polar codes, there are two types of channel polarization: strong polarization [3], [10] and multilevel polarization [4]–[8]. Strong polarization asymptotically makes similar extremal channels to binary cases, i.e., either noiseless or pure noisy. On the other hand, multilevel polarization allows to converse several types of partially noiseless channels. It was independently shown in [3]–[8], [10] that both strong and multilevel channel polarization can achieve the symmetric capacity by showing rate of polarization for the Bhattacharyya parameters. Although the asymptotic distributions of strong polarization are fully and simply characterized by the symmetric capacity, the asymptotic distribution of multilevel channel polarization is, however, still an open problem.

Recently, the authors [9] proposed a certain class of erasure channels together with the recursive formulas of the polar transforms for such a class. In addition, we [9] also clarified the asymptotic distribution of multilevel channel polarization for such a class when the input alphabet size $q$ is a prime power. In this paper, we examine further the asymptotic distribution for general composite numbers $q$.
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II. Preliminaries

A. Basic Notations of DMCs and Polar Transforms

In this study, discrete memoryless channels are given as follows: The input alphabet of a DMC is denoted by a finite set $X$ having two or more elements; and the output alphabet of a DMC is denoted by a nonempty and countable set $Y$. The transition probability of a DMC from an input symbol $x \in X$ to an output symbol $y \in Y$ is denoted by $W(y \mid x)$. Let $W : X \to Y$, or simply $W$, be a shorthand for such a DMC. We shall denote by $q = |X|$ the input alphabet size of a DMC $W$, where $|\cdot|$ denotes the cardinality of a finite set. The symmetric capacity of a DMC $W$ is given by

$$I(W) := \sum_{y \in Y} \sum_{x \in X} \frac{1}{q} W(y \mid x) \log \frac{W(y \mid x)}{\sum_{x' \in X} (1/q) W(y \mid x')},$$

where the base of logarithms is $q$.

We now introduce non-binary polar transforms with a quasigroup operation$^1$ $*$ on the input alphabet $X$. For a given DMC $W : X \to Y$, the polar transform makes two synthetic channels$^2$: a worse channel $W^- : X \to Y^2$ defined by

$$W^-(y_1, y_2 \mid u_1) := \sum_{u_2 \in X} \frac{1}{q} W(y_1 \mid u_1 * u_2) W(y_2 \mid u_2);$$

and a better channel $W^+ : X \to Y^2 \times X$ defined by

$$W^+(y_1, y_2, u_1 \mid u_2) := \frac{1}{q} W(y_1 \mid u_1 * u_2) W(y_2 \mid u_2).$$

After the $n$-step polar transforms, $n \in \mathbb{N}$, the synthetic channel $W^s : X \to Y^{2^n} \times X^{w(s)}$ is created by

$$W^s := (\cdots (W^n) \cdots)$$

for each $s = s_1 s_2 \cdots s_n \in \{-, +\}^n$, where the function$^3$ $w : \{-, +\}^* \to \mathbb{N}_0$ is recursively defined by$^4$

$$w(s_1, \ldots, s_n) := \begin{cases} 2 w(s_1, \ldots, s_{n-1}) & \text{if } n \geq 1 \text{ and } s_n = -, \\ 2 w(s_1, \ldots, s_{n-1}) + 1 & \text{if } n \geq 1 \text{ and } s_n = +, \\ 0 & \text{otherwise,} \end{cases}$$

and $\{-, +\}^* := \{\epsilon, -, +, --, -,++, +, ++, +++, \ldots\}$ denotes the set of $\{-, +\}$-valued finite-length sequences containing the empty sequence $\epsilon$. Namely, the output alphabet size $|Y^{2^n} \times X^{w(s)}|$ of the synthetic channel $W^s$ grows double-exponentially as the number $n$ of polar transforms increases. Difficulties of constructing and analyzing polar codes are due to this issue.

---

1 A quasigroup is the pair $(Q, *)$ of a nonempty set $Q$ and a closed binary operation $*$ on $Q$ satisfying the divisibility: for any $a, b \in Q$, there exist unique $c, d \in Q$ such that $a = b * c$ and $a = d * b$.

2 The terms worse and better come from the inequalities $I(W^-) \leq I(W) \leq I(W^+)$ under arbitrary quasigroup operation $*$ (cf. [6]).

3 The set $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$ consists of all nonnegative integers.

4 For example, $w(+, -) = 2 w(+, -) + 1 = 2 \cdot 2 w(+, +) + 1 = 2 \cdot 2 \cdot 1 + 1 = 5$. As $w(\cdot)$ seems binary expansions by replacing $(-, +)$ with $(0, 1)$, the map $w : \{-, +\}^n \to \{0, 1, \ldots, 2^n - 1\}$ is bijective.
B. Strong Polarization

When the input alphabet size \( q \) is a prime number, Şaşoğlu et al. [11] showed that for any \( q \)-ary input DMC \( W : \mathcal{X} \to \mathcal{Y} \) and any fixed \( \delta \in (0, 1) \), the two equalities

\[
\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid I(W^s) > 1 - \delta \right\} \right| = I(W), \tag{6}
\]

\[
\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid I(W^s) < \delta \right\} \right| = 1 - I(W) \tag{7}
\]

holds under the polar transforms (2) and (3) in which \((\mathcal{X}, \ast)\) forms a cyclic group \((\mathbb{Z}/q\mathbb{Z}, +)\). The left-hand sides of (6) and (7) are the limiting proportions of almost noiseless and almost useless synthetic channels, respectively. Moreover, Equations (6) and (7) imply that the limiting proportion of intermediate synthetic channels is zero, i.e.,

\[
\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq I(W^s) \leq 1 - \delta \right\} \right| = 0 \tag{8}
\]

for every fixed \( \delta > 0 \). In this paper, we call phenomena of (8) are the strong polarization. Moreover, for any \( q \geq 2 \) which is not only a prime number but also a composite number, Şaşoğlu [10] showed a sufficient condition of the strong polarization (8) for quasigroup operations\(^5\) \( \ast \) used in the polar transforms (2) and (3). Furthermore, Mori and Tanaka\(^6\) [3] considered the polar transforms (2) and (3) with quasigroup operation \( \ast \) defined by field operations of \( \mathbb{F}_q \), and they showed the necessary and sufficient condition of the strong polarization (8) under such an operation.

As shown in (6) and (7), the asymptotic distributions of noiseless (6) and useless channels (7), respectively, can be always and exactly characterized by only the symmetric capacity \( I(W) \) for every DMC \( W \).\(^7\)

C. Multilevel Polarization

Besides Section II-B, when the input alphabet size \( q \) is a composite number, there are quasigroups \((\mathcal{X}, \ast)\) employed in the polar transforms (2) and (3) such that the strong polarization (8) does not hold in general (cf. [10, Example 1]). That is, there is a \( q \)-ary input DMC \( W \) such that the limiting proportion of intermediate synthetic channels \( W^s \) is positive:

\[
\liminf_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq I(W^s) \leq 1 - \delta \right\} \right| > 0 \tag{9}
\]

for some \( \delta > 0 \). In that cases, another type of polarization called multilevel polarization\(^8\) has been examined by some researchers. The notion of multilevel polarization is introduced later in this subsection. When \( q \) is a power of two, Park and Barg [7] established the multilevel polarization theorem under the polar transforms with cyclic

\(^5\)Şaşoğlu said such a quasigroup operation to be polarizing.

\(^6\)Note that Mori and Tanaka showed the necessary and sufficient condition of the strong polarization (8) for more general polar transforms with \( l \times l \) kernel, \( l \geq 2 \), over the finite field \( \mathbb{F}_q \). When \( l = 2 \), their condition can be reduced to that if an operation \( \ast \) is defined by \( a \ast b = a + \gamma \cdot b \) under the field operations with \( \gamma \in \mathbb{F}_q^\times \), then the strong polarization (8) holds for every \( q \)-ary input DMC if and only if \( \gamma \) is a primitive element of \( \mathbb{F}_q \).

\(^7\)This fact comes from the conservation property \([I(W^*) + I(W^+)])/2 = I(W)\) under an arbitrary quasigroup operation \( \ast \) (cf. [6]). Note that in [4], [5], allowing more weaker postulates of a closed binary operation \( \ast \) than quasigroups, Nasser showed that the conservation property holds for every \( q \)-ary input DMC if and only if the map \((a, b) \mapsto (a \ast b, b)\) is bijective. Such a postulate was said to be uniformly preserving.

\(^8\)The strong polarization is a special case of the multilevel polarization; hence the former is said to be strong in this paper.
group \((\mathbb{Z}/q\mathbb{Z}, +)\). Independent of [7], when \(q\) is a prime power, Sahebi and Pradhan [8] examined the multilevel polarization theorem to arbitrary composite numbers \(q\) under the polar transforms with arbitrary finite abelian group \((X, +)\). Nasser and Telatar [6] established the multilevel polarization theorem under the polar transforms with arbitrary quasigroup \((X, \ast)\). Nasser clarified further the necessary and sufficient condition of multilevel polarization for algebraic structures \((X, \ast)\) allowing more weaker postulates than quasigroups.

In the context of multilevel polarization, the limiting proportion of intermediate synthetic channels is allowed to be positive, as shown in (9). Then, notions of partially noiseless channels are required to achieve the symmetric capacity for arbitrary input DMCs. Such notions are, however, independently introduced by several authors [4]–[8] as different types. In particular, descriptions of multilevel polarization are slightly complicated if \((X, \ast)\) is a quasigroup [4]–[6].

As a simple instance of them, following [6, Section VI], we now introduce a notion of multilevel polarization under the polar transforms with group \(X\) briefly as follows: Let \(N \trianglelefteq G\) be a shorthand for a normal subgroup \(N\) of a group \(G\). For a DMC \(W : X \to Y\) and a normal subgroup \(N \trianglelefteq X\), the homomorphism channel \(W[N] : X/N \to Y\) is defined by

\[
W[N](y | aN) := \frac{1}{|N|} \sum_{x \in aN} W(y | x),
\]

where the quotient group of \(G\) by \(N \trianglelefteq G\) is denoted by \(G/N\). Then, Nasser and Telatar [6, Theorem 6] showed that

\[
\sum_{N \trianglelefteq X} \lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid I(W^s) - \log |X : N| < \delta \right\} \right| = 1
\]

for every fixed \(\delta > 0\), where \([G : N] = |G/N|\) denotes the index of a subgroup \(N\) in a group \(G\).

We now consider each term of the summation of (11). It is clear that the left-hand sides of (6) and (7) coincide with the terms of the summation with trivial normal subgroups \(N = X\) and \(N = \{e\}\), respectively, where \(e \in X\) is the identity element. Thus, the strong polarization (8) is a special case of multilevel polarization (11). Moreover, other terms of the summation are the limiting proportions of partially noiseless synthetic channels \(W^s\), because the condition

\[
\left| I(W^s[N]) - \log |X : N| \right| < \delta
\]

implies an almost noiseless homomorphism channel \(W^s[N]\) for \(\delta\) sufficiently small. Together with (12), note that the condition

\[
\left| I(W^s) - \log |X : N| \right| < \delta
\]

implies that the almost noiseless homomorphism channel \(W^s[N]\) has almost the same symmetric capacity as original one \(W^s\); this is a reason why polar codes can achieve the symmetric capacity with multilevel polarization.

Although the limiting proportions (6) and (7) are fully solved, each limiting proportion of partially noiseless synthetic channels, i.e., each term of the summation of (11), is still unknown in general. To refine the multilevel polarization theorem, this study investigates the limiting proportions of partially noiseless synthetic channels for a certain class of erasure channels. The next subsection introduces such a class.
D. A Generalized Erasure Channel

For two integers $a, b \geq 1$, let $a \mid b$ be a shorthand for $a$ divides $b$. We define a generalized erasure channel as follows:

Definition 1 ([9, Definition 2]10). Let $X = \mathbb{Z}/q\mathbb{Z}$ and $\mathcal{Y} = \bigcup_{d \mid q}(\mathbb{Z}/d\mathbb{Z})$. For a given probability vector $^{12}(\varepsilon_d)_{d \mid q}$, the erasure channel $V : X \rightarrow \mathcal{Y}$ is defined by

$$V(y \mid x) := \begin{cases} \varepsilon_d & \text{if } y = \varphi_d(x) \text{ for some } d \mid q, \\ 0 & \text{otherwise}, \end{cases} \quad (14)$$

where $\varphi_d : \mathbb{Z}/q\mathbb{Z} \rightarrow \mathbb{Z}/d\mathbb{Z}$ is a surjective ring homomorphism given by $\varphi_d : x \mapsto (x + d\mathbb{Z})$ for each $d \mid q$.

For a probability vector $(\varepsilon_d)_{d \mid q}$ and a sequence $s = s_1s_2 \cdots s_n \in \{-, +\}^n$, we define the vector $(\varepsilon_d^s)_{d \mid q}$ as

$$\varepsilon_d^s := \begin{cases} \sum_{d \mid q; \gcd(d_1, d_2) = d} \varepsilon_{d_1}^{s_1s_2\cdots s_{n-1}} \varepsilon_{d_2}^{s_1s_2\cdots s_{n-1}} & \text{if } s_n = -, \\ \sum_{d \mid q; \text{lcm}(d_1, d_2) = d} \varepsilon_{d_1}^{s_1s_2\cdots s_{n-1}} \varepsilon_{d_2}^{s_1s_2\cdots s_{n-1}} & \text{if } s_n = + \end{cases}$$

for each $d \mid q$ recursively. It can be verified by induction that the vector $(\varepsilon_d^s)_{d \mid q}$ is also a probability vector. So far, the polar transforms of (2) and (3) with quasigroup $(X, \ast)$ were discussed. Henceforth, we consider the quasigroup operation $\ast$ defined by operations of the integer residue class ring $X = \mathbb{Z}/q\mathbb{Z}$ as follows: We define the quasigroup operation $a \ast b := a + \gamma \cdot b$ for $a, b \in X$ with a fixed unit $\gamma$ belonging to the ring $X$. Under polar transforms with this quasigroup operation, the following theorem holds.

Theorem 1 ([9, Theorem 1]). For an initial erasure channel $V : X \rightarrow \mathcal{Y}$ with probability vector $(\varepsilon_d)_{d \mid q}$ and a sequence $s \in \{-, +\}^n$, the synthetic channel $V^s$ is equivalent13 to the erasure channel with probability vector $(\varepsilon_d^s)_{d \mid q}$ given in (15).

Note that [9, Theorem 1] is stated only for one-step polar transform; and it can be directly extended to $n$-step polar transforms as shown in Theorem 1 by induction. Note that for any DMC $W$ and any sequence $s \in \{-, +\}^n$ of length $n$, the output alphabet size of a synthetic channel $W^s$ grows double-exponentially as $n$ increases (cf. Section II-A). This is a main issue of computational complexities for analyzing and constructing polar codes. Fortunately, Theorem 1 enables us to analyze the synthetic channel $V^s$ by only calculating $(\varepsilon_d^s)_{d \mid q}$ with the recursive formula (15). Thus, the erasure channel $V$ is proposed in [9] to be a toy model of multilevel polarization.

In [9, Theorem 2], the asymptotic distribution of multilevel channel polarization of $V$ was characterized by its initial vector $(\varepsilon_d)_{d \mid q}$ when $q$ is a prime power, i.e., in the case of $q = p^r$ for some prime number $p$ and some

---

10Note that Definition 1 is slightly different to [9, Definition 2]; and these are essentially equivalent under relabeling of the input alphabets.

11Note that $\bigcup_{d \mid q}(\mathbb{Z}/d\mathbb{Z})$ is defined to be a set but not an algebraic structure; and it is assumed that $(\mathbb{Z}/n_1\mathbb{Z}) \cap (\mathbb{Z}/n_2\mathbb{Z}) = \emptyset$ if $n_1 \neq n_2$. Namely, we consider $\bigcup_{d \mid q}(\mathbb{Z}/d\mathbb{Z})$ as a disjoint union or a direct sum.

12A vector $(a_i)_I$ is called a probability vector if $a_i \geq 0$ and $\sum_I a_i = 1$.

13The equivalence relation is introduced in [9].
with an initial probability vector \((\varepsilon_d)_{d|q}\). Henceforth, assume that the input alphabet size \(q\) can be factorized by \(d = p_1^{t_1} p_2^{t_2} \cdots p_m^{t_m}\). If a positive integer \(d\) can be factorized by \(d = p_1^{\lambda_1} p_2^{\lambda_2} \cdots p_m^{\lambda_m}\), then we write it as \(d = \langle t \rangle\) for short, where \(t = (t_1, t_2, \ldots, t_m)\). Namely, defining a partial order \(t \leq u\) between two \(m\)-tuples \(t\) and \(u\) by \(t_i \leq u_i\) for every \(i = 1, 2, \ldots, m\), we observe that \(d\) divides \(q\) if and only if \(0 \leq t \leq r\) for \(d = \langle t \rangle\) and \(q = \langle r \rangle\), where \(0 = (0, \ldots, 0)\). The key idea of our proofs is that for each integers \(i\) and \(j\) satisfying \(1 \leq i < j \leq m\), we combine the probability masses \((e_s^d)_{d|q}\) into the following four masses:

\[
\theta_{i,j}^d(a, b) := \sum_{\begin{subarray}{c} t \vdots \langle d \rangle, \\ t_i \geq a, t_j \geq b \end{subarray}} e_s^d, \tag{16}
\]

\[
\lambda_{i,j}^d(a, b) := \sum_{\begin{subarray}{c} t \vdots \langle d \rangle, \\ t_i \geq a, t_j < b \end{subarray}} e_s^d, \tag{17}
\]

\[
\rho_{i,j}^d(a, b) := \sum_{\begin{subarray}{c} t \vdots \langle d \rangle, \\ t_i < a, t_j \geq b \end{subarray}} e_s^d, \tag{18}
\]

\[
\beta_{i,j}^d(a, b) := \sum_{\begin{subarray}{c} t \vdots \langle d \rangle, \\ t_i < a, t_j < b \end{subarray}} e_s^d, \tag{19}
\]

for each integers \(a, b \geq 1\), and each sequence \(s \in \{\,-, +\}^*\), where \((e_s^d)_{d|q} = (e_s^d)_{d|q}\) is recursively defined in (15) with an initial probability vector \((\varepsilon_d)_{d|q}\). If the sequence \(s\) is empty, then we omit the superscripts \(s\) as \(\theta_{i,j}(a, b)\), \(\lambda_{i,j}(a, b)\), \(\rho_{i,j}(a, b)\), and \(\beta_{i,j}(a, b)\). Note that

\[
\theta_{i,j}^d(a, b) + \lambda_{i,j}^d(a, b) + \rho_{i,j}^d(a, b) + \beta_{i,j}^d(a, b) = \sum_{d|q} e_s^d = 1 \tag{20}
\]

for each \(1 \leq i < j \leq m\), each \(a, b \geq 1\), and each \(s \in \{\,-, +\}^*\). We now give formulas for (16)–(19) under the recursive formula (15) as follows:

**Lemma 1.** For any \(s \in \{\,-, +\}^*\), \(1 \leq i < j \leq m\), and \(a, b \geq 1\), it holds that

\[
\theta_{i,j}^d(a, b) = \theta_{i,j}(a, b)^2, \tag{21}
\]

\[
\theta_{i,j}^d(a, b) = \theta_{i,j}(a, b) \left[2 - \theta_{i,j}(a, b)\right] + 2 \lambda_{i,j}(a, b) \rho_{i,j}(a, b), \tag{22}
\]

\[
\lambda_{i,j}^d(a, b) = \lambda_{i,j}(a, b) \left[\lambda_{i,j}(a, b) + 2 \theta_{i,j}(a, b)\right], \tag{23}
\]

\[
\lambda_{i,j}^d(a, b) = \lambda_{i,j}(a, b) \left[\lambda_{i,j}(a, b) + 2 \theta_{i,j}(a, b)\right], \tag{24}
\]

\[
\rho_{i,j}^d(a, b) = \rho_{i,j}(a, b) \left[\rho_{i,j}(a, b) + 2 \theta_{i,j}(a, b)\right], \tag{25}
\]

\[\]14 Even if \(q\) has only one prime factors \(q = p_1^{t_1}\), in this study, we write \(q = p_1^{t_1} p_2^{t_2} \cdots p_m^{t_m}\) for some \(m \geq 2\) by setting \(r_2 = \cdots = r_m = 0\).
\[ \rho_{i,j}^{x+}(a, b) = \rho_{i,j}^x(a, b) \left[ \rho_{i,j}^x(a, b) + 2 \beta_{i,j}^x(a, b) \right], \]
\[ \beta_{i,j}^{x+}(a, b) = \beta_{i,j}^x(a, b) \left[ 2 - \beta_{i,j}^x(a, b) \right] + 2 \lambda_{i,j}^x(a, b) \rho_{i,j}^x(a, b), \]
\[ \beta_{i,j}^{x+}(a, b) = \beta_{i,j}^x(a, b)^2. \]

**Proof of Lemma 1:** By symmetry, it suffices to prove only for the minus transforms. Fix a sequence \( s \in \{-, +\}^*, \) indices \( 1 \leq i < j \leq m, \) and integers \( a, b \geq 1 \) arbitrarily. A direct calculation shows

\[ \varepsilon_s^{x-}(t) \equiv \sum_{d_1, d_2 | q: \gcd(d_1, d_2) = (t)} \varepsilon_s^t \varepsilon_s^{d_1} \varepsilon_s^{d_2} \]

\[ = \sum_{u \neq u \leq v \neq v \leq s} \varepsilon_s^t \varepsilon_s^v \prod_{k=1}^{m} \left[ \mathbb{I}[t_k = \min\{u_k, v_k\}] \right] \]

\[ = \sum_{u \neq u \leq v \neq v \leq s} \varepsilon_s^t \varepsilon_s^v \prod_{k=1}^{m} \left( \mathbb{I}[t_k = u_k] + \mathbb{I}[t_k = v_k] - \mathbb{I}[t_k = u_k] \mathbb{I}[t_k = v_k] \right) \]

\[ = \sum_{b \in \{0, 1\}^m \neq u \neq u \leq v \neq v \leq s} \varepsilon_s^t \varepsilon_s^{(w_0)} \varepsilon_s^{(w_1)} \prod_{k=1}^{m} \left( \mathbb{I}[t_k = u_k] \mathbb{I}[b_k = 0] + \mathbb{I}[t_k = v_k] \mathbb{I}[b_k = 1] \right) \]

for every \( 0 \leq t \leq r, \) where \( u = (u_1, \ldots, u_m), \) \( v = (v_1, \ldots, v_m), \) and \( b = (b_1, \ldots, b_m); \) the indicator function is denoted by

\[ \mathbb{I}[P] := \begin{cases} 1 & \text{if } P \text{ is true,} \\ 0 & \text{if } P \text{ is false;} \end{cases} \]

and both \( w^{(0)} = (w_1^{(0)}, \ldots, w_m^{(0)}) \) and \( w^{(1)} = (w_1^{(1)}, \ldots, w_m^{(1)}) \) are defined as functions of \((t, u, b)\) so that

\[ w_k^{(0)} = \begin{cases} t_k & \text{if } b_k = 0, \\ u_k & \text{if } b_k = 1, \end{cases} \]

\[ w_k^{(1)} = \begin{cases} u_k & \text{if } b_k = 0, \\ t_k & \text{if } b_k = 1, \end{cases} \]

respectively, for each \( k = 1, 2, \ldots, m. \) Letting an \( m\)-tuple \( c = (c_1, \ldots, c_m) \) by

\[ c_k = \begin{cases} a & \text{if } k = i, \\ b & \text{if } k = j, \\ 0 & \text{otherwise} \end{cases} \]
Similarly, we have

\[ \theta_{i,j}^k(a, b) = \sum_{t \in S, \, b \in (0, 1)^m, \, \omega \in S} \epsilon^s_{(\omega^{(0)})} \epsilon^s_{(\omega^{(1)})} \prod_{k=1}^m \left( \mathbb{I}[t_k \leq u_k] \mathbb{I}[b_k = 0] + \mathbb{I}[t_k < u_k] \mathbb{I}[b_k = 1] \right) \]

\[ = \sum_{t \in S, \, b \in (0, 1)^m, \, \omega \in S} \epsilon^s_{(\omega^{(0)})} \epsilon^s_{(\omega^{(1)})} \prod_{k=1}^m \left( \mathbb{I}[t_k \leq u_k] \mathbb{I}[b_k = 0] + \mathbb{I}[c_k \leq u_k \wedge b_k = 0] \mathbb{I}[b_k = 1] \right) \]

\[ = \sum_{t \in S, \, b \in (0, 1)^m, \, \omega \in S} \epsilon^s_{(\omega^{(0)})} \epsilon^s_{(\omega^{(1)})} \prod_{k=1}^m \left( \mathbb{I}[t_k \leq u_k] \mathbb{I}[c_k \leq u_k] \mathbb{I}[b_k = 1] \right) \]

\[ = \sum_{t \in S, \, b \in (0, 1)^m, \, \omega \in S} \epsilon^s_{(\omega^{(0)})} \epsilon^s_{(\omega^{(1)})} \prod_{k=1}^m \mathbb{I}[c_k \leq u_k] \]

\[ = \left( \sum_{t \in S} \epsilon^s_{(\omega^{(i)})} \right)^2 \]

\[ = \theta_{i,j}^e(a, b)^2. \]
where the factor 2 in (a) comes from the fact that \( t_j < b \) and \( u_j \geq b \) imply \( \mathbb{I}[t_j < u_j] = 1 \). Since \( \lambda^s_{i,j}(a, b) = \rho^s_{i,j}(b, a) \), we readily see from (35) that

\[
\rho^s_{i,j}(a, b) = \rho^s_{i,j}(a, b) + 2 \rho^s_{i,j}(a, b) \theta^s_{i,j}(a, b).
\]

Finally, as \( \theta^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) + \beta^s_{i,j}(a, b) = 1 \), it follows from (34)–(36) that

\[
\beta^s_{i,j}(a, b) = 1 - \theta^s_{i,j}(a, b) - \lambda^s_{i,j}(a, b) - \rho^s_{i,j}(a, b)
\]

\[
= 1 - \theta^s_{i,j}(a, b) - \lambda^s_{i,j}(a, b) - 2 \lambda^s_{i,j}(a, b)\theta^s_{i,j}(a, b) - \left[ \rho^s_{i,j}(a, b)^2 + 2 \rho^s_{i,j}(a, b) \theta^s_{i,j}(a, b) \right]
\]

\[
= 1 - \theta^s_{i,j}(a, b) - \lambda^s_{i,j}(a, b) - 2 \theta^s_{i,j}(a, b) \left[ \lambda^s_{i,j}(a, b) + \rho^s_{i,j}(a, b) \right] + 2 \lambda^s_{i,j}(a, b) \rho^s_{i,j}(a, b)
\]

\[
= 1 - \left[ \theta^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) + \rho^s_{i,j}(a, b) \right] \left[ 1 - \theta^s_{i,j}(a, b) - \lambda^s_{i,j}(a, b) - \rho^s_{i,j}(a, b) \right] + 2 \lambda^s_{i,j}(a, b) \rho^s_{i,j}(a, b)
\]

\[
= \beta^s_{i,j}(a, b) \left[ 1 + \theta^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) + \rho^s_{i,j}(a, b) \right] + 2 \lambda^s_{i,j}(a, b) \rho^s_{i,j}(a, b).
\]

This completes the proof of Lemma 1.

Lemma 1 can characterize the average value of (16)–(19) over one-step polar transform, as shown in the following lemma.

**Lemma 2.** For any \( s \in \{-, +\}^s \), \( 1 \leq i < j \leq m \), and \( a, b \geq 1 \), it holds that

\[
\frac{1}{2} \left[ \theta^s_{i,j}(a, b) + \theta^s_{i,j}(a, b) \right] = \theta^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) \rho^s_{i,j}(a, b),
\]

(38)

\[
\frac{1}{2} \left[ \lambda^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) \right] = \lambda^s_{i,j}(a, b) \left[ 1 - \rho^s_{i,j}(a, b) \right],
\]

(39)

\[
\frac{1}{2} \left[ \rho^s_{i,j}(a, b) + \rho^s_{i,j}(a, b) \right] = \rho^s_{i,j}(a, b) \left[ 1 - \lambda^s_{i,j}(a, b) \right],
\]

(40)

\[
\frac{1}{2} \left[ \beta^s_{i,j}(a, b) + \beta^s_{i,j}(a, b) \right] = \beta^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) \rho^s_{i,j}(a, b).
\]

(41)

**Proof of Lemma 2:** Lemma 2 straightforwardly follows from Lemma 1.
The idea of Lemma 2 comes from the conservation property \([I(W^-) + I(W^+)]/2 = I(W)\); and note that in general, these quantities are not conserved on the polar transform. In fact, Lemma 2 looks like sub or super-martingales with inequalities

\[
\frac{1}{2} \left[ \theta_{ij}^+(a, b) + \theta_{ij}^-(a, b) \right] \geq \theta_{ij}^*(a, b),
\]

\[
\frac{1}{2} \left[ \lambda_{ij}^-(a, b) + \lambda_{ij}^+(a, b) \right] \leq \lambda_{ij}^*(a, b),
\]

\[
\frac{1}{2} \left[ \rho_{ij}^- + \rho_{ij}^+ \right] \leq \rho_{ij}^*(a, b),
\]

\[
\frac{1}{2} \left[ \beta_{ij}^- + \beta_{ij}^+ \right] \leq \beta_{ij}^*(a, b)
\]

when the sequence \(s \in \{-, +\}^n\) seems a uniformly distributed Bernoulli process, i.e., when \(V^s\) is discussed as a polarization process.

The following lemma is a nice property between \(\lambda_{ij}^s(a, b)\) and \(\rho_{ij}^s(a, b)\); it shows that the inequality between \(\lambda_{ij}^s(a, b)\) and \(\rho_{ij}^s(a, b)\) is invariant under any polar transforms \(s \in \{-, +\}^*\).

**Lemma 3.** For each \(1 \leq i < j \leq m\) and \(a, b \geq 1\), it holds that \(\lambda_{ij}^s(a, b) \leq \rho_{ij}^s(a, b)\) for every \(s \in \{-, +\}^*\) if and only if \(\lambda_{ij}(a, b) \leq \rho_{ij}(a, b)\).

**Proof of Lemma 3:** Let \(1 \leq i < j \leq m\) and \(a, b \geq 1\) be given. By the symmetry \(\lambda_{ij}^s(a, b) = \rho_{ij}^s(b, a)\), it suffices to prove the “if part”. We prove the lemma by induction. If the sequence \(s\) is empty, then the lemma is obvious. Hence, it suffices to show that if \(\lambda_{ij}^s(a, b) \leq \rho_{ij}^s(a, b)\), then both \(\lambda_{ij}^\ast(a, b) \leq \rho_{ij}^\ast(a, b)\) and \(\lambda_{ij}^s(a, b) \leq \rho_{ij}^s(a, b)\) hold. It follows from Lemma 1 that

\[
\lambda_{ij}^\ast(a, b) = \lambda_{ij}^s(a, b) \left( \lambda_{ij}^s(a, b) + 2 \theta_{ij}^s(a, b) \right)
\]

\[
\leq \rho_{ij}^s(a, b) \left( \rho_{ij}^s(a, b) + 2 \theta_{ij}^s(a, b) \right) = \rho_{ij}^\ast(a, b),
\]

(46)

where (a) follows by the hypothesis \(\lambda_{ij}^s(a, b) \leq \rho_{ij}^s(a, b)\). Similar to (46), we also have

\[
\lambda_{ij}^\ast(a, b) = \lambda_{ij}^\ast(a, b) \left( \lambda_{ij}^\ast(a, b) + 2 \beta_{ij}^\ast(a, b) \right)
\]

\[
\leq \rho_{ij}^\ast(a, b) \left( \rho_{ij}^\ast(a, b) + 2 \beta_{ij}^\ast(a, b) \right) = \rho_{ij}^\ast(a, b),
\]

(47)

\(\lambda_{ij}^\ast(a, b) \leq \rho_{ij}^\ast(a, b)\). This completes the proof of Lemma 3.

Lemma 3 also follows from Lemma 1 by induction. We now define the average value of (16)–(19) as follows:

\[
\mu_{ij}^{[\theta]}(a, b) := \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \theta_{ij}^s(a, b),
\]

(48)

\[
\mu_{ij}^{[\lambda]}(a, b) := \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \lambda_{ij}^s(a, b),
\]

(49)

\[
\mu_{ij}^{[\rho]}(a, b) := \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \rho_{ij}^s(a, b),
\]

(50)
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\[
\mu^{(n)}_{i,j} [\beta](a, b) := \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \beta^s_{i,j}(a, b). \tag{51}
\]

For convenience, when \( n = 0 \), we write \( \mu^{(0)}_{i,j}[\theta](a, b) := \theta_{i,j}(a, b), \mu^{(0)}_{i,j}[\lambda](a, b) := \lambda_{i,j}(a, b), \mu^{(0)}_{i,j}[\rho](a, b) := \rho_{i,j}(a, b), \)
and \( \mu^{(0)}_{i,j}[\beta](a, b) := \beta_{i,j}(a, b) \). Then, the following lemma holds.

**Lemma 4.** For any \( n \geq 0 \), \( 1 \leq i < j \leq m \), and \( a, b \geq 1 \), it holds that

\[
\begin{align*}
\mu^{(n)}_{i,j} [\lambda](a, b) - \mu^{(n)}_{i,j} [\rho](a, b) &= \lambda_{i,j}(a, b) - \rho_{i,j}(a, b), \tag{52} \\
\mu^{(n)}_{i,j} [\theta](a, b) + \mu^{(n)}_{i,j} [\lambda](a, b) &= \theta_{i,j}(a, b) + \lambda_{i,j}(a, b) + \rho_{i,j}(a, b), \tag{53} \\
\mu^{(n)}_{i,j} [\theta](a, b) + \mu^{(n)}_{i,j} [\rho](a, b) &= \theta_{i,j}(a, b) + \lambda_{i,j}(a, b) + \rho_{i,j}(a, b), \tag{54} \\
\mu^{(n)}_{i,j} [\beta](a, b) + \mu^{(n)}_{i,j} [\lambda](a, b) &= \beta_{i,j}(a, b) + \lambda_{i,j}(a, b) + \rho_{i,j}(a, b), \tag{55} \\
\mu^{(n)}_{i,j} [\beta](a, b) + \mu^{(n)}_{i,j} [\rho](a, b) &= \beta_{i,j}(a, b) + \lambda_{i,j}(a, b) + \rho_{i,j}(a, b). \tag{56}
\end{align*}
\]

**Proof of Lemma 4:** Let \( 1 \leq i < j \leq m \) and \( a, b \geq 1 \) be given. For each \( n \in \mathbb{N}_0 \), we have

\[
\begin{align*}
\mu^{(n+1)}_{i,j} [\lambda](a, b) - \mu^{(n+1)}_{i,j} [\rho](a, b) &= \frac{1}{2^{n+1}} \sum_{s \in \{-, +\}^n} \left( \lambda^s_{i,j}(a, b) + \lambda^s_{i,j}(a, b) \right) - \frac{1}{2^{n+1}} \sum_{s \in \{-, +\}^n} \left( \rho^s_{i,j}(a, b) + \rho^s_{i,j}(a, b) \right) \\
&= \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \lambda^s_{i,j}(a, b) \left[ 1 - \rho^s_{i,j}(a, b) \right] - \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \rho^s_{i,j}(a, b) \left[ 1 - \lambda^s_{i,j}(a, b) \right] \\
&= \mu^{(n)}_{i,j} [\lambda](a, b) - \mu^{(n)}_{i,j} [\rho](a, b), \tag{57}
\end{align*}
\]

where (a) follows by Lemma 2. This proves (52) by induction. The rest of equalities (53)–(56) can be similarly proved by Lemma 2, as in (57). This completes the proof of Lemma 4.

Lemma 4 implies that the left-hand sides of (52)–(56) has martingale-like properties with respect to a polarization process \( V^s \) when \( s \) seems a uniformly distributed Bernoulli process. On the other hand, the following lemma follows from (42)–(45).

**Lemma 5.** The four sequences \( (\mu^{(n)}_{i,j} [\theta](a, b))_{n=1}^\infty, \ (\mu^{(n)}_{i,j} [\lambda](a, b))_{n=1}^\infty, \ (\mu^{(n)}_{i,j} [\rho](a, b))_{n=1}^\infty, \) and \( (\mu^{(n)}_{i,j} [\beta](a, b))_{n=1}^\infty \) are convergent for each \( 1 \leq i < j \leq m \) and \( a, b \geq 1 \).

**Proof of Lemma 5:** Let \( 1 \leq i < j \leq m \) and \( a, b \geq 1 \) be given. It follows from (42)–(45) that

- the number \( \mu^{(n)}_{i,j} [\theta](a, b) \) is nondecreasing as \( n \) increases;
- the number \( \mu^{(n)}_{i,j} [\lambda](a, b) \) is nonincreasing as \( n \) increases;
- the number \( \mu^{(n)}_{i,j} [\rho](a, b) \) is nonincreasing as \( n \) increases; and
- the number \( \mu^{(n)}_{i,j} [\beta](a, b) \) is nondecreasing as \( n \) increases.
Therefore, since these numbers are bounded as
\[
0 \leq \mu_{i,j}^{(n)}[\theta](a, b) \leq 1, \\
0 \leq \mu_{i,j}^{(n)}[\lambda](a, b) \leq 1, \\
0 \leq \mu_{i,j}^{(n)}[\rho](a, b) \leq 1, \\
0 \leq \mu_{i,j}^{(n)}[\beta](a, b) \leq 1
\]
for every \( n \in \mathbb{N}_0 \), we obtain the claim of Lemma 5.

By Lemma 5, we can define the following limits:
\[
\mu_{i,j}^{(\infty)}[\theta](a, b) := \lim_{n \to \infty} \mu_{i,j}^{(n)}[\theta](a, b), \\
\mu_{i,j}^{(\infty)}[\lambda](a, b) := \lim_{n \to \infty} \mu_{i,j}^{(n)}[\lambda](a, b), \\
\mu_{i,j}^{(\infty)}[\rho](a, b) := \lim_{n \to \infty} \mu_{i,j}^{(n)}[\rho](a, b), \\
\mu_{i,j}^{(\infty)}[\beta](a, b) := \lim_{n \to \infty} \mu_{i,j}^{(n)}[\beta](a, b),
\]

The following theorem shows that these limits can be solved by the initial probability vector \((\varepsilon_d)_{d \in \mathcal{I}}\).

**Lemma 6.** For any \(1 \leq i < j \leq m\) and \(a, b \geq 1\), it holds that
\[
\mu_{i,j}^{(\infty)}[\theta](a, b) = \theta_{i,j}(a, b) + \min\{\lambda_{i,j}(a, b), \rho_{i,j}(a, b)\}, \\
\mu_{i,j}^{(\infty)}[\lambda](a, b) = |\lambda_{i,j}(a, b) - \rho_{i,j}(a, b)|^+, \\
\mu_{i,j}^{(\infty)}[\rho](a, b) = |\rho_{i,j}(a, b) - \lambda_{i,j}(a, b)|^+, \\
\mu_{i,j}^{(\infty)}[\beta](a, b) = \beta_{i,j}(a, b) + \min\{\lambda_{i,j}(a, b), \rho_{i,j}(a, b)\},
\]
where \(|c|^+ := \max\{0, c\}\) for \(c \in \mathbb{R}\).

**Proof of Lemma 6:** Let \(1 \leq i < j \leq m\) and \(a, b \geq 1\) be given. Since \(\lambda_{i,j}^*(a, b) = \rho_{j,i}^*(b, a)\), we may assume without loss of generality that \(\lambda_{i,j}(a, b) \leq \rho_{i,j}(a, b)\). A simple calculation yields
\[
\mu_{i,j}^{(n+1)}[\lambda](a, b) = \frac{1}{2^n} \sum_{s \in \{-\varepsilon, \varepsilon\}^n} \frac{1}{2}\left(\lambda_{i,j}^s(a, b) + \lambda_{i,j}^{\varepsilon s}(a, b)\right)
\]
\[
\overset{(a)}{=} \frac{1}{2^n} \sum_{s \in \{-\varepsilon, \varepsilon\}^n} \lambda_{i,j}^s(a, b)\left[1 - \rho_{i,j}^s(a, b)\right]
\]
\[
\overset{(b)}{=} \frac{1}{2^n} \sum_{s \in \{-\varepsilon, \varepsilon\}^n} \lambda_{i,j}^s(a, b)\left[1 - \lambda_{i,j}^s(a, b)\right]
\]
\[
\overset{(c)}{=} \mu_{i,j}^{(n)}[\lambda](a, b) - \gamma_{i,j}^{(n)}[\lambda](a, b),
\]
where (a) follows by Lemma 2, (b) follows by Lemma 3, and (c) follows by the definition of the second moment:
\[
\gamma_{i,j}^{(n)}[\lambda](a, b) := \frac{1}{2^n} \sum_{s \in \{-\varepsilon, \varepsilon\}^n} \lambda_{i,j}^s(a, b)^2.
\]
It follows from (70) that

$$0 \leq v_{i,j}^{(n)}[\lambda](a, b) \leq \mu_{i,j}^{(n)}[\lambda](a, b) - \mu_{i,j}^{(n+1)}[\lambda](a, b),$$

and the squeeze theorem shows that $v_{i,j}^{(n)}[\lambda](a, b) \to 0$ as $n \to \infty$ (cf. Lemma 5). On the other hand, we observe that

$$\mu_{i,j}^{(n)}[\lambda](a, b)^2 = \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \lambda_{i,j}^s(a, b)^2 \leq \frac{1}{2^mn} \sum_{s_1 \in \{-, +\}^n} \left( \lambda_{i,j}^{s_1}(a, b)^2 + \sum_{s_2 \in \{-, +\}^n: s_2 \neq s_1} \lambda_{i,j}^{s_2}(a, b) \lambda_{i,j}^{s_2}(a, b) \right) \leq \frac{1}{2^mn} \sum_{s_1 \in \{-, +\}^n} \left( \lambda_{i,j}^{s_1}(a, b)^2 + \sum_{s_2 \in \{-, +\}^n: \lambda_{i,j}^{s_2}(a, b) \geq \lambda_{i,j}^{s_1}(a, b)} \lambda_{i,j}^{s_2}(a, b)^2 \right) \leq \frac{1}{2^mn} \sum_{s_1 \in \{-, +\}^n} \left( \lambda_{i,j}^{s_1}(a, b)^2 + \sum_{s_2 \in \{-, +\}^n: \lambda_{i,j}^{s_2}(a, b) \geq \lambda_{i,j}^{s_1}(a, b)} \lambda_{i,j}^{s_2}(a, b)^2 + (2^n - 1) \lambda_{i,j}^{s_1}(a, b)^2 \right) = 2v_{i,j}^{(n)}[\lambda](a, b),$$

which implies that

$$0 \leq \mu_{i,j}^{(n)}[\lambda](a, b) \leq \sqrt{2}v_{i,j}^{(n)}[\lambda](a, b).$$

Note that the second inequality of (74) can be seen as a version of Hölder’s inequality. Then, it also follows by the squeeze theorem that $\mu_{i,j}^{(\infty)}[\lambda](a, b) = 0$, because $v_{i,j}^{(n)}[\lambda](a, b) \to 0$ as $n \to \infty$. Hence, we have

$$\mu_{i,j}^{(\infty)}[\rho](a, b) = \mu_{i,j}^{(\infty)}[\rho](a, b) - \mu_{i,j}^{(\infty)}[\lambda](a, b) = \lim_{n \to \infty} \left( \mu_{i,j}^{(n)}[\rho](a, b) - \mu_{i,j}^{(n)}[\lambda](a, b) \right) = \rho_{i,j}(a, b) - \lambda_{i,j}(a, b),$$

$$\mu_{i,j}^{(\infty)}[\theta](a, b) = \mu_{i,j}^{(\infty)}[\theta](a, b) + \mu_{i,j}^{(\infty)}[\lambda](a, b) = \lim_{n \to \infty} \left( \mu_{i,j}^{(n)}[\theta](a, b) + \mu_{i,j}^{(n)}[\lambda](a, b) \right) = \theta_{i,j}(a, b) + \lambda_{i,j}(a, b),$$

$$\mu_{i,j}^{(\infty)}[\beta](a, b) = \mu_{i,j}^{(\infty)}[\beta](a, b) + \mu_{i,j}^{(\infty)}[\lambda](a, b) = \lim_{n \to \infty} \left( \mu_{i,j}^{(n)}[\beta](a, b) + \mu_{i,j}^{(n)}[\lambda](a, b) \right) = \beta_{i,j}(a, b) + \lambda_{i,j}(a, b),$$

where (a)–(c) follow by Lemma 4. Considering the counterpart hypothesis $\lambda_{i,j}(a, b) \geq \rho_{i,j}(a, b)$, we have (66)–(69). This completes the proof of Lemma 6.

As in (48)–(51), we define the average value of the recursive formula (15) over all sequences $s \in \{-, +\}^n$ of length $n$ as

$$\mu_{d}^{(n)} := \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \varepsilon_{d}^s$$

(78)
Theorem 2. The probability vector $\mu^{(\infty)}_q$ can be calculated by Algorithm 1 running in $O(\omega(q) \Omega(q) \tau(q))$, where $\omega(q) \leq m$ denotes the number of distinct prime factors of $q$; $\Omega(q) := \sum_{i=1}^m r_i$ denotes the number of prime factors of $q$ with multiplicity; and $\tau(q) := \prod_{i=1}^m (r_i + 1)$ denotes the number of positive divisors of $q$.

Proof of Theorem 2: Note that even if $\omega(q) = 1$, Algorithm 1 still works well by setting $m = 2$ and $r_2 = 0$, i.e., the input alphabet is denoted by $q = p_1^0 = p_1^1 = p_2^0 = p_2^1$. In this case, note that $\lambda_{1,2}(a,b) \geq 0$ but $\rho_{1,2}(a,b) = 0$ for every $a, b \geq 1$. If $\omega(q) \geq 2$, then $m = \omega(q)$ is sufficient.

First, suppose that $t^{(0)} = (t^{(0)}_1, \ldots, t^{(0)}_m) = (0, \ldots, 0) = \mathbf{0}$ as in Line 3 of Algorithm 1. That is, consider the first step of the while loop in Lines 4–15 of Algorithm 1. If $\lambda_{i,j}(t^{(0)}_1 + 1, t^{(0)}_j + 1) = \lambda_{i,j}(1,1) \leq \rho_{i,j}(1,1) = \rho_{i,j}(t^{(0)}_1 + 1, t^{(0)}_j + 1)$ as in Line 7 of Algorithm 1, then it follows from Lemma 6 that

$$\mu^{(\infty)}_{i,j}[\lambda](t^{(0)}_1 + 1, t^{(0)}_j + 1) = \mu^{(\infty)}_{i,j}[\lambda](1,1) = 0. \tag{79}$$

The existence of the limit directly follows from the proof of Theorem 2.

Note that $O(\cdot)$ is the Big-O notation, but $\omega(\cdot)$ and $\Omega(\cdot)$ are number theoretic notations, i.e., these are not the little-omega and Big-Omega notations, respectively, in this paper.
Given that

\[ \mu_{i,j}^{(n)}(\lambda)(a,b) = \sum_{t \leq t \leq a, t_j < b} \mu_{(t)}^{(o)}, \]

(80)

Equation (79) implies that \( \mu_{(t)}^{(o)} = 0 \) for every \( 0 \leq t \leq r \) satisfying \( 0 = t_i^{(0)} < t_i \leq t_j \). Similarly, we observe that if \( \lambda_{i,j}(t_i^{(0)} + 1, t_j^{(0)} + 1) = \lambda_{i,j}(1,1) < \rho_{i,j}(1,1) = \rho_{i,j}(t_i^{(0)} + 1, t_j^{(0)} + 1) \) as in Line 10 of Algorithm 1, then \( \mu_{(t)}^{(o)} = 0 \) for every \( 0 \leq t \leq r \) satisfying \( t_i = t_i^{(0)} = 0 \) and \( 0 = t_j^{(0)} < t_j \leq r_j \). Therefore, by the while loop in Lines 5–12 of Algorithm 1, one can get the number \( k \) satisfying \( \beta \leq t \leq t \) such that for each \( 1 \leq k' \leq m \) satisfying \( k' \neq k \), it holds that \( \mu_{(t)}^{(o)} = 0 \) for every \( 0 \leq t \leq r \) satisfying \( t_k \leq t_k^{(0)} = 0 \) and \( 0 = t_k^{(0)} < t_k \leq r_k \). Note that \( l = k \) if \( k < m \); and \( l = m \) if \( k = m \). Given that

\[ \mu_{i,j}^{(n)}(\beta)(a,b) = \sum_{t \leq t \leq a, t_j < b} \mu_{(t)}^{(n)}, \]

(81)

we have

\[ \mu_{(t)}^{(o)} = \mu_{(t)}^{(n)} \sum_{t \leq t \leq a, t_j < b} \mu_{(t)}^{(o)} = \mu_{(t)}^{(m)}[\beta](1,1), \]

(82)

\[ \mu_{(t)}^{(o)} = 0 \quad \text{for every } 0 \leq t \leq r \text{ satisfying } t_k = 0 \text{ and } 1 \leq t_k \leq r_k \text{ for each } k' \neq k. \]

(83)

Note that it follows from Lemma 6 that

\[ \mu_{i,j}^{(m)}[\beta](t_i^{(0)} + 1, t_i^{(0)} + 1) = \beta_{i,m}(t_i^{(0)} + 1, t_i^{(0)} + 1) + \min(\lambda_{i,m}(t_i^{(0)} + 1, t_i^{(0)} + 1), \rho_{i,j}(t_i^{(0)} + 1, t_i^{(0)} + 1)). \]

(84)

Therefore, by the first step, for the whole loop in Lines 4–15 of Algorithm 1, one can obtain \( \mu_{(t)}^{(o)} \) for every \( 0 \leq t \leq r \) satisfying \( t_k \leq t_k^{(0)} = 0 \), as in (82) and (83). To continue the while loop, after \( t^{(1)} = (t_j^{(1)}, \ldots, t_m^{(1)}) \) is created in Line 15 of Algorithm 1 as

\[ t_j^{(1)} = \begin{cases} t_k^{(0)} & \text{if } k' \neq k, \\ t_k^{(0)} + 1 & \text{if } k' = k, \end{cases} \]

(85)

for each \( 1 \leq k' \leq m \), we go back to Line 4 of Algorithm 1 whenever \( 0 \leq \alpha < 1 \). The case \( \alpha = 1 \) occurs if and only if \( \beta_{l,m}(1,1) = 1 \). In this case, we have \( \mu_{(t)}^{(o)} = 1 \) and \( \mu_{(t)}^{(o)} = 0 \) for every \( t \neq t^{(0)} \); and we just finish the algorithm.

Second, suppose that for some \( 0 \leq t^{(h)} = (t_j^{(h)}, \ldots, t_m^{(h)}) \leq r \) with \( 0 \leq h \leq \Omega(q) \), the value \( \mu_{(t)}^{(o)} \) has been already solved for every \( 0 \leq t \leq r \) satisfying \( t_k < t_k^{(h)} \) for some \( 1 \leq k \leq m \). That is, consider the \( h \)-th-step of the while loop in Lines 4–15 of Algorithm 1. By Lines 2 and 14 of Algorithm 1, it follows that

\[ \alpha = \sum_{t_i^{(h)} \leq r_i \leq r_i^{(h)} \text{ for some } 1 \leq i \leq k} \mu_{(t)}^{(o)} \]

(86)

\[ = \sum_{t_i^{(h)} \leq r_i \leq r_i^{(h)} \text{ for some } 1 \leq i \leq k} \epsilon_{(t)}. \]
Similar to the previous paragraph, by the while loop in Line 6–12 of Algorithm 1, one can obtain the integer $k$ such that for each $1 \leq k' \leq m$ satisfying $k' \neq k$, it holds that $\mu_{\beta}^{(\infty)}(t) = 0$ for every $0 \leq t \leq r$ satisfying $t_k \leq t_k^{(h)}$ and $t_k^{(h)} < t_k' \leq t_k$. Note that $l = k$ if $k < m$; and $l = m$ if $k < m$. Therefore, given that (81), we have

$$\mu_{\beta}^{(\infty)}(t) = \mu_{\beta}^{(n)}(t) + \mu_{\beta}^{(\infty)}(t) - \mu_{\beta}^{(\infty)}(t)$$

(87)

Note that it follows from Lemma 6 that

$$\mu_{\beta}^{(n)}(t) = \mu_{\beta}^{(n)}(t) + \mu_{\beta}^{(\infty)}(t) - \mu_{\beta}^{(\infty)}(t)$$

(88)

Then, by setting $0 \leq t \leq t^{(h+1)} \leq r$ as

$$t_k^{(h+1)} = \begin{cases} t_k^{(h)} & \text{if } k' \neq k, \\ t_k^{(h)} + 1 & \text{if } k' = k \\ \end{cases}$$

(90)

for each $1 \leq k' \leq m$, we observe that $\mu_{\beta}^{(\infty)}(t)$ has been solved for every $0 \leq t \leq r$ satisfying $t_k < t_k^{(h+1)}$ for some $1 \leq k' \leq m$. Note that (90) is done in Line 15 of Algorithm 1. If $0 \leq \alpha < 1$, then

$$0 \leq \sum_{t_k < t_k^{(h+1)}} \mu_{\beta}^{(\infty)}(t) < 1,$$

(91)

and we go back to Line 4 of Algorithm 1. Note that $0 \leq t^{(h+1)} \leq r$, provided that $\alpha < 1$. On the other hand, if $\alpha = 1$, then

$$\sum_{t_k < t_k^{(h+1)}} \mu_{\beta}^{(\infty)}(t) = 1$$

(92)

which implies that the asymptotic distribution $\mu_{\beta}^{(\infty)}(t)$ is solved. Note that if $h = \Omega(q)$, i.e., if $t^{(h)} = r$, then $\alpha = 1$ always holds after Line 14 of Algorithm 1.

Finally, we verify the computational complexity of Algorithm 1. By Line 15 of Algorithm 1, the while loop in Lines 4–15 of Algorithm 1 is repeated at most $\Omega(q) = r_1 + r_2 + \ldots + r_m$ times. The while loop in Lines 6–12 of Algorithm 1 is repeated at $m - 1$ times. In Line 7 of Algorithm 1, both $\lambda_{i,j}(t_1+1,t_1+1)$ and $\lambda_{i,j}(t_1+1,t_1+1)$ can be calculated by a given initial probability vector $(\varepsilon_d)_{d \leq r}$ at most $\tau(q) = (r_1+1)(r_2+1)\cdots(r_m+1)$ times addition. Similarly, in Line 13 of Algorithm 1, the values $\beta_{i,m}(t_1+1,t_1+1)$, $\lambda_{i,m}(t_1+1,t_1+1)$, and $\lambda_{i,m}(t_1+1,t_1+1)$ can also be calculated by a given initial probability vector $(\varepsilon_d)_{d \leq r}$ at most $\tau(q) = (r_1+1)(r_2+1)\cdots(r_m+1)$ times addition. Therefore, we conclude that Algorithm 1 runs in $O(\omega(q) \Omega(q) \tau(q))$. Note that calculations in Algorithm 1 are only addition and subtraction, i.e., there is neither multiplication nor division. This complete the proof of Theorem 2.

By Theorem 2, we can immediately observe the following corollary.

**Corollary 1.** The asymptotic distribution $(\mu_{\beta}^{(\infty)})_{d \leq r}$ has at most $\Omega(q) + 1$ positive probability masses.

An example of Algorithm 1 is as follows:
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### Example 1
Consider an erasure channel $V$ defined in Definition 1 with an initial probability vector $(\varepsilon_d)_{d|q}$ as follows: The input alphabet size is $q = 4500 = 2^2 \cdot 3^3 \cdot 5^3$, where note that the set of positive divisors $d$ of $q$ is $\{1, 2, 3, 4, 5, 6, 9, 10, 12, 15, 18, 20, 25, 30, 36, 45, 50, 60, 75, 90, 100, 125, 150, 180, 225, 250, 300, 375, 450, 500, 750, 900, 1125, 1500, 2250, 4500\}$. The initial probability vector $(\varepsilon_d)_{d|q}$ is given by $^{17}$ $(\varepsilon_d)_{d|q} = (1/150) \times (0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, 1, 2, 3, 4, 5)$. Then, Algorithm 1 solves the asymptotic distribution $(\mu^\infty_d)_{d|q} = (29/150, 0, 0, 0, 1/15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1/150, 0, 0, 0, 0, 0, 0, 0, 0, 6/25)$. We summarize this result in Table 1. The calculation process of Algorithm 1 is shown in Appendix.

| divisor $d$ | 1   | 2   | 3   | 4   | 5   | 6   | 9   | 10  | 12  | 15  | 18  | 20  | 25  | 30  | 36  | 45  | 50  | 60  |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $(\varepsilon_d)_{d|q}$ | 0   | 1/150 | 2/150 | 3/150 | 4/150 | 5/150 | 6/150 | 7/150 | 8/150 | 9/150 | 0   | 1/150 | 2/150 | 3/150 | 4/150 | 5/150 | 6/150 | 7/150 |
| $(\mu^\infty_d)_{d|q}$ | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1/150 | 0   | 0   | 0   | 7/150 | 0   | 0   | 0   | 0   | 6/25 |

### Theorem 3
For any fixed $\delta \in (0, 1)$, it holds that

$$\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon^s_d \leq 1 - \delta \right\} \right| = 0,$$

(93)

$$\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \varepsilon^s_d > 1 - \delta \right\} \right| = \mu^\infty_d,$$

(94)

for every $d|q$, where $(\mu^\infty_d)_{d|q}$ can be calculated by Algorithm 1 (cf. Theorem 2).

To prove Theorem 3, we give the following simple and useful lemma.

### Lemma 7
For each $n \in \mathbb{N}$, let a nonempty collection $\mathcal{F}_n$ of subsets of a set be a field$^{18}$, and let $f_n : \mathcal{F}_n \to [0, 1]$ be an additive set function. For each $i \in \mathbb{N}$, let $(S_i)_n$ be a sequence of sets such that $S_i \in \mathcal{F}_n$ for every $n \in \mathbb{N}$

---

$^{17}$The elements $\varepsilon_d$ of $(\varepsilon_d)_{d|q}$ are sorted in increasing order of indices $d$.

$^{18}$Note that this field $\mathcal{F}_n$ is a measure theoretic notion satisfying $A^C \in \mathcal{F}_n$ if $A \in \mathcal{F}_n$; and $A \cup B \in \mathcal{F}_n$ if $A, B \in \mathcal{F}_n$, where $A^C$ denotes the complement of a set $A$. 

---
and $f_n(S_{i,n}) \to 1$ as $n \to \infty$. Then, it holds that
\[
\lim_{n \to \infty} f_n \left( \bigcap_{i=1}^{k} S_{i,n} \right) = 1 \quad \text{for } k \in \mathbb{N}. \tag{95}
\]

Proof of Lemma 7: We prove Lemma 7 by induction. Define
\[
S_n^{(k)} := \bigcap_{i=1}^{k} S_{i,n}
\]
for each $k, n \in \mathbb{N}$. By hypothesis, it is clear that
\[
\lim_{n \to \infty} f_n(S_n^{(1)}) = \lim_{n \to \infty} f_n(S_{1,n}) = 1. \tag{97}
\]
Suppose that
\[
\lim_{n \to \infty} f_n(S_n^{(k-1)}) = 1. \tag{98}
\]
for a fixed integer $k \in \mathbb{N}$. Then, we have
\[
\begin{aligned}
1 &= \lim_{n \to \infty} f_n(S_n^{(k-1)}) \\
&\geq \liminf_{n \to \infty} f_n(S_n^{(k)}) \\
&= \liminf_{n \to \infty} \left( f_n(S_n^{(k-1)}) + f_n(S_{k,n}) - f_n(S_n^{(k-1)} \cup S_{k,n}) \right) \\
&\geq \liminf_{n \to \infty} f_n(S_n^{(k-1)}) + \liminf_{n \to \infty} f_n(S_{k,n}) - \limsup_{n \to \infty} f_n(S_n^{(k-1)} \cup S_{k,n}) \\
&\geq 1 + 1 - 1 \\
&= 1,
\end{aligned}
\]
which implies that
\[
\lim_{n \to \infty} f_n(S_n^{(k)}) = 1. \tag{100}
\]
This completes the proof of Lemma 7.

Proof of Theorem 3: This proof is inspired by Alsan and Telatar’s simple proof of polarization [1, Theorem 1]. Let $1 \leq i < j \leq m$ and $a, b \geq 1$ be given. Define
\[
\nu_{ij}^{(n)}[\theta](a, b) := \frac{1}{2^n} \sum_{s \in \{\pm\}^n} \theta_{s,j}^i(a, b)^2 \tag{101}
\]
for each $n \in \mathbb{N}$. Then, we have that for a fixed $\delta \in (0, 1)$,

$$
\nu_{i,j}^{(n+1)}[\theta](a,b) = \frac{1}{2^n} \sum_{s \in \{-\},+} \frac{1}{2} \left[ \frac{\theta_{i,j}^-(a,b) + \theta_{i,j}^+(a,b)}{2} \right]^2 + \left( \frac{\theta_{i,j}^-(a,b) - \theta_{i,j}^+(a,b)}{2} \right)^2 
$$

where (a) follows from the identity

$$
\frac{x^2 + y^2}{2} = \left( \frac{x + y}{2} \right)^2 + \left( \frac{x - y}{2} \right)^2,
$$

and (b) follows by Lemma 1. This implies that the sequence $(\nu_{i,j}^{(n)}[\theta](a,b))_{n=1}^\infty$ is nondecreasing. As $\nu_{i,j}^{(n)}[\theta](a,b) \leq 1$ for every $n \in \mathbb{N}$, the sequence $(\nu_{i,j}^{(n)}[\theta](a,b))_{n=1}^\infty$ is convergent; thus, it holds that $\nu_{i,j}^{(n+1)}[\theta](a,b) - \nu_{i,j}^{(n)}[\theta](a,b) \to 0$ as $n \to \infty$. We get from (102) that

$$
0 \leq \frac{1}{2^n} \left( \sum_{s \in \{-\},+} \delta \leq \theta_{i,j}^s(a,b) \leq 1 - \delta \right) \leq \frac{\nu_{i,j}^{(n+1)}[\theta](a,b) - \nu_{i,j}^{(n)}[\theta](a,b)}{\delta^2(1 - \delta)^2}. 
$$

As $\delta \in (0,1)$ is a fixed number that does not depend on $n \in \mathbb{N}$, this implies that

$$
\lim_{n \to \infty} \frac{1}{2^n} \left( \sum_{s \in \{-\},+} \delta \leq \theta_{i,j}^s(a,b) \leq 1 - \delta \right) = 0. 
$$

We now prove (93) by induction. By Theorem 2, it follows from Algorithm 1 that there exists a sequence $(t^{(h)})=(t_1^{(h)}, \ldots, t_m^{(h)}), t^{(Q(q))}$ satisfying the following: (i) $t^{(0)} = (0, \ldots, 0)$ and $t^{(Q(q))} = r = (r_1, \ldots, r_m)$; (ii) for any $0 \leq h < \Omega(q)$, there exists $1 \leq k \leq m$ such that

$$
t^{(h+1)}_{k'} = \begin{cases} 
\nu_{i,j}^{(h)}(k) & \text{if } k' \neq k, \\
\nu_{i,j}^{(h)}(k) + 1 & \text{if } k' = k 
\end{cases}
$$

for each $1 \leq k' \leq m$; and (iii) $\mu^{(\infty)}_{(q)} = 0$ if $t \neq t^{(h)}$ for every $0 \leq h \leq \Omega(q)$ (see also Corollary 1). If $\mu^{(\infty)}_{d} = 0$, then we observe that for a fixed $\delta \in (0, 1)$,

$$
0 = \mu^{(\infty)}_{d} = \lim_{n \to \infty} \frac{1}{2^n} \sum_{s \in \{-\},+} \epsilon^s 
\geq \lim_{n \to \infty} \frac{1}{2^n} \sum_{s \in \{-\},+} \epsilon^s_{d,\delta} 
$$
which implies that
\[
\mu_d^{(\infty)} = 0 \implies \lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| e_d^s < \delta \right\} \right| = 1.
\] (108)

It follows from (106) that there exists a pair \((i, j)\) such that \(\mu_d^{(\infty)} = 0\) for every \(0 \leq t \leq r\) satisfying \(t_i = r_i\) and \(t_j = r_j\), except for \(t = r\). For such a pair \((i, j)\), we have
\[
0 = \lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| \delta \leq \theta_{i,j}^s(r_i, r_j) \leq 1 - \delta \right\} \right|,
\]
\[
\geq \lim sup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| \delta \leq \theta_{i,j}^s(r_i, r_j) \leq 1 - \delta \right\} \cap \left( \bigcup_{t: 0 \leq t \leq r_i = r_j = r_j, t \neq r} \left\{ s \in \{-, +\}^n \middle| e_d^s < \delta \right\} \right) \right|,
\]
\[
\geq \lim sup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| \delta' \leq e_d^s \leq 1 - \delta' \right\} \cap \left( \bigcup_{t: 0 \leq t \leq r_i = r_j = r_j, t \neq r} \left\{ s \in \{-, +\}^n \middle| e_d^s < \delta \right\} \right) \right|,
\]
\[
\geq \lim sup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| \delta' \leq e_d^s \leq 1 - \delta' \right\} \cap \left( \bigcap_{t: 0 \leq t \leq r_i = r_j = r_j, t \neq r} \left\{ s \in \{-, +\}^n \middle| e_d^s < \delta \right\} \right) \right| - 2^n,
\]
\[
\geq \lim sup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| \delta' \leq e_d^s \leq 1 - \delta' \right\} \right| + \lim inf_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| e_d^s < \delta \right\} \right| - 1
\]
\[
\geq \lim sup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \middle| \delta' \leq e_d^s \leq 1 - \delta' \right\} \right|.
\] (109)

where (a) follows from (105); (b) follows from the fact that
\[
\theta_{i,j}^s(r_i, r_j) = \sum_{t: 0 \leq t \leq r_i = r_j, t \neq r} e_d^s + \sum_{t: 0 \leq t \leq r_i = r_j = r_j} e_d^s,
\] (110)
and the definition of \(\delta' = \delta'(\delta, q) := \delta \tau(q)\); (c) follows from the fact that \(\delta' \geq \delta\); (d) follows by the inclusion-exclusion principle; (e) follows from the fact that
\[
\left| \left\{ s \in \{-, +\}^n \middle| \delta' \leq e_d^s \leq 1 - \delta' \right\} \cup \left( \bigcup_{t: 0 \leq t \leq r_i = r_j = r_j, t \neq r} \left\{ s \in \{-, +\}^n \middle| e_d^s < \delta \right\} \right) \right| \leq 2^n;
\] (111)
(f) follows from the fact that
\[
\lim sup_{n \to \infty} (a_n + b_n) \geq \lim sup_{n \to \infty} a_n + \lim inf_{n \to \infty} b_n
\] (112)
for two sequences \((a_n)_n\) and \((b_n)_n\); and (g) follows from Lemma 7 and (108). Since \(\delta \in (0, 1)\) is an arbitrary fixed number and \(q = \langle r \rangle = \langle t^{(\Omega(q))} \rangle\), it follows from (109) that

\[
\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon^s_{\langle q \rangle} \leq 1 - \delta \right\} \right| = 0. \tag{113}
\]

We now suppose that for some \(0 \leq h \leq \Omega(q)\), it holds that

\[
\lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon^s_{\langle q \rangle} \leq 1 - \delta \right\} \right| = 0 \quad \text{for all } h < h' \leq \Omega(q). \tag{114}
\]

It follows from (106) that there exists a pair \((i, j)\) such that \(\mu_{\langle q \rangle}^{(i, j)} = 0\) for every \(0 \leq t \leq r\) satisfying \(t_i \geq t_i^{(h)}\) and \(t_j \geq t_j^{(h)}\), except for \(t = t^{(h')}\) for every \(h \leq h' \leq \Omega(q)\). For such a pair \((i, j)\), similar to (109), we have

\[
0 \overset{(a)}{\leq} \lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq \theta^s_{t_i, t_j}(t_i^{(h)}, t_j^{(h)}) \leq 1 - \delta \right\} \right| \geq \limsup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq t^s_{t_i, t_j}(t_i^{(h)}, t_j^{(h)}) \leq 1 - \delta \right\} \right| \bigcap \left\{ s \in \{-, +\}^n \mid \varepsilon^s_{\langle q \rangle} < \delta \right\} \bigcap \left\{ t \in \mathcal{F} \setminus \mathcal{S}_r, t_i \geq t_i^{(h)}, t_j \geq t_j^{(h)}, t_i, t_j \in \{h^{(h')} \mid \forall h' \geq h \} \right\}
\]

\[
0 \overset{(b)}{\leq} \limsup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta \leq \sum_{h' = h}^{\Omega(q)} \varepsilon^s_{\langle q \rangle} \leq 1 - \delta' \right\} \right| \bigcap \left\{ s \in \{-, +\}^n \mid \varepsilon^s_{\langle q \rangle} < \delta \right\} \bigcap \left\{ t \in \mathcal{F} \setminus \mathcal{S}_r, t_i \geq t_i^{(h)}, t_j \geq t_j^{(h)}, t_i, t_j \in \{h^{(h')} \mid \forall h' \geq h \} \right\}
\]

\[
0 \overset{(c)}{\leq} \limsup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta' \leq \sum_{h' = h}^{\Omega(q)} \varepsilon^s_{\langle q \rangle} \leq 1 - \delta' \right\} \right| \bigcap \left\{ s \in \{-, +\}^n \mid \varepsilon^s_{\langle q \rangle} < \delta \right\} \bigcap \left\{ t \in \mathcal{F} \setminus \mathcal{S}_r, t_i \geq t_i^{(h)}, t_j \geq t_j^{(h)}, t_i, t_j \in \{h^{(h')} \mid \forall h' \geq h \} \right\}
\]

\[
0 \overset{(d)}{\leq} \limsup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta' \leq \sum_{h' = h}^{\Omega(q)} \varepsilon^s_{\langle q \rangle} \leq 1 - \delta' \right\} \right| + \liminf_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \varepsilon^s_{\langle q \rangle} < \delta \right\} \right| - 2^n \bigcap \left\{ t \in \mathcal{F} \setminus \mathcal{S}_r, t_i \geq t_i^{(h)}, t_j \geq t_j^{(h)}, t_i, t_j \in \{h^{(h')} \mid \forall h' \geq h \} \right\}
\]

\[
0 \overset{(e)}{\leq} \limsup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta' \leq \sum_{h' = h}^{\Omega(q)} \varepsilon^s_{\langle q \rangle} \leq 1 - \delta' \right\} \right| + \liminf_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \varepsilon^s_{\langle q \rangle} < \delta \right\} \right| - 1
\]

\[
0 \overset{(f)}{\leq} \limsup_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid \delta' \leq \sum_{h' = h}^{\Omega(q)} \varepsilon^s_{\langle q \rangle} \leq 1 - \delta' \right\} \right|, \tag{115}
\]
where (a) follows from (105); (b) follows from the fact that
\[ \theta_{ij}^{(h)} = \sum_{t' \leq r, t \geq h', t_i \geq l_i, t_j \geq l_j} \varepsilon_t^{(h')} = \left( \sum_{h' = h}^{\Omega(q)} \varepsilon_{(q)^{h'}} \right) + \left( \sum_{t \neq h' \forall h' \geq h} \varepsilon_t^{(h')} \right) \]  
(116)
and the definition of \( \delta' = \delta'(\delta, q) := \delta \tau(q) \); (c) follows from the fact that \( \delta' \geq \delta \); (d) follows by the inclusion-exclusion principle and the fact that
\[ \left\{ s \in \{-, +\}^n \mid \delta' \leq \sum_{h' = h}^{\Omega(q)} \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \cup \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) \leq 2^n; \]  
(117)
(e) follows from (112); and (f) follows from Lemma 7 and (108). Since \( \delta \in (0, 1) \) is an arbitrary fixed number, it follows from (115) that
\[ \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta \leq \sum_{h' = h}^{\Omega(q)} \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} = 0. \]  
(118)
Furthermore, we observe that
\[ 0 \leq \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta \leq \sum_{h' = h}^{\Omega(q)} \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \]
\[ \geq \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta \leq \sum_{h' = h}^{\Omega(q)} \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \cap \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) \]
\[ \geq \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta' \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \cap \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) \]
\[ \geq \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta' \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \cap \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) - 2^n \]
\[ \geq \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta' \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \cap \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) - 1 \]
\[ \geq \lim_{n \to \infty} \frac{1}{2^n} \left\{ s \in \{-, +\}^n \mid \delta' \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\} \cap \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) - 2^n \]  
(119)
where (a) follows from (118); (b) follows by the definition of \( \delta' = \delta'(\delta, q) := \delta \tau(q) \); (c) follows from the fact that \( \delta' \geq \delta \); (d) follows by the inclusion-exclusion principle and the fact that
\[ \left\{ s \in \{-, +\}^n \mid \delta' \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta' \right\} \cup \left( \bigcap_{h' = h+1}^{\Omega(q)} \left\{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_{(q)^{h'}} \leq 1 - \delta \right\}^C \right) \leq 2^n; \]  
(120)
(e) follows from (112); and (f) follows from Lemma 7 and the hypothesis (114). Since \( \delta \in (0, 1) \) is an arbitrary fixed number, it follows from (119) that

\[
\lim_{n \to \infty} \frac{1}{2^n} \left( \left| \{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_d^{(n)} \leq 1 - \delta \} \right| \right) = 0,
\]

which implies by induction together with (108) that (93) of Theorem 3 holds, i.e.,

\[
\lim_{n \to \infty} \frac{1}{2^n} \left( \left| \{ s \in \{-, +\}^n \mid \delta \leq \varepsilon_d \leq 1 - \delta \} \right| \right) = 0
\]

for every \( \delta \in (0, 1) \) and every \( d | q \).

Finally, we prove (94) of Theorem 3. It follows by the definition (78) that

\[
\mu_d^{(n)} = \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \varepsilon_d^n
\]

\[
\leq \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \varepsilon_d < \delta} \delta + \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \delta \leq \varepsilon_d \leq 1 - \delta} (1 - \delta) + \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \varepsilon_d > 1 - \delta} 1
\]

\[
= \delta + \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \delta \leq \varepsilon_d \leq 1 - \delta} (1 - 2\delta) + \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \varepsilon_d > 1 - \delta} (1 - \delta),
\]

which implies together with (93) that

\[
\mu_d^{(\infty)} \leq \delta + (1 - \delta) \lim inf_{n \to \infty} \frac{1}{2^n} \left( \left| \{ s \in \{-, +\}^n \mid \varepsilon_d^{(n)} > 1 - \delta \} \right| \right)
\]

In addition, we also get

\[
\mu_d^{(n)} = \frac{1}{2^n} \sum_{s \in \{-, +\}^n} \varepsilon_d^n
\]

\[
\geq \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \delta \leq \varepsilon_d \leq 1 - \delta} \delta + \frac{1}{2^n} \sum_{s \in \{-, +\}^n: \varepsilon_d > 1 - \delta} (1 - \delta),
\]

which also implies together with (93) that

\[
(1 - \delta) \lim sup_{n \to \infty} \frac{1}{2^n} \left( \left| \{ s \in \{-, +\}^n \mid \varepsilon_d^{(n)} > 1 - \delta \} \right| \right) \leq \mu_d^{(\infty)}
\]

As \( \delta > 0 \) can be chosen arbitrarily small, it follows from (123) and (125) that (94). This completes the proof of Theorem 3.

Considering the input alphabet \( X = \mathbb{Z}/q\mathbb{Z} \) as an abelian group, as in (11), we can conclude a multilevel polarization theorem of erasure channels \( V : X \to Y \) as follows:

**Corollary 2.** Let \( V \) be an erasure channel with initial probability vector \( (\varepsilon_d)_{d | q} \). For any \( d | q \), it holds that

\[
\lim_{n \to \infty} \frac{1}{2^n} \left( \left| \{ s \in \{-, +\}^n \mid I(V^n) - \log d < \delta \text{ and } I(V^n[\ker \varphi_d]) - \log d < \delta \} \right| \right) = \mu_d^{(\infty)}
\]

for every fixed \( \delta > 0 \), where \( V^n[\ker \varphi_d] \) is a homomorphism channel of \( V^n \) defined in (10); the function \( \varphi_d : x \mapsto (x + d\mathbb{Z}) \) is a group homomorphism; and \( \ker \varphi_d := \{ x \in \mathbb{Z}/q\mathbb{Z} \mid \phi_d(x) = d\mathbb{Z} \} \) denotes the kernel of \( \varphi_d \).
Proof of Corollary 2: It follows from (10) that for each \( d | q \), the channel \( V[\ker \varphi_d] : X / \ker \varphi_d \to Y \) is given by

\[
V[\ker \varphi_d](y \mid x) = \begin{cases} 
\tilde{e}_{d_1}[d] & \text{if } y = \psi_{d_1}(x) \text{ for some } d_1 | d, \\
0 & \text{otherwise,}
\end{cases}
\]

where \( \psi_{d_1} : x \mapsto (x + d_1 \mathbb{Z}) \) is a group homomorphism for each \( d_1 | d \); and the probability vector \( (\tilde{e}_{d_1}[d])_{d_1 | d} \) is given by

\[
\tilde{e}_{d_1}[d] := e_{d_1} + \sum_{d_2 \neq d_1, d_2 \nmid d_1 | d} e_{d_2}.
\]

That is, the channel \( V[\ker \varphi_d] \) is also an erasure channel of Definition 1. Since \( I(V) = \sum_{d | q} e_d (\log d) \) (cf. [9, Equation (28)]), we have

\[
I(V[\ker \varphi_d]) = \sum_{d_1 | d} \left( e_{d_1} + \sum_{d_2 \neq d_1, d_2 \nmid d_1 | d_2} e_{d_2} \right) \log d_1.
\]

Therefore, Theorem 3 directly provides Corollary 2.

By Corollary 2, it holds that

\[
\sum_{d | q} \lim_{n \to \infty} \frac{1}{2^n} \left| \left\{ s \in \{-, +\}^n \mid |I(V^s) - \log d| < \delta \text{ and } |I(V^s[\ker \varphi_d]) - \log d| < \delta \right\} \right| = 1,
\]

which is a version of (11). Therefore, Corollary 2 shows the limiting proportion of each term of the sum of (11) for every generalized erasure channel \( V \) defined in Definition 1. Figure 1 shows an example of multilevel polarization for the channel \( V \) given in Example 1 (see also Table I), where Fig. 1 is plotted by the recursive formula (15) (see also Theorem 1).

IV. Conclusion

We have examined asymptotic distributions of multilevel polarization for erasure channels \( V \) defined in Definition 1. Theorem 2 showed how to calculate the asymptotic distributions \( (\mu_d^{(\infty)})_{d | q} \) defined in (78), and its example was given in Example 1 (see also Table I). Theorem 3 showed that the asymptotic distributions of multilevel polarization of \( V \) with an initial probability vector \( (e_d)_{d | q} \) can be fully characterized by \( (\mu_d^{(\infty)})_{d | q} \) (see also Corollary 2). As future works, asymptotic distributions of multilevel polarization for general DMCs are of interest to refine polarization theorem.

APPENDIX

Example of Algorithm 1

We show an example of the calculation process of Algorithm 1 in the setting of Example 1 as follows:

- \( m = 3; \)
- \( (p_1, p_2, p_3) = (2, 3, 5); \)
- \( r = (r_1, r_2, r_3) = (2, 2, 3); \)
- the input alphabet size \( q = p_1^{r_1} p_2^{r_2} p_3^{r_3} = 2^2 \cdot 3^2 \cdot 5^3 = 4500; \)
Fig. 1. Plots of the symmetric capacities $I(V^*)$ of polar transforms $s \in \{-, +\}^n$ with $n = 26$-step polar transforms. The initial channel $V$ is given in Example 1 (see also Table I). Note that the logarithm is measured in nats. The proportion of polar transforms $s \in \{-, +\}^n$ satisfying $I(V^*) = \log d$ and $I(V^*[\ker \varphi_d]) = \log d$ is approximately equal to $\mu_d^{(\infty)}$ for each $d|q$ (cf. Example 1 and Corollary 2). For example, the proportion of $s \in \{-, +\}^n$ satisfying $I(V^*) = \log 30$ and $I(V^*[\ker \varphi_{30}]) = \log 30$ is approximately equal to $\mu_{30}^{(\infty)} = 0.18$.

- the initial probability vector $(\varepsilon_d)_{d|q} = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_{4500})$ is given as Example 1 (see also Table I).

Note that $d = \mu_1^{(\infty)}\mu_2^{(\infty)}\mu_3^{(\infty)} = (t_1, t_2, t_3) = (t)$. In Lines 1–3 of Algorithm 1, we first initialize as follows:

- $(\mu_d^{(\infty)})_{d|q} = (\mu_1^{(\infty)}, \mu_2^{(\infty)}, \ldots, \mu_{4500}^{(\infty)}) = (0, 0, \ldots, 0)$;
- $\alpha = 0$; and
- $t = (t_1, t_2, t_3) = (0, 0, 0)$.

It is clear that the condition $0 \leq \alpha = 0 < 1$ of Line 4 holds.

Consider the first step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: $\alpha = 0$ and $t = (t_1, t_2, t_3) = (0, 0, 0)$. Set $(i, j) = (1, 2)$ as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. It can be verified that

$$\lambda_{1,2}(1,1) = \frac{16}{75},$$

$$\rho_{1,2}(1,1) = \frac{43}{150}.$$
Since $\lambda_{2,3}(1,1) < \rho_{2,3}(1,1)$, store $(k,l) = (2,1)$ as in Line 8; reset $(i,j) = (2,3)$ as in Line 9; and go back to Line 6. It can be verified that
\[
\lambda_{2,3}(1,1) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{2} \varepsilon_{(u_1,u_2,u_3)} = \varepsilon_3 + \varepsilon_6 + \varepsilon_9 + \varepsilon_{12} + \varepsilon_{18} + \varepsilon_{36} = \frac{1}{6}
\]
\[
\rho_{2,3}(1,1) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{2} \varepsilon_{(u_1,u_2,u_3)} = \varepsilon_5 + \varepsilon_{10} + \varepsilon_{20} + \varepsilon_{25} + \varepsilon_{50} + \varepsilon_{100} + \varepsilon_{125} + \varepsilon_{250} + \varepsilon_{500} = \frac{7}{30}.
\]
Since $\lambda_{2,3}(1,1) < \rho_{2,3}(1,1)$, store $(k,l) = (3,2)$ as in Line 8; reset $(i,j) = (3,4)$ as in Line 9; and go back to Line 6.

As $j = 4 > 3 = m$, the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{2,3}(1,1) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{2} \varepsilon_{(u_1,u_2,u_3)} = \varepsilon_1 + \varepsilon_2 + \varepsilon_4 = \frac{2}{75}.
\]
Since $\lambda_{2,3}(1,1) < \rho_{2,3}(1,1)$, we get in Line 13 that
\[
\mu^{(\infty)}_{(0,1,0)} = \mu^{(\infty)}_1 = \beta_{2,3}(1,1) - \alpha = \frac{29}{150}.
\]
Resetting $\alpha = 29/150$ and $t_3 = 1$ as in Lines 14 and 15, respectively, i.e., $t = (t_1,t_2,t_3) = (0,0,1)$, we go back to Line 4. As $0 \leq \alpha = 29/150 < 1$, we continue the while loop in Lines 4–15 of Algorithm 1.

Consider the second step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: $\alpha = 29/150$ and $t = (t_1,t_2,t_3) = (0,0,1)$. Set $(i,j) = (1,2)$ as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. Since $\lambda_{2,3}(1,1) < \rho_{2,3}(1,1)$, store $(k,l) = (3,2)$ as in Line 8; reset $(i,j) = (3,4)$ as in Line 9; and go back to Line 6.

It can be verified that
\[
\lambda_{2,3}(1,2) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{2} \varepsilon_{(u_1,u_2,u_3)} = \varepsilon_3 + \varepsilon_6 + \varepsilon_9 + \varepsilon_{12} + \varepsilon_{15} + \varepsilon_{18} + \varepsilon_{30} + \varepsilon_{36} + \varepsilon_{45} + \varepsilon_{60} + \varepsilon_{90} + \varepsilon_{180} = \frac{61}{150},
\]
\[
\rho_{2,3}(1,2) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=2}^{2} \varepsilon_{(u_1,u_2,u_3)} = \varepsilon_{25} + \varepsilon_{50} + \varepsilon_{100} + \varepsilon_{125} + \varepsilon_{250} + \varepsilon_{500} = \frac{23}{150}.
\]
Since $\lambda_{2,3}(1,2) > \rho_{2,3}(1,2)$, store $(k,l) = (2,2)$ as in Line 11; reset $(i,j) = (2,4)$ as in Line 12; and go back to Line 6. As $j = 4 > 3 = m$, the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{2,3}(1,2) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{2} \varepsilon_{(u_1,u_2,u_3)} = \varepsilon_1 + \varepsilon_2 + \varepsilon_4 + \varepsilon_5 + \varepsilon_{10} + \varepsilon_{20} = \frac{8}{75}.
\]
Since $\lambda_{2,3}(1,2) > \rho_{2,3}(1,2)$, we get in Line 13 that
\[
\mu^{(\infty)}_{(0,0,1)} = \mu^{(\infty)}_5 = \beta_{2,3}(1,2) + \rho_{2,3}(1,2) - \alpha = \frac{1}{15}.
\]
Resetting $\alpha = (29/150)+(1/15) = 59/150$ and $t_2 = 1$ as in Lines 14 and 15, respectively, i.e., $t = (t_1,t_2,t_3) = (0,1,1)$, we go back to Line 4. As $0 \leq \alpha = 59/150 < 1$, we continue the while loop in Lines 4–15 of Algorithm 1.
Consider the third step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: $\alpha = 59/150$ and $t = (t_1, t_2, t_3) = (0, 1, 1)$. Set $(i, j) = (1, 2)$ as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. It can be verified that

\[
\lambda_{1,2}(1, 2) = \sum_{u_1=1}^{2} \sum_{u_2=0}^{1} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_2 + E_4 + E_6 + E_{10} + E_{12} + E_{20} + E_{30} + E_{60} + E_{100} + E_{150} + E_{250} + E_{300} + E_{500} + E_{750} + E_{1500} = \frac{11}{25},
\]

\[
\rho_{1,2}(1, 2) = \sum_{u_1=0}^{0} \sum_{u_2=2}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_9 + E_{45} + E_{225} + E_{1125} = \frac{17}{150}.
\]

Since $\lambda_{1,2}(1, 2) > \rho_{1,2}(1, 2)$, store $(k, l) = (1, 1)$ as in Line 11; reset $(i, j) = (1, 3)$ as in Line 12; and go back to Line 6. It can be verified that

\[
\lambda_{1,3}(1, 2) = \sum_{u_1=1}^{2} \sum_{u_2=0}^{1} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_2 + E_4 + E_6 + E_{10} + E_{12} + E_{20} + E_{30} + E_{36} + E_{60} + E_{90} + E_{180} = \frac{17}{50},
\]

\[
\rho_{1,3}(1, 2) = \sum_{u_1=0}^{0} \sum_{u_2=2}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_{25} + E_{75} + E_{125} + E_{225} + E_{375} + E_{1125} = \frac{4}{25}.
\]

Since $\lambda_{1,3}(1, 2) > \rho_{1,3}(1, 2)$, store $(k, l) = (1, 1)$ as in Line 11; reset $(i, j) = (1, 4)$ as in Line 12; and go back to Line 6. As $j = 4 > 3 = m$, the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that

\[
\beta_{1,3}(1, 2) = \sum_{u_1=0}^{0} \sum_{u_2=0}^{1} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_1 + E_3 + E_5 + E_9 + E_{15} + E_{45} = \frac{13}{75}.
\]

Since $\lambda_{1,2}(1, 2) > \rho_{1,2}(1, 2)$, we get in Line 13 that

\[
\mu_{(0,1,1)}^{(\infty)} = \mu_{15}^{(\infty)} = \beta_{1,3}(1, 2) + \rho_{1,3}(1, 2) - \alpha = \frac{11}{150}. \tag{133}
\]

Resetting $\alpha = (59/150) + (11/150) = 1/3$ and $t_1 = 1$ as in Lines 14 and 15, respectively, i.e., $t = (t_1, t_2, t_3) = (1, 1, 1)$, we go back to Line 4. As $0 \leq \alpha = 1/3 < 1$, we continue the while loop in Lines 4–15 of Algorithm 1.

Consider the fourth step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: $\alpha = 1/3$ and $t = (t_1, t_2, t_3) = (1, 1, 1)$. Set $(i, j) = (1, 2)$ as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. It can be verified that

\[
\lambda_{1,2}(2, 2) = \sum_{u_1=2}^{2} \sum_{u_2=0}^{1} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_4 + E_{12} + E_{20} + E_{60} + E_{100} + E_{300} + E_{500} + E_{1500} = \frac{37}{150},
\]

\[
\rho_{1,2}(2, 2) = \sum_{u_1=0}^{2} \sum_{u_2=2}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = E_9 + E_{18} + E_{45} + E_{90} + E_{225} + E_{450} + E_{1125} + E_{2250} = \frac{19}{75}.
\]
Since $\lambda_{1,2}(2,2) < \rho_{1,2}(2,2)$, store $(k, l) = (2, 1)$ as in Line 8; reset $(i, j) = (2, 3)$ as in Line 9; and go back to Line 6. It can be verified that
\[
\frac{\lambda_{2,3}(2,2)}{\rho_{2,3}(2,2)} = \frac{\sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)}}{\sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)}} = \epsilon_9 + \epsilon_{18} + \epsilon_{36} + \epsilon_{45} + \epsilon_{90} + \epsilon_{180} + \epsilon_{500} + \epsilon_{1500} = \frac{37}{150},
\]
\[
= \epsilon_{25} + \epsilon_{80} + \epsilon_{75} + \epsilon_{100} + \epsilon_{125} + \epsilon_{150} + \epsilon_{225} + \epsilon_{300} + \epsilon_{375} + \epsilon_{500} + \epsilon_{750} + \epsilon_{1500} = \frac{49}{150}.
\]
Since $\lambda_{2,3}(2,2) < \rho_{2,3}(2,2)$, store $(k, l) = (3, 2)$ as in Line 8; reset $(i, j) = (3, 4)$ as in Line 9; and go back to Line 6. As $j = 4 > 3 = m$, the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{2,3}(2,2) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)} = \epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4 + \epsilon_5 + \epsilon_6 + \epsilon_{10} + \epsilon_{12} + \epsilon_{15} + \epsilon_{20} + \epsilon_{225} + \epsilon_{30} + \epsilon_{60} = \frac{1}{3}.
\]
Since $\lambda_{2,3}(2,2) < \rho_{2,3}(2,2)$, we get in Line 13 that
\[
\mu_{30} = \beta_{2,3}(2,2) = \lambda_{2,3}(2,2) - D = \frac{9}{50}. (134)
\]
Resetting $\alpha = (1/3) + (9/50) = 77/150$ and $t_3 = 2$ as in Lines 14 and 15, respectively, i.e., $t = (t_1, t_2, t_3) = (1, 1, 2)$, we go back to Line 4. As $0 \leq \alpha = 77/150 < 1$, we continue the while loop in Lines 4–15 of Algorithm 1.

Consider the fifth step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: $\alpha = 77/150$ and $t = (t_1, t_2, t_3) = (1, 1, 2)$. Set $(i, j) = (1, 2)$ as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. Since $\lambda_{1,2}(2,2) < \rho_{1,2}(2,2)$, store $(k, l) = (2, 1)$ as in Line 8; reset $(i, j) = (2, 3)$ as in Line 9; and go back to Line 6. It can be verified that
\[
\lambda_{2,3}(2,3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)} = \epsilon_9 + \epsilon_{18} + \epsilon_{36} + \epsilon_{45} + \epsilon_{90} + \epsilon_{180} + \epsilon_{225} + \epsilon_{450} + \epsilon_{900} = \frac{4}{15},
\]
\[
\rho_{2,3}(2,3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)} = \epsilon_{125} + \epsilon_{250} + \epsilon_{375} + \epsilon_{500} + \epsilon_{750} + \epsilon_{1500} = \frac{1}{6}.
\]
Since $\lambda_{2,3}(2,2) > \rho_{2,3}(2,2)$, store $(k, l) = (2, 2)$ as in Line 11; reset $(i, j) = (2, 4)$ as in Line 12; and go back to Line 6. As $j = 4 > 3 = m$, the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{2,3}(2,3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)} = \epsilon_4 + \epsilon_3 + \epsilon_5 + \epsilon_6 + \epsilon_{10} + \epsilon_{12} + \epsilon_{15} + \epsilon_{20} + \epsilon_{225} + \epsilon_{30} + \epsilon_{60} + \epsilon_{100} + \epsilon_{150} + \epsilon_{300} = \frac{37}{75},
\]
\[
\frac{\lambda_{2,3}(2,3)}{\rho_{2,3}(2,3)} = \frac{\sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)}}{\sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{1} e_{(u_1,u_2,u_3)}} = \epsilon_4 + \epsilon_3 + \epsilon_5 + \epsilon_6 + \epsilon_{10} + \epsilon_{12} + \epsilon_{15} + \epsilon_{20} + \epsilon_{225} + \epsilon_{30} + \epsilon_{60} + \epsilon_{100} + \epsilon_{150} + \epsilon_{300} = \frac{37}{75},
\]
Since $\lambda_{2,3}(2,3) > \rho_{2,3}(2,3)$, we get in Line 13 that
\[
\mu_{150} = \beta_{2,3}(2,3) + \rho_{2,3}(2,3) - \alpha = \frac{11}{75}. (135)
\]
Resetting $\alpha = (77/150) + (11/75) = 33/50$ and $t_2 = 2$ as in Lines 14 and 15, respectively, i.e., $t = (t_1, t_2, t_1) = (1, 2, 2)$, we go back to Line 4. As $0 \leq \alpha = 33/50 < 1$, we continue the while loop in Lines 4–15 of Algorithm 1.
Consider the sixth step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: \( \alpha = 33/50 \) and \( t = (t_1, t_2, t_3) = (1, 2, 2) \). Set \((i, j) = (1, 2)\) as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. It can be verified that
\[
\lambda_{1,2}(2, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = e_4 + e_{12} + e_{20} + e_{36} + e_{60} + e_{100} + e_{180} + e_{300} + e_{500} + e_{900} + e_{1500} + e_{4500} = \frac{1}{3}.
\]
\[
\rho_{1,2}(2, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = 0.
\]
Since \( \lambda_{1,2}(2, 3) > \rho_{1,2}(2, 3) \), store \((k, l) = (1, 1)\) as in Line 11; reset \((i, j) = (1, 3)\) as in Line 12; and go back to Line 6. It can be verified that
\[
\lambda_{1,3}(2, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = e_4 + e_{12} + e_{20} + e_{36} + e_{60} + e_{100} + e_{180} + e_{300} + e_{900} = \frac{11}{50},
\]
\[
\rho_{1,3}(2, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = e_{125} + e_{250} + e_{375} + e_{750} + e_{1125} + e_{2250} = \frac{19}{150}.
\]
Since \( \lambda_{1,3}(2, 3) > \rho_{1,3}(2, 3) \), store \((k, l) = (1, 1)\) as in Line 11; reset \((i, j) = (1, 4)\) as in Line 12; and go back to Line 6. As \( j = 4 > 3 = m \), the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{1,3}(2, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = e_1 + e_2 + e_3 + e_5 + e_6 + e_9 + e_{10} + e_{15} + e_{18} + e_{25} + e_{30} + e_{45} + e_{50} + e_{75} + e_{90} + e_{150} + e_{225} + e_{450} = \frac{27}{50},
\]
Since \( \lambda_{1,3}(2, 3) > \rho_{1,3}(2, 3) \), we get in Line 13 that
\[
\mu_{1,2,3}^{(\infty)} = \mu_{1,2,3}^{(\infty)} = \beta_{1,3}(2, 3) + \rho_{1,3}(2, 3) - \alpha = \frac{1}{150}.
\]
Resetting \( \alpha = (33/50) + (1/150) = 2/3 \) and \( t_1 = 2 \) as in Lines 14 and 15, respectively, i.e., \( t = (t_1, t_2, t_3) = (2, 2, 2) \), we go back to Line 4. As \( 0 \leq \alpha = 2/3 < 1 \), we continue the while loop in Lines 4–15 of Algorithm 1.

Consider the seventh step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: \( \alpha = 2/3 \) and \( t = (t_1, t_2, t_3) = (2, 2, 2) \). Set \((i, j) = (1, 2)\) as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. It can be verified that
\[
\lambda_{1,2}(3, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = 0,
\]
\[
\rho_{1,2}(3, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = 0.
\]
Since \( \lambda_{1,2}(3, 3) = \rho_{1,2}(3, 3) \), store \((k, l) = (2, 1)\) as in Line 8; reset \((i, j) = (2, 3)\) as in Line 9; and go back to Line 6. It can be verified that
\[
\lambda_{2,3}(3, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = 0,
\]
\[
\rho_{2,3}(3, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} e_{(u_1, u_2, u_3)} = e_{125} + e_{250} + e_{375} + e_{500} + e_{750} + e_{1125} + e_{1500} + e_{2250} + e_{4500} = \frac{6}{25}.
\]
Since \( \lambda_{2,3}(3,3) < \rho_{2,3}(2,3) \), store \((k, l) = (3, 2)\) as in Line 8; reset \((i, j) = (3, 4)\) as in Line 9; and go back to Line 6. As \( j = 4 > 3 = m \), the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{2,3}(3, 3) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{2} \epsilon_{(u_1, u_2, u_3)} = \epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4 + \epsilon_5 + \epsilon_6 + \epsilon_9 + \epsilon_{10} + \epsilon_{12} + \epsilon_{15} + \epsilon_{18} + \epsilon_{25} + \epsilon_{30}
\]
\[+ \epsilon_{36} + \epsilon_{45} + \epsilon_{50} + \epsilon_{60} + \epsilon_{75} + \epsilon_{90} + \epsilon_{100} + \epsilon_{150} + \epsilon_{180} + \epsilon_{225} + \epsilon_{300} + \epsilon_{450} + \epsilon_{900} = \frac{19}{25}.\]

Since \( \lambda_{2,3}(3,3) < \rho_{2,3}(3,3) \), we get in Line 13 that
\[
\mu^{(\infty)}_{(2,2,2)} = \mu^{(\infty)}_{(2,3)} = \beta_{2,3}(3,3) + \rho_{2,3}(3,3) - \alpha = \frac{7}{75}.
\]

Resetting \( \alpha = (2/3) + (7/75) = 19/25 \) and \( t_3 = 4 \) as in Lines 14 and 15, respectively, i.e., \( t = (t_1, t_2, t_3) = (2, 2, 3) \), we go back to Line 4. As \( 0 \leq \alpha = 19/25 < 1 \), we continue the while loop in Lines 4–15 of Algorithm 1.

Consider the eighth step of the while loop in Lines 4–15 of Algorithm 1 with the following parameters: \( \alpha = 19/25 \) and \( t = (t_1, t_2, t_3) = (2, 2, 3) \). Set \((i, j) = (1, 2)\) as in Line 5, and go to the while loop in Lines 6–12 of Algorithm 1. Note that \( t = r = (r_1, r_2, r_3) = (2, 2, 3) \). Since \( \lambda_{1,2}(3,3) = \rho_{1,2}(3,3) \), store \((k, l) = (2, 1)\) as in Line 8; reset \((i, j) = (2, 3)\) as in Line 9; and go back to Line 6. It can be verified that
\[
\lambda_{2,3}(3,4) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} \epsilon_{(u_1, u_2, u_3)} = 0,
\]
\[
\rho_{2,3}(3,4) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=4}^{3} \epsilon_{(u_1, u_2, u_3)} = 0.
\]

Since \( \lambda_{2,3}(3,4) = \rho_{2,3}(3,4) \), store \((k, l) = (3, 2)\) as in Line 8; reset \((i, j) = (3, 4)\) as in Line 9; and go back to Line 6. As \( j = 4 > 3 = m \), the while loop in Lines 6–12 of Algorithm 1 is finished and we go to Line 13. It can be verified that
\[
\beta_{2,3}(3,4) = \sum_{u_1=0}^{2} \sum_{u_2=0}^{2} \sum_{u_3=0}^{3} \epsilon_{(u_1, u_2, u_3)} = \sum_{d|q} \epsilon_{d} = 1.
\]

Since \( \lambda_{2,3}(3,4) = \rho_{2,3}(3,4) \), we get in Line 13 that
\[
\mu^{(\infty)}_{(2,2,3)} = \mu^{(\infty)}_{(3,4)} = \beta_{2,3}(3,4) + \rho_{2,3}(3,4) - \alpha = \frac{6}{25}.
\]

Resetting \( \alpha = (19/25) + (6/25) = 1 \) and \( t_3 = 4 \) as in Lines 14 and 15, respectively, i.e., \( t = (t_1, t_2, t_3) = (2, 2, 4) \), we go back to Line 4. As \( \alpha = 1 \), we finish the while loop in Lines 4–15 of Algorithm 1, and the asymptotic distribution \( \mu^{(\infty)}_{d|q} \) is just obtained.
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