Multi-parameter Bayesian optimisation of laser-driven ion acceleration in particle-in-cell simulations
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Abstract

High power laser-driven ion acceleration produces bright beams of energetic ions that have the potential to be applied in a wide range of sectors. The routine generation of optimised and stable ion beam properties is a key challenge for the exploitation of these novel sources. We demonstrate the optimisation of laser-driven proton acceleration in a programme of particle-in-cell simulations controlled by a Bayesian algorithm. Optimal laser and plasma conditions are identified four times faster for two input parameters, and approximately one thousand times faster for four input parameters, when compared to systematic, linear parametric variation. In addition, a non-trivial optimal condition for the front surface density scale length is discovered, which would have been difficult to identify by single variable scans. This approach enables rapid identification of optimal laser and target parameters in simulations, for use in guiding experiments, and has the potential to significantly accelerate the development and application of laser–plasma-based ion sources.

1. Introduction

The interaction of high power laser pulses with plasma results in the generation of energetic pulses of ions with unique properties, such as high brightness and laminarity [1, 2]. Due to the high electric fields achieved in plasma, these novel ion sources are inherently compact and could bring new capabilities to accelerator science, with wide-ranging applications in areas as diverse as medicine [3–7], industry [8–10], and inertial fusion energy [11, 12]. Optimising, stabilising and controlling the unique properties of the ion beams is an outstanding challenge that needs to be addressed for the transformative potential of these novel sources to be realised.

Of the laser-driven ion acceleration mechanisms explored to date, target normal sheath acceleration (TNSA) [13, 14] is the most widely investigated, and is readily accessible with current high-power laser technology. In this scheme, which typically involves a thin foil target, a relativistically intense (>1018 W cm−2 for laser wavelength of the order of 1 μm) laser pulse irradiates the target, producing a dense plasma and transferring energy to plasma electrons that propagate within the target (so-called fast electrons) and generate TV m−1 electrostatic sheath fields at the target–vacuum interfaces. The field at the target rear side accelerates ions (predominately protons due to their high charge-to-mass ratio) in the forward direction, to form a beam with a broad energy distribution [15]. The maximum ion energy depends on parameters such as the temperature of the fast electron population [16, 17], which is strongly dependent on the laser irradiance, I, λ2, where I and λ are the laser intensity and wavelength, respectively [18–21]. Increasing the laser intensity and decreasing the target thickness or density enables new ion acceleration mechanisms to become accessible. At sufficiently high intensity, the radiation pressure exerted by the laser light incident on the plasma exceeds its thermal pressure, resulting in the laser boring into the plasma [18]. The resulting displacement of electrons establishes a strong electric field that accelerates ions.
via so-called radiation pressure acceleration (RPA) [22–24]. This approach can, in principle, produce a peaked ion energy distribution, with a much faster maximum energy scaling with intensity, and a high laser-to-ion energy conversion efficiency, compared to TNSA [25]. The light-sail mode of RPA, which occurs in ultrathin foils, is particularly promising in this respect [22, 26, 27]. High proton energies are produced in ultrathin foils that become relativistically transparent to the laser light during the interaction, as this enables additional heating of the plasma electrons, enhancing the electric fields and thus ion energies. There are several variations of this scheme, including the laser break-out afterburner [28] mechanism, the transparency-enhanced hybrid RPA–TNSA scheme [29] and the synchronised acceleration by slow light [30].

Common to all of these laser-driven ion acceleration mechanisms is the need to simultaneously optimise multiple laser and plasma parameters to tailor the properties of the resultant ion beam. Progress to date has involved the sequential scanning of a selected laser or target parameter while others are fixed at expected optimal values. The recent development of high-repetition-rate (multi-Hz), high-intensity, short-pulse lasers based on Ti:sapphire technology will accelerate the development of laser-driven ion sources by generating experimental data at a rate that facilitates live statistical analysis and feedback [31]. However, some applications (e.g. inertial fusion studies and some topics in high energy density science) require high energy (Nd:glass-based) lasers or specialist dense targets, which inherently limit repetition rates and restrict the application of optimisation schemes based solely on statistical analysis of real-time experimental data. These sources can benefit from rapid developments in high performance computing (HPC) that are enabling much higher volumes of complementary simulation data, greatly increasing the parameter space that can be explored via modelling. These parallel achievements have the potential to transform our approach to developing laser-driven ion acceleration by enabling the application of machine learning (ML) techniques to address this challenge.

The ML technique of Bayesian optimisation [32] is particularly useful when limited data is available and where the target function to be optimised returns noisy evaluations. This is the case in experiments with low repetition rate lasers, where the overall shot numbers are small and may be subject to shot-to-shot fluctuations. It is also true in numerical investigations involving high-fidelity particle-in-cell (PIC) simulations, for which the number of simulations that can be run is limited by the large computational and storage resources required. By contrast, ML approaches based on neural networks and genetic algorithms require large quantities of data to make accurate predictions, and direct optimisation algorithms can struggle to optimise noisy functions. Bayesian optimisation has been applied to laser-driven electron acceleration experiments [33–35], and Bayesian statistics have been used to model laser-driven ion acceleration studies [36], along with other common ML techniques [37, 38].

In this paper, we demonstrate the application of a Bayesian optimisation algorithm to guide the choice of input conditions and analyse output data from simulations performed using a PIC code, enabling the maximum energy to which protons are accelerated by TNSA to be optimised as a function of four key laser and target parameters. This was achieved in a fraction of the time and the number of simulations required compared to an approach involving systematic, linear parametric variation. The results demonstrate the potential to apply Bayesian algorithm techniques to laser-driven ion acceleration in situations where limited data is available and where multi-parameter optimisation would not otherwise be possible. We also report the development of a code called BISHOP, which facilitated this work by automatically generating simulation inputs, after analysing output data from previous simulations, and submitting them to a remote HPC cluster. Using the BISHOP code significantly reduces the time taken to produce and prepare simulation data for use in a ML model.

2. Methodology

2.1. Automated linear scanning of simulation input parameters

Before considering Bayesian optimisation, a reference data-set of one hundred 2D PIC simulations was produced, in which input parameters, \( x \), were linearly varied in a conventional grid search operation (systematic parameter scans in fixed increments), and submitted to the fully relativistic EPOCH PIC code [39]. This process was automated using the BISHOP code, which generates the input files for EPOCH and submits them to a remote HPC cluster, before retrieving and evaluating the output \( f(x_n) \) for each increment \( n \), before updating the inputs. In grid search mode, \( f(x_n) \) is a defined output, e.g. maximum proton energy \( \epsilon_{\text{pmax}} \). The operational steps in this mode are depicted schematically (in orange) in figure 1(a).

To begin this process, the user enters a base set of simulation input parameters, together with minimum and maximum bounds for the key parameters to be varied. Each simulation in the reference data set was initialised with an average of ten particles per cell, per species, and grid dimensions of 16000 × 2400 cells.
were defined, corresponding to a domain of $(-10 \to +50) \, \mu m$ and $(-20 \to +20) \, \mu m$ in the X and Y dimensions, respectively. The target thickness was defined by a $1 \, \mu m$ region in X containing H$^+$ and C$^6+$ ions with a starting temperature of 0.04 keV and electrons with a starting temperature of 10 keV. The initial electron density was selected as $2 \times 10^3$ ions with a starting temperature of 0.04 keV and electrons with a starting temperature of 10 keV. The initial electron density was selected as an equal mix of H and C$^6+$ ions with a starting temperature of 10 keV. The initial electron density was defined, corresponding to a domain of $(0.3 \to 15.0) \, J$ and $(25 \to 100) \, fs$, respectively. This reflects typical conditions available with Ti:sapphire high power lasers at present, as well as those coming online in the near future [40–42]. For these ranges of parameters, TNSA is the dominant ion acceleration mechanism and is responsible for the highest energy protons. Example simulation results verifying this are provided in the supplementary material (https://stacks.iop.org/NJP/24/073025/mmedia).

Over 100 simulations, the laser energy and pulse duration were varied linearly in equally spaced values between these bounds, and the focal spot size was fixed at $\phi_0 = 3 \, \mu m$. Upon completion of each simulation, the output data was transferred by the BISHOP code from the remote HPC cluster to a local cluster for analysis. BISHOP operates similarly for the other sequential modes, random and vector, included in figure 1(a). By contrast, in optimise mode, a Bayesian optimisation model using Gaussian process (GP) regression [32, 57] is used to select simulation input parameters that are most likely to optimise the value of a target function. This results in the active feedback process of Bayesian optimisation, which is illustrated in figure 1(b) and presented in more detail in later sections.

In each simulation, the target front surface is irradiated at the focal position of the laser, defined as $X = 0 \, \mu m$. The time at which the peak of the pulse reaches $X = 0 \, \mu m$ is defined as $t = 0 \, fs$. Laser energy is transferred to plasma electrons, generating a fast electron population that propagates through the target to drive the formation of the TNSA electrostatic sheath field at the rear side. This fast electron population has a broad exponential energy distribution of the form $dN/dE \propto \exp(-E/E_\nu)$, where $E_\nu$ is the electron energy and $T_e$ is the temperature of the population. The fast electron temperature increases with the peak laser irradiance [18–21] and is one of the key properties defining the maximum energy to which ions are accelerated via TNSA [15–17]. The fast electron temperature was determined for each simulation result by fitting to the high energy component of the fast electron distribution, sampled for energies $>0.511$ MeV up to 90% of the maximum electron energy. The lower bound ensures that the fit is made to relativistic electrons and the upper bound was selected to reduce the influence of statistical noise (which is high at the highest energies due to the low numbers of electrons). The coefficient of determination, $R^2$, for the fit was $>0.9$ in all cases. Further details are available in the supplementary material file.

Figure 2(a) shows the fast electron temperature as a function of $E_L$ and $\tau_L$. For fixed $\tau_L$, the laser intensity is increased by increasing $E_L$. A power scaling of the form $k_6 T_e = a \cdot E_L^b$ with $b = 0.58 \pm 0.03$ is found, in good agreement with previously published results [18]. The maximum temperature is obtained for $E_L = 15 \, J$ and $\tau_L = 33 \, fs$. The same input parameters produce the maximum proton energy ($\epsilon_{p_{\text{max}}} = 109 \, \text{MeV}$), as shown in figure 2(b). This is consistent with a strong overall correlation between $\epsilon_{p_{\text{max}}}$ and $k_6 T_e$, and $\epsilon_{p_{\text{max}}}$ and $E_L$ (thus $I_L$), as observed in figures 2(c) and (d).
Figure 2. (a) Electron temperature ($k_B T_e$) and (b) maximum proton energy ($\epsilon_{p\text{max}}$) as a function of laser pulse energy and duration, which were varied systematically by BISHOP over 100 2D PIC simulations. The corresponding minimum and maximum laser intensities are given. (c) $\epsilon_{p\text{max}}$ as a function of $k_B T_e$ (circles), where linear regression was performed at each pulse duration for data points with increasing laser energy, and the average $R^2$ value is calculated to be 0.93. (d) $\epsilon_{p\text{max}}$ as a function of laser pulse energy, with given power law scaling for the shortest and longest pulse duration simulated (circles). Experimental $\epsilon_{p\text{max}}$ data from Dover et al. [46] scaled up by a factor of 2.2 to enable comparison to the 2D simulation results are shown as triangles.

The reduced dimensionality of 2D PIC simulations results in an overestimation of $k_B T_e$ [43] and $\epsilon_{p\text{max}}$ [44] compared to 3D PIC simulations and experiment. A factor of 2.2 difference in $\epsilon_{p\text{max}}$ is expected between 2D and 3D PIC simulations [44, 45]. To enable a comparison with experimental results, we include results from Dover et al. [46] in figure 2(d) scaled up by this same factor. These experimental results were obtained for similar laser conditions as used in the present study; $I_L$ in the range $(0.3 \rightarrow 3.4) \times 10^{21} \text{ W cm}^{-2}$, $\phi_L \approx 1.5 \mu\text{m}$, $\lambda_L \approx 800 \text{ nm}$ and $\tau_L \approx 40 \text{ fs}$.

Although the simulated $\epsilon_{p\text{max}}$ values are higher, the observed power law scaling is similar to these example experimental results, and is generally in good agreement with a range of previously published TNSA scaling results [15–17, 36, 47]. As such, the simulation results provide a useful control data-set to evaluate the performance of a Bayesian optimisation algorithm in identifying optimal laser and target conditions for maximising proton energy.

2.2. Application of Bayesian optimisation

The results shown in figure 2 represent a conventional linear grid search of two key laser–target input variables that are known to influence the maximum proton energy achieved during an interaction. Optimal input conditions were identified for each of these variables, though many more parameters are known to influence source properties in the TNSA regime, such as the laser focal spot size [46, 48, 49], target thickness [50–52] and pre-plasma density scale length [53, 55]. As such, consideration of more interaction parameters will enhance the ability to optimise these novel ion sources. However, linear variation of more than two input parameters would require a substantial increase in the number of simulations required (an exponential growth with the number of parameters), which quickly becomes unfeasible given the computational resources required for high resolution simulations and the simulation times involved (each simulation requiring 1500 core-hours for the results presented in figure 2). To address this, an open source Bayesian optimisation algorithm [56] was integrated into the BISHOP code and used to identify the optimal conditions.

Bayesian optimisation [32, 57] is well suited to multidimensional problems and, as stated earlier, is particularly effective when the number of evaluations of the target function to be optimised are limited. Some other ML based optimisation techniques, such as genetic algorithms, require significantly less computational resource to generate a model of the target function, but require many more evaluations to identify an optimum. An example Bayesian optimisation procedure is illustrated in figure 1(b), for a simple
1D target function. The process begins by randomly generating a number of input values, \( x_n \), which are evaluated by the target function, \( f(x) \). There is equal weighting for the generation of any of these input values across the parameter space. A model is then produced to approximate the target function, by integrating over all possible functions which could fit the evaluations, \( f(x_n) \), that have been made. In this study, GP regression is used to create the model \([57]\). A simplified version of this GP model, known as the acquisition function, is then constructed. This acquisition function is simple to evaluate compared to the true target function, meaning thousands of potential input values can be quickly evaluated. The candidate input value that provides the maximum value when evaluated by the acquisition function is chosen to be evaluated by the true target function. This process is demonstrated in figure 1(b), where the blue line represents the acquisition function, which is maximised at the position of the blue circle. This input value is then evaluated by the true target function as shown in figure 1(a) and the GP model is updated. The process is repeated, with the GP model approximating the true target function with increasing accuracy as more evaluations are made. This is shown in figure 1(b), where the variance of the GP model reduces as more data is collected and the target function is optimised within ten iterations.

In order to validate this approach, an open source Bayesian optimisation algorithm \([56]\) was integrated into the BISHOP code and tasked with optimising the maximum proton energy over the same parameter space covered by the conventional linear grid search of figure 2. For this first optimisation exercise, the Bayesian optimisation algorithm was restricted to sampling parameter combinations that had been simulated as part of the data-set in figure 2 (\( E_L = [3.0, 4.3, \ldots, 15.0] \) J; \( \tau_L = [25.0, 33.3, \ldots, 100.0] \) fs) rather than having the freedom to select any input values between the bounds of \( E_L = (3 \rightarrow 15) \) J and \( \tau_L = (25 \rightarrow 100) \) fs.

The algorithm began by selecting input laser conditions at random and extracted \( t_{\text{pmax}} \) for each simulation run. A GP model and acquisition function were then constructed and used to guide subsequent simulation inputs, until the optimal conditions from the linear grid search were identified. The initial random points had equal weighting across the parameter space and the boundaries were defined by the upper and lower values of the range over which the parameter space was evaluated. These boundaries are rectangular for two parameters and hyper-rectangular for higher dimensions. Given the shape of the parameter space for the TNSA mechanism, we would expect the extremes of our maximum proton energies to lie close to the boundaries. This poses no particular issue for the Bayesian optimisation approach.

In applying Bayesian optimisation to TNSA, we assume that the function describing the proton maximum energy over the parameter space is smooth and continuous. We also assume that the noise present in the parameter space does not obscure the function describing proton maximum energy and that this noise has constant variance. These conditions are well met when optimising TNSA with PIC simulations, but may prove harder to meet when applied to other acceleration mechanisms or to experimental data.

The optimisation was repeated for several different configurations of the Bayesian algorithm to find a setup that consistently identified the true optimum from the linear grid search in the smallest number of simulations. This involved varying the number of initial simulations with randomised inputs, as well as the manner in which the acquisition function guides input values throughout the optimisation process. Configurations were initialised with 5, 10 and 20 simulations of randomised inputs and the convergence of each to the true optimum from the linear grid search is shown in figure 3(a). After the randomised simulations are completed, the acquisition function guides the input conditions to be simulated and has a strong influence on the efficiency of the algorithm in identifying the optimum conditions.

Several acquisition functions are available, and are constructed in slightly different ways, with the upper confidence bound (UCB), probability of improvement (PI), and expected improvement (EI) being the most commonly used \([32]\). Typically, only one of these is used throughout the entire optimisation process, and the convergence of the algorithm to the true optimum of the target function may depend on which is selected. In this study, the algorithm samples candidate input values from each of these acquisition functions at every iteration, rather than just using one throughout, referred to as hedging \([58]\). This technique has been shown to maximise the performance of a Bayesian optimisation algorithm and negates the need to choose an optimal acquisition function from the outset \([58]\). Hedging increases the computational time required to select new input values between iterations of the optimisation process, but the increase is negligible when compared to the computational load required to perform each simulation.

When an acquisition function is selected, candidate input values are evaluated using the mean, \( \mu_{\text{GP}} \), and variance, \( \sigma_{\text{GP}}(x) \), of the GP model. Each acquisition function contains a parameter that determines how much weight should be given to the mean and variance, respectively. For example, the UCB is constructed as \( \text{UCB}(x) = \mu_{\text{GP}} + \kappa \sigma_{\text{GP}}(x) \), where a low \( \kappa \) value will cause the acquisition function to preferentially select input values in areas of the parameter space where the mean of the GP model is high, while penalising input values in areas of the parameter space where the model variance is high. In our case, this results in the
algorithm running simulations with input values in areas of the parameter space that are well known to the model (uncertainty is low), and $\epsilon_{p\text{max}}$ is predicted to be high, rather than exploring areas of the parameter space that are less well known to the model (uncertainty is high) because few simulations have been performed with input values in this region. The influence of $\kappa$ is shown in figure 3(a), where the convergence of operations that solely used the UCB process are shown. The other acquisition functions mentioned, EI and PI, contain a parameter, $\xi$, which is analogous to $\kappa$ in UCB and works in a similar fashion. In our case, where we apply a hedging strategy for optimising the acquisition function choice, values $\kappa = 1.96$ for UCB and $\xi = 0.01$ for PI/EI are used, similar to that used in reference [58].

The BISHOP code converged most quickly when initialised with 20 simulations of randomised inputs and when hedging was used to select the acquisition function, identifying the true optimum from the linear grid search ($\epsilon_{p\text{max}} = 109$ MeV, at $E_L = 15$ J and $\tau_L = 33$ fs) in only 23 total simulations, as shown in figure 3(a). This example case corresponds to a reduction of $\sim 28$ h in the time required to identify these optimal conditions for the high performance computer used in this study, and a $\sim 4$ times decrease in the computational resources ($\sim 42 000$ core-hours) required, compared to a systematic/linear grid search over 100 samples. Figure 3(b) shows the unique parameter combinations sampled during the optimisation routine on the full linear search grid.

The effect of the $\kappa$ parameter was investigated over the range $\kappa = 1$ to $\kappa = 1000$. For $\kappa = 1$, the algorithm focuses too heavily on areas of the parameter space that are well known and where high $\epsilon_{p\text{max}}$ is expected, but neglects to fully explore the parameter space, meaning it never identifies the true optimum. For $\kappa = 1000$, the algorithm spends too many iterations exploring the parameter space and does not focus heavily enough on simulating input values that are predicted to result in high $\epsilon_{p\text{max}}$, thus not identifying the true optima until very late in the process. This highlights the need to carefully consider the configuration of a Bayesian optimisation algorithm before applying it to a target function, though these considerations are reduced by hedging.

We further explore the sensitivity to the number of initial random runs by initialising the same optimisation for 5, 10 and 20 random simulations. Each optimisation run is repeated 30 times and allowed to run for 100 iterations. Figure 3(c) shows an average of the total number of iterations needed to first
identify the optimum value from the linear grid search as a function of the number of random starts. This shows that with more initial random simulations, the total number of simulations needed to find an optimum increases, but the number needed after the random simulations is reduced. Figure 3(c) also shows the percentage of the runs that take longer than the average number of iterations to find the optimum across the 30 run sample. As the number of initial random simulations is increased, there is more than a factor of two reduction in the number of simulation runs that take longer than average to identify the optimum value, leading to more consistent results. A balance must therefore be struck between increasing the number of starting simulations to improve consistency and limiting the total number of simulations that need to be run. The simulations detailed in the later sections of this article all use 20 initial random simulations for this reason.

2.3. Optimisation of proton acceleration with four input variables

Having successfully applied Bayesian optimisation to achieve the maximum $\epsilon_{\text{pmax}}$ as a function of two input laser parameters, the technique was extended to include other important input variables. Among the most important for optimising TNSA are the target thickness, $d$ [52], and the density scale length $L$ at the target front side, which defines the pre-plasma density profile in the $X$-axis, described by $n_e(X) = n_{\infty} \exp(X/L)$ for $X \leq 0$, where $n_{\infty}$ is solid density. The pre-plasma density profile influences the maximum proton energy by affecting laser energy absorption and the properties of the laser pulse via processes such as self-focusing or the onset of filamentation [53] (similar behaviour can also be produced via the addition of a low density layer to the front of a foil target [54]). The pre-plasma density profile can directly influence the coupling of laser energy into fast electrons [55] and induce additional heating mechanisms such as direct laser acceleration [59] or electron trapping [60]. Both $d$ and $L$ were therefore included as tunable parameters, together with $E_l$ and $\tau_\perp$, in a Bayesian optimisation procedure.

The BISHOP code was provided with the following boundary conditions: $E_l = (0.3 \rightarrow 15.0)$ J; $\tau_\perp = (25 \rightarrow 100)$ fs; $d = (500 \rightarrow 3000)$ nm; and, $L = (0.01 \rightarrow 4.00)$ $\mu$m. The input configurations sampled during this process are shown in the contour plots of figure 4 and the influence of individual input parameters on the maximum proton energy is shown in the line plots. After 20 simulations with randomised inputs and a further 30 simulations guided by a GP model, the algorithm converged to optimal conditions of $E_l = 15$ J, $\tau_\perp = 25$ fs, $d = 500$ nm and $L = 2.4$ $\mu$m, as shown in figure 4. This optimal laser–target configuration resulted in $\epsilon_{\text{pmax}} = 220$ MeV, which represents a twofold improvement over the results shown in figure 2. This highlights the importance of optimising for many input parameters, which is not always possible in a conventional grid search. In this case, extending the grid search of figure 2 to include $d$ and $L$ would require 10 000 simulations, running for over 10 000 h, which is prohibitively expensive.

Increasing $E_l$ and reducing $\tau_\perp$ is shown to optimise $\epsilon_{\text{pmax}}$ in this TNSA-dominant regime, highlighting the expected dependency on peak laser intensity [15–17, 21]. This is expected for the laser parameter ranges explored.

Previous studies have shown that there is an optimum foil thickness for enhancing $\epsilon_{\text{pmax}}$ in the TNSA regime and that this is defined by a trade off between achieving efficient electron transport to the target rear side and minimising the influence of target expansion, arising from preheating driven by the rising edge of the laser pulse, which reduces the magnitude of the electric field responsible for ion acceleration [16, 51, 52]. $\epsilon_{\text{pmax}}$ is maximised for the thinnest target in this example study (500 nm), which is expected for the parameter range explored. For this demonstration, we have avoided ultrathin foils, for which other ion acceleration mechanisms (RPA and transparency-enhanced processes) compete with TNSA, so as not to complicate this first demonstration of the approach. The reasons for the observed optimum pre-plasma density scale length observed in figure 4 ($L = 2.4$ $\mu$m) are explored in the next section.

For the optimum that is identified here (to maximise $\epsilon_{\text{pmax}}$), we are confident that it represents the true global optimum within our parameter space. After the first 20 simulations to generate the model, $E_l$ and $d$ were not varied by the model, and $\tau_\perp$ was only varied twice in the subsequent 60 iterations before the algorithm was manually stopped. The model quickly identified the expected optimisation for these parameters, which is the thinnest target, the lowest $\tau_\perp$ and the highest $E_l$. This is consistent with the grid scan results of figure 2 and our understanding of the TNSA mechanism (the ion energy scales with laser pulse intensity). Between iteration 20 and 50, $L$ was tuned between 2.5 $\mu$m and 4 $\mu$m, and after the optimum of $L = 2.4$ $\mu$m was identified, the model only varied $L$ within 5% of this value, suggesting a high degree of confidence. Identifying true global optima in a given multidimensional parameter space is a challenge, especially when evaluation of the parameter space is expensive, because not all points can be sampled. Any optimisation process is at risk of identifying local optima within the parameter space, while failing to identify the true global optima. In our study, this risk has been mitigated by testing multiple configurations of the algorithm on the grid search data of figure 2. A configuration that consistently
identified the true global optimum from the grid search was used for the four parameter optimisation case, for which a grid search is not possible (computationally prohibitive) and the true global optimum is not known in advance.

2.4. Exploration of the optimum parameters

To explore the optimisation results in more detail, we review the input parameter values sampled at each iteration after the initial 20 simulations with randomised inputs were completed. Thereafter, the input parameter values were guided by the GP model, and an immediate improvement in $\epsilon_{p_{\text{max}}}$ is observed after the 20th iteration, as shown in figure 5. The values of $E_L$, $\tau_L$ and $d$ selected by the algorithm at this iteration were those which proved to be optimal by the end of the optimisation routine ($E_L = 15$ J, $\tau_L = 25$ fs and $d = 500$ nm). On subsequent iterations, the algorithm mostly varied the pre-plasma scale length, while keeping the values of the other parameters constant. Initially, the algorithm explored relatively long scale lengths in the range 2.8–4.0 $\mu$m, before finding an optimum at iteration number 50 ($L = 2.4$ $\mu$m, resulting in $\epsilon_{p_{\text{max}}} = 220$ MeV). From this iteration until the operation was manually terminated, the algorithm explored shorter scale lengths in the range 2.1–2.4 $\mu$m. Investigating these results in more detail, small scale length fluctuations were noted to induce significant changes in $\epsilon_{p_{\text{max}}}$. As such, a repeat simulation was performed at the optimal laser and target parameters with the random seed enabled in EPOCH [39]. The initial location and momentum distribution of the macroparticles in EPOCH is generated using a random number generator. A seed number is used to initialise the generator which can be fixed or random. With the random seed on, the maximum proton energy was reduced by 13%, from 220 MeV to 191 MeV on this repeat simulation, suggesting that statistical fluctuations contribute to changes in the precise proton energy produced for any given $L$.

To ensure that the scale length optimisation observed in these results is not driven by noise, $\epsilon_{p_{\text{max}}}$ was sampled for 13 simulations for which $L$ was within 5% of the optimum value (average $L = (2.31 \pm 0.03)$ $\mu$m). The average $\epsilon_{p_{\text{max}}}$ within this batch of simulations was 200 MeV and the standard deviation was 8 MeV, which defines the error-bars on the data in figure 5. This is compared to 20 simulations with average $L = (2.91 \pm 0.06)$ $\mu$m, for which $\epsilon_{p_{\text{max}}} = (187 \pm 6)$ MeV. Thus, the variation of $\epsilon_{p_{\text{max}}}$ with $L$ is statistically significant when compared to the variation produced by statistical fluctuations.
Figure 5. Value of the target function, the maximum proton energy ($\epsilon_{p_{\text{max}}}$), as a function of the iteration number, $n$, of a Bayesian optimisation procedure in which the four input parameters $E_L$, $\tau_L$, $d$ and $L$ are varied. The highest $\epsilon_{p_{\text{max}}}$ identified up to a given iteration is marked by the thick black line. The vertical dashed black line marks the boundary between random input variables ($n < 20$) and the guided model ($n > 20$). The colour of the symbol identifies the corresponding plasma density scale.

Figure 6. (a) Maximum proton energy as a function of pre-plasma density scale length, with all other laser and target parameters fixed. (b) Average longitudinal electric field ($E_X$) within a $3 \mu m \times 3 \mu m$ region ($X, Y$) around the proton which ends the simulation with the highest energy, as a function of simulation time step, for each given scale length. (c) Summation of the average $E_X$ over time as a function of scale length. (d) Lateral extent of the sheath field (FWHM) at $t = 0$ fs (black) and the laser-to-electron energy absorption (number of energetic electrons) at the target front side (red), as a function of scale length.

Previous studies have shown that, compared to the case of a sharp density step, $\epsilon_{p_{\text{max}}}$ can be enhanced if significant self-focusing of the laser pulse occurs when propagating within the pre-plasma and that there is an optimum density scale length for the enhancement [53]. We see evidence of self-focusing occurring in the simulation results presented in figure 6, which increases the laser intensity over the nominal value. However the degree of self-focusing does not change significantly over the scale length range explored and therefore this phenomena does not explain the optimisation of $\epsilon_{p_{\text{max}}}$—see the supplementary material for further details.

To understand why $\epsilon_{p_{\text{max}}}$ is optimised at $L = 2.4 \mu m$, four input configurations sampled during the optimisation routine were repeated with particle tracking enabled in EPOCH such that the source and trajectory of the highest energy protons could be investigated. These repeat simulations were run for a reduced simulation time, finishing at time $t = 230$ fs, compared to $t = 560$ fs in the optimisation routine, due to the increased computational resource required to include particle outputs. The optimal input conditions of $E_L = 15 J$, $\tau_L = 25$ fs and $d = 500$ nm were fixed and $L$ was varied from $2.15 \mu m$ to $4.00 \mu m$. 
The maximum proton energy at \( t = 230 \) fs is found to vary with \( L \) as shown in figure 6(a), with an optimum at \( L = 2.40 \) \( \mu \)m, in good agreement with the results of the Bayesian optimisation routine. The highest energy proton at the end of the simulation was identified and tracked over all time in each of the four cases considered. The longitudinal electric field strength (\( E_x \)) was averaged within a 3 \( \mu \)m \( \times \) 3 \( \mu \)m region (\( X, Y \)) around the tracked proton at each time. In figure 6(b), the tracked proton is shown to experience a peak electric field at \( t \sim 25 \) fs, corresponding to the time at which hot electrons reach the target rear surface. This peak field occurs slightly later for the larger \( L \) cases, for which the electrons are generated further from the initial target front surface and propagate through an extended longitudinal plasma before reaching the target rear.

After the tracked proton leaves the target rear surface (at \( t \sim 60 \) fs), it experiences a higher electric field over the remaining time for the two shortest scale length cases, as shown in figure 6(c), where the average electric field is summed from \( t = -90 \) fs to \( t = 230 \) fs, and from \( t = 60 \) fs to \( t = 230 \) fs. The tracked proton experiences a stronger total field from \( t = -90 \) fs to \( t = 230 \) fs in the longer scale length simulations compared to \( L = 2.15 \) \( \mu \)m, due to the temporally broader peak field experienced by the proton (see figure 6(b)). This broader peak field results from an increased laser-to-electron energy absorption in the case of the longer scale length plasma, as shown in figure 6(d), where absorption is approximated by the electron energy obtained by multiplying the fast electron density and average kinetic energy in the region at the front side of the target (\( n_2 \)). These factors contribute to a higher \( \epsilon_{p_{\text{max}}} \) at \( t = 60 \) fs for longer scale lengths compared to \( L = 2.15 \) \( \mu \)m, as shown in figure 6(a).

Although a longer scale length plasma density profile at the target front side results in increased laser-to-electron energy absorption and a stronger electric field at early time steps, it also produces a spatially broader sheath field at the target rear surface. This is quantified by summing the \( E_x \) field for each cell along the \( Y \)-axis within 3 \( \mu \)m \( \times \) 40 \( \mu \)m (\( X, Y \)) of the target rear and fitting a Gaussian profile. The full width at half maximum (FWHM) of this fitted profile is shown to increase with \( L \) in figure 6(d). The larger sheath area results from the source of the electrons at the target front side shifting further from the target rear surface due to the expanded pre-plasma.

To quantify this, the position of the relativistically-corrected critical density surface, \( \gamma n_{\text{crit}} \), where \( \gamma \) is the electron Lorentz factor, is determined at each point along the \( Y \)-axis by averaging the electron kinetic energy over all cells from \( X = [-45 \rightarrow 0] \) \( \mu \)m (i.e. on the front side of the target) and at \( t = 0 \) fs. The position of \( \gamma n_{\text{crit}} \) is defined as the first \( X \) position where \( n_2/\gamma n_{\text{crit}} = 1 \), and is shown at each point in the \( Y \) plane for \( L = 2.15 \) \( \mu \)m in figure 7(a). The \( \gamma n_{\text{crit}} \) position along the laser propagation axis is determined from the peak of a Gaussian fit to this data and, as shown in figure 7(b), is found to be located farther from the target front surface as \( L \) is increased. The tracked proton propagates within \( \pm 2 \) \( \mu \)m of the target normal axis in all simulations and thus experiences a weaker accelerating field for longer scale lengths, despite higher laser-to-electron energy absorption at the front surface. This explains the results of figure 6(a), where the maximum proton energy is initially (\( t = 60 \) fs) lower for \( L = 2.15 \) \( \mu \)m compared to the larger \( L \) cases, but is higher by the end of the simulation at \( t = 230 \) fs. As such, the optimisation of \( \epsilon_{p_{\text{max}}} \) with \( L \) is found to be the result of competition between achieving high laser-to-electron energy absorption at the target front side, which defines the fast electron number and temperature, and the sheath area at the rear side, which defines the fast electron density. Both the electron temperature and density are important parameters in defining the maximum energy to which ions are accelerated in the sheath expansion [15].
3. Summary

In summary, we report on the optimisation of laser-driven proton acceleration in PIC simulations of intense laser–plasma interactions using a Bayesian algorithm to efficiently identify the optimum laser and target parameters. A new code, called BISHOP, has been developed as a platform to automatically generate and process PIC simulation data with minimal user input, simplifying and reducing the time taken to undertake large scale simulation studies involving systematic scanning of parameters. The energy and duration of a high power laser pulse incident on a 1 μm-thick planar CH target was varied over 100 2D PIC simulations and optimum parameters for maximising proton energy in the TNSA-dominant regime were identified, to demonstrate this automated-PIC parameter-scanning approach.

We next incorporated a Bayesian optimisation algorithm into the BISHOP code to create an efficient method of optimising a selected output parameter as a function of multiple input parameters. The viability and efficiency of this approach was demonstrated via an investigation of the influence of several laser and target input parameters on the maximum energy to which protons are accelerated by the TNSA mechanism. Using this approach, the optimum conditions were identified four times faster than by varying two laser parameters (pulse energy and duration) linearly over 100 2D simulations. In the case of four input parameters (including target thickness and front-side density scale length) the optimum conditions are identified 1000 times quicker compared to systematic linear scanning. This four-parameter optimisation study resulted in a doubling of the maximum proton energy compared to the two-parameter test, highlighting the potential to use this approach to identify combinations of parameters that enhance a desired beam property.

Our investigation also identifies an optimum pre-plasma density scale length for achieving high proton energies, which results from balancing total laser energy coupling to fast electrons with the electron density in the sheath. This optimal scale length configuration is not obvious from previously published results and may not have been identified without a ML technique due to the prohibitively high cost of performing a conventional linear grid search over four input parameters at the resolution needed. Extension of this approach to a larger number of input parameters is likely to identify new correlations with output beam properties, inter-dependencies and conditions for simultaneously optimising several desired output beam properties.

This study is a demonstration of Bayesian optimisation applied to laser-driven ion acceleration, using 2D PIC simulations. This can be extended in future work to include more computationally demanding 3D PIC simulations for quantitative predictions. The Bayesian optimisation approach adopted here can also be extended to the generation of other types of particles and radiation in numerical investigations of laser–plasma interactions. The BISHOP code can be developed to apply various other ML algorithms, both to directly optimise simulation conditions and to benchmark the suitability of these algorithms for application in experimental investigation of laser–plasma interactions.
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