Quantum computation of dynamical quantum phase transitions and entanglement tomography in a lattice gauge theory
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Strongly-coupled gauge theories far from equilibrium may exhibit unique features that could illuminate the physics of the early universe and of hadron and ion colliders. Studying real-time phenomena has proven challenging with classical-simulation methods, but is a natural application of quantum simulation. To demonstrate this prospect, we quantum compute non-equal time correlation functions and perform entanglement tomography of non-equilibrium states of a simple lattice gauge theory, the Schwinger model, using a trapped-ion quantum computer by IonQ Inc. As an ideal target for near-term devices, a recently-predicted [Zache et al., Phys. Rev. Lett. 122, 050403 (2019)] dynamical quantum phase transition in this model is studied by preparing, quenching, and tracking the subsequent non-equilibrium dynamics in three ways: i) overlap echos signaling dynamical transitions, ii) non-equal time correlation functions with an underlying topological nature, and iii) the entanglement structure of non-equilibrium states, including entanglement Hamiltonians. These results constitute the first observation of a dynamical quantum phase transition in a lattice gauge theory on a quantum computer, and are a first step toward investigating topological phenomena in nuclear and high-energy physics using quantum technologies.

I. INTRODUCTION

Understanding how strongly-coupled quantum many-body systems behave far from equilibrium is a common goal across many physics disciplines. In nuclear and high-energy physics, evolution of matter and the mechanisms for its thermalization and hydrodynamization, prevalent in early-universe [1] and probed in ultra-relativistic heavy-ion collisions [2–6], are not yet fully understood [7]. Unfortunately, first-principles studies of such dynamical non-equilibrium processes grounded in the fundamental quantum field theories of nature have generally evaded classical-computing methods [8, 9]. Addressing classically intractable problems on analog quantum simulators and digital quantum computers has been a driver of innovation and development for emergent hardware platforms, based on e.g., atomic [10–12], molecular [13], optical [14–16], and solid-state or hybrid systems [17–22], see Ref. [23] for a review. It has further propelled progress in theory, algorithm, and co-design [23–32]. In particular, aspects of quantum simulation of quantum field theories, including scalar field theory [33–40] and Abelian and non-Abelian gauge theories [41–89] have been advanced considerably in recent years, see Refs. [9, 90–92] for reviews.

Simulating complex theories, such as the theory of the strong force, quantum chromodynamics (QCD), remains beyond the capabilities of the Noisy-Intermediate-Scale-Quantum (NISQ) [93] hardware. However, present-day access to these systems is essential in developing
and tailoring optimized algorithms, obtaining a deeper understanding of hardware capabilities and limitations, and informing the upcoming hardware design of the requirements of nuclear- and high-energy physics simulations [8, 9, 94–99]. With this aim, we formulate, explore, and analyze non-equilibrium phenomena in a lattice gauge theory (LGT) on IonQ’s 11-qubit trapped-ion quantum computer [100, 101], accessed through Google Cloud [102] and Microsoft Azure [103] Services. Using a workhorse of quantum exploration, the simple and well-studied Schwinger model [47–52, 54–57, 59, 61–64, 69, 74, 104–113], we focus on a novel direction: exploring the non-equilibrium dynamics and topology of LGTs from their entanglement structure and from non-equal time correlation functions. Entanglement and entanglement structure [114–128] are important probes of thermalization or the characterization of quantum phases, while non-equal time correlation functions are crucial tools in studying not only transport phenomena in QCD [84, 129–133], but also the structure of nuclei and nucleons in electron scattering experiments such as at the Electron Ion Collider (EIC) [134], in neutrino-nucleus scattering [135–137] at Deep Underground Neutrino Experiment (DUNE) [138], and in nuclear reaction processes [139].

In particular, focusing on far-from-equilibrium dynamics after a quantum quench, we investigate dynamical quantum phase transitions (DQPTs), first proposed and observed in a range of quantum many-body systems in Refs. [140–148], and later predicted to occur in gauge theories as well [149], see also Refs. [150–153]. Importantly, this phenomenon is shown to be an ideal candidate for exploration with existing analog and digital devices, since it persists in small systems and on short time scales [149, 154, 155]. DQPTs are manifest in non-equal time correlation functions and non-equal time wavefunction overlaps (Loschmidt echos), and in the Schwinger model they are related to an underlying topological transition [149]. In fact, from a phenomenological standpoint, there may be interesting connections between potential non-equilibrium dynamics that could change the value of the topological \( \theta \) angle in the early universe and the strong CP problem, a possibility that quantum simulations of real-time phenomena in simple models, and eventually in QCD, may shed light on.

To achieve a first realization of a DQPT in a lattice gauge theory on quantum hardware, we perform real-time evolution of the Schwinger model in a digital scheme in a manner that is partly distinct from previous Schwinger-model simulations. The algorithm developed and implemented proceeds with minimal Trotter error (vanishing in the non-interacting limit) by transforming between the eigenbases of free and interacting parts of the Hamiltonian, using a composite Bogoliubov-staggered and Fourier transformation. Dynamical non-equal time correlation functions, Loschmidt echos, and a topological order parameter are obtained using a Ramsey interferometry scheme [156–159]. Utilizing random-measurement-based entanglement- (and ‘shadow’-) tomography methods [160–179] Rényi entropies and fidelities are quantum computed with the protocol developed in Refs. [164–166]. We apply a generalization of the Bisognano-Wichmann theorem [180, 181] to extract Entanglement Hamiltonians (EHs) and entanglement spectra (ES) of non-equilibrium states [169], see Ref. [182] for a recent review on entanglement Hamiltonians and random-measurement protocols.

This manuscript is organized as follows: Sec. II contains i) a brief overview of the topological DQPT exhibited by the Schwinger model, our strategy for ii) simulating the system on a quantum computer, and iii) identifying the topological phase transition by analyzing dynamical non-equal time correlation-function holonomy. In Sec. III, entanglement tomography is employed to build a classical representation of the systems’ entanglement structure for non-equilibrium states. Our results are summarized in Sec. IV. The manuscript is supplemented by several Appendices. Appendices A and B include analytical details and quantum algorithms for real-time evolution of the Schwinger model, including the scheme to obtain non-equal time observables. Appendix C contains experimental details of the IonQ device used in this study. Appendices D and F provide a description of a symmetry-based error-mitigation scheme employed in this work, and a discussion of device imperfections. Appendix G contains more details on the entanglement-tomography results. All circuits, raw data and the data shown in figures can be found at https://gitlab.com/Niklas-Mueller1988/dqpt_2210.03089.

II. QUANTUM COMPUTING DYNAMICAL QUANTUM PHASE TRANSITIONS

Consider the massive lattice Schwinger model with the Hamiltonian

\[
H(m) = \frac{1}{2a} \sum_{n=0}^{N-1} (\psi_n^\dagger U_n \psi_{n+1} + \text{H.c.}) + m \sum_{n=0}^{N-1} (-1)^n \psi_n^\dagger \psi_n + \frac{ae^2}{2} \sum_{n=0}^{N-1} E_n^2
\]

(1)

on a one-dimensional (spatial) lattice with \( N \) sites and periodic boundary conditions (PBCs), with mass \( m \), electric coupling \( e \), and lattice spacing \( a \). \( \psi_n^\dagger \) and \( \psi_n \) denote creation and annihilation operators for the (staggered) fermions, respectively. \( U_n \) is the link and \( E_n \) the electric-field operator, satisfying the commutation relation \( [E_n, U_m] = \delta_{nm} U_n \). The Hamiltonian commutes with Gauss’s law operator at each site, \( G_n \equiv E_n - E_{n-1} - Q_n \), where

\[
Q_n \equiv \psi_n^\dagger \psi_n - \frac{1}{2} [1 - (-1)^n]
\]

(2)

is the staggered fermion charge. The gauge-invariant physical Hilbert space contains states that satisfy \( G_n |\psi\rangle_{\text{phys}} = 0 \).
Adding a topological $\theta$ term $\frac{\theta}{2\pi} \sum_n E_n$ to Eq. (1), and upon performing a chiral transformation to absorb the $\theta$ parameter into a (complexified) fermion mass term, yields the Hamiltonian \[ \hat{H}(m, \theta) = \sum_{n=0}^{N-1} \left( 1 - ma \sin(\theta) \right) \psi_n^\dagger \psi_{n+1} + \text{H.c.} \]
\[ + \sum_{n=0}^{N-1} m \cos(\theta) (-1)^n \psi_n^\dagger \psi_n + \frac{ae^2}{2} \sum_{n=0}^{N-1} E_n^2. \] (3)

This model is considered a prototype model for CP violation in QCD [189–191]. With this motivation, a quench of the $\theta$ parameter, mimicking a rapidly changing background axion field [192–194], was considered in Ref. [149], and a novel non-equilibrium topological transition was discovered in the far-from-equilibrium response of the system. The transition was also identified as a manifestation of the more general phenomenon of DQPTs [140–144, 146, 147, 150], and recognized as an ideal target for quantum simulators and computers because of short-time scales involved and potential for its realization in small systems. This phenomenon will be explored in this work using a digital trapped-ion quantum computer.

In particular, we employ the maximum possible quench of the $\theta$ parameter of the Schwinger model, $\Delta \theta = \pi$, corresponding to changing the sign of the mass term. This is achieved by preparing the ground state $|\Psi(t = 0)\rangle \equiv |\text{GS}(m)\rangle$ of $\hat{H}(m) \equiv \hat{H}(m, \theta = 0)$ and then time evolving according to $\hat{H}(-m) \equiv \hat{H}(m, \theta = \pi)$,
\[ |\Psi(t)\rangle = e^{-i\hat{H}(-m)t} |\text{GS}(m)\rangle. \] (4)

Two different non-equal time observables will be computed. The first is the Loschmidt echo, the overlap of the time-evolved state with the initial state,
\[ L(t) \equiv \langle \Psi(0)|\Psi(t)\rangle = \langle \text{GS}(m)|e^{-i\hat{H}(-m)t}|\text{GS}(m)\rangle, \] (5)
from which one can define an intensive rate function,
\[ \Gamma(t) \equiv \lim_{N \to \infty} \left\{ -\frac{1}{N} \log(\langle L(t)\rangle) \right\}. \] (6)

The non-analyticities of Eq. (6) correspond to DQPTs and can be extracted on lattices as small as four to eight sites with small finite-volume effects in the $e/|m| \lesssim 1$ regime [149]. The second quantity is a set of non-equal time correlation functions (NECFs), defined in the staggered lattice formulation as
\[ g_q(t) \equiv \sum_{j=0}^{N/2-1} e^{-i\frac{2\pi q j}{N}} \left( g_j^{\text{even}}(t) + g_j^{\text{odd}}(t) \right), \] (7)
where \( q \in \left[ -\frac{N}{2}, \frac{N}{2} - 1 \right] \) and
\[
g_j^{\text{even}}(t) \equiv \langle \psi_{j(2j+1)}^\dagger(t) U_{2j(2j+1),0}(t) \psi_{0(1)}(0) \rangle ,
\]
with \( \langle \ldots \rangle \equiv \langle \text{GS}(m) | \ldots | \text{GS}(m) \rangle \) and \( U_{n,m}(t) \equiv \prod_{k=m}^{N-1} U_k(t) \) (\( U_{n,n} = 1 \)). From \( g_q(t) \), an integer-valued topological order parameter can be extracted [195]
\[
\nu(t) \equiv n_-(t) - n_+(t) ,
\]
where
\[
n_{\pm}(t) = \frac{1}{2\pi} \oint_{C_{\pm}(t)} dz \, g_0^\pm \partial_z g_z .
\]

Here, \( z \equiv (q, t) \), \( g_0 \equiv g_q(t) \), and \( g_z \equiv g_{qz}/|g_0| \). Concretely, \( C_{\pm}(t) \) runs clockwise (counter-clockwise) in the positive (negative) half of wavenumbers \( q \) in the \((q, t')\)-plane, i.e., \( C_{\pm}(t) : (0,0) \rightarrow (N/4-1,0) \rightarrow (N/4-1,t) \rightarrow (0,t) \rightarrow (0,0) \) and similarly for \( C_{\pm}(t) \). Note that \( t' \) is continuous and \( q \) is discrete, hence integral and derivative become a sum and finite difference along the \( q \)-sections of \( C_{\pm}(t) \). Equation (9), which is valid at arbitrary coupling \( \varepsilon \), changes by an integer whenever the system undergoes a dynamical quantum phase transition. We refer the reader to Ref. [149] for more details, and here we focus on a quantum-computational representation of the topological phenomenon.

The gauge degrees of freedom can be integrated out using Gauss’s law in a way that maintains translation invariance with PBCs, see Ref. [196] for details. A gauge-field zero mode (average electric field) remains untreated in this case, but since our goal is to demonstrate the quantum computation of topological NECFs and utilizing entanglement tomography on an existing device, instead of engineering gauge-field digitizations, we leave the treatment of this term to future studies [197].

Explicitly, in the purely fermionic form, \( U_n \) is set to one in Eqs. (1) and (8), and the electric-field term in Eq. (1) is replaced by a (translation-invariant) long-range fermionic density-density interaction [149, 196]
\[
ae^2 \sum_{n=0}^{N-1} E_n^2 \rightarrow ae^2 \sum_{n,m=0}^{N-1} \nu(d_{nm}) Q_n Q_m \equiv H_I ,
\]
where \( d_{nm} = \min(|n-m|, N - |n-m|) \), and
\[
\nu(d) = \begin{cases} 
\frac{3 - N}{4(N-2)} & \text{if } d = 0, 1 \\
\frac{d + \frac{d^2 - 3d + 2}{8(N-3)}}{N^2/8} & \text{if } 2 \leq d \leq \frac{N}{2} - 1 .
\end{cases}
\]

The resulting Hamiltonian reads
\[
H(m) = H_0(m) + H_I ,
\]
with \( H_I \) defined above and
\[
H_0 = \frac{1}{2a} \sum_{n=0}^{N-1} \left( \psi_n^\dagger \psi_{n+1} + \text{H.c.} \right) + m \sum_{n=0}^{N-1} (-1)^n \psi_n^\dagger \psi_n
\]
being the non-interacting fermionic part of the Hamiltonian.

The fermionic degrees of freedom can be represented in two different bases. Firstly, they can be represented by fermionic Fock states in position space which are given by spin states, identifying an occupied (unoccupied) state with \( |n_\uparrow = 1 \rangle \equiv |1_n \rangle = |\uparrow\rangle \) (\( |n_\downarrow = 0 \rangle \equiv |0_n \rangle = |\downarrow\rangle \)), where \( n \in [0, N-1] \) labels a lattice site. The operator-ordering convention is adopted from left to right in ascending order, i.e., \( \psi_n^\dagger \psi_{n_1} \psi_{n_2} \ldots \psi_{n_{M-1}} |0_{\uparrow} \rangle \equiv |0_{\uparrow} \rangle \) with \( n_0 < n_1 < \ldots < n_{M-1} \) for an \( M \)-fermion state, where \( \prod_{n=0}^{N-1} |0_n \rangle \) is the zero-fermion state. Secondly, fermions can be represented by fermionic Fock states in momentum space, which form an eigenbasis of \( H_0 \),
\[
H_0 = \sum_{q=-N/4}^{N/4-1} \omega_q (a_q \psi_q^\dagger - b_{-q} \psi_q) .
\]
Here, \( \omega_q = \sqrt{m^2 + |\hat{p}(q)|^2} \) with \( \hat{p}(q) = \frac{\alpha e^{2\pi q/N}}{2} \cos(2\pi q/N) \), with modes \( a_q \) and \( b_{-q} \) for each \( q \in [-N/4, N/4 - 1] \). Fock states are defined with the same convention as in position space, with \( |\uparrow\rangle \rangle \) (\( |\downarrow\rangle \rangle \)) identified as the occupied (unoccupied) state, and with modes ascending in \( q \), i.e., \( a_q^\dagger b_{-q}^\dagger \ldots a_{q_{M-1}}^\dagger b_{-q_{M-1}}^\dagger \prod_{q=-N/4}^{N/4-1} |0_q \rangle |0_{-q} \rangle \) for an \( M \)-fermion state. Note that the local momentum \( \langle q \rangle \) Hilbert space has four states, \( \{ a_q^\dagger b_q^\dagger |0_q \rangle |0_q \rangle, a_q^\dagger |0_{-q} \rangle |0_q \rangle, b_{-q}^\dagger |0_q \rangle |0_{-q} \rangle, |0_q \rangle |0_{-q} \rangle \} \). In this manuscript, fermionic parity is explicitly realized within the unitary operations; our mode ordering is exactly equivalent to a Jordan-Wigner transformation starting at site \( n = 0 \) (momentum \( q = \frac{N}{4} \), i.e., \( \psi_n^\dagger \rightarrow \prod_{n=0}^{N-1} (\sigma_n^z - \sigma_n^y) \)).

Position- and momentum-space computational bases are related by composite fermionic Bogoliubov and staggered Fourier transforms [198–202] \((n \in [0, N/2 - 1] \) labeling a supercell with \( n = 2n \) for even sites, \( n = 2n + 1 \) for odd sites),
\[
\Psi_n = \frac{1}{N} \sum_{q=-N/4}^{N/4-1} \Psi_q e^{i 2\pi q n} ,
\]
where \( \Psi_n = (\psi_n^{\text{even}}, \psi_n^{\text{odd}})^T \) and \( \Psi_q = (\psi_q^{\text{even}}, \psi_q^{\text{odd}})^T \).
Here, the even (odd) superscript on the position-space fields denote that they are acting on even(odd)-indexed sites \( n \), while even (odd) superscripts on momentum-space fields indicate that the fields are obtained from their even (odd) position-space counterparts. The Bogoliubov transformation transforms creation and annih-
lation operators as follows
\[ \Psi_q = U_q \left( a_q^\dagger b_{-q} \right), \tag{17} \]
with
\[ U_q = \begin{pmatrix} \cos(\beta) & -e^{i\alpha} \sin(\beta) \\ e^{-i\alpha} \sin(\beta) & \cos(\beta) \end{pmatrix}, \tag{18} \]
with \( \alpha \equiv \frac{2q}{N} \) and \( \beta \equiv \arctan\left(\frac{\omega_q - m}{\omega_q + m}\right)^{1/2} \). Details and the corresponding circuits are discussed in Appendices A and B. A detailed gate and qubit count, as well as a summary of all data taken, is presented in Sec. B 4 of the Appendix.

A. Non-equal time correlation functions

To uncover the DQPT, we study the non-equilibrium dynamics after a quench of the topological angle by \( \Delta \theta = \pi \), i.e., from \( +m \) to \( -m \), by quantum computing non-equal time observables, focusing first on the Loschmidt echo \( L(t) \) and the rate function \( \Gamma(t) \), defined in Eqs. (5-6). Our general approach is summarized in Fig. 1 (a) and the schemes to measure non-equal time observables are shown in (b).

To do so, first the (non-interacting) ground state of \( H_0(m) \), \( |\text{GS}(m)\rangle = \prod_{q=-N/4}^{N/4-1} |\bar{0}^q_b \rangle |\bar{b}^q_a \rangle \), where \( |\bar{0}^q_b \rangle \) are zero-fermion number eigenstates of \( H_0(+m) \), is prepared in a computational-basis state in the (prequench) momentum-space representation (a bar distinguishes them from eigenstates of the postquench \( H_0(-m) \)). Then a Ramsey interferometry scheme is applied, depicted in Fig. 1(b) and discussed in greater detail in App. B 2, with an ancilla in Hadamard superposition representing the two interferometric paths of the qubits encoding the fermions. We begin with the non-interacting case, \( e = 0 \), where the initial state is time evolved in momentum space
\[ U(t) = e^{-iH_0(-m)t}, \tag{19} \]
with no Trotter error. Since the system is prepared in the ground state of \( H_0(+m) \) with positive mass, \( +m \) (Eq. (15)), but is evolved with \( H_0(-m) \) with negative mass, \( -m \), and the dispersion \( \omega_q \) is independent of the sign of the mass, \( H_0(+m) \) and \( H_0(-m) \) are formally identical in momentum space and the quench is not realized by simply changing a parameter in \( H_0 \). Instead, a change of basis, from \( H_0(+m) \) to \( H_0(-m) \), is performed, see Appendix A for details. At \( e/|m| > 0 \), a Trotter scheme is applied, where the time-evolution operator is split into a free part (\( H_0 \) in Eq. (15)) realized in momentum space, and an interacting part (\( H_I \) in Eq. (11)) realized in position space,
\[ U(t) \equiv (V^\dagger e^{-iH_I\delta t} V e^{-iH_0(-m)\delta t})^{N_T}, \tag{20} \]
where \( \delta t \equiv t/N_T \), with \( N_T \) being the number of Trotter steps. \( V \equiv FB \) contains the fermionic Fourier, \( F \), and Bogoliubov, \( B \), transforms defined in Eqs. (16-18). In their respective bases, the time-evolution operators \( e^{-iH_I\delta t} \) and \( e^{-iH_0(-m)\delta t} \) are diagonal and their control by the ancilla is easy to implement, see Appendix B for details. The basis transformations \( V \) and \( V^\dagger \) need not be controlled. The quench in the mass parameter is still performed via a basis transformation [203].

Figure 2 shows the quantum-computational results for \( N = 4 \) sites and \( e = 0 \), where panel (a) contains real and imaginary parts of \( L(t) \) defined in Eq. (5) simulated on ideal quantum hardware (blue circles) versus IonQ’s 11-qubit machine (red squares), all with \( n_{\text{shots}} = 1000 \) shots per data point. Black dotted and dashed line are results from exact numerical diagonalization. Panel (b) displays \( \Gamma(t) \) obtained from \( L(t) \) according to Eq. (6). The peak (non-analyticity) of the rate function at \( t/m \approx 1.1 \) (gray dashed-dotted vertical line) marking the DQPT is well re-
FIG. 3. (a) Real (solid line, dark-colored symbols) and imaginary (dashed line, light-colored symbols) parts of the Loschmidt echo $L(t)$ from an ideal-simulator (blue circles) versus error-mitigated results from IonQ Harmony (red squares), for $N = 8$ sites, $e = 0$ and $|m|a = 0.8$. (b) Rate function $\Gamma(t)$ reconstructed from the same data. The bottom panels shows the number of shots resulting in a physical, i.e., occupation-number symmetry-preserving result (red bars) versus all results (gray bars).

produced by the quantum computation. Errorbars in (a) are from statistical uncertainty assuming a binomial distribution for the outcome of single-qubit measurements, see Appendix E. The same uncertainty is propagated to (b) where, because of the logarithm in Eq. (6), deviations are largest in the peak region.

An error-mitigation scheme is used in this work, relying on the measurement of the system qubits in addition to the ancilla qubit. Because of the particle-number conservation in the model, events where the measured system bit sequence violates this constraint can be identified and eliminated at the cost of reduced statistics for a fixed number of shots. The bottom panel of Fig. 2 shows the fraction of physical (symmetry-preserving) results (red) versus all results (gray), with a symmetry-violating device error occurring in about 25% of the events. Machine errors are not fully eliminated by this procedure, as e.g., errors that conserve particle number are not mitigated. Details, including a comparison of the unmitigated and error-mitigated data can be found in Appendix D.

Both the Loschmidt echo $L(t)$ and the rate function $\Gamma(t)$ for $N = 8$ lattice sites are shown in Fig. 3. To resolve the DQPT, significantly more shots, up to $n_{\text{shots}} = 16,000$, are required in the peak region at $t|m| \approx 1.1$ (gray dashed line). The quantum hardware performs to the extent that a feature is discernible, reproducing, with some deviation, the simulator results after error mitigation. Errorbars are from the statistical shot-noise uncertainty effecting $\Gamma(t)$ mostly in the peak region.

Because it is more difficult to prepare the ground state of the interacting theory, $e/|m| > 0$, a double quench is considered. First, the ground state of the non-interacting theory with $H(m, e = 0)$ is transformed to that with $H(-m, e = 0)$, then time evolution is performed with

FIG. 4. Negligible Trotterization effects in the DQPT computation, for the quench $(m, e = 0) \rightarrow (-m, e > 0)$. Shown is the rate function $\Gamma(t)$ as a function of time $tm$ and coupling $e/|m|$. The position of the DQPT is marked for exact time evolution (black lines), 1 (orange dotted dashed) and 2 (purple dashed) Trotter steps. The insets show the topological parameter $\nu(t)$ (thick lines), see Eq. (9), as well as the rate function $\Gamma(t)$ for $e/|m| = 1$. (a) $N = 4$, $|m|a = 0.9$ (b) $N = 8$, $|m|a = 0.8$. 
\(H(-m, e)\), at finite \(e/|m|\). Using the Trotter scheme, Eq. \((20)\) and given basis transformations results in a significantly greater circuit complexity compared to the non-interacting case.

Figure 4 investigates the effect of Trotterization. The rate function \(\Gamma(t)\), computed exactly, as a function of time \(t/|m|\) and coupling \(e/|m|\) is shown for (a) \(N = 4\), \(|m|a = 0.9\) and (b) \(N = 8\), \(|m|a = 0.8\). The position of the DQPT at \(t = t_c\) is further shown, indicated by the change of the topological order parameter \(\nu(t)\) in an integer step from \(\nu = 0\) to \(\nu = 2\), for the exact time evolution (black lines), with 1 (orange dotted lines) or 2 (purple dashed lines) Trotter steps. While agreement is expected at \(e = 0\), where the Trotter error vanishes, the transition can be quantitatively reproduced even at large couplings \(e/|m| \gtrsim 1\) with only one Trotter step.

Figure 5 summarizes the results of quantum computing (a) \(L(t)\) and (b) \(\Gamma(t)\) at \(e/|m| = 1\), \(N = 4\), and with \(N_T = 1\) Trotter step. IonQ results (red symbols) are noisier when compared to ideal-simulator results (blue symbols), due to an approximately four-fold larger gate count relative to \(e = 0\) \([204]\).

Symmetry-based error-mitigated results are shown in Fig. 5, and the bottom panel of figure shows the fraction of physical (red bars) compared to all measurements (gray bars), with about 70% of events containing an identifiable symmetry-violating error. Unmitigated errors are significant, and the position of the DQPT is not statistically confirmed with the presented data set. Coherence and error models, which could potentially robustly resolve the DQPT and optimize this calculation, are discussed in Appendix F. We show statistical shot-noise uncertainty, noting a severe degradation of the machine results (red) because of the reduced statistics due to symmetry-based postselection.

### B. Quantum computing topological transitions

A time-dependent topological index \(\nu(t)\), as defined in Eq. \((9)\), is associated with the DQPT in this theory, as discussed in Sec. II and in Ref. \([149]\). Errorbars are from the statistical shot-noise uncertainty which is nearly negligible. The topological index can be obtained by quantum computing the non-equal time correlation functions \(g_q(t)\) in Eq. \((7)\) using Eqs. \((9-10)\). This is done by applying a Ramsey interferometry scheme using an ancilla in Hadamard superposition, Fig. 1(b), involving (uncontrolled) forward time evolution, followed by the ancilla controlling an annihilation operator in position space, \(\psi_n\), followed by (uncontrolled) backward time evolution, and the control of a creation operator in position space, \(\psi^\dagger_n\), see Appendix B for details.

Because of the significant gate cost at \(e \neq 0\) resulting in reduced performance, we focus on \(e = 0\) where \(g_q(t)\) can be computed separately for each \(q\), hence a lower gate cost. Explicitly,

\[
g_q(t) = \langle e^{iH_0(-m)t}\Psi_q^+(0)e^{-iH_0(-m)t}\Psi_q(0) \rangle
\]

where the unitarity of \(U_q\) in Eq. \((18)\) is used. Here, \(\langle \cdot \rangle \equiv \langle \text{GS}(m) | \cdot | \text{GS}(m) \rangle\) refers to the expectation values in ground state of \(H_0\) with mass \(m\), while \(a_q\) and \(b_q\) are Fock operators with respect to the eigenstates of \(H_0(-m)\) in momentum space.

We make use of a \(q\)-local Jordan-Wigner transformation to map fermion creation and annihilation operators onto spin raising and lowering operators, \(a_q = \sigma^+_{q,a}\), and \(b_q^\dagger = -\sigma^-_{q,a}\sigma^+_{q,b}\). Because spin raising and lowering operators are not unitary, they cannot directly be realized in the circuit and are decomposed into unitaries \(\sigma^+ = \sigma^+ + \sigma^-\) and \(\sigma^y = i(\sigma^+ - \sigma^-)\), with eight combinations \((\sigma_{q,a}^z(t)\sigma_{q,a}^y(0))\) and \((\sigma_{q,b}^z(t)\sigma_{q,b}^y(0))\) which are computed separately \([205]\). The circuits use three qubits to compute real and imaginary parts of Eq. \((21)\) (for both
FIG. 6. (a) Real (solid lines) and imaginary (dashed lines) parts of the NECF \( g_q(t) \) in Eq. (7) for \( N = 4, |m|a = 0.9 \), and zero coupling \( e = 0 \), and for each Fourier mode \( q \in [-N/4,N/4-1] \). Simulator results (blue symbols) are compared with symmetry-based, error-mitigated results from IonQ (red symbols), both obtained with \( n_{\text{shots}} = 500 \) (average events over real and imaginary parts of the correlators of unitary operators making up \( g_q(t) \), see text for details). Bottom panels show the physical results, i.e., occupation-number conserving (red bars) versus all results (gray bars). (b) NECF \( g_q(t) \) for \( N = 8, |m|a = 0.8 \), and \( e = 0 \).

\( N = 4 \) and \( N = 8 \) since each momentum mode is computed individually. We combine the circuits for real and imaginary part into one six-qubit circuit that computes real and imaginary parts independently and in parallel, i.e., with no gates connecting the two circuits. In principle, one may need to worry about cross talks between target and neighboring “spectator” qubits (which occur typically due to spillover of control signals) as well as a relative increase in ion heating, motional noise, mode frequency drift, and axial motion due to parallel operations. Nonetheless, since the circuits here are modest six-qubit circuits with relatively shallow gate depth, we expect no significant differences compared to separate executions of three-qubit circuits, hence adopting this computational-cost-saving option.

The results of quantum computing the NECF, \( g_q(t) \), for (a) \( N = 4 \) and (b) \( N = 8 \) lattice sites and zero coupling \( e = 0 \) are displayed in Fig. 6. Exact results for both real (solid lines) and imaginary (dashed lines) parts of \( g_q(t) \) are shown in the plots, along with the simulator (blue symbols) and IonQ results (red symbols), the latter computed with \( n_{\text{shots}} = 500 \) shots. Exact results are reproduced well at \( N = 4 \) and \( N = 8 \), for all \( q \)-modes. A symmetry-based error-mitigation scheme is applied, where results that violate a conservation law are dropped, see the bottom panels of Fig. 6(a) and (b) \cite{206}. Because of the small system size and the relatively small unphysical part of the 2-qubit Hilbert space, the noise-mitigation scheme has little effect. Errorbars are from the statistical shot-noise uncertainty.

Furthermore, the time-dependent topological index \( \nu(t) \), extracted from \( g_q(t) \) via Eqs. (9-10), is plotted in Fig. 7 for (a) \( N = 4 \) and (b) \( N = 8 \) lattice sites. To com-
Entanglement structure and state fidelity of non-equilibrium states can be obtained following Refs. [160, 164–166, 169], based on random measurement. Our circuit-based approach is summarized in Fig. 1(c). One can compute Rényi entropies and fidelities, and reconstruct the reduced density matrix using a generalization of the Bisognano-Wichmann (BW) theorem [180, 181]. The second order bipartite Rényi entropy is

\[ S^{(2)}_A(t) \equiv - \log_2 \{ \text{Tr}_A(\rho^2_A(t)) \}, \]

where the reduced density matrix of the first N/2 sites (system A) is \( \rho_A(t) = \text{Tr}_B(\rho(t)) \) with \( \rho(t) = |\psi(t)\rangle \langle \psi(t)| \). For the quantum experiments, one may define a fidelity (of the whole system),

\[ F(t) \equiv \frac{1}{N(t)} \text{Tr}(\rho(t) \rho_{\text{exact}}(t)), \]

to assess the performance of the implementation. Here, \( N \equiv (\text{Tr}[\rho^2(t)] \text{Tr}[\rho^2_{\text{exact}}(t)])^{1/2} \), with \( \rho(t) \) being the result extracted from experiment and \( \rho_{\text{exact}} \) being the exact density matrix, classically computed using exact diagonalization.

To compute Eq. (22) and Eq. (23), random single-qubit basis rotations \( u_i \) on each qubit \( i \) are performed using a shallow circuit, \( |\psi(t)\rangle \rightarrow \{ \mathcal{U}(\psi(t)) \}_{n_{\text{CUE}}} \), where \( \mathcal{U} = \otimes_{i=0}^{N-1} u_i \) with \( u_i \) drawn from a circular unitary ensemble (CUE) [208], followed by measurement of the probabilities \( P_{\mathcal{U}}(s) \) of a bit sequence \( s \) in the resulting basis. Both bipartite Rényi entropy, Eq. (22), and fidelity, Eq. (23), can be obtained using the relation [166]

\[ \text{Tr}(\rho_1 \rho_2) = \langle 2^N \sum_{s_1, s_2} (-2)^{D(s_1, s_2)} P_{\mathcal{U}}(s_1) P_{\mathcal{U}}(s_2) \rangle_{\mathcal{U}}, \]

where \( D(s_1, s_2) \) is the Hamming distance between \( s_1 \) and \( s_2 \), and \( \langle \cdots \rangle_{\mathcal{U}} \equiv \frac{1}{n_{\text{CUE}}} \sum_{\psi} \cdots \) is the average over \( n_{\text{CUE}} \) random circuits.

Entropy and fidelity measurements are determined in position space, so the corresponding circuit involves transforming the time-evolved state from momentum to position space, as shown in Fig. 1(c) and detailed in Appendix B. The top panel of Fig. 8 shows the Rényi entropy \( S^{(2)}_A(t) \) of system A as a function of time, with \( N = 4 \) sites and \( e = 0 \). A solid blue line indicates exact results, blue circles are simulator and red squares IonQ data (with no error mitigation applied), with \( n_{\text{shots}} = 1000 \) and \( n_{\mathcal{U}} = 25 \) random CUE rotations for each data point. The Rényi entropies of both partitions, A and B, are determined and the average is shown. Two sets of errorbars are shown for all machine data points (red). Smaller errorbars, offset slightly to the right, are the statistical uncertainties due to the shot noise. This was determined from a bootstrap procedure outlined in Appendix E. The second, larger errorbars are the difference of the entropy
measured in system A versus B. Both should be equal in the limit $n_{\text{CUE}} \to \infty$, but are not because of finite $n_{\text{CUE}}$. This is an accurate estimate for the simulator data, but note that neither this difference nor the statistical shot-noise uncertainty account fully for the deviations on IonQ, which are mostly systematic.

The middle panel of Fig. 8 shows the fidelity $\mathcal{F}$, extracted from the same data. Here, $n_{\text{shots}} = 1000$ and $n_{\text{CUE}} = 25$ result in near-perfect fidelity with the simulator. The device returns a fidelity of $\sim 50\%$ (as the transpiled circuit consists of 26 CNOT and 84 single-qubit operations, see Table II, and hence decoherence is expected). The bottom panel of Fig. 8 shows the Rényi entropy $S_{A+B}(2)$ of the whole system, expected to vanish if the system is an ideal/pure state. The IonQ result deviates from zero, and shows an entropy equivalent to 1 to 2 bits of entanglement (with the environment). Statistical uncertainties are shown in panels (b) and (c) respectively, following the procedure outlined in Appendix E.

The reduced density matrix $\rho_A(t)$ of system A is reconstructed using the entanglement hamiltonian tomography (EHT) protocol of Ref. [169], based on the BW theorem [180, 181] generalized to non-equilibrium states. To do so, $\rho_A(t)$ is parametrized as [209]

$$\rho_A(t) = e^{-H_A(t)},$$

in terms of an entanglement Hamiltonian (EH),

$$H_A(t) = H_A(t; \{\beta_i, \mu_i\}) = \sum_{j \in A} \beta_j(t) H_j + \sum_{j \in A} \mu_j(t) T_j.$$

(26)

Inspired by the BW theorem, $H_J$ are the local operators in Eq. (13) (‘energy densities’) and $T_i$ are commutators of the latter. In practice, at $e = 0$, these are

$$H_J = \{(-1)^n \psi_n^+ \psi_n + \text{H.c.}\},$$

$$T_J = \{i(\psi_n^+ \psi_{n+1} - \text{H.c.}), \psi_n^+ \psi_{n+2} + \text{H.c.}\},$$

(27)

with sites $n, n+1, n+2$, etc., in system $A$ [210]. Extracting $\rho_A(t)$ from $P_\psi(s)$ at every $t$ requires minimizing a functional [169]

$$\chi^2 = \sum_s \left[ \langle P_\psi(s) - \text{Tr}[\rho_A(t; \{\beta_i, \mu_i\}) |\psi\rangle |s\rangle |\psi| \rangle \rangle^2 \right].$$

(28)

to obtain optimal parameters $\{\beta_i, \mu_i\}$. All the parameters are kept independent in the fit, not assuming a specific functional form as done in Ref. [169]. The optimization is done classically and will become costly for much larger (sub-)systems. Nonetheless, scalable, efficient shadow and entanglement tomography schemes are currently under investigation, see e.g., Refs. [170, 211, 212].

The result of the optimization is shown in Fig. 9 for $N = 4$ ($N_A = N/2 = 2$), $|m| = 0.9$, and $e = 0$, displaying the reconstructed Schmidt spectrum $p_\lambda(t)$ of $\rho_A(t) = \sum_\lambda p_\lambda(t) |\lambda_A(t)\rangle \langle \lambda_A(t)|$, where $|\lambda_A(t)\rangle$ are the Schmidt vectors. Shown are simulator results (blue symbols) versus quantum-computed results (red symbols). Black crosses denote perfect BW ansatz results, i.e., with infinite measurement and shots, while solid lines are (BW-ansatz independent) exact results. The bottom panel shows the Bhattacharyya distance,

$$\Delta B(t) \equiv - \log \left[ \sum_\lambda \sqrt{p_\lambda(t) p_{\text{BW}}(t)} \right],$$

(29)

between the exact and BW simulator results, and between BW simulator and the BW IonQ results. The hierarchy and time dependence of $p_\lambda(t)$ is qualitatively reproduced, but the largest eigenvalues are systematically too small, consistent with $\rho_A(t)$ appearing more mixed. In the presence of noise, time evolution is described by an effective but unknown Hamiltonian that is not reflected in the BW ansatz, leading to a systematic error in the reconstruction of density matrices. Errorbars are from the shot-noise uncertainty. The ‘exact BW’ results (black crosses) are what would be measured in the $n_{\text{CUE}} \to \infty$ and infinite shot limits; more discussion can be found in Appendix E. In Appendix F, we discuss device errors.
and use the entanglement protocol to investigate sources of decoherence. Using simple ansätze for local depolarization, bit-flip, and phase error channels, it is found that such a simple error model does not account fully for the deviations observed, and the noise mechanism in the hardware needs a more complex modeling to accurately describe the features observed in experiment [213].

In Appendix G, an EHT computation for $N = 8$ is presented, but the observed fidelity is essentially zero given the large number of gates used. Therefore, the entanglement structure cannot be reliably reconstructed in this case. Finally, connecting the two main aspects of this manuscript, non-equal time observables and entanglement tomography, it is shown in Appendix G how the ancilla-based interferometry scheme in Sec. II A can be avoided by reconstructing $|L(t)|^2$ from random measurements.

IV. CONCLUSIONS

With the advancement of quantum-computing hardware and growing access to such systems, a primary goal among domain scientists is to identify those applications of quantum computing that can still benefit from near-term noisy and small- to intermediate-scale hardware, but are beyond capabilities of the most advanced classical computers. In the domain of lattice gauge theory, i.e., the numerical suite for simulating fundamental forces in nature such as quantum chromodynamics, computations that suffer from severe sign and signal-to-noise degradation problems appear to not be classically tractable, but they may be advanced using quantum simulators and quantum computers. Nonetheless, the size of required simulations is yet far beyond capabilities of near-term hardware. As such, it is critical to establish near-term goals of the quantum-simulation program for QCD. One such area is computing qualitative features of simpler gauge theories with similar features as QCD to discover hints of unexplored phenomena, e.g., exhibited in out of equilibrium states, that could impact our interpretation of experimental and observational data in the field of hot and dense QCD [7]. Arguably, topological phenomena with robust signatures in presence of noise and other systematics, as well as static and dynamical (quantum) phases and phase transitions, and the mechanism for equilibration and thermalization are among those near-term goals. We emphasize that, because of a typical non-logarithmic volume-law entanglement growth in these cases, most non-equilibrium phenomena are out of reach for tensor-network techniques [214–217], even for simple 1+1-dimensional models. In this manuscript, within a simple prototype model of QCD, we target quantities with such characteristics, and concretely lay out the path to obtain non-equilibrium and topological features using quantum hardware. The first results on these features are obtained by performing the simulation on commercial trapped-ion quantum hardware accessible through Cloud services. This allowed for testing the robustness of the expected features to realistic hardware noise.

The first part of this manuscript focused on non-equal time observables and correlation functions to unravel a far-from-equilibrium dynamical quantum phase transition in the lattice Schwinger model with topological features. An optimal time-evolution scheme was employed, based on a combined Fourier and Bogoliubov basis transformation, with zero Trotter error in the non-interacting limit. The scheme also allowed preparing (ground and excited) eigenstates of free-fermion Hamiltonian exactly. The algorithm can be easily generalized to a wide class of fermion models in any dimension [218], e.g., in condensed matter and atomic, molecular and optical systems. Further, a Ramsey interferometry scheme was used to quantum compute real-time observables such as Loschmidt echos and non-equal time correlation functions, at both zero and strong couplings. The underlying topological origin of the DQPT was revealed by the noise-robust holonomy of the obtained NECFs. The second part of this manuscript utilizes a random-measurement-based entanglement-tomography protocol [160–179] to extract, for the first time for a lattice gauge theory, Rényi entropies and fidelities, and, based on a generalization of the Bisognano-Wichmann theorem, reduced density matrices and entanglement Hamiltonians. These techniques are applicable to other digitized models and in higher dimensions.

The quality of results obtained using IonQ’s device is promising given the indirect, and thus not fully-optimized, access to the device. The all-to-all connectivity of the trapped-ion systems were beneficial to the scheme of this work, especially for non-equal time interferometry where a single ancillary qubit is used to control evolution on all qubits. The classical entanglement tomography studied in this work allowed the quantification, based on a few test cases, of the performance of the machine for a given gate count and entanglement of the state. Because of the indirect access, hence limited knowledge of the calibration time frame and the exact operations compiled at the hardware level, as well as trap, laser, ions, and environment characteristics, a detailed modeling of noise was not possible, and a simple error model based on single-qubit depolarization, bit-flip, and phase errors appear not to be sufficient to explain deviations from an ideal simulation. The observed deviations are likely mainly from imprecise 1- and 2-qubit gates, noting that especially the latter involves long pulse operations and are thus susceptible to device parameter drifts, changes in the position and heating of the ions, and other decoherence effects. Furthermore, the employed entanglement protocol is very sensitive to the precision of 1-qubit rotations [166], and no optimization was applied in our tomography protocol against this effect. More direct access to machine parameters and control may allow for the mitigation of these effects significantly. It may be valuable to repeat and extend the presented computa-
nations to other available quantum hardware in future work to cross-examine the simulations against various sources of error.

This work opens up several avenues for explorations on theoretical, algorithmic, and hardware implementation fronts. It will be interesting to extend this investigation to models with non-Abelian symmetries and to higher-dimensional gauge theories, in search for unique non-Abelian or 2D/3D features in non-equilibrium properties of matter. For realistic QCD scenarios, finite density and finite temperature must enter the considerations, and the present algorithms for non-equal time correlation functions and topological charges can be combined with efficient thermal-state preparation algorithms towards that goal, see e.g., Refs. [219, 220]. Furthermore, a barely explored direction is the entanglement structure of lattice gauge theories, with important applications in the thermalization of Abelian and non-Abelian gauge theories. The reason is that entanglement structure is known to be a powerful diagnostic tool [128], and may allow characterizing quantum phases [209]. Finally, to probe entanglement structures of gauge theories on quantum computers, more efficient algorithms for entanglement tomography can be employed to take advantage of global and local symmetries of the systems [221].
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Appendix A: Analytic Results for Non-interacting Theory

In this Appendix, analytic results are obtained in the non-interacting theory, i.e., Schwinger model in the $e = 0$ limit, for quantities such as the Loschmidt echo, non-equal time correlation functions, Rényi entropy, and the entanglement spectrum. This is achieved by analytically diagonalizing the free fermion Hamiltonian in momentum-space computational basis. For $e/|m| > 0$, results are numerically determined using exact diagonalization (QUSpin [222]), as are shown in various plots throughout the main text.

1. Diagonalization of the fermion Hamiltonian

Starting from the Schwinger-model Hamiltonian in position space at $e = 0$, Eq. (14), one arrives at a $2 \times 2$ block structure of $H_0$ in momentum space,

$$H_0 = \sum_{q=-N/4}^{N/4-1} \Psi_q H_q \Psi_q, \quad H_q = \left( m \ \tilde{p}(q) \right), \quad (A1)$$

with $\tilde{p}(q) = e^{-i2\pi q/N} \cos(2\pi q/N)$, considering the fermionic Fourier transform defined in Eq. (16), see [198–202] for earlier circuit implementations. Equation (A1) obeys the following eigenvalue equation

$$H_q u_q = \omega_q u_q, \quad H_q v_{-q} = -\omega_q v_{-q}, \quad (A2)$$

leading to Eq. (15), where $\omega_q = \sqrt{m^2 + |\tilde{p}(q)|^2}$, and the eigenspinors are given as

$$u_q = \left( \frac{\cos(\beta)}{e^{-i\alpha} \sin(\beta)} \right), \quad v_{-q} = \left( -\frac{e^{i\alpha} \sin(\beta)}{\cos(\beta)} \right), \quad (A3)$$

with $\alpha = \frac{2\pi q}{N}$ and $\beta = \arctan\left(\frac{\omega_q - m}{\omega_q + m}\right)^{1/2}$. Equation (A1) is diagonalized by a Bogoliubov transformation

$$\Psi_q = U_q \left( a_q \ b_{-q} \right), \quad (A4)$$

see Eqs. (17) and (18), where the $2 \times 2$ matrix $U_q \equiv (u_q, v_{-q})$ is defined in terms of the two-component spinor wavefunctions Eq. (A3).
For the time-evolution algorithm presented in the main text, the initial state is prepared in the \((aq, b^\dagger_q)^T\)-eigenbasis of \(H_0\) with mass \(+m\). This is followed by transforming into the eigenbasis of \(\Psi_q = (\psi_q^{even}, \psi_q^{odd})^T\) (the inverse transformation relative to Eq. (A4)), then transforming back into the eigenbasis of \(H_0(-m)\). Both transformations combined lead to the ‘quench’ dynamics studied in this work, see Appendix A 2 for details. Hereafter, the transformation from the \((aq, b^\dagger_q)^T\)-eigenbasis of \(H_0\) (at either \(\pm m\)) to the \((\psi_q^{even}, \psi_q^{odd})^T\)-eigenbasis will be called ‘forward’ transformation, while its inverse, from the \((\psi_q^{even}, \psi_q^{odd})^T\) to the \((aq, b^\dagger_q)^T\)-eigenbasis will be called ‘backward’ transformation.

Note that while this work considers only two specific values of the \(\theta\) angle, namely \(\theta = 0\) corresponding to mass \(m\) and \(\theta = \pi\) corresponding to mass \(-m\), the algorithms of this work are applicable to arbitrary values of \(\theta\). According to Eq. (3), the only change compared to the \(\theta = 0\) case is the introduction of the \(\theta\)-dependent mass \(m \cos \theta\), which leads to different values \(\omega_q\) and \(\beta\) without changing the Hamiltonian diagonalization routines and subsequent analyses.

2. Analytics: Loschmidt echo and non-equal time correlation functions

The quench studied in the main text is realized by preparing the system in the ground state of \(H_0(+m)\) with positive mass \(+m\) (Eq. (15)), followed by time evolution using \(H_0(-m)\) with negative mass \(-m\). Because the dispersion \(\omega_q\) is independent of the sign of the mass, \(H_0(+m)\) and \(H_0(-m)\) are formally identical in their respective momentum-space eigenbasis. The quench is therefore performed by explicit basis change from the \(H_0(+m)\) to \(H_0(-m)\) eigenbases. This transformation is \(\prod_q B^\dagger_q(-m)B_q(+m) \equiv Q\), with \(B_q(m)\) defined in the previous section. Time-dependent observables, after this quantum quench, can be computed analytically, which is discussed below [149].

To simplify notation, the argument \(\pm m\) will be dropped, but states and operators of \(H_0(+m)\) are labelled with a bar, e.g., the ground state of \(H_0 = H_0(+m)\) is \(|GS(m)\rangle \equiv |\bar{0}\rangle = \prod_q |0_q^a\rangle |0_q^b\rangle\) (likewise \(\bar{a}_q^\dagger, \bar{a}_q, \bar{b}_q^\dagger, \bar{b}_q\) for the operators). States and operators in the eigenbasis of \(H_0 \equiv H_0(-m)\) have no bar, e.g., \(|\Omega\rangle = \prod_q |0_q^a\rangle |0_q^b\rangle\) for the ground state and \(a_q^\dagger, a_q, b_q^\dagger, b_q\) for the operators. The bases are related by forward and backward Bogoliubov transforms (Eq. (17)),

\[
\begin{pmatrix}
\bar{a}_q \\
\bar{b}_q^\dagger
\end{pmatrix} = \bar{U}^\dagger_q U_q \begin{pmatrix}
a_q \\
b_q^\dagger
\end{pmatrix},
\]

where

\[
\bar{U}^\dagger_q U_q \equiv \begin{pmatrix}
\bar{a}_q^\dagger & a_q \\
\bar{b}_q & b_q^\dagger
\end{pmatrix} \begin{pmatrix}
a_q^\dagger & \bar{a}_q \\
b_q & \bar{b}_q^\dagger
\end{pmatrix}.
\]

The Loschmidt echo is

\[
L(t) = \langle \bar{\Omega} | e^{-\bar{H}_0(-m)t} | \bar{\Omega} \rangle ,
\]

where \(\bar{\Omega}\) obeys \(\bar{b}_- \bar{\Omega} = \bar{a}_q \bar{\Omega} = 0\) and can be written as

\[
|\bar{\Omega}\rangle = \prod_{q=-N/4}^{N/4-1} N_q \bar{b}_- \bar{a}_q |0_q^a\rangle |0_q^b\rangle ,
\]

with \(N_q\) a normalization ensuring \(L(0) = 1\). Finally, after abbreviating

\[
A_q = (\bar{v}_- \cdot \bar{v}_q) (\bar{a}_q^\dagger \cdot v_q),
\]

\[
B_q = (\bar{u}_+ \cdot \bar{v}_q) (\bar{a}_q^\dagger \cdot v_q) = 1,
\]

explicit computation yields

\[
L(t) = \prod_q |N_q|_2^2 \left( |A_q|^2 e^{i\omega_q t} + |B_q|^2 e^{-i\omega_q t} \right) = \prod_q \left[ \cos(\omega_q t) + i \frac{\sin(\omega_q t)}{1 - 2\omega_q^2/m^2} \right],
\]

where \(|N_q|^2 = (|A_q|^2 + |B_q|^2)^{-1}\). A similar derivation, omitted here, allows to determine the NECFs, \(g(t)\) in Eq. (7). Moreover, one finds

\[
L(t) = \prod_q g_q(t).
\]

in the non-interacting case \(e = 0\) [149].

3. Analytics: Entanglement entropy

In the non-interacting theory, the density matrix \(\rho(t) \equiv |\Psi(t)\rangle \langle \Psi(t)\|\) is Gaussian, and is given by [223, 224]

\[
\rho(t) = \text{det}(1 - G(t)) \times e^{\sum_{n_1, n_2} \log[\Omega(n_1, n_2)] n_1 n_2 \psi^\dagger_{n_1} \psi_{n_2}}.
\]

\(\rho(t)\) is therefore uniquely determined by equal-time (position-space) correlation functions, \(G_{n_1, n_2}(t) \equiv \langle \psi^\dagger_{n_1} \psi_{n_2}\rangle\), where \(\langle \cdot \rangle \equiv \langle \Psi(t)\| \cdot \| \Psi(t)\\rangle\) and \(\| \Psi(t)\rangle \equiv e^{-\bar{H}_0(t)\langle \bar{\Omega}\rangle}\). At \(t = 0\), the correlator is

\[
G_{n_1, n_2}(0) = \frac{1}{N/2} \sum_{q=-N/4}^{N/4-1} e^{i\pi q(n_1 - n_2)} \times \begin{cases}
\sin^2(\beta) & \text{if } n_1, n_2 \text{ even} \\
\cos^2(\beta) & \text{if } n_1, n_2 \text{ odd} \\
-\sin(\beta)\cos(\beta) & \text{if } n_1, n_2 \text{ opposite}
\end{cases},
\]

where \(\omega_q = \frac{(\omega_q^2 - m^2)^{1/2}}{\omega_q}\).
where \( \bar{\beta} \) is evaluated at \( +m \). Here, ‘opposite’ means that \( n_1 \) is odd and \( n_2 \) even or vice versa. For \( t \geq 0 \),
\[
G_{n_1,n_2}(t) = \langle \Psi(0) | e^{iH_\text{tot}t} \psi_{n_1}^\dagger e^{-iH_\text{tot}t} \psi_{n_2} e^{-iH_\text{tot}t} | \Psi(0) \rangle,
\]
(A15)
where
\[
e^{iH_\text{tot}t} \psi_{n} e^{-iH_\text{tot}t} = \frac{1}{N/2} \sum_{q=-N/4}^{N/4} \sum_{n=0}^{2N-1} e^{i\varphi_q n(n)} 
\times \begin{cases} 
\cos(\beta) e^{-i\omega_q t} a_q - e^{i\alpha} \sin(\beta) e^{i\omega_q t} b_q^\dagger, & \text{if } n \text{ even} \\
-e^{-i\alpha} \sin(\beta) e^{-i\omega_q t} a_q + \cos(\beta) e^{i\omega_q t} b_q, & \text{if } n \text{ odd}
\end{cases}
\]
(A16)
with supercell index \( n(n) \equiv n/2 \) \( (n) \equiv (n-1)/2 \) if \( n \) is even (odd), and \( \beta \) is evaluated at \(-m\), i.e., \( \beta \equiv \arctan(\sqrt{m_2/m_1}) \) \( (\alpha, \omega_2 \) are independent of \( \text{sign}(n)) \). (A similar expression is found for \( e^{iH_\text{tot}t} \psi_{n} e^{-iH_\text{tot}t} \).) Next, one uses Eq. (A5) to replace
\[
a_q = c_{\bar{\beta}, \bar{\beta}} \bar{a}_q + e^{i\alpha} d_{\bar{\beta}, \bar{\beta}} b_q^\dagger, \\
b_q^\dagger = - e^{-i\alpha} d_{\bar{\beta}, \bar{\beta}} \bar{a}_q + c_{\bar{\beta}, \bar{\beta}} b_q,
\]
(A17)
where \( c_{\bar{\beta}, \bar{\beta}} \equiv \cos(\beta) \cos(\bar{\beta}) + \sin(\beta) \sin(\bar{\beta}) \) and \( d_{\bar{\beta}, \bar{\beta}} \equiv \cos(\beta) \sin(\bar{\beta}) - \sin(\beta) \cos(\bar{\beta}) \), where \( \bar{\beta} \) is evaluated at \(+m\), i.e., \( \bar{\beta} \equiv \arctan(\sqrt{m_2/m_1}) \), and equations for \( a_q^\dagger \) and \( b_{-q} \) are obtained by Hermitian conjugation. Inserting Eq. (A16) into Eq. (A15) and using Eq. (A17) yields
\[
G_{n_1,n_2}(t) = \frac{1}{N/2} \sum_{q=-N/4}^{N/4} \sum_{n=0}^{2N-1} e^{i\varphi_q n(n_1-n_2)} 
\times \begin{cases} 
[\cos(\beta) d_{\bar{\beta}, \bar{\beta}} e^{i\omega_q t} - \sin(\beta) c_{\bar{\beta}, \bar{\beta}} e^{-i\omega_q t}]^2, & \text{if } n_1, n_2 \text{ e/e} \\
[\sin(\beta) d_{\bar{\beta}, \bar{\beta}} e^{i\omega_q t} + \cos(\beta) c_{\bar{\beta}, \bar{\beta}} e^{-i\omega_q t}]^2, & \text{if } n_1, n_2 \text{ o/o} \\
[\sin(\beta) d_{\bar{\beta}, \bar{\beta}} e^{i\omega_q t} - \cos(\beta) c_{\bar{\beta}, \bar{\beta}} e^{-i\omega_q t}]^2, & \text{if } n_1, n_2 \text{ e/o} \\
[\cos(\beta) d_{\bar{\beta}, \bar{\beta}} e^{i\omega_q t} + \sin(\beta) c_{\bar{\beta}, \bar{\beta}} e^{-i\omega_q t}]^2, & \text{if } n_1, n_2 \text{ o/e} \\
[\sin(\beta) d_{\bar{\beta}, \bar{\beta}} e^{i\omega_q t} + \cos(\beta) c_{\bar{\beta}, \bar{\beta}} e^{-i\omega_q t}]^2 &
\end{cases}
\]
(A18)
with the abbreviation ‘e’=‘even’ and ‘o’=‘odd’. To compute the reduced density matrix \( \rho_A \equiv \text{Tr}_B(\rho) \), where \( B \) is the complement of \( A \), one simply replaces \( G \rightarrow G^A \), where \( G^A \equiv G_{n_1,n_2}(t) \) is restricted to subsystem \( A \) in Eq. (A13). The entanglement Hamiltonian then follows
\[
H_A(t) = -\log[\rho_A(t)]
= -\sum_{n_1,n_2=0}^{N_A-1} \log \left[ \frac{G^A}{1-G^A} \right]_{n_1,n_2} \psi_{n_1}^\dagger \psi_{n_2}.
\]
(A19)
Here, an immaterial (time-dependent) additive number has been dropped. Because \( H_A(t) \) is dimensionless, this constant has no further physical meaning; conventionally the level distribution of \( H_A(t) \) is scaled to lie between a standard interval, e.g., \([0,1]\). To obtain the entanglement spectrum, one diagonalizes \( H_A \) simply by diagonalizing \( G^A \), yielding
\[
H_A(t) = -\sum_{\lambda = 0}^{N_A-1} \log \left[ \frac{G_n(t)}{1-G_n(t)} \right] \xi_n(t) \xi_n(t),
\]
(A20)
where \( G_n \) are the \( N_A \) eigenvalues of the (single-particle) correlation function \( G^A(t) \) and \( \xi_n(t) \xi_n(t) \) is the time-dependent number operator in the eigenbasis of \( H_A \) (Schmidt basis). Because it is in the form of a single-particle problem, \( G^A(t) \) and thus Eq. (A19) can be numerically diagonalized easily for an arbitrary large system. Computing the Schmidt spectrum \( p_\lambda(t) \), where \( \lambda \in [0,2^{N_A-1}] \) labels the time-dependent Schmidt vectors \( |\lambda(t)\rangle \), or the corresponding Rényi or von Neumann entropies, from Eq. (A20) is a simple counting exercise.

**Appendix B: Quantum Algorithms**

The algorithmic details of the time-evolution scheme, Ramsey interferometry circuits, as well as the entanglement tomography scheme are discussed in this Appendix. All circuits are publicly available at [https://gitlab.com/Niklas-Mueller1988/dqpt_2210.03089](https://gitlab.com/Niklas-Mueller1988/dqpt_2210.03089).

1. **Time evolution**

Time evolution is implemented in two bases: in the eigenmode space of \( H_0 \) in Eq. (15), and in position space, in which the interaction part, Eq. (11), can be implemented more straightforwardly. Digitization of the time-evolution operator follows a Trotter scheme, i.e., Eq. (20), which involves Bogoliubov and fermionic Fourier transforms.

The forward Bogoliubov transformation decomposes into \( N/2 \) 2-qubit unitaries, \( B = \otimes_{q=1}^{N/4} B_q \). The matrix representation for the forward transformation, in the two-qubits basis constituting momentum mode \( q \), is
\[
B_q = \begin{pmatrix} 
\cos(\beta) & 0 & 0 & -e^{-i\beta} \sin(\beta) \\
0 & 0 & e^{i\beta} \sin(\beta) & 0 \\
0 & e^{-i\beta} \sin(\beta) & 0 & 0 \\
-e^{i\beta} \sin(\beta) & 0 & 0 & \cos(\beta)
\end{pmatrix}.
\]
(B1)
where the rows correspond to the Fock basis states \( a_q^\dagger b_{-q} |0_q^0\rangle |0_q^0\rangle \), \( a_q^\dagger b_{-q}^\dagger |0_q^0\rangle |0_q^0\rangle \) and \( |0_q^0\rangle |0_q^0\rangle \) (read Eq. (B1) from top to bottom). The action of \( B \) on these states obtains the two-qubit states \( |\psi_q^{\text{even}}\rangle \psi_q^{\text{odd}} |0_q^{\text{even}}\rangle |0_q^{\text{odd}}\rangle \), \( |\psi_q^{\text{odd}}\rangle \psi_q^{\text{even}} |0_q^{\text{odd}}\rangle |0_q^{\text{even}}\rangle \), \( |\psi_q^{\text{even}}\rangle \psi_q^{\text{odd}} \), and \( |0_q^{\text{even}}\rangle |0_q^{\text{odd}}\rangle \), respectively. With this convention, one arrives at the following circuit representation for \( B_q \).
where \( R_{x/y}^{\alpha/\beta} \equiv e^{-i\gamma\sigma^x/2} \) with \( \alpha \) and \( \beta \) defined in Appendix A 1.

The (staggered) fermionic Fourier transform (Eq. (16)), from momentum space to position space, \( F \), is given by

\[
\mathcal{F}_{N/2}^\dagger = \sum_{n=0}^{N/2-1} \sum_{q=0}^{N/4-1} \psi_n^\dagger \psi_n^\dagger |q\rangle |n\rangle,
\]

for the \( N = 8 \) example, where \( \mathcal{F}_{N/2}^\dagger \) are separate Fourier transforms, from momentum to position space for the \( N/2 \) even and odd sites. Pauli-Z gates account for the fact that the Fourier transform is symmetric, i.e., \( q \in [-\frac{N}{2}, \frac{N}{2} - 1] \). In the following, we will discuss the \( \mathcal{F}_{N/2}^\dagger \) components implementing the asymmetric Fourier transform, i.e., \( q \in [0, \frac{N}{2} - 1] \), keeping in mind that the aforementioned Z gates must be incorporated subsequently. fSWAP gates permute fermionic modes, accounting for their parity, so that each \( \mathcal{F}_{N/2}^\dagger \) has either even or odd sites as input. Examples are, in the case of \( N = 4 \) lattice sites,

\[
\begin{array}{c|c}
\text{n sites} & \text{sites} \\
0 & \text{even} \\
1 & \text{odd} \\
2 & \text{even} \\
3 & \text{odd} \\
\end{array}
\]

and for \( N = 8 \),

\[
\begin{array}{c|c}
\text{n sites} & \text{sites} \\
0 & \text{even} \\
1 & \text{odd} \\
2 & \text{even} \\
3 & \text{odd} \\
4 & \\
5 & \\
6 & \\
7 & \\
\end{array}
\]

Crossed lines denote the 2-qubit fermionic swap,

\[
fSWAP_2 = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
\]

where rows and columns denote basis states in the following order: \( \psi_0^\dagger |0\rangle |0\rangle \), \( \psi_0^\dagger |0\rangle |0\rangle \), \( \psi_1^\dagger |0\rangle |0\rangle \), and \( |0\rangle |0\rangle \). Here, \( \psi_0 \) and \( \psi_1 \) stand for any two fermionic modes the sub-circuit acts on, the notation indicating that qubit 0 comes before qubit 1 when circuits are read from top to bottom. fSWAP_2, up to an overall constant phase, has the circuit representation

\[
\begin{array}{c|c|c|c|c}
\text{X} & \mathcal{F}_{N/2}^\dagger & \text{R}_{x/\pi} & \text{R}_{x/\tau} & \text{R}_{x/\pi} \\
\end{array}
\]

where \( R_x^\gamma \equiv e^{-i\gamma\sigma^x/2} \).

The fermionic Fourier transform \( \mathcal{F}_{N/2} \), from position to momentum space (the inverse is used in the main text) for a staggered component, even or odd, is

\[
\psi_n^\dagger = \frac{1}{\sqrt{N/2}} \sum_{n=0}^{N/2-1} \psi_n^\dagger e^{-i\frac{2\pi n n}{N/2}},
\]

where \( n \in [0, N/2 - 1] \) labels \( N/2 \) even or odd sites and \( q \in [-N/4, N/4 - 1] \). To simplify the discussion, we will from now on assume \( n \in [0, N/2 - 1] \) as well as \( q \in [0, N/2 - 1] \). The symmetric case, i.e., \( n \in [-N/4, N/4 - 1] \), is realized through additional Z-gates as discussed above.

The transformation is defined recursively and consists of 2-qubit unitaries. For the simplest case \( N/2 = 2 \), the transformation is

\[
\psi_n^\dagger = \frac{1}{\sqrt{2}} (\psi_n^\dagger + \psi_n^\dagger), \quad \psi_n^\dagger = \frac{1}{\sqrt{2}} (\psi_n^\dagger - \psi_n^\dagger).
\]

Using explicit notation, the transformation acts as follows on (two-mode) states, from (staggered) position, \( n \) to momentum, \( q \) space,

\[
\begin{align*}
\psi_{q=0}^\dagger \psi_{q=1}^\dagger |0\rangle |0\rangle |0\rangle |0\rangle &= -\psi_{n=0}^\dagger \psi_{n=1}^\dagger |0\rangle |0\rangle |0\rangle |0\rangle , \\
\psi_{q=0}^\dagger |0\rangle |0\rangle |0\rangle |0\rangle &= \frac{1}{\sqrt{2}} (\psi_{n=0}^\dagger + \psi_{n=1}^\dagger) |0\rangle |0\rangle |0\rangle |0\rangle , \\
\psi_{q=1}^\dagger |0\rangle |0\rangle |0\rangle |0\rangle &= \frac{1}{\sqrt{2}} (\psi_{n=0}^\dagger \psi_{n=1}^\dagger) |0\rangle |0\rangle |0\rangle |0\rangle , \\
|0\rangle |0\rangle |0\rangle |0\rangle &= |0\rangle |0\rangle |0\rangle |0\rangle ,
\end{align*}
\]

where \( |0\rangle |0\rangle |0\rangle |0\rangle \) and \( |0\rangle |0\rangle |0\rangle |0\rangle \) are zero-fermion states in momentum and position space, respectively. Equations (B4-B5) are realized by

\[
\mathcal{F}_2^0 = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
\]

\[
\mathcal{F}_2^1 = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
\]
where the row ordering is as in Eq. (B5) (from top to bottom). For $N = 4$, $(N/2 = 2)$, Eq. (B6) is the full (even- or odd-site) position-to-momentum Fourier transform. Note that in our staggered formulation with $N = 4$ sites, this matrix is surrounded by swap gates ensuring that even (odd) sites are separately transformed, and $Z$ gates ensuring $q \in [-N/4, N/4 - 1]$.

For $N = 8$ ($N/2 = 4$), the Fourier transform of four (even or odd) modes is

\[
\begin{align*}
\psi_{q=0}^t &= \frac{1}{\sqrt{2}} \left[ (\psi_{n=0}^t + \psi_{n=2}^t) + \frac{1}{\sqrt{2}} (\psi_{n=1}^t + \psi_{n=3}^t) \right], \\
\psi_{q=1}^t &= \frac{1}{\sqrt{2}} \left[ (\psi_{n=0}^t - \psi_{n=2}^t) + \frac{1}{\sqrt{2}} (\psi_{n=1}^t - \psi_{n=3}^t) \right], \\
\psi_{q=2}^t &= \frac{1}{\sqrt{2}} \left[ (\psi_{n=0}^t + \psi_{n=2}^t) + \frac{1}{\sqrt{2}} (\psi_{n=1}^t + \psi_{n=3}^t) \right], \\
\psi_{q=3}^t &= \frac{1}{\sqrt{2}} \left[ (\psi_{n=0}^t - \psi_{n=2}^t) + \frac{1}{\sqrt{2}} (\psi_{n=1}^t - \psi_{n=3}^t) \right].
\end{align*}
\]

(B7)

where $W_{N/2}^k \equiv e^{-i \frac{2 \pi k}{N}}$, $k \in [0, N/2 - 1]$.

A recursive pattern is evident, which can be generalized to arbitrary even $N > 8$. Concretely, for $N = 8$ and considering that $W_8^0 = -1$ and $W_8^4 = -W_8^1$, the position-to-momentum Fourier transform $\mathcal{F}_4$ is

\[
\begin{pmatrix}
F_4^0 \\
F_4^0 \\
F_4^0 \\
F_4^0
\end{pmatrix}
\]

where

\[
F_{N/2}^k \equiv \begin{pmatrix}
-W_{N/2}^k & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} W_{N/2}^k & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} W_{N/2}^k & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

(B8)

with circuit representation

\[
\begin{pmatrix}
X \\
X \\
Z \\
X
\end{pmatrix}
\]

where $P(\gamma) \equiv \text{diag}(1, e^{i \gamma})$ is a phase gate. This concludes the construction of the fermion Fourier transform, from position to momentum space.

As part of the time-evolution scheme, first the ground state of $H_0(m)$, $|\Omega\rangle = \prod_q |0_q\rangle |0_q\rangle$, is prepared in its eigenbasis. Evolving with $H(-m)$, a change of basis between the eigenbasis of $H_0$ with $\pm m$ is performed, $Q = \bigotimes_q Q_q$, where

\[
Q_q \equiv B_q^c \tilde{B}_q = \begin{pmatrix}
\sin(2\beta) & 0 & 0 & e^{-i\alpha} \cos(2\beta) \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-e^{-i\alpha} \cos(2\beta) & 0 & 0 & \sin(2\beta)
\end{pmatrix},
\]

(B9)

with $B_q$ and $\tilde{B}_q$ given by Eq. (B1). The transformation $Q_q$ has the following circuit representation,

\[
\begin{pmatrix}
X \\
X \\
\end{pmatrix}
\]

For $e = 0$, the time-evolution circuit is (c.f. Fig. 1(a))

\[
\bigotimes_q |0_q\rangle |0_q\rangle \xrightarrow{e^{-i H_0(-m) t}} |\psi(t)\rangle
\]

with $H_0(-m) = \sum_{q=1}^{N/2-1} \omega_q (a_q^+ a_q - b_q b_q^+)$. This is realized, apart from a global phase, as follows

\[
e^{-i H_0(-m) t} = \bigotimes_q [R^z(2\omega_q t)]_a \otimes [R^z(2\omega_q t)]_b,
\]

(B10)

where $R^z$ are single-qubit $Z$ rotations, and $[\cdot]_a/b$ denotes that two modes (2 qubits), $a$ and $b$, are involved for every $q$.

In the interacting case, $e/|m| > 0$, following the basis change $Q$, the following Trotter scheme, corresponding to Eq. (20), is employed

\[
e^{-i H_0 \delta t} \quad B \quad F \quad e^{-i H_0 \delta t} = F^\dagger B^\dagger
\]

$N_T$ times with $\delta t = t/N_T$. The time-evolution operator for $e^{-i H_0 \delta t}$ includes $H_I \equiv ae^2 \sum_{n,m=0}^{N-1} \nu(d_{nm}) Q_n Q_m \nu$, where $\nu(d_{nm})$ are defined in Eq. (12) and $Q_n \equiv \psi_n^\dagger \psi_n - (\bar{m} - 1)/2$. In position space the interaction part is diagonal and consists of 1-qubit $R^z$ and 2-qubit $R^zz$ rotations. Its implementation requires careful bookkeeping but is otherwise straightforward.

2. Ramsey interferometry

Figure 1(b) summarizes the Ramsey interferometry scheme utilized in Sec. II A to compute Loschmidt echos and non-equal time correlation functions. To quantum compute Loschmidt echos, one can use
where measuring $\langle \sigma^x \rangle$ ($\langle \sigma^y \rangle$) returns the real (imaginary) part of $L(t)$. The controlled time-evolution operator $e^{-iHt}$ is either the non-interacting one, $e = 0$, which involves no Trotterization (‘fast-forwarding’), or uses the Trotter scheme at $e/|m| > 0$. We emphasize that, $Q$, as well as (for $e/|m| > 0$) Bogoliubov and Fourier transforms are not controlled by the ancilla. The circuit involves controlled $R^z$ rotations for $e = 0$ with simple circuit implementation, and controlled $R^z$ and $R^{xz}$ rotations at $e/|m| > 0$, also with simple implementation but significantly larger circuit depth. Again, ‘symm-based postselection’ indicates measurements as part of an error-mitigation scheme, whereby ‘unphysical’, i.e., particle-number-violating measurements, are discarded.

Quantum computation of the NECFs, $g_q(t)$, makes use of the decomposition

$$g_q(t) \equiv \langle \tilde{\Omega} | e^{i\psi^r_q(t)} \psi_q(0) | \tilde{\Omega} \rangle = \langle \tilde{\Omega} | e^{iHt} a_q^+ e^{-iHt} a_q | \tilde{\Omega} \rangle + \langle \tilde{\Omega} | e^{iHt} b_{-q}^+ e^{-iHt} b_{-q}^+ | \tilde{\Omega} \rangle,$$

(B11)

where $| \tilde{\Omega} \rangle \equiv \prod_q | \bar{0}^q \rangle | \bar{0}^q \rangle$. A circuit to compute both terms separately, acting on the same input states as before, is

![Circuit diagram](image)

Because $a_q, a_q^+, b_{-q}, b_{-q}^+$ are non-unitary, they cannot be implemented without the use of additional ancillas. This is beyond the capabilities of the device and a different strategy is employed. First, via a Jordan-Wigner transformation,

$$a_q^{(t)} = \prod_{q' = -\frac{N}{2}; a/b}^{q-1} (-\sigma_{q'}^z) \sigma_{a,q}^{-}(+)$$

$$b_{-q}^{(t)} = \prod_{q' = -\frac{N}{2}; a/b}^{q-1} (-\sigma_{q'}^z) \sigma_{b,q}^{-}(+)$$

(B12)

consistent with the fermionic mode ordering, fermion Fock operators are mapped onto spins. Note that $q'; a/b$ indicates that the Jordan-Wigner string includes $\sigma_q^z$ Pauli operators corresponding to both $a$ and $b$ modes, see the discussion of mode ordering in Sec. II of the main text. The following decomposition

$$\sigma_q^\pm = \frac{1}{2} (\sigma_q^x \pm i\sigma_q^y)$$

(B13)

allows to write every term of Eq. (B11) as a sum of four unitary operators, which are separately computed. For example,

$$\langle \tilde{\Omega} | e^{iH_{tot}} a_q^+ e^{-iH_{tot}} a_q | \tilde{\Omega} \rangle \equiv \frac{1}{4} \times$$

$$\langle \tilde{\Omega} \left| e^{iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^x e^{-iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^x -ie^{iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^y e^{-iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^y -ie^{iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^y e^{-iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^x + e^{iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^y e^{-iH_{tot}} \prod_{q'; a/b} (-\sigma_{q'}^z) \sigma_{a,q}^y \right| \tilde{\Omega} \rangle,$$

(B14)

The second term in Eq. (B11) is obtained in the same way. Note that the Pauli operations (and not time-evolution operators) will need to be controlled in the full Ramsey interferometry circuit shown above. Putting everything together, obtaining $g_q(t)$ involves 16 circuits, including real and imaginary parts. Because of the significant gate complexity in the interacting case, only the results for $e = 0$ are obtained in the main text. In this case,

$$e^{\pm iHt} = \prod_{q = -\frac{N}{2}}^{N/2-1} e^{\pm iH_q t} = \prod_{q = -\frac{N}{2}}^{N/2-1} e^{\pm i\omega_q t (a_q^+ a_q - b_{-q}^+ b_{-q})},$$

(B15)

so that time evolution is performed mode-by-mode, each requiring two qubits and one ancilla, with $a_q^+ = \sigma_{a,q}^x$, $b_{-q}^+ = -\sigma_{a,q}^z \sigma_{b,-q}^+$, etc. A symmetry-based error-mitigation scheme is employed, identical to that for $L(t)$, see Appendix D for details.

3. Entanglement tomography

The entanglement tomography scheme is adapted from Refs. [166, 169] and is summarized in Fig. 1(c). It involves random measurements via basis transformations consisting of single-qubit rotations $\mathcal{Z} = \otimes_{i} U_i$, where $U_i$ is drawn from a circular unitary ensemble (CUE). In practice $U_i$ is given by

$$U_i = -R_{\gamma_1 \omega_i} R_{\gamma_2 \omega_i} R_{\gamma_3 \omega_i},$$

and the matrices $U_i$ are drawn randomly with the parametrization

$$U_i \equiv \begin{pmatrix} x & y \\ -y^* & x^* \end{pmatrix}.$$

(B16)
The matrices $u_i$ are generated with `scipy.stats.poisson.rvs(2)` of the Python module `scipy.stats`, based on the algorithm in Ref. [208]. The angles $\gamma_1$, $\gamma_2$ and $\gamma_3$ in the circuit are determined by [160]

$$
\gamma_1 = \text{Re}\left\{ \tan^{-1}\left[ \frac{-i(x^* - x)}{x^* + x} \right] \right\},
$$

$$
\gamma_2 = \text{Re}\left\{ 2 \tan^{-1}\left[ \frac{|y|^2}{|x|^2} \right] \right\},
$$

$$
\gamma_3 = \text{Re}\left\{ \tan^{-1}\left[ \frac{-i(x^* - x)}{x^* + x} \right] + \tan^{-1}\left[ \frac{-i(y^* - y)}{y^* + y} \right] \right\}.
$$

The probabilities of measuring the bit string $s$, $P_{w}(s)$, in the random basis $w$ are input for the (classical) post-processing procedure to obtain Rényi entropies, fidelities, and the entanglement Hamiltonian via the BW ansatz, see Eq. (24) and (28) and the discussions in the main text.

4. Circuit construction and data generation

All circuits are implemented in Qiskit [225] using standard gates and were submitted through use of the Qiskit IonQ Provider, QISKIT_IQONQ [226].

Table I shows the 1- and 2-qubit gate count of the subcircuit components employed in this manuscript. The number of gates refers to fundamental gates in Qiskit, obtained by iteratively decomposing the circuits using `decompose()` function. 2-qubit gates count CNOT gates and 1-qubit gates are single-qubit rotations. In contrast, Table II displays the total 1- and 2-qubit count of all quantum computations. ‘Raw’ refers to the circuits implemented as in Qiskit with gate count as in Table I, and ‘transpiled’ (‘transp.’) stands for the gate count of circuits that were transpiled specifically for the utilized hardware, using `transpile()` function, and `sen` to the device through the Cloud. The gate count reflects this transpilation, with 2-qubit gates standing for CNOTs and 1-qubit gates standing for single-qubit rotations. We note that native-gate implementation, qubit-ion assignment, etc. is performed after one sends jobs to the Cloud, thus is beyond the user’s control.

### Appendix C: Experimental Hardware

Experiments were conducted on the 11-qubit IonQ trapped-ion quantum computer, accessed through Google Cloud [102] and Microsoft Azure [103] services. More information about the device can be found in Refs. [100, 101]; see also Refs. [227–230] for ground-laying works and pedagogical introduction of trapped-ion digital quantum computing.

The trapped-ion quantum computer consists of 13 $^{171}$Yb$^+$ ions which are aligned to form a linear crystal, suspended in a chip trap with a radial pseudopotential frequency of $\approx 3.1$MHz, and spacing between the ions of about 4$\mu$m. In this setup, the 11 ions in the middle, which are more uniformly spaced, were utilized as qubits. In the experiments of this work for $N = 4$ ($N = 8$) sites, 5 (9) of these qubits were used. The gates are implemented by using counter-propagating Raman laser beams capable of illuminating individual ions and utilizing the ion-ion coupling mediated by the collective motional modes. The native gate set that is physically executed on IonQ hardware is as follows [231]. The single-qubit gates are

$$
GPI(\phi) = \begin{bmatrix}
0 & e^{-i\phi} \\
e^{i\phi} & 0
\end{bmatrix}, \quad GPI2(\phi) = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & -ie^{-i\phi} \\
-ie^{i\phi} & 1
\end{bmatrix},
$$

where $GPI(\phi)$ can be considered as a bit-flip rotation with an embedded phase and $GPI2(\phi)$ can be considered as an $R_x(\pi/2)$ gate with an embedded phase. The rotations around the $Z$ axis of the Bloch sphere can also be performed, but these require no quantum operation and only involve a classically advancing or retarding the phase of the following operation in the circuit. The 2-qubit native gate is the Mølmer-Sørensen (MS) gate which can be expressed as

$$
\text{MS}(\phi_0, \phi_1) = \frac{1}{\sqrt{2}} \times
\begin{bmatrix}
1 & 0 & 0 & -ie^{-i(\phi_0+\phi_1)} \\
0 & 1 & ie^{-i(\phi_0-\phi_1)} & 0 \\
0 & -ie^{i(\phi_0-\phi_1)} & 1 & 0 \\
-ie^{i(\phi_0+\phi_1)} & 0 & 0 & 1
\end{bmatrix}.
$$

Table III provides reported fidelity and timing for the IonQ system used in the experiments.

| Component | Per mode | $N = 4$ | $N = 8$ |
|-----------|----------|---------|---------|
| Quench gate | 11 / 3 | 22 / 6 | 44 / 12 |
| Free time evolution | 2 / 0 | 4 / 0 | 8 / 0 |
| Free time evolution (controlled) | 2 / 4 | 4 / 8 | 8 / 16 |
| Interacting time evolution | – | 10 / 12 | 36 / 56 |
| Interacting time evolution (controlled) | – | 128 / 92 | 576 / 408 |
| Bogoliubov transformation | 7 / 4 | 14 / 8 | 28 / 16 |
| Fermionic Fourier transform | – | 44 / 12 | 236 / 68 |

**Table I**. 1-/2-qubit gate count of (not transpiled) sub-circuits used in this manuscript.
TABLE II. Qubit and 1-/2-qubit gate count for all computations performed in this manuscript. Also shown are the dates on which data were obtained on the hardware.

| Quantity | Figures | Date | Qubits | Gates |
|----------|---------|------|--------|-------|
| T1 (N = 8) | Fig. 3 | 06/07/22 | 9 | 70 / 28 |
| T2: 0.2 s | | | | |
| T2: 0.2 s | | | | |
| T2: 0.2 s | | | | |

TABLE III. Reported average fidelity values for 1-qubit (1Q), 2-qubit (2Q) gates, and state preparation and measurement (SPAM) errors for the IonQ device used in the experiments (left column), as well as reported qubit relaxation (T1) and coherence (T2) times and 1Q, 2Q, readout, and ‘reset operations’ timing values (right column).

Fidelity | Timing |
--- | --- |
1Q: 0.99717 | T1: 10.000 s |
2Q: 0.9696 | T2: 0.2 s |
SPAM: 0.9961 | 1Q: 0.000011 s |
2Q: 0.00021 | 2Q: 0.000021 s |
Readout: 0.000175 s | Reset: 0.000035 s |

A symmetry-based error-mitigation scheme is used in all Ramsey interferometry circuits in Secs. II A and II B. For example, computing \( L(t) = \langle \Psi(0)|\Psi(t) \rangle = \langle GS(m)|e^{-iH(t-m)}|GS(m) \rangle \) (Eq. (5)) for \( e = 0 \), the Ramsey scheme produces the following superposition of time-evolved and non-time-evolved state

\[
|\Psi\rangle = |0\rangle Q|GS(m)\rangle + |1\rangle e^{-iH_0(-m)t}Q|GS(m)\rangle, \quad (D1)
\]

where \(|GS(m)\rangle \equiv |\Omega\rangle \equiv \prod_{q=0}^{N/4-1} |0_q\rangle |0_{\bar{a}}\rangle \) is the ground state of the non-interacting Hamiltonian \( H_0 \) with mass \( m \) in momentum space, \( Q = B^\dagger(-m)B(m) \) with \( B(m) \) being the Bogoliubov transformation discussed in Eq. (17) and Appendices A and B. Measuring \( \sigma^x \) and \( \sigma^y \) on the ancilla qubit yields real and imaginary part of \( L(t) \), respectively. Additionally measuring the \( N \) qubits representing the system, which are in a superposition of time-evolved and non-time-evolved states, allows us to perform a simple error-mitigation scheme: For the quench gate \( Q = \prod_{q=0}^{N/4-1} Q_q \), every \( Q_q \) only mixes 0- and 2-particle states, and furthermore, \( H_0 \) preserves particle number. Therefore, the system’s \( N \) qubits encoding \(|\Psi\rangle\) are in a product state, with the 2-qubits per \( q \) being in either a 0- or 2-particle state. Measurements that yield 1-particle states indicate a bit-flip error of the device. These can simply be discarded and the remaining measurements re-weighted. The results of this procedure for \( L(t) \) at \( e = 0 \) are summarized in Fig. 10-11, demonstrating significant improvement. We also show the statistical error assuming a binomial distribution, which slightly increases with postselection as the overall statistics is reduced.
For $e/|m| > 0$ and one Trotter step,

$$|\Psi\rangle = |0\rangle FB(-m)Q|GS(m)\rangle + |1\rangle e^{-iH_I t}FB(-m)$$

$$\times e^{-iH_0(-m)t}Q|GS(m)\rangle,$$

(D2)

where $F$ is the fermionic Fourier transform and $H_I$ is the interaction part of the Hamiltonian in position space. The system state, $|\Psi\rangle$, is in a superposition in position space, where both the time-evolved and non-evolved components have total particle number $N/2$ (‘half-filling’). Again, particle-number measurement allows identifying bit-flip errors which can be discarded. Results are shown in Fig. 12, yielding no improvement.

The same error-mitigation scheme is applied in Sec. II B, when computing the NECFs $g_\nu(t)$ (Eq. (7)) and the topological charge $\nu(t)$ (Eq. (10)). In the non-interacting limit $e = 0$, where $g_\nu(t)$ is computed mode-by-mode with shallow (3-qubit) circuits, the effect of this symmetry-based error-mitigation scheme is minimal (only $\approx 5 - 15\%$ of events contain number-violating errors, see Fig. 6).

We note that this error-mitigation procedure was previously explored in trapped-ion computation of the Schwinger model with up to six qubits [62]. A technique based on Ref. [232] was also tried in the same work, which inserts random rotations between Trotter steps of evolution to average away the error. Nonetheless, no significant improvement was observed, pointing to the time de-correlated incoherent nature of noise in the current trapped-ion hardware. A number of different (hardware-suitable) error-mitigation schemes are available to potentially improve our computation, see e.g., Refs. [233, 234] for a recent overview of various techniques. These include randomized compiling and dynamical decoupling [235–237]. Randomized compiling can potentially improve our results, albeit it significantly increases simulation cost, which we therefore have not explored. Dynamical decoupling may be less profitable given the architecture and the dominant error source that we identify below.
to be inaccurate gate operations. The effect of gate errors could, in fact, potentially be amplified by this error mitigation scheme. As a result, the effective and computationally economic symmetry-based post-selection is the only error-mitigation scheme tried in this work.

Appendix E: Statistical Uncertainties

This section presents details of our statistical measurement-error estimation. Only one data set per observable has been obtained in this work, hence the statistical uncertainty cannot be inferred directly by comparing many independent measurements. In part, this is because calibration drifts make it difficult to compare data sets at different times. We balanced getting data in quick succession with relatively stable systematic uncertainties, versus getting a large amount of data for statistical analysis.

Statistical uncertainties are estimated as follows. For observables based on single-qubit measurements, such as the Loschmidt echo and topological index in Secs. II A and II B, a binomial distribution is assumed, i.e. the uncertainty is $\Delta p = \sqrt{p_0 p_1 n_{\text{shots}}}$, where $p_0$ ($p_1 = 1 - p_0$) is the probability of measuring 0 (1). Randomness-based results, such as Renyi entropies and fidelities, and the EHT analysis are investigated as follows: Given the probabilities $P_U(s)$, $n_b = 100$ bootstrap copies are created, i.e., one can sample from $P_U(s)$ to create additional ‘measurements’. Statistical uncertainties are obtained for $S^{(2)}$, $\mathcal{F}$, and $S_{A+B}^{(2)}$ by computing Eq. (24) and Eqs. (22-23) for every bootstrap sample individually. The uncertainty is the standard deviation in the limit $n_b \to \infty$, e.g., $\Delta \mathcal{F} \equiv \sqrt{\sum_{i=0}^{n_b-1} (\mathcal{F} - \mathcal{F}_i)^2}/n_b$ where $\mathcal{F} = \frac{1}{n_b} \sum_{i=0}^{n_b-1} \mathcal{F}_i$ where the sum is over bootstrap samples. Shot-noise uncertainties are very small and difficult to discern in the lower two panels of Fig. 8. A close-up of the data is shown Fig. 13. The procedure is repeated for the EHT analysis. $n_b = 100$ samples are used, except for $N = 8$ where due to the immense classical post-processing cost, only $n_b = 10$ samples are tried.

Appendix F: Simple Error Models and Entanglement Tomography

Because of the indirect Cloud access to the hardware, it is difficult to identify the origin of deviation of experimental results from the theoretical expectations, which may be due to drifting machine parameters as well as ion movement and heating. In this appendix, via additional entanglement-tomography studies for $N = 4$ lattice sites, we address, in a simple error model, local decoherence. As will be shown, this simple model is not sufficient to describe the observed reduced fidelities.

The three simple local decoherence error models employed replace the density matrix with modified ones

\begin{align*}
\mathcal{M}^{\text{depol}}[\rho] &= (1 - p_1 N) \rho + p_1 \sum_{i=1}^{N} \text{Tr}_i(\rho) \frac{I_i}{2}, \\
\mathcal{M}^{\text{flip}}[\rho] &= (1 - p_2 N) \rho + p_2 \sum_{i=1}^{N} \sigma_i^x \rho \sigma_i^x, \\
\mathcal{M}^{\text{phase}}[\rho] &= (1 - p_3 N) \rho + p_3 \sum_{i=1}^{N} \sigma_i^z \rho \sigma_i^z,
\end{align*}

where $p_{1,2,3} \in [0,1/N]$, $\text{Tr}_i$ is the partial trace over qubit $i$, and $N$ is the number of qubits. A more complete approach would be solving a Lindblad equation of the quantum circuit, see e.g., Ref. [154] for a study of the presented model, but this route will not be explored here.

The EHT analysis using the BW ansatz presented in section III is repeated using $\mathcal{M}[\rho_A]$ instead of $\rho_A$ in the fit, separately for three local decoherence error models Eqs. (F1-F3). Here, $\rho_A$ is given by the BW ansatz in Eq. (27) as before, and $p_{1,2,3}$ are additional free fit parameters. Figure 14 shows the results this study, using the same data as in the main text for $|m|\sigma = 0.9$, $e = 0$, $n_{\text{CUE}} = 25$, and $n_{\text{shots}} = 1000$, generalized to include local depolarization via Eq. (F1). Other error sources are not considered. IonQ data without allowing for depolarization noise in the fit (red symbols) are compared to results using Eq. (F1) (green symbols). Blue symbols are simulator data and black curves denote exact results. The middle and bottom panels show Bhattacharyya distance $\Delta_B(t)$ (relative to the exact BW results) and the depolarization probability $p_1(t)$. The quality of the data is not improved by the ansatz and $p_1(t)$ varies signifi-
FIG. 14. The top panel shows the Schmidt spectrum $p_A(t)$ of $\rho_A(t)$ of a bi-partition of $N_A = N/2$ lattice sites. We compare IonQ data assuming no depolarization $p_1 = 0$ (red symbols) with the same data but allowing for depolarization $p_1 > 0$ in the BW ansatz in Eq. (F1) (green symbols) as well as exact BW ansatz (black plus symbols), for $n_{\text{CUE}} = 25$ and $n_{\text{shots}} = 1000$. The middle and bottom panels show the Bhattacharyya distance $\Delta_B(t)$ relative to the exact BW results, and the depolarization infidelity $p_1(t)$, respectively. The dashed line in the bottom panel represent the maximum value of the depolarization probability for a system of size $N_A$.

significantly from data point to data point. Figures 15 and 16 show the same analysis for the bit-flip (Fig. 15) and phase (Fig. 16) error channels. Likewise, including the bit-flip and phase error channels does not substantially improve the reconstruction of $\rho_A(t)$. Finally, Fig. 17 shows R\'enyi entropy, extracted from Eq. (24), versus that computed from $\rho_A(t)$ with the BW ansatz. Shown are fits without error channels (orange diamonds), local depolarization (green filled diamonds), local bit-flip errors (green empty diamonds), and phase errors (green empty circles). Blue symbols show the simulator data while black curves represent exact results.

Overall, these plots demonstrate that simple ans\'itez in Eqs. (F1-F3) fail to explain the deviations of the IonQ results. Instead, a major source of uncertainty appear to be imperfections of 1- and 2-qubit gates. Especially, 2-qubit entangling operations involve long pulse durations, and the ions may heat and change their positions as well machine parameters may drift during long circuit operations. Such effects require a more detailed modeling of the noise, which nonetheless requires more insight into the machine characteristics and the underlying operational framework that are generally not available to Cloud users. Finally, it is worth noting that the precision of 1-qubit rotations is important for the accuracy of the EHT scheme. Following the strategy of Ref. [166], improving robustness against miscalibration and drift by concatenating random unitaries did not lead to a significant improvement but will be investigated in greater detail in future work. Finally, state preparation and readout errors may need to be studied in this context too.

Appendix G: Further Results on Entanglement Tomography

The results of the entanglement tomography analysis for the largest system with $N = 8$ lattice sites are presented in this appendix. The significant gate count, as evident from Table II, is dominated by the fermion Fourier transform. Results are summarized in Fig. 18, where the top panel shows R\'enyi entropy of a bi-partition of $N_A = N/2 = 4$ sites comparing exact results (black
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FIG. 16. The top panel shows the Schmidt spectrum \( p_\lambda(t) \) of \( \rho_A(t) \) of a bi-partition of \( N_A = N/2 \) lattice sites. We compare IonQ data assuming no phase error \( p_3 = 0 \) (red symbols) with the same data but allowing for phase error \( p_3 > 0 \) in the BW ansatz in Eq. (F1) (green symbols) as well as exact BW ansatz (black plus symbols), for \( n_{\text{CUE}} = 25 \) and \( n_{\text{shots}} = 1000 \). The middle and bottom panels show the Bhattacharyya distance \( \Delta_B(t) \) relative to the exact BW results, and the phase-error infidelity \( p_3(t) \), respectively. The dashed line in the bottom panel represent the maximum value of the phase-error probability for a system of size \( N_A \).

Regardless of hardware implementation, the BW ansatz for the reconstruction of the reduced density matrix still works reasonably well for the case of \( N = 8 \). As shown in Fig. 20, using a (perfect) hardware simulator with \( n_{\text{CUE}} = 25 \), \( n_{\text{shots}} = 2000 \), minimal deviations between the exact (black curves), and the BW ansatz (ideal: black plus symbols, simulator: blue circles) are observed for the reconstruction of the time-evolved state \( \rho_A(t) \). While the agreement is excellent overall, these deviation can systematically be improved by including slightly less local terms in the BW ansatz in Eq. (27), as discussed in Ref. [169].

Finally, performing random measurements provides another avenue for computing non-equal time observables. Specifically, noting that

\[ |L(t)|^2 = |\langle \psi(0) | \psi(t) \rangle|^2 = \text{Tr}[\rho(0)\rho(t)], \quad \text{(G1)} \]

Loschmidt echo and rate function are computed from Eq. (24) using \( P_\theta(s) \) obtained at different times, instead of an ancilla-based interferometry scheme. The result is shown in Fig. 21, reconstructed from the same data as in Figs. 8 and 9. The IonQ results (red symbols) are significantly less accurate than with the Ramsey scheme, because of a larger gate count compared to the direct computation in section II A.
FIG. 18. The top panel shows Rényi entropy averaged over subsystems $A$ and $B$, $S^{(2)}(t) \equiv \frac{1}{2}(S_A^{(2)}(t) + S_B^{(2)}(t))$ (with $S_A^{(2)}$ and similarly $S_B^{(2)}$ defined in Eq. (22)), for $N = 8$, $|m| = 0.8$, $e = 0$, $n_{\text{CUE}} = 25$, and $n_{\text{shots}} = 1000$, including simulator (blue symbols) and IonQ (red symbols) results. The middle panel depicts fidelity $F(t)$ (Eq. (23)). The bottom panel shows the Rényi entropy of the full system, $S_{A+B}^{(2)}$ (relative to the environment). Blue horizontal lines in the middle and bottom panels indicate ideal results, a horizontal red line indicates zero fidelity or maximal entropy ($\rho(t) = 1/2^N$), respectively. See Fig. 19 for a close-up of the lower two panels.
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