On the Analyticity of Critical Points of the Generalized Integral Menger Curvature in the Hilbert Case

Daniel Steenebrügge
RWTH Aachen University, Institut für Mathematik
Templergraben 55, 52062 Aachen, Germany.
steenebruegge@instmath.rwth-aachen.de
www.instmath.rwth-aachen.de/~steenebruegge/home

Nicole Vorderobermeier
Universität Salzburg, Fachbereich Mathematik
Hellbrunner Strasse 34, 5020 Salzburg, Austria.
nicole.vorderobermeier@sbg.ac.at
uni-salzburg.at/index.php?id=209722

November 23, 2021

Abstract

We prove the analyticity of smooth critical points for generalized integral Menger curvature energies $\text{int} M^{(p,2)}$, with $p \in \left(\frac{7}{3}, \frac{8}{3}\right)$, subject to a fixed length constraint. This implies, together with already well-known regularity results, that finite-energy, critical $C^1$-curves $\gamma : \mathbb{R}/\mathbb{Z} \to \mathbb{R}^n$ of generalized integral Menger curvature $\text{int} M^{(2)}$ subject to a fixed length constraint are not only $C^\infty$ but also analytic. Our approach is inspired by analyticity results on critical points for O’Hara’s knot energies based on Cauchy’s method of majorants and a decomposition of the first variation. The main new idea is an additional iteration in the recursive estimate of the derivatives to obtain a sufficient difference in the order of regularity.

1 Introduction

An easy way to produce a knot is to tie a piece of string and glue the ends together. This motivates the mathematical definition of a knot as a continuous embedding of a circle into three-dimensional Euclidean space. Depending on the initial knotting, different knot types arise. We say that two knots are of the same knot class if there exists an ambient isotopy [Cro04, p. 4f.] that deforms one knot to the other avoiding any sort of self-intersections or “cutting and glueing” phenomena. In the following we aim to investigate the regularity of optimal shapes for knots within their knot classes.

Lead by the question of determining optimal representatives for given polygonal knot classes, Fukuhara [Fuk03] introduced the idea to apply some sort of self-repelling potentials to given...
knots and follow their gradient flow towards the local minimizer. Based on that concept, O’Hara later established the notion of knot energies by defining them as real-valued functionals on the space of knots that are bounded from below and self-repulsive, i.e. the energy blows up on a sequence of knots that converges to a curve with self-intersections [O’H93].

O’Hara was also the first to suggest such a potential knot energy for actual knots [O’H91], motivated from the electrostatic potential energy, in particular the self-avoidance effects described by Coulomb’s law. Later, this energy was named Möbius energy due to its invariance with respect to Möbius transformations shown by Freedman, He and Wang [FHW94].

Motivated by applications to molecular biology, González and Maddocks elaborated a completely different approach to define knot energies in search of a new notion for thickness of knots [GM99]. For any continuous, closed, and rectifiable curve \( \gamma : \mathbb{R}/\mathbb{Z} \to \mathbb{R}^3 \), where \( \mathbb{R}/\mathbb{Z} \sim = S^1 \) denotes the circle of length 1, they characterized the thickness of \( \gamma \) by

\[
\Delta(\gamma) = \inf_{x,y,z \in \gamma} R(x, y, z),
\]

where \( R(x, y, z) \) stands for unique circumcircle radius of three points \( x, y, z \in \mathbb{R}^n \) given by

\[
R(x, y, z) = \frac{|y - z|}{2|\langle y - x, z - x \rangle|} = \frac{|y - z|}{2\sin \angle(y - x, z - x)}.
\]

Observe that \( \Delta(\gamma) = 0 \) if \( \gamma \) intersects itself. Therefore, the quotient \( L(\gamma)/\Delta(\gamma) \) of length \( L(\gamma) \) over thickness \( \Delta(\gamma) \) called ropelength serves as a starting point for new self-repelling potential energies. We remark that thickness is related to the local radius of curvature since the circumcircle of three points \( x, y, z \) on a sufficiently regular curve \( \gamma \) converges to the osculating circle at \( x \) for \( y \) and \( z \) converging to \( x \) on \( \gamma \). The radius of the osculating circle at \( x \) on \( \gamma \) is the inverse of the local curvature.

The ropelength imposes technical challenges as it consists of operators that are hard to differentiate. These drawbacks can be softened as suggested in [GM99] by exchanging point-wise maximization with integration, which leads to various integral Menger\(^1\) curvature energies such as

\[
\mathcal{M}^p(\gamma) = \iint_{(\mathbb{R}/\mathbb{Z})^3} \frac{|\gamma'(r)| |\gamma'(s)| |\gamma'(t)|}{R(\gamma(r), \gamma(s), \gamma(t))^p} \, dr \, ds \, dt.
\]  

for any \( p > 0 \). Note that for curves parametrized by arc-length \( \lim_{p \to \infty} \mathcal{M}_p^{1/p}(\gamma) = \frac{1}{\Delta(\gamma)} \). Other variants between ropelength and \( \mathcal{M}^p \) can be found in [GM99].

For \( p > 3 \), these functionalains are indeed knot energies according to O’Hara’s definition, as Strzelecki, Szumańska and von der Mosel showed in [SSvdM10, SSvdM13]. Furthermore, they proved a geometric Morrey-Sobolev imbedding in three dimensions, in particular that finite energy of an arc-length parametrized curve implies \( C^{1,1-\frac{2}{p}}\)-regularity and its image is \( C^1\)-diffeomorphic to the circle [SSvdM10]. Blatt completed the characterization of energy spaces in [Bl13]. Generalizations of the integral Menger curvature to higher-dimensional objects can be found for example in [SvdM11, BK12, Kol14]. For further information on the integral Menger curvature energies we refer the reader for example to the survey paper [SvdM13].

In order to tackle the main question of the present paper, the regularity of optimal shapes for knots, we first need to choose a suitable knot energy and then conduct regularity studies on its stationary points. Now if we chose for this purpose the integral Menger curvature energies

---

\(^1\)Named after the Austrian-American mathematician Karl Menger (1902-1985) who used the radius of circumscribed circles on a curve to generalize the concept of curvature to metric spaces [Men30].
\( M^p, p > 3 \), we would arrive at nonlinear, non-local and degenerate Euler-Lagrange operators. A formula for the first variation can be found in [Her12] and for its second and third variation in [Kna20]. Hence, to produce non-degenerate energies from the integral Menger curvature energies given in [1], Blatt and Reiter [BR15] suggested to generalize \( M^p \) to

\[
\int M^{(p,q)}(\gamma) = \iint_{(\mathbb{R}/\mathbb{Z})^3} \frac{|\gamma'(u_1)| |\gamma'(u_2)| |\gamma'(u_3)|}{R^{(p,q)}(\gamma(u_1), \gamma(u_2), \gamma(u_3))} \, du_1 \, du_2 \, du_3,
\]

where they decoupled the circulcircle radius to

\[
R^{(p,q)}(x, y, z) = \frac{(|y - z| |y - x| |z - x|)^p}{(|y - x) \wedge (z - x)|^q} = \frac{|y - z|^p|y - x|^{p-q}|z - x|^{p-q}}{\sin \lambda(y - x, z - x)^q}
\]

for any \( p, q > 0 \). Observe that \( M^p(\gamma) = 2^p \int M^{(p,p)}(\gamma) \). According to [BR15], these energies are well-defined knot energies for \( p \geq \frac{q}{2} + 1 \) and give finite energy values on closed curves for \( p < q + \frac{q}{2} \). Moreover, minimizers exist within every knot class for \( p \in \left( \frac{q}{2}+1, q+\frac{q}{2} \right) \) and \( q > 1 \).

For the particular case \( q = 2 \) and therefore \( p \in \left( \frac{3}{4}, \frac{3}{2} \right) \), the generalized integral Menger curvature energies in [2] indeed lead to non-degenerate Euler-Lagrange equations, for which Blatt and Reiter proved the following regularity result by a combination of potential estimates and Sobolev-embeddings.

**Theorem 1.1.** [BR15] **Theorem 4**. For \( p \in \left( \frac{3}{4}, \frac{3}{2} \right) \), let \( \gamma : \mathbb{R}/\mathbb{Z} \to \mathbb{R}_n \) be a simple curve in \( W^{\frac{2p-2}{2}}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) parametrized by arc-length. If \( \gamma \) is a stationary point of the generalized integral Menger curvature int\( M^{(p,2)} \) with respect to fixed length, then \( \gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \).

Furthermore, Blatt and Reiter characterized \( C^1 \)-curves of finite generalized integral Menger curvature energy by curves in the fractional Sobolev space \( W^{\frac{2p-2}{2}-1,q}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) [BR15, Theorem 1]. This result, combined with Theorem 1.1, raises the question whether stationary points of finite generalized integral Menger curvature energies are not only smooth but also analytic.

For the Möbius energy the statement was elaborated by [BV19] based on the corresponding smoothness result established by [BRS16]. The same holds for a non-degenerate range of O’Hara’s energies as shown in [Vor20] based on [BR13]. Hence it seems reasonable that it is possible to transfer the techniques to the non-degenerate range of energies int\( M^{(p,2)} \) for \( p \in \left( \frac{3}{4}, \frac{3}{2} \right) \).

The main method used in these papers to show analyticity is based on the method of majorants, motivated by the proof of Cauchy-Kovalevsky’s theorem in [Kov1878], see also [Cau1882] pp. 17–33. For applying this technique, it is necessary to establish a recursive estimate for derivatives of critical curves. It turns out that in such estimates, there appears a fractional derivative of the product of two functions, which subsequently leads to a fractional Leibniz rule. Unfortunately, in contrast to the bilinear Hilbert transform in [BV19] and fractional Leibniz rule in [Vor20], in our case this recursive estimate does not produce a sufficient difference in the order of differentiability, which is why we repeat it to obtain a difference of order 1. This repition seems to lead to Gevrey regularity of order 2 for critical curves, which is weaker than analyticity, cf. [KP02, Definiton 4.1.19] or [Rod93, Chapter 1.4], but we are able to confirm the analyticity in the affirmative:

**Theorem 1.2.** For \( p \in \left( \frac{3}{4}, \frac{3}{2} \right) \), let \( \gamma : \mathbb{R}/\mathbb{Z} \to \mathbb{R}_n \) be a simple curve in \( C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) parametrized by arc-length. If \( \gamma \) is a critical point of the generalized integral Menger curvature int\( M^{(p,2)} \) with respect to fixed length, then the curve \( \gamma \) is analytic.
A closer look at the proof of the main theorem reveals that smoothness of $\gamma$ is actually not needed. It suffices to assume that $\|\gamma^{(i)}\|_{H^{1/2}}$ is finite for $i \in \{0, 1, 2\}$, i.e. $\gamma \in H^{1+1/2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$. All additional regularity is obtained by an inductive argument.

However, by the characterization of the energy spaces in [BRI15 Theorem 1] and the regularity result [Theorem 1.1] finite energy $\text{intM}^{(p, 2)}$ of a critical point implies its smoothness already. We conclude:

**Corollary 1.3.** Let $\gamma : \mathbb{R}/\mathbb{Z} \rightarrow \mathbb{R}^n$ be a simple curve in $C^1(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ parametrized by arc-length with $\text{intM}^{(p, 2)}(\gamma) < \infty$ for $p \in (\frac{n}{2}, \frac{n}{2} + 1)$. If $\gamma$ is a critical point of $\text{intM}^{(p, 2)}$ with respect to fixed length, then the curve $\gamma$ is analytic.

One should be able to drop the $C^1$-assumption in the previous result by obtaining sufficient initial regularity via techniques that proved to be successful in showing a geometric Morrey-Sobolev imbedding for $M^p$ with $p > 3$, cf. [SSvdM10 Theorem 1.2].

Further analyticity and Gevrey regularity results in the context of non-local differential equations can be found for example in [DFSS12, DFSS14, AFV15, Bla20a, Bla20b].

**Exposé of the present work**

As stated above, the central idea of our proof is the same as in the one for the Cauchy-Kovalevsky theorem and goes as follows. A curve $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ is analytic if and only if we have constants $C > 0$ and $r > 0$ such that for all $l \in \mathbb{N}_0$

$$\|\gamma^{(l)}\|_{L^\infty} \leq C \frac{r^l}{l!}.$$ 

Suppose we had a recursive estimate

$$\|\gamma^{(l+1)}\|_{L^\infty} \leq \Phi(l; \|\gamma\|_{L^\infty}, \ldots, \|\gamma^{(l)}\|_{L^\infty})$$

and an analytic function $c : (-\varepsilon, \varepsilon) \rightarrow \mathbb{R}$ with

$$c^{(l+1)}(0) = \Phi(l; c(0), \ldots, c^{(l)}(0))$$

and $c(0) \geq \|\gamma\|_{L^\infty}$.

Then, by induction,

$$0 \leq \|\gamma^{(l+1)}\|_{L^\infty} \leq \Phi(l + 1; c(0), \ldots, c^{(l)}(0)) = c^{(l+1)}(0) \leq C \frac{(l + 1)!}{r^{l+1}}$$

for all $l \in \mathbb{N}$ and so, $\gamma$ is analytic.

The largest part is devoted to obtaining the required recursive estimate. In Section 2 we review a decomposition of the first variation of $\text{intM}^{(p, 2)}$ given in [BRI15 Section 4] into a highest- and lower-order terms called $\tilde{Q}^{(p)}$ and $\tilde{R}^{(p)}$. In a critical point, $\tilde{Q}^{(p)}$ is equal to $-\tilde{R}^{(p)}$ and we may use the regularity gap between those to establish the recursive estimate. To that end, Section 3 yields an estimate of $\partial^j\tilde{Q}^{(p)}$ by $\partial^j\tilde{Q}^{(p)}(\gamma)$. In Section 4 we bound $\partial^j\tilde{R}^{(p)}(\gamma)$ by $\partial^j\tilde{Q}^{(p)}(\gamma)$ via a fractional Leibniz rule. Looking at the norms involved, it turns out that these estimates combined only lead to a regularity gain strictly between $\frac{1}{2}$ and 1 which is not enough for the recursive estimate, so in Subsection 5.1 we iterate the above once more using the fact that $\gamma$ is a critical point. The remainder of Section 6 is dedicated to finding the analytic majorant $c$ which fulfills the same recursive estimate with equality. Finally, Section 7 discusses a few simple consequences of the analyticity of critical points, not only for $\text{intM}^{(p, 2)}$, in geometric knot theory.

We expect that our approach extends to functionals whose first variation admits a decomposition with properties similar to those of $\tilde{Q}^{(p)}$ and $\tilde{R}^{(p)}$. A probably valid generalization would be to assume only an arbitrarily small gain in regularity, see page 23.
Notation

In the following we give a short introduction to the fractional Sobolev spaces we are using in this paper. First, we present a continuation of the usual periodic Sobolev spaces of integer order $W^{k,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ to Sobolev–Slobodeckij spaces $W^{k+s,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ for $0 < s < 1$. The latter are defined by

$$W^{k+s,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) := \{ f \in W^{k,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \mid [f^{(k)}]_{W^{s,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)} < \infty \}$$

equipped with the norm

$$\| f \|_{W^{k+s,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)} := \| f \|_{W^{k,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)} + [f^{(k)}]_{W^{s,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)},$$

where

$$[f^{(k)}]_{W^{s,p}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)} := \left( \int_{\mathbb{R}/\mathbb{Z}} \left( \int_{\mathbb{R}/\mathbb{Z}} \frac{|f^{(k)}(x) - f^{(k)}(y)|^p}{|x - y|^{1+ps}} \, dx \, dy \right)^{\frac{1}{p}} \right)^{\frac{1}{p}}$$
is the so-called Gagliardo seminorm of $k$-th derivative of $f$.

Second, we consider Bessel potential spaces of order $s \geq 0$ on the circle $\mathbb{R}/\mathbb{Z}$ that are given by

$$H^s(\mathbb{R}/\mathbb{Z}, C^n) := \{ f \in L^2(\mathbb{R}/\mathbb{Z}, C^n) \mid \| f \|_{H^s(\mathbb{R}/\mathbb{Z}, C^n)} := \sqrt{\langle f, f \rangle_{H^s}} < \infty \},$$
equipped with the inner product

$$(f, g)_{H^s} := (f, g)_{H^s(\mathbb{R}/\mathbb{Z}, C^n)} := \sum_{k \in \mathbb{Z}} (1 + k^2)^s \langle \hat{f}(k), \hat{g}(k) \rangle_{C^n}.$$ 

Here, $\hat{f}(k) = \int_{\mathbb{R}} e^{-2\pi i k x} f(x) \, dx$ is the $k$-th Fourier coefficient of $f$. For any integer $k \geq 0$, the introduced space $H^k$ coincides with the classical Sobolev space $W^{k,2}$ and their norms $\| \cdot \|_{H^k}$ and $\| f \|_{W^{k,2}} := (\sum_{\nu=0}^k \| f^{(\nu)} \|_{L^2}^2)^{\frac{1}{2}}$ are equivalent (cf. [Rei12, Lem. 1.2] or [AF03, 7.62]). Moreover, Bessel potential spaces coincide with Sobolev–Slobodeckij spaces in the case of $p = 2$, in particular, they have equivalent norms as stated in [DNPV12, Proposition 3.4] for spaces on the domain $\mathbb{R}^d$. The proof can be modified to fit our situation. It can be shown that $H^s(\mathbb{R}/\mathbb{Z}, C^n)$ is not complete (cf. [DNPV12, Chapter 4, Proposition 3.4]) as well as $H^s(\mathbb{R}/\mathbb{Z}, C^n) \subseteq C(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ for any $s > \frac{1}{2}$ (cf. [Tay96, Chapter 4, Proposition 3.3]).

Furthermore, $H^m$ satisfies the Banach algebra property for any $m \geq \frac{1}{2}$, i.e. there exists a positive constant $C = C(m)$ such that

$$\| fg \|_{H^m} \leq C(\| f \|_{H^m} \| g \|_{H^m})$$
for all $f, g \in H^m(\mathbb{R}/\mathbb{Z}, \mathbb{R})$ (cf. [AF03, Theor. 4.39]).

For further information on fractional Sobolev spaces, we refer the reader for instance to [AF03, DNPV12, RS96, Tri10].

2 Decomposition of the first variation

Hermes was the first to derive Gateaux differentiability and a formula for the first variation of the integral Menger curvature $\mathcal{M}_p = 2^p \text{int} M(p,p)$ for $p \geq 2$ in his PhD thesis [Hor12, Theorem 2.33, Remark 2.35]. In [BR13, Theorem 3], Blatt and Reiter extended this result to the generalized...
We observe for any arc-length parametrized embedded \( \gamma \), Lemma 2.1 ([BR15, Lemma 4.2]).

The remainder term can be expressed as following.

\[
\Delta_{x,y} f := f(u + x) - f(u + y)
\]

and

\[
D := \{(v, w) \in (\frac{1}{2}, 0) \times (0, \frac{1}{2}) \mid w \leq 1 + 2v, v \geq -1 + 2w\}.
\]

We observe for any arc-length parametrized embedded \( \gamma \in W^{\frac{3}{2}p-2,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) and \( h \in W^{2p-2,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) that

\[
\delta \int M^{(p,q)}(\gamma, h) = 12(Q^{(p)}(\gamma, h) + R^{(p)}(\gamma, h)), \tag{4}
\]

where the main term is given by

\[
Q^{(p)}(\gamma, h) := \iint_{\mathbb{R}/2 \times D} \frac{\Delta_{u,v} \gamma}{w} - \frac{\Delta_{u,v} \gamma}{v} - \frac{\Delta_{u,v} h}{w} - \frac{\Delta_{u,v} h}{v} \, dw \, du.
\]

The remainder term can be expressed as following.

**Lemma 2.1 ([BR15, Lemma 4.2]).** The term \( R^{(p)}(\gamma, h) \) is a finite sum of terms of the form

\[
\prod_{j=0}^{K} g^p(u, v, w; s_1, \ldots, s_{K-2}) \otimes h^q(u + s_{K-1}v + s_kw) \, d\theta_1 \cdots d\theta_K \, dv \, dw \, du \tag{5}
\]

where \( G^p : (0, \infty)^3 \rightarrow \mathbb{R} \) is an analytic function, \( \otimes \) may denote any kind of product structure, such as cross product, dot product, scalar or matrix multiplication, \( s_j \in \{0, \theta_j\} \) for \( j = 1, \ldots, K \),

\[
g^p(u, v, w; s_1, \ldots, s_{K-2}) = G^p \left( \frac{\Delta_{0,v} \gamma}{w}, \frac{\Delta_{0,v} \gamma}{v} \right) \Gamma(u, v, w, s_1) \cdot \left( \bigotimes_{i=3}^{K_2} \gamma'(u + s_i v) \right) \otimes \left( \bigotimes_{j=K_1}^{K_2} \gamma'(u + s_j w) \right) \otimes \left( \bigotimes_{j=K_1}^{K_2} \gamma'(u + v + s_1(w - v)) \right),
\]
and \( \Gamma(u,v,w,s_1,s_2) \) is a term of one of the four types

\[
\frac{(\gamma'(u+s_1w) - \gamma'(u+s_1v)) \otimes (\gamma'(u+s_2w) - \gamma'(u+s_2v))}{|v|^{p-2}|w|^{p-2}|v-w|^p},
\]

\[
|\gamma'(u+s_1w) - \gamma'(u+s_2w)|^2 \frac{1}{|v|^{p-2}|w|^{p-2}|v-w|^p},
\]

\[
|\gamma'(u+s_1v) - \gamma'(u+s_2v)|^2 \frac{1}{|v|^{p-2}|w|^{p-2}|v-w|^p},
\]

\[
|\gamma'(u+v+s_1(w-v)) - \gamma'(u+v+s_2(w-v))|^2 \frac{1}{|v|^{p-2}|w|^{p-2}|v-w|^p}.
\]

### 3 Estimate of the main term \( Q^{(p)} \)

Next we investigate the order of the main term \( Q^{(p)} \), for which we need to examine its \( L^2 \)-representation first.

**Lemma 3.1.** Let \( p \in (\frac{7}{4}, \frac{5}{2}) \), \( s \geq 0 \) and \( \gamma \in H^{3p-4+s}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) be parametrized by arc-length. Then, there is \( \tilde{Q}^{(p)}(\gamma) \in H^s(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) such that for all \( h \in H^{\frac{7}{2}p-2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \),

\[
Q^{(p)}(\gamma, h) = \int_{\mathbb{R}/\mathbb{Z}} \langle \tilde{Q}^{(p)}(\gamma)(u), h(u) \rangle \, du.
\]

In particular, \( \tilde{Q}^{(p)}(\gamma) \) maps \( C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) into itself. The Fourier coefficients of \( \tilde{Q}^{(p)}(\gamma) \), for all \( k \in \mathbb{Z} \), are given by

\[
\widehat{\tilde{Q}^{(p)}(\gamma)}(k) = q_k^{(p)} |k|^{3p-4} \hat{\gamma}(k).
\]

The constants \( q_k^{(p)} \) are bounded independently of \( n \), and satisfy

\[
0 \leq q_k^{(p)} = c + o(1)
\]

as \( |k| \to \infty \) for \( c > 0 \).

**Proof.** By [BR15, Proposition 4.1], we have

\[
Q^{(p)}(\gamma, h) = \sum_{k \in \mathbb{Z}} \hat{g}_k \langle \hat{\gamma}(k), \hat{h}(k) \rangle_{\mathbb{C}^n}, \text{ where } \hat{g}_k = c |k|^{3p-4} + o(|k|^{3p-4}) \text{ as } |k| \to \infty,
\]

for any \( h \in H^{\frac{7}{2}p-2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \). In particular, the \( \hat{g}_k \) are independent of \( n \), cf. their definition in the proof of [BR15, Proposition 4.1]. Setting \( q_k^{(p)} := |k|^{4-3p} \hat{g}_k \), which implies that the \( q_k^{(p)} \) are also independent of \( n \), we obtain

\[
(1 + k^2) \hat{c} |q_k^{(p)}| |k|^{3p-4} \hat{\gamma}(k) = (1 + k^2) \hat{c} |c + o(1)||k|^{3p-4} |\hat{\gamma}(k)|
\]

\[
\leq (1 + k^2) \hat{c} \hat{c} |k|^{3p-4-\frac{4}{2}} |\hat{\gamma}(k)| \leq \hat{c}(1 + k^2)^{\frac{3p-4}{2}} |\hat{\gamma}(k)| \text{ as } |k| \to \infty
\]

for some \( \hat{c} > 0 \). The right hand side, taken as a sequence in \( k \in \mathbb{Z} \), is in \( C^2(\mathbb{Z}) \) because \( \gamma \in H^{3p-4+s}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \), see [Tay96, Chapter 4, (3.8)], and so \( \tilde{Q}^{(p)}(\gamma) \), the inverse Fourier transform
of \(q_k^{(p)}|k|^{3p-4}\hat{\gamma}(k)\), is well-defined and in \(H^s(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)\). All \(q_k^{(p)}|k|^{3p-4}\) are real as \(Q^{(p)}\) maps real functions to real numbers and \(\hat{\gamma}(k) = \hat{\gamma}(-k)\) due to the real image of \(\gamma\). Thus, \(\tilde{Q}^{(p)}(\gamma)(u) = \sum_{k \in \mathbb{Z}} q_k^{(p)}|k|^{3p-4}\hat{\gamma}(k) e^{-2\pi i ku} = \hat{\gamma}(0) + \sum_{k \in \mathbb{Z}} q_k^{(p)}|k|^{3p-4}\Re(\hat{\gamma}(k) e^{-2\pi i ku})\) for almost all \(u \in \mathbb{R}/\mathbb{Z}\) meaning that \(\tilde{Q}^{(p)}(\gamma)\) maps into the real numbers.

By Parseval’s relation [Gra14, Proposition 3.2.7 (3)], we have

\[
\int_{\mathbb{R}/\mathbb{Z}} \langle \tilde{Q}^{(p)}(\gamma)(u), \hat{h}(u) \rangle \, du = \sum_{k \in \mathbb{Z}} \langle q_k^{(p)}|k|^{3p-4}\hat{\gamma}(k), \hat{h}(k) \rangle_{\mathbb{C}^n} = \sum_{k \in \mathbb{Z}} q_k \langle \hat{\gamma}(k), \hat{h}(k) \rangle_{\mathbb{C}^n} = Q^{(p)}(\gamma, h).
\]

\[\square\]

**Remark 3.2.** Assuming \(C^5\)-regularity of \(\gamma\), one may explicitly calculate

\[
\tilde{Q}^{(p)}(\gamma)(u) := \int_D |v - w|^{-p}|e|^{2-p}|w|^{2-p} \cdot \left( \frac{\Delta_{-w,u} \gamma - \Delta_{w,u} \gamma}{w} + \frac{\Delta_{w,u} \gamma - \Delta_{-w,u} \gamma}{v} \right) \, dv \, dw.
\]

The proof works via first restricting to the case \(|v|, |w| > \epsilon\) to obtain the formula and then showing existence for \(\epsilon = 0\) by means of several Taylor approximations. Since this method is quite technical and long, we choose to omit it here.

From the previous **Lemma 3.1**, we deduce the following indispensable corollary regarding the order of the main term \(Q^{(p)}\).

**Corollary 3.3.** Given real numbers \(p \in \left( \frac{7}{3}, \frac{5}{3} \right)\) and \(m \geq 0\), there exists a constant \(\tilde{C} = \tilde{C}(p) > 0\) such that for all curves \(\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)\) and integers \(l \geq 0\)

\[
\|\gamma^{(l+3)}\|_{H^{m+3p-7}} \leq \tilde{C}\|\partial^l \tilde{Q}^{(p)}(\gamma)\|_{H^m}
\]

holds.

**Proof.** By applying **Lemma 3.1**, well-known properties of Fourier coefficients and the elementary estimate \((1 + k^2)^{3p-7} \leq (2|k|)^{2(3p-7)}\) for any \(k \in \mathbb{Z}\setminus\{0\}\), we get

\[
\|\partial^l \tilde{Q}^{(p)}(\gamma)\|_{H^{m}}^2 = \sum_{k \in \mathbb{Z}} (1 + |k|^2)^m \|\partial^l \tilde{Q}^{(p)}(\gamma)(k)\|^2
\]

\[
= \sum_{k \in \mathbb{Z}} (1 + |k|^2)^m (2\pi|k|)^{2l}\langle \tilde{Q}^{(p)}(\gamma)(k)\rangle^2
\]

\[
= \sum_{k \in \mathbb{Z}} (1 + |k|^2)^m (2\pi|k|)^{2l}\langle q_k^{(p)}|k|^{3p-4}\hat{\gamma}(k)\rangle^2
\]

\[
\geq \inf_{k \in \mathbb{Z}\setminus\{0\}} \{(q_k^{(p)})^2(2\pi)^{-6}2^{2(7-3p)}\} \sum_{k \in \mathbb{Z}} (1 + |k|^2)^{m+3p-7}(2\pi|k|)^{2(l+3)}|\hat{\gamma}(k)|^2
\]

\[
= \tilde{C}^{-2} \sum_{k \in \mathbb{Z}} (1 + |k|^2)^{m+3p-7}|\gamma^{(l+3)}(k)|^2
\]

\[
= \tilde{C}^{-2}\|\gamma^{(l+3)}\|^2_{H^{m+3p-7}},
\]

where \(\tilde{C} := \inf_{k \in \mathbb{Z}\setminus\{0\}} \{(q_k^{(p)})^2(2\pi)^{-3}2^{7-3p}\}^{-1}\) is a positive constant only depending on \(p\). In particular, independence of \(n\) follows from **Lemma 3.1** \(\square\)
4 The remainder term $R^{(p)}$

Now we aim to estimate the remainder term $R^{(p)}$, which appears in the first variation of the generalized integral Menger curvature for $q = 2$ and $p \in \left( \frac{4}{3}, \frac{3}{2} \right)$, and its derivatives. We observe that it is indeed of lower order in comparison to the main term $Q^{(p)}$, which has been studied in the previous section.

4.1 Representation of the remainder term $R^{(p)}$

In this subsection we are concerned with an alternative representation of the remainder term $R^{(p)}$ and its derivatives. Let us first recall the following result.

**Lemma 4.1 (Regularity of the remainder integrand, [BR15, Lemma 4.4]).**

Let $\gamma \in W^{(3p-4)/2+\sigma,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be a simple curve parametrized by arc-length.

- If $\sigma = 0$, then $g^p \in L^1(\mathbb{R}/\mathbb{Z} \times D, \mathbb{R}^n)$ and
- if $\sigma > 0$, then $((v, w) \mapsto g^p(\cdot, v, w; \ldots)) \in L^1(D, W^{\tilde{\sigma},1}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n))$ for any $\tilde{\sigma} < \sigma$.

The respective norms are bounded independently of $s_1, \ldots, s_K$.

We then derive a representation of the remainder term $R^{(p)}$ corresponding to the $L^2$-representation of the main term $Q^{(p)}$ in the first variation of $\text{intM}^{(p,2)}$. Recall that $\otimes$ denotes any kind of bilinear product structure, such as cross product, dot product, scalar or matrix multiplication.

**Lemma 4.2.** Let $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be parametrized by arc-length and let $h \in W^{\frac{3}{2}p-2,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$. Then,

$$R^{(p)}(\gamma, h) = \int_{\mathbb{R}/\mathbb{Z}} \left\langle \tilde{R}^{(p)}(\gamma)(u), h(u) \right\rangle \, du$$

with

$$\tilde{R}^{(p)}(\gamma)(u) := \int_{[0,1]^K} \cdots \int_{[0,1]^K} \frac{d}{du} g^p_{K}(u-s_{K-1}v-s_{K}w, v, w; s_{1}, \ldots, s_{K-2}) \, d\theta_1 \cdots d\theta_K \, dv \otimes e_o.$$

Here, $e_o \in \mathbb{R}^n$ is the $o$-th canonical unit vector, each $g^p_{K}$ is of the same form as $g^p$ in **Lemma 4.1** and neither $K$ nor $\max_{K}$ depend on $\gamma$. Furthermore, $u \mapsto g^p_{K}(u, v, w; s_1, \ldots, s_K) \in C^{\infty}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ for all $k \in \{1, \ldots, k_{\max}\}$.

**Proof.** Since $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$, **Lemma 4.1** yields that the integrand is in fact integrable on the integration domain, allowing us to substitute $u$ by $\tilde{u} := u + s_{K-1}v + s_Kw$. We also obtain that $u \mapsto g^p(u, v, w; s_1, \ldots, s_K) \in C^{\infty}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ and note that $\otimes$ is a bilinear operation. Thus we may use integration by parts component-wise to obtain that

$$\int_{\mathbb{R}/\mathbb{Z} \times D} \frac{d}{du} g^p_{K}(\tilde{u} - s_{K-1}v - s_{K}w, v, w; s_{1}, \ldots, s_{K-2}) \otimes h(\tilde{u}) \, d\theta_1 \cdots d\theta_K \, dv \, dw \, d\tilde{u}.$$

Note that we have no boundary terms because both $h$ and $g^p$ are periodic. Using the bilinearity of $\otimes$, we may write $\tilde{R}^{(p)}$ as

$$\int_{\mathbb{R}/\mathbb{Z}} \tilde{R}^{(p)}(\gamma)(u) \otimes h(u) \, du$$
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with
\[ \overline{R}^{(p)}(\gamma)(u) := \sum_{k=1}^{k_{\max}} \int_0^1 \cdots \int_D \frac{d}{du} g_k^p(u - s_{K-1}v - s_K w, v, w; s_1, \ldots, s_{K-2}) \, d\theta_1 \cdots d\theta_K \, dv \, dw. \]

Seeing as \( x \mapsto \overline{R}^{(p)}(\gamma)(u) \otimes x \in \mathbb{R} \) is linear, we may set
\[ \overline{R}^{(p)}(\gamma)_{o}(u) := \overline{R}^{(p)}(\gamma)(u) \otimes e_o \]
and obtain for \( x = \sum_{o=1}^n x_o e_o \in \mathbb{R}^n \):
\[ \overline{R}^{(p)}(\gamma)(u) \otimes x = \sum_{o=1}^n x_o \cdot \overline{R}^{(p)}(\gamma)(u) \otimes e_o = \sum_{o=1}^n x_o \cdot \overline{R}^{(p)}(\gamma)_{o}(u) = \left( \overline{R}^{(p)}(\gamma)(u) \right)(x). \]

The \( l \)-th derivative of the remainder representation \( \overline{R}^{(p)} \) can be computed as follows.

**Lemma 4.3.** Let \( \gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) be parametrized by arc-length. Then,
\[
\frac{d^l}{du^l} \overline{R}^{(p)}(\gamma)_{o}(u) = \sum_{k=1}^{k_{\max}} \int_0^1 \cdots \int_D \frac{d^{l+1}}{du^{l+1}} g_k^p(u - s_{K-1}v - s_K w, v, w; s_1, \ldots, s_{K-2}) \, d\theta_1 \cdots d\theta_K \, dv \, dw \otimes e_o
\]
for all \( l \in \mathbb{N} \).

Note that we do not need the assumption of arc-length parametrization here, as \( \overline{R}^{(p)} \) is well-defined without it. However, for other parametrizations, we do not expect \( \overline{R}^{(p)}(\gamma) \) to be related to \( R^{(p)}(\gamma, \cdot) \).

**Proof.** Since \( X \mapsto X \otimes e_o \) is a fixed linear map, \( \frac{d^l}{du^l} (X(u) \otimes e_o) = (\frac{d^l}{du^l} \partial^l X(u)) \otimes e_o \), so we only need to worry about the integral term. By Lemma 4.1, \( (v, w) \mapsto g_k^p(\cdot, v, w; \ldots) \in L^1(D, W^{\sigma,1}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)) \) for all \( \sigma > 0 \) and its norm is independent of \( s_1, \ldots, s_k \). This means that \( g_k^p \) is differentiable with respect to \( u \) arbitrarily many times and the derivatives are all integrable with the majorant
\[ \|\partial_{v,w}^{l+1} g_k^p(\cdot, v, w; s_1, \ldots, s_K)\|_{L^\infty}. \]

By the Morrey- (see e.g. [AF03], Paragraph 4.16]) and Sobolev-embedding theorems, we can bound this above by
\[ C\|\partial_{v,w}^{l+1} g_k^p(\cdot, v, w; s_1, \ldots, s_K)\|_{W^{1,2}} \leq \tilde{C}\|g_k^p(\cdot, v, w; s_1, \ldots, s_K)\|_{W^{1,\frac{2}{l+1}}} \cdot \]
As we have a uniform \( L^1 \)-bound on the latter, we may exchange integration and differentiation. \( \square \)

### 4.2 A fractional Leibniz rule

The remainder term \( R^{(p)} \) contains amongst others the factor \( \Gamma \), which is basically given as a product of two functions multiplied with a singular weight. By applying a Bessel potential space norm, we obtain a sort of fractional Leibniz rule which will subsequently be discussed for \( \Gamma \) and its derivatives.
We observe that the l-th derivative of $R^{(p)}$ leads to k-th derivatives of $\Gamma$, where $k \leq l + 1$. Applying the generalized Leibniz rule to the k-th derivative of $\Gamma$ in the next step, we obtain

\[
\frac{d^k}{du^k} \Gamma(u, v, w, s_1, s_2) = \frac{1}{|v|^{p-2}|w|^{p-2}|v - w|^p} \cdot \sum_{o=0}^{k} \binom{k}{o} \left( \gamma_i^{(k-o+1)}(u + x_1) - \gamma_i^{(k-o+1)}(u + x_2) \right) \otimes \left( \gamma_j^{(o+1)}(u + x_3) - \gamma_j^{(o+1)}(u + x_4) \right),
\]

where we have the four cases

Case 1: $(x_1, x_2, x_3, x_4) = (s_1 w, s_1 v, s_2 w, s_2 v)$,

Case 2: $(x_1, x_2) = (x_3, x_4) = (s_1 w, s_2 w)$,

Case 3: $(x_1, x_2) = (x_3, x_4) = (s_1 v, s_2 v)$,

Case 4: $(x_1, x_2) = (x_3, x_4) = (v + s_1 (w - v), v + s_2 (w - v))$.

The key observation here is that $\Gamma$ as well as its derivatives can be broken down into sums of products of the form

\[
\left( \gamma_i^{(k-o+1)}(u + x_1) - \gamma_i^{(k-o+1)}(u + x_2) \right) \cdot \left( \gamma_j^{(o+1)}(u + x_3) - \gamma_j^{(o+1)}(u + x_4) \right),
\]

where $i, j = 1, \ldots, n$ and $o = 0, \ldots, k$. The difference in the component functions and the additional factor $|v|^{2-p}|w|^{2-p}|v - w|^{-p}$ indicate a fractional derivative of the arising products. This motivates to deduce the following general statement, which can therefore be interpreted as fractional Leibniz rule.

**Theorem 4.4.** Let $m > \frac{1}{2}$, $s_1, s_2 \in [0, 1]$ and $p \in \left( \frac{1}{2}, \frac{3}{2} \right)$. Then there exists a positive constant $C_L = C_L(m, p) < \infty$ such that for all $f, g \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R})$

\[
\int \int_D \frac{\| (f(\cdot + x_1) - f(\cdot + x_2)) (g(\cdot + x_3) - g(\cdot + x_4)) \|_{H^m}}{|v|^{p-2}|w|^{p-2}|v - w|^p} \, dw \, dv \\
\leq C_L \| f \|_{H^{m+\frac{1}{2}p-\frac{3}{2}}} \| g \|_{H^{m+\frac{1}{2}p-\frac{3}{2}}},
\]

where

Case 1: $(x_1, x_2, x_3, x_4) = (s_1 w, s_1 v, s_2 w, s_2 v)$,

Case 2: $(x_1, x_2) = (x_3, x_4) = (s_1 w, s_2 w)$,

Case 3: $(x_1, x_2) = (x_3, x_4) = (s_1 v, s_2 v)$,

Case 4: $(x_1, x_2) = (x_3, x_4) = (v + s_1 (w - v), v + s_2 (w - v))$.

**Proof.** We first of all note that $H^m$ is a Banach algebra due to $m > \frac{1}{2}$ (see [3]), which implies

\[
\int \int_D \frac{\| (f(\cdot + x_1) - f(\cdot + x_2)) (g(\cdot + x_3) - g(\cdot + x_4)) \|_{H^m}}{|v|^{p-2}|w|^{p-2}|v - w|^p} \, dw \, dv \\
\leq C(m) \int \int_D \frac{\| f(\cdot + x_1) - f(\cdot + x_2) \|_{H^m} \| g(\cdot + x_3) - g(\cdot + x_4) \|_{H^m}}{|v|^{p-2}|w|^{p-2}|v - w|^p} \, dw \, dv \\
\leq C(m) \left( \int \int_D \frac{\| f(\cdot + x_1) - f(\cdot + x_2) \|_{H^m}^2}{|v|^{p-2}|w|^{p-2}|v - w|^p} \, dw \, dv \right)^{\frac{1}{2}} \left( \int \int_D \frac{\| g(\cdot + x_3) - g(\cdot + x_4) \|_{H^m}^2}{|v|^{p-2}|w|^{p-2}|v - w|^p} \, dw \, dv \right)^{\frac{1}{2}}
\]
for some positive constant $C(m)$ only depending on $m$.

We start with **Case 1**. We first see by the definition of the fractional Sobolev norm that

$$
\int_D \|f(\cdot + s_1w) - f(\cdot + s_1v)\|_{H^m}^2 \, dv \, dw
$$

$$
= \int_D (1 + k^2)^m |f(\cdot + s_1w) - f(\cdot + s_1v)|^2 \, dv \, dw.
$$

By substitution and the periodicity of $f$, we can rewrite the Fourier coefficients to

$$
\|f(\cdot + s_1w) - f(\cdot + s_1v)\|_{H^m} = \|f(\cdot + s_1(v - w)) - f(\cdot)\|_{H^m}.
$$

Then, as in the proof of [BR15, Lemma 4.4], respectively [BR15, Lemma 1], we substitute with $\Phi : (v, w) \mapsto (t, \tilde{w}) := (\frac{v}{v-w}, s_1(v-w))$, $|\det D\Phi(v, w)| = \frac{s_1}{|v-w|}$, $\Phi(D) \subset [0, 1] \times [-1, 0]$, such that

$$
\int_D \|f(\cdot + s_1w) - f(\cdot + s_1v)\|_{H^m}^2 \, dv \, dw
$$

$$
= \int_D \|f(\cdot + s_1(v - w)) - f(\cdot)\|_{H^m}^2 \, dv \, dw
$$

$$
\leq s_1^{-1} \int_0^1 \frac{1}{t} \int_{-1}^0 \frac{1}{\frac{w}{w-t}} (t-1) \frac{w}{w-t} \frac{1}{w} \, d\tilde{w} \, dt
$$

$$
= s_1^{3p-6} \int_0^1 \frac{1}{|\tilde{w}|^{3p-5}} \, d\tilde{w} \left( \int_0^{\frac{1}{t(1-t)^{p-2}}} \right) \leq C(p) \int_0^1 \frac{1}{|\tilde{w}|^{3p-5}} \, d\tilde{w}.
$$

Note that the positive constant $C(p)$ in the previous estimate does not depend on $s_1$ since $3p - 6 > 1$ and by definition $0 \leq s_1 \leq 1$.

Now we find again by the definition of the fractional Sobolev norm

$$
\int_{-1}^0 \frac{1}{|\tilde{w}|^{3p-5}} \, d\tilde{w} = \int_{-1}^0 \sum_{k \in \mathbb{Z}} (1 + k^2)^m |f(\cdot + \tilde{w}) - f(\cdot)(k)|^2 \, d\tilde{w}.
$$
whose Fourier coefficients have the form
\[
\left| (f(\cdot + \tilde{w}) - f(\cdot))(k) \right|^2 = \left| \int_0^1 f(u + \tilde{w})e^{-2\pi iku} \, du - \int_0^1 f(u)e^{-2\pi iku} \, du \right|^2 = \left| e^{2\pi ik\tilde{w}} - 1 \right|^2 |\hat{f}(k)|^2.
\]

Since we get by Euler’s formula
\[
\int_{-1}^0 |e^{2\pi ik\tilde{w}} - 1|^2 \frac{d\tilde{w}}{|\tilde{w}|^{3p-5}} = 2 \int_0^1 (1 - \cos(2\pi k\tilde{w})) \frac{d\tilde{w}}{\tilde{w}^{4p-5}} 
\leq 2(2\pi |k|)^{3p-6} \int_0^\infty \frac{1 - \cos(\tilde{w})}{\tilde{w}^{3p-5}} d\tilde{w} < \infty
\]
for some positive constant \( \tilde{C}(p) \) only depending on \( p \), as well as the elementary inequality
\[
|k|^{3p-6} \leq (1 + k^2)^{\frac{3p-6}{2}},
\]
we obtain together with Beppo Levi’s monotone convergence theorem
\[
\int_{-1}^0 \frac{\| f(\cdot + \tilde{w}) - f(\cdot) \|_{H^m}^2}{|\tilde{w}|^{3p-5}} \, d\tilde{w} = \int_{-1}^0 \sum_{k \in \mathbb{Z}} (1 + k^2)^m |\hat{f}(k)|^2 |e^{2\pi ik\tilde{w}} - 1|^2 \frac{d\tilde{w}}{|\tilde{w}|^{4p-5}} 
\leq \tilde{C}(p) \sum_{k \in \mathbb{Z}} (1 + k^2)^{m+\frac{3p-6}{2}} |\hat{f}(k)|^2
\]
\[
= \tilde{C}(p) \| f \|_{H^{m+\frac{3p-6}{2}}}^2.
\]
After applying the same reasoning for the second factor, we finally achieve for Case 1
\[
\int_{-1}^0 \frac{\| f(\cdot + s_1 w) - f(\cdot + s_1 v) \|_{H^m}^2}{|\tilde{w}|^{3p-2}|v-w|^{p-2}} \, dv dw 
\leq C(m, p) \| f \|_{H^{m+\frac{3p-6}{2}}} \| g \|_{H^{m+\frac{3p-3}{2}}},
\]
for some new positive constant \( C(m, p) \) depending on \( m \) and \( p \).
In Case 2, we start by change of variables, cf. the proof of [BR15 Lemma 4.4], such that

\[
\int_D \left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2 \frac{dv \, dw}{|w|^{p-2} |v|^{p-2} |v - w|^p} 
\leq \frac{2}{0} \int \frac{\left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2}{w^{p-2}} \left( \int_0^{\frac{2}{1 - w}} \frac{1}{v^{p-2} (v + w)^p} \, dv \right) \, dw 
\leq \frac{2}{0} \int \frac{\left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2}{w^{p-2}} \left( \int_0^{\infty} \frac{1}{(t w)^{p-2} (w(t + 1))^{p-1}} \, dt \right) \, dw 
\leq \frac{2}{0} \int \frac{\left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2}{w^{3p-5}} \left( \int_0^{\infty} \frac{1}{t^{p-2} (1 + t)^p} \, dt \right) \, dw 
\leq C(p) \frac{2}{0} \int \frac{\left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2}{w^{3p-5}} \, dw,
\]

(9)

where \( C(p) \) is a positive constant depending on \( p \). The definition of the fractional Sobolev norm gives us

\[
\int_0\frac{\left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2}{w^{3p-5}} \, dw = \int_0 \sum_{k \in \mathbb{Z}} (1 + k^2)^m |(f(\cdot + s_1 w) - f(\cdot + s_2 w))(k)|^2 \frac{dw}{w^{3p-5}}.
\]

We then observe for the Fourier coefficients of the series, recalling of the periodicity of \( f \),

\[
|(f(\cdot + s_1 w) - f(\cdot + s_2 w))(k)|^2 = \left| \int_0 f(u + s_1 w) e^{-2\pi i ku} \, du - \int_0 f(u + s_2 w) e^{-2\pi i ku} \, du \right|^2 
= |e^{2\pi i k s_1 w} \hat{f}(k) - e^{2\pi i k s_2 w} \hat{f}(k)|^2 
= |e^{2\pi i k (s_1 - s_2) w} - 1|^2 |e^{2\pi i k s_2 w}|^2 |\hat{f}(k)|^2,
\]

and hence

\[
\int_0\frac{\left\| f(\cdot + s_1 w) - f(\cdot + s_2 w) \right\|_{H^m}^2}{w^{3p-5}} \, dw = \int_0 \sum_{k \in \mathbb{Z}} (1 + k^2)^m |\hat{f}(k)|^2 |e^{2\pi i k (s_1 - s_2) w} - 1|^2 \frac{dw}{w^{3p-5}}.
\]

Now again by Euler’s formula and change of variables, we get similarly to (7)

\[
\int_0\frac{|e^{2\pi i k (s_1 - s_2) w} - 1|^2}{w^{3p-5}} \, dw = 2 \int_0^{\frac{2}{1 - \cos(2\pi k (s_1 - s_2) w) \frac{dw}{w^{3p-5}}} \leq C(p)|k|^{3p-6}
\]
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where $\tilde{C}(p)$ is a positive constant depending on $p$ and we used that $|s_1 - s_2| \leq 2$. Therefore, we obtain by (8) and Beppo Levi’s monotone convergence theorem

$$
\int_0^\frac{2}{3} \left\| \int_0^\frac{2}{3} \frac{2/3 - w}{|w|^{p-2}|w - v|^p} \frac{1}{|w - v|^p} \right\|_{H^m}^2 dw \leq \tilde{C}(p) \sum_{k \in \mathbb{Z}} (1 + k^2)^m \frac{2}{3} \frac{2/3 - w}{|w - v|^p} \left| \tilde{f}(k) \right|^2
$$

(10)

After applying the same arguments for the factor of $g$, we conclude in Case 2

$$
\int_0^\frac{2}{3} \left\| \int_0^\frac{2}{3} \frac{2/3 - w}{|w|^{p-2}|w - v|^p} \frac{1}{|w - v|^p} \right\|_{H^m}^2 dw \leq C(m, p) \left\| f \right\|_{H^m + \frac{2}{3} - 3} \left\| g \right\|_{H^m + \frac{2}{3} - 3}
$$

for some positive constant $C(m, p)$ depending on $m$ and $p$.

Case 3 directly follows from Case 2.

Now only Case 4 remains. Along the lines of Case 1 and Case 2, in particular (6) and (7), we transform with respect of the Fourier coefficients

$$
\int_D \left\| \int_0^\frac{2}{3} \frac{2/3 - w}{|w|^{p-2}|w - v|^p} \frac{1}{|w - v|^p} \right\|_{H^m}^2 dw 
$$

We are now in the position to apply (10) and the statement for Case 4

$$
\int_D \left\| \int_0^\frac{2}{3} \frac{2/3 - w}{|w|^{p-2}|w - v|^p} \frac{1}{|w - v|^p} \right\|_{H^m}^2 dw \leq C(m, p) \left\| f \right\|_{H^m + \frac{2}{3} - 3} \left\| g \right\|_{H^m + \frac{2}{3} - 3}
$$

for some positive constant $C(m, p)$ only dependent on $m$ and $p$ follows.

4.3 Estimate of the remainder term $\tilde{R}^{(p)}$

We may find an estimate for of $\partial^\gamma \tilde{R}^{(p)}(\gamma)$ with respect to a fractional Sobolev norm.
Lemma 4.5. Let $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be parametrized by arc-length and $m > \frac{1}{2}$. Then there exist constants $C = C(\gamma, m, n, p) > 0$ and $r = r(\gamma, m, n, p) > 0$ such that

$$\|\partial_t^l \tilde{R}^{(p)}(\gamma)\|_{H^m} \leq C \sum_{j_1 + \ldots + j_{K-1} = l+1} \left( \prod_{i=1}^{K-1} \|\gamma^{(j_i+1)}\|_{H^{m + \frac{3}{2}p - 3}} \right) \cdot \prod_{i=2}^{K-1} \left( \sum_{j_1 + \ldots + j_{K-1} = l+1} \left( l + 1 \right) p_{j_1} \left( \prod_{|\alpha| \leq j_1} \left\{ \|\gamma^{(j_1+1)}\|_{H^{m + \frac{3}{2}p - 3}} \right\} \right) \right).$$

Note that the second set of coefficients of $p_{j_1}$ is independent of $i$, we need that parameter only for dimensional reasons.

Proof. First note that $G^{(p)} \circ |.|$ is an analytic function away from zero and by the fundamental theorem of calculus

$$G^{(p)} \left( \frac{|\Delta u, w \gamma|}{|v - w|}, \frac{|\Delta v, 0 \gamma|}{|v|}, \frac{|\Delta w, 0 \gamma|}{|w|} \right) = (G^{(p)} \circ |.|) \left( \int_0^1 \gamma'(u + tw) dt, \int_0^1 \gamma'(u + tv) dt, \int_0^1 \gamma'(u + t(w - v)) dt \right).$$

Now by the generalized Leibniz formula and Faà di Bruno’s formula as in Lemma B.1 we observe

$$\frac{d^{l+1}}{dt^{l+1}} G^{(p)}(u, v, w; s_1, \ldots, s_{K-2}) = \sum_{k_1 + \ldots + k_{K-2} = l+1} \left( \prod_{k=1}^{K-2} \left\{ \frac{1}{|\alpha| \leq k_1} \left( \sum_{i=1, \ldots, n, j=1, \ldots, k_1, (x,y)=(v,w),(v,0),(w,0)} \gamma^{(j+1)}(u + t(x - y)) dt \right) \right\} \right) \cdot \frac{d^{k_1}}{du^{k_1}} \Gamma(u, v, w, s_1, s_2),$$

$$\cdot \left( \bigotimes_{i=3}^{K_1} \gamma^{(k_i+1)}(u + s_i v) \right) \otimes \left( \bigotimes_{i=K_1+1}^{K_2} \gamma^{(k_i+1)}(u + s_i w) \right) \otimes \left( \bigotimes_{i=K_2+1}^{K-2} \gamma^{(k_i+1)}(u + v + s_i(w - v)) \right).$$

We then apply the $H^m$-norm on $\partial_t^l \tilde{R}^{(p)}(\gamma)$ for some $m > \frac{1}{2}$ and obtain by the Banach algebra
property of $H^m(R/\mathbb{Z}, \mathbb{R}^n)$, cf. [4], together with Lemma B.3 that

\[
\left\| \partial^j \hat{R}^{(p)}(\gamma) \right\|_{H^m}
\leq c(m, n, p) \sum_{k=1}^{\max_k} \int_D \cdots \int \left\| \partial^{j+1} \hat{G}^\kappa(\cdot, v, w; s_1, \ldots, s_{K-2}) \right\|_{H^m} \, d\theta_1 \cdots \, d\theta_K \, dv \, dw
\]

\[
\leq c(m, n, p, K) \sum_{k=1}^{\max_k} \int_D \cdots \int \sum_{k_1+\ldots+k_{K-2}=l+1} \left( \sum_{k_1, \ldots, k_{K-2}} \right) \left( \frac{l+1}{k_1, \ldots, k_{K-2}} \right)
\cdot \left\| \partial^{|\alpha|} (G^{(p)} \circ |\cdot|) \left( \frac{1}{0} \gamma'(+tw) \, dt, \frac{1}{0} \gamma'(+tv) \, dt, \frac{1}{0} \gamma'(+t(w-v)) \, dt \right) \right\|_{H^m}^{(|\alpha| \leq k_1)}
\cdot \left\| \partial^{k_2} \Gamma(\cdot, v, w, s_1, s_2) \right\|_{H^m} \cdot \prod_{i=3}^{K-2} \left\| \gamma^{(i,k)} \right\|_{H^m} \, d\theta_1 \cdots \, d\theta_K \, dv \, dw
\]

(11)

where $b = b(m) := \sup_{\gamma_1, \gamma_2 \in H^m(R/\mathbb{Z}, \mathbb{R})} \frac{\|\gamma_1\|_{H^m} \cdot \|\gamma_2\|_{H^m}}{\|r\|_{H^m}}$ is a finite constant stemming from the Banach algebra property and $c(n, m, p)$ is an upper bound for the operator norms of $\cdot \otimes \epsilon_0 : H^m(R/\mathbb{Z}, \mathbb{R}^n) \to H^m(R/\mathbb{Z}, \mathbb{R}^n)$.

Since $G^{(p)} \circ |\cdot|$ is an analytic function away from the origin and $\gamma$ is smooth with bounded bilipschitz constant [BR15 Proposition 2.1], we get from the proof of [BV19 Lemma 7.2] that

\[
b^{(\alpha)} \left\| \partial^{|\alpha|} (G^{(p)} \circ |\cdot|) \left( \frac{1}{0} \gamma'(+tw) \, dt, \frac{1}{0} \gamma'(+tv) \, dt, \frac{1}{0} \gamma'(+t(w-v)) \, dt \right) \right\|_{H^m} \leq C_G \frac{(|\alpha| + 1)!}{r^{(\alpha+1)}}
\]

for some positive constants $C_G = C_G(\gamma, m, n, p)$ and $r = r(\gamma, m, n, p)$ which also absorb $b$. Furthermore, we have by the triangle inequality

\[
\left\| \frac{1}{0} \gamma^{(j+1)}(+t(x-y)) \, dt \right\|_{H^m} \leq \left\| \gamma^{(j+1)} \right\|_{H^m} \leq \left\| \gamma^{(j+1)} \right\|_{H^m}.
\]

Note that these bounds are independent of $s_3, \ldots, s_{K-2}$.

To estimate the term $\int_D \int_{[0,1]^2} \left\| \partial^{k_2} \Gamma(\cdot, v, w, s_1, s_2) \right\|_{H^m} \, d\theta_1 \, d\theta_2 \, dv \, dw$, we first observe by the generalized Leibniz rule

\[
\frac{d^{k_2}}{dw^{k_2}} \Gamma(u, v, w, s_1, s_2) = \frac{1}{|v|^{p-2}|w|^{p-2}|v-w|^p}
\cdot \sum_{o=0}^{k_2} \binom{k_2}{o} \left( \gamma^{(k_2-o+1)}(u+x_1) - \gamma^{(k_2-o+1)}(u+x_2) \right) \, \otimes \left( \gamma^{(o+1)}(u+x_1) - \gamma^{(o+1)}(u+x_2) \right),
\]
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where we have the four cases

Case 1: \((x_1, x_2, x_3, x_4) = (s_1 w, s_1 v, s_2 w, s_2 v)\),
Case 2: \((x_1, x_2) = (x_3, x_4) = (s_1 w, s_2 w)\),
Case 3: \((x_1, x_2) = (x_3, x_4) = (s_1 v, s_2 v)\),
Case 4: \((x_1, x_2) = (x_3, x_4) = (v + s_1 (w - v), v + s_2 (w - v))\).

Hence we get by Theorem 4.4

\[
\iint_{[0,1]^2} \iint_{D} \|\partial^{k_2} \Gamma(\cdot, u, w, s_1, s_2)\|_{H^m} \, dw \, dv \, d\theta_1 \, d\theta_2 \leq C(m, n, p) \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{o=0}^{k_2} \binom{k_2}{o} \iint_{[0,1]^2} \iint_{D} \frac{1}{|v|^{p-2}|w|^{p-2}|u-v|^p} \\
\cdot \|\gamma_1^{(k_2-o+1)}(\cdot + x_1) - \gamma_1^{(k_2-o+1)}(\cdot + x_2)\|_{H^m} \|\gamma_2^{(o+1)}(\cdot + x_3) - \gamma_2^{(o+1)}(\cdot + x_4)\|_{H^m} \, dw \, dv \, d\theta_1 \, d\theta_2 \\
\leq \tilde{C}(m, n, p) \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{o=0}^{k_2} \binom{k_2}{o} \iint_{[0,1]^2} \|\gamma_1^{(k_2-o+1)}\|_{H^{m+\frac{2}{p}-3}} \|\gamma_2^{(o+1)}\|_{H^{m+\frac{2}{p}-3}} \, d\theta_1 \, d\theta_2 \\
\leq \tilde{C}(m, n, p) \sum_{o=0}^{k_2} \binom{k_2}{o} \|\gamma_1^{(k_2-o+1)}\|_{H^{m+\frac{2}{p}-3}} \|\gamma_2^{(o+1)}\|_{H^{m+\frac{2}{p}-3}}
\]

where \(C(m, n, p)\) is an upper bound for the operator norms of \(c_i \otimes e_j\) on \((H^m(\mathbb{R}/\mathbb{Z}, \mathbb{R}))^2\). We may combine the sum over \(o\) and the binomial coefficient \(\binom{k_2}{o}\) with the sum over \(k_1, \ldots, k_{K-2}\) and the multinomial coefficient \(\binom{k_1, \ldots, k_{K-2}}{k_2}\) from \(\Gamma\) into the sum over \(j_1 + \ldots + j_{K-1}\) and the multinomial coefficient \(\binom{j_1, \ldots, j_{K-2}}{j_2}\) by setting \(j_2 := o, j_{K-1} := k_2 - o\) and \(j_i := k_i\) for all other \(i\). This allows us to integrate the two derivatives of \(\gamma\) into the bigger product.

Then, the statement follows from the embedding \(H^s(\mathbb{R}/\mathbb{Z}, \mathbb{C}^n) \subseteq H^t(\mathbb{R}/\mathbb{Z}, \mathbb{C}^n)\) for any \(s > t\), \(s, t \geq 0\). Since these estimates are uniform over all \(g_k\), we may use an additional factor of \(k_{\text{max}}\) in order to leave out the sum.

Note that \(\Gamma\) is the only term for whose upper bound we need the higher-order \(H^{m+\frac{2}{p}-3}\)-norms. We estimated all \(H^m\)-norms by these in order to get a simpler structure which will serve us in the proof of the main theorem, especially in Lemma 5.2.

5 Proof of the main statement

We are finally in the position to derive the key ingredient, an iterated recursive estimate for critical points \(\gamma\) of the generalized integral Menger curvature \(\text{intM}^{(p,j)}\) with respect to a Sobolev norm. Based on that, we prove the main result of this paper.

5.1 Recursive estimate and iteration

In order to show analyticity of a curve, we need to bound its higher derivatives. One possible approach is to bound derivatives by the lower order ones and iterate this procedure inductively. In the following we show how such recursive estimates can be obtained from the Euler-Lagrange equations.
Let $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be a critical point of $\text{intM}^{(p,2)}$ with respect to fixed length and $p \in (\frac{7}{2}, \frac{8}{3})$. By the Lagrange multiplier theorem (see e.g. [Lue98, §9.3 Theorem 1]), we have the existence of $\lambda \in \mathbb{R}$ such that

$$0 = \delta \text{intM}^{(p,2)}(\gamma, h) + \lambda \delta \mathcal{L}(\gamma, h).$$

Seeing as by integration by parts and periodicity, we have

$$\int_{\mathbb{R}/\mathbb{Z}} \langle \gamma''(u), h(u) \rangle \, du = - \int_{\mathbb{R}/\mathbb{Z}} \langle \gamma''(u), h(u) \rangle \, du$$

for $\gamma$ parametrized by arc-length. Combining the decomposition of the first variation of $\text{intM}^{(p,2)}$ mentioned in [4] with the $L^2$-forms of the main term $\tilde{Q}^{(p)}$ in Lemma 4.2 and the remainder term $\tilde{R}^{(p)}$ in Lemma 4.5 we may write

$$0 = \int_{\mathbb{R}/\mathbb{Z}} \left( 12(\tilde{Q}^{(p)}(\gamma)(u) + \tilde{R}^{(p)}(\gamma)(u)) - \lambda \gamma''(u), h(u) \right) \, du.$$

Thus, we have

$$\tilde{Q}^{(p)}(\gamma) = \frac{\lambda}{12} \gamma'' - \tilde{R}^{(p)}(\gamma).$$

(12)

From this, we may easily deduce the following.

**Corollary 5.1.** Let $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be a critical point of $\text{intM}^{(p,2)}$ with respect to fixed length and parametrized by arc-length. For $m > \frac{1}{2}$ there exist constants $C = C(\gamma, m, n, p) > 0$, $r = r(\gamma, m, n, p) > 0$, and $\mu = \mu(\gamma, m, n, p)$ such that

$$\|\gamma^{(l+3)}\|_{H^{m+3p-7}} \leq C \sum_{j_1 + \ldots + j_{K-1} = l+1} \binom{l+1}{j_1, \ldots, j_{K-1}} \left( \frac{\|\gamma\|_1^{(3n)}}{r^{[\gamma]_1+1}} \right)^{j_1} \left( \frac{\|\gamma\|_1^{(3n)}}{r^{[\gamma]_1+1}} \right)^{j_2} \ldots \left( \frac{\|\gamma\|_1^{(3n)}}{r^{[\gamma]_1+1}} \right)^{j_{K-1}} \cdot \prod_{i=2}^{K-1} \|\gamma^{(j_i+1)}\|_{H^{m+j_i+1}} + \mu \|\gamma^{(l+2)}\|_{H^{m}}.$$ 

**Proof.** By [Corollary 3.3], we may estimate $\|\gamma^{(l+3)}\|_{H^{m+3p-7}} \leq \tilde{C} \|\partial \tilde{Q}^{(p)}(\gamma)\|_{H^{m}}$. Noting that $\tilde{C}$ only depends on $p$ and $n$, we only have to combine this estimate with [12] and Lemma 4.5. 

The obtained estimate is already recursive, however, the difference in the order of differentiability is less than 1 since

$$3p - 7 < \frac{3}{2}p - 3$$

for any $p \in (\frac{7}{2}, \frac{8}{3})$. This can lead to substantial problems in the iteration of the recursive estimate to bound higher derivatives. Therefore, we iterate the recursive estimate beforehand to get a difference of order at least 1 in the recursion.

To make the structure of the estimate more visible, set

$$\Phi(l, n, r, K; x_0, \ldots, x_l) := \sum_{j_1 + \ldots + j_{K-1} = l} \binom{l}{j_1, \ldots, j_{K-1}} \left( \frac{\|\gamma\|_1^{(3n)}}{r^{[\gamma]_1+1}} \right)^{j_1} \left( \frac{\|\gamma\|_1^{(3n)}}{r^{[\gamma]_1+1}} \right)^{j_2} \ldots \left( \frac{\|\gamma\|_1^{(3n)}}{r^{[\gamma]_1+1}} \right)^{j_{K-1}} \cdot \prod_{i=2}^{K-1} x_{j_i}$$

(13)
and note that $\Phi$ is non-decreasing in the $x_i$. The upper bound from Corollary 5.1 may be written as

$$C \Phi \left( l + 1, n, r, K; \| \gamma' \|_{H^{m+\frac{1}{2} p - 3}}, \ldots, \| \gamma^{(l+2)} \|_{H^{m+\frac{1}{2} p - 3}} \right) + \mu \| \gamma^{(l+2)} \|_{H^m}. \tag{14}$$

**Lemma 5.2.** Let $\gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ parametrized by arc-length be a critical point of $\text{intM}^{(p,2)}$ with respect to fixed length and $m \geq \frac{5}{2}$. Then, there exist constants $\tilde{C} = \tilde{C} > 0$, $\mu = \mu$ and $r > 0$ all depending on $\gamma$, $m$, $n$ and $p$ such that

$$\| \gamma^{(l+3)} \|_{H^{m+\frac{1}{2} p - 7}} \leq C \Phi \left( l + 1, n, r, K; \| \gamma' \|_{H^m}, \| \gamma' \|_{H^{m+\frac{1}{2} p - 7}} \right) + \mu \| \gamma^{(l+2)} \|_{H^m},$$

where $C \neq 0$.

**Proof.** Using Corollary 5.1 and (14), it suffices to bound $\| \gamma^{(l+1)} \|_{H^{m+\frac{1}{2} p - 3}}$ for $l \in \{0, \ldots, l + 1\}$. Since $m \geq \frac{5}{2}$, we obtain $m + \frac{1}{2} p - 5 > \frac{5}{2}$ and may use Lemma C.1 Corollary 3.3 and Corollary 5.1 to estimate

$$\| \gamma^{(l+1)} \|_{H^{m+\frac{1}{2} p - 3}} \leq \| \gamma^{(l+3)} \|_{H^{m+\frac{1}{2} p - 3}} \leq \tilde{C}(p) \Phi \left( l + 1, n, r, K; \| \gamma' \|_{H^{m+\frac{1}{2} p - 3}}, \| \gamma^{(l+2)} \|_{H^{m+\frac{1}{2} p - 3}} \right) + \mu \| \gamma^{(l+2)} \|_{H^m} + \bar{\mu} \| \gamma^{(l+1)} \|_{H^m}.$$}

It holds that $m + 2 - \frac{4}{3} p < m - \frac{3}{2} < m - 1$ and by Lemma C.1 $\| \gamma^{(j+1)} \|_{H^{m+\frac{1}{2} p - 3}} \leq 2 \pi \| \gamma^{(j)} \|_{H^{m+\frac{1}{2} p - 3}}$. A look at the definition of $\Phi$ together with Lemma B.2 enables us to estimate the above by

$$\tilde{C}(p) C(2\pi) K^{-2} \Phi \left( l + 1, n, r, K; \| \gamma' \|_{H^m}, \ldots, \| \gamma^{(l+1)} \|_{H^m} \right) + \bar{\mu} \| \gamma^{(l+1)} \|_{H^m}$$}

for $\bar{\mu} := \bar{\mu}(\gamma, m, n, p) > 0$. Relabeling $\mu := \max\{\mu, \bar{\mu}\}$ gives the desired statement. \qed

### 5.2 Proof of Theorem 1.2

Now we are ready to prove the main statement of this paper by the method of majorants.

**Proof of Theorem 1.2** Recall we have given a simple closed curve

$$\gamma = (\gamma_1, \ldots, \gamma_n) \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$$

parametrized by arc-length which is a critical point of integral Menger curvature $\text{intM}^{(p,2)} + \lambda L$, subject to a fixed length constraint, where $p \in (\frac{4}{7}, \frac{3}{2})$ and $\lambda \in \mathbb{R}$. We define

$$a_l := \| \gamma^{(l)} \|_{H^{\frac{1}{2}}}$$

for all integers $l \geq 0$ by using the smoothness of the curve $\gamma$. Our aim is show that there exist positive constants $C_\gamma$ and $r_\gamma$ such that we have for any integer $l \geq 0$

$$a_l \leq C_\gamma \frac{1}{r_\gamma}$$

from which the analyticity of the critical point $\gamma$ on $\mathbb{R}/\mathbb{Z}$ immediately follows by Proposition A.1.
First we establish a recursive estimate for the terms \(a_i\). We begin with applying the criticality of the curve \(\gamma\) and Lemma 5.2 to obtain
\[ a_{i+3} \leq \|\gamma^{(i+3)}\|_{H^{\frac{5}{2}} + 3\nu} \]
\[ \leq C\Phi \left( l + 1, n, r, K; \tilde{C}\Phi \left[ 1, n, \frac{r}{2\pi}, K; \|\gamma\|_{H^\frac{5}{2}}, \|\gamma\|_{H^\frac{5}{2}} \right] + \mu\|\gamma\|_{H^\frac{5}{2}} \right) \]
\[ + \mu\|\gamma^{(l+2)}\|_{H^\frac{5}{2}} \]
\[ \overset{=\text{Lemma 5.2}}{=} C\Phi \left( l + 1, n, r, K; \tilde{C}\Phi \left[ 1, n, \frac{r}{2\pi}, K; a_0, a_1 \right] + \mu a_1, \ldots, \right. \]
\[ \left. \tilde{C}\Phi \left[ l + 2, n, \frac{r}{2\pi}, K; a_0, \ldots, a_{l+2} \right] + \mu a_{l+2} \right). \]

for positive constants \(C, \tilde{C}, r, \mu\), all \(l \geq 0\) and some \(K \in \mathbb{N}\).

Next, we try to find \(\tilde{a}_i\) that satisfy this recursive formula with equality and such that the first three coefficients \(a_0, \tilde{a}_1\) and \(\tilde{a}_2\) are greater than or equal to \(a_0, a_1\) and \(a_2\), respectively.

Define
\[ G : \mathbb{R}^{3n} \supseteq B_\varepsilon (0) \rightarrow \mathbb{R}^{3n}, \]
\[ G_i(z) := \tilde{C} \left( 1 + \frac{3n a_0 - \sum_{k=1}^{3n} s_k}{2\pi} \right) z_i^{-2} + \mu z_i, \]
\[ F : \mathbb{R}^{3n} \supseteq B_\varepsilon (0) \rightarrow \mathbb{R}^{3n}, \]
\[ F_i(y) := \tilde{C} \left( 1 + \frac{3n DG_1((a_0, \ldots, a_0)\tau)(a_1, \ldots, a_1)\tau}{r} - \sum_{k=1}^{3n} y_k \right) y_i^{-2} \]
for \(\varepsilon := \min\{3n a_0 + \frac{r}{2\pi}, 3n DG_1((a_0, \ldots, a_0)^\tau)(a_1, \ldots, a_1)^\tau + r\}\). These functions are clearly analytic and by the Cauchy-Kovalevsky Theorem A.2 there is an analytic \(c : (-\varepsilon, \varepsilon) \rightarrow \mathbb{R}^{3n}\) satisfying
\[ \begin{align*}
  c''(t) &= \bar{C} \cdot \left( F(DG(c(t))c'(t)) + \mu c'(t) \right), \\
  c(0) &= (a_0, \ldots, a_0)^\tau, \\
  c'(0) &= (a_1, \ldots, a_1)^\tau,
\end{align*} \tag{16} \]
where
\[ \bar{C} := \max \left\{ \frac{1}{F_i(DG((a_0, \ldots, a_0)^\tau)(a_1, \ldots, a_1)^\tau)} \right\}. \]

A little further along, we give a formula for all derivatives of \(G(c(t))\) which implies that \(\bar{C}\) is well-defined.

Since all entries of the right hand side in (16) are identical given the initial values, we have that \(c_i(t) = c_i(0)\) for all valid \(i\) and \(t\). Setting \(\tilde{a}_i := c_i^{(l)}(0)\), we have by definition that
\[ \tilde{a}_l \geq a_l \text{ for } l = 0, 1, 2. \tag{17} \]

It remains to show the recursion.
An application of Leibniz’ rule and \( [20] \) yields

\[
\frac{d^l}{dt^l} G_\gamma(c(t)) \bigg|_{t=0} = \mathcal{C} \sum_{j_1 + \ldots + j_{K-1} = l} \binom{3n}{j_1, \ldots, j_{K-1}} \left( \frac{1}{2\pi} \right)^j \left( \frac{3n \alpha_0 - \sum_{j=1}^{3n} c_j(0)}{2\pi} \right)^{-|\alpha|-2} \left( \frac{r}{2\pi} \right)^{|\alpha|+1} \right)_{|\alpha| \leq j_1}.
\]

\[
= \mathcal{C} \Phi \left( l, n, \frac{r}{2\pi}, K; c_1(0), \ldots, c_{l+1}(0) \right) + \mu c_1^{(l+1)}(0) = \mathcal{C} \Phi \left( l, n, \frac{r}{2\pi}, K; \tilde{a}_0, \ldots, \tilde{a}_1 \right) + \mu \tilde{a}_t.
\]

Note that this corresponds to the inner \( \Phi \) terms in \( [15] \).

For \( l = 1 \) this is a polynomial in \( \tilde{a}_0, \tilde{a}_1 \) with positive coefficients, so as long as both \( \tilde{a}_0 = a_0 \) and \( \tilde{a}_1 = a_1 \) are positive, so is each component of \( DG((a_0, \ldots, a_0)^t)(a_1, \ldots, a_1)^t \) and consequently \( F_1 \) applied to that. Since \( \gamma \) is not constant, neither \( \gamma \) nor \( \gamma' \) are \( 0 \in H^2(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) and so \( a_0 \) and \( a_1 \) have to be positive, making \( C \) well-defined.

Analogously to \( [18] \), taking advantage of the identity for all components in \( G \),

\[
\tilde{a}_{l+3} = c_1^{(l+3)}(0) = \mathcal{C} \frac{d^{l+1}}{dt^{l+1}} F_1 \left( \frac{d}{dt} G(c(t)) \right) \bigg|_{t=0} + \mathcal{C} \mu c_1^{(l+2)}(0)
\]

\[
= \mathcal{C} \sum_{j_1 + \ldots + j_{K-1} = l+1} \binom{3n}{j_1, \ldots, j_{K-1}} \left( \frac{1}{2\pi} \right)^{j_1} \left( \frac{3n \alpha_0 - \sum_{j=1}^{3n} \frac{d}{dt} G_j(c(t))}{2\pi} \right)^{-|\alpha|-2} \left( \frac{r}{2\pi} \right)^{|\alpha|+1} \right)_{|\alpha| \leq j_1}.
\]

\[
= \mathcal{C} \Phi \left( l+1, n, r, K; \frac{d}{dt} G_1(c(t)) \bigg|_{t=0}, \ldots, \frac{d^{l+2}}{dt^{l+2}} G_1(c(t)) \bigg|_{t=0} \right) + \mathcal{C} \mu \tilde{a}_{l+2}.
\]

hence we conclude together with \( [18] \) that

\[
\tilde{a}_{l+3} \geq C \Phi \left( l+1, n, r, K; \tilde{C} \Phi \left[ 1, n, \frac{r}{2\pi}, K; \tilde{a}_0, \tilde{a}_1 \right] + \mu \tilde{a}_1, \ldots, \right) \]

\[
\tilde{C} \Phi \left[ l+2, n, \frac{r}{2\pi}, K; \tilde{a}_0, \ldots, \tilde{a}_{l+2} + \mu \tilde{a}_{l+2} \right] + \mu \tilde{a}_{l+2}.
\]

Using the fact that \( \Phi \) is nondecreasing in \( x_0, \ldots, x_l \) (see \( [13] \)), we obtain by comparing \( [15] \) and \( [19] \) inductively with initial values \( [17] \), that

\[
\tilde{a}_l \geq a_l
\]
for all \( l \in \mathbb{N}_0 \). By the analyticity of \( c_1 \) in zero and Proposition A.1, we have that there exist positive constants \( C_\gamma \) and \( r_\gamma \) such that

\[
\| \gamma^{(l)} \|_{H^\gamma} = a_l \leq c_1^{(l)}(0) \leq C_\gamma \frac{1}{r_\gamma^l}.
\]

for all \( l \in \mathbb{N}_0 \) and thus, \( \gamma \) is analytic.

Note that the method presented here ought to work with even smaller differences between the orders of differentiability of the main and the remainder terms. If the regularity gain in one step is \( \frac{1}{m} \) we would expect an analogue of (15) to hold with roughly \( m \) layers of nested \( \Phi \)-terms attainable via an analogue of Lemma 5.2. This approach would possibly lead to an \( m \)-th order ODE in place of [16].

6 A few simple consequences concerning critical knots

The main result of the paper states that critical points of the generalized integral Menger curvature \( \text{int}M^{(p,2)} \) are not only smooth, which was known before, cf. [BR15 Theorem 4], but also analytic. Recalling and employing special properties for analytic functions, we hence deduce a few simple corollaries for critical knots of \( \text{int}M^{(p,2)} \) and some other knot energies.

The following statements hold for any functional \( E : C^0(\mathbb{R}/\mathbb{Z}, \mathbb{R}^3) \rightarrow (0, \infty] \) whose (arc-length parametrized) critical points with respect to fixed length are analytic. As a consequence, the results also apply to the generalized integral Menger curvature \( \text{int}M^{(p,2)} \) and some of O’Hara’s knot energies, cf. [BV19, Vor20].

Central to these consequences is a real version of the identity theorem. It is a well-known result for analytic functions which easily carries over to the periodic case:

**Proposition 6.1.** If two analytic functions on \( \mathbb{R}/\mathbb{Z} \) are identical at infinitely many distinct points, they are identical everywhere.

**Proof.** Let \( \gamma, \eta : \mathbb{R}/\mathbb{Z} \rightarrow \mathbb{R}^3 \) be analytic and without loss of generality \( t_1 < t_2 < \ldots \in [0,1) \) such that \( \gamma(t_i) = \eta(t_i) \) for all \( i \in \mathbb{N} \). Define \( g, h : (-1,2) \rightarrow \mathbb{R}^3 \) as the restrictions of \( \gamma \) and \( \eta \) to \( (-1,2) \) which are clearly also analytic. As \( t_i \in [0,1] \) for all \( i \in \mathbb{N} \), we have a subsequence converging to \( t_0 \) \( [0,1] \subseteq (-1,2) \), so by [Ku12, Corollary 1.2.7], \( g = h \) and thus \( \gamma = \eta \).

**Lemma 6.2.** Let \( \gamma : \mathbb{R}/\mathbb{Z} \rightarrow \mathbb{R}^3 \) and \( F : \mathbb{R}^3 \rightarrow \mathbb{R} \) both be analytic. Then, \( F \circ \gamma \) either has finitely many roots or is uniformly zero.

**Proof.** \( F \circ \gamma : \mathbb{R}/\mathbb{Z} \rightarrow \mathbb{R} \) is analytic as a composition of analytic functions (see e.g. [Ku12, Proposition 2.2.8]). Using the zero function in Proposition 6.1, \( F \circ \gamma \) either is uniformly zero or has only finitely many roots.

**Proposition 6.3.** Let \( \gamma \in C^1(\mathbb{R}/\mathbb{Z}, \mathbb{R}^3) \) be a simple curve parametrized by arc-length which is a critical point of \( E \). Then, it is the unknot or it has only finitely many intersections with any hyperplane or sphere in \( \mathbb{R}^3 \). In particular, \( \gamma \) cannot have straight segments.

**Proof.** First of all, let us consider any hyperplane with normal vector \( n \in \mathbb{R}^3 \) and position vector \( x_0 \in \mathbb{R}^3 \), described by the equation \( F(x) = 0 \), where \( F : \mathbb{R}^3 \rightarrow \mathbb{R}, F(x) = \langle n, x - x_0 \rangle \). Furthermore, let \( \gamma : \mathbb{R}/\mathbb{Z} \rightarrow \mathbb{R}^3 \) be a critical point of \( E \) that is simple and parametrized by arc-length. We then observe that both \( F \) and \( \gamma \) are analytic, which is why we can apply Lemma 6.2 and observe that the curve \( \gamma \) either intersects the hyperplane finitely many times or is entirely...
contained therein. In the latter case we obtain the unknot, which is the only simple planar knot, cf. [CF77, p. 5] or [New51, Chapter VI, 18]. If \( \gamma \) contains a straight segment, this segment is in particular contained in two distinct hyperplanes. Thus, the whole curve has to be contained in both hyperplanes and therefore has to be a straight line which is impossible for a closed \( C^1 \)-curve of finite length.

We then turn our focus to any sphere with center \( x_0 \in \mathbb{R}^3 \) and radius \( r > 0 \), described by the equation \( F(x) = 0 \), where \( F : \mathbb{R}^3 \to \mathbb{R}^3 \). Therefore, similarly to the hyperplane, [Lemma 6.2] gives us that any critical analytic knot \( \gamma \) of \( \mathcal{E} \) either intersects the sphere finitely many times or is entirely contained therein.

In the second case, we would intuitively expect to obtain the unknot by applying a stereographic projection from the sphere to the plane and then argue as above. To make this rigorous, we need to construct an ambient isotopy, cf. [Hir76, Chapter 8.1], to avoid any kind of self-intersection or pull-tight phenomena during the projection process. To simplify the upcoming computations, we assume that the sphere is the unit sphere centered in the origin and that the knot \( \gamma \) on the sphere does not intersect the north pole of the sphere. We omit the proof that translations and dilations of the sphere do not change the knot type of the spherical knot and remark that stereographic projections can be done from any other point on the sphere as well.

The existence of such point on the sphere, which the knot \( \gamma \) does not intersect, is ensured due to the fact that \( \gamma \) is rectifiable. Furthermore, note that since the curve \( \gamma \) is continuous, there exists an \( r > 0 \) such that \( \gamma \) does not intersect a ball around the north pole with radius \( r \).

We begin with constructing a \( C^1 \)-isotopy from \( \gamma \) to the stereographic projection of \( \gamma \) from the north pole onto the plane \( z = 0 \) denoted by \( \tilde{\gamma} \). Note that \( \tilde{\gamma} \) is indeed a \( C^1 \)-embedding: As \( \gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^3) \) is a diffeomorphism onto its image and the stereographic projection \( P : S^2 \setminus (0,0,1) \to \mathbb{R}^2 \) given by \( P(x,y,z) = \left( \frac{x}{1-z}, \frac{y}{1-z} \right) \) with inverse function \( P^{-1}(u,v) = \frac{1}{u^2+v^2+1}(2u,2v,u^2+v^2-1) \) is a diffeomorphism from the sphere without the north pole to the plane \( z = 0 \), also \( \tilde{\gamma} \in C^1(\mathbb{R}/\mathbb{Z}, \mathbb{R}^3) \) is diffeomorphons onto its image. We then define the map \( h : \mathbb{R}/\mathbb{Z} \times [0,1] \to \mathbb{R}^3 \) by

\[
h_t(w) := (1-t)\gamma(w) + t\tilde{\gamma}(w),
\]

which is continuously differentiable in time and space.

To see that \( h \) is a \( C^1 \)-isotopy (cf. [Hir76, Section 8.1]), we construct a continuously differentiable left-inverse of each \( h_t \), and thus show that \( h_t \) is a \( C^1 \)-embedding. First note that by the nature of stereographic projection, \( h_t(w) \) lies on the unique straight line passing through both the north pole \( N \) and \( \gamma(w) \). Since \( \gamma \) lies on the sphere and does not contain \( N \), this line does not contain any other points of \( \gamma \) or \( h(\tilde{w},[0,1]) \) for any \( \tilde{w} \neq w \). This means that for any \( x \in h_t(\mathbb{R}/\mathbb{Z}) \), we may obtain \( w = h_t^{-1}(x) \) as \( \gamma^{-1}(y) \), where \( y = \lambda N + (1-\lambda)x \) with \( |y| = 1 \). Solving for \( \lambda \in \mathbb{R} \) yields either \( \lambda = 0 \), which we may safely ignore since it corresponds to \( y \) being the north pole, or \( \lambda = \frac{|x-N|}{|x-N|^2} \). As \( x \) has to stay away from the north pole, we found a \( C^1 \) right-inverse of \( h_t \) and so, \( h \) is a \( C^1 \)-embedding.

Obviously, also

\[
h(\cdot,0) = \gamma \quad \text{and} \quad h(\cdot,1) = \tilde{\gamma}
\]

hold. Now by [Hir76, Section 8.1, Exercise 4] or [Bla09, Theorem 1.2], we can extend the \( C^1 \)-isotopy between \( \gamma \) and \( \tilde{\gamma} \) to an ambient isotopy of \( \mathbb{R}^3 \) and therefore obtain that the knot type is preserved throughout the stereographic projection.

As a direct consequence of [Lemma 6.2] and [Proposition 6.3] we obtain the following.

**Corollary 6.4.** Let \( \gamma \in C^1(\mathbb{R}/\mathbb{Z}, \mathbb{R}^3) \) be a simple curve parametrized by arc-length which is a critical point of \( \mathcal{E} \) and let \( F : \mathbb{R}^3 \to \mathbb{R} \) be an analytic map that describes an implicit surface
\(F(x, y, z) = 0\). Then, the curve \(\gamma\) either is entirely contained in the implicit surface \(F(x, y, z) = 0\) or has only finitely many intersections with it. In particular, if the given surface is ambient isotopic to a sphere or a hyperplane, the curve \(\gamma\) is the unknot or has finitely many intersections with the surface.

**Corollary 6.5.** Let \(\gamma, \eta\) be critical points of \(E\) which are parametrized by arc-length. As soon as

\[\gamma(t) = A\eta(t) + x_0\]

for fixed \(A \in \mathbb{R}^{3\times 3}\), \(x_0 \in \mathbb{R}^3\), and infinitely many distinct \(t \in [0, 1)\), we have \(\gamma = A\eta + x_0\).

**Proof.** Note that by assumption, \(\gamma\) and \(\eta\) are analytic. Then, the statement follows from the fact that \(A\eta + x_0\) is analytic as well and applying Proposition 6.1.
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**A Properties of analytic functions**

In this section we aim to recall some statements related to analytic functions, which are used in the paper. For further information on analytic functions we refer the reader for instance to [KP02]. First we note that analytic functions can be characterized as follows, cf. for example [Vor20, Corollary 3.2].

**Proposition A.1.** Let \(f \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)\) and \(s > 0\). Then the function \(f\) is analytic on \(\mathbb{R}/\mathbb{Z}\) if there are positive constants \(r\) and \(C\) such that

\[\|f^{(k)}\|_{H^{1+s}} \leq C\frac{k!}{r^k}\]

holds for all integers \(k \geq 0\).

This can be seen by using [KP02, Proposition 1.2.12] together with a standard covering argument, Morrey’s inequality (see e.g. [AF03, Paragraph 4.16]), the equivalence of the \(W^{1,2}\) and the \(H^1\)-norm on \(\mathbb{R}/\mathbb{Z}\) (cf. [Rei12, Lem. 1.2] or [AF03, 7.62]) as well as the embedding \(H^s \subseteq H^t\) for any \(t < s\) (cf. [Tay96, Chapter 4, Proposition 3.4]).

In addition, we need a special case of the Cauchy-Kovalevsky theorem, which can be derived for example from [Fol95] (1.25).
Lemma B.1. Let lemma and notation via the universal polynomial are taken directly from \([BV19, \text{Section 2.3}]\). R. Mishkov generalized Faà di Bruno’s formula to the multivariate case \([\text{Mis00}]\). The following \(k\)-th derivative of the composition of two functions Faà di Bruno’s formula generalizes the chain rule to higher derivatives. In particular, the \(k\)-th derivative of \(\partial^k g(f(t))\) can be written as

\[
(d^k f/dt^k)^j g(f(t)) = \sum_{m_1,2m_2,...,km_k = k, m_1,...,m_k \in \mathbb{N}_0} \frac{k!}{m_1!^1 m_2!^2 m_3!^3 \cdots m_k!^k} g^{(m_1 + \cdots + m_k)}(f(t)) \prod_{j=1}^k (f^{(j)}(t))^{m_j}.
\]

Theorem A.2 (Cauchy-Kovalevsky – ODE case). Suppose the function \(G : \mathbb{R}^{2n} \to \mathbb{R}^n\) is real analytic around \((c_0, c_1)\) for some \(c_0, c_1 \in \mathbb{R}^n\), and the function \(f \in C^\infty((-\varepsilon, \varepsilon), \mathbb{R}^n)\) of the form \(f(x) = (f_1(x), \ldots, f_n(x))\), for any \(\varepsilon > 0\), is a solution of the initial value problem

\[
f''(x) = G(f(x), f'(x)) \quad \text{for} \quad x \in (-\varepsilon, \varepsilon)
\]

with \(f(0) = c_0\), and \(f'(0) = c_1\).

Then the function \(f\) is real analytic around 0.

The statement can be proven by the method of majorants, e.g. as explained in the proof of \([\text{KP02}, 2.4.1]\). At this point we remark that the strategy of proof for the main statement, \(\text{Theorem 1.2}\), is motivated from this method.

B  Faà di Bruno’s formula

Faà di Bruno’s formula generalizes the chain rule to higher derivatives. In particular, the \(k\)-th derivative of the composition of two functions \(f, g \in C^k(\mathbb{R}, \mathbb{R})\) can be written as

\[
(d^k f/dt^k)^j g(f(t)) = \sum_{0 \leq r_1 + 2r_2 + \cdots + kr_k = k} \prod_{i=1}^k (i!)^{r_i} \prod_{i=1}^n q_i!^{r_i} (\partial^{\alpha} g)(f(x)) \prod_{i=1}^k (f_1^{(i)}(x))^{q_1} \cdots (f_n^{(i)}(x))^{q_n}
\]

where the sums are over all non-negative integer solutions of the following equations

\[
\sum_{i=1}^k : r_1 + 2r_2 + \cdots + kr_k = k,
\]

\[
\sum_{i=1}^n : q_1 + q_2 + \cdots + q_n = r_1
\]

\[
\vdots
\]

\[
\sum_{k} : q_{k1} + q_{k2} + \cdots + q_{kn} = r_k
\]

and \(\alpha := (\alpha_1, \ldots, \alpha_n)\) with \(\alpha_j := q_{1j} + q_{2j} + \cdots + q_{kj}\) for \(1 \leq j \leq n\).

In the following we seldom need the precise form of Faà di Bruno’s formula in the multivariate case but only the fact that there is a universal polynomial \(p_k^{(n)}\) with non-negative coefficients independent of \(f, g\) such that

\[
(d^k f/dt^k)^j g(f(x)) = p_k^{(n)}([\partial^\alpha g]_{|\alpha| \leq k}, \{f_i^{(j)}\}_{i=1, \ldots, n, j=1, \ldots, k})
\]

(20)
for all \( f \in C^k(\mathbb{R}, \mathbb{R}^n) \) and \( g \in C^k(\mathbb{R}^n, \mathbb{R}) \). Furthermore, \( p^{(n)}_k \) is one-homogeneous in the first entries.

**Lemma B.2.** Let \( k, n \in \mathbb{N} \), \( C_x, C_y > 0 \), \( x^{(i)}_j > 0 \) and

\[
y_\alpha \in \left( 0, C_y \left( \frac{|\alpha|+1)!}{r^{||\alpha||+1}} \right) \right)
\]

for all \( \alpha \in \mathbb{N}^n \) with \( |\alpha| \leq k \), \( i \in \{1, \ldots, k\} \) and \( j \in \{1, \ldots, n\} \). Then, for \( C := \max\{1, C_x\} \)

\[
p^{(n)}_k \left \{ \{y_\alpha \}_{|\alpha| \leq k}, \{C_x x^{(i)}_j \}_{j=1,\ldots,n} \right \} \leq C p^{(n)}_k \left \{ \left \{ \frac{|\alpha|+1)!}{r^{||\alpha||+1}} \right \}, \{x^{(i)}_j \}_{j=1,\ldots,n} \right \},
\]

Note that as soon as \( y_\alpha = |\partial^\alpha g| \) for some function \( g \) which is analytic away from the origin, the upper bound for \( y_\alpha \) in (21) automatically holds, see the proof of [BV19, Theorem 7.2].

**Proof.** Using the explicit form, we may compute

\[
p^{(n)}_k \left \{ \{y_\alpha \}_{|\alpha| \leq k}, \{C_x x^{(i)}_j \}_{j=1,\ldots,n} \right \} = \sum \sum \ldots \sum \frac{k!}{\prod_{i=1}^{k}(i!)} \frac{k!}{\prod_{i=1}^{k} \prod_{j=1}^{n} q_{ij}} \alpha \prod_{i=1}^{k} \prod_{j=1}^{n} \left \{ C_x x^{(i)}_j \right \} q_{ij},
\]

as the sum of all \( q_{ij} \) is exactly \( |\alpha| \). Estimating \( C_x^{k|\alpha|} \leq C^{||\alpha||+1} \) yields the desired result. \( \square \)

The explicit formula also allows us to estimate the norm of a Faà di Bruno polynomial in a Banach algebra.

**Lemma B.3.** Let \( \mathcal{X} \) be a Banach algebra with norm \( \| \cdot \| \) in the sense that there is a universal constant \( b \) such that for \( x, y \in \mathcal{X} \), \( \| xy \| \leq b \| x \| \| y \| \).

Furthermore, let \( k \in \mathbb{N} \) and \( x^{(i)}_j, y_\alpha \in \mathcal{X} \) for all \( \alpha \in \mathbb{N}^n \) with \( |\alpha| \leq k \), \( i \in \{1, \ldots, k\} \) and \( j \in \{1, \ldots, n\} \). Then,

\[
\| p^{(n)}_k \left \{ \{y_\alpha \}_{|\alpha| \leq k}, \{x^{(i)}_j \}_{j=1,\ldots,n} \right \} \| \leq p^{(n)}_k \left \{ \| b |\alpha| y_\alpha \| \}_{|\alpha| \leq k}, \| x^{(i)}_j \| \}_{j=1,\ldots,n} \right \}.
\]

Note that in our application scenario, the product is just pointwise multiplication between functions mapping to \( \mathbb{R} \).

**Proof.** The statement follows from the estimate \( \| \prod_{i=1}^{m} z_i \| \leq b^{m-1} \prod_{i=1}^{m} |z_i| \) for all \( z_i \in \mathcal{X} \) and the fact that the \( q_{ij} \)'s sum up to \( |\alpha| \) together with the explicit formula of Faà di Bruno’s polynomial in Lemma B.1 in particular the one-homogeneity of its first entry. \( \square \)

**C** An inequality for Sobolev Norms

**Lemma C.1.** Let \( m > 1 \) and \( f \in H^m(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) with \( \int_0^1 f(x) \, dx = 0 \). Then,

\[
\frac{1}{2\pi} \| f' \|_{H^{m-1}} \leq \| f \|_{H^m} \leq \frac{1}{\sqrt{2\pi}} \| f' \|_{H^{m-1}} \leq \| f' \|_{H^{m-1}}.
\]
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Proof. By [Gra14, Proposition 3.1.2 (10)], we have \( \hat{f}'(k) = 2\pi ik\hat{f}(k) \) for all \( k \in \mathbb{Z} \) and thus for \( k \neq 0 \),
\[
|\hat{f}(k)|^2 = \frac{1}{(2\pi k)^2} |\hat{f}'(k)|^2.
\]
Note that
\[
\hat{f}(0) = \int_0^1 f(x)e^{-2\pi ix} \, dx = \int_0^1 f(x) \, dx = 0
\]
with the same holding for \( \hat{f}'(0) \) as \( f \) is periodic and continuous. Keeping the estimates \( k^2 \leq 1 + k^2 \leq 2k^2 \) in mind, we obtain
\[
\frac{1}{(2\pi)^2} \|f'\|^2_{H^{m-1}} = \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{1}{(2\pi)^2} (1 + k^2)^{m-1} |\hat{f}'(k)|^2 = \sum_{k \in \mathbb{Z} \setminus \{0\}} (1 + k^2)^{m-1} k^2 |\hat{f}(k)|^2 \\
\leq \sum_{k \in \mathbb{Z} \setminus \{0\}} (1 + k^2)^{m} |\hat{f}(k)|^2 = \|f\|^2_{H^{m}} \\
= \sum_{k \in \mathbb{Z} \setminus \{0\}} (1 + k^2)^{m} \frac{1}{(2\pi k)^2} |\hat{f}(k)|^2 \leq \frac{2}{(2\pi)^2} \sum_{k \in \mathbb{Z} \setminus \{0\}} (1 + k^2)^{m-1} |\hat{f}'(k)|^2 \\
= \frac{1}{2\pi^2} \|f'\|^2_{H^{m-1}}. \tag*{\square}
\]
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