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Abstract
Tverberg’s theorem states that any set of \( t(r, d) = (r - 1)(d + 1) + 1 \) points in \( \mathbb{R}^d \) can be partitioned into \( r \) subsets whose convex hulls have non-empty \( r \)-fold intersection. Moreover, generic collections of fewer points cannot be so divided. Extending earlier work of the first author, we show that one can nonetheless guarantee inscribed “polytopal partitions” with specified symmetry conditions in many such circumstances. Namely, for any faithful and full-dimensional orthogonal representation \( \rho : G \rightarrow O(d) \) of any order \( r \) group \( G \), we show that a generic set of \( t(r, d) - d \) points in \( \mathbb{R}^d \) can be partitioned into \( r \) subsets so that there are \( r \) points, one from each of the resulting convex hulls, which are the vertices of a convex \( d \)-polytope whose isometry group contains \( G \) via the regular action afforded by the representation. As with Tverberg’s theorem, the number of points is optimal for this. At one extreme, this gives polytopal partitions for all regular \( r \)-gons in the plane, as well as for three of the six regular 4-polytopes in \( \mathbb{R}^4 \). At the other extreme, one has polytopal partitions for \( d \)-polytopes on \( r \) vertices with isometry group equal to \( G \) whenever \( G \) is the isometry group of a vertex-transitive \( d \)-polytope.
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1 | INTRODUCTION AND STATEMENT OF MAIN RESULTS

Tverberg’s theorem [29] establishes that any set of \( t(r, d) = (r - 1)(d + 1) + 1 \) points in \( \mathbb{R}^d \) can be partitioned into \( r \) subsets whose convex hulls have non-empty \( r \)-fold intersection, called a Tverberg \( r \)-partition. The result is of fundamental importance in discrete and convex geometry, with a panoply of rich generalizations and variants in geometric combinatorics and beyond. We refer the reader to the surveys [3, 5, 10] for the history of Tverberg’s theorem and its relatives, as well as a sampling of its many applications.

The Tverberg number \( t(r, d) \) is very tight in that generic collections of fewer points (e.g., those in “strong general position” [25]) do not admit a Tverberg \( r \)-partition. In such circumstances, it was asked in [22] whether one can nonetheless ensure “inscribed” polytopal variants of Tverberg’s theorem. Namely, suppose that \( P(r, d) \) is a prescribed \( d \)-dimensional polytope on \( r \) vertices in \( \mathbb{R}^d \). We say that a set of \( N \) points in \( \mathbb{R}^d \) can be \( P(r, d) \)-partitioned (or simply polytopally partitioned when the context is clear) if there exists a partition \( A_1, \ldots, A_r \) of the set so that there are \( r \) points \( x_1 \in \text{Conv}(A_1), \ldots, x_r \in \text{Conv}(A_r) \), one from each of the resulting convex hulls, so that \( \{x_1, \ldots, x_r\} \) is the vertex set of \( P(r, d) \). As usual, we say that two polytopes in \( \mathbb{R}^d \) are similar provided they are equal after the application of an isometry of \( \mathbb{R}^d \) composed with uniform scaling.

Lastly, we shall say that a property holds for a “generic” set of \( N \) points in \( \mathbb{R}^d \) provided the set of all \( N \)-tuples \((x_1, \ldots, x_N)\) of points in \( \mathbb{R}^d \) which satisfy that property is a dense open set in \((\mathbb{R}^d)^N\) with full Lebesgue measure.

**Question 1.** What is the minimum number \( N_{P(r, d)} \) for which a generic set of \( N \) points in \( \mathbb{R}^d \) can be polytopally partitioned by a polytope similar to \( P(r, d) \)?

Note that a genericity condition on point sets in Question 1 is necessary, since, for example, any finite point set in \( \mathbb{R}^d \) which lies in a hyperplane cannot be \( P(r, d) \)-partitioned by any \( d \)-dimensional polytope on any number of vertices. Additionally, as it is natural to ask Question 1 with respect to other notions of equivalence for polytopes (for instance, affine or combinatorial equivalence), let us emphasize that the number \( N_{P(r, d)} \) will always be taken with respect to similarity.

The main result of [22] gave tight results to Question 1 for regular polygons. Figure 1 above gives an example when \( r = 4 \).

**Theorem 1.1.** Let \( r \geq 3 \) and let \( P_r = P(r, 2) \) be a regular polygon. Then \( N_{P_r} = t(r, 2) - 2 = 3r - 4 \).

*Figure 1*  A \( P_4 \)-partition of 8 (red) points in the plane
1.1 Prescribed symmetries and orbit polytopes

The aim of the present paper is to extend Theorem 1.1 to $d$-polytopes with prescribed symmetry conditions. Observing that the cyclic group $\mathbb{Z}_r$ acts regularly (i.e., freely and transitively) on the vertex set of a regular $r$-gon, our central result Theorem 1.2 affords polytopal partitions by $d$-polytopes whose isometry group contains an arbitrarily prescribed subgroup, and in fact one which acts regularly on the vertex set via a prescribed $d$-dimensional orthogonal representation.

Let $\rho : G \to O(d)$ be a faithful orthogonal representation of a finite group. Let $u \in \mathbb{R}^d \setminus \{0\}$ and let $a \in \mathbb{R}^d$. By an orbit polytope

$$P(G; u, a) = \text{Conv}(a + G \cdot u)$$

for $\rho$, we shall mean the convex hull of the translate of a $G$-orbit under the orthogonal action afforded by the representation. Such polytopes are very well-studied (see, e.g., [1, 9, 14, 15, 24, 26]), particularly so for finite reflection groups [4, 6, 17, 18], and have origins dating back to the classical Wythoff construction for uniform polytopes and the study of Coxeter groups [7]. As in [14, Section 2], the vertex set of $P(G; u, a)$ is by definition contained in $a + G \cdot u$ while the action of any $g \in G$ determines an isometry of $P(G; u, a)$, so the vertex set of $P(G; u, a)$ is precisely $a + G \cdot u$. In particular, any orbit polytope is vertex–transitive, and $G \subseteq \text{Iso}(P(G; u, a))$ via the action of the representation.

For our purposes, we shall consider those representations which are full-dimensional, that is, those for which there exists some orbit $G \cdot u$ whose affine hull is all of $\mathbb{R}^d$. Letting $\mathbb{R}[G] = \{\sum_{g \in G} r_g g \mid r_g \in \mathbb{R}\}$ denote the (left) regular representation and taking the module-theoretic perspective, it can be shown that a representation is full-dimensional precisely when it is isomorphic to a subrepresentation of $\mathbb{R}[G]$ which does not contain a trivial subrepresentation [14, Theorem 4.3]. Finally, we shall say that $P(G; u, a)$ is a free orbit polytope if $u$ has trivial stabilizer, in which case the vertex set is identifiable with the group $G$ under the action of the representation. For example, if $\rho : \mathbb{Z}_r \to O(2)$ is the standard representation of the cyclic group $\mathbb{Z}_r$ given by rotations, then $\rho$ is full dimensional, every orbit polytope is free, and the resulting orbit polytopes are regular $r$-gons in the plane.

Theorem 1.2. Let $\rho : G \to O(d)$ be a faithful and full-dimensional representation of a finite group $G$ of order $r \geq 3$. Then a generic set of $t(r, d) = (r-2)(d+1)+2$ points in $\mathbb{R}^d$ can be $P(r, d)$-partitioned by a free orbit polytope for $\rho$. Moreover, such a partition fails for generic collections of fewer points in $\mathbb{R}^d$.

Note that Theorem 1.2 applies to any finite group $G$, as one may consider the faithful and full-dimensional representation $\mathbb{R}^\perp[G] = \{\sum_{g \in G} r_g g \mid \sum_{g \in G} r_g = 0\}$, the orthogonal complement of the trivial (diagonal) representation inside the regular representation $\mathbb{R}[G]$. In this case, the free orbit polytopes are vertex and facet transitive ($(|G| - 1)$-dimensional simplicies with regular $G$ action on the vertex set.

1.2 Summary of examples

We provide some special cases of Theorem 1.2, which in particular gives the upper bounds $N_{P(r,d)} \leq (r-2)(d+1)+2$ for a number of classical vertex-transitive $d$-polytopes. A detailed discussion of these examples is given in Section 4.
First, Theorem 1.1 is recovered by considering the standard representation of finite cyclic groups as rotations in the plane. These groups can be identified with the unique finite subgroups of the unit complex numbers, and a similar analysis for the non-cyclic finite subgroups of the unit quaternions will be shown to yield polytopal partitions for three of the six regular 4-polytopes. As discussed in Section 4.1, we expect each of the following estimates to exceed the exact value by 3.

**Theorem 1.3.** Let $P_{\{3,3,4\}}$, $P_{\{3,4,3\}}$, and $P_{\{3,3,5\}}$ denote the regular 4-dimensional cross-polytope, regular 24-cell, and regular 600-cell, respectively. Then:

(a) $N_{\{3,3,4\}} \leq 32$;
(b) $N_{\{3,4,3\}} \leq 112$; and
(c) $N_{\{3,3,5\}} \leq 592$.

In the examples above, the isometry group of the orbit polytope is larger than the group prescribed. Whether this is true in general depends on the group $G$ as well as the given representation. If $G$ is either (i) a finite abelian group with exponent greater than 2 or (ii) generalized dicyclic (see, e.g., [1, 23]), then $\text{Iso}(P(G; u, a)) > G$ for any free orbit polytope determined by any representation. On the other hand, a theorem of Babai [1] shows that a group is realizable as the isometry group of a vertex-transitive $d$-polytope precisely when it is not of the form (i) or (ii). Using results of [13–15], we can ensure that $\text{Iso}(P(G; u, a)) = G$ in Theorem 1.2 in these later cases.

**Theorem 1.4.** Let $d \geq 2$, let $G$ be the isometry group of a vertex transitive $d$-polytope, and let $r = |G|$. Then a generic set of $(r - 2)(d + 1) + 2$ points in $\mathbb{R}^d$ can be $P(r, d)$-partitioned by a vertex transitive $d$-polytope with $\text{Iso}(P(r, d)) = G$.

Notable examples of Theorem 1.4 include polytopal partitions for all Coxeter permutahedra, that is, the free orbit polytopes determined by the finite reflection groups (see Corollary 4.1). Considering dimension 3 along with other finite subgroups of the orthogonal group $O(3)$, we obtain polyhedral partitions for all right regular prisms and antiprisms, as well as for certain almost uniform copies of some Platonic and Archimedean solids. A complete discussion of the similarity-type of these polytopes is given in Section 4.3.

**Theorem 1.5.** Let $D_n$ denote the Dihedral group and let $S_n$ and $A_n$ denote the symmetric and alternating group on $n$ elements, respectively.

(a) $N_{Pr(n)} \leq 8n - 6$ for all $n \geq 3$, where $Pr(n)$ is a right regular prism with regular $n$-gon base; $\text{Iso}(Pr(n)) \cong D_n \times \mathbb{Z}_2$.
(b) $N_{APr(n)} \leq 8n - 6$ for all $n \geq 2$, where $APr(n)$ is a right regular antiprism with regular $n$-gon base; $\text{Iso}(APr(n)) \cong D_{2n}$.
(c) $N_{tO} \leq 90$, where $tO$ is a truncated octahedron; $\text{Iso}(tO) \cong S_4$.
(d) $N_{tCO} \leq 186$, where $tCO$ is a truncated cuboctahedron; $\text{Iso}(tCO) \cong S_4 \times \mathbb{Z}_2$.
(e) $N_{tID} \leq 474$, where $tID$ is a truncated icosidodecahedron; $\text{Iso}(tID) \cong A_5 \times \mathbb{Z}_2$.
(f) $N_I \leq 42$, where $I$ is an icosahedron; $\text{Iso}(I) \cong A_4$.
(g) $N_{sC} \leq 90$, where $sC$ is a snub cube; $\text{Iso}(sC) \cong S_4$.
(h) $N_{sD} \leq 234$, where $sD$ is a snub dodecahedron; $\text{Iso}(sD) \cong A_5$.

We note that $APr(2)$ is a tetrahedron whose faces are congruent isosceles triangles. For (d)–(e) and (g)–(h), the isometry groups match those given by their uniform versions [21, Chapter 11.5].
As discussed in Section 4.3, we expect the estimates of (a)–(b) and those of (c)–(h) to exceed the true values by 2 and 3, respectively.

# 2 ORBIT PARTITIONS

Theorem 1.2 is a special case of Theorem 2.1 below, which guarantees “orbit partitions” for all representations that do not contain a trivial subrepresentation. The existence of such partitions and their optimality is given as Theorem 2.1 below, which by Lemmas 3.1 and 3.2 of the next section are shown to satisfy certain genericity conditions. Theorem 1.2 follows by considering faithful and full-dimensional representations. An example of Theorem 2.1 for non-faithful representations is given by Theorem 4.3.

As is often in the case in Tverberg-type theory, it will be convenient to recast the desired partition-type for sets of \(N\) points in \(\mathbb{R}^d\) as an equivalent statement in terms of affine maps \(f : \Delta_{N-1} \to \mathbb{R}^d\) from an \((N-1)\)-simplex to \(\mathbb{R}^d\), that is, those which send any convex sum of vertices to the convex sums of their images. With this viewpoint, any partition of a set of \(N\) points in \(\mathbb{R}^d\) into \(r\) subsets corresponds to \(r\) pairwise faces of the simplex, while the convex hulls arising from the partition corresponds to the images of the \(r\) faces under the mapping. For instance, a non-empty \(r\)-fold intersection of convex hulls as in Tverberg’s theorem corresponds to a non-empty \(r\)-fold intersection of the images of \(r\) pairwise disjoint faces. As an affine map is completely determined by the images of the vertices of the simplex, we shall say that a property holds for “generic” affine maps \(f : \Delta_{N-1} \to \mathbb{R}^d\) provided the property holds for generic sets of \(N\) points in \(\mathbb{R}^d\).

Recall that an \(r\)-tuple \((x_1, \ldots, x_r)\) of points from \(\Delta_{N-1}\) is said to have pairwise disjoint support if there exist \(r\) vertex-disjoint faces \((\sigma_1, \ldots, \sigma_r)\) of \(\Delta_{N-1}\) with \(x_j \in \sigma_j\) for all \(1 \leq j \leq r\). If \(G\) is a group of order \(r\), we parametrize each \(r\)-tuple \((x_g)_{g \in G} \subset \Delta_{N-1}\) of points with pairwise disjoint support by the group \(G\).

**Theorem 2.1.** Let \(G\) be a finite group of order \(r \geq 3\), let \(\rho : G \to O(d)\) be an orthogonal representation which does not contain a trivial subrepresentation, and let \(N = t(r, d) - d = (r - 2)(d + 1) + 2\). Then for any affine map \(f : \Delta_{N-1} \to \mathbb{R}^d\), there exists a collection \((x_g)_{g \in G} \subset \Delta_{N-1}\) of \(r\) points with pairwise disjoint support and points \(a\) and \(u\) in \(\mathbb{R}^d\) such that

\[
f(x_g) = a + g \cdot u
\]

for all \(g \in G\). Moreover, such a partition fails for generic affine maps if \(N < (r - 2)(d + 1) + 2\).

Our proof of Theorem 2.1 is given over the course of Sections 2.1–2.4. The proof for the existence of such a partition follows the usual Configuration–Space/Test–Map Paradigm of topological combinatorics. The central idea is to construct a naturally associated \(G\)-equivariant map \(L : G^n \to U\) whose zeros corresponding precisely to collections \((x_g)_{g \in G} \subset \Delta_{N-1}\) of \(r\) points with pairwise disjoint support that satisfy Equation (2.1). The domain of this mapping, discussed in Section 2.1, is the deleted \(r\)-fold join \((\Delta_{N-1})^r_{\Delta}\) commonly used in Tverberg-type theory, which as in [27] can be identified with the \(N\)-fold join \(G^n\) of the group itself. The codomain \(U = W \oplus \mathbb{R}^1[G]\) is the direct sum of a certain sub-representation \(W\) of the \(d\)-fold product of the regular representation \(\mathbb{R}[G]\) discussed in Section 2.2 with \(\mathbb{R}^1[G]\), the orthogonal complement of the trivial representation inside \(\mathbb{R}[G]\). The group \(G\) acts on both the domain and codomain, and the map \(L\) between these
two spaces described in Section 2.3 respects these two actions. The action of $G$ on the domain is free, the representation space $U$ does not contain a trivial subrepresentation, and the map $L$ is affine, so $L$ is guaranteed to have a zero by Sarkaria’s “Linear Borsuk–Ulam” Theorem [27, Theorem 2.4], or equivalently from Bárány’s colorful Carathéodory Theorem [2]. This establishes the existence of an orbit partition, while the optimality of Theorem 2.1 is proved in Section 2.4 via a standard degrees of freedom count.

2.1 Configuration space

Let $N \geq 1$. The $r$-fold join $\Delta^{sr}_{N-1}$ of the simplex $\Delta_{N-1}$ consists of the join $\sigma_1 \ast \cdots \ast \sigma_r$ of any $r$ faces $\sigma_1, \ldots, \sigma_r$ of $\Delta_{N-1}$ (including the possibility of empty faces), or in other words all formal sums of the form $\lambda_1 x_1 + \cdots + \lambda_r x_r$, where $x_j \in \sigma_j$ for all $1 \leq j \leq r$, $\sum_{j=1}^r \lambda_j = 1$, and $\lambda_j \geq 0$ for all $1 \leq j \leq r$. The deleted $r$-fold join

$$(\Delta_{N-1})^r_{\Delta} = \{ \lambda_1 x_1 + \cdots + \lambda_r x_r \in \sigma_1 \ast \cdots \ast \sigma_r \mid x_i \in \sigma_i \text{ and } \sigma_i \cap \sigma_j = \emptyset \text{ for all } i \neq j \}$$

is the subcomplex of $\Delta^{sr}_{N-1}$ consisting of all points from the joins of pairwise disjoint faces. Given a group $G$ of order $r$, we follow Sarkaria [27] and parametrize each $r$-tuple of disjoint faces by $G$ and denote the resulting complex by $(\Delta_{N-1})^r_{\Delta} G$. For convenience, we shall make a slight abuse of notation and denote each formal sum $\sum_{g \in G} \lambda_g x_g \in (\Delta_{N-1})^r_{\Delta} G$ by $\lambda x$.

We shall consider the right group action on $(\Delta_{N-1})^r_{\Delta} G$ induced by right multiplication in $G$. Thus $\lambda x \cdot h = \sum_{g \in G} \lambda_{gh} x_{gh}$ for each $\lambda x = \sum_{g \in G} \lambda_g x_g \in (\Delta_{N-1})^r_{\Delta} G$. This action is free because the faces are pairwise disjoint. Parametrizing $r$ disjoint copies of the vertex set $\{v_j\}_{j=1}^N$ of $\Delta_{N-1}$ by $G$, this simplicial complex can be identified with the $N$-fold join

$$(\Delta_{N-1})^r_{\Delta} G \equiv (\Delta_{N-1})^r_{\Delta} G$$

For this complex, we consider the left $G$-action given by $h \cdot \sum_{j=1}^N t_j v_j^{g_j} = \sum_{j=1}^N t_j v_j^{g_j h^{-1}}$ arising from right multiplication in $G$ by inverses. Again, this action is free. An equivariant isomorphism $\iota : (\Delta_{N-1})^r_{\Delta} G \cong (\Delta_{N-1})^r_{\Delta} G$ between the complexes is given by grouping, which, as in [22], has the following explicit description: For each $v = \sum_{j=1}^N t_j v_j^{g_j} \in G^* N$ and each $g \in G$, let

$$J_g(v) = \{ j \mid g_j = g \text{ and } t_j > 0 \}.$$ 

One then defines $\iota(v) = \sum_{g \in G} \lambda_g x_g$, where

$$\lambda_g = \sum_{j \in J_g(v)} t_j \text{ and } x_g = \sum_{j \in J_g(v)} \frac{t_j}{\lambda_g} v_j$$

if $J_g \neq \emptyset$, while one sets $\lambda_g(v) = 0$ otherwise. In particular, observe that $\iota(v_j^{g_j}) = v_j$, where $v_j$ occurs in the $g_j$th coordinate of the deleted join. As $g = g_j h^{-1}$ if and only if $g_j = gh$, it is easily verified that $\iota$ preserves the respective $G$-actions.
### Test space

For a finite group $G$, let $\mathbb{R}[G] = \{ \sum g \cdot v \mid g, v \in \mathbb{R} \}$ denote the right regular representation, that is, with left $G$-action arising from multiplication on the right by inverses. We let $\mathbb{R}^d[G]$ denote the $d$-fold sum of $\mathbb{R}[G]$ equipped with the diagonal action. For convenience, we denote each $(\sum_{g \in G} r_1^g, \ldots, \sum_{g \in G} r_d^g)$ in $\mathbb{R}^d[G]$ by $\sum_{g \in G} (r_1^g, \ldots, r_d^g) e_g$, so that

$$\mathbb{R}^d[G] = \left\{ \sum_g v_g e_g \mid v_g \in \mathbb{R}^d \right\}.$$  

As before, $h \cdot e_g = e_{gh^{-1}}$ for each $h, g \in G$, so that each $h \in G$ acts as a right permutation of elements of $\mathbb{R}^d[G]$, that is, $h \cdot \sum_g v_g e_g = \sum_g v_g^h e_g$.

Now let $\rho : G \to O(d)$ be any orthogonal representation. For notational purposes, we denote the representation space by $V$ and let $\cdot$ denote the resulting left action. In what follows, we will need to establish the dimension of a certain subrepresentation $W$ of $\mathbb{R}[G]$. To that end, define $V_\rho = \{ \sum_g (g \cdot v) e_g \mid v \in \mathbb{R}^d \}$ and let

$$W_\rho = \left\{ \sum_g w_g e_g \mid \sum_g g^{-1} \cdot w_g = 0 \right\}.$$  

**Proposition 2.2.** $V_\rho$ and $W_\rho$ are complementary subrepresentations of $\mathbb{R}^d[G]$. Moreover, $V_\rho \cong V$ and so $\dim W_\rho = d(|G| - 1)$.

**Proof.** Clearly, both $V_\rho$ and $W_\rho$ are linear subspaces of $\mathbb{R}^d[G]$. To see that they are subrepresentations, first consider $V_\rho$. For any $h \in G$, have $h \cdot \sum_g (g \cdot v)e_g = \sum_g (g \cdot v)e_{gh^{-1}} = \sum_g (gh \cdot v)e_g = \sum_g g \cdot (h \cdot v)e_g$. Thus $V_\rho$ is a subrepresentation of $\mathbb{R}^d[G]$ and in fact is isomorphic to $V$. As for $W_\rho$, we have $h \cdot \sum_g w_g e_g = \sum_g w_{gh} e_{gh^{-1}}$. Then $\sum_g g^{-1} \cdot w_{gh} = h \cdot \sum_g (gh)^{-1} \cdot w_{gh} = h \cdot \sum_g g^{-1} \cdot w_g = 0$, so again $W_\rho$ is a subrepresentation of $\mathbb{R}^d[G]$.

Now we show that $V_\rho$ and $W_\rho$ are complementary. First, note that $\sum_g (g \cdot v)e_g$ lies in $W_\rho$ if and only if $|G|v = 0$, so $V_\rho \cap W_\rho = \{0\}$. On the other hand, suppose $\sum_g v_g e_g \in \mathbb{R}^d[G]$. Letting $a = \frac{1}{|G|} \sum_g g^{-1} \cdot v_g$, we have that $b := \sum_g (g \cdot a) e_g$ lies in $V_\rho$. On the other hand, $\sum_g v_g e_g - b$ lies in $W_\rho$ because $\sum g^{-1} \cdot (v_g - g \cdot a) = \sum g^{-1} \cdot v_g - a = 0$. □

Let $V_0 = \{ \sum_{g \in G} v e_g \mid v \in \mathbb{R}^d \}$ denote the trivial representation inside $\mathbb{R}^d[G]$, and let

$$W_0 = \left\{ \sum_{g \in G} w_g e_g \mid \sum_g w_g = 0 \right\}$$

denote its complementary subrepresentation.

**Proposition 2.3.** Suppose that $V$ does not contain a trivial subrepresentation. Then:

(i) $V_0 \cap V_\rho = \{0\}$; and

(ii) $V' := V_0 + V_\rho$ and $W := W_0 \cap W_\rho$ are complementary subrepresentations of $\mathbb{R}^d[G]$. In particular, $\dim W = d(|G| - 2)$. 

Proof. To see (i), suppose that there exist $v_0$ and $v_1$ in $\mathbb{R}^d$ such that $g \cdot v_0 = v_1$ for all $g \in G$. Certainly, $v_1 = v_0$, and so $v_0$ is $G$-invariant. Thus $v_0 = 0$, since $V$ does not contain a trivial subrepresentation.

For (ii), we first show that the intersection of $V'$ and $W$ is trivial. Suppose that $v_0, v_1 \in V$ and let $w := \sum_g (v_0 + g \cdot v_1) e_g \in V'$. We have $\sum_g g^{-1} \cdot (v_0 + g \cdot v_1) = \sum_g g^{-1} \cdot v_0 + |G| v_1 = |G| v_1$ because $\sum_g g^{-1} \cdot v_0$ is $G$-invariant. Thus $v_0 = 0$, since $V$ does not contain a trivial subrepresentation. Similar reasoning shows that $\sum_g (v_0 + g \cdot v_1) = |G| v_0$, so that $v_0 = 0$ if $w \in W$. To conclude that $\mathbb{R}^d[G] = V' \oplus W$, we show that $\dim(V') + \dim W \geq d|G|$. But $\dim V' = 2d$, while $\dim W = \dim W_0 + \dim W_\rho - \dim(W_0 + W_\rho) \geq d(|G| - 1) + d(|G| - 1) - d|G| = d(|G| - 2)$ by Proposition 2.2.

\[ \square \]

2.3 Test map

As motivation for our test map, we first make a simple observation. Let $\rho : G \to O(d)$ be an orthogonal representation. Fixing an ordering of $G$, let $(\Delta_{N-1})^G_\Delta$ denote the $|G|$-fold deleted product of $\Delta_{N-1}$ consisting of all $|G|$-tuples $x = (x_g)_{g \in G}$ of points from $\Delta_{N-1}$ with pairwise disjoint support. For any $x \in (\Delta_{N-1})^G_\Delta$, we let

\[ c_\rho(x) = \frac{1}{|G|} \sum_{g \in G} g^{-1} \cdot f(x_g). \]

In particular, $c_\rho$ is simply the average

\[ c_0(x) = \frac{1}{|G|} \sum_{g \in G} f(x_g) \]

when $\rho$ is the trivial representation.

**Proposition 2.4.** Suppose that $\rho : G \to O(d)$ does not contain a trivial subrepresentation and let $f : \Delta_{N-1} \to \mathbb{R}^d$ be an affine map. If there exists some $(x_g)_{g \in G} \subset \Delta_{N-1}$ with pairwise disjoint support which satisfies Equation (2.1), then $a = c_0(x)$ and $u = c_\rho(x)$.

**Proof.** Assuming Equation (2.1) holds, we have $|G| c_0(x) = a |G| + \sum_{g \in G} g \cdot u$. The sum $\sum_{g \in G} g \cdot u = 0$ is $G$-invariant and $\rho$ does not contain a trivial subrepresentation, so $a = c_0(x)$. Likewise, we have $\sum_{g} g^{-1} \cdot f(x_g) = \sum_{g \in G} g^{-1} \cdot a + |G| u$. Again $\sum_{g \in G} g^{-1} \cdot a$ is $G$-invariant, so $u = c_\rho(x)$. \[ \square \]

Let $f : \Delta_{N-1} \to \mathbb{R}^d$ be an affine map and suppose that $\rho : G \to O(d)$ does not contain a trivial subrepresentation. For each $\lambda x = \sum_{g \in G} \lambda_g x_g \in (\Delta_{N-1})^G_\Delta$, we define

\[ c_\rho(\lambda x) = \frac{1}{|G|} \sum_{g \in G} \lambda_g g^{-1} \cdot f(x_g) \]  

and

\[ c_0(\lambda x) = \frac{1}{|G|} \sum_{g \in G} \lambda_g f(x_g). \]
Observe that the deleted product $(\Delta_{N-1})^{\times G}$ can be identified as the subcomplex of the deleted join $(\Delta_{N-1})^{\times G}$ consisting of all $\lambda x$ with $\lambda_g = \frac{1}{|G|}$ for all $g \in G$. In that case, we have $c_\rho(x) = |G|c_\rho(\lambda x)$ and $c_0(x) = |G|c_0(\lambda x)$ as well.

Define $F : (\Delta_{N-1})^{\times G} \to \mathbb{R}^d[G]$ by $F(\lambda x) = \sum_g F_g(\lambda x)e_g$, where

$$F_g(\lambda x) = \lambda_g f(x_g) - c_0(\lambda x) - g \cdot c_\rho(\lambda x).$$

It follows that $F(\lambda x \cdot h) = \sum_g F_g(h(\lambda x)e_g = \sum_g F_g(\lambda x)e_{gh^{-1}} = h \cdot F(\lambda x)$ for all $h \in G$, and therefore $F$ is equivariant with respect to the given group actions.

It is straightforward to show that image of $F$ actually lies in the representation $W = W_0 \cap W_\rho$ defined in Proposition 2.3. Namely, $\sum_{g \in G} g \cdot c_\rho(\lambda x) = 0$ because the sum is $G$-invariant, and hence $\sum_g F_g(\lambda x) = \sum_g \lambda_g f_g(x) - \sum_g c_0(\lambda x) - \sum_g g \cdot c_\rho(\lambda x) = |G|c_0(\lambda x) - |G|c_\rho(\lambda x) - 0 = 0$. Thus $F(\lambda x) \in W_0$. Likewise, $\sum_g g^{-1} \cdot F_g(\lambda x) = \sum_g \lambda_g g^{-1} \cdot f_g(x) - \sum_g g^{-1} \cdot c_0(\lambda x) - \sum_g g^{-1} \cdot c_\rho(\lambda x) = 0$ because $\sum_g g^{-1} \cdot c_0(\lambda x)$ is $G$-invariant. Thus $F(\lambda x) \in W_\rho$.

Finally, let $\mathbb{R}^\perp[G] = \{ \sum_{g \in G} r_g g \mid \sum_{g \in G} r_g = 0 \}$ denote the orthogonal complement of the right regular representation $\mathbb{R}[G]$. To preclude empty faces, we define $R : (\Delta_{N-1})^{\times G} \to \mathbb{R}[G]^\perp$ by

$$R(\lambda x) = \sum_{g \in G} \left( \lambda_g - \frac{1}{|G|} \right) g.$$ 

This map is also $G$-equivariant, so that

$$F \oplus R : (\Delta_{N-1})^{\times G} \to W \oplus \mathbb{R}^\perp[G]$$

is as well.

Crucially, any collection $(x_g)_{g \in G} \subset \Delta_{N-1}$ with pairwise disjoint support that satisfies Equation (2.1) is equivalent to a zero of $F \oplus R$. Instead, the vanishing of $F \oplus R$ means that $F_g(\lambda x) = 0$ and $\lambda_g = \frac{1}{|G|}$ for all $g \in G$, or equivalently that there exists some $x = (x_g)_{g \in G}$ in the deleted product $(\Delta_{N-1})^{\times G}$ such that $f(x_g) = c_0(x) + g \cdot c_\rho(x)$ for all $g \in G$. Conversely, any $x \in (\Delta_{N-1})^{\times G}$ satisfying Equation (2.1) corresponds to a zero of $F \oplus R$ by Proposition 2.4.

To show that $F \circ R$ must have a zero, let $\iota : G^\ast N \to (\Delta_{N-1})^{\times G}$ be the identification isomorphism above. A straightforward argument below will show that the composition

$$L := (F \oplus R) \circ \iota : G^\ast N \to W \oplus \mathbb{R}^\perp[G]$$

is affine, that is, that $L(\sum_{j=1}^N t_j v_{g_j}^{(j)}) = \sum_{j=1}^N t_j L(v_{g_j}^{(j)})$ for any $v = \sum_{j=1}^N t_j v_{g_j}^{(j)}$ in $G^\ast N$. Clearly, $L$ is $G$-equivariant with respect to the actions considered. The representation $W \oplus \mathbb{R}^\perp[G]$ does not contain a trivial subrepresentation, and has dimension $t(|G|, d) - d - 1$ by Proposition 2.3. Letting $N = t(|G|, d) - d$, the map $L$ is therefore guaranteed to have a zero by the following “Linear Borsuk–Ulam” Theorem [27, Theorem 2.4] of Sarkaria. This proves the existence of an orbit partition as claimed Theorem 2.1.

**Theorem 2.5.** Let $N \geq 1$ be an integer and let $U$ be a real $(N-1)$-dimensional linear representation of $G$ which does not contain a trivial subrepresentation. If $L : G^\ast N \to U$ is an affine $G$-equivariant map, then there exists some $v \in G^\ast N$ such that $L(v) = 0$. 


To prove that the mapping $L$ of Equation (2.3) is affine, we show that this is the case for both $F \circ t$ and $R \circ t$. The argument for the former was given in the proof of [22, Theorem 3.1]. For the latter, it suffices to prove that $F_1 \circ t$ and $F_2 \circ t$ are affine, where $F_1(\lambda x) = \sum_g \lambda_g f(x_g)e_g$ and $F_2(\lambda x) = \sum_g \lambda_g g^{-1} \cdot f(x_g)e_g$. We show the proof for $F_1$; the proof for $F_2$ is nearly identical. Consider $v = \sum_{g, j} t_{g, j} v_g \in G^N$. We have $(F_1 \circ t)(v) = f(v) e_g$, so $(F_1 \circ t)(v) = \sum_g \lambda_g \sum_{j=1}^N t_{g, j} f(v_j)e_g = \sum_{g, j} \lambda_g \sum_{j=1}^N t_{g, j} f(v_j)e_g = \sum_{g, j=1}^N t_{g, j} f(v_j)e_g$ because $f$ is affine.

### 2.4 Optimality

To complete the proof of Theorem 2.1, we show that an orbit partition fails for generic affine maps $f : \Delta^{N-1} \to \mathbb{R}^d$ if $N < t(|G|, d) - d$. This follows from a standard (co-)dimension counting argument.

Let $N = t(r, d) - d - 1$. Given any affine map $f : \Delta^{N-1} \to \mathbb{R}^d$, we have seen that the existence of some collection $(x_g)_{g \in G}$ from $\Delta^{N-1}$ with pairwise support which satisfies Equation (2.1) is equivalent to a zero of the map $L : G^N \to W \oplus \mathbb{R}^{|G|}$ of Equation (2.3). Let $\Sigma_{N-1} = \{ s = (s_1, ..., s_N) \in \mathbb{R}^N \mid \sum_{j=1}^N s_j = 1 \text{ and } s_j \geq 0 \text{ for all } j \}$ denote the standard $(N-1)$-simplex in $\mathbb{R}^N$.

If the images $f(v_j)$ of the vertices of $\Delta^{N-1}$ are generic, we show that any $v = \sum_{g, j} t_{g, j} v_g \in \Sigma_{N-1}$ satisfying $L(v) = 0$ forces $t = (t_1, ..., t_N)$ in $\Sigma_{N-1}$ to satisfy $N$ linearly independent conditions, a contradiction.

Consider $(g_1, ..., g_N) \in G^N$ for $v = \sum_{g, j} t_{g, j} v_g$ above. It follows that $J_g := \{ j \mid g_j = j \} \neq \emptyset$ for each $g \in G$. That $(R \circ t)(v) = 0$ means that $\sum_{g, j} t_j v_g \neq 0$ for all $g \in G$, thereby giving $(|G| - 1)$ linearly independent conditions on $t$. Second, $(F \circ t)(v) = 0$ means that $t$ is zero of each of the linear maps

$$M_g(s) = \sum_{g, j} s_j f(v_j) - \sum_{j=1}^N s_j f(v_j) - g \cdot \sum_{j=1}^N \frac{sg_j}{|G|} g^{-1} \cdot f(v_j)$$

defined on $\Sigma_{N-1}$. As $|G| \geq 3$, $N - 1 = (|G| - 2)(d + 1) > d$, and so for any particular $g \in G$ one has $d$ linearly independent conditions provided the $f(v_j)$ are chosen generically. On the other hand, the image of $M(s) = \sum_{g \in G} M_g(s)e_g$ lies in the subspace $W$ of $\mathbb{R}^d[G]$ of Proposition 2.3. For generic $f(v_j)$, it follows from Proposition 2.3 that $M(t) = 0$ determines $d(|G| - 2)$ linearly independent conditions. Moreover, these conditions are independent from those given by $(R \circ t)(v) = 0$, again provided the $f(v_j)$ are generic. One therefore has $N$ independent conditions on $t$ in total.

### 3 Genericity Conditions

We now show that the translated orbits $a + G \cdot u$ guaranteed by Theorem 2.1 satisfy two generic conditions (see, e.g., [15, Lemma 2.11] and [14, Lemma 4.2]), namely that $u$ has minimal stabilizer and that Aff$(G \cdot u)$ has maximum dimension.

**Lemma 3.1.** Let $G$ be a finite group of order $r \geq 3$ and let $\rho : G \to O(d)$ be an orthogonal representation which does not contain a trivial subrepresentation. Let $K = \ker \rho$ and let $m = \max \{ \dim \text{Aff}(G \cdot u) \mid u \in \mathbb{R}^d \}$. If $N = t(r, d) - d$, then the following is true for generic affine maps $f : \Delta^{N-1} \to \mathbb{R}^d$.
If \((x_g)_{g \in G}\) are points from \(\Delta_{N-1}\) with pairwise disjoint support that satisfy Equation (2.1), then (i) \(\text{Stab}(u) = K\) and (ii) \(\dim \text{Aff}(G \cdot u) = m\).

As with the proof of optimality in Theorem 2.1, Lemma 3.1 follows from a degrees of freedom argument. Note that (i) of Lemma 3.1 means that \(|G \cdot u| = |G|\) if the representation is faithful, so that each \(P(G; u, a) = \text{Conv}(a + G \cdot u)\) is a free orbit polytope. On the other hand, (ii) \(m = d\) if the representation is full-dimensional. Thus Theorem 2.1 together with Lemma 3.1 completes the proof of Theorem 1.2.

Proof of Lemma 3.1. Let \(f : \Delta_{N-1} \to \mathbb{R}^d\) be affine and let \(L : G^{*N} \to W \oplus \mathbb{R}^\perp\) be the associated map given by Equation (2.3). By Proposition 2.4, Equation (2.2), and the fact that \(f\) is affine, it follows that any \(u\) satisfying Equation (2.1) is of the form

\[
\sum_{j=1}^N t_j g_j^{-1} \cdot f(v_j),
\]

where \(v = \sum_{j=1}^N t_j v_j\) satisfies \(L(v) = 0\). If \(f\) is generic, we have seen in the proof of Lemma 3.1 that corresponding to this \((g_1, \ldots, g_N) \in G^{\times N}\) one has \((N - 1)\) linearly independent conditions on \(t = (t_1, \ldots, t_N)\) in \(\Sigma_{N-1}\).

For each \(s \in \Sigma_{N-1}\), let \(u(s) = \sum_{j=1}^N s_j g_j^{-1} \cdot f(v_j)\). For any \(h \in G \setminus K\), consider the linear map \(L_h(s) = u(s) - h \cdot u(s)\) defined on \(\Sigma_{N-1}\). If the \(g_j^{-1} \cdot f(v_j)\) are chosen to be in general position, then \(L_h\) is not the zero map because \(h\) is not in \(K\). Moreover, so long as the \(f(v_j)\) are generic, the condition that \(L_h(t) = 0\) is independent from those determined by \(L(v) = 0\). Thus \(u\) is not fixed by any \(h \in G \setminus K\), as otherwise \(t\) would satisfy \(N\) independent conditions.

For maximum dimensionality of \(\text{Aff}(G \cdot u)\), let \(m\) be as in the statement of Lemma 3.1. As in [14, Lemma 4.2], let \(|G| = r\), fix an ordering \(g_1, \ldots, g_r\) of \(G\), and consider the \((d + 1) \times r\) matrix

\[
A(s) = \left( \begin{array}{ccc}
g_1 \cdot u(s) & \cdots & g_r \cdot u(s) \\
1 & \cdots & 1
\end{array} \right)
\]

defined on \(\Sigma_{N-1}\). Each \(m \times m\) sub-determinant of \(A(s)\) determines a polynomial \(P(s)\). For generic \(f(v_j)\), each of these polynomials is non-zero and the condition that \(P(t) = 0\) is independent from the linear conditions determined by \(L(v) = 0\). Thus \(\dim \text{Aff}(G \cdot u) = m\), as otherwise \(P(t) = 0\) for each of these polynomials and so \(t\) would satisfy at least \(N\) independent conditions.

\[\square\]

3.1 Generic isometries

For the proof of Theorem 1.4 and the calculation of some of the isometry groups in Theorem 1.5, we will need to show that the orbit polytopes of Theorem 1.2 satisfy a minimal symmetry condition. To state this formally, we follow [14, 15], which introduced the notion of a generic linear symmetry group of a linear representation. An analogous group in the orthogonal setting was given in [13, Chapter 7].

Suppose that \(\rho : G \to O(d)\) is a full-dimensional orthogonal representation. By definition, the “generating set”

\[
\text{Gens}(G) := \{ u \in \mathbb{R}^d \mid \text{Aff}(G \cdot u) = \mathbb{R}^d \}
\]

is non-empty. Reasoning as in the proof of (ii) of Lemma 3.1, it can be shown that those \(u\) which do not lie in \(\text{Gens}(G)\) form a proper algebraic subset of \(\mathbb{R}^d\). In particular, \(\text{Gens}(G)\) is a dense open set [14, Corollary 4.5].
Let $S_G$ denote the set of all permutations of $G$. For any $u \in \mathbb{R}^d$, let

$$\text{OSym}(G, u) = \{ \pi \in S_G \mid \text{there exists some } A \in O(d) \text{ such that } A(g \cdot u) = \pi(g) \cdot u \text{ for all } g \in G \}.$$ 

If $u \in \text{Gens}(G)$, it is easily seen that any $A \in O(d)$ above is uniquely determined by the permutation $\pi$, and therefore $\text{OSym}(G, u)$ can be identified with the isometry group $\text{Iso}(P(G; u, a))$ of the orbit polytope. Note that for each $g \in G$, the permutation $\pi_g$ given by left multiplication by $g$ corresponds to $\rho_g$ under this identification. The generic isometry group is defined by

$$\text{OSym}(G) = \bigcap_{u \in \text{Gens}(G)} \text{OSym}(G, u).$$ 

For $u \in \text{Gens}(G)$, to say that $\text{OSym}(G, u) = \text{OSym}(G)$ therefore means that the $d$-dimensional orbit polytope $P(G; u, a)$ has minimal isometry group.

Considering the standard inner product on $\mathbb{R}^d$, an easy observation communicated to the authors by Frieder Ladisch shows that $\pi \in \text{OSym}(G, u)$ if and only if $u$ is a zero of the polynomial $P_{g, h}^\pi(u) = \langle g \cdot u, h \cdot u \rangle - \langle \pi(g) \cdot u, \pi(h) \cdot u \rangle$ for all distinct $g, h \in G$. If $\pi \in \text{OSym}(G)$, then each $P_{g, h}^\pi(u)$ vanishes on $\text{Gens}(G)$, a non-empty open set in $\mathbb{R}^d$. Therefore, $P_{g, h}^\pi(u)$ is the zero polynomial and $\text{OSym}(G) \leq \text{OSym}(G, u)$ for any $u \in \mathbb{R}^d$. If $\pi \in S_G \setminus \text{OSym}(G)$, on the other hand, by definition there is some $u \in \text{Gens}(G)$ with $\pi \notin \text{OSym}(G, u)$ and so at least one of the $P_{g, h}^\pi(u)$ is non-zero. In particular, the set of all $u \in \mathbb{R}^d$ with $\text{OSym}(G, u) > \text{OSym}(G)$ is a proper algebraic subset of $\mathbb{R}^d$.

**Lemma 3.2.** Let $G$ be a finite group of order $r \geq 3$, let $\rho : G \to O(d)$ be a faithful and full-dimensional representation, and let $N = t(r, d) - d$. Then the following holds for generic affine maps $f : \Delta_{N-1} \to \mathbb{R}^d$: If $\{x_g\}_{g \in G}$ are points from $\Delta_{N-1}$ with pairwise disjoint support that satisfy Equation (2.1), then $\text{OSym}(G, u) = \text{OSym}(G)$.

**Proof of Lemma 3.2.** For an affine map $f : \Delta_{N-1} \to \mathbb{R}^d$, again let $L : G^N \to W \oplus \mathbb{R}^I[G]$ be the linear map given by Equation (2.3) and consider $u = \sum_{j=1}^{N} t_j g_j^{-1} \cdot f(v_j)$ where $v = \sum_{j=1}^{N} t_j v_j$ satisfies $L(v) = 0$. As before, let $u(s) = \sum_{j=1}^{N} s_j g_j^{-1} \cdot f(v_j)$ for $s \in \Sigma_{N-1}$. For each $\pi \in S_G$ and any distinct $g, h \in G$, consider the polynomial $P_{g, h}^\pi(u(s)) = P_{g, h}^\pi(u(s))$. If the $g_j^{-1} \cdot f(v_j)$ are chosen to be in general position, then $P_{g, h}^\pi(u(s))$ is the zero polynomial exactly when $P_{g, h}^\pi(u)$ is. By the observations above, there is some $P_{g, h}^\pi$, which is not the zero polynomial precisely when $\pi \in S_G \setminus \text{OSym}(G)$. For such $P_{g, h}^\pi$ and generic $f(v_j)$, the condition determined by $P_{g, h}^\pi(t) = 0$ is independent from the linear conditions determined by $L(u) = 0$. Thus $\pi \notin \text{OSym}(G, u)$ for any $\pi \notin \text{OSym}(G)$, as otherwise $t \in \Sigma_{N-1}$ would satisfy $N$ independent conditions.

To prove Theorem 1.4, we now only need to appeal to a result of [14]. As there, we shall say that a faithful and full-dimensional representation $\rho : G \to O(d)$ is (orthogonally) **closed** if $\text{OSym}(G)$ consists only of those permutations determined by left multiplication in $G$. Thus a closed representation means precisely that $\text{Iso}(P(G; u, a)) = G$ whenever $u \in \text{Gens}(G)$.

By replacing orthogonal representations with arbitrary linear ones and the orthogonal group $O(d)$ with the general linear group $GL(\mathbb{R}^d)$, one has the groups $\text{LinSym}(G, u)$ and $\text{LinSym}(G)$ of
analogous to \( \text{OSym}(G, u) \) and \( \text{OSym}(G) \) above. One likewise has an analogous definition of linear closure. Theorem A of [14] shows that the inclusion representation \( G \hookrightarrow GL(\mathbb{R}^d) \) is linearly closed whenever \( G \leq GL(\mathbb{R}^d) \) is the affine symmetry group of a \( d \)-dimensional vertex transitive polytope. Of course, linear closure of an orthogonal representation implies orthogonal closure of the representation. Thus if \( G < O(d) \) is the isometry group of a vertex-transitive \( d \)-polytope, the inclusion representation is automatically (orthogonally) closed. The proof of Theorem 1.4 follows immediately.

**Proof of Theorem 1.4.** Let \( P(r, d) = \text{Conv}(a + G \cdot u) \) be the \( d \)-dimensional free orbit polytope guaranteed by Theorem 1.2. By Lemma 3.2, we have \( \text{OSym}(G, u) = \text{OSym}(G) \). As the inclusion representation \( G \hookrightarrow O(d) \) is closed, \( \text{OSym}(G) \) is given by left multiplication and therefore \( \text{Iso}(P(G; u, a)) = G \). \( \square \)

Another class of linearly closed representations \( \rho : G \rightarrow GL(\mathbb{R}^d) \) are those which are absolutely irreducible [14, Theorem 5.5], that is, irreducible when viewed as a representation over the complex numbers. In particular, any absolutely irreducible orthogonal representation \( \rho : G \rightarrow O(d) \) must be (orthogonally) closed. Any real irreducible representation is full-dimensional, and in fact \( \text{Gens}(G) = \mathbb{R}^d \setminus \{0\} \) because the linear subspace spanned by any orbit is a \( G \)-invariant. Note also that \( |G| \geq 3 \) for any (real) irreducible representation \( \rho : G \rightarrow O(d) \) if \( d \geq 2 \).

**Corollary 3.3.** Let \( d \geq 2 \) and let \( \rho : G \rightarrow O(d) \) be a faithful and absolutely irreducible representation of a finite group \( G \) of order \( r \). Then a generic set of \((r - 2)(d + 1) + 2\) points in \( \mathbb{R}^d \) can be \( P(r, d) \)-partitioned by a vertex-transitive polytope with \( \text{Iso}(P(r, d)) = G \).

4 | **EXAMPLES**

4.1 | **Finite subgroups of spheres**

Let \( F \) be either the field \( \mathbb{C} \) of complex numbers or the skew field \( \mathbb{H} \) of quaternions. The corresponding unit spheres \( S(F) \) from groups under \( F \)-multiplication. Left multiplication by any \( u \in S(F) \) defines an \( F \)-isometry, so that \( S(\mathbb{C}) = S^1 = U(1) \) and \( S(\mathbb{H}) = S^3 \) are the 1-dimensional unitary and symplectic groups, respectively.

For any finite subgroup \( G \) of \( S(F) \), left multiplication of \( F \) by \( G \) defines a faithful representation, and in fact \( \text{Stab}(u) \) is trivial for all non-zero \( u \in F \). The corresponding free orbit polytopes are the translates of \( \text{Conv}(G)u \) for any \( u \neq 0 \), or equivalently the translated and scaled \( F \)-unitary copies of \( \text{Conv}(G) \). We therefore expect the upper bound \( N_{P(G)} \leq (|G| - 2)(d + 1) + 2 \) given by Theorem 1.2 for \( P(G) = \text{Conv}(G) \) to exceed the exact value by \( \text{dim}(O(d)) - \text{dim} S(F) \). This will be confirmed below when \( F = \mathbb{C} \) (in which case the difference is zero) and is left as a conjecture when \( F = \mathbb{H} \) (in which case the difference is 3).

4.1.1 | **Regular polygons**

The non-trivial finite subgroups \( G < S^1 \) are precisely the cyclic groups \( \mathbb{Z}_r \) realized as the \( r \)th roots of unity. Letting \( \omega_r = e^{2\pi i / r} \) denote the standard \( r \)th root of unity, \( \mathbb{Z}_r \) is the vertex set \( \{\omega^k_r \mid 0 \leq k < r\} \) of the regular \( r \)-gon \( \text{Conv}(\mathbb{Z}_r) \) inscribed in the unit circle when \( r \geq 3 \). In particular, the inclusion
$\mathbb{Z}_r \hookrightarrow U(1) \cong SO(2)$ is full-dimensional when $r \geq 3$ (and in fact irreducible). Any regular $r$-gon in the plane is of the form $P(\mathbb{Z}_r; u, a)$ for some $u \neq 0$ and $a \in \mathbb{C}$, so Theorem 1.2 recovers Theorem 1.1 when $r \geq 3$.

### 4.1.2 Regular 4-polytopes

Proceeding analogously, we consider the finite subgroups of $S_3$. It is a classical fact that these are the binary dihedral groups $D^*_r$ for all $r \geq 2$ and the binary polyhedral groups $T^*, O^*, I^*$, the pullbacks under the canonical 2-fold covering homomorphism $\phi : SU(2) \to SO(3)$ of the Dihedral groups $D_r$ (viewing $D_2$ as $\mathbb{Z}_2 \times \mathbb{Z}_2$) and of the rotation groups $T, O$ and $I$ of the regular tetrahedron, octahedron, and icosahedron, respectively. Each inclusion $G \hookrightarrow Sp(1) \cong SU(2) \subset SO(4)$ is irreducible and so is in particular full-dimensional.

Viewing $\mathbb{Z}_r$ as the $r$th roots of unity in $\mathbb{C}$ as before, one has the explicit decomposition $D^*_r = \mathbb{Z}_{2r} \cup \mathbb{Z}_{2r}j \subset \mathbb{H}$. Thus Conv$(D^*_r) = P_{2r} \oplus P_{2r}j$ is the join of two congruent regular $2r$-gons lying in orthogonal planes in $\mathbb{R}^4$ which intersect at the origin. In particular, $D_4$ is the Quaternion group $Q_8 = \{\pm 1, \pm i, \pm j, \pm k\}$, and Conv$(Q_8)$ is the standard regular 4-dimensional cross-polytope. This gives part (a) of Theorem 1.3. When $r \geq 3$, the $P(D^*_r)$ are vertex and facet transitive “fusils” [21] with Iso$(P(D^*_r)) \cong D_{2r} \times D_{2r} \times \mathbb{Z}_2$, whose tetrahedral facets are composed of congruent isosceles triangle faces. For parts (b) and (c) of Theorem 1.3, we note that $T^*$ consists of the 24 units of the Hurwitz Quaternion ring, and these are the vertices of the standard regular 24–cell. Likewise, the 120 vertices of $I^*$ are the vertex set of a regular 600–cell (see, e.g., [11, Chapter 4]).

### 4.2 Coxeter permutahedra and alternahedra

Recall that a $d$-dimensional finite reflection group is a finite subgroup of $O(d)$ which is generated by reflections across linear hyperplanes. A finite reflection group is called irreducible if the inclusion representation is irreducible. The irreducible finite reflection groups are precisely the isometry groups of certain uniform polytopes, including those of all regular polytopes, while all other finite reflection groups are the products of these (see, e.g., [19, Chapter 2]).

It is easily seen that an orbit polytope $P(G; u, a)$ of a finite reflection group is free precisely when $u$ is not contained in any linear hyperplane determined by a reflection of $G$. The free orbit polytopes are commonly called Coxeter permutahedra, with the classical permutahedra (see, e.g., [30]) arising from the standard representation of the symmetric group. All Coxeter permutahedra for a given reflection group are combinatorially equivalent (see, e.g., [17, Proposition 2.1], which need not be true for free orbit polytopes of a given representation in general (see, e.g., [24]).

Owing to the classification of finite reflection groups, it follows quickly that Iso$(P(G; u, a)) = G$ for the the Coxeter permutahedra guaranteed by Theorem 1.2. For irreducible groups, this is an immediate consequence of Theorem 1.4. For a direct product $G = \prod_{j=1}^{k} G_j$ of irreducible $d_j$-dimensional reflection groups $G_j$, one has $P(G; u, a) = \prod_{j=1}^{k} P(G_j; u_j, a_j)$, for any $u = (u_1, \ldots, u_k) \in \bigoplus_{j=1}^{k} \mathbb{R}^{d_j} \setminus \{0\}$ and $a = (a_1, \ldots, a_k) \in \bigoplus_{j=1}^{k} \mathbb{R}^{d_j}$. If $u_j \neq 0$ for all $1 \leq j \leq k$, then each $P(G_j; u_j, a_j)$ is full dimensional and so is $P(G; u, a)$. On the other hand, Iso$(P(G; u, a)) = \prod_{j=1}^{k} Iso(P(G; u_j, a_j)) = \prod_{j=1}^{k} G_j = G$ for a generic choice of $u$. Thus the result again follows from Theorem 1.4.
Corollary 4.1. Let $d \geq 2$, let $G < O(d)$ be a finite reflection group, and let $r = |G|$. Then a generic set of $(r - 2)(d + 1) + 2$ points in $\mathbb{R}^d$ can be $P(r, d)$-partitioned by a Coxeter permutahedra with isometry group $G$.

For irreducible $d$-dimensional reflection groups, we note that the isometry group of any Coxeter permutahedra of Corollary 4.1 is precisely $G$ so long as $d \geq 3$ and $G$ is neither (1) the isometry group $S_d$ of the $(d - 1)$-simplex nor (2) one of the exceptional groups $F_4$ or $E_6$ [21, Chapter 11.6].

Given a finite reflection group $G$, we also consider its index two rotational subgroup $G^+$, whose corresponding free orbit polytopes we shall call Coxeter alternahedra (see [9] for when $G = S_n$ is the symmetric group). Provided one takes $u \in \mathbb{R}^d \setminus \{0\}$ to be trivially stabilized by the full reflection group $G$, the resulting alternahedron is obtained by “alternation” [8, Chapter 8.6] of the Coxeter permutahedron, that is, by taking the convex hull of those vertices lying on the permutahedron which are indexed by the subgroup $G^+$. An easy adaption of the proof of Lemma 3.1 shows that one can ensure that $u$ has trivial stabilizer with respect to all the full group $G$ and not just $G^+$, so that the alternahedra guaranteed by Theorem 1.2 are always alternated permutahedra.

The isometry groups in (f)–(h) of Theorem 1.5 are given by the following proposition:

Proposition 4.2. Let $d \geq 3$, let $G^+ < SO(d)$ be the rotational subgroup of an irreducible finite reflection group $G < O(d)$, and let $r = |G^+|$. Then a generic set of $(r - 2)(d + 1) + 2$ points in $\mathbb{R}^d$ can be $P(r, d)$-partitioned by a Coxeter alternahedra with isometry group $G^+$.

We note that Proposition 4.2 is false when $d = 2$, as follows by considering the Dihedral group $D_r$ when $r \geq 3$, in which case $D^+_r = \mathbb{Z}_r$ and the corresponding alternahedra are regular $r$-gons.

Proof of Proposition 4.2. Let $\rho : G \hookrightarrow O(d)$ be the inclusion and let $\rho^+ : G^+ \hookrightarrow SO(d)$ be its restriction to $G^+$. We show that $\rho^+$ is absolutely irreducible and appeal to Proposition 3.3. The proof is a basic character theory argument along the lines of [16, Proposition 5.1].

Viewing $\rho$ and $\rho^+$ as complex representations, denote their characters by $\chi$ and $\chi^+$, respectively. As shown in [12], $\rho$ is in fact complex irreducible, so that $\langle \chi, \chi \rangle = |G|$. Thus $2|G^+| = \langle \chi^+, \chi^+ \rangle = \sum_{g \in G^+} |\chi^+(g)|^2 = \sum_{r \in G^+} |\chi^+(r)|^2 + \sum_{s \notin G^+} |\chi(s)|^2$. Expressing $\chi^+ = \sum_{k=1}^d c_k \chi_k^+$ as the sum of its irreducible characters, linearity and orthogonality of characters gives $\sum_{r \in G^+} |\chi^+(r)|^2 = \langle \chi^+, \chi^+ \rangle = (\sum_{k=1}^d d_k^2)|G^+|$. Thus we either have $\langle \chi^+, \chi^+ \rangle = |G^+|$, in which case $\rho^+$ is complex irreducible, or else that $\langle \chi^+, \chi^+ \rangle = 2|G^+|$, in which case $\chi(s) = 0$ for each reflection $s \in G \setminus G^+$. As $d \geq 3$ and $\chi(s) = d - 2$ for any reflection, we conclude that $\rho^+$ is complex irreducible. □

4.3 | Polyhedral examples

We now consider the polyhedral partitions of Theorem 1.5.

4.3.1 | Regular prisms and antiprisms

For part (a), let $n \geq 3$ and let $\rho : \mathbb{Z}_n \oplus \mathbb{Z}_2 \rightarrow O(3)$ be the product of the inclusions $\mathbb{Z}_n \hookrightarrow U(1) \cong SO(2)$ and $\mathbb{Z}_2 = \{ \pm 1 \} = O(1)$. For $u = (u_1, u_2)$ and $a = (a_1, a_2) \in \mathbb{C} \times \mathbb{R}$, the orbit polytope $P(\mathbb{Z}_n \oplus \mathbb{Z}_2; u, a)$ is free provided $u_1, u_2 \neq 0$, in which case $P(\mathbb{Z}_n \oplus \mathbb{Z}_2; u, a) = P(\mathbb{Z}_n; u_1, a_1) \times P(\mathbb{Z}_2; u_2, a_2)$.
is a right (not necessarily uniform) regular prism $Pr(n)$ with regular $n$-gon base. This is a special case of the “multiprism” partitions of [22, Theorem 1.3].

For part (b), let $n \geq 2$ and let $\rho : \mathbb{Z}_{2n} \to O(3)$ be the sum of inclusion representation $\mathbb{Z}_{2n} \hookrightarrow U(1)$ and the representation $\chi : \mathbb{Z}_{2n} \to O(1)$ defined by $\chi(\omega^k) = (-1)^k$ for all $0 \leq k < 2n$. As before, one has a free orbit polytope provided each $u_i$ of $u = (u_1, u_2) \in \mathbb{C} \times \mathbb{R}$ is non-zero. For $n \geq 3$, the translation of an orbit $\mathbb{Z}_{2n} \cdot u$ consists of the vertices of a regular $n$-gon and those of a $\pi/n$-rotated copy of this $n$-gon lying directly above it in a parallel plane. The convex hull is thus a right regular antiprism $APr(n)$, whose faces consist of the two congruent regular $n$-gons and $2n$ congruent isosceles triangles. In particular, $APr(3)$ is an octahedron. When $n = 2$, the regular $n$-gons degenerate to perpendicular congruent edges, so that $APr(2)$ is a tetrahedron with congruent isosceles triangle faces.

The regular $n$-gon bases for $Pr(n)$ and $APr(n)$ guaranteed by Theorem 1.2 are precisely those which are parallel to the coordinate plane $\mathbb{R}^2 \times 0$, in which case the upper bounds given in parts (a) and (b) of Theorem 1.5 are tight. As there are $\mathbb{RP}^2$ choices of linear planes in $\mathbb{R}^3$, we therefore expect the upper bounds given there to exceed the true value by 2. Owing to the single extra condition on edge length, we conjecture that $N_{Pr(n)} = N_{Ar(n)} = 8n - 7$ for uniform prisms and antiprisms.

4.3.2 Omnitruncated and snub polyhedra

The polyhedra of parts (c)–(h) of Theorem 1.5 are the Coxeter permutahedra and their alternahedra arising from the irreducible 3-dimensional finite reflection groups. These are the isometry groups $T$, $O$, and $I$ of the Platonic solids, with orders 24, 48, and 120, respectively. The resulting permutahedra are the (not necessarily uniformly) omnitruncated polyhedra [20] — the truncated icosahedron $tO$, truncated cuboctahedron $tCO$, and truncated icosidodecahedron $tID$, respectively (see, e.g., [17, Example 2.7]). To describe their faces, we note that all $d$-dimensional Coxeter permutahedra are $d$-simple [17, Theorem 2.3] and that each $j$-face is itself a $j$-dimensional Coxeter permutahedra [17, Proposition 2.1]. The 2-dimensional finite reflection groups are precisely the Dihedral groups $D_r$, $r \geq 2$ (where again we view $D_2$ as $\mathbb{Z}_2 \times \mathbb{Z}_2$), and it is easily seen that the Coxeter permutahedra for these groups are equiangular $2r$-gons with alternating congruent edges. The facets for parts (c)–(e) are therefore as follows: a single set of congruent rectangles and two sets of congruent hexagons for $tO$; a set each of congruent rectangles, hexagons, and octagons for $tCO$; and a set each of congruent rectangles, hexagons, and decagons for $tID$. Alternation of these permutahedra gives the (chiral) snub polyhedra: the icosahedron $sT$ realized as a snub tetrahedron, the snub cube $sC$, and the snub dodecahedron $sD$, respectively, whose faces can be described as follows: in addition to a single class of congruent triangles, one has two sets of congruent equilateral triangles for $sT$; a set of congruent equilateral triangles and a set of congruent squares for $sC$; and a set of congruent equilateral triangles and a set of congruent regular pentagons for $sI$.

Considering conjugation of the above groups by orthogonal matrices, we expect the estimates of parts (c)–(h) of Theorem 1.5 to exceed the exact value by $\dim(O(3)) = 3$ in each case. As there are three distinct edge lengths, two additional conditions are required to ensure uniform polyhedra, and so we again expect the exact values in the uniform setting to be one fewer than the upper bounds given by Theorem 1.5.
4.4 | Non-faithful representations

As an example of Theorem 2.1 in the non-faithful setting, we provide a generalization of Theorem 1.1 with intersecting convex hulls. For partitions with a somewhat similar spirit, see [28].

**Theorem 4.3.** Let \( r = r_1r_2 \), where \( r_1 \geq 3 \) and \( r_2 \geq 1 \). Then a generic set of \( 3r - 4 \) points in \( \mathbb{R}^2 \) can be partitioned into a collection of \( r \) subsets \( \{A^j_i\}_{1 \leq i \leq r_1, 1 \leq j \leq r_2} \) such that:

(a) \( I_i : = \cap_{j=1}^{r_2} \text{Conv}(A^j_i) \neq \emptyset \) for all \( 1 \leq i \leq r_1 \); and

(b) there exist points \( x_1 \in I_1, \ldots, x_{r_1} \in I_{r_1} \) so that \( \{x_1, \ldots, x_{r_1}\} \) is the vertex set of a regular \( r_1 \)-gon.

Moreover, such a partition fails for a generic set of \( N < 3r - 4 \) points.

For instance, a generic set of 32 points in the plane can be partitioned into 12 subsets whose convex hulls intersect in 4 groups of 3, and there are four points, one from each intersection, which are the vertices a square. One may also divide the set into 12 subsets whose convex hulls intersect in 3 groups of 4 so that there are 3 points, one from each intersection, which are the vertices of an equilateral triangle.

**Proof of Theorem 4.3.** Consider the representation \( \rho : \mathbb{Z}_r \to U(1) \) given by \( \rho(\omega^k) = \omega^{kr_2} = \omega^{kr} \). Stated in terms of affine mappings \( f : \Delta_{N-1} \to \mathbb{C} \), the existence of a partition satisfying (a) and (b) of Theorem 4.3 is equivalent to the existence of a collection of points \( \{x_k\}_{k \in \mathbb{Z}_r} \) from the simplex with pairwise disjoint support and points \( a \) and \( u \neq 0 \) in the plane for which \( f(x_k) = a + \omega^k \cdot u \) for all \( k \in \mathbb{Z}_r \). Thus we are finished by Theorem 2.1 and Lemma 3.1. \( \square \)

4.5 | A conjecture for vertex transitive polytopes

We conclude with a conjecture. While we have exclusively considered free orbit polytopes, any vertex-transitive polytope is an orbit polytope given by its isometry group. We expect the upper bound for free orbit polytopes arising from Theorem 1.2 to carry over to the non-free setting.

**Conjecture 1.** \( N_{P(r, d)} \leq t(r, d) - d \) for any vertex-transitive \( d \)-polytope \( P(r, d) \) on \( r \) vertices.
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