Quantum billiards in optical lattices
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Abstract – We study finite two-dimensional spin lattices with definite geometry (spin billiards) demonstrating the display of collective integrable or chaotic dynamics depending on their shape. We show that such systems can be quantum simulated by ultra-cold atoms in optical lattices and discuss how to identify their dynamical features in a realistic experimental setup. Possible applications are the simulation of quantum information tasks in mesoscopic devices.
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During the last decades, billiards have been the testbed of classical and quantum chaos [1,2] due to their simplicity united to the richness of their displayed dynamics [3]. Theoretical evidences of the quantum manifestation of chaos in billiards were first confirmed experimentally in the spectral statistic of microwave resonators [4], quasi–two-dimensional superconducting resonators [5], and atom-optic billiards [6]. A very important step forward in the field occurred when it was realized that the properties of mesoscopic systems could be very sensitive, under appropriate circumstances, to the integrability properties of the underlying classical model [7]. We recall, as an example, the study of conductance fluctuations in quantum dots [8]. More generally, quantum billiards have shown to determine the dynamical properties of charge [9], spin [10] and entanglement [11] in nanostructures. The physics associated to quantum billiards has been shown very recently to be relevant in the study of graphene [12].

The ongoing interest in the study of quantum chaos stimulates the search for new physical systems where it is possible to experimentally study complex dynamical behaviour. We propose to realize quantum billiards using optical lattices, which have been proved to be an excellent arena to study quantum many-body systems [13].

Fundamental to our proposal is that optical lattices can operate as universal simulators [14], i.e., by means of an appropriate dynamical control it is possible to reproduce the dynamics of any given spin Hamiltonian. Moreover, by means of the modelling of the form of the external trap it is possible to effectively define finite-size lattices. The class of billiards defined in this work are finite two-dimensional optical lattices of given geometry, where collective excitations propagate and interfere as they back-reflect against the geometrical boundaries of the lattice. We therefore talk about spin billiards. This class shows a rich set of possible configurations, serving as a model system for different implementations: Depending on the system size, boundary conditions, lattice coordination number, and interaction Hamiltonian between the spins, one can either recover the known results on quantum billiards or model new physical systems showing original features. For example, one could reproduce in a different experimental setup the known results obtained with atom-optic billiards or simulate condensed-matter systems in a controlled setup with controllable interactions between particles. Here, to present the idea in a simple case naturally arising in this setup, we will focus on studying the dynamical properties of collective excitations in a regime equivalent to a single particle in billiards with discrete-space-structure effects. In the realm of cold atomic gases the distinction between regular and chaotic dynamics will appear in the momentum distribution of the atoms or in the fluorescence signal. In conclusion we show that present-day technology permits the simulation of the spin billiards introduced here.

Optical lattices offer unique possibilities to simulate chaotic or integrable dynamics in a controlled way. The possibility to study billiards in this context gives a brand
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new perspective to a classic, and well studied, problem; numerous new questions can be addressed. On the one hand it is possible to explore the transition to chaos in a number of different spin Hamiltonians depending on its symmetries. On the other hand it is essential to understand the realization of the billiard, the measurement of relevant quantities and the sources of imperfections that may mask the physics we want to describe. We decide to first address this last topics. To this end we consider a model Hamiltonian which can be mapped on that of a particle hopping on a finite lattice (the billiard). We will use the language of spin as it is natural in this case and it applies also to those Hamiltonians where the mapping to a tight-binding model does not apply.

The model. – We consider a two-dimensional 1/2-spin lattice with nearest-neighbor XX interaction in a transverse magnetic field. The Hamiltonian reads

\[ H = \lambda \sum_{(m,m')} (\sigma_x^m \sigma_x^{m'} + \sigma_y^m \sigma_y^{m'}) + \sum_m \sigma_z^m, \]  

where \( \sigma^m_\alpha \) are the Pauli matrices, \( m = (m_x,m_y) \) is the composed index of the two-dimensional qubits coding \( \{m_x,m_y\} \), and the sum \( (m,m') \) runs over nearest-neighbor spins on a square lattice with coordination number four (except at the boundaries) and free boundary conditions. We set \( \lambda = 1 \) and \( \hbar = 1 \). As \( H \) commutes with the total magnetization, we restrict to the subspace with total magnetization equal to one (in this particular sector a mapping onto the single-particle problem applies). The discrete space structure is a key feature of optical lattices, we therefore need to re-discuss the effect of different billiard shapes on the dynamics. The first billiard under consideration is rectangular (billiard R, fig. 1, left). We simulate the time evolution of a wave function initially peaked in an angle (single spin flipped, see fig. 1(A)). This situation can be realized by starting from a Mott insulator state with unit occupancy in a two-dimensional optical lattice [15]. Two atomic hyperfine levels serve as the two pseudo-spin states, and all atoms can be prepared in one of the two by optical pumping. Thus, the moving wave function is a pseudo-spin wave whose propagation is supported by the presence of atoms. To create the billiard walls, a laser can then be used to excite atoms from specific lattice sites to untrapped (continuum) states, removing them from the lattice and thus creating an effective hard wall where the pseudo-spin wave cannot penetrate. The laser focus can be swept all along the border of a pre-defined region, leaving a regularly filled lattice of uniformly polarized atoms corresponding to the chosen billiard shape. We stress the fact that the atoms are frozen in their lattice sites as the system is in the Mott regime (no tunneling), thus the billiard shape is fixed by the initial construction. At this point a Raman \( \pi \)-pulse can be used to flip the state of one atom at one of the billiard’s vertices. The main issue here is individual atom addressing, that has been recently demonstrated [16].

The simulation of the propagation of the resulting spin wave can then take place following a stroboscopic procedure based on lattice-driven state-dependent collisions between neighboring atoms [14,17]. Billiard S (fig. 1, right) is a quarter of a Bunimovich stadium and the initial condition is, as before, localized at a boundary angle (see fig. 1(B)). In both cases, the initial condition reads

\[ |\psi_{t=0}\rangle \equiv S^m_{-1} |0\rangle, \]  

demonstrated [16]. The simulation of the propagation of the resulting spin wave can then take place following a stroboscopic procedure based on lattice-driven state-dependent collisions between neighboring atoms [14,17].

Fig. 1: (Color online) Snapshots of the time evolution of the density of excitation (pseudo-spin up) \(|\psi|\) in the rectangular billiard (left) and stadium billiard (right), for \( t = 0^+ \) (uppermost figures), \( t \geq T_L/2 \) (middle) and \( t = 10T_L \) (bottom). The color code goes from black (zero) to blue and red with increasing probability.

where the state \( |0\rangle \) is the all down pseudo-spins state and the operator \( S^m_\alpha \) flips a pseudo-spin at site \( m \). Note that our analysis applies also to four-fold symmetric billiards, the symmetry axis of which passes through the site of the initial excitation. Our choice allows us to study the time evolution of an excitation neglecting the effects of central and axial symmetries. The initial condition (2) is such that the dynamics will be influenced also by very high energy levels, i.e., the dynamics is very far from being composed only by the low-lying excitations. On the contrary, in the continuum limit and starting with a different initial condition as, e.g., a Gaussian packet, one would recover the usual physics of electronic billiards or of atoms in optical billiards. Using the lattice on one hand leads to a discretization of the space, altering the geometric nature of curved edges (see figs. 1(B), (D), (F)); on the other hand, through the stroboscopic nature of the dynamic simulation it allows to “freeze” the system at a
very well defined point in its time evolution for the purpose of state detection. The billiard dynamics is characterized by two time scales $T_L$ and $T_\lambda$: the first one is related to the characteristic length of the billiards $L$ ($\sim$30 sites in our simulations), corresponding to the time needed for the first revival of excitations; the second timescale is given by the time needed to perform a swap between two neighboring spins, related to the inter-site coupling strength $T_\lambda = \pi/(4\lambda)$. The relation of the two timescales is $T_L \propto 2LT_\lambda$. Figures 1(C–F) depict snapshots of the site excitation amplitude after time evolution at two different final times $t_f$ for billiards R and S: for $t_f \gtrsim T_L/2$ the effect of different boundary shapes is already visible (figs. 1(C) and (D)). For longer times, $t_f \gg T_L$ the collective excitations spread all over the billiards, showing irregular profiles with no distinguishable features at first sight (figs. 1(E) and (F)). However, for $t_f \propto nT_L$ ($n \in \mathbb{N}$), a large revival at the initial site is still visible for the rectangular billiard resulting from constructive interference, while this is no longer possible for the stadium billiard. These are the first signatures resembling chaotic and integrable dynamics in billiards realized in optical lattices. In the following we demonstrate that this is indeed the case and that its characteristic features can be detected and quantified experimentally.

We first check the level spacing statistics (LSS) for the two billiards R and S. We computed the LSS considering all eigenvalues of the Hamiltonian (1) in the sector with magnetization one with the two boundary conditions defining the billiards R and S. Following Bohigas’ conjecture we expect billiard R to show Poisson LSS, while billiard S should present something different due to the effect of level repulsion. Indeed, as shown in fig. 2, we find that billiard R displays a well defined Poisson LSS (red squares). For billiard S, instead, we find a Semi-Poisson LSS typical of semi-integrable systems (also appearing in the Anderson metal-insulator transition) [18]. The complete onset of chaos and the appearance of a Wigner-Dyson distribution is probably prevented due to the significant role still played by periodic orbits or because chaotic billiards whose boundaries are composed of straight lines can behave as pseudointegrable systems as shown in [19]. A better convergence to the expected theoretical distributions can be obtained by considering defects, i.e., empty sites (see below). This allows a better statistics by averaging over $N_R$ different configurations of defect probabilities ($P_D = 5 \cdot 10^{-3}$, $\epsilon = 10^{-5}$, $N_R = 10$). Panels (C) and (D) report the CFG with $n = 3$ for the same parameters values. Inset: magnification for small times of the bigger figure.

The striking differences in the LSS discussed above are reflected in other features of the spin-billiard dynamics that can be measured experimentally, as we show hereafter. We consider in particular the momentum distribution and the fluorescence signal, as used for instance to detect single ions [20]. After its introduction by Peres [21], the survival probability or fidelity $F$

$$F(t) = \langle |\psi_{t=0}|\psi_t\rangle^2,$$

has been very useful to characterize the transition to chaos [22]. Like above for the initialization phase, here the main issue, due to the lattice spacing coinciding with optical wavelengths, is single-atom spatial resolution. Therefore, subwavelength quantum optical control techniques [16,23] need to be employed also at this stage of the experiment. In fig. 3(A) we show the fidelity decay in the rectangular (black) and stadium (red) billiards for different disorder settings (see below) together with their corresponding auto-correlation functions (fig. 3(B)). In spite of
Fig. 4: (Color online) 2D FT of the wave function \( F(\omega_x, \omega_y) \) for the rectangular (left) and stadium (right) billiards at time 
\( t_f = 10T_L \) for \( P_D = \epsilon = 0 \) (A), (B); \( P_D = 5 \times 10^{-3}, \epsilon = 10^{-5}, N_R = 10 \) (C), (D); and \( P_D = 10^{-2}, \epsilon = 10^{-5}, N_R = 10 \) (E), (F). The color code is the same of fig. 1.

We can model these errors via the presence of defects or “holes” in the spin billiard (missing atom in an optical lattice site) and errors in the gates performed to simulate the dynamics. The Hamiltonian (1) is then replaced by

\[
\mathcal{H}_1 = \lambda \sum_{(m,m')} \langle \sigma_x^m \sigma_x^{m'} + \sigma_y^m \sigma_y^{m'} \rangle + \sum_m \epsilon(t)(m_x + m_y)\sigma_z^m, \tag{5}
\]

where the prime symbol on both sums denotes taking into account the presence of defects and \( \epsilon(t) \) fluctuates in \([0, \epsilon]\) with flat distribution. We repeat the previous analysis accounting for experimental errors with typical values \( P_D = 5 \times 10^{-3} \) and \( \epsilon = 10^{-5} \) averaging over \( N_R \) different configurations [25]. Figure 3 shows the fidelity \( F \) and the auto-correlation as a function of time \( R \) and \( S \) billiards in presence of experimental errors. Clear signatures are found again also in the momentum distribution (fig. 4, lower panels): The structures in the frequency domain lasts for very long times in the integrable billiard (even if slightly blurred) while they disappear in the chaotic case.

Finally, we would like to highlight the possible developments along the lines presented here: the study and simulation of weak localization, quantum hall effect, disorder effects, quantum information protocols, entanglement dynamics, and the role of different Hamiltonian and/or
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