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Importance of Feedback and Feedforward Loops to Adaptive Immune Response Modeling
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The human adaptive immune system is a very complex network of different types of cells, cytokines, and signaling molecules. This complex network makes it difficult to understand the system level regulations. To properly explain the immune system, it is necessary to explicitly investigate the presence of different feedback and feedforward loops (FFLs) and their crosstalks. Considering that these loops increase the complexity of the system, the mathematical modeling has been proved to be an important tool to explain such complex biological systems. This review focuses on these regulatory loops and discusses their importance on systems modeling of the immune system.
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Drug-induced immunogenicity results from engagement with both innate and adaptive immune system responses. Although the innate immune response is a nonspecific first line of defense, the adaptive response is more antigen-specific and develops later. The adaptive immune system is a complex system involving different immune cells, signaling molecules and cytokines, however, the importance of different feedback and feedforward loops (FFLs) and the underlying crosstalks are often overlooked. In particular, negative feedback loops are very important in regulating the response that determines immunity vs. tolerance. Positive feedbacks bolster the influence of input signal, and FFLs may lead to a biphasic or ultrasensitive response. Considerations of these loops are also very important in terms of mathematical modeling for a mechanistic understanding of the system. Mathematical modeling has been proved to be an important tool to explain complex system behavior containing interconnected feedback-FFLs in other cellular systems and signaling networks. This review focuses on this under-investigated area and provides new insights into the current understanding of the cellular and molecular mechanisms associated with feedback-feedforward regulation and how these interconnected loops give rise to complex immune system behavior.

IMMUNE SYSTEM AND ITS COMPLEXITY

The study of immune systems dates back centuries. Contemporary immunology uses advanced experimental and analytical techniques to research the mechanisms by which the complex interaction of different cell types and vast array of signaling molecules and cytokines are regulated to produce effective immune responses. When the immune system encounters a foreign molecule, it activates innate and adaptive immune pathways to take necessary measures to eliminate the foreign element. Once this has been achieved, the immune response needs to be attenuated or switched off to maintain homeostasis. Immune response is partly regulated through the natural death of immune cells, but one of the dominant regulatory mechanisms that is often less scrutinized is the presence of feedback and FFLs. Feedback and FFLs have been shown to play a crucial role in shaping response-adaptation in several cellular systems and signaling pathways, such as MEK/ERK, Akt/mTOR, JAK/STAT, and other kinase cascades. They have also been shown to control the cell fate during early development. The importance of positive and negative feedback loops in intracellular T cell signaling is discussed previously and shows how foreign vs. self-antigens are discriminated by activation of different intracellular feedback loops. However, a clear description of such loops in the adaptive immune system in combined cellular and molecular level is lacking.

Simplified models of tumor immune response considering important regulatory motifs, such as negative feedback and incoherent FFLs, show the models could successfully predict the tumor growth kinetics. In general, a biological system with a negative or positive feedback can be depicted, as in Figure 1a, in which the input signal X activates A, A activates B, and, finally, B regulates A via a feedback. Figure 1b shows the response kinetics for three different cases: no feedback, positive feedback, and negative feedback. The presence of a negative feedback produces a pulsatile response in A, which is not observed in the cases of no feedback and positive feedback. A negative feedback can speed up the response and can cause overshoot whereas a positive feedback can slow down the response. A complex scenario arises when there is a presence of coupled feedback loops. Kinetics in the presence of FFLs can also be drawn in a similar manner. Figure 1c, in which input signal X activates A, A activates B, and an activation or inhibition control of B from X in coherent or incoherent FFL, respectively. FFLs can be generated with different
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By comparison, the immune system involves complex interactions between immune cells and cytokines, and includes several different feedback and FFLs. The immunogenic vs. tolerogenic response of the immune system may depend on the complex interplay of these activating and inhibitory loops. This review focuses on the intercellular interactions and the associated positive and negative feedback in the adaptive immune system. An overview of these connections, derived by considering evidence from both human and mouse immunology, is depicted in Figure 2 and described in detail in the following sections. Identification of these regulatory loops will help better understand the immune system and will also facilitate improved mathematical modeling of the immune system to biotherapeutics.

**Dendritic cell activation**
The adaptive immune system is activated when exposed to foreign elements, such as pathogens, vaccines, biological drugs (antibodies, Fc fusion proteins), or peptide sequences. In peripheral tissue, toll-like receptors (TLRs), Fc receptors on dendritic cells (DCs) recognize these foreign elements or antigens (Ags) and internalize them via endocytosis. The internalized Ags are then processed by the cell's internal machinery (protease enzymes, such as cathepsins) to generate small peptides. These peptides then bind to the major histocompatibility complex (MHC)-II molecules and are presented on the surface of DCs. There is also evidence showing MHC-II binding and processing of Ag may occur simultaneously. The expression of MHC-II and other costimulatory molecules increases with Ag exposure to DCs. TLR ligands, such as lipopolysaccharides, act as maturation signals for the DCs. The detail on the mechanism of recognizing and presenting self vs. non-self Ags is beyond the scope of this review and the reader is referred to refs. 23–25.

**T cell activation**
Dendritic cells present the peptide-MHC-II complex on their surface to the T cells. The complex binds to and activates the T cell receptor (TCR). Although TCR activation is not sufficient to fully activate T cells, it provides specificity to the immune response. Full activation of T cells require a secondary costimulatory signal from DCs. DCs express several costimulatory signalling molecules on their surface, such as CD80/86 (B7-1/2), CD40, ICOSL, and OX40L that

---

**Figure 1** (a) Feedback loops in a biological system. The canonical pathway is $X \rightarrow A \rightarrow B$, positive feedback (green) has activating contribution from $B \rightarrow A$ and negative feedback (red) has inhibitory contribution from $B \rightarrow A$. (b) Response kinetics of $A$ to a step function in signal $X$ in systems with and without feedback loops (FFLs). (c) Coherent vs. incoherent FFLs. For coherent FFLs, along with the canonical $X \rightarrow A \rightarrow B$ pathway, there is a direct activating signal from $X \rightarrow B$, whereas for incoherent FFL there is a direct inhibitory signal from $X \rightarrow B$. (d) Sigmoidal (green) and bi-phasic (red) input-output response for coherent and incoherent FFL, respectively, for varying input strengths; $X$ represents input signal, and $A$ and $B$ are the downstream molecules. All the kinetic profiles are plotted by solving a set of ordinary differential equations (ODEs) representing the biological systems a and c. The ODEs are solved in Matlab (MathWorks, Natick, MA). The ODE expressions, parameter values, and Matlab codes are provided in Supplementary Text S1.
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bind to costimulatory receptors, such as CD28, CD40L, ICOS, OX40, and cytotoxic T-lymphocyte antigen-4 (CTLA-4) on the surface of T cells. This binding results in full activation of T cells (effector T cells (Teff)), which in turn leads to the production of interleukin (IL)-2 and other cytokines, whereas the absence of a secondary signal leads to T cell anergy. The kinetics of the signal mediated by the costimulatory molecules depends on their expression dynamics—some molecules, such as CD80/86 and CD28, are expressed at the early stage of activation, whereas others, such as CTLA-4, are expressed at the late stage. Among the various costimulatory molecules, CD28 is the most prominent and most studied. Contrasting evidence supports constitutive or induced expression of CD28 on the T cell surfaces. CD28 binds to the costimulatory molecules CD80/86 on DCs thereby aiding in TCR-mediated T cell activation. Mice deficient in CD28 or CD80/86 show reduced T cell activation and proliferation.

Positive feedback from Teff to DCs
There is a second wave of costimulatory signal that further enhances T cell activation and is crucial for production of long-term memory cells. This second wave is a positive feedback signal from activated T cells to DCs. For example, initial T cell activation promotes enhanced expression of CD40L, which binds to CD40 on activated DCs and thereby results in further increase in expression of CD80/86, OX40L, and ICOSL. The increased expression of CD80/86, OX40L, and ICOSL further contributes to the activation of T cells. Through this positive feedback, T cells enhance activation of DCs and, thus, increase their own proliferation (Figure 2). The simultaneous play of TCR activation, costimulation, and cytokine inputs to amplify T cell proliferation and differentiation is discussed in ref. 37.

Feedback inhibition through co-inhibition
After T cells have effectively controlled or eliminated foreign Ag, the immune response is terminated via T cell contraction. The contraction is mediated by cell apoptosis, feedback inhibition by regulatory T cells (Tregs), or feedback inhibition by co-inhibitory molecules. Like costimulatory molecules, co-inhibitory molecules are expressed on the surface of T cells and vary in their expression kinetics. The repertoire of costimulatory and co-inhibitory receptors on T cells is highly diverse. The fate of T cells is determined by the strength and kinetics of different costimulatory and co-inhibitory molecules. Most studied co-inhibitory molecules include CTLA-4, programmed cell death protein 1 (PD-1), and B- and T-lymphocyte attenuator (BTLA).

CTLA4 is a CD28 homologue that binds to CD80/86 on DCs with higher affinity than CD28 and thereby causes dissociation and endocytosis, which inhibits TCR signaling through CD28. Mice deficient in CTLA4 showed higher T cell activation and proliferation.

Another important co-inhibitory molecule is PD-1, which also inhibits CD28 mediated costimulation by binding to ligands PDL1 and PDL2 on DCs. Thus, the CTLA4 and PD-1 mediated negative feedback loops and the costimulatory positive feedback loops regulate the balance between costimulation and co-inhibition needed for activation or inhibition of T cells. CTLA4 and PD-1 are crucial for the maintenance of central and peripheral tolerance and development of T cell contraction through co-inhibition. Tolerance is the state of unresponsiveness of the immune system to immune stimulating molecules. Thereby, positive and negative feedback loops mediated by costimulatory and co-inhibitory molecules are of particular interest in drug development for treatment of immunodeficiency or autoimmune disease therapies.

Negative regulations through Tregs
TCR activation and CD80/86-CD28 interaction is important in the development and survival of another class of T cells, called Tregs. Tregs can also be produced in an IL-2 dependent fashion from activated Teff cells with increased expression of CD25 and Foxp3. Tregs are of particular interest in drug development for treatment of immunodeficiency or autoimmune disease therapies.
or deletion of Foxp3 leads to autoimmunity in humans and mice.\textsuperscript{50,51} Thus, owing to feedback control, Tregs should be considered as part of the system rather than a genetically distinct programmed lineage.\textsuperscript{49} Several mechanisms for Treg-mediated inhibition have been proposed.\textsuperscript{46,52} These can be divided into three main classes: (1) cell–cell contact, (2) inhibitory cytokine secretion, and (3) competition. Tregs can inhibit DCs through mechanisms 1 and 2, and Teff cells through mechanisms 1, 2, and 3. In the cell–cell contact model, Tregs directly bind to the DCs or effector T cells through receptor-ligand interactions, such as peptide-major histocompatibility complex (pMHC)II-TCR and CTLA4/B7-1, and mediate inhibition, cytolsis, or apoptosis of the cells by delivering suppressive factors, such as cyclic adenosine monophosphate and transforming growth factor-beta (TGF\(^{\beta}\))\textsuperscript{1} via gap junctions\textsuperscript{48,53,54} or by membrane-bound TGF\(^{\beta}\). Next, in the inhibitory cytokine secretion model, Tregs upon activation can directly secrete IL-10, TGF\(^{\beta}\), and IL-35 that mediate suppression of DCs and Teff cells.\textsuperscript{52–57} Last, in the competition model, Tregs either compete for cytokines (such as IL-2), which leads to cytokine-deprived cell apoptosis\textsuperscript{58–60} or may bind to DCs through CTLA4/B7-1 interaction thereby decreasing the amount of costimulatory molecule (B7-1/2) available to bind CD28 on naïve T cells, thus inhibiting T cell activation. It is not known whether all these mechanisms are needed simultaneously to exert Treg-mediated inhibition. In a particular immune setting, a single mechanism might be sufficient or all mechanisms may be necessary in an additive manner.\textsuperscript{61}

Tregs also inhibit B cell antibody production by secreting inhibitory factors IL-10, TGF\(^{\beta}\), and granzymes, or by binding through CTLA4/B7-1 interaction.\textsuperscript{53} It has been shown that increased presence of Tregs decreases the production of antibodies, whereas their absence increases production.\textsuperscript{52–64} Recently, a new subset of Tregs called T-follicular regulatory cells (Tfregs) has also been shown to inhibit B cell activity by directly entering the germinal center and secreting inhibitory cytokines. Natural Tregs differentiate into Tfregs with expressing high levels of CLTA4, GITR, and CXCR5.\textsuperscript{65,66} Tfregs may also inhibit B cell activity by disrupting the mechanical interaction between T cells and B cells.\textsuperscript{66}

**Feedback and feedforward regulation by platelets**

Platelets are often called antigen presenting cells (APCs) as they activate T cells through pMHCI.\textsuperscript{78} The pMHCI is constitutively expressed by platelets and their expression increases significantly during inflammation.\textsuperscript{79}

Platelets also negatively regulate T cells and suppress their activation through production and activation of immunosuppressive factors, such as TGF\(^{\beta}\) and lactic acid. Platelets activate TGF\(^{\beta}\) by binding the TGF\(^{\beta}\)-docking receptor, GARP.\textsuperscript{80} Platelets activate B cells through CD145-CD40 interactions and thereby increase production of antibodies.\textsuperscript{81–83} Thus, platelets have a complex mechanism of regulating immunity vs. tolerance. Figure 3 shows a simplified depiction of the effect of platelets on innate and adaptive immune systems.

**B cell activation**

B cells can get activated through a T-cell dependent or independent manner. In T-cell independent B cell activation mechanism, the antigens (known as thymus-independent antigens) with their repetitive structure make cross-linking of the B-cell receptors and elicit B cell activation. The repetitive structure of the antigen may arise due to aggregation.\textsuperscript{84} In T-cell dependent activation mechanism, activated T cells may directly bind to B cells forming immunological synapses or secrete stimulatory cytokines (IL-4, IL-5, etc.) to activate B cells. In many immune settings, B cells function as APCs for T cells,\textsuperscript{85–87} thus creating a positive feedback loop. As an APC, B cells bind antigens to its surface expressed immunoglobulin (B-cell receptors), internalizes antigen, processes antigen by internal machinery, binds antigenic peptides to MHC-II molecules, and present them on the cell surface like DCs.\textsuperscript{88–89} In the T-cell dependent mechanism, binding of antigen is not sufficient to fully activate B cells and it requires a second signal through T-cell dependent pathways.\textsuperscript{88,89}
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Platelets are best known for their role in hemostasis,\textsuperscript{67} but their function in the immune response is an emerging research area. After antigen exposure, platelets get activated as part of the innate immune response and their activation is mediated by surface TLRs and danger signal lipopolysaccharides.\textsuperscript{68–70} As part of the innate immune response, platelets can directly endocytose or internalize pathogens. Activated platelets modulate adaptive immune response via numerous direct or indirect mechanisms. They act as a catalyst of adaptive immune response through a positive feedback that promotes antigen aggregation through activated integrin-fibrinogen interactions on the platelet’s surface, increases antigen presentation,\textsuperscript{71,72} and enhances DC activation.\textsuperscript{73–76} The role of antigen aggregates in increasing immune response has been shown earlier.\textsuperscript{77}
Antidrug antibody production and increased antigen clearance

Activated B cells undergo clonal expansion and they proliferate and differentiate into short and long-lived plasma cells, which are responsible for producing antibodies against the antigens the B cells experienced. Thus, all biological drugs or therapeutic proteins have the ability to induce production of antidrug antibodies (ADAs) to some extent. ADA production affects clinical outcomes by impacting drug pharmacokinetics, and consequently its pharmacodynamics and efficacy profiles. The binding of ADAs to drugs depends on their affinities, dose, and duration of exposure.90–92

A summary of all the feedback and FFLs described in this section and in Figure 2 is given in Table 1.

Table 1 Presence of feedback and feedforward loops in the adaptive immune system

| Feedback loops | Feedforward loops |
|----------------|------------------|
| DC → Teff → DC (+) | Ag → DC → Teff & Ag → Pl → Teff (C) (I) |
| DC → Treg → DC (−) | DC → Treg & DC → Teff → Treg (C) |
| Teff → Treg → Teff (−) | DC → Teff & DC → Treg → Teff (I) |
| Teff → Bcell → Teff (+) | Pl → Teff → Bcell & Pl → Bcell (C) (I) |
| Ag → Pl → Ag-DC (+) | Treg → Teff → Bcell & Treg → Bcell (C) |
| Bcell → Teff → Bcell | Teff → Treg → Bcell & Teff → Bcell (I) |
| Ag → DC → TC → Bcell | DC → Teff → Bcell & DC → Treg → Bcell (I) |
| → ADA → Ag (−) | |

Ag, antigen; ADA, antidrug-antibody; DC, dendritic cell; Pl, platelet; Teff, effector T cell; Treg, regulatory T cell. (+) and (−) are positive and negative feedbacks, respectively. (C) represents coherent and (I) represents incoherent feedforward loops. For feedforward loops, two pathways are indicated for each loop.

Figure 4 Feedback and feedforward loops in the adaptive immune system and their potential impact on response kinetics of corresponding species. (a) negative feedback from antidrug-antibody (ADA) to antigen (Ag); (b) positive feedback from T cells to dendritic cells (DCs); (c) negative feedback from T cells to DCs; and (d) an incoherent FFL affecting B-cell number and ADA production. Blue = no feedback or no FFL; green = positive feedback; and red = negative feedback or incoherent FFL. All the kinetic profiles are plotted by solving a set of ordinary differential equations (ODEs) representing the different biological systems. ODEs are solved in Matlab. The ODE expressions, parameter values, and Matlab codes are provided in Supplementary Text S1. BC, B cells; TC, T cells.
DISCUSSION

Viewing the immune system through the lens of interconnected feedback-FFLs will open new perspective on the system. Although many studies have been conducted to understand the underlying biology of immune responses, the new perspective proposed here will enable deeper understanding of the dynamics of immune responses. This study will help investigate the immune system kinetics and understand system level regulation and also help build a consistent mathematical model of the immune system network.

Previously, mathematical modeling has been successfully used to explain intracellular interactions, cell-cell interactions, protein signaling networks, and physiological interactions.\(^4,7,90,94\) Modeling helps to discover complex phenomena in a biological system, which is very difficult to identify otherwise; such as experimentally. One potential application of the mathematical modeling of the immune system will be on modeling immunogenicity of therapeutic proteins. It is very challenging to predict immunogenicity of protein products or drugs, and recently the immunogenicity has brought much attention of the pharmaceutical research communities. Development of the preclinical predictive immunogenicity models will allow us to screen for the potential immunogenic drugs. Immunogenicity models will help design clinical trials prior to administration of the drugs to humans. It will also help designing the de-immunization strategy to reduce the overall immunogenicity. Recently, several mathematical models of the immune system have been developed to predict immunogenicity of drug therapeutics.\(^93,95–97\)

The investigation of feedback-FFLs in the immune system is lacking, with some notable exceptions.\(^98–100\) The simplistic representation of the adaptive immune system in Figure 4 resembles the various biological systems shown in Figure 1. The left panels show different feedback and FFLs in the simplified immune system, whereas the right panels show the illustration of the kinetics of Ag, DCs, and ADA responses. Simplified mathematical models are used to plot the kinetic profiles (Supplementary Text S1). Figure 4a demonstrates that the presence of a negative feedback from ADA to Ag can explain the increase in the ADA-mediated antigen clearance. Figure 4b,c, respectively, show the possible effect of positive and negative feedback loops between DCs and T cells, and how the activated DC concentration is affected at later timepoints. The effect of FFLs can also be observed in a similar fashion (Figure 4d). The presence of an incoherent FFL may introduce transient kinetics in ADA production. The effect of combined positive-negative feedback-FFLs will be much more complex, as shown in Figure 2 and Table 1. With different signal strengths of the feedback and FFLs, it will be possible to investigate and explain a particular immune setting.

In conclusion, in this review, we revisited the immune system emphasizing the different regulatory loops associated with it and simulated different hypothetical scenario. This review sheds light on the importance of investigating the role of these interconnecting loops in the immune system. Considering these regulatory loops in mathematical models has been shown to successfully explain the complex system behavior in other research areas and we hope consideration of these loops in immune system modeling will greatly enhance our understanding of the immune system and drug-induced immunogenicity.

SUPPORTING INFORMATION

Supplementary information accompanies this paper on the CPT: Pharmacometrics & Systems Pharmacology website (www.psp-journal.com)

Supplementary Text S1. Importance of feedback and feedforward loops to adaptive two-immune response modeling.
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