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Abstract

This paper presents a new inexact proximal method for solving monotone variational inequality problems with a given separable structure. The resulting method combines the recent proximal distances theory introduced by Auslender and Teboulle (2006) with a decomposition method given by Chen and Teboulle that was proposed to solve convex optimization problems. This method extends and generalizes proximal methods using Bregman, Phi-divergences and Quadratic logarithmic distances. Taking mild assumptions we prove that the primal-dual sequences produced by algorithm is well-defined and converge to optimal solution of the variational inequality problem. Furthermore, we show some numerical experiments, for the particular case to solve convex optimization problem, showing that the algorithm is perfectly implementable.

Keywords: Inexact proximal method, variational inequality, separable structure, proximal distances.

1. Introduction

Let \( T : \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}^n \times \mathbb{R}^p \) be a maximal monotone operator and let

\[
\Omega := \{(x, z) \in \mathcal{C} \times \mathcal{K} : Ax + Bz = b\}
\]

where \( \mathcal{C} \subset \mathbb{R}^n \) and \( \mathcal{K} \subset \mathbb{R}^n \) are nonempty open convex sets, \( \mathcal{C} \) and \( \mathcal{K} \) denote the closure (in the euclidean topology) of \( \mathcal{C} \) and \( \mathcal{K} \) respectively, \( A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times p} \) and \( b \in \mathbb{R}^m \). This paper considers the variational inequality problem \( VI(\Omega, T) \) with separate structure:

Find a pair \((x^*, z^*) \in \Omega\) and \( g^* := (g_1^*, g_2^*) \in T(x^*, z^*)\)
such that
\[ \langle x - x^*, g_1^* \rangle + \langle z - z^*, g_2^* \rangle \geq 0, \quad \forall (x, z) \in \Omega, \quad (2) \]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product in the appropriate Euclidean space.

Then, it can be easily verified that \((x^*, z^*, y^*)\) solves \(VI(\Omega, T)\) if and only if there exists \(y^* \in \mathbb{R}^m\), playing the role of a dual multiplier for the constraint \((1)\) such that \((x^*, z^*, y^*)\) solves the following primal-dual formulation of:

Find \((x^*, z^*, y^*) \in \bar{C} \times \bar{K} \times \mathbb{R}^m\) and \(g^* := (g_1^*, g_2^*) \in T(x^*, z^*)\) such that for all \((x, z) \in C \times K\) we have

\[ \langle x - x^*, g_1^* \rangle + A^T y^* + \langle x - x^*, g_2^* \rangle + B^T y^* \geq 0, \quad (3) \]
\[ Ax^* + Bz^* = b. \quad (4) \]

Various decomposition methods that exploit the special problem structure of the problem have been proposed. Some examples of such methods are: alternating directions method of multipliers \([4,13,9,10]\) partial inverse of Spingarn method \([8,14,15,19,18]\). See also the recent works \([11,12]\) and references therein.

For solving the primal-dual formulation of \(VI(T, \Omega)\), we propose an inexact proximal decomposition algorithm using proximal distances, which combine the recent proximal distances theory introduced by Auslender and Teboulle in \([3]\) with the Entropic Proximal Decomposition Method proposed in \([2]\). This scheme is in fact an extension of Chen and Teboulle method's \([7]\) (which was developed for solving convex programs with a particular separable structure) and the Entropic Proximal Decomposition Method.

The extension is in two directions:

Firstly we consider the more general framework of variational inequalities with convex constraints and secondly we use here the recent proximal distance theory introduced by Auslender and Teboulle \([3]\) in place of the usual quadratic proximal theory (for the case of Chen and Teboulle method's) and Logarithmic Quadratic proximal theory (for the case of the Entropic Proximal Decomposition Method).

The rest of the paper is organized as follows. In Section 2 we recall basic notions and properties on set-valued maps, proximal distances, and induced proximal distances. The inexact proximal decomposition method for variational inequalities is presented in Section 3. Then, the well-definition and convergence of the new method is proved in Section 4 and 5 respectively. In Section 6 we present some numerical experiments. Finally, some conclusions are made in Section 7.

2. Basic definitions

Given a subset \(C \subset \mathbb{R}^n\), we denote by \(int(C)\) its interior and \(\bar{C}\) its closure. A point-to-set mapping (or multifunction) \(A : \mathbb{R}^n \rightrightarrows \mathbb{R}^n\) is an operator which associates with each point \(x \in \mathbb{R}^n\) a set \(A(x) \subseteq \mathbb{R}^n\). The domain and the graph of a point-to-set valued map \(A\) are defined as \(D(A) := \{x \in \mathbb{R}^n : A(x) \neq \emptyset\}\) and \(Gr(A) := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : y \in A(x)\}\) respectively. A point-to-set \(A\) is said to be monotone if for all \(x, x' \in \text{dom}(A), (y - y, x' - x) \geq 0, \quad \forall y' \in A(x'), \quad \forall y \in A(x)\). \(A\) is said strictly monotone if the inequality above is strict for all \(x, x' \in \text{dom}(A)\) with \(x \neq x'\). A monotone operator is said to be maximal when its graph is not properly contained in the graph of any other monotone operator.

A function \(d : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \cup \{+\infty\}\) is called a proximal distance with respect to an open nonempty convex set \(C \subset \mathbb{R}^n\) if for each \(y \in C\); \(d(\cdot, y)\) is proper, closed, convex on \(\mathbb{R}^n\) and continuously differentiable on \(C\); \(\text{dom} d(\cdot, y) \subset \mathbb{R}^n\) and \(\partial d(\cdot, y) = C\), where \(\partial d(\cdot, y)\) denotes the classical subgradient map of the function \(d(\cdot, y)\) with respect to the first variable;
\(d(\cdot, y)\) is coercive on \(\mathbb{R}^n\) if \(d(y, y) = 0\).

Given a proximal distance \(d\), a function \(H : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \cup \{+\infty\}\) is called the induced proximal distance if \(d\) if there exists \(y \in (0,1]\) with \(H\) a finitevalued on \(C \times C\) and such that for each \(a, b \in C\), we have that \(H(a, a) = 0\); for each \(c \in C\), \(H(c, \cdot)\) has level bounded sets on \(C\) and \(\langle c - b, \nabla d(b, a) \rangle \leq H(c, a) - H(c, b) - \gamma H(b, a)\).

Finally, we write \((d, H) \in \mathcal{F}^+(C)\) if \(d\) and \(H\) are proximal distance and induced proximal distance respectively and

116
Remark 1.

Throughout this section, we make the following standing assumption for the variational inequality problem \( VI(T, \Omega) \).

Assumptions \( \mathcal{A} \)

\((A_1)\) Problem \( VI(T, \Omega) \) has a solution.

\((A_2)\) \( \text{dom} \ T \cap (\mathcal{C} \times \mathcal{K}) \neq \emptyset \).

Remark 1. This assumptions were suggested by Auslender and Teboulle (see [2], page 35), to derive well-definition of the Entropic Proximal Decomposition Method and are classical conditions given in proximal algorithms for variational inequality problems, see [2,1,6,5].

Now, we propose an algorithm to solve the problem (3) - (4). In this algorithm we use the class of proximal distances \((d_0, H_0) \in \mathcal{F}_+(\mathcal{C}), \ (d'_0, H'_0) \in \mathcal{F}_+(\mathcal{K})\) and given \( \mu > 0 \), \( \mu' > 0 \) we define the following functions:

\[
d(x, y) = d_0(x, y) + \left( \frac{\mu}{2} \right) \| x - y \|^2, \tag{5}
\]

\[
H(x, y) = H_0(x, y) + \left( \frac{\mu}{2} \right) \| x - y \|^2, \tag{6}
\]

\[
d'(x, y) = d'_0(x, y) + \left( \frac{\mu'}{2} \right) \| x - y \|^2, \tag{7}
\]

\[
H'(x, y) = H'_0(x, y) + \left( \frac{\mu'}{2} \right) \| x - y \|^2, \tag{8}
\]

It is easy to check that \((d, H) \in \mathcal{F}_+(\mathcal{C})\) and \((d', H') \in \mathcal{F}_+(\mathcal{K})\) for the same value of \( \gamma \) and \( \gamma' \) respectively.

The algorithm, which will be called Proximal Decomposition Algorithm with Proximal Distances (PDAPD) is as follows:

(PDAPD) Algorithm

Step 0. Choose two pairs \((d_0, H_0) \in \mathcal{F}_+(\mathcal{C}), \ (d'_0, H'_0) \in \mathcal{F}_+(\mathcal{K})\) and define \((d, H), \ (d', H')\) given by (5)-(6) and (7)-(8) respectively. Take \( \{ \lambda_k \} \) a sequence of positive scalars. Start with arbitrary points \((x^0, z^0, y^0) \in \mathcal{C} \times \mathcal{K} \times \mathbb{R}^m\), \((e_1^{k+1}, e_2^{k+1}) \in \mathbb{R}^n \times \mathbb{R}^p\) and generate the sequences \( \{ x^k, z^k, y^k \} \in \mathcal{C} \times \mathcal{K} \times \mathbb{R}^m\) and \( (e_1^{k+1}, e_2^{k+1}) \in \mathbb{R}^n \times \mathbb{R}^p\) as follows:

Step 1. For \( k = 0, 1, 2, \cdots \), calculate \( p^{k+1} \in \mathbb{R}^m \) by

\[
p^{k+1} = y^k + \lambda_k (Ax^k + Bz^k - b). \tag{9}
\]

Step 2. Find \((x^{k+1}, z^{k+1}) \in \mathcal{C} \times \mathcal{K}, (e_1^{k+1}, e_2^{k+1}) \in \mathbb{R}^n \times \mathbb{R}^p\) and \( g_{k+1} := (g_1^{k+1}, g_2^{k+1}) \in T(x^{k+1}, z^{k+1})\) such that

\[
g_1^{k+1} + A^T p^{k+1} + \lambda_k \nabla d(x^{k+1}, x^k) = e_1^{k+1}, \tag{10}
\]

\[
g_2^{k+1} + B^T p^{k+1} + \lambda_k \nabla d'(z^{k+1}, z^k) = e_2^{k+1}, \tag{11}
\]

where \((e_1^{k+1}, e_2^{k+1})\) is an approximation error which satisfies some conditions given.

Step 3. Compute

\[
y^{k+1} = y^k + \lambda_k (Ax^{k+1} + Bz^{k+1} - b). \tag{12}
\]

Stopping Criterion: If \( x^{k+1} = x^k, z^{k+1} = z^k \) and \( y^{k+1} = y^k \) then stop. Otherwise to do \( k := k + 1 \), and go to Step 1.

Remark 2. Moreover, as we are interested in the asymptotic convergence of the method, we assume in each iteration that \( x^{k+1} \neq x^k, z^{k+1} \neq z^k \) and \( y^{k+1} \neq y^k \) for each \( k = 1, 2, \ldots \). Indeed, if
for some \( k \), then \( \nabla d(x^{k+1}, x^k) = 0 \) and \( \nabla d'(z^{k+1}, z^k) = 0 \) then from (10)-(11) we have that (3)-(4) hold approximately, that is, \((x^k, z^k, y^k)\) is an approximate solution of primal-dual formulation of VI\((T, \Omega)\).

### 4. Well-definition of (PDAPD) algorithm

Before that we prove our existence result. We show a more general result of independent interest. For this consider a class of functions \( h : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{ +\infty \} \) satisfying the following properties

- i) \( h \) is a closed proper convex function with \( dom \ h \) open,
- ii) \( h \) is differentiable on \( dom \ h \),
- iii) \( h_{+\infty}(s) = +\infty, \forall s \neq 0. \)

Here \( h_{+\infty} \) denotes the recession function of \( h \), see [16] for definition. We denote by \( \varphi \) the class of functions satisfying (i), (ii) and (iii).

**Remark 3.** Note that for fixed \((x^k, z^k) \in C \times K\) the functions \( d(\cdot, x^k) \) and \( d'(\cdot, z^k) \) clearly satisfies properties i) - ii) when \( dom \ d \) and \( dom \ d' \) are open. Moreover, it has been proven by the authors in [17] (see proof of Theorem 4.1) that \( d \) and \( d' \) satisfy iii).

Our existence result will be a consequence of the following general result whose proof is similar at the proof given by Auslender et al. for Proposition 2 in [1].

**Lemma 4.1** If \( h \in \varphi \) then the gradient mapping \( \nabla h \) is onto. Furthermore, let \( T \) be a maximal monotone map such that \( dom \ T \cap dom \ h \neq \emptyset \) and let

\[
U(x) = \begin{cases} 
T(x) + \nabla h(x), & \forall x \in dom \ T \cap dom \nabla h \\
\emptyset, & otherwise
\end{cases}
\]

Then there exists at least a solution \( x \) of the generalized equation: \( 0 \in U(x) \) which is unique if in addition \( h \) is supposed to be strictly convex on its domain.

Due to Remark 3 we have to assume the following assumption:

(\( A_3 \)) The proximal distances \( d \) and \( d' \) have open domains.

**Remark 4.** A large class of proximal distances satisfy this assumption. For example:

- **Separable Bregman distances:**
  \[
d_h(x, y) := h(x) - (h(y) + \langle \nabla h(y), x - y \rangle)
\]
  induced by \( h(x) = \sum_{j=1}^{m} \theta(x_j) \) where \( \theta \) can be defined by \( \theta(t) = -\log t (\text{Burg entropy}) \) or \( \theta(t) = t^{-1} \). It is clear that, in both cases, \( dom \ d \) is open.

- **Proximal distances based on \( \varphi \) - divergences** defined by
  \[
d_\varphi(x, y) = \sum_{i=1}^{r} y_i^r \varphi \left( \frac{x_i}{y_i} \right) \quad \text{with} \quad r = 1,2
\]
  When \( r = 1, d_\varphi \) is called \( \varphi \) - divergence proximal distance and \( dom \ d_\varphi \) is open for \( \varphi(t) = -\log t + t - 1 \).
  When \( r = 2 \) and \( \varphi(t) = \mu p(t) + \nu/2(t - 1)^2 \) with \( \nu > \mu > 0, p(t) = -\log t + t - 1, d_\varphi \) is called second order homogeneous proximal distance (also known as log-quadratic proximal distance) and clearly \( dom \ d_\varphi \) is open.

**Theorem 4.2** Assuming the assumptions (\( A_1 \))-\( (A_3) \).

For any \( \lambda_k > 0, (x^k, z^k, y^k) \in C \times K \times \mathbb{R}^m, \forall k \geq 0 \) there exists a unique point \((x^{k+1}, z^{k+1}) \in C \times K\) satisfying (10)-(11) with \( g^{k+1} \in T(x^{k+1}, z^{k+1}) \).

**Proof.** Let \( P_k(\cdot) := \lambda_k^{-1} \nabla d(\cdot, x^k) \) and \( Q_k(\cdot) := \lambda_k^{-1} \nabla d'(\cdot, z^k) \). Then \( P_k \) and \( Q_k \) are strictly monotone operators because \( d \) and \( d' \) are strictly convex functions. This implies strict monotonicity of \( T_k := T + (A^T p^{k+1}, B^T p^{k+1}) + (P_k, Q_k) \).

Since \( T + (A^T p^{k+1}, B^T p^{k+1}) \) is maximal monotone and \( d, d' \in \varphi \) by Lemma 4.1 we have that \( T_k \) has a zero in \( D(T_k) \), which is unique by strict monotonicity. We call this zero \((x^{k+1}, z^{k+1}) \). Thus, it is clear that (10)-(11) hold. Now, we have to show that \((x^{k+1}, z^{k+1}) \) belongs to \( C \times K \). By Definition, \( D(T_k) = D(T) \cap (C \times K) \), and since \((x^{k+1}, z^{k+1}) \in D(T_k) \) we obtain that \((x^{k+1}, z^{k+1}) \in C \times K \).

### 5. Global convergence of (PDAPD) algorithm
In this section, under appropriate assumptions, we establish the global convergence of the PDAPD.

Assumptions \( \mathcal{B} \).

\( (\mathcal{B}_1) \) Given the parameters \( \mu > 0, \mu' > 0 \), defined in (5) and (7) respectively, the sequence \( \{ \lambda_k \} \) satisfies
\[
\eta < \lambda_k < \bar{c} - \eta \tag{13}
\]
where \( \eta \in (0, \bar{c}/2) \) with \( \bar{c} := \min \left\{ \frac{\sqrt{\eta}}{2\|A_i\|}, \frac{\sqrt{\mu'}}{2\|B_i\|} \right\} \) and \( \gamma, \gamma' \) are positive constants related to \( H \) and \( H' \) respectively.

\( (\mathcal{B}_2) \) Given the sequences \( \{ (x^k, z^k) \} \) generated by (PDAPD) algorithm, assume additional condition on the sequences of errors \( \{ e_1^k, e_2^k \} \).
We suposse that
\[
\sum_{k=0}^{\infty} \| x^k \| < +\infty, \quad \sum_{k=0}^{\infty} \| e_1^k \| < +\infty, \tag{14}
\]
\[
\sum_{k=0}^{\infty} \| e_2^k \| < +\infty, \tag{15}
\]

Remark 5. Assumptions \( (\mathcal{B}_1) \)–\( (\mathcal{B}_2) \) will be used to ensures the convergence of the method. Observe that the interval \( (\eta, \bar{c} - \eta) \) depends of \( \mu \) and \( \mu' \) which are arbitrary. The condition \( (\mathcal{B}_2) \) is a kind of conditions for the errors sequences given in the literature. Condition (14) might appear somewhat unnatural since it involves the iterates \( x^k \) and \( z^k \) which are apriori unknown. However, as it was noticed for Auslender in [2] p. 10., (14) is easily enforceable in practice, and also implied by the more easily verified condition
\[
\sum_{k=0}^{\infty} \| e_1^k \| \cdot \| x^k \| < +\infty, \quad \sum_{k=0}^{\infty} \| e_2^k \| \cdot \| z^k \| < +\infty,
\]
which is satisfied in particular when \( e_1^k = 0, e_2^k = 0 \) for each \( k \) when \( \mathcal{C} \) and \( \mathcal{K} \) or \( \text{dom} \ T \) is bounded (in addition, with (15)).

The following convergence analysis follows a line of argument similar to that given in [2].

Theorem 5.1 (Global convergence). Consider the variational inequality problem \( VI(T, \Omega) \) and suppose Assumptions \( (\mathcal{A}_1) - (\mathcal{A}_3) \) and \( (\mathcal{B}_1) - (\mathcal{B}_2) \) hold. Let \( (d_0, H_0) \in \mathcal{F}_+(\mathcal{C}), (d_0', H_0') \in \mathcal{F}_+(\mathcal{K}) \) be a proximal and induced proximal distances and let \( \{ (x^k, z^k, y^k) \} \) be the sequence generated by PDAPD, then the sequence \( \{ (x^k, z^k, y^k) \} \) globally converges to \( (x^*, z^*, y^*) \) with \( (x^*, z^*) \) solution of \( VI(T, \Omega) \).

6. Numerical experiments

In this section we show numerical experiments in the case that the operator \( T \) is defined like \( T = (\partial f, \partial g) \). To this case the variational inequality problem \( VI(T, \Omega) \) becomes a minimization problem. Consider the problem following:

Example 6.1

\[
\begin{align*}
\min \ (x_1 - 1)^2 + (x_2 - 1)^2 + (z_1 - 1)^2 + (z_2 - 1)^2 \\
\{ \text{s.t.} \} \quad x_1 + 2x_2 + 2z_1 - z_2 & = 4 \\
-2x_1 + x_2 + z_1 + z_2 & = 1 \\
x_i & \geq 0, \ z_i \geq 0, \ i = 1, 2.
\end{align*}
\]

The function \( f + g : \mathbb{R}^4 \to \mathbb{R} \) defined by

\[
f(x_1, x_2) + g(z_1, z_2) = (x_1 - 1)^2 + (x_2 - 1)^2 + (z_1 - 1)^2 + (z_2 - 1)^2
\]
is proper continuous and convex. The optimal point is \( (x^*, z^*) = \left( (1, 1), (1, 1) \right) \) with \( f + g)(x^*, z^*) = 0 \) and \( y^* = (0, 0) \) is the optimum Lagrange multiplier associated to the equality constraints. In this case,

\[
A = \begin{bmatrix} 1 & 2 \\ -2 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 2 & -1 \\ 1 & 1 \end{bmatrix}, \quad b = \begin{bmatrix} 4 \\ 1 \end{bmatrix}
\]

\( C = \mathbb{R}^2, \quad \mathcal{K} = \mathbb{R}^2_+ \).

In this example, we take \( tol = 10^{-5}, a_k = 0, b_k = 0, \lambda_k = 0.125 \) for each \( k \) and an initial point \( (x^0, z^0, y^0) = ((1, 2), (3, 2), (1, 1)) \).

For examples 6.1 and 6.2, we choose three proximal distances given in the literature:

1) Kullback-Liebler Bregman distance:
2) Proximal $\varphi$-divergence distance $d_0(u, v) := \sum_{i=1}^{2} v_i \varphi \left( \frac{u_i}{v_i} \right)$, with $\varphi(t) := t - \log t - 1$, we have,

$$d_0(u, v) := \sum_{i=1}^{2} v_i \log \left( \frac{v_i}{u_i} \right) + u_i - v_i.$$ 

3) Second-order homogeneous proximal distance $d_0(u, v) := \sum_{i=1}^{2} v_i^2 \varphi \left( \frac{u_i}{v_i} \right)$, with $\varphi(t) := \sigma(-\log t + t - 1) + v/2(t - 1)^2$, $\nu > 0$, we obtain

$$d_0(u, v) := \sum_{i=1}^{2} \frac{v_i}{2} (u_i - v_i)^2 + \sigma(v_i^2 \log (v_i/u_i) + u_i v_i - v_i^2).$$

Using the (PDAPD) algorithm with $\sigma = 0.001$ and $\nu = 0.01$, we obtain the results shown in the Fig.(a).

Furthermore, for this example we show also results given using the Interior point algorithm with logarithmic barrier.

Moreover, we can solve minimization problem for nondifferentiable functions, for example we consider this problem:

**Example 6.2**

$$\begin{array}{lll}
\min & |x_1 - 1|^2 + |x_2 - 1|^2 + |z_1 - 1|^2 + |z_2 - 1|^2 \\
\text{s.t.:} & x_1 + 2x_2 + 2z_1 + z_2 = 6 \\
& 4x_1 + 3x_2 + 5z_1 = 1 \\
& 0.5 \leq x_i \leq 2, \quad i = 1, 2 \\
& z_i \geq 0.5, \quad i = 1, 2.
\end{array}$$

The function $f + g: \mathbb{R}^4 \to \mathbb{R}$ defined by

$$f(x, z) + g(x, z) = |x_1 - 1|^2 + |x_2 - 1|^2 + |z_1 - 1|^2 + |z_2 - 1|^2$$

is proper continuous and convex. Furthermore, the optimal point is $(x^*, z^*) = ((1,1), (1,1))$ with optimal value $(f + g)(x^*, z^*) = 0$.

Using the (PDAPD) algorithm with the proximal distances given in 1), 2) and 3) with $\sigma = 0.001$ and $\nu = 0.01$, we obtain the results shown in the Fig.(b).
In this example, we take $tol = 10^{-5}$, $a_k = 0$, $b_k = 0$, $\lambda_k = 0.0347$ for each $k$ and the starting point.

**Fig. (b): Numerical results using proximal distances**

In the figures above, Fig.(a) and (b), we can see that the method of interior point is more efficient than our (PADPD) algorithm and in the non-differentiable case the algorithm (PADPD) using Logarithmic Quadratic distance is more efficient than using the class of Bregman and $\varphi$–divergences distances.

7. Results and discussion

In Section 4, we introduce the (PADPD) Algorithm showing the well-definition of the algorithm, and in Section 5 we show its convergence. In Section 6 we show numerical experiments to solve minimization problems that is a particular case when the operator $T$ is defined like a subdifferential operator of convex functions.

In the numerical experiments we note that the convergence of the method of Interior Point (in the differentiable case) is faster than our (PADPD) algorithm in the particular case given in example 6.1, and in the non-differentiable case (example 6.2) the convergence of the algorithm (PADPD) using Logarithmic Quadratic distance is faster than itself using the class of Bregman and $\varphi$–divergences distances. In future work we hope to show the convergence rate analysis of the algorithm and show computational results comparing with other existing algorithms in the literature.

7. Conclusions

The use of proximal distances in the (PDAPD) algorithm generalize the works of Chen and Teboulle method's and the Entropic Proximal Decomposition Method proposed in [2]. Assuming the assumptions $(\mathcal{A}_1) - (\mathcal{A}_3)$ we prove in Section 4 that the iterations generated by the (PDAPD) algorithm are well-defined. In the literature there proximal algorithms using Bregman and Log-quadratic distances, see [2,7,17] to solve minimization problems, note that these distances are examples of proximal distances, see for example the work of O. Sarmiento et al. in [17]. In this paper we generalize proximal algorithms given in the literature but now focusing on solving problems of variational inequalities covering a wider field to a minimization problem.
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