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Abstract—The current driver nodes search methods are difficult to cope with large networks, and the solution process does not consider the node cost. In order to solve the practical control problem of networks with different node costs in finite states, this paper proposes a pruning and motif isomorph search method for driver node set. Firstly, we prove the sufficient conditions for the network to be strictly controllable under partial nodes control, then we classify the nodes and prove the equivalence controllability of the pruning network, and then we establish three models of maximum augmenting path search, local pruning and motif matching to form a complete driver nodes set search algorithm. Finally, the algorithm is validated by real networks. The results show that our method not only guarantee the accuracy of search results, but also has the low time complexity, which can efficiently handle large networks, and no more than 16.84% of the maximum driver nodes can control the whole network.
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I. INTRODUCTION

The current era is known as the "network era", and complex networks abstract various large and complex associations in the real world into network diagrams, which exist in all aspects of people’s lives, including electric power networks [1], biological networks [2], financial networks [3], transportation networks [4], social networks [5] and so on. Complex networks exhibit rich dynamics and control problems have become an important research direction in network science. With the increasing scale of networks, how to effectively control these increasingly complex networks has become an important topic in control theory today [7].

The control theory of complex networks originates from modern control theory [8]–[11], but has its own characteristics. Network control refers to the arrival of a network from an initial state to an arbitrary state in finite time under the action of appropriate inputs. In the real world, sometimes the network cannot reach the desired state by self-synchronization, in this case, it is necessary to add control to the network. In practical applications, it is not possible to control all nodes. To solve this problem, traction control has been widely used as a proven method.

Traction control [12]–[14] is the first control technique applied to complex networks, which is centered on solving two problems [15]: the feasibility of synchronizing the network states and the application of control signals to some nodes. The control method of implicating the whole network [16] not only requires a large amount of computation, but also has certain requirements on the network structure, which requires the network to have a large enough coupling strength. In order to solve the control problem of networks with different structures, Liu et al. [17] published a study on the structural controllability of complex networks in Nature in 2011, but the theory is only applicable to the directed complex networks with independently selectable edge weights. Yuan et al. [18] then proposed the theory of strict controllability, using the PBH criterion to solve the controllability of networks with deterministic edge weights and different structures. In addition, there are more studies on the controllability of different networks, including time-varying networks [19], deeply coupled networks [20], multilayer networks [21] and so on. However, there is a general problem that these methods are based on the controllability analysis of homogeneous complex networks, without considering the cost of imposing control on the nodes.

Many real-world complex system problems can be abstracted as network controllability problems. For example, in a power network, the overall power supply of a region is controlled by substations [22]; in a biological network, the selection of genetic nodes that act as drug targets makes the network of organisms develop well [23]; in a command and control network, the charge unit is fed with charge information to accomplish the mission, etc. [24]. In the above practical applications, it is impossible to control all the nodes in the network, and it is very difficult to find the nodes that control the network when the large scale complex network contains thousands of nodes. In addition, the cost of controlling different nodes is different and cannot be calculated directly by the method mentioned above.

To solve the above problem, this paper investigates the practical control problem of a directed complex network with different node costs in a finite state. By setting up a three-node motif, we give the sufficient conditions for the network to be strictly controllable under partial node control signals. In terms of network control theory, leaf nodes do not change the zero degree of the network [25], which means that pruning the leaf nodes does not change the controllability of the network. Therefore, after classifying the nodes, we form a driver node search algorithm based on three models of maximum scalable path search, equivalent controllability of the network after pruning, and motif isomorphism matching. The experimental results show that our method can greatly reduce the computation of control inputs for large-scale networks and open up a new path for complex network control.
A. Network Dynamics Model and Controllability Conditions

Given a directed weighted complex network model as a binary group, \( G = (V, W) \), where \( V = \{v_i | i = 1, 2, \cdots, N\} \) denotes the set of nodes in the network with total number \( N \). Consider a continuous time dissipative coupled network consisting of \( N \) nodes, based on the linearly coupled set of ordinary differential equations, the following state equation is established for the \( i \)th node in the network, as shown in (1).

\[
\dot{x}_i = f(x_i) + \sum_{j=1}^{N} a_{ij}x_j
\]

where, \( x_i = (x_i^{(1)}, x_i^{(2)}, \cdots, x_i^{(n)}) \in \mathbb{R}^n \) is the state variable of node \( i \), \( f(x_i) \in \mathbb{R}^n \) denotes the capability value of the node, and the coupling matrix \( A = (a_{ij}) \in \mathbb{R}^{N \times N} \) satisfies the dissipative coupling condition \( \sum a_{ij} = 0 \).

The coupling matrix \( A \) of the directed graph is not a symmetric matrix, so we need to redefine the coupling matrix \( A \) to describe the topology of the directed weighted complex network. Based on the motif network [26], the motif Laplacian matrix is constructed and defined as follows: firstly, 13 three-node motifs \( M_k \) are defined, as shown in Fig. [1].

If there is a connection between node \( i \) and node \( j (i \neq j) \), and the connected edge appears \( \mu_{ij} \) times in the module \( M_k \), then \( a_{ij} = \mu_{ij} \); otherwise, \( a_{ij} = 0 \). Second, the size of the diagonal elements is defined in this paper. Therefore, the matrix \( A \) is shown in (2).

\[
\begin{align*}
    a_{ij} & = \mu_{ij} \geq 0 \\
    a_{ii} & = -\sum_{j=1,j\neq i}^{N} a_{ij} = -\sum_{j=1,j\neq i}^{N} a_{ji}
\end{align*}
\]

The coupling matrix \( A \) is our newly defined Laplacian matrix, which is used to represent the network structure. The matrix \( A \) is an integrable real symmetric matrix with only one eigenvalue of 0, and the corresponding eigenvector is \((1, 1, \cdots, 1)^T\), the rest of the eigenvalues are negative real numbers, and the eigenvectors form an \((N-1)\)-dimensional subspace orthogonal to the eigenvectors \((1, 1, \cdots, 1)^T\). Diagonalize the matrix \( A \) by \( A^T = BAB^{-1} \), where \( B \) is the invertible square matrix, \( \Lambda \) is the diagonal matrix, and \( \Lambda = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_N) \).

The model built by (1) can well describe the dynamic properties and topology of a directed or undirected complex network. When \( A \) is a symmetric array, it can describe an undirected weighted complex network, and when it is an asymmetric array, it can also describe a directed weighted network. Therefore, for more generality, we use directed networks to illustrate the control to the steady state.

**Definition 1**: There exist finite states \( s_i(t), i = 1, 2, \cdots, l \), when traction control is applied to some nodes in the network so that the whole network achieves synchronization in a certain state, that is, when there exists \( t_N = t \), and the states of the nodes in the system \( x_1 = x_2 = \cdots = x_N = s(t) \), the network achieves \( s(t) \) state synchronization. By the dissipative coupling condition, the synchronized state \( s(t) \in \mathbb{R}^n \) must be the solution of a single isolated node, satisfying \( \dot{s}(t) = f(s(t)) = 0 \).

The state equation of the network subjected to control signal input can be written as (3):

\[
\begin{align*}
    \dot{x}_{ik} &= f(x_{ik}) + \sum_{j=1}^{N} a_{ij}x_j - w_j d_i(x_i(t) - s(t)) \\
    \dot{x}_i &= f(x_i) + \sum_{j=1}^{N} a_{ij}x_j \\
    i &= 1, 2, \cdots, l \\
    k &= l + 1, l + 2, \cdots, N
\end{align*}
\]

Applying a control signal to the controlled node, \( d_i \geq 0 \) is the gain of node \( i \) to reach the synchronized state, and \( \omega_i \) is the cost of applying control to this node.

Setting \( \eta_i(t) = x_i(t) - s(t) \), where \( i = 1, 2, \cdots, N \), we have (4).

\[
\dot{\eta}_i(t) = f(x_i(t)) - f(s(t)) + \sum_{j=1}^{N} a_{ij}H\eta_j(t) - d_iH\eta_i(t)
\]

By linear approximation of the synchronous state \( s(t) \), we can get (5).

\[
\dot{\eta}_i = \eta[Jf(s)] + (A - D)\eta = [Jf(s) + (A - D)]\eta
\]

where, \( Jf(s) \) is the Jacobi matrix of \( f(x) \) in state \( s(t), \eta = (\eta_1, \eta_2, \cdots, \eta_N)^T, D = \text{diag}(d_1, d_2, \cdots, d_N). \) When \( i = 1, 2, \cdots, l, d_i > 0 \). When \( i = l + 1, \cdots, N, d_i = 0 \).

Therefore, the local stability of the synchronous state \( s(t) \) of the controlled network translates into the stability of the linear equation shown in (5). When the feedback gain is \( d \to \infty \), there exists a constant \( \rho < 0 \) such that \( [Jf(s) + \rho I_n] \) is a Hurwitz matrix, the network shown in (1) can be controlled to the synchronous state \( s(t) \), as in (6).

\[
\rho \leq \lambda_N(A - D)
\]

where \( \lambda_N(A - D) \) is the maximum eigenvalue of the matrix \( (A - D) \) and the minimum value is 0, so (6) can be satisfied. When the linear feedback gain is added to some nodes, that is, \( \lim_{d \to \infty} \lambda_N(A - D) = \lambda_N(A) \), where \( \lambda_N(A) \) is the matrix
obtained by removing the rows and columns in which control nodes $i_1, i_2, \cdots, i_l$ are located from the matrix $A$, and the synchronization state of the network is equivalent to (7).

$$\begin{align*}
\dot{x}_i &= s_i, i = 1, 2, \cdots, l \\
\dot{x}_i &= f(x_i) + \sum_{j=1}^{N} a_{ij} H(x_j), i = l + 1, \cdots, N
\end{align*}$$

(7)

On the other hand, it is necessary to ensure that some of the nodes of the network are in stable equilibrium after being controlled, so the following theorem is given.

**Theorem 1:** Suppose a dynamic system with state equation $X(t) = f[x(t), t]$, where $X(t)$ is the state vector, which is a function of state and time. If the system has a scalar function $V(X(t))$ with positive definite and continuous first-order partial derivatives, in some neighborhood of the equilibrium state $X_0$, whose derivative $V$ is negative definite. When $\|X\| \to \infty$, there is $V \to \infty$, then the equilibrium state is consistently asymptotically stable over a large range.

**Proof 1:** When $i = l+1, l+2, \cdots, N$, let $X(t) = FX(t) + AX(t)$, $F = diag(\gamma_1, \gamma_2, \cdots, \gamma_N)$ is the diagonal matrix, $\gamma_i (i = 1, 2, \cdots, N)$ are the node $v_i$ dynamics model parameters. Take the Lyapunov function as $V(X(t), t) = X^T(t)PX(t)$, where $P$ is a positive definite matrix, with $V(X(t), t) > 0$, and $\|X\| \to \infty$, with $V(X(t), t) > 0$. The derivative for $V(X(t), t)$ can be obtained:

$$\frac{dV(X(t), t)}{dt} = X^T(t)PX(t) + X(t)P \dot{X}^T(t)$$

$$= X^T(t)(F^T + F)X(t) + X^T(t)(A^T + A)X(t)$$

$$X^T(t)(F^T + F)X(t) = X^T(t)diag\{2\gamma_1, 2\gamma_2, \cdots, 2\gamma_N\}X(t)$$

$$\leq 2\gamma_{\text{max}} X^T(t)PX(t)$$

where $\gamma_{\text{max}} = \max\{\gamma_1, \gamma_2, \cdots, \gamma_N\}$, $A$ is the Laplacian matrix, $A^T = T\Lambda T^{-1}$, $\Lambda = diag(\lambda_1, \lambda_2, \cdots, \lambda_N)$ and $0 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$.

Similarly, $X^T(t)(A^T + A)X(t) \leq 2\lambda_N X^T(t)PX(t)$, when $x(t) \neq s(t)$ has $X^T(t)(F^T + F)X(t) > 0$ and $X^T(t)(A^T + A)X(t) \leq 0$, therefore $V|X(t), t| < 0$. According to Theorem 1, it is clear that the dynamical model constructed in this paper for the directed weighted network is consistently asymptotically stable over a large range and has a stable equilibrium state $s(t)$.

In conclusion, the traction control of a part of nodes in a complex network can make the network with finite number of states reach a certain synchronous state as desired.

**B. Search Model Based on Pruning Motif Isomorph**

There are two sufficient conditions for the system to be controllable. One is from the paper of Liu et al. [17] on the complex network structures controllability published in Nature in 2011, which proposed to control the whole network by applying signals to the driver nodes. In addition, network controllability can be determined by Kalman criterion, and then the maximum matching theorem was proposed to compute the maximum driver node set by bipartite graph matching with the KM algorithm, but this method has high complexity and is difficult to perform fast computation for large-scale networks. Another one is the controllability judgment of undirected and directed, unweighted and weighted networks by PBH criterion by Yuan et al [18]. The maximum set of driver nodes is obtained by primary row transformation of the $[A - \lambda I]$ matrix, but this method also has a high complexity for large dense networks. One of the above two conditions holds that the network is controllable. Condition 2 makes up for the fact that condition 1 can only be used for directed networks, but neither of them takes into account the cost of applying control signals to the nodes.

In order to solve the above problems, we construct a new search model. By analyzing the influence of different nodes on the controllability of the network, we classify the nodes, prune the network, reduce the computational effort, and finally build a complete search model for the driver node set by motif matching.

1) Node Classification: Applying control signals to different nodes in a complex network can have different effects. Taking a directed network with 5 nodes as an example, we can see that node 1 in Fig. 2 always needs to apply a control signal, and it is optional whether nodes 3, 4 and 5 need to apply a control signal or not.

![Fig. 2. Control signal application of five-node network.](image-url)
Type 1. Isolated node, i.e., nodes with no input edge and no output edge, as shown in Fig. 3 for node A, \( \{v_N|v_N \in V_N, i = 1, 2 \cdots \} \), where \( V_N \) is the set of isolated nodes.

Type 2. Incoming node, i.e., nodes with only input edges but no output edges, as shown as node B, \( \{v_I|v_I \in V_I, i = 1, 2 \cdots \} \), where \( V_I \) is the set of incoming nodes.

Type 3. Out-degree node, i.e., nodes with no input edges but only output edges, as shown as node C, \( \{v_O|v_O \in V_O, i = 1, 2 \cdots \} \), where \( V_O \) is the set of out-degree nodes.

Type 4. Fullness node, i.e., nodes with both input and output edges, are shown as node D, \( \{v_F|v_F \in V_F, i = 1, 2 \cdots \} \), \( V_F \) is the set of fullness nodes.

![Figure 3. Node classification.](image)

2) Maximum Augmenting Path Search:

Definition 2: The definition of augmenting path is that when a control signal is applied to a node, and the node is the source point, the control signal flows through the directed path to any node in the network, and the path that passes through it is called the augmenting path.

We can see that among the four types of nodes, two types of nodes, \( V_N \) and \( V_O \), do not have a directed edge pointed by the rest of the nodes in the network, i.e., these two types of nodes do not have a parent node and cannot pass control signals through other nodes in the network, so we need to apply control signals to them separately to make them as driver nodes. When the control signal is applied to \( V_O \), the control signal is passed with the augmenting path \( P \). Therefore, the longest directed path from this node can be a maximum augmenting path \( P_{\text{max}} \) of this driver node.

After removing the maximum augmenting path in the network, if the control signal needs to pass through other nodes to the remaining isolated nodes, it must pass through the nodes on the removed maximum augmenting path, which is not consistent with the definition of network controllability that the control signal flows through a unique node. Therefore, the remaining isolated nodes need to be controlled separately. The specific process is shown in Algorithm 1.

![Algorithm 1](image)

3) Local Network Pruning: By pruning some of the augmenting paths in the network, we can reduce the network to pieces and greatly reduce the search space. The network contains nodes with minimum entry, including leaf structures with in-degree equal to 1, and we need to prune these nodes and their parent nodes until the entire network no longer contains. We prove the rationality and validity of this process with a single pruning.

Proof 2: The Laplacian matrix \( A \) of the directed network is expressed in the following form. Also, for computational convenience, the node cost is assumed to be 0. Denoting the in-degree as the positive direction, the minimum in-degree node is assumed to be ordinal number 1, the length of vector \( c \) can be expressed as the number of motif involved in this pruning node, the vector \( \alpha \) and the vector \( \beta \) denote the connected edges of this node and the parent node with the rest of the nodes, respectively. The matrix \( A_0 \) is a square matrix of order \((N-3) \times (N-3)\), which represents the connectivity of the remaining nodes after pruning this node and its parent nodes.

\[
A = \begin{pmatrix}
0 & c & 0 & 0 \\
\alpha & 0 & 0 & 0 \\
0 & 0 & 0 & \beta \\
0 & 0 & \alpha & A_0
\end{pmatrix}
\]

Assuming that the network is controllable, the maximum number of driver nodes is constant from the PBH criterion, \( N_D = \text{rank}(\lambda I_N - A, B) \), \( \lambda \) is any eigenvalue of matrix \( A \), and \( B \) is control input. According to the maximum matching theorem, the node has a parent node, which can not be a control node, therefore, the driver node set of the remaining network remains unchanged after pruning, i.e., \( N_D = \text{rank}(\lambda A_0 I_{N-3} - A_0, B_0) \).

In the following, we illustrate the controllability of the network in terms of the change of its rank. There exists an invertible matrix \( D \) that makes (10) hold.

\[
(\lambda A_0 I_{n-3} - A_0, B_0) D = (I_{n-3}, 0)
\]
where
\[ D = \begin{pmatrix} D_1 & D_2 \\ D_3 & D_4 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \]

At the same time, we set:
\[ S = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & \alpha^T D_1 & 0 \\ 0 & 0 & 1 & \beta^T D_3 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad U = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ \alpha & 1 & \alpha^T D_1 & \alpha \\ \beta & 1 & \beta^T D_3 & \beta \end{pmatrix} \]

Thus,
\[ \text{rank}(S(\lambda I_N - A, B) \cdot U) = \begin{pmatrix} \lambda & -c & 0 & 0 & 0 \\ -c & \lambda - \alpha^T D_1 \alpha & \alpha^T D_1 \alpha - \alpha^T & 0 & 0 \\ 0 & -\alpha & \lambda - \beta^T D_3 \beta & 0 & -\beta^T D_2 \\ 0 & 0 & 0 & I_{N-3} & 0 \end{pmatrix} \]

Now, when \( \beta^T D_2 \neq 0 \), \( \text{rank}(S(\lambda I_N - A, B) \cdot U) = N \), both \( S \) and \( U \) are invertible matrices, and matrix multiplication does not affect the rank change, we have \( \text{rank}(\lambda I_N - A, B) = N \), i.e., the network can be controlled by inputting control signals \( B \) to the remaining nodes.

From the above proof, we can see that the controllability of the remaining network is equivalent to the original network. Therefore, we can prune the nodes to achieve the effect of reducing computation and complexity. In the following, we give the pseudo code as shown in Algorithm 2.

Algorithm 2

Input:
Updated network, \( G = (V, W) \)
Nodes cost, \( \text{cost}(\cdot) \)

Output:
Pruning network, \( G_{tem} \)

1: \( V_O \leftarrow \text{sort} (\text{cost}(V_O)) \)
2: for \( v_{O} \) in \( V_O \) do
3: if \( \text{count}(V_O) < 4 \) then
4: \( G_{tem} \leftarrow (V - v_{o}) \)
5: else
6: \( G_{tem} \leftarrow (V - v_{o} - \min (\text{cost} \{ v_{o} \}), \text{s.t.} v_{o} \rightarrow v_{o} \)
7: end if
8: end for

4) Motif Isomorphism Matching: When there are only three nodes left in the network, it is also difficult to determine the driver node set. Therefore, we need to continue to classify the motifs, so that different motifs correspond to different control methods. In this paper, we classify 13 motifs into three categories, which are shown below.

Class A motif correspond to 4, 6 and 13 of the three-node motifs, respectively. The first two subplots in Fig. 4 show the correct signal imposition method, and the third subplot shows the incorrect signal imposition method.

According to the directed edge in the motif, when the control signal is applied to the red node in the figure, the control of the motif cannot be achieved by only one signal. When the control signal is applied to the blue node, any node can control the whole motif. Therefore, the less costly node among the correct nodes in the class A motif is chosen as the driver node.

Class B motif correspond to 7 to 11 of the three-node motifs, respectively, and the first subfigure in Fig. 5 shows the correct way to apply the signal. Each motif in the figure contains a directed loop, and the control signal applied to any node can be transmitted to the remaining two nodes, thus controlling the whole motif. Therefore, the less costly of the nodes in the class B motif is chosen as the driver node.

Class C motif corresponds to 1 to 3, 5, 6 and 12 of the three-node motifs. Figure 6 shows the fixed control signal application positions, where the red signal is redundant and has no effect on the driver node. 3 motif requires two control signals, while the rest of the motifs require only one control signal. Class C motif can only apply the control signals shown in the figure, and the blue signal node is selected as the driver node.

Based on the above motif isomorphism matching method, we write the pseudo-code as shown in Algorithm 3.
Algorithm 3

Input:
Pruning network, $G_{\text{tem}}$
Nodes cost, $cost(\cdot)$

Output:
Driver node, $Driver$

1: for motif in $\text{match}(G_{\text{tem}})$ do
2: if motif $\in A$ then
3: if motif == motif(4) then
4: $V_{de} = V - V_I$
5: else
6: $V_{de} = V - V_{in\_degree=2}$
7: $Driver \leftarrow \min \text{cost}\{V_{de}\}$
8: end if
9: else if motif $\in B$ then
10: $Driver \leftarrow \min \text{cost}\{V\}$
11: else
12: $Driver \leftarrow \min \text{cost}\{V_o\}$
13: end if
14: end for

Algorithm 4

Input:
Network, $G_{\text{tem}}$
Nodes cost, $cost(\cdot)$

Output:
Driver node set, $N_D$

1: if $V_O$ in $G$ then
2: $G, Driver \leftarrow \text{Algorithm 1}(G)$
3: else
4: while number of $V \in 2$ do
5: $G_{\text{tem}}, Driver \leftarrow \text{Algorithm 2}(G, cost)$
6: $G, Driver \leftarrow \text{Algorithm 3}(G_{\text{tem}}, cost)$
7: $G, Driver \leftarrow \text{Algorithm 1}(G_{\text{tem}}, cost)$
8: end while
9: $N_D \leftarrow Driver$
10: end if

B. Complexity Analysis

The method to find the minimum driver node set is usually reduced to a bipartite graph matching problem, and the classical algorithms are the Hopcroft-Karp algorithm with time complexity $O(V_1/2 \ast E)$, and the PBH criterion with time complexity $O(V^3)$. The time complexity of our method is $O(\log(V - 3) \ast (E + E/2 + \ldots + E/\sqrt{V})) = O(\log(2(n + \sqrt{n} - 3) \ast E))$. As we can see, as the number of nodes increases, especially after the number is greater than 20, the time complexity grows more slowly than other methods, and the time complexity is lower.

III. EXPERIMENT

Through the above reasoning and proof, the feasibility and credibility of our method are verified. We validate the effectiveness of our method on a real network by using four real networks as test datasets, searching for driver node set and analyzing the results. The size of nodes and edges varies from hundreds to hundreds of thousands, which are representative. Now, the experimental results are discussed and analyzed in the order of network size from small to large.

1) Neural Network of Cryptobacterium histolytica:
The analysis of neural networks can find the principles of organisms exhibiting the ability of learning, memory, exploration [28], and complex movement. J. G. White et al. [29] discovered that the neural network of Cryptobacterium hidradenum has more than 300 neurons and about 1000 cells in different connection groups. The neural network is a directed complex network in which different neurons have different stimulus costs, and the data were integrated and made publicly available by D. Watts and S. Strogatz [30].

Fig. 7 represents the directed complex network of the neural network, which contains 297 nodes and 2345 edges. The visual size of the nodes is positively correlated with the degree, and the greater the degree, the greater the display of the nodes. The nodes contain two colors, red nodes are the driver nodes, totaling 50, accounting for 16.84% of the nodes.
network, and green nodes are non-driver nodes, accounting for 83.16%.

2) Blog Hyperlink Network: A hyperlinked directed network among blogs about American politics, mainly the hyperlinked information contained in blogs, was recorded by adam and Glance in 2005 [31].

Fig. 8 represents the directed complex network of blog hyperlinks, containing 1224 nodes and 19022 edges, the node configuration in the network is consistent with the above figure, in which 192 nodes are driver nodes by red, accounting for 15.69% of the overall nodes in the network.

3) large social communication network: On July 4, 2012, CERN held a symposium and press conference to announce the discovery of a new particle with the elusive Higgs boson feature. The Higgs particle dataset focuses on the propagation data on Twitter before, during and after the launch of the new particle. Specifically, it contains all messages about the discovery from July 1 to 7, 2012, in which users used the "mention" action to form relationships with each other. Fig. 17 represents the directional complex network with 116408 nodes and 145774 edges for social network message propagation, the configuration of nodes in the network is consistent with the above figure, among which 3549 nodes are driver nodes by red, accounting for 3.05% of the network.

It can be seen that in the above-mentioned real networks, the proportion of driver nodes is not large, the maximum does not exceed 16.84%, indicating that a small number of nodes can control the whole network. For a large and complex network with more than 300 nodes, no more than 1/6 of the nodes can be used as the driver node set to achieve control of the network. In addition, as the size of the network increases, the number of nodes and edges gradually increases, the proportion of the driver nodes decreases, which means that the proportion of the driver nodes is negatively related to the size of the network. It can be said that the more complex the network is, the richer the edges are, the smaller the proportion of the driver node is.

At the same time, we also found another interesting point that the driver nodes are not the visually largest nodes, which
are the nodes with the highest degree values, but their out-degree/in-degree ratios are higher.

IV. CONCLUSION

At present, the controllability of complex networks belongs to the cross research direction, which has attracted the attention of scholars in different fields. Network controllability theory has been applied to various real networks, but it is not enough to solve some practical problems of real networks, so we further improve the related theory and strengthen the wider application research.

In this paper, we design a new method for searching the driver node set in complex networks without taking into account the node cost and the difficulty of efficiently coping with large networks, in order to solve the practical control problems of directed networks with different node costs in finite states. Firstly, we prove the sufficient conditions for the network to be strictly controllable under partial node control signal, and secondly, we develop a driver node set search algorithm based on the maximum augmenting path search, the equivalence controllability after network pruning, and the modal isomorphism matching model. Finally, the algorithm is validated by three types of experiments: examples, classical networks and real networks. The accuracy of the results is verified by illustrating the specific solving process of our method through examples. The efficiency of our method is verified by a large number of classical networks, and the connection between driver node set and the other nodes is found by the real network, which shows that a low percentage of driver nodes can control the whole network.
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