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\textsc{Abstract}: In these notes we consider relation between conformal blocks and the Nekrasov partition function of certain $\mathcal{N} = 2$ SYM theories proposed recently by Alday, Gaiotto and Tachikawa. We concentrate on $\mathcal{N} = 2^*$ theory, which is the simplest example of AGT relation.
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In these notes we consider relation between four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theories and Liouville field theory (LFT) proposed recently in [1]. In particular, it was conjectured in [1] that the Nekrasov partition function \[2\] in certain $\mathcal{N} = 2$ supersymmetric gauge theories coincides up to some trivial factors with the conformal blocks in LFT. This conjecture was checked in particular cases in [1] and lately in [3, 4, 5]. For simplicity we consider $\mathcal{N} = 2^* U(2)$ SYM theory, i.e. $\mathcal{N} = 4$ theory deformed by the mass to the adjoint hypermultiplet. We show that the Nekrasov partition function in such a theory is related with the one-point conformal block of the primary field in LFT on a torus.

In section 1 we remind the definition of the one-point conformal block on a torus and derive recursive formula for it. In section 2 we consider integral representation for the Nekrasov partition function in $\mathcal{N} = 2^*$ theory and show that it satisfies exactly the same recursive formula. We consider also asymptotic of the partition function at large values of the VEV of the adjoint scalar and find precise correspondence between these two objects. In section 3 we consider the limit $\varepsilon_1, \varepsilon_2 \to 0$ of the partition function in which the Seiberg-Witten curve is recovered and obtain WKB like parametric formula for the instanton part of the prepotential. In appendices we collect some proofs as well as some useful formulae.

Our approach can also be applied to the $\mathcal{N} = 2$ theory with four fundamental flavors which is related with four-point conformal block in LFT on a sphere [1] in more or less straightforward way. We think that our approach can also be applied to the AGT conjecture for higher rank gauge groups [3, 4] as well as to more complicated quiver gauge theories [1, 8, 9].

1. Recursive formula for the one-point toric conformal block

First of all we want to stress that we don’t really need the Liouville field theory because we will consider only conformal blocks which are objects completely fixed by the conformal invariance [10]. We will use Liouville parameterization for the central charge

$$c = 1 + 6Q^2, \quad \text{where} \quad Q = b + \frac{1}{b},$$

(1.1)
and for the dimensions of the primary fields
\[ \Delta(\alpha) = \alpha(\alpha - Q). \] (1.2)

In these notations degenerate representations of the Virasoro algebra are labeled by
\[ \alpha_{m,n} = -\frac{mb}{2} - \frac{n}{2b} \quad \text{with} \quad m, n = 0, 1, 2, \ldots \] (1.3)

and we denote
\[ \Delta_{m,n} \overset{\text{def}}{=} \Delta(\alpha_{m-1,n-1}) \] (1.4)

One-point correlation function on a torus with modulus \( \tau = e^{2\pi i q} \) is defined by
\[
\langle V_\alpha \rangle_\tau = \text{Tr} \left( q^{L_0} \bar{q}^{\bar{L}_0} V_\alpha(0) \right) = \sum \Delta \left\{ \Delta \right\} C^{\Delta}_{\Delta_\alpha} |q|^{2\Delta - \frac{\Delta}{2\Delta}} \left\| \mathcal{F}_\alpha^{(\Delta)}(q) \right\|^2,
\] (1.5)

where one-point conformal block \( \mathcal{F}_\alpha^{(\Delta)}(q) \) is defined as the contribution to the trace of the conformal family with conformal dimension \( \Delta \)
\[
\mathcal{F}_\alpha^{(\Delta)}(q) \overset{\text{def}}{=} \frac{1}{\langle \Delta | V_\alpha | \Delta \rangle} \left( \langle \Delta | V_\alpha | \Delta \rangle + \frac{\langle \Delta | L_1 V_\alpha L_{-1} | \Delta \rangle}{\langle \Delta | L_1 L_{-1} | \Delta \rangle} q + \ldots \right) = 1 + 2\Delta + \frac{\Delta(\alpha)^2 - \Delta(\alpha)}{2\Delta} q + \ldots
\] (1.6)

Structure constants of the operator algebra
\[ C^{\Delta}_{\Delta_\alpha} = \langle \Delta | V_\alpha | \Delta \rangle, \] (1.7)

as well as the set of intermediate dimensions \( \{ \Delta \} \) are details of the theory, but the conformal block \( \mathcal{F}_\alpha^{(\Delta)}(q) \) is universal object. Arbitrary matrix element in (1.5)
\[
\langle \Delta | L_1 \ldots L_{l_m} V_\alpha L_{-1} \ldots L_{-k_n} | \Delta \rangle = \lim_{z \to 1} \langle \Delta | L_1 \ldots L_{l_m} V_\alpha(z) L_{-1} \ldots L_{-k_n} | \Delta \rangle,
\] (1.8)

can be obtained from the three-point function of primary fields \( \langle \Delta | V_\alpha(z) | \Delta \rangle \sim z^{-\Delta(\alpha)} \) using commutation relations
\[
[L_n, V_\alpha(z)] = z^{n+1} \partial V_\alpha(z) + \Delta(\alpha)(n + 1)z^n V_\alpha(z).
\] (1.9)

This purely algebraic exercise becomes tedious for higher levels and here we would like to consider alternative approach first suggested in [11] for the case of four-point conformal block on a sphere\(^1\). We notice that the conformal block \( \mathcal{F}_\alpha^{(\Delta)}(q) \) as a function of the intermediate dimension \( \Delta \) has simple poles at
\[ \Delta = \Delta_{m,n}, \] (1.10)

\(^1\)Actually, our case (one-point toric conformal block) is much more simple than the general four-point spheric conformal block considered in [11]. As it follows from the results of the paper [12] the former is the particular case of it. Recursion formula (1.22) derived in this paper was considered recently in [13] and proved in [14].
where $\Delta_{m,n}$ is the conformal dimension of degenerate field \( (1.4) \). To see this let us consider the state \( |\chi\rangle \) on the level \( N = mn \) which has the limit at \( \Delta \to \Delta_{m,n} \)

\[
|\chi\rangle \to |\chi_{m,n}\rangle, \tag{1.11}
\]

where \( |\chi_{m,n}\rangle \) is the null-vector at the level \( mn \) which we normalize as

\[
|\chi_{m,n}\rangle = (L_{mn}^{mn} + \ldots)|\Delta_{m,n}\rangle. \tag{1.12}
\]

By definition, this vector is killed by the positive part of the Virasoro algebra and has conformal dimension \( \Delta_{m,n} + mn = \Delta_{m,-n} \). Moreover, it has a vanishing norm

\[
\langle \chi | \chi \rangle = (\Delta - \Delta_{m,n}) r_{m,n} + \ldots \tag{1.13}
\]

where \( r_{m,n} = 2 \prod_{k=1-m}^{m} \prod_{l=1-n}^{n} (kb+lb^{-1}) \), \( (1.13a) \)

with \( (k,l) \neq (0,0), (k,l) \neq (m,n) \) and is orthonormal to other states. Furthermore, any state at the level \( N > mn \) of the form \( L|\chi\rangle \) where \( L \) is some combination of the Virasoro generators of total degree \( N - mn \) will have zero norm at \( \Delta \to \Delta_{m,n} \) and hence will contribute to the singular part of the conformal block \( F_\alpha^{(\Delta)}(q) \). This contribution has the form\(^2\)

\[
\frac{1}{\langle \Delta | V_\alpha | \Delta \rangle} \frac{\langle \chi | L^+ V_\alpha L | \chi \rangle}{\langle \chi | L^+ L | \chi \rangle} = \frac{R_{m,n}(\alpha)}{(\Delta - \Delta_{m,n})} \times
\]

\[
\times \frac{1}{\langle \Delta_{m,-n} | V_\alpha | \Delta_{m,-n} \rangle} \frac{\langle \Delta_{m,-n} | L^+ V_\alpha L | \Delta_{m,-n} \rangle}{\langle \Delta_{m,-n} | L^+ L | \Delta_{m,-n} \rangle} + \ldots \tag{1.14}
\]

where by definition

\[
R_{m,n}(\alpha) = r_{m,n}^{-1} \frac{\langle \chi_{m,n} | V_\alpha | \chi_{m,n} \rangle}{\langle \Delta_{m,n} | V_\alpha | \Delta_{m,n} \rangle}. \tag{1.15}
\]

Matrix element in (1.13) can be extracted from ref [15]

\[
\frac{\langle \chi_{m,n} | V_\alpha | \chi_{m,n} \rangle}{\langle \Delta_{m,n} | V_\alpha | \Delta_{m,n} \rangle} = \prod_{k,l} \left( \frac{Q}{2} - \alpha - \alpha_{k,l} \right) \tag{1.15a}
\]

where

\[
k = -(2m-1), -(2m-3), \ldots, (2m-3), (2m-1),
\]

\[
l = -(2n-1), -(2n-3), \ldots, (2n-3), (2n-1),
\]

\(^2\)In order to obtain (1.14) it is convenient to use that in the limit \( \Delta \to \Delta_{m,n} \)

\[
\langle \chi | L^+ V_\alpha L | \chi \rangle = \frac{\langle \Delta_{m,-n} | L^+ V_\alpha L | \Delta_{m,-n} \rangle}{\langle \Delta_{m,-n} | V_\alpha | \Delta_{m,-n} \rangle} \langle \chi | V_\alpha | \chi \rangle + \ldots
\]
and \(\alpha_{k,l}\) are given by (1.3). From eq (1.14) it is clear that the residue of the conformal block \(F_{\alpha}(\Delta)(q)\) at \(\Delta = \Delta_{m,n}\) is proportional to \(F_{\alpha}(\Delta_{m,-n})(q)\)

\[
\text{Res} \ F_{\alpha}(\Delta)(q) \bigg|_{\Delta=\Delta_{m,n}} = q^{mn} R_{m,n}(\alpha) F_{\alpha}(\Delta_{m,-n})(q).
\] (1.16)

Using (1.16) one can write

\[
F_{\alpha}(\Delta)(q) = \sum_{m,n} q^{mn} R_{m,n}(\alpha) \frac{F_{\alpha}(\Delta_{m,-n})(q) + f^{(\Delta)}(q)}{\Delta - \Delta_{m,n}},
\] (1.17)

where function \(f^{(\Delta)}(q)\) corresponds to the limit of the one-point conformal block at \(\Delta \to \infty\) with \(\alpha\) being kept fixed. This asymptotic can be obtained from the fact that for any state \(L|\Delta\rangle\) one has

\[
\frac{\langle \Delta|L^+V_{\alpha}L|\Delta\rangle}{\langle \Delta|V_{\alpha}|\Delta\rangle\langle \Delta|L^+L|\Delta\rangle} = 1 + O\left(\frac{1}{\Delta}\right) \text{ at } \Delta \to \infty.
\] (1.18)

So that in the limit \(\Delta \to \infty\) the contribution of each state is just 1 and the conformal block is equal to the character which is given by

\[
F_{\alpha}(\Delta)(q) \xrightarrow{\Delta \to \infty} \frac{q^{\frac{1}{24}}}{\eta(\tau)} = 1 + q + 2q^2 + \ldots,
\] (1.19)

here \(\eta(\tau)\) is Dedekind eta function. If we assume that the poles in (1.17) are the only singularities of the function \(F_{\alpha}(\Delta)(q)\) then

\[
f^{(\Delta)}(q) = \frac{q^{\frac{1}{24}}}{\eta(\tau)}.
\] (1.20)

Defining

\[
\mathcal{H}_{\alpha}(\Delta)(q) = \frac{q^{\frac{1}{24}}}{\eta(\tau)} F_{\alpha}(\Delta)(q)
\] (1.21)

we arrive that function \(\mathcal{H}_{\alpha}(\Delta)(q)\) satisfies recursive relation

\[
\mathcal{H}_{\alpha}(\Delta)(q) = 1 + \sum_{m,n} q^{mn} R_{m,n}(\alpha) \frac{\mathcal{H}_{\alpha}(\Delta_{m,-n})(q)}{\Delta - \Delta_{m,n}}.
\] (1.22)

Relation (1.22) for \(\mathcal{H}_{\alpha}(\Delta)(q)\) is happen to be very effective for calculation of its expansion in power series of \(q\). Namely, let us represent \(\mathcal{H}_{\alpha}(\Delta)(q)\) as

\[
\mathcal{H}_{\alpha}(\Delta)(q) = 1 + \sum_{L=1}^{\infty} H_{L}(\Delta) q^{L}.
\] (1.23)

Relation (1.22) leads to recursive algorithm for the coefficients \(H_{L}(\Delta)\) (we define here for convenience \(H_{0}(\Delta) = 1\))

\[
H_{L}(\Delta) = \sum_{mn \leq L} R_{m,n}(\alpha) \frac{H_{L-2mn}(\Delta_{m,-n})}{\Delta - \Delta_{m,n}}.
\] (1.24)
2. \( \mathcal{N} = 2^* U(2) \) Nekrasov instanton partition function

We consider \( \mathcal{N} = 2 U(2) \) SYM theory with matter in adjoint representation deformed by the mass term. The instanton part of the partition function is given by \([3]\)

\[
Z_{\text{inst}}^{N=2^*}(\epsilon_1, \epsilon_2, m, \vec{a}) = 1 + \sum_{k=1}^{\infty} q^k \mathfrak{z}_k,
\]

where \( \mathfrak{z}_N \) is given by the \( N \)-dimensional integral (see (3.25) in \([3]\)). Here \( m \) is the mass of the matter multiplet, \( \vec{a} = (a_1, a_2) \) is VEV of the complex scalars and \( \epsilon_1, \epsilon_2 \) are the deformation parameters of \( \Omega \) background (see \([3]\)). Instanton parameter \( q \) in (2.1) is given by

\[
q = e^{2i\pi \tau}, \quad \text{where} \quad \tau = \frac{4i\pi g^2}{\alpha} + \frac{\theta}{2\pi}.
\]

Let us modify the notations which will be more suitable in our case

\[
\vec{a} = \hbar \vec{P}, \quad m = \hbar \alpha, \quad \epsilon_1 = \hbar b, \quad \epsilon_2 = \frac{\hbar}{b}.
\]

Total mass scale \( \hbar \) in \( \mathfrak{z}_N \) disappears and we can rewrite Nekrasov integral \([3]\) as

\[
\mathfrak{z}_N = \frac{1}{N!} \left( \frac{Q(b - \alpha)(b - 1 - \alpha)}{2\pi i\alpha(Q - \alpha)} \right)^N \oint_{C_1} \ldots \oint_{C_N} \prod_{k=1}^{N} \frac{\mathcal{P}(x_k + \alpha)\mathcal{P}(x_k + Q - \alpha)}{\mathcal{P}(x_k)\mathcal{P}(x_k + Q)} \times \\
\times \prod_{i<j} \frac{x_{ij}^2(x_{ij}^2 - Q^2)(x_{ij}^2 - (b - \alpha)^2)(x_{ij}^2 - (b - 1 - \alpha)^2)}{(x_{ij}^2 - b^2)(x_{ij}^2 - b^{-2})(x_{ij}^2 - \alpha^2)(x_{ij}^2 - (Q - \alpha)^2)} \, dx_1 \ldots dx_N, \quad (2.4)
\]

where

\[
\mathcal{P}(x) = (x - P_1)(x - P_2)
\]

and \( x_{ij} = x_i - x_j \). The contour \( C_k \) surrounds poles \( x_k = P_1, x_k = P_2, x_k = x_j + b \) and \( x_k = x_j + b^{-1} \). Integral (2.4) can be expressed as a sum over pairs of Young diagrams. Namely, let us denote the situation with no integrals being taken as a pair of empty diagrams

\[
\tilde{Y}_0 = (\varnothing, \varnothing).
\]

We can arrange all integration variables \( x_1, \ldots, x_N \) in the following way. The integral over variable \( x_1 \) surrounds poles \( P_1 \) and \( P_2 \). One has to choose one of them, for example \( P_1 \). It can be drawn as

\[
\tilde{Y}_1 = (\square, \varnothing)
\]

The integral over variable \( x_2 \) surrounds more poles. First of all it surrounds \( P_2 \) (we note that \( P_1 \) is no longer the pole due to the term \( x_{12}^2 \) in the numerator in (2.4)), but also \( P_1 + b \) and \( P_1 + b^{-1} \) (these poles come from the terms \( x_{12}^2 - b^2 \) and \( x_{12}^2 - b^{-2} \) in the denominator in

\[\text{In the } U(N) \text{ case } \mathcal{P}(x) = (x - P_1) \ldots (x - P_N).\]
One has to choose one of the above possibilities. They can be drawn as (we choose the convention to draw shifts in $b$ horizontally and shifts in $b^{-1}$ vertically)

$$
\vec{Y}_2 = \begin{pmatrix} \square & \square \end{pmatrix}, \quad \vec{Y}_2 = \begin{pmatrix} \square \square & \emptyset \end{pmatrix} \quad \text{or} \quad \vec{Y}_2 = \begin{pmatrix} \emptyset & \emptyset \end{pmatrix}
$$

respectively.

While integrating over variable $x_3$ and further one has to keep in mind which poles were chosen in the previous steps. This would correspond to drawing the square in appropriate place. It is trivially to see that the resulting ”picture” at any step will look like a pair of Young diagrams. It means that diagrams like

$$
\begin{pmatrix} \square \square & \square \square \end{pmatrix} \quad \text{or} \quad \begin{pmatrix} \square \square & \square \end{pmatrix}
$$

are forbidden (this is due to the terms $(x_{ij}^2 - Q^2)$ in the numerator in (2.4) which cancels corresponding poles). The resulting answer for the integral (2.4) can be written as a sum over all possible pairs of Young diagrams with the total number of cells equal to $N$ (including the cases when one diagram is empty). We note that there are exactly $N!$ ways to obtain the same pair from the integral (2.4). Let $\vec{Y} = (Y_1, Y_2)$ be such pair. Then $\mathcal{Z}_N$ is given by

$$
\mathcal{Z}_N = \sum_{\vec{Y}} \prod_{i,j=1}^{2} \prod_{s \in Y_i} \frac{(E_{ij}(s) - \alpha)(Q - E_{ij}(s) - \alpha)}{E_{ij}(s)(Q - E_{ij}(s))},
$$

(2.5)

where

$$
E_{ij}(s) = P_i - P_j - bY_{ij}(s) + b^{-1}(V_{Y_i}(s) + 1).
$$

(2.5a)

In (2.5a) $H_{Y_i}(s)$ and $V_{Y_i}(s)$ are respectively the horizontal and vertical distances from the square $s$ to the edge of the diagram $Y_i$ (we note, that by definition $s$ in (2.5) always belongs to the diagram $Y_i$). For example, let

$$
\vec{Y} = (Y_1, Y_2) = \begin{pmatrix} \square \square & \square \square & \emptyset \end{pmatrix}
$$

It is convenient to think about $s$ as a pair $(k, l)$ with $k, l = 1, 2, \ldots$ Using these notations we have for example

$$
H_{Y_2}((1, 1)) = 0 \quad \text{and} \quad V_{Y_1}((1, 1)) = 2.
$$

We note that $H_Y$ and $V_Y$ can be also negative. For example,

$$
H_{Y_2}((1, 2)) = -1 \quad \text{and} \quad V_{Y_1}((1, 2)) = 1.
$$

It is not a big deal to compare few first terms in the expansion (2.1) with the first few terms in the expansion of the one-point conformal block (1.6). It suggests the following identification

$$
\mathcal{Z}_{\text{inst}}^{N=2^*}(\varepsilon_1, \varepsilon_2, m, \vec{a}) = \left( \frac{q^{\frac{1}{2}}}{\eta(\tau)} \right)^{1-2\Delta(\alpha)} \mathcal{Z}_{\mathcal{A}}^{(\Delta)}(q),
$$

(2.6)
Figure 1: Integration contour in (2.4) surrounds poles $P_1$ and $P_2$ while poles $P_1 - Q$ and $P_2 - Q$ lie outside. When two of them collide (for example $P_1$ and $P_2 - Q$) the integral (2.4) occur a pole.

where

$$\Delta = \frac{Q^2}{4} - P^2, \quad \text{with} \quad P = \frac{P_1 - P_2}{2}. \quad (2.6a)$$

In order to prove relation (2.6) we consider the structure of singularities of the integral (2.4). A singularity can happen when two poles of the integrand collide. For example, if the pole $P_1$ which is inside the contour collide with the pole $P_2 - Q$ outside the contour (see fig 1). More general pole happens when $P_1 + (m - 1)b + (n - 1)b^{-1}$ collide with $P_2 - Q$. In order to archive the pole $P_1 + (m - 1)b + (n - 1)b^{-1}$ one need ”draw” the following pair of Young diagrams

$$\tilde{Y} = (Y_1, Y_2) = \left(\begin{array}{c|c|c} m & n & \emptyset \\
 & & \\
 & & \\
 & & \\
 & & \\
 & & \\
 & & \\
 & & \\
 & & \\
 & & \\
 & & \\
& & \end{array}\right)$$

In the remaining integral the pole $P_1 + (m - 1)b + (n - 1)b^{-1}$ will be inside all contours, while $P_2 - Q$ stay outside. As a result, we restrict the set of all possible pairs of Young diagrams to the subset such that the first diagram contains $m \times n$ rectangle in it. From (2.5) it is evident that any pair in the supplemental subset (i.e. the set of all pairs such that the first diagram does not contain $m \times n$ rectangle) does not have singularity at $P_1 + (m - 1)b + (n - 1)b^{-1} \rightarrow P_2 - Q$. Of course there are dual poles when $P_2 + (m - 1)b + (n - 1)b^{-1}$ collide with $P_1 - Q$. Both of them correspond to

$$\Delta(P) \rightarrow \Delta_{m,n}. \quad (2.7)$$

By doing simple algebra we get from (2.4)

$$\text{Res } Z_N^{\alpha, \Delta} \bigg|_{\Delta = \Delta_{m,n}} = R_{m,n}(\alpha) Z_{N,mn}(\alpha, \Delta_{m,-n}), \quad (2.8)$$

where $R_{m,n}(\alpha)$ is given by (1.13). One can show that poles (2.7) are the only singularities of the integral (2.4) as a function of $P_1$ and $P_2$ (see more on this in appendix A). That proves that the singular part of the partition function $Z_{\text{inst}}^{N=2*}(\varepsilon_1, \varepsilon_2, m, \bar{a})$ coinsides with the singular part of the conformal block (1.6).
Non-singular part of the partition function $Z_{\text{inst}}^{N=2^*}(\varepsilon_1, \varepsilon_2, m, \vec{a})$ can be obtained in the limit $\Delta \to \infty$. From (2.5) one gets

$$3_N \xrightarrow{\Delta \to \infty} \zeta_N(\Delta(\alpha)) = \sum_{Y} \prod_{s \in Y_1} \prod_{t \in Y_2} \left( 1 - \frac{\Delta(\alpha)}{\Delta((-bH_{Y_1}(s) + b^{-1}(1 + V_{Y_1}(s))))} \right) \times$$

$$\times \left( 1 - \frac{\Delta(\alpha)}{\Delta((-bH_{Y_2}(t) + b^{-1}(1 + V_{Y_2}(t))))} \right).$$

(2.9)

It follows from (2.9) that

$$1 + \sum_{k=1}^{\infty} \zeta_k(\Delta(\alpha)) q^k = \left( 1 + \sum_{k=1}^{\infty} \xi_k(\Delta(\alpha)) q^k \right)^2,$$

(2.10)

where

$$\xi_N(\Delta(\alpha)) = \sum_{Y} \prod_{s \in Y} \left( 1 - \frac{\Delta(\alpha)}{\Delta((-bH_Y(s) + b^{-1}(1 + V_Y(s))))} \right).$$

(2.10a)

In (2.10a) the sum goes over all Young diagrams $Y$ with the total number of cells equal to $N$. It is not obvious from the explicit form (2.10a) but $\xi_N(\Delta(\alpha))$ does not depend on $b$. This statement can be proved using results of appendix A. It is convenient to choose $b = i$. Then we have

$$\xi_N(\Delta(\alpha)) = \sum_{Y} \prod_{s \in Y} \left( 1 - \frac{\Delta(\alpha)}{(1 + H_Y(s) + V_Y(s))^2} \right).$$

(2.11)

It was proved in [16, 17] that

$$1 + \sum_{k=1}^{\infty} \xi_k(\Delta(\alpha)) q^k = \left( \frac{q^{\frac{1}{24}}}{\eta(\tau)} \right)^{1-\Delta(\alpha)},$$

(2.12)

so that finally proves the relation (2.6).

3. Seiberg-Witten prepotential

It was argued in [2, 16] that the partition function (2.1) has the following limit at $\varepsilon_1, \varepsilon_2 \to 0$

$$Z_{\text{inst}}^{N=2^*}(\varepsilon_1, \varepsilon_2, m, \vec{a}) \to e^{\frac{1}{\varepsilon_1 \varepsilon_2} \mathcal{F}(m, \vec{a})},$$

(3.1)

with $\mathcal{F}(m, \vec{a})$ being the instanton part of the Seiberg-Witten prepotential [18]. Having in mind (2.3) we set

$$\Delta(\alpha) = -\frac{m^2}{\hbar^2} \quad \text{and} \quad \Delta(P) = -\frac{a^2}{\hbar^2},$$

(3.2)

where $a = \frac{a_1 - a_2}{2}$ and consider the limit of the conformal block $\mathcal{H}_{\alpha}^{(\Delta)}(q)$ at $\hbar \to 0$.

$$\mathcal{H}_{\alpha}^{(\Delta)}(q) \xrightarrow{\hbar \to 0} e^{\frac{1}{2\hbar^2} \mathcal{F}(m, \vec{a})}.$$  

(3.3)

---

4Conformal blocks $\mathcal{H}_{\alpha}^{(\Delta)}(q)$ and $\mathcal{F}_{\alpha}^{(\Delta)}(q)$ have the same limit since they differ from each other by finite factor (see (1.21)).
The fact that the limit of $H_0^{(\Delta)}(q)$ has the form (3.3) is rather non-trivial from its explicit definition. Generally coefficients $H_L$ defined by (1.23) have asymptotic at $\hbar \to 0$

$$H_L \sim \frac{1}{\hbar^{2L}}, \quad (3.4)$$

but as stated in (3.3)

$$\log \left( H_0^{(\Delta)}(q) \right) = H_1 q + \left( H_2 - \frac{H_1^2}{2} \right) q^2 + \left( H_3 - H_1 H_2 + \frac{H_1^3}{3} \right) q^3 + \ldots \quad (3.5)$$

behaves as $\hbar^{-2}$. It can be checked by explicit calculation that all unwanted terms in (3.5) which have behavior $\sim \hbar^{-2k}$ with $k > 2$ are cancelled. Moreover, function $H(m, a|q)$ is $b$-independent and has the form

$$H(m, a|q) = -\frac{m^4}{2a^2} H(u|q), \quad (3.6)$$

where $u = \left( \frac{m}{a} \right)^2$. In (3.6)

$$H(u|q) = \sum_{k=1}^{\infty} p_k(u) q^k, \quad (3.7)$$

with $p_k(u)$ being polynomials of degree $2k - 2$

$$p_1(u) = 1, \quad p_2(u) = \frac{1}{32} \left( 5 u^2 - 48 u + 96 \right), \quad p_3(u) = \frac{1}{96} \left( 9 u^4 - 112 u^3 + 480 u^2 - 768 u + 384 \right), \quad (3.7a)$$

Polynomials (3.7a) are exactly the same as in [19]. The instanton part of the Seiberg-Witten prepotential $F(m, a|q)$ is related due to (2.6) with $H(u|q)$ as

$$F(m, a|q) = \frac{m^2}{12} \log(q) - 2m^2 \log(\eta(\tau)) - \frac{m^4}{2a^2} H(u|q). \quad (3.8)$$

In order to evaluate the limit of the conformal block at $\hbar \to 0$ it is convenient to consider two-point correlation function with one degenerate field $V_{-\frac{b}{2}}$

$$\langle V_{-\frac{b}{2}}(z)V_{\alpha}(0) \rangle_\tau = (\Theta_1(z))^{\frac{b}{2}} \left( \eta(\tau) \right)^{2\Delta(\alpha) - 1 - \frac{b^2}{4}} \Psi(z|\tau), \quad (3.9)$$

where $\Theta_1(z)$ is elliptic theta-function. Field $V_{-\frac{b}{2}}$ is degenerate at the second level. As a consequence of this degeneracy function $\Psi(z|\tau)$ defined by (3.9) satisfies differential equation of the second order (on a torus and other Riemann surfaces it was studied first time in [20]). In the limit $\hbar \to 0$ one has

$$\left( -\partial_z^2 + \frac{b^2 m^2}{\hbar^2} \phi(z) \right) \Psi(z|\tau) = \frac{2ib^2}{\pi} \partial_\tau \Psi(z|\tau), \quad (3.10)$$
where \( \wp(z) \) is Weierstraß elliptic function (see appendix B). It is reasonable to look for the solution to (3.10) in the form
\[
\Psi(z|\tau) = \exp\left(\frac{1}{\hbar^2} F(q) + \frac{b}{\hbar} W(z|q) + \ldots\right).
\] (3.11)

From the definition of the function \( \Psi(z|\tau) \) (3.9) we expect that
\[
F(q) = -a^2 \log(q) + 2m^2 \log(\eta(\tau)) - \frac{m^4}{2a^2} H(u|q).
\] (3.12)

WKB approximation for the function \( W(z|q) \) gives
\[
W(z|q) = \int_{z_0}^{z} \sqrt{E(q) + m^2 \wp(z)} \, dz, \tag{3.13}
\]
where
\[
E(q) = 4q \partial_q F(q). \tag{3.13a}
\]

The energy \( E(q) \) can be fixed from the condition that the monodromy of the WKB solution (3.13) along the \( A \) cycle of the torus is equal to \( 2i\pi a \)
\[
\oint_A \sqrt{E(q) + m^2 \wp(z)} \, dz = 2i\pi a. \tag{3.14}
\]

For convenience we define \( \mathcal{E}(q) = -\frac{1}{4a^2} E(q) \)
\[
\oint_A \sqrt{\mathcal{E}(q) - \frac{u}{4} \wp(z)} \, dz = \pi. \tag{3.15}
\]

Equation (3.15) defines \( \mathcal{E}(q) \) in parametric form. In particular, this form is very convenient for studying small \( u \) expansion of the energy \( \mathcal{E}(q) \)
\[
\mathcal{E}(q) = 1 + \mathcal{E}_1(q) u + \mathcal{E}_2(q) u^2 + \mathcal{E}_3(q) u^3 + \ldots \tag{3.16}
\]

Expanding equation (3.15) and using formulae from appendix B one can find coefficients \( \mathcal{E}_k(q) \)
\[
\mathcal{E}_1(q) = \frac{g_1}{4}, \quad \mathcal{E}_2(q) = \frac{g_2}{768} - \frac{g_1^2}{64}, \quad \mathcal{E}_3(q) = \frac{g_3 - g_1 g_2}{5120} + \frac{g_1}{256}, \quad \ldots \tag{3.17}
\]
where \( g_1, g_2 \) and \( g_3 \) are given by (B.4)-(B.5). Expansion (3.16) coincides with the expansion suggested by (3.12) to higher orders in \( u \). We note that within this approach we can obtain only the instanton part of the Seiberg-Witten prepotential\(^5\)
\[
\mathcal{F}(m, \bar{a}|q) = \left(a^2 + \frac{m^2}{12}\right) \log(q) - 4m^2 \log(\eta(\tau)) + F(q), \tag{3.18}
\]
where \( F(q) \) is defined as a solution to (3.14), while the perturbative part is the integration constant in (3.13a) which has to be fixed by other principles. We want to stress that in
\(^5\)Eq. (3.18) follows from (3.8) and (3.12).
particular case when $u = 4$ (at this point a charged BPS state is massless) equation (3.15) has a simple solution

$$E(q) = \varphi\left(\frac{\pi}{2}\right) = 8q\partial_q \log\left(\frac{\eta(2\tau)}{\eta(\tau)}\right).$$

(3.19)

We note also, that potential in Schrödinger equation (3.10) is double periodic function and we can define dual quasi-momentum as integral over $B$ cycle of the torus

$$\oint_B \sqrt{E(q) + m^2} \varphi(z) \, dz = 2i\pi a_D,$$

(3.20)

which is the derivative of the total prepotential with respect to $a$ [18].
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A. Structure of singularities of the integral (2.4)

In this appendix we consider pole structure of the integral (2.4) in more details. First of all if one looks at the explicit expression (2.5) one may have the impression that the integral (2.4) has poles (even not necessary simple poles) at the points

$$P_1 - P_2 = mb + nb^{-1}$$

with $m$ and $n$ being two arbitrary integer numbers restricted by the condition $|mn| \leq N$. Indeed, contribution of the particular pair of Young diagrams to (2.5) can have any of the above singularities, but the sum over all possible pairs does not. The only surviving singularities are the simple poles at $P_1 - P_2 = mb + nb^{-1}$ with either $m$ and $n$ being both greater than 1 or being both less than $-1$ with the condition $mn \leq N$. To prove it we consider more general integral

$$\Omega_N(P_1, P_2) = \frac{1}{N!} \left(\frac{Q}{2\pi i}\right)^N \times$$

$$\times \oint_{C_1} \ldots \oint_{C_N} \frac{F(x_1, \ldots, x_N)}{\prod_k(x_k - P_1)(x_k - P_2)} \prod_{i<j} \frac{x_{ij}^2(x_{ij}^2 - Q^2)}{(x_{ij}^2 - b^2)(x_{ij}^2 - b^{-2})} \, dx_1 \ldots dx_N,$$

(A.1)
where the integration contours are exactly the same as in (2.4) and \( F(x_1, \ldots, x_N) \) is some entire function\(^6\). Integral (A.1) can expressed as a sum over pairs of Young diagrams with the total number of cells equal to \( N \)

\[
\Omega_N(P_1, P_2) = \sum_{\vec{Y}} g(\vec{Y}) F(\vec{Y}),
\]

(A.2)

where by \( F(\vec{Y}) \) we denote the function \( F(x_1, \ldots, x_N) \) evaluated on a pair \( \vec{Y} = (Y_1, Y_2) \).

For example for the pair \( \vec{Y} = (Y_1, Y_2) = (\emptyset, \emptyset) \):

\[
F(\vec{Y}) \overset{\text{def}}{=} F(P_1, P_1 + b, \ldots, P_1 + (N - 1)b).
\]

Rational function \( g(\vec{Y}) \) in (A.2) is given by

\[
g(\vec{Y}) = \prod_{i,j=1}^{2} \prod_{s \in Y_i} \frac{h_{ij}(s)}{E_{ij}(s)(Q - E_{ij}(s))},
\]

(A.3)

where \( E_{ij}(s) \) is defined by (2.5a) and

\[
h_{ij}(s) = P_i - P_j + \alpha b + \beta b^{-1} \quad \text{for} \quad s = (\alpha, \beta).
\]

We claim that \( \Omega_N(P_1, P_2) \) is entire function of \( P_1 \) and \( P_2 \) (we prove this and even more general statement lately in this appendix). One can notice that if \( F(x_1, \ldots, x_N) \) is some polynomial of total degree less than \( N \) then \( \Omega_N(P_1, P_2) \) is identically zero. Now let \( F(x_1, \ldots, x_N) \) has a pole at \( x_k = \xi \)

\[
F(x_1, \ldots, x_N) \sim \frac{1}{\prod_{k}(x_k - \xi)},
\]

(A.4)

which is supposed to be outside the integration region in the integral (A.1). In this case \( \Omega_N(P_1, P_2) \) will have exactly the same form (A.2), but now because \( F(x_1, \ldots, x_N) \) has singularities itself \( \Omega_N(P_1, P_2) \) will have simple poles at

\[
P_k + mb + nb^{-1} = \xi.
\]

(A.5)

In our case (2.4) we have two singularities of the function \( F(x_1, \ldots, x_N) \)

\[
\xi = P_1 - Q \quad \text{and} \quad \xi = P_2 - Q,
\]

(A.6)

and both of them are outside the integration region. That leads to the simple poles of (2.4) in the points

\[
P_{ij} = mb + nb^{-1} \quad \text{for} \quad m, n > 1 \quad \text{and} \quad mn \leq N.
\]

(A.7)

\(^6\)Without loss of generality we can assume that \( F(x_1, \ldots, x_N) \) is symmetric function of its variables.
The corresponding residue can be calculated as explained in section 2. In principle, we also have poles related with $\alpha$ in the integral (2.4), but as it follows from (2.5) they do not lead to any singularities.

Now let us prove the statement announced above. Namely, function

$$\Xi^{(F)}_N(P_1, \ldots, P_n | \varepsilon_1, \ldots, \varepsilon_p) = \Xi^{(F)}_N(P_k | \varepsilon_a)$$

defined by the integral\footnote{We note that integrals of the same type were studied in \cite{ referencing works needed here.}},

$$\Xi^{(F)}_N(P_k | \varepsilon_a) = \frac{1}{N!} \left( \frac{1}{2\pi i} \right)^N \oint_{C_1} \cdots \oint_{C_N} \frac{F(x_1, \ldots, x_N)}{\prod_k \prod_p (x_k - P_p)} \prod_{i<j} \prod_{a} \left( \frac{1}{x_{ij} - \varepsilon_a^2} \right) \, dx_1 \cdots dx_N, \quad (A.8)$$

where contour $C_i$ goes as shown on fig 2, i.e. surrounds poles $P_k$ as well as $x_j + \varepsilon_a$ and leaves poles $x_j - \varepsilon_a$ outside is entire function of $P_k$ if $F(x_1, \ldots, x_N)$ is some entire function of $x_1, \ldots, x_N$. Let us perform integration with respect to $x_N$. It is convenient to represent the contour $C_N$ as

$$C_N = C_N^{(0)} - C_N^{(D)}, \quad (A.9)$$

where $C_N^{(0)}$ is the contour which surrounds all possible singularities and $C_N^{(D)}$ the contour which surrounds the points $x_j - \varepsilon_a$. We don’t worry to much about the integral over $C_N^{(0)}$, because the result of integration will be entire function so no new singularities will appear after this integration. Integration over $C_N^{(D)}$ is a trivial exercise leading to the new poles

$$x_j = P_k + \varepsilon_a, \quad (A.10)$$

which by definition are inside the contours $C_j$. Also, using identity

$$\frac{1}{\varepsilon_a (x_{ij} - \varepsilon_a)^2 - \varepsilon_b^2} + \frac{1}{\varepsilon_b (x_{ji} - \varepsilon_b)^2 - \varepsilon_a^2} = \frac{\varepsilon_a + \varepsilon_b}{\varepsilon_a \varepsilon_b} \frac{x_{ij}^2 - (\varepsilon_a + \varepsilon_b)^2}{x_{ij} - (\varepsilon_a + \varepsilon_b)^2}$$

one can show that other new poles will be in the points

$$x_{ij} = \varepsilon_a + \varepsilon_b, \quad (A.11)$$
and again by definition the contour $C_i$ surrounds $x_j + \varepsilon_a + \varepsilon_b$ but not $x_j - \varepsilon_a - \varepsilon_b$. The result of integration over variable $x_N$ can be represented as

$$\Xi^{(F)}_N(P_k|\varepsilon_a) = \Xi^{(\tilde{F})}_{N-1}(\tilde{P}_k|\tilde{\varepsilon}_a),$$

(A.12)

where we defined

$$\{\tilde{P}_k\} = \{P_1, \ldots, P_n, P_1 + \varepsilon_1, \ldots, P_n + \varepsilon_1, \ldots\},$$

$$\{\tilde{\varepsilon}_a\} = \{\varepsilon_1, \ldots, \varepsilon_p, 2\varepsilon_1, \varepsilon_1 + \varepsilon_2, \ldots\}$$

and $\tilde{F}(x_1, \ldots, x_{N-1})$ is some entire function which explicit expression is not important for us now. So as a result of integration over $x_N$ we have reduced our original $N$-dimensional integral (A.8) to the $(N-1)$-dimensional integral of the same type. No singularities (for example at $P_1 \to P_2$) appear because they were inside our contour. We can repeat this procedure again and reduce it to the $(N-2)$-dimensional integral and so on. At any step we will get entire function of $P_1, \ldots, P_n$. At the end we prove that $\Xi^{(F)}_N(P_k|\varepsilon_a)$ is entire function of $P_1, \ldots, P_n$.

### B. Useful formulae

In this appendix we collect some formulae for Weierstraß function.

The Weierstraß function can be expressed through the second logarithmic derivative of the theta-function $\Theta_1(z)$ as

$$\wp(z) = \left(\frac{\Theta_1'(z)}{\Theta_1(z)}\right)^2 - \frac{\Theta_1''(z)}{\Theta_1(z)} + \frac{1}{3} \frac{\Theta_1'''(0)}{\Theta_1'(0)}.$$  \hfill (B.1)

This is double periodic function with periods $\pi$ and $\pi\tau$ which has the expansion at the origin

$$\wp(z) = \frac{1}{z^2} + \frac{g_2}{20} z^2 + \frac{g_3}{28} z^4 + O(z^6),$$ \hfill (B.2)

where the invariants $g_2$ and $g_3$ enter in the differential equation satisfied by $\wp(z)$

$$\wp'(z)^2 = 4\wp(z)^3 - g_2 \wp(z) - g_3,$$ \hfill (B.3)

and are given by

$$g_2 = \frac{4}{3} \left(1 + 240 \sum_{k=1}^{\infty} \sigma_3(k) q^k\right),$$

$$g_3 = \frac{8}{27} \left(1 - 504 \sum_{k=1}^{\infty} \sigma_5(k) q^k\right),$$ \hfill (B.4)

where $\sigma_n(k)$ is the divisor sigma function. For our purposes we define also

$$g_1 \overset{\text{def}}{=} \frac{1}{3} \frac{\Theta_1''(0)}{\Theta_1'(0)} = -\frac{1}{3} \left(1 - 24 \sum_{k=1}^{\infty} \sigma_1(k) q^k\right).$$ \hfill (B.5)
While considering small $u$-expansion of the equation (3.15) one has to evaluate the integrals

$$f_n = \frac{1}{\pi} \oint_A \varphi^n(z) \, dz. \quad (B.6)$$

One can notice that $\varphi^n(z)$ can always be represented as a sum of even derivatives of the function $\varphi(z)$ itself

$$\varphi^n(z) = \sum_{k=1}^{n-1} c_k^{(n)} \varphi^{(2k)}(z) + a_n \varphi(z) + b_n. \quad (B.7)$$

Coefficients $c_k^{(n)}$ as well as $a_n$ and $b_n$ can be found expanding both hand sides of $\text{(B.7)}$ at the origin. Integrating over $A$-cycle one can drop all derivative terms in $\text{(B.7)}$ due to periodicity. Finally, one gets

$$f_n = a_n g_1 + b_n. \quad (B.8)$$

Explicitly, first few integrals $f_n$ are

$$f_1 = g_1, \quad f_2 = \frac{g_2}{12}, \quad f_3 = \frac{g_3}{10} + \frac{3g_1g_2}{20}, \quad f_4 = \frac{5g_2^2}{336} + \frac{g_1g_3}{7}, \quad f_5 = \frac{2g_2g_3}{30} + \frac{7g_1g_3}{240}, \quad f_6 = \frac{g_2^3}{55} + \frac{15g_3^2}{4928} + \frac{87g_1g_2g_3}{1540}. \quad (B.9)$$
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