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ABSTRACT Future industrial control systems face the need for being highly adaptive, productive, and efficient, yet providing a high level of safety towards operating staff, environment, and machinery. These demands call for the joint consideration of resilience and mixed criticality to exploit previously untapped redundancy potentials. Hereby, resilience combines detection, decision-making, adaption to, and recovery from unforeseeable or malicious events in an autonomous manner. Enabling the consideration of functionalities with different criticalities, mixed criticality allows prioritizing safety-relevant over uncritical functions. While both concepts on their own feature a huge research branch throughout various disciplines of engineering-related fields, the synergies of both paradigms in a multi-disciplinary context are commonly overlooked. In industrial control, consolidating these mechanisms while preserving functional safety requirements under limited resources is a significant challenge. In this contribution, we provide a multi-disciplinary perspective of the concepts and mechanisms that enable criticality-aware resilience, in particular with respect to system design, communication, control, and security. Thereby, we envision a highly flexible, autonomous, and scalable paradigm for industrial control systems, identify potentials along the different domains, and identify future research directions. Our results indicate that jointly employing mixed criticality and resilience has the potential to increase the overall systems efficiency, reliability, and flexibility, even against unanticipated or malicious events. Thus, for future industrial systems, mixed criticality-aware resilience is a crucial factor towards autonomy and increasing the overall system performance.

INDEX TERMS Autonomy, functional safety, industrial control systems, mixed criticality, resilience.

I. INTRODUCTION

Many industrial sectors are facing an increasing volatility of markets, e.g., through varying demand, reduced lot sizes down to individualized production, disrupted supply chains, or a varying availability of resources. These challenges call for new and ingenious ways to increase the flexibility of production, while still maintaining a high efficiency. At the same time, highly flexible production facilities also pose their own challenges, e.g., with respect to maintaining efficiency and functional safety in all potential configurations with limited resources, specifically in the face of unanticipated events or even cyberattacks. In this contribution, we consider two concepts to tackle these challenges and put a focus on the potential we see in combining both concepts: resilience and mixed criticality.
While the term resilience originates from the field of psychology, over time, the concept has also been transferred to other domains, including organizational, social, economic, and engineering domains [1]. Also due to this adaptation to such a broad range of fields, multiple definitions of resilience exist in literature, e.g., [1]. To the best of the authors’ knowledge, currently, there is no universally accepted cross-area definition. Here we follow the rather broad definition in [2], where resilience is defined as the intrinsic ability of a system to adjust its functionality in the presence of a disturbance and unpredicted changes. The term mixed criticality originates from the domain of scheduling [3], where critical tasks are prioritized over less critical ones, e.g., in terms of computation time. Here, however, we extend the concept to a functional level, where different criticalities are assigned to different tasks or functionalities within a production plant.

An example illustrating the two concepts and their combination is presented in Fig. 1. Hereby, Fig. 1 represents an ICS or a general mechatronic system, e.g., the configuration of a modern vehicle or robot cell. In every plant, there are multiple resources, such as computational nodes, communication channels, instrumentation, physical assets, such as pipes, tanks, etc. In case of disruptions of one or multiple components of the system, resilient behavior can be achieved by “intelligently” redistributing the tasks onto the remaining resources to alleviate the effects of the disruptions. As long as there are enough redundant components in the system, the pre-disruption state may be reachable. If the disruption is so severe, however, that the remaining resources do not allow to fully maintain all functionalities, the concept of mixed criticality comes into play. Combining the flexible reorganization with mixed criticality allows to automatically prioritize more critical functions (e.g., safety relevant) over less critical functions (e.g., optimization) to achieve an acceptable behavior of the system even in presence of severe and unanticipated disruptions.

Both concepts, resilience and mixed criticality, are intrinsically multi-facetted, even within the scope of flexible production and process control systems considered here. In this contribution, we provide multiple viewpoints of the concepts, namely system design, communication, control, and security. We are looking for differences, similarities, and potential synergies of both concepts between the different research fields. We highlight the potential and challenges that implementing the concepts in control systems hold and propose ideas to combine resilience and mixed criticality in a meaningful way. Please note that the herein considered concepts are motivated and applied to ICS, however, such considerations are perfectly extendable to various application fields such as the automotive market, industrial robotics, and thus general mechatronic systems.

A. MULTI-DISCIPLINARY PERSPECTIVE
Joining the concepts of resilience and mixed criticality for industrial control systems (ICS) in a meaningful and effective manner requires efforts in a wide-range of research fields. We now proceed to provide a perspective for the system design, communication, control, and security domain, respectively.

1) SYSTEM DESIGN
From the system design perspective, current ICS and their life cycles are unable to meet the requirements of a quickly evolving and uncertain world. From the perspective of the demand, the orders to be filled are affected by the global economy and require an immediate adaptation of the system to
fulfill these demands. The need for safety inevitably requires a higher level of autonomy when it comes to handling faults, failures, or accidents, without causing lengthy down-times or awaiting manual intervention. Additionally, new qualities and quantities of adversaries necessitate enormous efforts in keeping these systems secure. Traditional measures of relying on exceptional system design and a quick manual response are insufficient in dealing with uncertainty. Future ICS must be able to adapt and respond autonomously and flexibly to unforeseen and unforeseeable events. Entailing the aspects of absorption, adaptation, and recovery, resilience, i.e., the capacity to recover from perturbations or adverse conditions, captures a missing property in current ICS. While the organizational structures surrounding the plant will eventually recover from a fault or attack, the ICS by itself is incapable of performing this recovery. We envision future ICS that are empowered to detect, diagnose, and respond autonomously to unexpected scenarios, and resilience is a key component of this development. Further, current architectures are comprised of numerous concurrent system functions. These functions are of diverse priorities and as such, can and should be treated accordingly in the event of a fault or an attack. Pooling of resources, e.g., see Fig. 1, can provide the required flexibility to improve the resilience of highly critical system functions at the cost of uncritical functions.

2) COMMUNICATION
Future ICS pose strict requirements to the underlying communication infrastructure, e.g., consider Fig. 1, where numerous sensors, actors, servers, and computation resources communicate with each other. These ICS require the communication systems to provide real-time connectivity and ensure reliable communication in an autonomous manner. In this context, especially the broadband and critical Internet of Things (IoT) connections are expected to grow from 0.8 billion in 2021 to over 2 billion in 2027, approximately [4]. With the advantages of low-costs, high flexibility, easy deployment, as well as self-configuration, wireless communication is an excellent candidate for future industries [5]. Especially in the context of ICS, where mixed critical functions coexist within the network, such criticality levels need to be accounted for. Under heterogeneous quality of service (QoS) demands, a cross-layer perspective to serve the mixed critical network participants is necessary. Moreover, fundamentally, the wireless channel in particular is highly unreliable due to fading, blockage, or outage [6]. Providing a robust communication system is, therefore, vital. As faults are inevitable, it is equally important to provide mechanisms to adapt the communication and recover in a timely manner to an acceptable service level. Thereby, the concept of resilience arises, especially to handle the tremendous real-time mixed critical communication traffic.

3) CONTROL
Along with the system design and communication perspective, future ICS rely on sophisticated control mechanisms. Therefore, from the control perspective, resilience plays an increasingly important role in nearly all cyber-physical system (CPS) featuring a high functional and infrastructural criticality. Such instances are frequently found in various time and geographic scales of power systems, autonomous driving, robotics, process engineering, civil security, etc. [7], [8]. From the perspective of control theory, a formal definition of resilience and its distinctive features to the established concepts of robustness and fault-tolerance need to be found. Resilient behavior counteracts a higher level of unforeseen system degradation with respect to system-relevant quality criteria which on its own requests an unambiguous mathematical description. Another aspect that one should stress is how resilience is related to the system autonomy. In fact, by its definition resilience excludes readjusting of the system parameters or/and its architecture by a human operator. Resilient systems are autonomous in pursuing these tasks. Therefore resilient behavior requires and it expresses a certain level of autonomy. Currently two control theoretical paradigms in addressing the system resilience need to be discriminated: the model-based and the data-driven one. A common ground to these techniques where multiple challenges reside in terms of algorithmic efficiency, structure, flexibility and robustness is represented by the need for optimization in continuous and discrete variable spaces. Natural model-based approaches offer adaptive control (AC) and model-predictive control (MPC) techniques. Data-driven and Machine Learning (ML) techniques, (also in light of its close relationship to the autonomous behavior) offer appealing decision making strategies, in particular in complex environments, including reinforcement learning.

4) SECURITY
Given the above considerations, enabling resilience and mixed criticality for ICS in a meaningful manner still requires to account for an IT security perspective. From this point of view, mixed criticality scenarios are gaining more attention. Cloud computing, the IoT, and the prevalence of mobile devices have fundamentally changed the requirements for security mechanisms. Sophisticated malware and extensive cyberattacks have set a new stage for threat assessment. Further, in order to cope with the skyrocketing amount of digitalization, an effective security strategy is a necessity. In this context, incident response and analysis is an essential consideration. In terms of cyber security, resilience refers to an organization’s ability to adapt to and counteract damaging cyber incidents, regardless of whether these incidents are deliberate or unintentional, triggered by employees or third parties. The level of resilience is measured in maintaining confidentiality, integrity, and availability of data and services. Security mechanisms are usually strictly aligned with the criticality of the system to protect. For instance, security policies may depend on the state of a process, i.e., the current criticality for the whole system, see Fig. 1. Due to specifications, the whole system can be shifted from an uncritical state to a highly-critical state during runtime. The same may apply to
Aspects of existing metrics and provides a new metric, combining the properties (e.g., recovery, adaptation, graceful degradation) [10].

2) RESILIENT SYSTEM DESIGN
The need for resilience in critical infrastructure and safety-critical systems is well understood and relates to the concept of risk management [11], [12], [13], [14]. In particular, resilience extends the notion of reliability through adaptation to events that may be impossible or difficult to anticipate or quantify. Thus, resilience plays a more important role for dependable systems with critical elements. Compared with traditional systems design, the IoT provides fresh opportunities for resilience through decentralization, diversity, or evolution [15]. By incorporating critical infrastructure into the IoT, the need for resilience is even more clear, as critical and uncritical services must coexist in close proximity [16]. The deeply interconnected networks of the IoT also create new challenges that require more advanced resilience strategies [17].

3) MIXED CRITICALITY SCHEDULING
The presence of critical and less-critical components or tasks inevitably leads to the topic of task scheduling. The initial discussion sprung from a seminal paper [3], which quickly led to a large number of contributions on the general topic of how to schedule tasks in the presence of mixed criticalities [18], [19].

C. CONTRIBUTION
The contributions of this work include the joint consideration of resilience and mixed criticality within a multi-disciplinary point of view. Especially, considering ICS to ensure being highly adaptive, productive, and efficient while preserving functional safety requirements under limited resources is tackled from a system design, communications, control, and security domain. To the best of the authors’ knowledge, this is the first work to provide such a perspective with a focus on enabling mixed criticality-aware resilience in ICS. The detailed contributions, respecting individual and joint aspects, are given as follows:

- We investigate existing definitions and metrics of resilience and assess their suitability for ICS.
- We examine and classify key characteristics and technologies that enable mixed criticality-aware resilience in ICS.
- From a system design perspective, we analyze the opportunities and challenges that resilience may provide for ICS, and investigate the potentials of considering the various criticalities or priorities of system functions.
- From the communication perspective, we, with a focus on the lower communication layers, propose a vision of a mixed criticality-aware resilience controller, and evaluate these considerations in a case study.
- From the control perspective, we survey and classify the methods of adaptive control, and analyze them in the context of resilience and mixed criticality.
- We explore the implications of mixed criticality on a system’s cyber security.
- We identify trends and challenges that promote or inhibit the adoption of resilience and mixed criticality among the domains.

D. ORGANIZATION
The rest of the paper is organized as follows: Section II provides more insights into the resilience and mixed criticality domain for ICS and provides general definitions. Definitions and metrics from the system design perspective are revisited in Section III. Especially, the role of resilience during a system life cycle is emphasized. A perspective of the communication domain is provided in Section IV, a resilience and criticality-aware network controller and detailed definitions are provided. Thereafter, Section V depicts the control perspective, where existing methods of robust and adaptive control are surveyed and their application for resilient ICS is described. Section VI provides a security perspective on resilience and mixed criticality, and conducts a case study on detecting malicious behavior. After introducing the multi-disciplinary framework of resilience and mixed criticality for ICS, Section VII links the proposed framework to related paradigms for enhancing reliability and safety. Future perspectives are discussed in Section VIII, and Section IX concludes the paper.

II. RESILIENCE AND MIXED CRITICALITY IN ICS
Many recent approaches towards increasing flexibility of production and process systems fall into the category of digital transformation in manufacturing, often referred to as the 4th industrial revolution or Industry 4.0 [20]. The approaches tackle the problem in a multitude of ways and on various
levels, i.e., on different hierarchies (from product to enterprise level), at different stages of the life cycle (from development to service), and on different architecture components (from physical things, to their digital representations, to higher level business processes). The solution space has been concisely summarized in the Reference Architectural Model Industry 4.0 (RAMI 4.0) [21].

Take the process industry as an example. “Traditionally”, plants have mostly been designed as a whole, in a monolithic fashion, optimized for the production of a specific quantity of a specific product. Such plants allow for a plant-wide optimization that can achieve a very high degree of efficiency. However, this high efficiency comes at the price of a limited flexibility regarding the product, the quantities to produce, as well as unforeseen events. An established way to increase the flexibility of the production is to consider a modular plant design. Instead of engineering a complete plant from scratch, the plant is built by combining pre-designed functional modules. On the one hand, the reuse of pre-designed modules promises the reduction of engineering overhead and also build time, effectively reducing the time to market. On the other hand, the use of modules allows a more flexible reaction to changing market conditions, e.g., by numbering up the modules to quickly react to an increased demand or by reorganizing or exchanging modules to enable the production of another product. This makes modularity especially interesting for multi-purpose plants and specialty chemicals. Taking the idea of modular plants a bit further, each module can be realized as a cyber-physical system and the complete plant as a CPS of Systems (CPSoS) that orchestrates the modules, enabling new levels of flexibility through potentially automatic on-demand adaptations.

While promising significant benefits, new levels of flexibility also introduce new challenges. Besides still needing to ensure productivity and profitability, the plant must be safe for personnel, equipment, and the environment at all times, independent of the configuration of the plant.

So far, identification and evaluation of potential risks in a plant are usually based on structured risk analyses such as HAZard and OPerability (HAZOP) studies [22]. Although there are works on modular HAZOPs that reduce the overhead [23], thorough analyses remain costly, take time, and involve multiple stakeholders. Based on the identified risks, appropriate countermeasures can be derived and implemented to make the plant robust to known incidents. However, in highly flexible plants, a plethora of possible configurations may occur during runtime. This makes it practically infeasible to perform analyses that cover all eventualities and implement dedicated countermeasures that make the plant robust to all events in all possible future configurations with limited resources. As a result, there is an increased chance that unanticipated incidents will occur for which no dedicated countermeasures are in place. Alternative strategies are needed to appropriately handle such unforeseen incidents, especially in flexible plants. A promising approach towards this goal we see in the emergence of resilient systems - systems that are capable of recovering from and/or adapting to these incidents.

In addition to robust design, where the aim is to harden the system to withstand adverse events, the goal of resilient design is to create systems that are inherently capable of adapting to and recovering from adverse events. For instance, a robust design can be achieved by introducing back-up redundancy for critical components, e.g., safety-critical systems, to withstand failures of the respective component. In case all redundant devices fail, or no redundancy has been implemented, a resilient design allows for a meaningful adaptation of the system, such that a complete shutdown is avoided and the functionality is recovered to a certain degree. In this light, flexibility of plants is both, a reason for introducing resilient design, as well as a prerequisite for enabling the desired adaptation during runtime that is characteristic for resilient systems.

This behavior is illustrated in Fig. 2. On a high abstraction layer, the function $F(t)$ could be the productivity of a specific plant. The degradation of $F(t)$ could be due to a failing module. Without any actions, the productivity will drop to a low degraded steady state, which for instance could be a complete stand-still of the plant. Once the event has been detected, a “resilience action” can be triggered, which in this case could be a reorchestration of the remaining modules such that the failed module is avoided in automatically created production plans that optimize the productivity $F(t)$ under the new limiting circumstances. This can be interpreted as an optimization problem with increasing resource limitations.

With respect to Fig. 2, work [9] proposes a general resilience metric combining the aspects of anticipation, absorption, adaption, and recovery. Before the failure happens in Fig. 2, i.e., in the stable state, anticipation corresponds to defending against threats to the normal operation, which can be done actively and passively. Anticipation is therefore regarded as a pre-failure aspect. The remaining post-failure resilience aspects are characterized as follows:

- **Absorption** is the ability to maintain the functionality on error occurrence, i.e., restraining the failure’s severity. In Fig. 2, this is measured in terms of the functionality loss at the degraded steady state.
- **Adaption** is the ability to mitigate failure consequences using the remaining system resources. In Fig. 2, adaption is denoted as resilience actions.
Resilience plays a role in all phases of the system life cycle. During design time, resilience requires the consideration of redundancies that provide the necessary potential for resilience, in particular with respect to a mixed criticality context, e.g., multiple antennas for communications, see section IV. During run-time, these redundancies can be leveraged to provide resilience against a broad spectrum of faults, failures, and attacks, e.g., adaptive beamforming in section IV, and learning-based adaptive control in section V. The resilience of the system is mainly defined by the behavior in the four phases of Monitoring, Analysis, Planning, and Execution of the MAPE cycle [24], [25]. Thus, we analyze the impact of these four phases in particular, and what parameters can influence the system resilience.

A. MONITORING
Detection is the ability to find and diagnose an event. This can apply to failures or faults just the same as to cyberattacks. The ICS must be able to detect an event to be able to react to it. This detection may mean that the exact event is observed (e.g., detection of the execution of malicious code), or by the detection of correlated events (e.g., missing heartbeat may indicate failed hardware). The first type of detection may be implemented by means of additional or smart sensors. The second type of detection can be facilitated through interconnection, data collection, and data analysis, e.g., see Section VI, where a case study validates a detection scheme.

B. ANALYSIS
While monitoring concerns the raw data collection, this data must be analyzed. Within the MAPE-K model, this can be performed in decentralized design patterns [26]. The analysis is performed over the knowledge K, where the reason to perform a change is detected. At this stage, various methods can be used to extract information from the raw data, such as data mining. Different sources of information can also be combined to form a complete picture, e.g., if suspicious activity in the network is inconclusive, yet other sources indicate an active attack. Similarly, a fault that leads to erroneous behaviors may not be directly visible to a single device. In the greater scheme, however, it may be possible to precisely diagnose the underlying issue.

C. PLANNING
Once an event has been detected, a decision must be formed regarding the response. In the simplest form, resilience strategies are provided beforehand for specific scenarios. This limits strategies to events that are anticipated. In the most advanced form, an advanced decision making algorithm is able to determine the appropriate response to an event autonomously. These decision making algorithms may be centralized or decentralized. A centralized algorithm will suffer from network outages, while a decentralized algorithm puts additional pressure on the network and the individual devices. Depending on the scale of the system, a middle ground may be found in which centrally controlled clusters are able to cooperate in a decentralized manner.

A decentralized architecture was presented in [27], where the planning is limited to computationally powerful devices, whereas all devices participate in a decentralized consensus.
FIGURE 3. Depending on the time of detection and response, resilience can manifest in different ways. In a prevention scenario, a fault is fixed before a failure. In survival, a fast adaptation can prevent degradation while it is appearing. In recovery, a degraded system or function can be recovered without requiring a restart.

The consensus allows the optimization and verification of a planned reaction by all participants, without relying on a central authority that could be unavailable or compromised.

D. EXECUTION

Most events will require an adaptation of the system, e.g. through hardware and/or software reconfiguration. Reconfigurable or flexible manufacturing systems may provide some of the needed capabilities. Compared to pure software systems, ICS have additional constraints regarding timing, safety, and the consistency of the process. Any adaptation of the system must be able to guarantee the satisfaction of these constraints, in particular the consistency of the physical process, and the satisfaction of any real-time constraints.

The consistency requirements can be satisfied by careful selection and ordering of the reconfiguration or adaptation sequence. These sequences contain the necessary steps to change a system during its execution. In [28], this consistency in the reconfiguration of distributed control applications based on the IEC 61499 is achieved by choosing an ordering, in which the application is reconfigured in alignment with the flow of events through the system. Thus, ICS can be reconfigured without compromising the consistency of the physical process.

The timeliness of these reconfiguration sequences is analyzed in [29]. If strict hard real-time requirements are expected, an exhaustive schedulability analysis of the reconfiguration is needed. In [29], this is solved by introducing a strict schedulability condition for preemptive, rate monotonic scheduling. Using this condition, the timing impact of the adaptation / reconfiguration can be quantified and an optimal reconfiguration sequence can be found. Depending on the size and complexity, an adaptation can be performed within milliseconds to seconds, while preserving the real-time guarantees necessary to ensure safety.

In Fig. 3, two examples of resilient behavior are displayed: Survival and Recovery. A traditional, non-resilient system requires a restart or other lengthy downtimes to react to a failure. A resilient system, by contrast, is able to respond to the failure by timely detection and reaction. This limits the impact on the system performance. The resilience loss (RL) indicates the lost production time due to the failure. Using dynamic adaptation of the system, the loss can be drastically reduced. In the survival scenario, the reaction can take place before a degraded steady state is reached. In a recovery scenario, the system performance is recovered after a delay, yet this recovery can take place online. If the fault was detected earlier, a degradation could be entirely prevented without any loss. Which of these scenarios may take place depends on the fault / failure and the system. If, for example, not enough resources are available, the reaction may be delayed. In a mixed criticality context, the prevention of a failure of a critical function may require a temporary degradation of a less critical function.

Resilience at run-time requires redundancy at design-time. This does not have to be static redundancy in the form of passive systems that run in parallel and are available at all times. Instead, in large systems, there commonly are hidden redundancies and untapped potentials, e.g., over-provisioned computational resources that can be pooled and used flexibly. Using a mixed criticality prioritization scheme, non-critical functions can be temporarily degraded to provide additional resources for highly critical functions.

IV. RESILIENT WIRELESS COMMUNICATIONS

From the communications perspective, resilience and criticality awareness are highly relevant and timely topics, e.g., in smart factory use cases [4]. As can be seen in Fig. 1, communication is a central building block, uniting different entities within the ICS. Thereby, automated network and resource management from the communications discipline builds one of the pillars towards resilience in mixed critical ICS.

A. RELATED WORKS

A great amount of work towards (network) resilience in communication systems has been conducted by the ResiliNets initiative [30]. Axioms, strategies, and principles of resilience for communication networks have been reviewed and
proposed in [31]. With a focus on the Internet, the authors gave detailed insights into the general framework providing a basis for future research in various directions. Disaster-resilient communication networks were extensively studied in the book [32], where fundamentals of communication networks’ resilience are provided including many works of various researchers around the globe. A plethora of works discuss, propose, and analyze criticality-aware systems in communications [33], [34], [35]. For example, [33] proposes a priority-aware wireless fieldbus protocol and studies the scheme using a plastic extrusion process monitoring scenario. The works [34], [35] in particular propose the AirTight wireless communication protocol under mixed criticality systems, which also provides resilience. The authors present the motivation, design, analysis, and implementation of the protocol for time-critical CPSs including real-time and mixed criticality requirements. Results imply the feasible performance of AirTight w.r.t. packet deadlines and fault experience [34], and w.r.t. schedulability [35]. The authors base the protocol upon the physical (PHY) layer and medium access control (MAC) layer of IEEE 802.15.4. While some lower layer considerations are there, these works mostly conduct system analysis on higher communication levels. In this context, we identify a need to jointly consider mixed criticality and resilience metrics for exploring the capabilities of lower communication layers.

B. THE MAPE SCHEME IN COMMUNICATIONS

To provide resilient communications, a resilience controller (RC) implementing the four MAPE phases, i.e., see also section III, across all ISO/OSI communication layers becomes essential. Especially, we herein consider the lower layers, i.e., transport, network, data link (DL), and PHY layer. An interplay of these layers and the proposed RC can be observed in Fig. 4. In regular operation, the RC alternates between monitoring and analysis. Upon detecting a failure condition, the state switches to remediation, and the planning of possible ways to adopt to the erroneous condition starts. Through smart and autonomous decisions, the execution of an remediation mechanism is started. By continuously monitoring and analyzing the network performance, eventually, the network and RC are able to recover the functionality and return to regular operation.

Monitoring: To be able to monitor the network performance during run-time, either special sensors in the network processing chain (physical assets), or special digital blocks (software), e.g., software defined networking (SDN) [36], are necessary. Parameters to monitor on the PHY layer may be received signal power or throughput, on the DL layer cyclic redundancy check (CRC) results, on the network layer packet error rates (PER) or delay, and on the transport layer acknowledgements.

Analysis: This phase is responsible for interpreting the monitored parameters. An erroneous condition may be detected by the signal power or throughput falling below a given threshold, and CRC errors, the PER, or the number of not acknowledged segments rising above certain pre-defined numbers. In this context, mixed criticality comes into play by defining different constraints and thresholds on tolerated faults for the diverse network participants, e.g., see [34]. Further techniques include one-class classifiers, which can detect anomalies in communication systems [37], and machine learning, e.g., for intrusion detection [38].

Planning: To choose appropriate mechanisms to remediate the effects of a detected failure, the RC needs to be aware of the exact location (layer) of the failure. For example, a DL layer failure may not be remediated at the PHY layer, however, a PHY or DL layer failure can be remediated by re-routing traffic on the network layer [31]. Similarly, the DL layer is able to utilize a fallback PHY layer, and the PHY layer may, for example, utilize a frequency fallback mechanism [39], or diversity techniques, i.e., time/frequency/spatial-diversity through retransmissions, sub-carrier coding, and multiple antennas [6]. This phase is eligible to respect different criticalities by prioritizing the resource allocation towards safety-(or mission-)critical network participants.

Execution In this phase, the previously made plans are executed at the respective layer via control signals by the RC. Hence, closely monitoring and analyzing the effects of the mechanism is important, to on the one hand prevent resource waste and be able to promptly recover to regular operation, and on the other hand control the mixed criticality prioritization.

C. RESILIENCE AND MIXED CRITICALITY IN COMMUNICATIONS

From a lower-layer communications perspective, Fig. 2 shows the functionality $F(t)$, which can be translated as PER, delay, etc., on the network layer [40], and data rate, signal-to-noise ratio, etc., on the PHY layer. Especially the achievable data rate is of fundamental importance to most upper layer metrics, which are build upon (and rely on) the underlying PHY layer. As such, herein, the monitoring and analysis phase focus on measuring the data rate (throughput).

The related works on mixed criticality for communication systems considered the PHY layer solely for data transmission without mixed criticality properties. However, an essential building block to criticality-aware resilience in communications is a cross-layer perspective on criticality levels. Mixed criticality can be incorporated into wireless communication resource management as: (a) Weights to optimization metrics, e.g., weighted sum rate [41]; (b) QoS constraints, which might differ for network participants [42]; (c) An optimization metric for respecting mixed criticality based upon the QoS requirements of network participants [43].

With these considerations in hand, the recent work [44] proposes a criticality-aware QoS-based resilience metric, utilizing the aspects from [9] tailored to the PHY-layer resource management. Linking to section II, the metric consists of absorption, adaption, and recovery or rather
time-to-recovery. In an optimal case, the metric yields 1, i.e., a failure does not impact the network, also known as survivability.

While such metric quantifies the resilience of a system and helps measuring and evaluating different resilience techniques, the network has to implement resilience as planning and execution phases. Examples for resilient design in the context of wireless communications are manifold, and extend over the considered communication layers. Due to the unreliability of the wireless channel, various techniques promise to ensure connectivity of the receiver on outage events. To only name a few mechanisms: The transport layer provides different loss recovery mechanisms, which utilize a form of retransmission. Re-routing or redundant routing are techniques for the network layer. On the DL layer, a different access strategy or multi-association of access points and receivers is possible. At last, the PHY layer can operate on signal-to-noise ratio margins and adapt the modulation, the coding scheme, or the beamforming. In the context of the MAPE phases, the RC is aware of such methods and allocates them accordingly upon facing erroneous-events.

D. CASE STUDY: MIXED CRITICAL MSE MINIMIZATION

Analogously to [43], consider an arbitrary communication system consisting of a multi-antenna transmitter and $K$ receivers, as depicted in Fig. 4b. The heterogeneous receivers represent mixed critical network participants with different requirements regarding QoS. Under a similar optimization metric as [43], the network initially reaches an optimized stable state. Through optimization, robustness is a pre-event characteristic of the system, as the resources are allocated to best achieve the given objective. Thereby, optimization is a key technology for achieving reasonable absorption. Due to the multi-antenna nature of the transmitter, beamforming by linear precoding is able to spatially separate the signals in order to achieve less interference [45] and higher rates. Such technique contributes towards absorption, and especially enables opportunities for adaptation. While modeling channel outages, hardware impairments, or receiver mobility is out of this work’s scope, we note that each of these scenarios impacts the wireless channel and thereby the network performance under (optimal) resource allocation suffers performance loss. After detecting such loss, adaptive beamforming using updated precoding coefficients becomes a key enabler of achieving timely (recovery) and good-quality (adaptation) resilience within the mixed critical network.

Simulation results for a network consisting of an 8 antenna transmitter and 5 receivers, with two high critical and three low critical nodes, over the channel outage probability can be seen in Fig. 4c. We show the resilience of the proposed adaptive beamforming scheme and two reference schemes, namely conventional, i.e., a communication system that does not include any adaption and recovery mechanisms, and no criticality, i.e., a system disregarding the QoS demands, which essentially boils down to a sum-rate maximization problem, e.g., see [41]. It can be observed that the total resilience, quantified in [44], suffers minor decline in the face of high outage probability, thanks to well-suited robustness and adaption mechanisms. Putting things into perspective, adaptive beamforming outperforms conventional in every point, where the loss of the non-resilient scheme increases with outage probability. Similarly, the proposed scheme outperforms no criticality, which, despite including the same adaption mechanisms, can not achieve the same resilience. Overall, especially at higher outage probabilities, the need for sophisticated adaption mechanisms is emphasized. Additionally, the need for considering the mixed criticality aspect is highlighted, as this paradigm is shown to enhance the network’s resilience.

In synergy with the system design, the change of production plans at run time was proposed in [27]. In that work, centrally controlled clusters of ICS components cooperate in a decentralized manner and verify production plans utilizing a distributed consensus. Thereby, communication protocols that operate distributively, e.g., [46], [47], are vital for
enabling such processes. Taking this as an example, we note that mixed criticality-aware resilience in ICS requires considerations from both the system design as well as the communication domain.

V. RESILIENT CONTROL SYSTEMS

Introducing a third perspective, control systems are of equal relevance towards enabling resilience and mixed criticality in ICS. Speaking generally, resilient control systems are systems, whose performance is not severely degraded in presence of attacks and corresponding variations of their structure, design, and control parameters. As defined in [7], “A resilient system is one that maintains state awareness and an accepted level of operational normalcy in response to disturbances, including threats of an unexpected and malicious nature”. Accordingly, we expect that a resilient controller should ensure that the performance of a closed-loop system affected by a malicious attack must follow the Disturbance and Impact Resilience Curve depicted above in Fig. 2, or speaking more generally, it should track the Disturbance and Impact Resilience Manifold (see Fig. 5 from [8]).

Therefore, intuitively, one may expect that, if one tries to apply some adaptive control algorithm to a control system which is damaged by some malicious attack, and, therefore, its parameters are instantly and unpredictably changed due to this attack, then (to some extent) its performance can follow Fig. 2’s behavior. Hence, it is natural to try to upgrade the existing classical adaptive control algorithms and to make them applicable to resilient control systems.

A. MODEL-BASED ADAPTIVE CONTROL

In order to give some introductory survey of various problems of adaptive control and stabilization, we begin with a control system in the following form

\[ \dot{x} = F(\theta, x, u), \]  

with states \( x \in \mathbb{R}^n \), controls \( u \in \mathbb{R}^m \), and with unknown parameter \( \theta \in \mathbb{R}^p \). We assume that the origin is the equilibrium point and that \((\text{known})\) function \( F \) is smooth enough, and, therefore, (1) satisfies some standard conditions of the existence and uniqueness of its trajectories. The simplest version of a typical adaptive control problem for system (1) is to find a feedback, which stabilizes system (1) at the equilibrium and/or provides the following property: \( x(t) \) tends to the equilibrium as \( t \to +\infty \). Thus, such a design incorporates both extension of the state space by adding a new “dynamical variable” \( \hat{\theta} \in \mathbb{R}^p \) (sometimes called “parameter estimate”) and appropriate design of its dynamics to achieve our control goal. This is equivalent to extending control system (1) with \( \hat{\theta} = H, \) states \([\hat{\theta}, x]\), and controls \([H, u]\). Then, designing its suitable feedback \( H = H(x, \hat{\theta}) \) such that the corresponding closed-loop system satisfies the desired property, i.e., that \( x(t) \) approaches (1)’s equilibrium point for \( t \to +\infty \).

In model-based adaptive control problems, it is assumed that some information about the structure of system (1) is available. For example, it is often assumed that system (1) has the following form

\[ \dot{x} = f(x) + g(x)u + \Phi(x)\theta, \]  

where functions \( f, \) \( g, \) and \( \Phi \) are known, but vector \( \theta \) is unknown. For instance, in engineering applications, \( \theta \) can be the vector of dynamic parameters, e.g., those obtained from the inertia matrix of the vehicles considered in [48]. If the vehicle considered in [48] is accidentally damaged, then \( \theta \) instantly changes, and then the corresponding adaptive control algorithm applied to the system is actually doing either the same or a similar job as that depicted in Fig. 2.

A similar problem is resolved by the adaptive recursive design for the control of two-stage chemical reactors [49] as well as for power networks [50]. Hence, the problem formulation of model-based adaptive control is meaningful for resilient control. In general, if system (2) has the lower-triangular form, or strict-feedback form, then backstepping designs originating from [51] and [52] are very fruitful not only for the case of ordinary differential equations [53], but also for other classes such as stochastic systems [54], etc.

B. NETWORK CONTROL

A parallel and related line of research deals with the problem of control and stabilization in presence of dynamic uncertainties. Let system (1) be affected by the state of another uncertain system, which can be described as the following interconnection

\[ \dot{\xi} = \Phi(\xi, x), \]  

\[ \dot{x} = F(\theta, \xi, x, u), \]  

where \( x, \theta, u \) play the same role as in (1), but the new additional component of the state vector \( \xi \in \mathbb{R}^k \), is unknown, i.e., it is not available for any measurement, and function \( \Phi \) is also unknown. The only information about the \( \xi \)-subsystem \( \dot{\xi} = \Phi(\xi, x) \) of system (3) is that this subsystem \( \dot{\xi} = \Phi(\xi, x) \) is input-to-state stable (ISS) with \( \xi \) treated as the state and \( x \) treated as the input, and the corresponding gain is known. Raising the same problems for (3) as those discussed above for system (1), ISS theory and small gain theorems emerge as promising tools. The first basic step was done in [55] for the case when there are no unknown constant parameters \( \theta \) in (3), i.e., system (1) is affected only by external dynamic uncertainty \( \xi \); then this approach was extended to the case when system (3) has also unknown constants (parameters) \( \theta \), e.g., see [56]. This research line led to solution of various problems of decentralized and distributed control for large-scale networks and multi-agent systems [57], [58]. The use of the ISS approach in the context of resilient control is the same as in the previous subsection V-A, because this is the same problem for the same classes of systems as those from the previous subsection V-A, but under the assumption that they are also affected by dynamic uncertainties described by the \( \xi \)-subsystem of (3). The latter allows one to consider
the same problems of adaptive control for interconnected systems, for instance, for networks of systems of the form (2), e.g., see [59] and [50].

C. MODEL-PREDICTIVE CONTROL
The main idea of model-predictive control (MPC) is that many real-world nonlinear processes can be regarded as either approximately linear or even exactly linear over a small operating/prediction horizon. Then, assuming first that there is no unknown parameter \( \theta \) in (1), the MPC method proposes to replace the design of a control Lyapunov pair, i.e., control Lyapunov function \( V(x) \geq 0 \) and the corresponding stabilizing feedback \( u = u(x) \), with an recursive solution of a certain optimal control problem minimizing some suitable cost function

\[
J = \int_{t}^{t+T} l(x(t|\tau), u(\tau|t)) d\tau,
\]

where \( l(x, u) \) is a positive definite function with respect to \( x, u, t \) is the initial instant, and \( T > 0 \) is the prediction horizon within which the model is simplified (i.e., is "predictable"), for instance where it is locally exactly or approximately linearizable. Having resolved the MPC problem for each initial instant \( t \), one defines the solution as \( u(t) = u^*(\tau|t), \tau = t \), where \( u^*(\cdot|t) \) is the corresponding control minimizing (4), see, for instance, [60].

Accordingly, the adaptive MPC approach consists of the following steps: First, design of an adaptive estimator in a way which is similar to the design of an adaptive estimator for system (2), then, design of an MPC controller for the estimated system, and finally, proving that the constructed adaptive and model predictive controller resolves our original problem of stabilization, or regulation. This program is efficiently demonstrated, for instance, in [60] for system (2), when the vector functions \( f, g, \Phi \) are not necessarily in lower-triangular form. Actually, they can be in any form, but it is assumed that the pair \( f(\cdot), g(\cdot) \) is locally feedback linearizable, i.e., the dynamics of the system

\[
\dot{x} = f(x) + g(x)u
\]

can be locally brought by a local diffeomorphism \( z = \Phi(x), \nu = \Psi(x, u) \) of states and controls to a linear system in the Brunovsky canonical form in a small neighborhood of every operating point \((x, u)\). Then one applies the above-mentioned MPC approach and it works efficiently as it is shown in [60].

Adaptive MPC is indeed implemented in real-time systems using the GRAMPC (GRadient-based Augmented Lagrangian MPC) library [61], often used also in Learning-based Control Systems [62] as well.

D. LEARNING-BASED ADAPTIVE CONTROL
Past decades have seen a rapid and widespread success of machine learning (ML) techniques, especially (deep) neural networks (NN/DNN), primarily due to their generalization power as function approximators ( [63], [64]). Similarly, the success of DNN based reinforcement learning (RL) technique allowing effective generalization to continuous Markov decision process (MDP) has reignited interest for using it for control applications. In particular, the Deep-Q-Network (DQN) method proposed by [65] which uses DNN for vision based perception in combination with RL technique to learn to determine an optimal control policy for vision based computer games. This technique has been successfully applied in different industrial applications, e.g. [66], [67]. The main advantage of deep learning based RL technique is its ability for online adaptation which enables learning about unseen events from newly obtained data. Moreover, since the method provides a (computational) function for the control value it promises to be computationally faster than traditional optimization based methods thus making it suitable for real-time and time-critical systems.

If, instead of (2), one deals with a control system

\[
\dot{x} = f(x) + g(x)u + \Psi(x),
\]

in lower-triangular form, but with fully unknown triangular, smooth vector function \( \Psi \), then learning-based adaptive control methods are commonly used. Let us recall that the structure of \( \Psi \) was known in the above-mentioned special case (2), more specifically, we had \( \Psi(x) = \Phi(x)\theta \) with known triangular matrix function \( \Phi(\cdot) \) and unknown constant vector \( \theta \). The main idea stems from the classical Stone–Weierstrass theorem about approximations of any continuous function on a compact set. Roughly speaking, learning-based adaptive control designs are based on the idea of replacing the fully unknown \( \Psi(x) \) with its approximation by some linear combination of known and smooth enough functions such that the coefficients of this linear combination are unknown. Such an approach reduces this kind of adaptive control problem to the previous case of model-based adaptive backstepping designs (then, the remainder of the approximation can be treated as a kind of "disturbance"). Known functions of this linear combinations are often called "NN approximation nodes", and they are not polynomials as in the Weierstrass approximation theorem, but, for example, they are Gaussian functions in many cases [68]. This problem was tackled in many papers, as examples we mention [50], [69]. Alternatively, in [70], authors have incorporated learning concepts for the design of an adaptive control architecture. In there, the tasks of different sub-systems such as planning, system identification, and control are accomplished via NNS which are then stacked together to result in a single adaptive controller. On this way, one comes to various learning-based algorithms and fuzzy control [71], [72]. Again, in engineering applications like the robotic system [73], the reinforcement learning adaptive control algorithm proposed in [73] is actually doing a similar job like that from Fig. 2, indicating that learning-based adaptive control algorithms are useful in the context of resilient control as well. Finally, with the increased use of learning based concepts in the controller, the safety of their closed loop behavior is also an important factor. The recent work [74] provides an excellent review on different
strategies for ensuring safety. The techniques of uncertainty learning, risk-averse/uncertainty-aware RL, and safety certification, are useful also in the context of resilient control.

E. DATA-DRIVEN CONTROL

Modern systems are becoming more complex and parameter identification more costly. Simultaneously, data is becoming more readily available. Accordingly, scientists are starting to bypass the above-mentioned classical model-based techniques in favor of data-driven methods. Data-driven control relies on the measured data in order to model and design controllers for real-world processes. Within the behavioral approach of Willem [75] the system’s model is defined as a set of trajectories. Then the Fundamental Lemma [75] states that every input/output trajectory of a deterministic linear time-invariant (LTI) system can be parameterized by a single persistently exciting measured input/output trajectory. Therefore controllers based on the trajectory-based representation of LTI models are designed, such as the data-driven predictive controllers in [76], where the authors compute online optimal controls for unknown systems using real-time output feedback via a receding horizon implementation, allowing for the incorporation of input/output constraints to ensure safety. Linear quadratic regulators, state-feedback controllers, as well as robust controllers based on input/output data of a black-box linear system are designed in [77]. Data-driven controllers are adaptive as well in the sense that the model’s trajectories, which enters into the constraints when designing the controller, are updated online to capture the real-time behavior of the process. Such a property gives a key advantage towards a resilient design of data-driven control systems where controllers are able to adapt to disturbances and faults that alter a system’s behavior as shown in the next section.

F. MIXED CRITICALITY AND RESILIENCE

Modern CPS are often interconnections of coupled subsystems of mixed criticality when sharing a set of resources and vulnerable to cyberattacks. Then researchers from different disciplines must guarantee, for instance, that the systems are stable, schedulable, and resilient. In addition, in a mixed criticality setup, higher priority tasks (as in [78]) needs to gain access to shared resources more often so that they could be stabilized or could recover from an attack faster than the other, lower priority tasks. Design and verification of resilient controllers to attenuate adverse effects of a cyber-attack targeting the sensor, controller, and actuator communication channels in a network-control system is addressed in [79]. Furthermore, the authors in [80] co-designed resilient MPC controllers and a scheduler for a collection of decoupled mixed critical linear systems sharing some computational/communication resources. In a mixed criticality setup, adaptive data-driven controllers monitor the trajectories for every control process and provides access to shared resources to each process based on the respective deviation from the desired behavior or predefined priorities.

VI. SECURITY PERSPECTIVE

Joining disciplines for enabling resilience and mixed criticality in ICS can not go without accounting for security aspects. Without such perspective, ICS components, as for example a generated production plan, an end-to-end communication link, or a resilient controller, may suffer from malicious attacks, be sabotaged, and the whole ICS could not be trusted anymore. Thorougbut yet efficient cybersecurity mechanisms are challenging to implement. Measuring the degree of resilience is even more difficult. Without adequate means of measuring resilience, confidence in a system’s integrity is limited and also impedes its hardening.

A. STATE OF THE ART

Several works propose mechanism to improve resilience and maintain functionality. The U.S. National Institute of Standards and Technology (NIST) has published a comprehensive catalog of potential techniques for enhancing the resilience of systems [81]. Some of these techniques are already contributing to the resilience of commercial products. For example, micro-segmentation is a widely used approach that improves resilience by slowing down cyber attackers as they attempt to navigate through the system. Cyber deception is an active topic of academic research [82]. RHIMES is a research program funded by the Office of Naval Research (ONR) that deploys a range of detection and recovery techniques to secure CPSs from cyberattacks [83]. A NATO research group has proposed a reference architecture for an Autonomous Intelligent Cyber Defense (AICA) agent that resides on a system, continuously assesses attacker activity on the system, and autonomously plans and executes mitigation and recovery actions [84], [85]. All these systems show the importance of carefully assessing the criticality of security related processes.

For the sake of clarification, cyber resilience means a system’s ability to be robust and to recover from or adapt to a cyber compromise [86]. Common ways to measure cyber resilience focus on systems’ abilities to withstand well-defined and predictable threats reflecting the traditional risk assessment and management process for compromise prevention [87]. Resisting threats, however, is a different component. If an event impacts the system’s state, a high resilience means the system’s ability to recover and adapt after a compromise. As a result, cyber resilience constitutes a preparation for known and unknown threats and establishes the process after an adverse event [88].

In addition to cyber resilience, prioritizing the criticality of processes is equally important. This allows system processes to be defined as mixed critical systems, where applications of varying importance and criticality are implemented on a common computing platform.

From the perspective of critical infrastructure cybersecurity, there is no mixed criticality within one single system, but between different systems in the same architecture. Either the entire system is secured and trusted, or it is unsecured and untrusted — there is no partial security. At the same time,
the ability to restore a system’s functionality after a cyber compromise is extremely important. Specifically, cyberattacks on critical infrastructure such as water supplies, smart grids, communications networks, and healthcare facilities are extremely hazardous [89]. Such attacks can cause massive damage to the economic well-being of an organization and society in general and even endanger human lives. Ironically, impressive examples of cyber resilience come from malware operations. For example, the infamous TrickBot - a botnet that carries out ransomware attacks - demonstrated agile and effective recovery after competent malware mitigation organizations attempted to dismantle the botnet [90].

When a cyber incident occurs, the functionality of the system deteriorates as it can be seen in Fig. 2. As a result, various mechanisms and processes start to combat the adverse effects and restore functionality. In this process, cybersecurity focuses on hardening the system to prevent such degradation. In contrast, cyber resilience focuses on partially or fully restoring functionality. This can also increase resilience to future adverse events. Cyber resilience, just like cybersecurity, depends on aspects of the system, such as design, control, preparation, anticipation, training, etc., that occur before the damaging event. The cornerstone of successful cyber resilience begins with recognizing the inevitability of adverse events: When the system is impacted, functionality is impacted, and the focus is on recovery speed.

Specialized organizations such as security operation centers, managed security service providers, and incident response providers are needed to restore functionality when a cyber incident occurs. They determine the nature of the compromise, isolate and contain it, turn on redundant computing resources, clean affected devices, reinstall software, and restore data from backups. All of these steps require significant and extensive human expertise. In addition, these processes take valuable time, often hours or even weeks. For some applications, which require faster responses, this is unacceptable, e.g., autonomous cars or en-route airplanes, whose control can be taken over by criminals [91]. In such cases, there is not enough time to wait for a human emergency response team. Instead, such systems require an intelligent, autonomous agent with minimal response time, in the order of seconds, onboard to take the necessary response and recovery actions [84], [85]. Similar approaches are discussed in sections III, IV, and V.

B. RESILIENCE AND MIXED CRITICALITY
From a security point of view, CPSs require well designed solutions to protect against physical impacts of system malfunctioning. For instance, cyberattacks on chemical plants may not only compromise the targeted system but also have disastrous implications on the environment [92]. The slightest liquid disparities for chemical processes or water ramp metering may have enormous effects. Reliable solutions are required to detect misbehavior or manipulation. To this end, a sensor based monitoring system may use signal analysis techniques to detect suspicious events. To put this into perspective, i.e., apart from the system design, communication, and control side, the data can provide very strong security guarantees. While attackers can always go for the least resistance, defenders, on the other hand, must pursue a holistic approach when hardening systems. To this end, security solutions that build on hard-to-manipulate physical properties are preferable [93].

One possible solution is based on properties of the physical surrounding. The underlying assumption considers the uniqueness of the environment reflected using wireless communications, which is discussed in more detail in section IV. During communication, signal transmissions are affected by, e.g., reflection, diffraction, absorption, scattering, refraction, etc. All these effects provide sufficient information to generate a digital fingerprint of the physical environment. Even the slightest change would also alter the digital fingerprint. As a result, this constitutes a holistic approach to harden devices against physical attacks. The underlying technique of assessing changes in a device’s surrounding, however, can be assigned to various other use cases. We present one selected application of detecting the frequency of a fluid pump.

C. CASE STUDY: FREQUENCY OF A FLUID PUMP
Closely monitoring the behavior of CPSs is part of protective measurements to predict failures or detect manipulations. We implement sensors to assess the frequency of a fluid pump via electromagnetic signals. Since our sensors sample the signals in non-equidistant time-frames, we make use of the Lomb-Scargle periodogram. The periodogram is an estimator for the power spectral density of a signal. In a periodogram, the distribution of the power of the signal on the angular frequency is represented [94]. This periodogram can be evaluated at any frequency and choosing a frequency grid with a 0.1 Hz spacing will allow for a precise calculation of the interesting frequencies.

The observable frequencies are depicted in Fig. 5. Additional to the frequency of the pump (green line), we see further peaks (blue and red) up to the 8th harmonic. The analysis of harmonic frequencies makes it possible to detect the behavior of different pumps at higher frequencies. For example, when operating a pump, different states such as switch on, switch off, or personell-on-site can be distinguished. This processing can be run continuously to be able to detect deviations from the normal frequency range yielding indications for further investigations. When operating several pumps at

![FIGURE 5. Periodogram with peak detection. Blue labels: Normal peaks. Red labels: Peaks at least six times higher than the rolling median.](image-url)
the same time, a basic differentiation of different pumps is prone to high noise impairing a clear identification. Moreover, these analysis results can be cross-checked against other sensor readings or values set in the pump control.

To bring all above considerations into perspective, joining all considered domains brings along synergies among them, and has promising potential towards enabling criticality-aware resilience in ICS. For example, by detecting malicious behavior, as per section VI, a new production plan, as per section III, is optimized utilizing distributed communication schemes, as per section IV, and controlled in a distributed manner, as per section V.

VII. RISK ASSESSMENT AND MAINTENANCE: RELATED PARADIGMS

In what follows, we consider related approaches in general ICSs to enhance reliability and safety. More specifically, we consider predictive maintenance (PM), prognostics and health management (PHM), Failure Modes and Effect Analysis (FMEA), and HAZOP. While a broad review of such paradigms falls out of this work’s scope, we briefly introduce them, link the proposed combination of mixed criticality and resilience to such paradigms, and point out the strengths of our proposed generalized framework.

To deviate from traditional maintenance approaches, such as reactive maintenance and scheduled maintenance, more advanced paradigms have been proposed [95]. Reactive maintenance comes into play after an incident or failure, resulting in costly machinery downtimes and parts replacements. In contrast, scheduled maintenance may cause unnecessary downtimes and personnel deployment. Hence, PM has been proposed as a promising strategy to overcome such downsides [95], [96]. Under PM, sensors monitor machine states constantly, putting heavy burdens on the corresponding data processing and analysis. We note that PM can be integrated into the proposed generalized framework as a specific implementation of the MAPE cycle. That is, sensors monitor machinery data, algorithms analyze the performance, and in case of anomalies, a maintenance action can be planned to achieve the best effect in downtime and cost-efficiency. A detailed survey of PM can be found in [96].

In the same vein, work [95] surveys prognostics and health management of industrial assets, i.e., PHM. In particular, PHM techniques aim at detecting and classifying a fault, as well as predicting the remaining machine uptime under the error, i.e., anomaly detection, diagnostic, and prognostic. Extending such PHM paradigm, note that the proposed mixed criticality and resilience framework adds an emphasize on overcoming the system failures and getting the performance back to acceptable levels.

In [97], a comprehensive overview of FMEA is provided. FMEA is a technique to identify potential failures and outcomes of such. That is, under FMEA individual system components are analyzed for their potential breakdown causes, including also the corresponding failure effects, and thus the severity of failure impact. While effects are ordered using ranges, e.g., local or system-wide, FMEA characterizes a component’s probability of failure, the detectability, the severity, etc. With FMEA being an advanced paradigm for risk assessment and reliability enhancement, our proposed framework rather focuses on enhancing the system resilience aspect. That is, FMEA does not include the mixed criticality, adaption to, and recovery from failures aspects. Also, herein the system autonomy is a special focus of our framework.

Another widely used approach, in particular in chemical and process industries is the hazard and operability (HAZOP, [98]) method, which aims at identifying and evaluating possible hazards. More precisely, it involves steps such as prognosis (systematic search for possible deviations and faults), finding the causes (determining the causes within the examined system), estimating the effects (determining the logical consequences of the deviation), countermeasures (evaluating existing measures and decision on appropriate further countermeasures). The final step introduces the specifications regarding mixed criticality and system resilience. Whilst it traditionally possesses a human-oriented nature, i.e., its results depend on the team composition and the experience of the participant experts, recent research has dealt with utilizing ontologies for knowledge representation and implementation in order to automate the generation of HAZOP worksheets [99]. Thereby, inference algorithms based on semantic reasoners for automated risk assessment and reliable safeguards estimation are applied. In this manner, with consideration given to topology, aspects like the propagation of sub-scenarios through the plant subsystems and components can be systematically investigated. The coming years are expected to stream the research in this context towards the AI-methods (e.g., Knowledge Graphs). In this context, combining the ideas of the recent HAZOP-related literature and the proposed resilience and mixed criticality framework becomes a promising research direction for future ICS.

The above discussion shows how the proposed mixed critical-aware resilience considerations link to advanced state-of-the-art paradigms as PM, PHM, FMEA, and HAZOP. While all these schemes, i.e., PM, PHM, FMEA, HAZOP, and mixed criticality and resilience contribute towards efficient, autonomous, and flexible ICS, the generality of the proposed mixed criticality and resilience framework underlines its broad applications to future ICS and its suitability to determine and perform countermeasures at runtime.

VIII. CHALLENGES AND FUTURE WORK

With the previous considerations at hand, a multi-disciplinary view on the joint benefits of resilience and mixed criticality for ICS is obtained. Initial ideas, concepts, and methods are discussed and case studies show initial proof-of-concepts. However, research in this domain is at an early stage at this point. Many open questions, challenges, and opportunities remain and we next provide aspects for future work from...
the perspective of system design, communications, control systems, and security, respectively.

A. SYSTEM DESIGN
Detection of events is an interesting topic from multiple viewpoints. On the one hand, digital twins provide a suitable comparison to identify deviations from the expected behavior. On the other hand, a digital twin is only as good as the underlying model. This problem is exacerbated for security, where attackers actively try to find vulnerabilities that are undetectable. In addition, ICS generate vast amounts of data that could be analyzed to find abnormalities, yet, these devices are also resource-constrained. A major challenge of introducing resilience is the mechanism of decision making, that decides on the particular strategy that should be used in response to an event. In organizational or society models of resilience, humans play a major role in this. In ICS, the goal should be to eliminate the human from the process as much as possible to allow for a faster response. Yet, current algorithms are unable to provide the creativity necessary to come up with truly innovative strategies to respond to unpredictable events. Finally, any decision must be implemented in the hard- and software. The nature of ICS makes them inherently difficult to adapt, while guaranteeing consistency of the behavior. In addition, an interface to reconfigure a system is a potential vulnerability that can be exploited by an adversary.

B. COMMUNICATION
From a communications perspective, the proposed general idea of jointly considering resilience and mixed criticality in wireless communication systems offers plenty of research directions, areas of interest, and future perspectives. A case study presented initial insights into the key ideas of both aspects in a simple network. However, such concepts need to be applied to a variety of network setups under well-known, as well as future communication techniques to evaluate the overall performance. A variety of research opportunities rely on the concept of large-scale networks. Whereas the overall performance in small-scale networks heavily relies on individual connections, large-scale performance comes through the mass of connected devices. In this context, the resilience to wide-spread network outages is of special interest. How can a provider outage, cloud disruption, or the collapse of a data-highway be handled? Especially the concepts of multi-cloud networks and decentralized algorithms play a major role in resilient large-scale networks. In addition, key enablers of designing resilient communication system, how to optimize the resilience, what is the theoretical limit, and how to achieve practical implementations, are aspects to tackle in future works.

C. CONTROL
Recursive and other designs of adaptive controllers were recently applied in adaptive resilient control, i.e., in the case when a nonlinear system with unknown parameters is affected by false data injection attacks and actuator faults, e.g., see [100] and [101]. Since the designs of controllers in these and other related papers address the case of a single agent (node), it would be challenging to obtain constructive designs of adaptive and resilient decentralized and distributed controllers for large-scale and multi-agent networks along the same research lines as those considered in the above-mentioned papers [57], [58]. From this viewpoint, it is natural to raise the following questions: How can one update a distributed control algorithm (for example in [57]), if the communication channels between individual nodes of the network are affected by some external attacks, by time-delays, or by loss of information? This problem formulation can also be updated and extended in terms of mixed criticality and resilience requirements discussed in Section IV, assuming that such requirements can appear. Similarly, how can the control strategies of the agents be updated, if one of them is affected by instant variations of its internal dynamics? Recent work [72] tackles these problems and addresses recursive designs of decentralized adaptive fuzzy controllers for nonlinear interconnected systems affected by denial-of-service attacks. It would be promising to extend the methods from Section V to the case of resilient control systems systematically. For instance: Can recent work [59] be extended to the case of such problem formulation as in [100], [101], and [72]? Another promising direction in a multi-agent setting is the contract-based design of CPSs. Assume-guarantee contracts (AGCs) are used to break down global specifications in large-scale CPSs into specifications on subsystems. Also in complex large-scale CPSs not only a single specification is of interest, but a set of properties that originate from various distinct disciplines. Therefore “design contracts” are used to break down global design problems into smaller subproblems such as stability, schedulability when running on shared resources, and resilience when subject to an attack. Reference [102] uses for example the framework of parametric AGCs to compositionally verify and design decentralized controllers, guaranteeing a given specification for interconnected systems. An arising challenge in this context is to formulate an appropriate assume-guarantee reasoning framework and proper “design contracts” for a modular design of resilient mixed critical interconnected systems.

D. SECURITY
From a security perspective, the proposed general idea of jointly considering cyber resilience and mixed criticality in industrial control systems provides a wealth of research directions, and future opportunities. What is the best way to counteract a detected breach of security? How can these incidents be adverted in the future? Today, security measures need to be tuned individually to the respective use case. However, a desired goal is the application to a variety of known as well as future systems to maintain overall performance. In future work, adaptive learning, the development of a structured world model, and mechanisms for dealing with explicitly defined manipulations can be encouraged. Based
on this, a network of systems for tamper detection in critical infrastructure can be designed [84]. Resilience must be evaluated through design, appropriate optimization metrics, theoretical limits, and practical implementations that enable mixed critical resilience [85].

IX. CONCLUSION

To increase the overall system performance, flexibility, and autonomy of future ICS, especially under mixed criticality conditions, unforeseeable events, and malicious attacks, this contribution considers the application of resilience and mixed criticality from a multi-domain perspective. Along with insights into the resilience and mixed criticality paradigms from a process industry point of view, the role of resilience during a system life cycle is discussed, especially focusing on the design-time, and the MAPE cycle, i.e., monitoring, analysis, planning, and execution phases. Applying such cycle into a communication network controller shed lights onto lower layer resilience behavior in mixed critical networks, while a case study validates the considerations and provides promising results. Considerations from control ranged from model-based approaches to data-driven techniques and are envisioned to greatly enhance criticality-aware resilience behavior of future ICS. A security perspective, with a focus on detecting a compromise, emphasizes the necessity of a multi-disciplinary viewpoint. Joining the considered domains, namely, industry, system design, communication, control, and security and identifying synergies among them promises to be a crucial factor for resilience and mixed criticality in ICS. While many open questions, directions, opportunities, and challenges persist, this work is one step forward in establishing a baseline and finding qualitative enablers for mixed criticality-aware resilience in future ICS.
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