COMPLETELY EXCEPTIONAL 2nd ORDER PDES VIA CONFORMAL GEOMETRY AND BGG RESOLUTION
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Abstract. By studying the development of shock waves out of discontinuity waves, in 1954 P. Lax discovered a class of PDEs, which he called “completely exceptional”, where such a transition does not occur after a finite time. A straightforward integration of the completely exceptionality conditions allowed Boillat to show that such PDEs are actually of Monge–Ampère type. In this paper, we first recast these conditions in terms of characteristics, and then we show that the completely exceptional PDEs, with 2 or 3 independent variables, can be described in terms of the conformal geometry of the Lagrangian Grassmannian, where they are naturally embedded. Moreover, for an arbitrary number of independent variables, we show that the space of rth degree sections of the Lagrangian Grassmannian can be resolved via a BGG operator. In the particular case of 1st degree sections, i.e., hyperplane sections or, equivalently, Monge–Ampère equations, such operator is a close analog of the trace–free second fundamental form.
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1. Introduction

According to P. Lax (see [6, 5, 13, 19]), completely exceptionality is what marks the line between “genuinely nonlinear” systems and nonlinear systems “displaying a linear behavior”.

The essence of this claim can be grasped by thinking about a well–known physical phenomenon: the “sonic boom”. An aircraft produces a disturbance in the otherwise steady surrounding medium—the air. In the terminology of [19], the solution representing the “still air” is referred to as the unperturbed state $u_0$, whereas the perturbed state $u_1$ describes the fluctuations in the air pressure introduced by the flying object. Since the disturbance travels at finite speed, there is always a portion of the medium which does not feel the fluctuations: this implies the existence of the so–called wave front, i.e., the locus where the solution $u_0$ bifurcates into the solution $u_1$. In other word, the global solution, which describes the status of the medium traversed by a sub–sonic vehicle, is the discontinuity wave obtained by gluing $u_0$ from the left of the wave front, with $u_1$ on its right (see figure below). By construction, a discontinuity wave is a $C^1$ piecewise solution, even if both $u_0$ and $u_1$ are regular (i.e., $C^\infty$).

As the plane goes super–sonic, a geometric locus appears, where the pressure peaks of the disturbances introduced by the moving body sum up to an explosive value. Immediately beyond this locus, the pressure drops back to its steady–state value. In other words, the states $u_0$ and $u_1$ are now separated, i.e., the global solution obtained, as before, by gluing $u_0$ and $u_1$, is not even continuous, as its value suffers a jump along what is now called a shock front. Such a solution is known as a shock wave, the name “shock” being evocative of the fact that, when the geometric locus intersects the ground, people can actually feel the pressure discontinuity as a loud, sometimes painful, bang.

A key feature of both discontinuity and shock waves is that the wavefront, in the former, as well as the shock front, in the latter, are characteristic hypersurfaces (or lines, when the number of independent variables is equal to 2). The speed at which the characteristic lines travel in time is known as the characteristic speed—the speed of sound, in our case.

Essentially, a system is called completely exceptional if the phenomenon just described never occurs, i.e., when discontinuity waves never turn into shock waves [20]. Since the development of shock waves out of discontinuity waves is a typical feature of nonlinear systems of PDEs, it is easy to understand P. Lax’s claim that non–completely exceptional systems are, in a sense, “genuinely nonlinear”. The notion of complete exceptionality was extensively studied in the case of quasi–linear hyperbolic systems of first order PDEs (see for instance [6, 5, 20]). The eigenvalues associated to a given system of this type (that can be interpreted as characteristic velocities) can have jump discontinuities along a characteristic hypersurface, as higher (in this case, first) order derivatives of solutions can suffer a jump through it [5]: it can be proved that this phenomenon does not occur if and only if the system is completely exceptional [20]. These reasonings naturally extend to 2nd order (scalar) PDEs, so that we can give the following definition.

Definition 1.1. A quasi–linear hyperbolic system of first order PDEs (resp. hyperbolic 2nd order (scalar) PDE) is completely exceptional if its characteristic velocities have no jump discontinuities.

---

1. It should be stressed, that not all pairs of regular solutions can be glued to a weak solution (see [19], Def. 3.1), but some compatibility conditions, known as Rankine–Hugoniot equations, must be checked beforehand (see [19], Sec. 3.2.2).

2. Needless to say, a non–continuous solution is just an approximation, since a non–zero jump in the field value can only be caused by an “infinite force”, whose existence is usually forbidden by physical laws. In practice, the jump discontinuity in a sonic boom takes place in a very thin (though three–dimensional) domain, whose thickness has been experimentally detected in $\sim 200$ nm [10].
We underline that for characteristic velocities of a 2nd order scalar PDE we mean the solutions of its characteristic polynomial. On the top of that (as pointed out by G. Boillat, A. Donato and others), any completely exceptional 2nd order scalar PDE must be of Monge–Ampère type.

**Proposition 1.2** ([3, 8]). A hyperbolic scalar 2nd order PDE is completely exceptional iff it is a (hyperbolic) Monge–Ampère equation.

The first aim of this paper is to provide a geometric notion of complete exceptionality, given in terms of characteristics, rank–one lines, and symbols. More precisely, the characterisation of completely exceptional PDEs can be reduced to the characterisation of hyperplane sections in the Lagrangian Grassmannian \( \text{LGr}(n, 2n) \): for \( n = 2 \) we show that the problem reduces to the characterisation of flat surfaces in a three–dimensional conformal space known as the Lie quadric, whereas for \( n = 3 \) one needs to study the analogues of flat five–folds in a six–dimensional space equipped with a trivalent conformal structure.

For an arbitrary number \( n \) of independent variables, we focus on the function \( F \) instead of the equation \( \mathcal{E} = \{ F = 0 \} \). More precisely, we provide a general method to detect whether a function \( F \), to which we associate the PDE \( \mathcal{E} := \{ F = 0 \} \), gives rise to a completely exceptional equation. Such a method is purely representation–theoretic, being based on the homogeneous structure of \( \text{LGr}(n, 2n) \) and a corresponding BGG sequence.

Indeed, as a compact homogeneous space of the Lie group \( \text{Sp}(n, \mathbb{R}) \), the manifold \( \text{LGr}(n, 2n) \) is canonically embedded into a suitable projective space \( \mathbb{P}^M \) (see Remark 2.7 later on). The reason why one must bring in the BGG operator, is that represents the most natural way to resolve the space of functions on \( \text{LGr}(n, 2n) \) which are the restrictions of the \( r \)-th degree homogeneous polynomials on \( \mathbb{P}^M \). For \( r = 1 \) one has hyperplane sections, i.e., Monge–Ampère equations. For \( r > 1 \) one encounters new interesting classes of nonlinear PDEs, like, e.g., the “quadratic Monge–Ampère equations”, currently studied in [16]. According to Proposition 1.2, the complete exceptionality must be regarded as a form of “linearity”, in the sense that such a linearity reveals itself only through the embedding of the Lagrangian Grassmannian into \( \mathbb{P}^M \). The last section of this paper points towards the existence of “higher–order” analogues of complete exceptionality, i.e., a property characterising quadratic, cubic, quartic, etc., Monge–Ampère equations.

The notions and the results herewith obtained can be generalised to the higher–order case, in the spirit of [4, 15], but this will be the subject of a future work.

**Structure of the paper and main results.** Section 2 merely puts together all the necessary geometric gadgets, and can be safely skipped by anyone feeling confident enough. In Section 3 we explain the property of complete exceptionality of a 2nd order PDE: first, we go through the classical derivation, and then we recast it in a more intrinsic geometric way. In this new perspective, Theorem 4.1 of Section 4 proposes a test to check whether a given PDE is completely exceptional (i.e., in view of Proposition 1.2, a Monge–Ampère equation), based on standard considerations of conformal geometry (Proposition 4.5); this test is then generalised to three–valued conformal structures (Section 4.2). Finally, in Section 5, we show that the functions whose zero loci correspond to a \( r \)-th degree hypersurface of \( \text{LGr}(n, 2n) \) constitute the kernel of suitable natural differential operator arising in a purely representation–theoretic approach to the problem (Theorem 5.9), obtaining the case of Monge–Ampère equations, i.e. of hyperplane sections, in the particular case \( r = 1 \).

**Notations and conventions.** For simplicity, when \( X \) is a vector field and \( \mathcal{P} \) is a distribution on the same manifold, we write “\( X \in \mathcal{P} \)” to mean that \( X \) is a smooth (local) section of tangent subbundle \( \mathcal{P} \). We stress that, when dealing with the classical notion of complete exceptionality, we confine ourselves to the two–dimensional context, since the multidimensional case (see [7]) poses no extra conceptual difficulties with respect to the two–dimensional one, the only differences being formal.

### 2. Geometric background

**2.1. Prolongation of contact manifolds, Lagrangian Grassmannians and 2–nd order nonlinear PDEs.** The framework for PDEs based on the prolongations of contact manifolds was implicitly made use of in the original Cartan’s works. One of the earliest modern treatment of the subject was given by Yamaguchi in 1982 [23]. For the present purposes, we stick to the simplified setting and on the notation used in [2]. For more details on the topics, and extensive references, the reader should consult the classical book [12].

For the sake of self–consistency, the main ideas ad results are briefly recalled below.
Let \((M, \mathcal{C})\) be a \((2n + 1)\)-dimensional contact manifold, i.e., a \((2n + 1)\)-dimensional manifold where \(\mathcal{C}\) is a completely non-integrable distribution of codimension 1. Locally, \(\mathcal{C}\) is the kernel of (a contact) 1-form \(\theta\) (defined up to a conformal factor). By Darboux Theorem, there exists a system of coordinates \((x^i, u, p_i)\), \(i = 1, \ldots, n\) (which we call contact coordinates) such that \(\theta = du - p_idx^i\). The restriction \(\omega := d\theta|_{\mathcal{C}}\) defines on each hyperplane \(C_m\) a conformal symplectic structure: Lagrangian (i.e., maximally \(\omega\)-isotropic) \(n\)-dimensional planes of \(C_m\) are tangent to maximal integral submanifolds of \(\mathcal{C}\). We denote by \(\text{LGr}(C_m)\) the Grassmannian of Lagrangian planes of \(C_m\) and by

\[
\pi : M^{(1)} = \bigcup_{m \in M} \text{LGr}(C_m) \rightarrow M
\]

the bundle of Lagrangian planes. Previous constructions lead naturally to consider a geometric object which will play an important role in our analysis, namely the so-called tautological bundle over \(M^{(1)}\)

\[
L \rightarrow M^{(1)},
\]

where the fibre \(L_{m^1}\) is \(m^1 \in M^{(1)}\) itself, understood as an \(n\)-dimensional subspace of \(\mathcal{C}_{\pi(m^1)}\). Contact coordinates on \(M\) induce coordinates on \(M^{(1)}\): a point \(m^1 \equiv L_{m^1} \in M^{(1)}\) has coordinates \((x^i, u, p_i, p_{ij})\), \(1 \leq i \leq j \leq n\) iff the corresponding Lagrangian plane \(L_{m^1}\) is given by \(m^1 \equiv L_{m^1} = \langle D_{x^i} \rangle_{i=1..n}\), where

\[
D_{x^i} \overset{\text{def}}{=} \partial_{x^i} + p_i \partial_u + p_{ij} \partial_{p_j},
\]

and \(\|p_{ij}\|\) is a symmetric matrix.

A scalar \(2^{nd}\) order PDE with \(n\) independent variables and one unknown function is defined as a hypersurface \(E\) of \(M^{(1)}\) and its solutions are Lagrangian submanifolds \(\Sigma \subset M\) such that \(T\Sigma \subset E\). We assume that \(E\) projects onto \(M\): this means that the restriction \(\pi|_E\) is a bundle over \(M\) whose fibre at \(m \in M\) is

\[
E_m := E \cap \text{LGr}(C_m).
\]

This eventually explains our perspective: \(E_m\) is a hypersurface of the Grassmannian \(\text{LGr}(C_m)\) of Lagrangian planes of \(\mathcal{C}\). In what follows, different—yet equivalent—symbols will be used for \(\text{LGr}(C_m)\): either \(\text{LGr}(n, 2n)\), if we wish to detach the notion from the particular symplectic space \(C_m\), or \(X_n\), when we focus on the projective–algebraic aspects of the space, as in the last Section 5. We conclude by recalling that the conformal symplectic group \(\text{CSp}(C_m)\) acts naturally and transitively on \(\text{LGr}(C_m)\), which turns out to be a homogeneous manifold. In particular, the abstract fibre of \(M^{(1)}\) can be described as the homogeneous space \(\text{LGr}(n, 2n) = \text{Sp}(2n, \mathbb{R})/P\), where \(P\) is the parabolic subgroup \(\text{GL}_n \ltimes S^2\mathbb{R}^n\).

### 2.2. Natural conformal structures on Lagrangian Grassmannians

It is well known (keeping in mind the definition of tautological bundle (2)) that

\[
\text{TLGr}(C_m) \simeq S^2 L^*,
\]

so that the rank of a vector in \(\text{TLGr}(C_m)\) is defined as the rank of its correspondent symmetric bilinear form through the isomorphism (5). Of course, this definition is invariant under a conformal change of the symplectic form, and proportional tangent vectors have the same rank, so that this notion applies to directions in \(\text{TLGr}(C_m)\) as well. Let \(T^k\text{LGr}(n, 2n) := \{v \in \text{LGr}(n, 2n) \mid \text{rank}(v) = k\}\) be the set of vectors of rank \(k\).

Thus, we have a canonical distribution of cones on \(\text{LGr}(n, 2n)\), made from lines of non–maximal rank: there exists (up to a conformal factor) a unique symmetric \(n\)-form \(T_n\) on \(\text{LGr}(n, 2n)\) such that the aforementioned cones are its isotropic varieties. The conformal class of \(T_n\) can be represented by the total polarisation of the determinant \(\det \in S^n(S^2 L)\), which in turn spans the unique one–dimensional irreducible \(\text{GL}(n)\)-submodule of the kernel of the “total symmetrization” map:

\[
S : S^n(S^2 L) \rightarrow S^{2n} L.
\]

Having defined a canonical (conformal) \(n\)-tensor \(T_n\) on \(\text{LGr}(n, 2n)\), we can define the following set of symmetric 2–tensors:

\[
S_{T_n}^2 := \left\{ X_{n-2} \odot T_n, X_{n-2} \in \bigotimes_{i=1..n-2} \text{LGr}(n, 2n) \right\}.
\]

Note that, in the case \(n = 2\), \(X_0 \odot T_2 = X_0 \cdot T_2\), with \(X_0 \in C^\infty(\text{LGr}(n, 2n))\), so that \(S_{T_2}^2\) is the set of bilinear forms on \(\text{LGr}(2, 4)\) that are conformal to \(T_2\).
The image of the contraction map \( S^{n-2}S^2L^* \overset{T_n}{\rightarrow} S^2S^2L \), determined by \( T_n \), is precisely \( S^2T_n \). On the top of that, the total symmetrization gives rise to the short exact sequence

\[
\ldots \rightarrow S^{n-2}S^2L^* \overset{T_n}{\rightarrow} S^2S^2L \overset{S}{\rightarrow} S^4L \rightarrow 0,
\]
so that \( S^2T_n = \ker S \). Easy computations shows that \( \dim S^2T_n = \frac{n^2(n^2-1)}{12} = 1, 6, 20, 50, \ldots \), for \( n = 2, 3, 4, 5, \ldots \). In other words, \( (\text{LGr}(n, 2n), T_n) \) is a genuine conformal manifold only for \( n = 2 \).

### 2.3. Prolongation of subspaces and characteristics

The prolongation \( U^{(1)} \subset \text{LGr}(\mathcal{C}_m) \) of a subspace \( U \subset \mathcal{C}_m \) is defined as follows

\[
U^{(1)} := \left\{ L_{m^1} \in \text{LGr}(\mathcal{C}_m) \mid L_{m^1} \supseteq U, \text{ if } \dim(U) \leq n, \right. \]
\[
\left. L_{m^1} \in \text{LGr}(\mathcal{C}_m) \mid L_{m^1} \subseteq U, \text{ if } \dim(U) \geq n. \right\}
\]

Since \( L = L^\perp \), one can easily check that \( U \subset W \implies U^{(1)} \supset W^{(1)} \) and that \( U^{(1)} = (U^\perp)^{(1)} \).

**Definition 2.1.** The set \( T_{m^1}E := T_{m^1}(E \cap T_{m^1} \text{LGr}(\mathcal{C}_m)) \) of rank–one tangent vectors to \( E \) is called the rank–one cone at \( m^1 \) of the hypersurface \( E \).

**Proposition 2.2.** Vectors of \( T_{m^1}E \) are, up to sign, the tensor squares \( \eta \otimes \eta \) of a covectors \( \eta \in L^*_{m^1} \), such that \( \eta \otimes \eta \), understood as a vertical vector to \( E^{(1)} \), is tangent to \( E \).

**Definition 2.3.** An isotropic subspace \( U \) is called characteristic for a covector \( \rho \in T_{m^1}^* \text{LGr}(n, 2n) \) if \( U \subset L_{m^1} \) and \( \rho|_{T_{m^1}U^{(1)}} = 0 \). It is called characteristic for a hypersurface \( \{ F = 0 \} \) of \( \text{LGr}(n, 2n) \) at a point \( m^1 \) of the hypersurface if it is characteristic for \( (dF)_{m^1} \). A covector \( \eta \in L^*_{m^1} \) is called characteristic for \( \rho \) if \( \ker(\eta) \) is characteristic for \( \rho \).

Characteristic directions and characteristic subspaces turn out to be in a tight relationship.

**Remark 2.4.** Any rank–one vector \( v = \pm \eta \otimes \eta \in T_{m^1}^* \text{LGr}(n, 2n) \) defines the hyperplane \( H = \ker(\eta) \) of \( L_{m^1} \), which has the property that \( T_{m^1}H^{(1)} = \langle v \rangle \), and viceversa (note that \( H^{(1)} \) is 1–dimensional). Thus we have the key correspondence between hyperplanes of \( L_{m^1} \) (which correspond to elements of \( \mathbb{P}L_{m^1}^* \)) and rank–one directions of \( T_{m^1} \text{LGr}(n, 2n) \). Accordingly, \( (n-1) \)–dimensional characteristic subspaces for a hypersurface \( E \) of \( \text{LGr}(n, 2n) \) at \( m^1 \) are in one–to–one correspondence with the characteristic directions for \( E \) at \( m^1 \).

We focus now on the case \( n = 2 \), which will be of key importance in the sequel. Fix a point \( m^1 \in M^{(1)} \) and let \( \ell_m \subset L_{m^1} \), be a direction in \( L_{m^1} \), i.e., an element of \( \mathbb{P}L_{m^1} \), and

\[
\ell_m = [\lambda : -1] = \text{Span} \{ \lambda D_{x^1} - D_{x^2} \} = \ker (dx^1 + \lambda dx^2),
\]

where \( D_{x^1} \) are defined by (3).

**Proposition 2.5.** The tangent line to \( \ell_m^{(1)} \), where \( \ell_m \) is defined by (7), is given by \( T_{m^1}\ell_m^{(1)} = \text{Span} \{ \partial_{p_{11}} + \lambda \partial_{p_{12}} + \lambda^2 \partial_{p_{22}} \} \).

**Proof.** First describe \( \ell^{(1)} \) as the set of \( p_{ij} \) such that

\[
\begin{pmatrix}
\lambda & -1 & 0 & 0 \\
1 & 0 & p_{11} & p_{12} \\
0 & 1 & p_{12} & p_{22}
\end{pmatrix}
\]
is of rank \( \leq 2 \). Easy computations shows that this is the case if and only if

\[
(p_{11}, p_{12}, p_{22}) = (t, \lambda t, \lambda^2 t), \quad t \in \mathbb{R}.
\]

\[\square\]
2.4. Plücker embedding. An important feature of the Lagrangian Grassmannian $\mathrm{LGr}(n, 2n)$ is that it can be naturally embedded into a projective space, by taking the “volume” of its elements, viz.

\begin{equation}
\mathrm{LGr}(n, 2n) \longrightarrow \mathbb{P}(\Lambda^n \mathbb{R}^{2n}), \\
L = \text{Span} \{l_1, \ldots, l_n\} \implies \text{vol}(L) := [l_1 \wedge \cdots \wedge l_n].
\end{equation}

By hyperplane sections of $\mathrm{LGr}(n, 2n)$ we mean the outcomes of the intersection of $\mathrm{LGr}(n, 2n)$ with a hyperplane of $\mathbb{P}(\Lambda^n \mathbb{R}^{2n})$ via the above embedding, that is called Plücker embedding. It has the remarkable property of converting the curves $U^{(1)}$, where $U \subset L \in \mathrm{LGr}(n, 2n)$ is a hyperplane, into lines into its image.

**Example 2.6.** Let $n = 2$, and consider the curve $\ell^{(1)} \subset \mathrm{LGr}(2, 4)$ given by the Lagrangian planes (see (8))

$$L(t) = \begin{pmatrix} t & t\lambda & t\lambda^2 \end{pmatrix}.$$ 

Then $\text{vol}(L(t)) = [1 : t : t\lambda : t\lambda^2 : 0]$ is precisely the line joining the points $[1 : 0 : 0 : 0 : 0]$ and $[0 : 1 : \lambda : \lambda^2 : 0]$.

**Remark 2.7.** Actually, the target space $\mathbb{P}(\Lambda^n \mathbb{R}^{2n})$ is “oversized”, for there exists a proper subspace $\mathbb{P}^M \subset \mathbb{P}(\Lambda^n \mathbb{R}^{2n})$, characterised by the property of being the smallest one containing the image of the map $\text{(9)}$. The existence of such a $\mathbb{P}^M$ is a basic representation–theoretic fact (see Section 5 later on). It is worth observing that the notion of a hyperplane section stays unaltered.

2.5. Symbol of a function and its iterations. Let $F \in C^\infty(M^{(1)})$. Define the symbol $\text{Smlb}(F)$ of $F$ as the map $m^1 \in M^{(1)} \rightarrow \text{Smlb}(F)_{m^1} := (d(F|_{\mathrm{LGr}(c_m)})_{m^1} \in T^*_{m^1} \mathrm{LGr}(c_m) = T^*_m \mathrm{LGr}(n, 2n) \simeq S^2 L_{m^1}$.

By recalling the definition of tautological bundle (2), in short we can write $\text{Smlb}(F) \in S^2 L$. Essentially, the symbol of a function $F \in C^\infty(M^{(1)})$ is its vertical differential with respect to the projection (1). We call the **characteristic equation** the quadratic polynomial associated to $\text{Smlb}(F)$ equated to zero, i.e.

\begin{equation}
\sum_{i \leq j} F_{u_{ij}} \xi_i \xi_j = 0.
\end{equation}

Notice that $(d\text{Smlb}(F))_{m^1} : T^*_{m^1} \mathrm{LGr}(n, 2n) \simeq S^2 L_{m^1} \longrightarrow T^*_\text{Smlb}(F)_{m^1}, S^2 L_{m^1} \simeq S^2 L_{m^1}$, i.e., the differential of $\text{Smlb}(F)$ takes values in $S^2 L$, so that $d\text{Smlb}(F) \in S^2 L \otimes S^2 L$. Actually a direct computation shows that $d\text{Smlb}(F) \in S^2 L \otimes S^2 L$. In contact coordinates,

$$d\text{Smlb}(F) = \sum_{i \leq j, h \leq k} F_{u_{ij}u_{hk}}(D_{x^i} \odot D_{x^j}) \odot (D_{x^h} \odot D_{x^k}) = \sum_{i \leq j, h \leq k} \left(2 - \delta^{(i,j)}_{(h,k)}\right) F_{u_{ij}u_{hk}}(D_{x^i} \odot D_{x^j}) \odot (D_{x^h} \odot D_{x^k}),$$

where $D_{x^i}$ are defined by (3) and $\delta^{(i,j)}_{(h,k)}$ is equal to 1 if $(i, j) = (h, k)$ and 0 otherwise.

Now we can define

$$\text{Smlb}^2(F) := S(d\text{Smlb}(F)) \in S^4 L$$

as the projection of $d\text{Smlb}(F)$ on $S^4 L$ via (6).

**Remark 2.8.** According to the general definition, one can obtain a coordinate description of $\text{Smlb}^2(F)$, for $F \in C^\infty(M^{(1)})$. First, if

\begin{equation}
\text{Smlb}(F) = F_{p_{11}} \xi^2 + F_{p_{12}} \xi \eta + F_{p_{22}} \eta^2,
\end{equation}

then $\text{Smlb}^2(F) = \text{Smlb}(F_{p_{11}})\xi^2 + \text{Smlb}(F_{p_{12}})\xi \eta + \text{Smlb}(F_{p_{22}})\eta^2$ turns out to be a degree–four homogeneous polynomial on $L$.

Iteratively, we can define the $k^{th}$ order differential $d^k \text{Smlb}(F) \in S^{k+1}(S^2 L)$ of the symbol $\text{Smlb}(F)$ of $F$ and obtain the map $\text{Smlb}^k(F) \in S^{2k+2} L$. 
3. Complete exceptionality

3.1. The equation of completely exceptionality: classical derivation. Concerning scalar PDEs with 2 independent variables, the roles of characteristic velocities are played by the roots $\lambda = \xi_2/\xi_1$ of the characteristic equation (10):

$$F_{p_{11}} + F_{p_{12}} \lambda + F_{p_{22}} \lambda^2 = 0.$$  

The denomination “characteristic velocity” is somehow misleading, since it is not the speed at which the wave front travels through the space of independent variables (which would require an additional metric structure), but rather the rate of change of the tangent direction to the characteristic lines within the tangent spaces. Even if this correct interpretation may seems dependent on the choice of a local coordinate system, we shall prove later that it is in fact a truly intrinsic notion. For the time being, we stick to the classical understanding of the characteristic velocity as the “slope” of the characteristic line, at each point of a given solution (see Fig. below).

So, we can say that the function $F$ determines the completely exceptional PDE $E := \{F = 0\}$ if and only if $\delta (\lambda) = 0$ for any solution of the equation (12) restricted to $E$, where, following [9, 17, 20],

$$\delta := \left( \frac{\partial}{\partial \phi} \right)_{\phi=0^+} - \left( \frac{\partial}{\partial \phi} \right)_{\phi=0^-}$$

is the operator measuring the jump of the value of a function $f = f(x^1, x^2)$ through the curve $\{\phi(x^1, x^2) = 0\}$.

Here some considerations are in order. If we want to compute the jump of a function $f$ through the curve $\{\phi(x^1, x^2) = 0\}$ near a point $p$ of such curve, we can compute $\lim_{t \to 0^+} f(\gamma (t)) - \lim_{t \to 0^-} f(\gamma (t))$, with $\gamma(t)$ a curve in the $(x^1, x^2)$-space such that $\gamma(0) = p$ and $\gamma'(0)$ is transverse to $\{\phi(x^1, x^2) = 0\}$.

As recalled in the Introduction, complete exceptionality is the property which prevents the discontinuity waves from evolving into shock waves. Mathematically, this means that the worst kind of discontinuity which can take place is a jump one. In turn, this implies that the previous value is independent of the chosen curve and, in particular, we can consider an orthogonal curve at $p$.

In view of the above reasoning, to compute $\delta(p_{ij})$ it is enough to take into account the components of $p_{ij}$ along a normal vector of $\phi(x^1, x^2) = 0$. For our convenience, we put $p_1 = u_{x^1}$, $p_2 = u_{x^2}$, $p_{11} = u_{x^1 x^1}$, and so on. We need a change of coordinates

$$x^1 = x^1(\tau, \mu), \quad x^2 = x^2(\tau, \mu),$$

where $(x^1(\tau, 0), x^2(\tau, 0))$ describes the curve $\phi(x^1, x^2) = 0$ and $(x^1(0, \mu), x^2(0, \mu))$ is a curve orthogonal to $\phi(x^1, x^2) = 0$ at $(0, 0)$. We can always choose (13) in such a way that $(x^1_1, x^2_1) = (-\tilde{\phi}_{x^2}, \tilde{\phi}_{x^1})$, $(x^1_{\mu}, x^2_{\mu}) = (\tilde{\phi}_{x^1}, \tilde{\phi}_{x^2})$, with $(\tilde{\phi}_{x^1}, \tilde{\phi}_{x^2}) = \nabla(\phi)/|\nabla(\phi)|$. A straightforward computation gives

$$\delta(u_{x^1 x^1}) = \tilde{\phi}_{x^1} \tilde{\phi}_{x^2} \delta(u_{x^1 x^1}), \quad \delta(u_{x^1 x^2}) = \left( \frac{\partial}{\partial \phi} \right)_{\phi=0}^2 \delta(u_{x^1 x^1}).$$

So, the complete exceptional condition $\delta(\lambda) = 0$, for $\lambda$ satisfying (12), translates as follows:

$$\lambda_{p_{11}} + \lambda_{p_{12}} \lambda + \lambda_{p_{22}} \lambda^2 = 0.$$  

A direct computation shows that the condition (14), for a hyperbolic PDE $\{F = p_{22} - h = 0\}$, where $h = h(x^1, x^2, u, p_1, p_2, p_{11}, p_{12})$, is described by the following system of PDEs:

$$\left\{ \begin{array}{l} h_{p_{11} p_{11}} + h_{p_{11} p_{12}} h_{p_{12} p_{12}} = 0, \\ 2h_{p_{11} p_{12}} + h_{p_{12} p_{12}} = 0. \end{array} \right.$$
Proposition 3.1. A hyperbolic PDE $\mathcal{E} = \{F = 0\}$ is completely exceptional (Definition 1.1) if and only if (14) is satisfied for all roots $\lambda$ of (12).

Remark 3.2. For parabolic equations (i.e., 2nd order PDE whose symbol is a perfect square) condition (14) is always fulfilled. In fact, the discriminant of the equation (12) is $\Delta = F_{p_12}^2 - 4F_{p_11}F_{p_22}$, and when it is zero (in a neighborhood) the only solution to (12) is $\lambda = -\frac{F_{p_12}}{2F_{p_22}}$. If we substitute this $\lambda$ into (14) we obtain the equation $\Delta_{p_{22}} F_{p_12} F_{p_22} - \Delta_{p_{12}} F_{p_{22}}^2 - \Delta(F_{p_{22}p_2} F_{p_12} - F_{p_22} F_{p_12p_2}) = 0$ that, in this case, is always satisfied as $\Delta$ is zero.

Remark 3.3. For the sake of completeness, we also recall that the completely exceptional PDEs form a sub-class of another important family of PDEs, the so-called Temple class $[1, 21]$.

3.2. Complete exceptionality and Monge–Ampère invariants. If 2nd order PDEs are understood as hypersurfaces in $M^{(1)}$ (see 2.1), then the complete exceptional ones form a Cont$(M)$–invariant sub-class, where Cont$(M)$ is the set of the contactmorphisms of $M$. In particular, fibre–by–fibre, such PDEs must correspond to CSP$_t$–invariant hypersurfaces in the three–dimensional Lagrangian Grassmannian LG$(2, 4)$, known also as the Lie quadric $Q^3$ [11] (recall that we set $n = 2$). The theory of surfaces in $Q^3$ is thoroughly described, e.g., in D. The’s paper [22], so that the obvious question arise, how completely exceptional PDEs fit into the classification of surfaces in $Q^3$.

The answer, provided in this section, is that (for hyperbolic PDEs), the two equations (14) (one for each root of the symbol) correspond precisely to the vanishing of the Monge–Ampère invariants $I_1$ and $I_2$ (see the above cited paper, Fig. 1). Incidentally, this provides a geometric proof to Proposition 1.2.

Recalling (see 2.3) that to any point $m^1$ of a PDE $\mathcal{E} \subset M^{(1)}$ one can associate two (rank–one) directions in $T_{m^1} \mathcal{E}$ (or, better to say, in its vertical part), which correspond two directions in $C_m$ (recall again that $n = 2$). Thus, we have two sections

$$m^1 \in \mathcal{E} \mapsto \ell^i_{m^1} \in \mathbb{P}L_{m^1}, \quad i \in \{1, 2\}$$

of the projective line bundle

$$\mathbb{P}L \longrightarrow \mathcal{E},$$

which is nothing but the projectivised tautological bundle restricted to $\mathcal{E}$.

The point $\ell^i_{m^1} \in \mathbb{P}L_{m^1}$ determines the rank–one curve $(\ell^i_{m^1})^{(1)} \subset \mathcal{E}_m$, whose tangent direction is $\bar{\ell}^i_{m^1} = T_{m^1}((\ell^i_{m^1})^{(1)}$. If $\ell^i_{m^1} = [\lambda^i(m^1) : -1]$, then (see also Proposition 2.5)

$$\bar{\ell}^i_{m^1} = \langle \partial_{p_{11}} + \lambda^i(m^1) \partial_{p_{12}} + (\lambda^i(m^1))^2 \partial_{p_2} \rangle.$$

Proposition 3.4. The derivative of the direction (18) along any curve $\gamma$ passing through the point $m^1$ with tangent space $\ell^i_{m^1}$ is zero if and only if (14) is satisfied in $m^1$.

Proof. If $m^1(t)$ denotes the point moving along the curve $\gamma$, then $\ell^i_{m^1(t)}$ defined as in (16), is a point in $\mathbb{P}L_{m^1(t)}$. So, in principle, the curve $\mathbb{R} \ni t \mapsto \ell^i_{m^1(t)} \in \mathbb{P}L_{m^1(t)}$ takes values in different spaces. Nevertheless, for small values of $t$ each $L_{m^1(t)}$ can be identified with $L_{m^1}$, by means of the projection of $C_m = L_{m^1} \oplus V_m$ onto $L_{m^1}$, where $V_m = \text{Span} \{\partial_{p_{11}}, \partial_{p_{12}}\}$ is the vertical subspace.\(^3\)

Since $\ell^i_{m^1(t)} = [\lambda^i(m^1(t)) : -1]$ in the basis of $L_{m^1(t)}$, the projected line into $L_{m^1}$ will have the same components $[\lambda^i(m^1(t)) : -1]$, but now in the basis of $L_{m^1}$. In other words, the curve $\bar{\ell}^i_{m^1(t)}$ can be regarded as the curve $\mathbb{R} \ni t \mapsto [\lambda^i(m^1(t)) : -1] \in \mathbb{P}L_{m^1}$. In turn, the latter is equivalent to the curve $\mathbb{R} \ni t \mapsto \lambda^i(m^1(t)) \in \mathbb{R}$, whose velocity at zero is precisely the left–hand side of (14).

Now we are ready to recast Proposition 1.2 in a purely geometric perspective.

Corollary 3.5. A hyperbolic 2nd order PDE $\mathcal{E}$ is completely exceptional if and only if it is doubly ruled.

\(^3\)Observe that the theorem does not suffer from the choice of $V_m$: indeed, upon a different choice of $V_m$, the vector $(\lambda, -1)$ is replaced by an its linear image, and the vanishing of its derivative give the same condition on $\lambda$. 


Proof. First of all, observe that a hyperbolic 2nd order PDE $\mathcal{E}$ is equipped with two distinct rank–one distributions, to which there are associated two distinct sections $\ell^1$ and $\ell^2$ of (17).

If $\mathcal{E}$ is completely exceptional, then the curves $(\ell_{m^1}^i)^{(1)}$ are precisely the integral curves of the aforementioned rank–one distributions. Since, via Plücker embedding (see (9)), these $(\ell_{m^1}^i)^{(1)}$ are lines, the surface $\mathcal{E}$ turns out to be doubly ruled (see also Example 2.6).

Conversely, if $\mathcal{E}$ is doubly ruled, then $\mathcal{E}$ is described by two transversal families of curves $(\ell_{m^1}^i)^{(1)}$, $i \in \{1, 2\}$. Let us fix $i$ and consider, at each point $m^1 \in \mathcal{E}$, the curve $\gamma^j := (\ell_{m^1}^j)^{(1)}$, whose coordinate representation is (8). Since the section $m^1 \to \ell_{m^1}^j$ is constant along $\gamma^j$, its derivative is zero, and hence, recalling Proposition 3.1, in view of Proposition 3.4, $\mathcal{E}$ is completely exceptional. □

3.3. Geometric formulation of complete exceptionality: the “symbolic way”. Proposition 3.4 gives a geometric meaning to the local formula (14), i.e., to complete exceptional (hyperbolic) PDEs: it claims that the roots of the polynomial (12) have zero acceleration along the rank–one directions determined (see Section 2.3) by the roots themselves.

Nevertheless, it cannot be denied that hyperplane sections, i.e., Monge–Ampère equations, exist also in the realm of non–hyperbolic equations. Consequently, there must be a natural way to extend the test of complete exceptionality to non–hyperbolic equations: the purpose of this section is to show that such an extension does exist, and it allows to characterise Monge–Ampère equations in general.

The bottom line is simple: the “zero acceleration condition” for the roots of the characteristic polynomial (12), used in Proposition 3.4, can be actually formulated without solving the polynomial itself.

Proposition 3.6. Let $\mathcal{E} \subset M^{(1)}$ be a hyperbolic scalar second order PDE. Then $\mathcal{E}$ is completely exceptional iff $\mathcal{E} = \{ F = 0 \}$ for some $F \in C^{\infty}(M^{(1)})$ such that $\text{Smbl}^2(F)$ is proportional to $\text{Smbl}(F)$.

Proof. Let $\ell^i = [\lambda^i : -1]$ be the roots of $\text{Smbl}(F)$. This means that
\begin{equation}
\text{Smbl}(F) = [\mu^2 - (\lambda^1 + \lambda^2)\mu + \lambda^1 \lambda^2].
\end{equation}

Then, by Remark 2.8, one has
\begin{equation}
\text{Smbl}^2(F) = [\lambda^2 \lambda^1_{p_{11}} + \lambda^1 \lambda^2_{p_{11}} + (\lambda^2 \lambda^1_{p_{12}} + \lambda^1 \lambda^2_{p_{12}} - \lambda^1_{p_{11}} - \lambda^2_{p_{11}})\mu + (\lambda^2 \lambda^1_{p_{22}} + \lambda^1 \lambda^2_{p_{22}} - \lambda^1_{p_{12}} - \lambda^2_{p_{12}})\mu^2 - (\lambda^1_{p_{22}} + \lambda^2_{p_{22}})\mu^3].
\end{equation}

Now, $\text{Smbl}^2(F)$ is proportional to $\text{Smbl}(F)$ if and only if an element $K + H\mu \in S^2L$ exists, such that
\begin{equation}
\text{Smbl}^2(F) = [\text{Smbl}(F) \cdot (K + H\mu)].
\end{equation}

Since (21) is a polynomial identity of degree 3 in $\mu$, it gives 4 linear equations in $H$, $K$. Straightforward computations show that this system is compatible if and only if the two equations, obtained by replacing $\lambda$ with $\lambda^i$ in (14), are satisfied. □

Corollary 3.7. The equation $\mathcal{E}$ is a Monge–Ampère equation if and only if, for some $F$ such that $\mathcal{E} = \{ F = 0 \}$, $\text{Smbl}^2(F)$ is proportional to $\text{Smbl}(F)$.

Proof. If $\mathcal{E}$ is hyperbolic, the result immediately follows from Propositions 1.2 and 3.6. For a general $\mathcal{E}$, one must rely on the original direct integration method\footnote{This method amounts at integrating (15) without the hyperbolicity condition.} of Boillat [3]. □

Now we can recast (14) in an intrinsic geometric way, not requiring the actual existence of the roots of the characteristic polynomial.

Corollary 3.8. Let us consider a local trivialization of line bundle (17) so that (w.r.t. this trivialization) each $\ell^i$ (see (16)) can be seen as a function on $\mathcal{E}$. Then hypersurface $\mathcal{E}$ is completely exceptional iff
\begin{equation}
\text{Smbl}(\ell^i)|_{T(\ell^i)^{(1)}} \equiv 0, \quad i = 1, 2.
\end{equation}

Proof. Let $\ell = [\lambda : -1]$ be either $\ell^1$ or $\ell^2$, and just recall (see Proposition 2.5) that $T(\ell)^{(1)}$ is spanned by $\partial_{p_{11}} + \lambda \partial_{p_{12}} + \lambda^2 \partial_{p_{22}}$. Since locally $\ell \equiv \lambda$, one can compute the symbol of the function $\lambda$, as in (11), viz.
\begin{equation}
\text{Smbl}(\lambda) = \lambda_{p_{11}} \xi^2 + \lambda_{p_{12}} \xi \eta + \lambda_{p_{22}} \eta^2,
\end{equation}

and pair it with $T(\ell)^{(1)}$. Hence, condition (22) coincides with (14). □
4. Conformal Geometry of 2D and 3D Completely Exceptional 2nd Order PDEs

Let Σ be a hypersurface of a semi-Riemannian manifold \((M, g)\). We denote by \(\Gamma^g_\Sigma\) the first fundamental form of the hypersurface \(\Sigma\) w.r.t. the metric \(g\). Note that the tensor \(\Gamma^g_\Sigma\) can be degenerate; following the definitions of \([18]\), we say that \(\Sigma\) is a semi-Riemannian hypersurface of \(M\) if \(\Gamma^g_\Sigma\) is not degenerate. We define the second fundamental form \(\Pi^g_\eta\) of the hypersurface \(\Sigma\) (w.r.t. a normal vector \(\eta \in T_p^\perp \Sigma\)) by

\[
\Pi^g_\eta(v, w) = g(\nabla_v N, w) = -g(\nabla_X Y)(p), \quad v, w \in T_p \Sigma
\]

where \(X, Y\) and \(N\) are, respectively, local extension to \(M\) of \(v, w\) and \(\eta\). Some consideration of definition (24) is in order. Note that if \(\Sigma\) is a semi-Riemannian hypersurface, then \(T_p M = T_p \Sigma \oplus T_p^\perp \Sigma, \ p \in \Sigma\). Here we use definition (24) also when \(\Sigma\) is not a semi-Riemannian hypersurface, i.e. when \(T_p^\perp \Sigma \subset T_p \Sigma\). Since in our reasonings the orthogonal vector \(\eta\) does not play an essential role, we will often use the symbol \(\Pi^g_\Sigma\) to denote the second fundamental form of \(\Sigma\).

Let us denote by \(\text{sym}_{\max}(T_n)\) the set of infinitesimal conformal symmetries of the tensor \(T_n\) of maximal rank. If \(n = 2\), then we put \(\text{sym}_{\max}(T_2) = C^\infty(LGr(2, 4))\). Note that if \(X\) is a vector field on \(LGr(3, 6)\) of maximal rank then \(X T_3\) is a non-degenerate symmetric 2-tensor. We recall that for hyperplane sections of \(LGr(n, 2n)\) we mean hyperplane sections of \(LGr(n, 2n)\) via the Plücker embedding (9).

**Theorem 4.1.** Let \(\Sigma\) be a hypersurface of \(LGr(n, 2n), \ 2 \leq n \leq 3\) and \(X_{n-2} \in \text{sym}_{\max}(T_n)\). Then the condition

\[
\Pi^{X_{n-2} T_n}_{\Sigma} \in (S^2_{T_{n}})|\Sigma,
\]

is independent of \(X_{n-2}\). Furthermore, \(\Sigma\) satisfies condition (25) iff it is a hyperplane section.

**Corollary 4.2.** Let \(\Sigma\) be a semi-Riemannian hypersurface of \((LGr(2, 4), T_2)\). The following statements are equivalent:

1. \(\Sigma\) is a hyperplane section;
2. \(\Pi^{\Sigma}_{\Sigma} T_2\) is proportional to \(\Pi^{T_2}_T\);
3. the trace-free part of second fundamental form of \(\Sigma\) is zero.

In the next sections 4.1 and 4.2 we prove Theorem 4.1 and Corollary 4.2 in the case \(n = 2\) and \(n = 3\), respectively.

4.1. Hyperplane sections of \(LGr(2, 4)\). Since on \(LGr(2, 4)\) there exists a canonical conformal semi-Riemannian metric \(T_2\), before proving Theorem 4.1 and Corollary 4.2 we will see how the main object we use transforms under a conformal changing of \(T_2\).

Let \((M, g)\) be a (semi-)Riemannian manifold. Let \(\tilde{g} = e^{2\lambda} g\), where \(\lambda \in C^\infty(M)\). Let \(\nabla^{\tilde{g}}\) be the Levi-Civita connection of the metric \(\tilde{g}\). Then

\[
\nabla^{\tilde{g}}_X Y = \nabla^g_X Y + \beta(X, Y)
\]

where \(\beta : TM \times TM \to TM\) is a tensor defined by

\[
\beta(X, Y) = X(\lambda) Y + Y(\lambda) X - g(X, Y) g^{-1}(d\lambda)
\]

Let us see how connection \(\nabla^{\tilde{g}}\) acts on \(k\)-forms. Let \(\omega \in \Lambda^k M\). Then

\[
\nabla^{\tilde{g}}_X(\omega)(Y_1, \ldots, Y_k) = \nabla^g_X(\omega)(Y_1, \ldots, Y_k) - \omega(\beta(X, Y_1), Y_2, \ldots, Y_k) - \cdots - \omega(Y_1, \ldots, \beta(X, Y_k))
\]

By using formula (28), it is easy to realize that

\[
H^{\tilde{g}}(f) = \nabla^{\tilde{g}}(df) = \nabla^g(df) - df \circ \beta = H^g(f) - 2d\lambda \odot df + g^{-1}(d\lambda, df) g
\]

In view of formula (24), (26) and (27) we have that

\[
\Pi^{\tilde{g}}_{\eta} = e^{2\lambda}(\Pi^{g}_{\eta} + \eta(\lambda)) g
\]

where \(\lambda\) is understood restricted on \(\Sigma\).

**Remark 4.3.** In the case we choose a unit vector field \(N\), the right transformation formula for \(\Pi^{\tilde{g}}_{\eta}\), is

\[
\Pi^{\tilde{g}}_{\eta} = e^{\lambda}(\Pi^{g}_{\eta} + \eta(e^{\lambda})) g
\]
Let $\Sigma$ be a hypersurface of a semi-Riemannian manifold. Let $\eta \in T^1\Sigma$. Let us consider the trace-free part $\Pi^0_\eta$ of the second fundamental form of $\Sigma$:

$$\Pi^0_\eta = \Pi^0_{\eta} - \frac{1}{n-1} H_\eta \cdot g$$

where $H_\eta = g^{ij} \Pi_{nij}$ is the mean curvature vector.

**Remark 4.4.** $\Pi^0_\eta$ is conformally invariant, whereas the $(1,1)$-tensor $g^{ik} \Pi^0_\eta_{kj}$ is invariant up to conformal transformations. Note that the zero set of both $\Pi^0_\eta$ and $\Pi^0_\eta$ of $\Sigma$ are independent of the normal field $\eta$.

As for $\Pi^0_\eta$, in our reasonings the orthogonal vector $\eta$ in $\Pi^0_\eta$ does not play an essential role, as we are mainly interested in the zero set of $\Pi^0_\eta$. So, we will often use the symbol $\Pi^0_\Sigma$ to denote the trace-free part of the second fundamental form of $\Sigma$.

Next propositions prove Theorem 4.1 and Corollary 4.2 in the case $n = 2$.

**Proposition 4.5.** A hypersurface $\Sigma$ of $(\text{LGr}(2,4), T_2)$ is a hyperplane section of $\text{LGr}(2,4)$ if and only if $\Pi^2_\Sigma$ is proportional to $I^T_{\Sigma}$. Furthermore, if $\Sigma$ is a semi-Riemannian hypersurface $\Sigma$ of $(\text{LGr}(2,4), T_2)$, then it is a hyperplane section if and only if $\Pi^2_\Sigma = 0$.

**Proof.** Without loss of generality, we suppose that $\Sigma$ is locally described by $\Sigma = \{ F = p_{22} - h(p_{11}, p_{12}) = 0 \}$ so that $T^1\Sigma = \langle (1, 0, h_{p_{11}}), (0, 1, h_{p_{12}}) \rangle$. The second fundamental form $\Pi^2_\Sigma$ is proportional to the first fundamental form $I^T_{\Sigma}$ (here we do not assume that $I^T_{\Sigma}$ is necessarily non-degenerate) if and only if system (15) is satisfied (we recall that here $h = h(p_{11}, p_{12})$). As we already seen, this system can be explicitly solved: its general solution $h$ gives a Monge-Ampère equation $\{ F = p_{22} - h = 0 \}$ [3, 6].

Let now assume that $\Sigma$ is semi-Riemannian, so that the determinant of the first fundamental form $I^T_{\Sigma} \neq 0$ is not zero, i.e. $4h_{p_{11}} + h^2_{p_{12}} \neq 0$. The condition $\Pi^2_\Sigma = 0$ gives the following system of three equations:

$$\begin{cases}
2h_{p_{11}p_{11}}h_{p_{11}} + h_{p_{11}p_{11}}h^2_{p_{12}} - 2h_{p_{11}}h_{p_{12}}h_{p_{11}p_{12}} + 2h^2_{p_{11}}h_{p_{12}p_{12}} = 0 \\
4h_{p_{11}p_{12}}h_{p_{11}} - h_{p_{12}}h_{p_{11}p_{11}} + h_{p_{12}}h_{p_{12}p_{12}} = 0 \\
2h_{p_{11}}h_{p_{12}p_{12}} + h_{p_{12}p_{12}}h^2_{p_{12}} + 2h_{p_{11}p_{11}} + 2h_{p_{12}}h_{p_{11}p_{12}} = 0
\end{cases}$$

If $h_{p_{11}} = 0$, then the first two equations of (33) are identically satisfied, whereas the third one gives $h_{p_{12}p_{12}} = 0$, so that $h = K_1p_{12} + K_2$. The same reasoning holds if $h_{p_{12}} = 0$, so that in the remaining part of the proof we suppose

$$h_{p_{11}} \neq 0, \quad h_{p_{12}} \neq 0$$

System (33) is equivalent to (15). In fact, if we denote by $eq_1$ and $eq_2$, respectively, the first and the second left-hand side term of system (15), then system (33) reads as follows:

$$\begin{cases}
(2h_{p_{11}} + h^2_{p_{12}})eq_1 - h_{p_{11}}h_{p_{12}}eq_2 = 0 \\
-h_{p_{12}}eq_1 + 2h_{p_{11}}eq_2 = 0 \\
2eq_1 + h_{p_{12}}eq_2 = 0
\end{cases}$$

The solution of this system is $eq_1 = eq_2 = 0$ if and only if $h_{p_{11}}h_{p_{12}}(4h_{p_{11}} + h^2_{p_{12}}) \neq 0$. This inequality is satisfied as we are supposing (34) and that $\Sigma$ is a semi-Riemannian hypersurface.

**Proposition 4.6.** Let $\Sigma$ be a hyperplane section of $\text{LGr}(2,4)$. Then it corresponds to a hyperbolic (resp. elliptic, parabolic) Monge-Ampère equation iff $\det(I^T_{\Sigma}) < 0$ (resp. $\det(I^T_{\Sigma}) > 0$, $\det(I^T_{\Sigma}) = 0$).

**Proof.** We recall that a Monge-Ampère equation

$$k_0(p_{11}p_{22} - p_{12}^2) + k_1p_{11} + k_2p_{12} + k_3p_{22} + k_4 = 0$$

is hyperbolic (resp. elliptic, parabolic) iff its discriminant

$$\Delta = k_2^2 - 4k_1k_3 + 4k_0k_4$$
is greater than (resp. less than, equal to) zero. By using the notation of Proposition 4.5, we have that
\[ \det(I_{T_3}^2) = -\frac{1}{4} \frac{\Delta}{(k_3 + k_0 p_{11})^2} \]
and the proposition follows. \(\square\)

4.2. Hyperplane sections of \(\text{LGr}(3,6)\). Infinitesimal conformal symmetries of \(T_3\) form a 21-dimensional Lie algebra, which by dimensional reasons must coincide with \(\text{Sp}(6)\). Below we write a list of generators.

\[ \partial_{\xi_1}, \xi_1 \partial_{\xi_1} + \frac{1}{2} \xi_2 \partial_{\xi_2} + \frac{1}{2} \xi_3 \partial_{\xi_3} + \frac{1}{2} \xi_4 \partial_{\xi_4} + \frac{1}{2} \xi_5 \partial_{\xi_5} + \frac{1}{2} \xi_6 \partial_{\xi_6}, \]
\[ \xi_1 \xi_2 \partial_{\xi_1} + \frac{1}{2} (\xi_2^2 + \xi_1 \xi_4) \partial_{\xi_2} + \frac{1}{2} (\xi_2 \xi_3 + \xi_1 \xi_5) \partial_{\xi_3} + \frac{1}{2} (\xi_2 \xi_4 + \xi_1 \xi_6) \partial_{\xi_4} + \frac{1}{2} (\xi_2 \xi_5 + \xi_1 \xi_6) \partial_{\xi_5} + \frac{1}{2} (\xi_2 \xi_6 + \xi_1 \xi_6) \partial_{\xi_6}, \]
\[ \xi_1 \xi_3 \partial_{\xi_1} + \frac{1}{2} (\xi_3^2 + \xi_1 \xi_5) \partial_{\xi_3} + \frac{1}{2} (\xi_3 \xi_4 + \xi_1 \xi_6) \partial_{\xi_4} + \frac{1}{2} (\xi_3 \xi_5 + \xi_1 \xi_6) \partial_{\xi_5} + \frac{1}{2} (\xi_3 \xi_6 + \xi_1 \xi_6) \partial_{\xi_6}, \]
\[ \xi_2 \xi_3 \partial_{\xi_2} + \frac{1}{2} (\xi_5^2 + \xi_3 \xi_4) \partial_{\xi_5} + \frac{1}{2} (\xi_5 \xi_6 + \xi_3 \xi_6) \partial_{\xi_6}, \]
where we used the notation \((\xi_1, \xi_2, \ldots, \xi_6) = (p_{11}, p_{12}, \ldots, p_{33})\).

We note that the above generators are all of non-maximal rank. Nevertheless the stretching \(\sum_{i,j} p_{ij} \partial_{p_{ij}}\), which can be obtained as a particular linear combination with constant coefficients of the above vector fields, is of maximal rank. A straightforward computation based also on the usage of a Maple symbolic computation package, shows that condition (25), for \(n = 3\), is independent of the chosen infinitesimal symmetry of maximal rank. If \(E = \{F = 0\}\), condition (25) is described by \(F_{\delta \rho \kappa \lambda} \xi_\delta \xi_\rho \xi_\kappa \xi_\lambda = G^{\delta \rho} F_{\rho \kappa \lambda} \xi_\delta \xi_\kappa \xi_\lambda\), for some \(G^{\delta \rho}\), which means precisely that the symmetric derivative of the symbol is proportional to the symbol itself. The result thus follows\(^5\) from Corollary 3.7.

5. Higher degree hypersurface sections of \(\text{LGr}(n,2n)\)

The main result of Section 4 above is Theorem 4.1. It allows to decide when a hypersurface \(\Sigma\) in the Lagrangian Grassmannian \(X_n = \text{LGr}(n,2n)\) is a hyperplane section, by using tensors naturally associated with \(\Sigma\). Doing so, Theorem 4.1 revealed the intrinsic character of complete exceptionality, and this is its main strength. The drawback is that Theorem 4.1 has been proved only for \(n = 2, 3\), and it still has to be extended to the case of higher–degree sections.

In this section, we embrace an extrinsic perspective, which will lead us to characterise certain distinguished functions on \(X_n\), cutting out \(r\)th degree hypersurface sections \(\Sigma\) of \(X_n\), for arbitrary values of \(n\) and \(r\). To this end, we shall exploit the natural action of the symplectic group \(\text{Sp}_{2n}\) on \(X_n\), and we shall find a natural differential operator between certain bundles over \(X_n\), such that the zero–loci of the sections in its kernel are precisely the (regular) intersections with \(r\)th degree hypersurfaces in the ambient projective space \(\mathbb{P}^M\).

The main result of this section, Theorem 5.9, is thus more general than Theorem 4.1, since it is valid for all dimensions \(n\) and degrees \(r\), but, at the same time, it is less direct: rather than characterising a hypersurface \(\Sigma \subset X_n\) in intrinsic terms, it only characterises certain distinguished functions cutting \(\Sigma\) out.

Needless to say, Theorem 4.1 and Theorem 5.9 match on their common overlapping. In Section 5.8 we show how to obtain from Theorem 5.9 an intrinsic necessary condition for complete exceptionality which, expectedly, turns out to be also sufficient in the cases \(n = 2, 3\) covered by Theorem 4.1.

The reader already familiar with the BGG techniques can safely jump to the main result, Theorem 5.9, by skipping the subsections 5.1–5.6, whose purpose is that of providing a minimal self–consistent background on the subject for the non–experts. Apparently, there is no alternative way to prove the main Theorem 5.9, other than the BGG resolution, in spite of the simple formulation of the Theorem itself.

Following the proof of Theorem 5.9, there are two concluding sections. In Section 5.9 we recall that \(X_n\) is rational, and use this fact to obtain a simple confirmation of the fact that the functions cutting out completely exceptional PDEs are suitable pull–backs of the linear functions on \(\mathbb{P}^M\). In Section 5.10 we show that the \(r\)th jet space of hypersurfaces of \(X_n\) is foliated by canonical equations, each of which is (noncanonically) equivalent to the equation of (generalised) complete exceptionality, thus confirming the natural character of this property.

---

\(^5\)Recall that Corollary 3.7 was formulated in the hypothesis \(n = 2\), though its validity is general (see Boillat [3]).
5.1. The homogeneous structure of Lagrangian Grassmannian and its minimal projective embedding. Our point of departure is the fact that $X_n$ is a homogeneous space for $\text{Sp}_{2n}$. In order to make it explicit, we identify $X_n$ with the Grassmannian of $n$-dimensional Lagrangian subspaces of $\mathbb{R}^n \oplus \mathbb{R}^{n*}$, where the latter space carries the tautological symplectic structure $\omega$ defined by $\omega|_{\mathbb{R}^n} \equiv 0$, $\omega(v, \alpha) := \langle v, \alpha \rangle$ for all $v \in \mathbb{R}^n$ and $\alpha \in \mathbb{R}^{n*}$, and $\omega|_{\mathbb{R}^{n*}} \equiv 0$. The group $\text{Sp}_{2n}$ is precisely the automorphism group of $\omega$, thus obviously acting on $X_n$. We fix an origin in $X_n$, corresponding to the isotropic subspace $\mathbb{R}^{n*}$, and we let $P \subset \text{Sp}_{2n}$ be its stabiliser. The group $P$ is a semi-direct product $P \simeq \text{GL}_n \ltimes S^2\mathbb{R}^{n*}$. Its Levi factor $\text{GL}_n$ is the subgroup of $\text{Sp}_{2n}$ preserving the direct sum decomposition in $\mathbb{R}^n \oplus \mathbb{R}^{n*}$, i.e., stabilising the complementary $\mathbb{R}^n$ in addition to $\mathbb{R}^{n*}$. The unipotent radical $S^2\mathbb{R}^{n*}$ is abelian and maps $\mathbb{R}^n$ into $\mathbb{R}^{n*}$ in the essentially unique $\text{GL}_n$-equivariant manner. In the following discussion we shall often work with representations of both $\text{Sp}_{2n}$ and the subgroup $\text{GL}_n$; in particular, an irreducible representation of $\text{Sp}_{2n}$ will often be decomposed into $\text{GL}_n$-irreducible summands.

The Plücker embedding (introduced in Section 2.4) is $\text{Sp}_{2n}$-equivariant and realises $X_n$ as a subvariety in the projectivisation of the space of $n$-forms on $\mathbb{R}^n \oplus \mathbb{R}^{n*}$ orthogonal to $\omega$ (i.e., precisely the space $\mathbb{P}^M$ introduced in Remark 2.7). This latter space, temporarily denoted $W$, is the $\text{Sp}_{2n}$-irreducible summand of $\Lambda^n(\mathbb{R}^n \oplus \mathbb{R}^{n*})$ containing the one-dimensional subspace $\det(\mathbb{R}^{n*})$. We then embed $X_n \hookrightarrow \mathbb{P} W$ identifying the Lagrangian Grassmannian with the $\text{Sp}_{2n}$-orbit of the point corresponding to the direct sum decomposition $\mathbb{R}^n \oplus \mathbb{R}^{n*}$. Now, given a non-zero element $f \in S^r W^*$ for some $r > 0$, we may intersect $X_n$ with the zero-locus of $f$; the resulting subset $\Sigma \subset X_n$ consists of points corresponding to one-dimensional subspaces of $W$ on which $f$ restricts to zero. In general, it may happen that $\Sigma$ is all of $X_n$, i.e., $X_n$ is contained in the zero-locus of $f$; as we shall see later, one only needs to consider the $\text{Sp}_{2n}$-irreducible summand of $S^r W^*$ containing the image of $W^*$ under the $r$th power map.

5.2. The idea of the BGG resolution of the space of $r$th degree sections. Before proceeding to the more technical part of this section, let us for a moment pretend that the elements of $S^r W^*$ give rise to actual functions on $X_n$, rather than sections of a line bundle—for instance, intersect with a standard affine open in $\mathbb{P} W$ and trivialise. We would then obtain a finite dimensional subspace $F \subset C^\infty(X_n)$, with the property that $r$th degree hypersurface sections of $X_n$ are precisely the zero-loci of non-trivial elements of $F$. How does one decide whether a given smooth function $f \in C^\infty(X_n)$ belongs to $F$ though? Solving for a linear combination of some basis functions is certainly not a viable method. Instead, one seeks to identify $F$ as the kernel of a differential operator. The basic example is the identification of constant functions with the kernel of the exterior derivative $d : C^\infty(X_n) \rightarrow \Omega^1(X_n)$. While trivial from the point of view of our problem, it fits into an important object—the de Rham resolution of the locally constant sheaf $0 \rightarrow \mathbb{R} \rightarrow \Omega^0 \rightarrow \Omega^1 \rightarrow \ldots$ by differential operators. It turns out that our problem of characterising $F$ as the kernel of a differential operator finds its place and solution in an analogous resolution. The latter, known as the BGG resolution (or rather its generalised version due to Lepowsky), resolves a finite-dimensional irreducible representation of $\text{Sp}_{2n}$ by a sequence of equivariant differential operators between certain natural vector bundles on $X_n$. Its first map is a differential operator acting on sections of the line bundle $\mathcal{O}_{X_n}(r)$, the $r$th power of the dual of the tautological line bundle of $\mathbb{P} W$ restricted to $X_n$. The kernel of this operator consists precisely of restrictions to $X_n$ of elements of $S^r W^*$, which cut out $r$th degree hypersurface sections of $X_n$.

5.3. Representation-theoretic preliminaries. In order to define the bundles and operators involved, we need to set up some rudimentary representation-theoretic notation. Passing to the level of Lie algebras, we have the inclusions $\mathfrak{gl}_n \subset \mathfrak{p}_n \subset \mathfrak{sp}_{2n}$ and $\mathfrak{p}_n \simeq \mathfrak{gl}_n \oplus S^2\mathbb{R}^{n*}$ (semidirect sum). In fact, $\mathfrak{p}_n$ admits a $\text{GL}_n$-invariant complement, thus giving rise to a $\text{GL}_n$-equivariant decomposition

$$\mathfrak{sp}_{2n} = S^2\mathbb{R}^n \oplus \mathfrak{gl}_n \oplus S^2\mathbb{R}^{n*},$$

where the extremal summands are abelian, and their commutator lies in the middle one. Recall that, being a split real form of a simple Lie algebra, $\mathfrak{sp}_{2n}$ contains a unique up to conjugacy split Cartan subalgebra. That is, a maximal abelian self-normalising subalgebra $\mathfrak{h}$ such that $\mathfrak{sp}_{2n}$ decomposes as a direct sum of $\mathfrak{h}$ and finitely many one-dimensional $\mathfrak{h}$-invariant subspaces labelled by distinct elements of $\mathfrak{h}^*$. These one-dimensional summands are the root subspaces. An element $H \in \mathfrak{h}$ acts on a root subspace labelled by $\alpha \in \mathfrak{h}^*$ as the scalar $\alpha(H) \in \mathbb{R}$. The subset of $\mathfrak{h}^*$ consisting of these labels is the root system, and its elements are the roots. To each root $\alpha$ one associates the coroot $H_\alpha \in \mathfrak{h}$, acting as $\pm \alpha$ on the root subspaces labelled by $\pm \alpha$ and, together with these, spanning a sub-algebra isomorphic to $\mathfrak{sl}_2$. 

Now, this decomposition of the adjoint representation extends to an arbitrary finite–dimensional representation of $\mathfrak{sp}_{2n}$. Namely, a finite–dimensional representation decomposes under the action of $\mathfrak{h}$ into a direct sum of invariant subspaces labelled by distinct elements of $\mathfrak{h}^*$, this time called *weights*: an element $H \in \mathfrak{h}$ acts on a weight subspace with weight $\lambda \in \mathfrak{h}^*$ as the scalar $\lambda(H) \in \mathbb{R}$. Thus, roots are simply the weights of the adjoint representation. The root system is invariant under reflection about the origin $0 \in \mathfrak{h}^*$. One may choose a hyperplane in $\mathfrak{h}^*$ such that half of the roots lie in one of the resulting half–spaces, and declare these as the *positive roots*. Given such choice, one says that a non–zero element of a given representation of $\mathfrak{sp}_{2n}$ is a *highest weight vector* if it is annihilated by all elements of $\mathfrak{sp}_{2n}$ lying in root subspaces labelled by positive roots. In case of an *irreducible* finite–dimensional representation, a highest weight vector is indeed a weight vector, i.e., an element of a weight subspace, and the weight that labels it is called the *highest weight*. Then, the highest weight is unique, with a one–dimensional weight subspace, and characterises the irreducible representation up to isomorphism. An element $\lambda \in \mathfrak{h}^*$ is the highest weight of an irreducible finite–dimensional representation if and only if $\lambda(H_\alpha)$ is a non–negative integer for each positive root $\alpha$. Such weights are called *dominant integral*.

In our case, we will choose the Cartan subalgebra $\mathfrak{h}$ to consist of the diagonal matrices in $\mathfrak{gl}_n \subset \mathfrak{sp}_{2n}$. Then, each summand in (36) decomposes into a direct sum of root subspaces, plus $\mathfrak{h}$ in $\mathfrak{gl}_n$. We choose the positive roots so that they label root subspaces spanning $S^2 \mathbb{R}^{n*}$ plus the space of upper–triangular matrices in $\mathfrak{gl}_n$. Now, given a dominant integral weight $\lambda$ we have the irreducible representation $V_\lambda$ with highest weight $\lambda$; we choose a highest weight vector $v_\lambda \in V_\lambda$, unique up to scale. Restricting $V_\lambda$ to the reductive subalgebra $\mathfrak{gl}_n$ gives rise to a decomposition into $\text{GL}_n$–irreducibles; the unique one containing $v_\lambda$ will be denoted $L_\lambda$. Finally, we note that since $\mathfrak{h}$ is also a Cartan subalgebra for $\mathfrak{gl}_n$, we may use the elements of $\mathfrak{h}^*$ to label irreducible finite–dimensional representations of $\mathfrak{gl}_n$. Some of these are the $L_\lambda \subset V_\lambda$ as described above, but one may also make sense of $L_\lambda$ for $\lambda \in \mathfrak{gl}_n$ that is dominant integral for $\mathfrak{gl}_n$, but not for $\mathfrak{sp}_{2n}$ (here we consider the root system of $\mathfrak{gl}_n$ as a subsystem of the root system of $\mathfrak{sp}_{2n}$, with a compatible choice of positive roots, whence the condition on $\lambda(H_\alpha)$ is imposed only for a subset of positive roots $\alpha$).

### 5.4. Tautological bundle and its powers as associated bundles.

We are now ready to describe the Plücker embedding $X_n \to \mathbb{P} W$ in our newly set–up notation. First, $W$ is an irreducible representation of $\mathfrak{sp}_{2n}$, so we may write $W = V_\lambda$ for some dominant integral weight $\lambda$ (we shall from now on fix $\lambda$ to denote this particular weight). Then, an inspection of the action of $S^2 \mathbb{R}^{n*}$ on $W$ shows that the elements of $\text{det} \mathbb{R}^{n*}$ are the highest weight vectors. Accordingly, $X_n \simeq \text{Sp}_{2n}/P$ is the orbit of the highest weight line $[v_\lambda]$ in $\mathbb{P} V_\lambda$. But since $\text{GL}_n$ acts on $\text{det} \mathbb{R}^{n*}$, we actually have $[v_\lambda] = L_\lambda$. Now, given $g \in \text{Sp}_{2n}$, we may view $gL_\lambda \subset V_\lambda$ as the fibre of the *tautological line bundle* at $gP \in X_n$. The action $\text{Sp}_{2n} \times L_\lambda \to V_\lambda$ thus allows us to identify the tautological line bundle over $X_n$ with the associated vector bundle $L_\lambda := \text{Sp}_{2n} \times_P L_\lambda$, where $S^2 \mathbb{R}^{n*} \subset P$ acts on $L_\lambda$ trivially by definition. We may in fact apply this construction for any integral dominant weight $\mu$: first extend the $\text{GL}_n$–irreducible representation $L_\mu$ to a representation of $P$ with a trivial action of $S^2 \mathbb{R}^{n*}$, then form the associated bundle $L_\mu$. Note that the $\text{Sp}_{2n}$–action on $X_n$ lifts to the total space of $L_\mu$, and thus turns its space of global sections in to a representation.

But keep in mind our main goal: we are interested in $r^{th}$ degree hypersurface sections of $X_n$, and thus in elements of $S^r V_\lambda^*$. The symmetric power $S^r V_\lambda$ is in general not irreducible; there is however a unique irreducible summand containing $v_\lambda^r$, and as such necessarily isomorphic to $V_{r\lambda}$. Furthermore, there is no other summand with the same highest weight; accordingly, the dual $S^r V_\lambda^*$ contains a unique irreducible summand isomorphic to $V_{r\lambda}^*$. Once again, the line spanned by $v_\lambda^r$ is actually $\text{GL}_n$–invariant, so that $L_{r\lambda} = \langle v_\lambda^r \rangle \simeq L_{r\lambda}^*$. Observe that evaluating an element $f \in S^r V_\lambda^*$ on the tautological bundle of $X_n$ gives rise to a global section of $S^r L_{r\lambda}^* \simeq L_{r\lambda}^*$. By the associated bundle construction, the latter may be identified with a $P$–equivariant map $\text{Sp}_{2n} \to L_{r\lambda}^*$. We may then conveniently state the following.

**Lemma 5.1.** There is a commutative diagram of $\text{Sp}_{2n}$–equivariant maps

\[
\begin{array}{ccc}
S^r V_\lambda^* & \longrightarrow & \Gamma(X_n, L_{r\lambda}^*) \\
pr \downarrow & & \downarrow \pi \\
V_{r\lambda}^* & \longrightarrow & C^\infty(\text{Sp}_{2n}, L_{r\lambda}^*)^P
\end{array}
\]
where the top horizontal arrow is the evaluation map, while the bottom one is adjoint to the action map $\text{Sp}_{2n} \times L_{r\lambda} \to V_{r\lambda}$.

The proof is a left as a simple yet instructive exercise for the reader. Note that we do in particular find that the remaining irreducible summands in $S^r V^{\ast}_\lambda$ consist of $r^{th}$ degree homogeneous polynomials vanishing identically on $X_n$. Hence, the actual $r^{th}$ degree hypersurface sections of $X_n$ are precisely the zero-loci of non-zero elements in the image of $V_{r\lambda}^\ast \mapsto \Gamma(X_n, \mathcal{L}_\mu^*)$. Our task is thus to express this image as the kernel of a differential operator. The BGG machinery will do this as a first step in the resolution of $V_{r\lambda}^\ast$ by equivariant differential operators between natural vector bundles of the form $\mathcal{L}_\mu$. The easiest way to introduce it is in a dual picture, to which we shall now pass.

5.5. The dual picture via Verma modules. Recall how passing from $L_{\mu}^\ast$ to $\Gamma(X_n, \mathcal{L}_\mu^*)$ produced a representation of $\text{Sp}_{2n}$ from a representation of $\text{GL}_n$. There is a dual algebraic variant of this construction, producing a representation of $\text{sp}_{2n}$. We will use $U(-)$ to denote the universal enveloping algebra functor from Lie algebras to associative algebras over $\mathbb{R}$. It is customary to speak of $U(\text{sp}_{2n})$-modules rather than representations of $\text{sp}_{2n}$: these are equivalent. Given a weight $\mu$, dominant integral for $\text{gl}_n$, we view $L_{\mu}$ as a $U(p)-$module with a trivial action of $S^2 \mathbb{R}^{2n}$. Then, we form the so-called Verma module $U(\text{sp}_{2n}) \otimes_{U(p)} L_{\mu}$, with highest weight $\mu$, which is a $U(\text{sp}_{2n})$-module by left action on the first factor. The induced structure of a $U(p)$-module coincides with the natural one on each factor, and in fact integrates to a representation of $P$. This allows us to form an associated bundle and leads to a geometric interpretation.

Proposition 5.2. There is a natural $\text{Sp}_{2n}$-equivariant identification

$$\text{Sp}_{2n} \times^P [U(\text{sp}_{2n}) \otimes_{U(p)} L_{\mu}^\ast] \simeq J^\infty \mathcal{L}_\mu^*$$

with the bundle of infinite jets of sections of $\mathcal{L}_\mu^*$ over $X_n$.

Sketch of a proof. The basic ingredients of the proof are: (1) identify sections of an associated bundle with $P$-equivariant maps from $\text{Sp}_{2n}$, (2) represent $\text{sp}_{2n}$ as differential operators on the right hand side, and the space of $\text{Sp}_{2n}$-equivariant differential operators on the right hand side.

We thus see that Verma modules are, in a suitable sense, dual to infinite jet bundles.\(^6\) Recalling the relation between jets and differential operators, we further identify homomorphisms of Verma modules with equivariant differential operators:

Corollary 5.3. Let $\mu, \nu \in \mathfrak{h}^*$ be a pair of dominant integral weights for $\text{gl}_n$. There is a natural isomorphism $\text{Hom}_{U(\text{sp}_{2n})}(U(\text{sp}_{2n}) \otimes_{U(p)} L_{\mu}, U(\text{sp}_{2n}) \otimes_{U(p)} L_{\nu}) \simeq \text{Diff}(\mathcal{L}_\nu^*, \mathcal{L}_\mu^*)_{\text{Sp}_{2n}}$ between the space of $U(\text{sp}_{2n})$-module homomorphisms on the left hand side and the space of $\text{Sp}_{2n}$-equivariant differential operators on the right hand side.

Proof. A differential operator $D$ from $\mathcal{L}_\nu^*$ to $L_{\mu}$ is a vector bundle map $J^\infty \mathcal{L}_\nu^* \to \mathcal{L}_\mu^*$ factoring through some finite jet bundle. An inspection of the identification of Proposition 5.2 shows that the cofiltration on $J^\infty \mathcal{L}_\nu^*$ induced by finite jet projections $J^\ell \mathcal{L}_\nu^* \to J^\ell \mathcal{L}_\nu^*$ coincides with the cofiltration on the left hand side of (37) induced by the standard filtration $U^\leq \ell(\text{sp}_{2n})$ on the universal enveloping algebra. Hence, the operator $D$ is the same as a $P$-equivariant function on $\text{Sp}_{2n}$ with values in $\text{Hom}_\mathbb{R}(L_{\mu}, U(\text{sp}_{2n}) \otimes_{U(p)} L_{\nu})$. It is $\text{Sp}_{2n}$-equivariant if and only if the function is constant and its value is a $U(p)$-module homomorphism $L_{\mu} \to U(\text{sp}_{2n}) \otimes_{U(p)} L_{\nu}$. Equivalently, by the universal property of $U(-)$, an equivariant operator $D$ is the same as a $U(\text{sp}_{2n})$-module homomorphism of the Verma modules associated with $L_{\mu}$ and $L_{\nu}$.

Before we use this result to look for a differential operator resolving $V_{r\lambda}^*$, let us pin-point one last element: the dual algebraic manifestation of the evaluation map.

Lemma 5.4. Let $\varpi : U(\text{sp}_{2n}) \otimes_{U(p)} L_{r\lambda} \to V_{r\lambda}$ be the unique $U(\text{sp}_{2n})$-module homomorphism extending the natural $U(\text{gl}_n)$-module inclusion $L_{r\lambda} \to V_{r\lambda}$. Then (1) $\varpi$ is surjective, and (2) there is a $\text{Sp}_{2n}$-equivariant\(^6\)Since $U(\text{sp}_{2n}) \otimes_{U(p)} L_{\mu}$ is not just a representation of $P$ but also of $\text{sp}_{2n}$, the left-invariant Maurer–Cartan form on $\text{Sp}_{2n}$ induces a flat connection on the associated vector bundle: the canonical flat connection on the bundle of infinite jets.
Proof. Note first that since $\delta$ may be identified with the highest weight summand $S^\alpha$ module homomorphism $\delta$, we think of the target bundle as $\delta$. A good answer to the latter question is the following.

On the structure of the resolving operator. See J. Lepowsky, “A generalization of the BGG resolution” (1977) [14].

Lemma 5.4 and an inspection of the identification (37) of Proposition 5.2. □

5.6. The resolution of the module $V^\alpha_{r\lambda}$.

Proposition 5.5. The identification of Corollary 5.3 sends $U(\mathfrak{sp}_{2n})$–module homomorphisms $\delta$ such that $0 \leftarrow V^\alpha_{r\lambda} \leftarrow U(\mathfrak{sp}_{2n}) \otimes_U(\mathfrak{p}) L_{r\lambda} \leftarrow L_{r\lambda} \leftarrow L_{r\lambda} \leftarrow L_{r\lambda} \leftarrow L_{r\lambda}$ is exact to equivariant differential operators $D$ such that $0 \rightarrow V^\alpha_{r\lambda} \rightarrow \Gamma(U, \mathcal{L}^\alpha_{r\lambda}) \rightarrow \mathcal{J} \rightarrow \Gamma(U, \mathcal{L}^\alpha_{r\lambda})$ is exact for each nonempty, connected $U \subset X_n$.

Proof. By Lemma 5.4 the isomorphism (37) descends to $\text{Sp}_{2n} \times P [\ker \varpi^*] \cong \text{coker} (X_n \times V^\alpha_{r\lambda} \rightarrow \mathcal{J}(\mathcal{L}^\alpha_{r\lambda}))$, where we use exactness properties of the associated bundle functor. It follows that exactness of the sequence involving $\delta$ is equivalent to exactness of

$$0 \rightarrow X_n \times V^\alpha_{r\lambda} \rightarrow \mathcal{J}(\mathcal{L}^\alpha_{r\lambda}) \rightarrow \mathcal{J}(\mathcal{L}^\alpha_{r\lambda}) \rightarrow \mathcal{J}(\mathcal{L}^\alpha_{r\lambda}),$$

where $\mathcal{D}$ is the vector bundle map induced by the differential operator $D$. Hence, we only need to show that $V^\alpha_{r\lambda}$ is the kernel of $D$ on the level of formal sections. Clearly, in both cases $V^\alpha_{r\lambda}$ is contained in the kernel. Now, assuming $V^\alpha_{r\lambda}$ is the entire kernel of $\mathcal{D}$ on $\mathcal{J}(\mathcal{L}^\alpha_{r\lambda})$ for all $x \in X_n$, let $U \subset X_n$ be a nonempty connected open subset, and consider $f \in \Gamma(U, \mathcal{L}^\alpha_{r\lambda})$ such that $\mathcal{D}f = 0$. We have that $j^\infty f$ is in the image of $V^\alpha_{r\lambda}$ for all $x \in U$, thus defining a map $v : U \rightarrow V^\alpha_{r\lambda}$ such that $j^\infty f = j^\infty v_x$, where $v_x \in V^\alpha_{r\lambda}$ is understood as a section of $\mathcal{L}^\alpha_{r\lambda}$. The map $v$ is furthermore locally constant, and thus constant by connectedness of $U$. Letting $\tilde{v} \in V^\alpha_{r\lambda}$ denote its value, we have $j^\infty f = j^\infty \tilde{v}$ for all $x \in U$, and thus $f = \tilde{v}|_U$. □

We shall now invoke the first (actually easy) step of the BGG resolution of $L_{r\lambda}$.

Proposition 5.6. Let $-\alpha \in \mathfrak{h}^*$ be the highest weight of the $U(\mathfrak{gl}_n)$–module $S^2 R^n \cong \mathfrak{sp}_{2n}/\mathfrak{p}$. There is an exact sequence $0 \leftarrow V^\alpha_{r\lambda} \leftarrow U(\mathfrak{sp}_{2n}) \otimes_U(\mathfrak{p}) L_{r\lambda} \leftarrow U(\mathfrak{sp}_{2n}) \otimes_U(\mathfrak{p}) L_{r\lambda-\alpha}$ of $U(\mathfrak{sp}_{2n})$–module homomorphisms.

Proof. See J. Lepowsky, “A generalization of the BGG resolution” (1977) [14]. □

5.7. On the structure of the resolving operator. By Proposition 5.5, we know that the image of $V^\alpha_{r\lambda}$ is the kernel of some differential operator from $\mathcal{L}^\alpha_{r\lambda}$ to $\mathcal{L}^\alpha_{r\lambda-\alpha}$. But, what is this operator, and how should we think of the target bundle? A good answer to the latter question is the following.

Lemma 5.7. There is an $\text{Sp}_{2n}$–equivariant identification of $\mathcal{L}^\alpha_{r\lambda-\alpha}$ with a direct summand of $S^{r+1}T^* X_n$.

Proof. Note first that since $L_{r\lambda}$ is one–dimensional and $-\alpha$ is the highest weight vector of $S^2 R^n$, $L_{r\lambda-\alpha}$ may be identified with the highest weight summand $S^{2r+1} R^n$ of $S^{r+1}(S^2 R^n)$ as a $U(\mathfrak{gl}_n)$–module. With the trivial action of $S^2 R^n$, this extends to an identification of $U(\mathfrak{p})$–modules, where $S^2 R^n$ is more naturally viewed as $\mathfrak{sp}_{2n}/\mathfrak{p}$. We thus have that the associated bundle $\mathcal{L}^\alpha_{r\lambda-\alpha}$ is a direct summand of the associated bundle $\text{Sp}_{2n} \times P [S^{r+1}(\mathfrak{sp}_{2n}/\mathfrak{p})] \cong S^{r+1}T^* X_n$. □

Let us now proceed as before and decompose the modules into $\mathfrak{gl}_n$–irreducibles. Note first that the $U(\mathfrak{sp}_{2n})$–module homomorphism of Proposition 5.6 is uniquely determined by its restriction to $L_{r\lambda-\alpha}$, a $U(\mathfrak{p})$–module homomorphism $\delta : L_{r\lambda-\alpha} \rightarrow U(\mathfrak{sp}_{2n}) \otimes_U(\mathfrak{p}) L_{r\lambda}$. On the domain side of $\delta$, we have already seen that $L_{r\lambda-\alpha} \cong S^{2r+1} R^n \otimes L_{r\lambda}$, where $S^{2r+1} R^n$ is the highest weight irreducible summand in $S^{r+1}S^2 R^n$. On the codomain side,

$$U(\mathfrak{sp}_{2n}) \otimes_U(\mathfrak{p}) L_{r\lambda} \cong S^* (S^2 R^n) \otimes_{\mathbb{R}} L_{r\lambda}$$
for any Verma module. It follows that \( \tilde{\delta} \) induces a \( U(gl_n) \)-module homomorphism \( S^{2(r+1)}\mathbb{R}^n \otimes L_{r\lambda} \rightarrow S^* (S^2\mathbb{R}^n) \otimes L_{r\lambda} \). Now, the domain is \( GL_n \)-irreducible, and furthermore appears precisely once as an irreducible summand in the codomain. Hence, \( \delta \) is necessarily given by the \( GL_n \)-equivariant inclusion. In particular, it factors through \( S^*+(S^2\mathbb{R}^n) \otimes L_{r\lambda} \), thus showing that the corresponding differential operator is of order \( r+1 \).

As a final step, we shall make it even more explicit by working in an adapted coordinate system. Indeed, note that \( S^2\mathbb{R}^n \subset \mathfrak{sp}_{2n} \) is an abelian subalgebra, acting nilpotently in the adjoint representation, and thus exponentiates to a subgroup \( S^2\mathbb{R}^n \subset \mathfrak{sp}_{2n} \) with vector addition as the group operation. Since its Lie algebra is a complement of \( \mathfrak{p} \), it follows that the subgroup \( S^2\mathbb{R}^n \) embeds as a dense open subset of \( X_n = \mathfrak{sp}_{2n}/\mathfrak{p} \); moreover, its inclusion map into \( \mathfrak{sp}_{2n} \) may be then viewed as a local section of the \( P \)-principal bundle \( \mathfrak{sp}_{2n} \rightarrow X_n \). This allows us to trivialise all associated bundles \( \mathcal{L}_\mu |_{S^2\mathbb{R}^n} \simeq S^2\mathbb{R}^n \times L_\mu \), so that a map \( \mathcal{L}_\mu \rightarrow \mathcal{L}_\nu \) induced by a \( P \)-equivariant map \( \phi : L_\mu \rightarrow L_\nu \) identifies, upon restriction to \( S^2\mathbb{R}^n \subset X_n \), with \( \text{id}_{S^2\mathbb{R}^n} \times \phi \). Now, the symmetry group \( \mathfrak{sp}_{2n} \) is broken to \( S^2\mathbb{R}^n \times GL_n \), where the factor \( S^2\mathbb{R}^n \) acts on \( S^2\mathbb{R}^n \subset X_n \) by translations. This action is compatible with the trivialisations, \( GL_n \) acting naturally on the \( L_\mu \) factor. The isomorphism of Proposition 5.2 becomes the usual isomorphism

\[
S^2\mathbb{R}^n \times [S^* (S^2\mathbb{R}^n) \otimes L_\mu]^* \simeq J^\infty (S^2\mathbb{R}^n \otimes \mathbb{R}) \otimes L_\mu^*,
\]

induced by the canonical affine connection \( \nabla \) on \( S^2\mathbb{R}^n \).

**Lemma 5.8.** Let \( \phi : U(\mathfrak{sp}_{2n}) \otimes U(\mathfrak{g}) L_\mu \rightarrow U(\mathfrak{sp}_{2n}) \otimes U(\mathfrak{g}) L_\nu \) be a \( U(\mathfrak{sp}_{2n}) \)-module homomorphism, and denote by

\[
\tilde{\phi} = \sum_i \tilde{\phi}_i : L_\mu \rightarrow \bigoplus S^i (S^2\mathbb{R}^n) \otimes L_\nu
\]

its restriction to a \( U(gl_n) \)-homomorphism. Then, restricting to \( S^2\mathbb{R}^n \subset X_n \) and using the standard trivialisations, the differential operator corresponding to \( \phi \) is the translation-invariant \( GL_n \)-equivariant operator \( F : C^\infty (S^2\mathbb{R}^n, L_\nu) \rightarrow C^\infty (S^2\mathbb{R}^n, L_\nu^*) \) defined by

\[
\langle Ff, h \rangle = \sum_i \langle \tilde{\phi}_i(h), \nabla^{(i)} f \rangle
\]

where \( f \in C^\infty (S^2\mathbb{R}^n, L_\nu) \), \( h \in L_\mu \) and \( \nabla^{(i)} f \in C^\infty (S^2\mathbb{R}^n, S^i (S^2\mathbb{R}^n) \otimes L_\nu^*) \) is the tensor of \( i \)th derivatives.

**Proof.** The key point is the commutative diagram

\[
\begin{array}{ccc}
S^2\mathbb{R}^n \times \mathfrak{p} [U(\mathfrak{sp}_{2n}) \otimes U(\mathfrak{g}) L_\mu]^* & \overset{\simeq}{\longrightarrow} & J^\infty \mathcal{L}_\mu^* \\
\downarrow & & \downarrow \\
(S^2\mathbb{R}^n \times GL_n) \times GL_n [S^* (S^2\mathbb{R}^n) \otimes L_\mu]^* & \overset{\simeq}{\longrightarrow} & J^\infty \mathcal{L}_\mu^* |_{S^2\mathbb{R}^n} \\
\downarrow & & \downarrow \\
S^2\mathbb{R}^n \times [S^* (S^2\mathbb{R}^n) \otimes L_\mu]^* & \overset{\simeq}{\longrightarrow} & J^\infty (S^2\mathbb{R}^n \otimes \mathbb{R}) \otimes L_\mu^*,
\end{array}
\]

where: the top horizontal arrow is (37), the bottom horizontal arrow is (40), the top left vertical arrow is induced by (39), the bottom left vertical arrow is induced the trivialising local section \( X_n \supset S^2\mathbb{R}^n \rightarrow \mathfrak{sp}_{2n} \), the top right vertical arrow is the restriction map, and the bottom right vertical arrow is induced by the local trivialisation \( \mathcal{L}_\mu |_{S^2\mathbb{R}^n} \simeq S^2\mathbb{R}^n \times L_\mu^* \). The inverse of the bottom horizontal arrow is induced by the map

\[
J^\infty (S^2\mathbb{R}^n \otimes \mathbb{R}) \overset{\sum_{i=0}^\infty \nabla^{(i)}}{\longrightarrow} S^2\mathbb{R}^n \times S^* (S^2\mathbb{R}^n)^*
\]
tensored with id\(_{L_\mu^*}\), whence the desired formula follows.

Now we are in position of proving the main result of this section.

**Theorem 5.9.** Identify \( S^2\mathbb{R}^n \) with a dense open subset of \( X_n \). Let \( \nabla^{(i)} : C^\infty (S^2\mathbb{R}^n) \rightarrow C^\infty (S^2\mathbb{R}^n, S^i (S^2\mathbb{R}^n)) \) denote the \( i \)th partial derivatives map induced by the canonical affine connection on \( S^2\mathbb{R}^n \). Then \( r \)th degree

\[^7\text{Not to be confused with } P = GL_n \times S^2\mathbb{R}^n!\]
hers image lies in $X$ (42). It will be carried out by constructing an explicit inverse for (41). To this end, we must observe that any

**Proof.** Using Lemma 5.8, one only needs to choose an identification $L_{r\lambda} \simeq \mathbb{R}$ as one-dimensional vector spaces.

A little bit more can be said about the functions on $S^2\mathbb{R}^n$ in the kernel of $\text{pr} \circ \nabla^{(r+1)}$. A simple computation with weights shows that the restriction of $\varpi : U(\mathfrak{sp}_{2n}) \otimes U(p) \otimes L_{r\lambda} \rightarrow V_{r\lambda}$ to $S^{\leq \ell}(S^2\mathbb{R}^n) \otimes L_{r\lambda}$ is surjective if and only if $\ell \geq nr$; furthermore, $S^\ell(S^2\mathbb{R}^n) \otimes L_{r\lambda}$ is contained in $\ker \varpi$ for all $\ell > nr$. Dualising these statements one sees that the solutions of $\text{pr} \circ \nabla^{(r+1)}$ are polynomials of degree at most $nr$, and that this bound is saturated. Observe that, for fixed $r > 0$, the degree of solutions grows linearly with the dimension $n$, while the order of the differential operator is constant.

**5.8. Tensorial obstructions to complete exceptionality.** In general, we do not know an explicit intrinsic characterisation of $r$th degree hypersurface sections as submanifolds, in the same spirit as Theorem 4.1. However, for $r = 1$ (i.e., hyperplane sections) and any $n \geq 2$ we may at least construct a tensorial obstruction. Namely, let $\Sigma \subset X_n$ be a codimension 1 submanifold, and write $F^\ell \subset \Gamma(\Sigma, L^*_\lambda)$ for the sub–module of sections of $L^*_\lambda$ vanishing to $(\ell - 1)$-st order along $\Sigma$. Recall that $F^1/F^2$ is naturally identified with the module $\Gamma(\Sigma, N^*\Sigma \otimes L^*_\lambda)$ of global sections of the twisted conormal bundle. We then have a commutative diagram

$$
\begin{array}{ccc}
F^1/F^3 & \longrightarrow & \Gamma(\Sigma, S^2T^*X_n|_\Sigma \otimes L^*_\lambda|_\Sigma) \\
\downarrow & & \downarrow \\
F^1/F^2 & \Phi_\Sigma & \Gamma(\Sigma, S^2T^*\Sigma \otimes L^*_\lambda|_\Sigma),
\end{array}
$$

where the top horizontal arrow is induced by our differential operator $\Gamma(L^*_\lambda) \rightarrow \Gamma(S^2T^*X_n \otimes L^*_\lambda)$, while the right vertical arrow is the pullback map along $\Sigma \rightarrow S^2\mathbb{R}^n$. One checks (e.g., using Theorem 5.9) that the bottom horizontal arrow is $C^\infty$–linear, thus corresponding to a tensor $\Phi_\Sigma \in \Gamma(\Sigma, S^2T^*\Sigma \otimes N\Sigma)$, whose vanishing is a necessary condition for $\Sigma$ to be a hyperplane section. For $n = 2$, one may identify $\Phi_\Sigma$ with the trace–free second fundamental form of $\Sigma$ with respect to the invariant conformal structure on $X_2$. Thus, in the notation of Theorem 4.1, vanishing of $\Phi_\Sigma$ is equivalent to the condition $\Pi^T_{\Sigma} \subset S^2_{T_3}|_\Sigma$ over the dense open $S^2\mathbb{R}^2 \subset X_2$, where $T_2$ is well-defined as an actual metric tensor. For $n = 3$, again over $S^2\mathbb{R}^3 \subset X_3$, one may identify $\Phi_\Sigma$ with the $\Pi^T_{\Sigma}$ modulo $S^2_{T_3}|_\Sigma$ for any translation vector field $X \in S^2\mathbb{R}^2$ of maximal rank. Indeed, the tensor $T_3$ may be chosen constant with respect to the affine connection $\nabla$ on $S^2\mathbb{R}^2$, whence $\nabla$ is the Levi–Civita connection for $X \cdot T_3$. Then, by Theorem 4.1, vanishing of $\Phi_\Sigma$ is again equivalent to the condition $\Pi^T_{\Sigma} \subset S^2_{T_3}|_\Sigma$ for any $X \in \text{sym}_{\text{max}}(T_3)$. Hence, for $n = 2, 3$ we conclude that vanishing of $\Phi_\Sigma$ is also a sufficient condition for $\Sigma$ to be a hyperplane section.

**5.9. The Lagrangian Grassmannian as a rational projective variety.** Observe that $X_n$ has the same dimension as $\mathbb{P}W_0$, where $W_0 := \mathbb{R} \oplus S^2\mathbb{R}^{n*}$ is a $\mathfrak{gl}_n$–submodule of $V_\lambda$. Let us denote by $W_1$ the sum of the remaining irreducible pieces of $V_\lambda$.

**Theorem 5.10.** The natural projection $\mathbb{P}V_\lambda \longrightarrow \mathbb{P}W_0$ restricts to a birational map

$$X_n \longrightarrow \mathbb{P}W_0. \quad (41)$$

**Proof.** It will be carried out by constructing an explicit inverse for (41). To this end, we must observe that any bilinear form $\alpha \in S^2\mathbb{R}^{n*}$ can be extended naturally to a bilinear form on $\Lambda^k \mathbb{R}^n$, and that such an extension, say $\alpha^{(k)}$ belongs in fact to $S^2_0\Lambda^k\mathbb{R}^{n*}$.

The desired inverse is then given by the rational map

$$
\begin{align*}
\mathbb{P}W_0 & \longrightarrow \mathbb{P}(W_0 \oplus W_1) = \mathbb{P}V_\lambda, \\
[\lambda : \alpha] & \longmapsto [\lambda^n : \lambda^{n-1}\alpha : \lambda^{n-2}\alpha^{(2)} : \cdots : \alpha^{(n)}],
\end{align*}
$$

whose image lies in $X_n$. \hfill \Box
Remark 5.11. By restricting (42) to the affine neighborhood $S^2\mathbb{R}^n \cong \{\lambda = 1\} \subset \mathbb{P}W_0$, one gets precisely the special affine neighborhood $U \subset X_n$ defined earlier.

Corollary 5.12. The Lagrangian Grassmannian is rational.

The map $p : \mathbb{P}W_0 \rightarrow \mathbb{P}V_\lambda$ defined as in (42) is of degree $n$, and as such it factors through the Veronese map, i.e., $p = h \circ v_n$, where $v_n$ is the Veronese map, and $h$ is linear, viz. $\mathbb{P}W_0 \xrightarrow{v_n} \mathbb{P}S^nW_0 \xrightarrow{h} \mathbb{P}V_\lambda$. Dually, $\mathcal{O}_{\mathbb{P}V_\lambda}(r) \xrightarrow{h^*} \mathcal{O}_{\mathbb{P}W_0}(nr)$ and, by taking sections over $U$,

\begin{equation}
\Gamma(\mathcal{O}_{\mathbb{P}V_\lambda}(r), U) \xrightarrow{h^*} S^{nr}S^2\mathbb{R}^n.
\end{equation}

In other words, the Lagrangian Grassmannian $X_n$ is covered by the Veronese variety $v_n(\mathbb{P}^n)$ through a linear projection $h$.

Theorem 5.13. The image of the morphism $h^*$ in (43) is made precisely by the polynomials of degree $n$ on $U$, which corresponds to degree-$r$ hypersurface sections. Moreover, (43) becomes an exact sequence if the total symmetrisation $S^{nr}S^2\mathbb{R}^n \rightarrow S^{2nr}\mathbb{R}^n$ is appendend.

Proof. Follows from Theorem 5.9.

5.10. Canonical equations on $X_n$. It should be clear that the main results obtained so far, namely Theorem 4.1, Theorem 5.9 and Theorem 5.13, have something in common: they all allow to recognise special hypersurfaces in $X_n$ by manipulating the natural structures associated with $X_n$. The natural place for studying the differential invariants of the hypersurfaces in $X_n$ is the jet space $J^r := J^r(X_n, d_n - 1)$, where $r$ is the order of the invariant (i.e., hyperplane sections will be characterised by the vanishing of a first order invariant), and $d_n := \dim X_n = \frac{n(n+1)}{2}$.

Theorem 5.14. $J^r$ is equipped with a canonical vertical distribution $\mathcal{E}$, which is tangent to the equation of degree-$r$ hyperplane sections.

Proof. We just deal with the case $r = 1$, since the general one is formally analogous. Recall the canonical identifications $J^1 = \mathbb{P}T^*X_n = \mathbb{P}(S^2L^{gr})$, and that the contact plane on $J^1$ is given by

\[ \mathcal{C}_{[q]} := \ker q \oplus T_{[q]}(\mathbb{P}S^2L) \subset S^2L^* \oplus T_{[q]}(\mathbb{P}S^2L) = T_{[q]}J^1, \]

where $L \subset X_n$ is the projection of $[q] \in J^1$. But

\[ T_{[q]}(\mathbb{P}S^2L) = (\ker q)^* \otimes \frac{S^2L}{\ker q} \cong (\ker q)^*, \]

so that $\mathcal{C}_{[q]} := \ker q \oplus (\ker q)^*$ is the canonical symplectic $(2n-1)$-dimensional space $\mathbb{R}^{n-1} \oplus \mathbb{R}^{n-1*}$.

According, the fibre $J^2_{[q]}$ of the projection $J^2 \rightarrow J^1$ is given by

\[ J^2_{[q]} := \text{LGr}(n-1, \mathcal{C}_{[q]})^\circ = \text{LGr}(n-1, 2(n-1))^\circ \equiv X_{n-1}^o, \]

which is an affine space modelled over $S^2(\ker q)^* \equiv S^2\mathbb{R}^{n-1}$. But since there is a natural restriction map

\begin{equation}
S^2(S^2L^*) \rightarrow S^2(\ker q)^*
\end{equation}

and $S^2(S^2L^*)$ contains the special subspace $S^4L^*$, then there is also a distinguished subspace $S^2_0(\ker q)^*$ in $S^2(\ker q)^*$.

Since the linear models of the fibres of $J^2 \rightarrow J^1$ contain a canonical linear subspace, the bundle $J^2$ is equipped with a canonical vertical distribution. The result follow from Theorem 5.9, by comparing (44) with $\text{pr} \circ \nabla^{(2)}$.

\[ \square \]

The so-obtained vertical distribution can be regarded as an “infinitesimal” description of the (generalised) condition of complete exceptionality.

---

8We denote by $X_n^o$ the “big cell” in $X_n$, i.e., the standard affine neighborhood.
Conclusions. All reasoning carried out here stemmed from the peculiarity of the tangent geometry of the Lagrangian Grassmannian. In one way or another, we always relied on the fundamental isomorphism (5). In small dimensions and low degree, it was easy to realise that among the natural tensorial identities following from (5), there are the conditions of complete exceptionality which, in turn, can be recast in the familiar terms of conformal (possibly “trivalent”) geometry. Even the result obtained in Theorem 5.9 could be guessed—so to speak—by analogy, but proving its validity necessarily required such a heavy machinery as the BGG resolution.
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