Application Research of Intelligent Classification Technology in Enterprise Data Classification and Gradation System
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Classification and gradation system adopts different security protection schemes for different types of data by implementing classification and grading management of data, which is an important pretechnical means for data security protection and prevention of data leakage. This paper introduces artificial intelligence classification, machine learning, and other means to learn and train enterprise documents according to the characteristics of enterprise sensitive data. The generated training model can intelligently identify and classify file streams, improving work efficiency and accuracy of classification and gradation. At the same time, the differences, advantages, and disadvantages of K-NN (K-Nearest Neighbors), DT (Decision Tree), and LinearSVC algorithms are compared. The experimental data shows that LinearSVC algorithm is applicable to high-dimensional data, with discrete, sparse data features and large number of features, which is more suitable for classification of sensitive data of enterprises.

1. Introduction

With the advent of Internet plus era, the status of data as a basic strategic resource has become increasingly prominent [1–3]. As network security threats become increasingly prominent, data face many security risks during storage, processing, and transmission. The challenges of management and monitoring which accompany it are increasingly severe [4, 5], so the establishment of a data classification and gradation system is the basic premise for the rapid development of enterprises [6, 7]. According to the results of data classification and gradation and the company’s policy requirements, efficiently matching the collated data with security strategies is an important means for enterprises to improve their core competitiveness. For large enterprises, data security faces many problems and challenges. According to the international standards of information security [8], the importance of different data is different, and high-value data requires stricter protection mechanisms. Therefore, data is used as the security protection target, and the intricate enterprise data assets are divided into various categories and multiple levels according to the classification and gradation method. According to the type and value of data, different protection strategies are formulated [9, 10], and the continuous strengthening and improvement of sensitive data security management have become more prominent and important.

At present, the state has promulgated laws and regulations such as the “Network Security Law of the People’s Republic of China” [11], clearly stating that “network operators should comply with the requirements of the network security level protection system, perform the following security protection obligations to protect the network from interference, destruction, or unauthorized access, prevent network data from being leaked, stolen, or tampered,” and “take measures such as data classification, important data backup, and encryption”. The data combining work has the following problems. First, for the sensitive data of enterprises, due to the lack of strict management of the computer network by the managers and their lack of awareness of network security, it is easy for the computer to leak information, which causes a series of subsequent security risks to damage the computer network [12]. Second, most of the understanding of policies, regulations, and standards also
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relies on manual combining. There is a possibility that the understanding and interpretation of policies, regulations, and standards may be artificially expanded or reduced. Third, at the same time, with regard to the characteristics of large data business types and large data volumes of large enterprises [13, 14], business personnel cannot quickly identify which sensitive data is based on standards, and the level of confidentiality corresponding to sensitive data is not easy to define. Therefore, establishing a classification and gradation protection catalogue for the corresponding trade secrets of large enterprises, establishing a more detailed classification and gradation process specification and implementation guide according to the business data, improving the efficiency and accuracy of classification and gradation management, providing reference for confidentiality of documents for business personnel, and forming compliance management measures are imperative [15, 16].

By integrating artificial intelligence classification technology [17], this paper carries out automatic classification and gradation of documents. This paper compares three classification algorithms and shows the feasibility and effect of LinearSVC algorithm in the classification and gradation system, so as to improve the accuracy of data classification and gradation [18].

2. Classification and Gradation System

Architecture and Deployment

The classification and gradation management of enterprise information can enable various sensitive data information of the enterprise to be grasped in a timely, efficient, and accurate manner [19]. It is an important pretechnical means for large-scale enterprises to protect data security and prevent data leakage. According to the data privacy standards and management systems of enterprises, classification and gradation management of sensitive data of enterprises is more convenient for the formulation of data security policies and the protection of sensitive data.

Figure 1 shows the deployment of classification and gradation. As the core part of classification and gradation, AI server can predict the classification and gradation of enterprise documents through artificial intelligence classification and machine learning and provide users with a higher level of intelligent application services; the role of the load-balancing server is to distribute the user to the web server group; the file server and the database, respectively, provide storage for the file and relational data for the classification and gradation system; and the report server provides a comprehensive display for the classification and gradation information.

The DLP system continuously captures and analyzes the traffic on the network by placing a monitor at the outlet of the enterprise’s external network and detects sensitive data and important traffic elements [20] through protocols such as SMTP, FTP, and HTTP to prevent the transfer of sensitive data to the outside. It can be seen from Figure 2 that the classification and gradation system integrates with the DLP (data leakage prevention) system to obtain network or terminal data leakage event information and displays related information for organizations with data permissions on the basis of strict authority control design. The user data protection requirements can be collected from the information or security management department to provide a basis for the data security policy. At the same time, the DLP system interacts with the classification and gradation system to compare the fingerprint of the outgoing file with the fingerprint database of the classification and gradation system to predict which category the file belongs to.

3. Materials and Methods

Data intelligent classification mainly uses intelligent classification technology to form different categories of data to be classified [21]. As shown in Figure 3, the AI intelligent classification function is mainly divided into two modules: AI training and AI classification. The AI training module is processed by a stand-alone server. Through the full amount of learning from classification and gradation information source uploaded by users, generating the system model, and uploading it to AI classification module, AI classification will classify documents according to the model. In the AI classification module, when the user enters the classification and gradation information, the platform intelligently classifies and gives the user a classification prompt to provide a reference for the user.

3.1. Data Preprocessing

To be able to calculate the accuracy of the classification algorithm, before the model training, the system needs to automatically classify and annotate the data sample files and then classify the inaccurate files automatically into the correct classification through manual proofreading. The manual proofreading step is very important and has a great impact on the final accuracy. For the calibration document after proofreading, if obtaining higher quality corpus data is needed during model training, the data should be preprocessed in advance [22]. The data preprocessing flow chart is shown in Figure 4.

The original text is first cleaned. This is the last procedure to find and correct identifiable errors in the data file. It reexamines and verifies the data, removing duplicate information, correcting existing errors, and providing data consistency. After that, the word segmentation process is performed, the Chinese characters are divided into individual words, and the continuous word sequences are recombined into word sequences according to certain specifications. Finally, the stop words are removed. The words that do not contribute to the text features are roughly divided into two categories. One kind of stop words is characterized by a wide range of applications and can be found everywhere in various documents; for example, the word “company” appears in almost every document, and the characteristics of the document cannot be reflected for such words. Another kind of stop words includes a modal particle, an adverb, a preposition, and a conjunction, which usually has no clear meaning. These words will not have specific meaning until they are put into a complete sentence, such as the common “the,” “in,” and the like. After the data is
preprocessed, the original text is expected to have higher quality prediction data for the next model training.

3.2. Model Training. Dividing all training data into two parts, one for the training model is called the train set, and the other for the accuracy test of the model is called the test set. Then the TF-IDF (term frequency-inverse document frequency) [23] calculation on the two data sets is carried out. The calculation process is as follows: for the word \( t_i \) in each parsed.txt file \( d_j \), the term frequency (TF) can be expressed as in the following equation:

\[
tf_{i,j} = \frac{n_{i,j}}{\sum_k n_{k,j}},
\]

where \( n_{i,j} \) is the number of occurrences of the term \( t_i \) in the document \( d_j \) and the denominator is the sum of the occurrences of all the terms in the document \( d_j \). The main idea of IDF (inverse document frequency) is that if there are fewer documents containing the word \( t_i \), the IDF value is larger, indicating that the word \( t_i \) has a good class discrimination ability at the level of the entire document set. IDF is expressed as follows:

\[
idf_i = \log \frac{|D|}{\left| \{ j : t_i \in d_j \} \right|},
\]

where \(|D|\) is the total number of all documents in the corpus and the denominator is the number of all documents containing the term \( t_i \). The TF-IDF weight is actually the product of two parameters. That is, \( tf_{i,j} \times idf_i \).

TF-IDF is a commonly used weighting technique for information retrieval and data mining. It is a statistical method used to evaluate the importance of a word to a document set or one of the documents in a corpus [24]. The importance of a word increases in proportion to the number of times it appears in the document, but at the same time it decreases in inverse proportion to the frequency of its appearance in the corpus. If in a specific type of test set document the TF-IDF value of the word \( t_i \) is high but that in other categories is very low or even 0, indicating that the word is of greater importance to this type of document and has a strong ability to classify this type of document, it can be
regarded as the characteristic word of this kind of file. The specific model training process is as follows: TF-IDF calculation is performed on the words in the file data in each category of the training set; then the words with the strongest classification ability are selected as the feature words of the type of file. So, the classifier training is performed using these features. In the end, a classification model is generated. After each training of the model, the test data set needs to be used to verify the accuracy of the model. When the accuracy reaches the requirement, the model can be saved. If the higher accuracy is not achieved, it is necessary to classify the annotation data to confirm whether there is a data classification error and then adjust the parameters of the model, evaluate the model, and iterate the process until a higher accuracy is obtained. The model training process is shown in Figure 5.

3.3. Learning Function of Classification Model. In view of the numerous and intricate features of the documents in the enterprise, with the change of the enterprise system and the continuous increase of documents, it is sometimes necessary to make changes to the classification standards and adjust the data file categories. The AI intelligent classification model learning framework is shown in Figure 6. The framework consists of model learning services, file parsing services, and model training. With the corpus and new standard of classification reuploaded, the file parsing service is called to convert the data file into a txt file, and the corpus is initially automatically classified based on the new classification criteria. After manual proofreading, the model training module is invoked for training. The result is repeated iterations to achieve the learning function of the model.

4. Results and Discussion

4.1. Several Common Classification Algorithms. Logistic Regression (LR) [25], a generalized linear regression analysis model, is based on the Sigmoid function to deal with large-scale data by giving the probability that the sample belongs to each category. Logistic regression algorithms are often used to solve the two classification problems; Naive Bayes (NB) [26], a method for calculating posterior probabilities from prior probabilities, requires a hypothetical premise. In the actual data classification analysis process, this premise assumption is often too idealistic, and it is not established in the actual situation. So the above two algorithms are not suitable for use in the enterprise data multiclassification system.

Decision Tree (DT) [27] creates a tree node by calculating the information gain of each attribute and selecting the attribute with the highest information gain as the test attribute of the given dataset, and marks with this attribute, and then creates a separate branch for each value of the attribute and divides the sample accordingly; K-Nearest Neighbors (K-NN) [28] classification, an analogy-based learning method, works by storing all training samples in an N-dimensional model space, calculating sample files by calculating the K training samples closest to a given unknown sample using the Euclidean distance formula; LinearSVC [29] is one of the SVM (Support Vector Machine) classification algorithms. By using kernel function techniques, linearly inseparable features are mapped into high-dimensional space, so that features can be divided in high-dimensional space. Based on the limited sample information, the complexity of the model (the learning accuracy of a particular training sample) and the learning ability (the ability to identify any sample without error) maximize the maximum separation between the separate categories to achieve good classification predictions for the sample file.

4.2. Experimental Scheme and Results. Intelligent classification and gradation module is essentially a module of text classification. Text classification refers to the automatic classification process of the input text according to a certain categorization system by the computer through algorithms. The algorithm of this classification and gradation module is implemented by a more mature machine learning algorithm.
In machine learning, there are many algorithms that can be used for text classification. After comparing the advantages and disadvantages of different algorithms, combined with the sparse and discrete features of the enterprise text data, three algorithms (Decision Tree, K-NN, and LinearSVC) that are suitable for enterprise text classification are selected for experiment.

For the experimental work of exploring the data volume of the model training on the accuracy and modeling time of the three classification algorithms, according to most enterprise systems and organizational components, the enterprise data can generally be roughly divided into 12 categories including personnel, auditing, legal affairs, material procurement, production and management, technology management, discipline inspection and supervision, maintenance of letters and visits, comprehensive office, planning, finance, international cooperation, and policy research. For the discrete, sparse, and feature-rich characteristics of the enterprise data, if there are too many training samples, some abnormal feature values will appear inside for the discrete and sparse enterprise data, which will affect the accuracy of the model. At the same time, the amount of training data should not be too small; otherwise, it will also affect the accuracy. In view of the fact that the number of training samples would affect the accuracy of the classification model, this experiment fixed the size of the sample categories into 12 to explore the changes in the accuracy and modeling time of the three classification algorithms when the amount of training data for each classification file is 40, 60, 80, 100, 120, 140, and 160. It is worth noting that, in order to avoid the influence of other factors on the experiments, all experiments were conducted on the same hardware configuration server. The results are shown in Figure 7.

Due to the characteristics that the enterprise data are discrete, sparse, and numerous, the more categories are classified, the higher the degree of feature coincidence among each category is, which makes the accuracy of the model more easily affected. In general, the enterprise documents are roughly divided into 12 categories: company personnel, finance, and so on. According to the different nature and the different system of the enterprise, the data category species will slightly change.

When exploring the influence of the number of training samples on the model accuracy and modeling time, it can be seen from Figure 7 that the modeling time increases with the increase of the number of training samples, while the accuracy of the model built by the three algorithms peaks within the range of local sample size (75–100). Therefore, as for the experimental work to explore the influence of the number of enterprise data classification types on the accuracy and modeling time of the three classification algorithms, in order to facilitate the calculation of experimental parameters, the fixed training sample size for this experiment is 100 files. Therefore, this experiment explores the changes in the accuracy and modeling time of the three classification algorithms when the number of classification types is 8, 10, 12, 14, 16, 18, and 20 in sequence for servers with the same hardware configuration. The variations of the three algorithms are displayed in Figure 8.

4.3. Analysis of Experimental Results. It can be seen from the data and the line graph obtained from the two experiments that, for different numbers of training samples, the model training time of each algorithm is almost the same for the three algorithms. But the training time of the Decision Tree algorithm model is generally over 1s, while the other two algorithms K-NN and LinearSVC have slightly faster speed, with the over 1s training time when the training sample size is more than 100. However, in the view of the accuracy, LinearSVC classification algorithm is superior to the other two kinds of algorithm; its accuracy can reach 95% or so. The LinearSVC classification algorithm has the highest accuracy when the number of training samples is about 100 files. For the experiments for different types of enterprise data classification, the training times of all algorithms are still similar, but the accuracy of the LinearSVC classification algorithm is still the highest, which can reach about 95%. According to the results of the two experiments, it can be seen that, when considering the time used for modeling, the three classification algorithms are not much different, but the LinearSVC classification algorithm still has a far better accuracy than the other two algorithms in the two experiments and therefore is most suitable for application in the enterprise data classification and gradation system.

5. Application Verification and Summary

5.1. Analysis of Experimental Results. Taking a petroleum enterprise as an example, the AI intelligent classification composed of the LinearSVC algorithm is applied in the classification and gradation system of the enterprise. Then,
according to the nature and system of the oil company, the company roughly divides the data into 19 categories: personnel, auditing, legal affairs, and so on. At the same time, we found 19 types of documents from within the oil company, and the number of each type of documents is about 100. The various documents are divided into two parts: training set and test set. The number of the two text sets can be flexibly set, usually set as the ratio of training set and test set is 4:1, but the slight increase or decrease of this ratio will not affect the accuracy of model training results.

The numbers of data files for the training and test sets of each classification category are shown in Tables 1 and 2.

The supervised model training is carried out in the enterprise classification and gradation system. When the
accuracy reaches the required level, the model is generated. Table 3 shows the accuracy and time taken for the training of the enterprise classification and gradation system model.

It can be seen from Table 3 that when the training accuracy reaches 100%, the time spent in the model training is less than 1s, and when tested, the accuracy of the model can reach 94%, exceeding 90%. Therefore, the trained model shows the advantages of short training time and high accuracy.

5.2. Application Verification. In order to verify the accuracy of the classification model of the system for the classification of sensitive data documents of enterprises, 3000 data files are randomly selected as test files in a petroleum enterprise. The test files were randomly divided into three groups, and the system was tested three times in succession and verified by three indicators: (3), (4), and (5).
In the previous equations, Num\text{correct} is the correct number of documents in the various types of data identified by the classification model, Num\text{total} is the number of documents predicted by the model, and Num\text{actual} is the total number of actual samples.

Table 4 clearly reveals that, in the three random testing experiments, the generated model shows great classification effect: the recall rate reaches 95% and above, and the classification accuracies are all higher than 94%. The results are consistent with the conclusions drawn in the test section, indicating that the model has good stability and can be well applied to the classification of enterprise sensitive data documents.

Regarding the part of the misclassified data that has not been verified, although the data is not classified into the correct category, it will not affect the detection of sensitive files in actual scenario. The reason is as follows: With the increase in the classification categories of sensitive documents, the difference in classification standards between the categories will gradually decrease. Therefore, in this case, it is easy to cause the misclassification of data. But, in fact, even if the data is misclassified into other categories, due to the fact that these different categories also belong to the category of sensitive documents, the purpose of preventing the leakage of sensitive documents can still be achieved.

6. Conclusion

This paper introduces intelligent classification technology to realize automatic classification and gradation of sensitive data of enterprises. Through the intelligent management of enterprise data, enterprises can quickly grasp the specific quantity and distribution of the information held by the enterprise, greatly reducing the learning cost of the system users and improving the efficiency of work and the accuracy of data classification and gradation. The enterprise data classification and gradation system compensates for the problem of insufficient technical support and system adaptability of the diversified system of sensitive data classification and management through the integration of AI intelligent classification technology. But, when referring to the enterprise document classification accuracy, there is still some misclassification. Inaccurate classification will affect the accuracy of detection of sensitive documents. In the future, the accuracy of document classification should be improved in the classification and gradation system, and the misclassification should be minimized to the greatest extent to provide a more accurate pretechnical means for the enterprise data security protection and data leakage prevention.
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