Acoustic Data-Driven Subword Units Obtained through Segment Embedding and Clustering for Spontaneous Speech Recognition
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Abstract: We propose a method to extend a phoneme set by using a large amount of broadcast data to improve the performance of Korean spontaneous speech recognition. In the proposed method, we first extract variable-length phoneme-level segments from broadcast data and then convert them into fixed-length embedding vectors based on a long short-term memory architecture. We use decision tree-based clustering to find acoustically similar embedding vectors and then build new acoustic subword units by gathering the clustered vectors. To update the lexicon of a speech recognizer, we build a lookup table between the tri-phone units and the units derived from the decision tree. Finally, the proposed lexicon is obtained by updating the original phoneme-based lexicon by referencing the lookup table. To verify the performance of the proposed unit, we compare the proposed unit with the previous units obtained by using the segment-based k-means clustering method or the frame-based decision-tree clustering method. As a result, the proposed unit is shown to produce better performance than the previous units in both spontaneous, and read Korean speech recognition tasks.
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1. Introduction

The phoneme unit has been long used as the acoustic subword unit [1] for automatic speech recognition (ASR) systems. Here, a phoneme is considered the smallest contrastive linguistic unit that may produce a change of meaning [2]. In recent years, the use of a grapheme unit that does not require grapheme-to-phoneme conversion for speech recognition has been attracting interest, as end-to-end speech recognition systems are becoming more popular. However, the grapheme unit has lower speech recognition accuracy than the phoneme unit because grapheme units are irregularly assigned to speech signals with various spectral patterns, while phoneme units are assigned to speech signals with similar spectral patterns. These results are commonly observed in both conventional speech recognition systems and recent end-to-end ASR systems [3].

In large vocabulary continuous speech recognition, there is a problem that the number of phoneme units is too small to express various acoustic changes. Previous works have confronted this problem using the implicit method [4,5] or the explicit method [6]. Here, we focus on the implicit method using a decision tree [4]. The implicit method extends a context-dependent model according to adjacent phonemes and then uses a decision tree to share the parameters of models with similar acoustic characteristics. This method is helpful in terms of addressing the data sparsity issue and handling unseen contexts. Both the implicit method and explicit method are used commonly in conventional speech recognition systems [4].
In spontaneous speech recognition, the phoneme unit has a problem of acoustically low discrimination. In more detail, the phoneme unit in spontaneous speech has a smaller inter-unit distance and a larger variance than the phoneme unit in read speech, which is one of the major factors contributing to the decrease in recognition accuracy [7,8]. In general, using a decision tree in the implicit method shows improved speech recognition accuracy when segmented from acoustically discriminative units. This is also confirmed by the fact that a speech recognizer for read speech has shown better performance when segmented based on the phoneme unit instead of the grapheme unit. Thus, if we build an acoustically discriminative unit by clustering common spectral patterns from spontaneous speech, we can expect an improvement in the performance of spontaneous speech recognition.

We propose a method to improve the performance of spontaneous speech recognition by extending the phoneme set with a large amount of Korean broadcast data. The proposed unit is extracted in three steps. We first extract variable-length phoneme-level segments and then convert them into fixed-length latent vectors based on a long short-term memory (LSTM) architecture [9]. Finally, we use the decision tree-based clustering algorithm [4,10] to cluster acoustically similar latent vectors and then build a new acoustic subword unit by gathering the clustered vectors. In the unit derivation experiments, we compare the proposed and previous approaches [9,11] in terms of the fixed-length vector extraction and the clustering algorithm. The proposed unit is shown to produce better performance than the acoustic subword units obtained by previous methods, in both spontaneous and read speech recognition tasks.

This paper is an extension of our previous conference paper [9] that improves the clustering method from a k-means clustering algorithm [12] to a decision tree-based clustering algorithm [4]. In addition, we compare our method with another approach [11] to verify the superiority of the proposed method and compare the performance, in detail, by increasing the scope of the evaluation data. This paper is structured as follows. First, in Section 2, we describe related works. In Section 3, we describe a method for building the proposed unit and a method for updating the lexicon. Then, in Section 4, we explain the units derived by each method and show the results of our experiments. Finally, in Section 5, we present our conclusions.

2. Related Works

This paper aims to find a subword unit suitable for spontaneous speech recognition. Similar to our approach, some studies [13–17] have attempted to overcome the limitations of the phoneme unit. These studies focused on automatically deriving subword units from speech signals and constructing a lexicon based on them; this was done to build the subword unit using a data-driven, rather than hand-crafted approach. However, most of these studies were performed decades ago and did not focus on improving the performance of spontaneous speech recognizers.

In recent years, there has been a renewed interest in handling phoneme-like units for low-resource languages. Thus, most of the previous studies [11,18–22] aimed to convert grapheme units to phoneme-like units, rather than focusing on spontaneous speech [9]. Here, the phoneme-like unit is a subword unit, automatically derived from training speech data, not a phoneme unit selected by experts. In general, this subword unit-based speech recognizer uses a lexicon that maps each word to a sequence of subword units, typically phonemes. Here, developing a lexicon [11] for each language requires linguistic knowledge, as well as human effort, which may not be always readily available, particularly for low-resource languages. For this reason, grapheme-based subword units or phoneme-like subword units have been explored in the literature as an alternative to the absence of a phoneme-based lexicon.

Phoneme-like units tend to be data-dependent, as they are typically obtained through the optimization of an objective function using training speech data [11]. Moreover, phoneme-like units may facilitate handling pronunciation variations [1]. For this reason (although different in purpose), we can derive a method for building subword units suitable for the spontaneous speech by applying the methods used to build phoneme-like units. To take advantage of existing studies, we compared the pros and cons between the subword unit extension methods, proposed in our previous study [9], and the most recently studied phoneme-like unit discovery method [11].
In the previous study [9], we extended the existing phoneme set using a large amount of broadcast speech data, in order to build a subword unit suitable for spontaneous speech recognition. This method first extracts variable-length phoneme-level segments from broadcast data and then converts them into fixed-length latent vectors based on a long short-term memory architecture. Then, we used the k-means algorithm to cluster acoustically similar latent vectors to build a new phoneme set by gathering the clustered vectors. In the visualization and clustering experiments, we confirmed that the acoustic information of each segment is better represented by the latent vector, obtained from the LSTM architecture, rather than by the fixed-length feature vector obtained by simple linear interpolation. In the results, the proposed unit is shown to produce better performance than the phoneme-based and grapheme-based units, in both spontaneous and read speech recognition tasks.

In a previous study [11], a phoneme-like unit was derived by clustering context-dependent (CD) graphemes in Gaussian mixture model (GMM) and hidden Markov model (HMM) frameworks using maximum likelihood criteria. To do this, CD grapheme-based HMM/GMM systems were trained with 39-dimensional cepstral features extracted using the HTK toolkit [23]. Here, each CD grapheme was modeled with a single HMM state. Finally, the phoneme-like units were derived through likelihood-based decision tree-based clustering using singleton questions [4]. As a result, the phoneme-like unit, which is obtained from clustered CD grapheme units, is shown to significantly yield better performance compared to the grapheme unit in the GMM/HMM system. If we use CD phoneme units instead of CD grapheme units, we can build a unit suitable for spontaneous speech, which is the purpose of this paper.

The above two approaches [9,11] can be compared in terms of segment embedding and clustering algorithms. First, the two approaches entail different segment embedding methods. In a previous study [9], phoneme-level segments were represented as fixed-length vectors using the LSTM architecture. In contrast, the previous study [11] extracted grapheme-level segments obtained using a single HMM state with GMM and then applied a clustering algorithm to each frame. Here, processing each frame may be insufficient to represent spontaneous speech with various spectral patterns. On the other hand, the LSTM architecture, which converts a segment consisting of various frames into a latent vector, can better represent spontaneous speech by using long-term dependency. Second, these two approaches used different clustering algorithms: k-means clustering [12] and decision tree-based clustering [4]. K-means clustering is the most common clustering algorithm using Euclidean distance. On the other hand, decision tree-based clustering splits the data by using top–down greedy splitting, which considers the left phoneme, the right phoneme, and the central phoneme. We did not search the literature to compare these two clustering algorithms to derive phoneme-like units. However, we expect that decision tree-based clustering performs better than k-means clustering as the acoustic model training process usually uses a decision tree-based clustering algorithm.

The proposed method builds new subword units by using the segment embedding method of the previous study [9] and a decision tree-based clustering method performed on phoneme-level segments. Our approach in this paper differs from that in [11] because we use segment-based clustering instead of frame-based clustering, and our approach differs from that in [9] because we apply decision tree-based clustering instead of k-means clustering. In addition, the decision tree-based clustering method differs from the approach in [11], which uses the HTK toolkit [23], in that the questions for node splitting are automatically generated by top–down binary data clustering rather than by hand.

3. Proposed Method

This section describes a method for building new acoustic subword units suitable for spontaneous speech recognition as shown in Figure 1. Here, we build new subword units in three steps: Segment extraction, segment embedding, and decision tree-based segment clustering. Next, the pronunciation lexicon for speech recognition experiments is updated by converting the phoneme-based lexicon into the proposed unit-based lexicon.
3.1. Segment Extraction

First, we extract phoneme-level segments from the utterance-level speech data. Each segment is extracted using the forced alignment algorithm [24], which is commonly applied to acoustic model training. Here, we used an acoustic model with a deep neural network (DNN) structure, as applied in the previous work [25], and 40-dimensional log-Mel filter-bank (FBank) features are spliced over time, with a context size of 15 frames (±7 frames). The extracted segments, which total about 50 million, consist of different numbers of frames, even if they have the same phoneme label. Hereafter, we refer to the phoneme-level segment as a variable-length segment.

3.2. Segment Embedding

Next, we convert the variable-length segments to fixed-length vectors. In a previous study [9], we compared the methods of linear interpolation, LSTM auto-encoders [26], and LSTM classifiers to convert variable-length segments to fixed-length vectors. According to [9], the fixed-length vectors obtained using linear interpolation do not accurately represent the acoustic differences of each phoneme. The fixed-length vectors, obtained from the LSTM auto-encoder architecture, were shown to cluster with frame length information as the frame length information is the most important information for restoring a latent vector to the original feature vectors of the segment. Finally, the fixed-length vectors obtained from the LSTM classifier architecture are more suitable for fixed-length vector extraction to derive subword units.

Based on these previous results, we decided to convert the variable-length segments to fixed-length vectors by using the LSTM classifier structure [9], shown in Figure 2. The fixed-length vectors are extracted at the point between the LSTM encoder (blue) and the DNN decoder (red), where the acoustic properties of each segment are projected into the latent space.

\[ s_i = \{f_1, f_2, \ldots, f_n\} \]

\[ x_i \]

\[ y_i \]

\[ \beta_1 = 0.9, \beta_2 = 0.999, \varepsilon = 10^{-8}, \text{ a batch size of 64, and 10 epochs with a learning rate of 0.01.} \]
Here, we did not optimize parameters such as the dimension size or the number of layers at the encoder and decoder stages because, whenever the model parameters change, we have to perform all of the following steps again: Segment embedding, segment clustering, and acoustic model training for a speech recognition experiment. However, in light of previous studies [26–28], the 80-dimensional latent vector used in this study is of an appropriate size to represent the segment. A previous study [27] argued that speech segments perform best when they are represented with 50–200 dimensions in nonlinear embedding using Laplacian eigenmaps. In addition, other studies [26,28] also used 60–100 dimensional latent vectors to represent speech segments or acoustic features.

3.3. Decision Tree-Based Segment Clustering

We then perform decision tree-based clustering from fixed-length vectors to find subword units consisting of acoustically similar vectors. Decision tree-based clustering, in HMM-based ASR, is generally used for HMM state clustering and testing methods to address the data sparsity issue and address unfamiliar contexts [4]. In addition, a previous study [11] used this clustering algorithm to derive phoneme-like units from context-dependent grapheme units. Similarly, we use decision tree-based clustering to derive new subword units from the fixed-length vectors to obtain phoneme-level segments. The proposed method, as shown in Figure 3a, works in three sub-steps: obtaining statistics, building questions, and constructing a decision tree. The clustering algorithm was implemented by modifying a clustering method provided by the Kaldi toolkit [29] for our purposes (e.g., obtaining statistics on the fixed-length vectors instead of the feature vectors).

![Block diagram and a simple example of decision tree-based clustering](image)

**Figure 3.** Block diagram and a simple example of decision tree-based clustering. (a) Block diagram of the decision tree-based clustering; (b) statistical table obtained at point A; (c) questions obtained at point B; (d) decision tree obtained at point C.

The decision tree was implemented via top-down greedy splitting. Each question for a split is automatically generated by top-down binary clustering of the data to ensure the highest likelihood under the node in the corresponding branches. To build the decision tree, we first collect cumulative statistics for each CD phoneme unit into a statistical table as shown in Figure 3a. Here, the CD phoneme unit uses a tri-phone that considers both, the left and the right neighboring phonemes. Our method generates a statistical table using the segment-level fixed-length vectors, unlike the previous method [11] using frame-level feature vectors. The statistical table consists of the number of samples (count), the sum of the fixed-length vectors (x), and the sum of the squares of the fixed-length vectors (x^2). The statistical table is then used to estimate the weight, mean, and covariance for calculating the log-likelihood of a single Gaussian value at each node.

The next steps of building questions and building a decision tree are performed in the same way as the decision tree-based clustering method using the Kaldi toolkit [29]. In the step involving building questions, we generate questions by using phoneme groups and the original phoneme set, as shown...
in Figure 3b. Here, for simplicity, we assume that only four phonemes, \( a, b, c, \) and \( d \), exist. To obtain the phoneme groups, we first build a decision tree with a single root node and put all the phonemes in the root node (Q0). Then, we select a node with the highest log-likelihood improvement in the decision tree and find the question with the highest log-likelihood difference when dividing the node into the left branch and the right branch. In Figure 3c, the phoneme group tree shows the maximum log-likelihood difference when the node \( Q_0 = \{a, b, c, d\} \) is split into the left branch \( Q_1 = \{a, b\} \) and the right branch \( Q_2 = \{c, d\} \). We repeat this process until the total number of leaf nodes is the number of phonemes. As a result, we generate nine questions (Q0–Q8) consisting of five phoneme groups (Q0–Q4) and four original phonemes (Q5–Q8).

Equations (1) and (2) show the mean and covariance of each node, where \( N_p \) is the total count of data belonging to node \( p \). Equation (3) represents a single Gaussian value of the \( D \)-dimensional fixed-length vectors belonging to node \( p \). Finally, Equations (4) and (5) show the log-likelihood \( L_p \) for node \( p \) and the log-likelihood difference \( \Delta L \). Here, \( L_{old} \) is the log-likelihood of a node before splitting, and \( L_{left} \) and \( L_{right} \) are the log-likelihood of the left, and right, nodes after splitting, respectively:

\[
\mu_p = \frac{1}{N_p} \sum_{c=1}^{N_p} x_c
\]

\[
\Sigma_p = \frac{1}{N_p} \sum_{c=1}^{N_p} x_c^2 - \mu_p^2
\]

\[
f_p(x) = \frac{1}{\sqrt{(2\pi)^D|\Sigma_p|}} \exp\left(\frac{-1}{2}(x - \mu_p)^T \Sigma_p^{-1}(x - \mu_p)\right)
\]

\[
L_p = E\left[\log\left(\prod_{c=1}^{N_p} f(x_c)\right)\right] = N_p \left(-0.5\log|\Sigma_p| + D \log 2\pi\right)
\]

\[
\Delta L = L_{left} + L_{right} - L_{old}.
\]

Finally, a decision tree is built using the statistical table and questions, as shown in Figure 3d. To build a decision tree, we first build a decision tree using a single root node and then create leaf nodes consisting of each original phoneme. Next, we calculate the log-likelihood difference before the separation and the log-likelihood after the separation according to the context of each phoneme and find the optimal question with the highest difference. Finally, we repeat the process of splitting the leaf nodes with the highest log-likelihood difference for all leaf nodes. The leaf nodes of the decision tree have acoustically similar context phonemes, which are used as new subword units instead of the phoneme units for spontaneous speech recognition.

As the parameter for building the decision tree, we used 40 questions, which equals the number of CI phonemes, following the default setting of the Kaldi toolkit [29]. The decision tree was constructed to derive 120 leaf nodes according to the left and the right neighboring phonemes. Here, the number of leaf nodes indicates the number of subword units to be extended.

3.4. Lexicon Update

We next update the phoneme-based lexicon to the proposed unit-based lexicon. The mapping from the phoneme sequence of the word to the corresponding proposed unit sequence is carried out using the decision tree. To build the proposed lexicon, we select the leaf node of the decision tree corresponding to the CD phoneme in question. To do this, the new pronunciation sequence of each word is generated by examining the word from left-to-right one CD phoneme symbol at a time. Based on the context information, the CD phoneme starts at the root node of the decision tree and goes down until the left node is found. The index of the leaf node corresponding to the CD phoneme is
output in the new subword unit. The process then moves onto the next CD phoneme unit, and the corresponding CD phoneme unit is found in a similar way. The subword sequence of each word is constructed by concatenating the proposed unit that has been found.

Figure 4a shows a block diagram of the lexicon update, and Figure 4b shows an example of a phoneme-based lexicon consisting of N words. Figure 4c shows the updated lexicon obtained by using the decision tree. In Figure 4b, the first word $W_1$ has $[a\ b]$ as the pronunciation sequence. Here, the tri-phone of the first phoneme ‘a’ has a word boundary symbol ‘$’ on the left and the phoneme symbol ‘b’ on the right. As shown in Figure 4d, we can express this CD phoneme unit as “$−a+b$”. Here, the “$−a+b$” symbol denotes that the ‘$’ symbol (i.e., the left-hand symbol) precedes the ‘a’ phoneme, and the ‘b’ phoneme (i.e., the right-hand phoneme) follows it. The decision tree first asks what the center phoneme of the unit is and then goes to the left node corresponding to phoneme ‘a’ (red line). After that, the decision tree checks whether the left symbol ‘$’ belongs to the question {a, c}. In this case, we seek out a node corresponding to ‘No’, since the symbol does not belong to the question. The decision tree then checks again whether the right symbol ‘b’ belongs to the question {a, b}. In this case, we go to a node corresponding to [a, b], which means ‘Yes’. Finally, we reach the leaf node ‘U2’. The leaf node ‘U2’ is then output as a new subword unit for the CD phoneme “$−a+b$”. This process then moves on to the next CD phoneme “a−b+$”, and the CD phoneme that corresponds to it is found in a similar way. As a result, we constructed the proposed lexicon consisting of 120 subword units from the original lexicon consisting of 1.8 million words and 40 phoneme units. Note that 64,000 (= 40 x 40 x 40) CD phonemes, rather than 40 CI phonemes, are mapped to 120 subword units. Further, this is a crude computation; in most ASR systems, the left and right contexts are binned into, for example, 10 broader classes, leaving 10 x 40 x 10 CD phonemes. We use the proposed lexicon for the acoustic model training and speech recognition experiments.

**Figure 4.** Block diagram and an example of the lexicon update. (a) Block diagram of the lexicon update; (b) phoneme-based lexicon given at point D; (c) proposed lexicon obtained at point E; (d) example of the lexicon update using CD phoneme “$−a+b$”.

### 4. Experiments and Results

This section compares the speech recognition performance of the units derived by the previous method and the proposed method. We first compare the subword units obtained by various methods and then verify the speech recognition performance using lexicons composed of those units.

#### 4.1. Experimental Setup

All speech recognition experiments were performed using the Kaldi toolkit [29]. The input features were equivalent to the global mean-variance normalized 40-dimensional log-Mel filter-bank feature spliced across ±2 frames. The acoustic model used was LSTM-projection (LSTMP) trained by...
layer-wise back-propagation supervised with a 3-state left-to-right hidden Markov model. The LSTMP model has 3 layers, and each layer has 1,024 memory cells and 256 hidden nodes in the projection and the output layer, with about 8,033 nodes using the softmax activation function. The language model was trained via Kneser-Ney discounting (cut-off 0-3-3) using the SRILM toolkit [30] and included 1.8 million unigrams, 32 million bigrams, and 43 million trigrams from various corpora, including broadcast subtitles (excluding the evaluation datasets). The decoder was set to have an acoustic weight of 0.125, a beam-size of 10.0, and a lattice-beam of 5.0. The recognition results were compared by calculating the word error rate (WER) in the decoding unit.

We used about 1000 h of Korean broadcast data [25,31] for the subword unit derivation and the acoustic model training. This database was automatically constructed from broadcast audio and their subtitle text using a lightly supervised approach [32]. The collected data contain some incorrectly transcribed text that does not match the speech signal and has a mixture of background noise and music. The broadcast data were extracted from broadcasts recorded on South Korean broadcasting channels from March to June 2016. The broadcast data are largely composed of seven genres: News, current affairs, documentary, culture, drama, children, and entertainment. Here, we note that the news, documentary, and current affairs genres, which include many reading-style utterances, comprise 25%, 12%, and 5%, respectively (42%), of the total broadcast data. On the other hand, the culture, drama, entertainment, and children’s genres, which include many spontaneous-style utterances, comprise 22%, 16%, 12%, and 3%, respectively (54%) of the total broadcast data. The remaining 4% consists of sports broadcasts and music programs.

The evaluation datasets featured 1.5 h of broadcast news data (‘News’), 3.5 h of web news data (‘Web’), and 7 h of spontaneous data (‘SPT’). Here, the News dataset may contain the same speakers and similar sentences because it was collected during a similar time to the training data. The Web dataset, on the other hand, consists of sentences on subjects different from those in the training dataset, since the Web dataset was collected from web sites in 2019. The SPT dataset contains unwanted pauses, word fragments, filler words, self-corrections, and repeated words. All evaluation datasets were not used for training the acoustic model or building the proposed unit.

4.2. Acoustic Data-Driven Subword Units

This section describes the seven subword units obtained in the previous and proposed methods. Table 1 shows the based-units, clustering samples, and clustering methods for deriving each unit.

| Subword Unit | Based-Unit | Clustering Samples | Clustering Method |
|--------------|------------|--------------------|-------------------|
| (a) Grapheme-52 | Grapheme | - | - |
| (b) Phoneme-40 | Phoneme | - | - |
| (c) Pho-LTV-Kmeans-120 [9] | Phoneme | Latent vectors | k-Means |
| (d) Gra-MFCC-Tree-120 [11] | Grapheme | MFCC vectors | Decision tree |
| (e) Pho-MFCC-Tree-120 | Phoneme | MFCC vectors | Decision tree |
| (f) Pho-LTV-Tree-120 (proposed) | Phoneme | Latent vectors | Decision tree |

As the subword unit, we first used the grapheme units of Table 1(a). The Korean language is written in Hangul, a syllabic unit character that consists of initial, medial, and final sounds. Here, Hangul creates 11,172 (= 19 × 21 × (27 + 1)) syllables by combining 19 initial consonants, 21 medial vowels, and 27 final consonants (including no final consonant). The total number of unique letter units that have eliminated duplicate consonants from the initial and final consonants is 52 (including silence). In this paper, we call the unique letter units the grapheme units. The phoneme units of Table 1(b), on the other hand, typically consist of 40 phonemes, including silence. Here, the phoneme unit is derived from a grapheme-to-phoneme converter [33,34] and has acoustically high discrimination despite having a smaller number than the grapheme units. However, the phonemes in spontaneous
speech still possess acoustically ambiguous units. In Korean consonants, the phonemes /b/, /d/, and /g/ are a typical set of similar consonants, and their corresponding double-consonants, /bh/, /dh/, and /gh/, also have similar sounds. In Korean vowels, the phonemes /e/ and /e/ are the two most similar vowels. Note that ordinary Koreans usually do not distinguish the two phonemes /e/ and /e/ in daily life.

Next, we extracted the Pho-LTV-Kmeans-120 units of Table 1(c) using the method proposed in a previous study [9]. This previous study first extracted fixed-length latent vectors from broadcast data in the same way we proposed in Section 3. Then, the authors used the k-means clustering algorithm and built a new phoneme set by gathering the clustered vectors. On the other hand, our study used decision tree-based clustering instead of k-means clustering. This clustering method is the main difference between the proposed method and this previous study [9], where the number of clusters (k) was determined by speech recognition experiments. On the other hand, in this paper, we selected the optimal number of clusters using the Davies–Bouldin (DB) index [35], which is an evaluation measure of the clustering algorithm. Here, the DB index is calculated using Equations (6–8) below:

\[
DB = \frac{1}{N} \sum_{i=1}^{N} \max_{j \neq i} \frac{S_i + S_j}{M_{i,j}} \tag{6}
\]

\[
S_i = \left( \frac{1}{T_i} \sum_{j=1}^{T_i} |x_j - \mu_i| \right)^{\frac{1}{2}} \tag{7}
\]

\[
M_{i,j} = \|\mu_i - \mu_j\|_2^2 = \left( \sum_{k=1}^{n} |\mu_{ki} - \mu_{kj}| \right)^{\frac{1}{2}} \tag{8}
\]

In Equation (6), \(S_i\) is a measure of scatter within the \(i\)-th cluster, and \(M_{i,j}\) is a measure of cluster separation between the \(n\)-dimensional \(i\)-th cluster and the \(j\)-th cluster. Here, the measure of scatter \((S_i)\) is denoted as in Equation (7) and indicates the average distance between the \(j\)-th latent vector \(x_j\) and the centroid \(A_i\) in the \(i\)-th cluster with \(T_i\) latent vectors. The measure of separation \((M_{i,j})\) is denoted as in Equation (8) and indicates the distance between centroid \(A_i\) of the \(i\)-th cluster and centroid \(A_j\) of the \(j\)-th cluster. Finally, the DB index is obtained by calculating the average ratio of separation measure and the scatter measure for all \(N\) clusters. Table 2 shows the results of measuring the DB index by increasing the number of clusters from 40 to 160 (the lower the better). As a result, the best performance of the DB index is 2.65 when using 120 clusters \((k = 120)\).

| #Clusters | 40 | 80 | 120 | 160 |
|-----------|----|----|-----|-----|
| DB index  | 2.68 | 2.67 | 2.65 | 2.67 |

Next, we extracted the Gra-MFCC-Tree-120 units of Table 1(d), mimicking the method proposed in a previous study [11]. First, we trained the CD grapheme-based HMM/GMM systems to derive the phoneme-like units. Then, the phoneme-like units were derived through likelihood-based decision tree-based clustering by using a single HMM state and 39-dimensional Mel-frequency cepstral coefficient (MFCC) feature vectors \((c_{0:12} + \text{first derivative} + \text{second derivative})\) per frame. Here, the previous study differs from our method in that the previous study’s statistical table for building the decision tree was generated with the acoustic features obtained from each frame. Our method generates the statistical table using segment-level fixed-length vectors unlike the previous method [11] that used frame-level feature vectors.

We next build the Pho-MFCC-Tree-120 units in Table 1(e). We aim to build subword units suitable for spontaneous speech from phoneme units. On the other hand, the previous study aimed to build phoneme-like units from grapheme units. We can simply build a subword unit by using the CD...
phoneme units instead of the CD grapheme units used in the previous study [11]. The decision tree clustering method, used to build these new units, may be slightly different from the method used in the previous study [11]. Note that the proposed method automatically generates questions by top-down binary data clustering, which means that it is not necessary to supply hand-generated questions, unlike in previous studies [11].

Finally, we build the Pho-LTV-Tree-120 units of Table 1(f) by using the method proposed in Section 3. The proposed unit is obtained by using the fixed-length vector extraction method in a previous study [9] and the decision tree-based clustering method also used in a previous study [11]. As a result, we upgraded k-means clustering (applied to the unit extension method used in the previous study [9]) to decision tree-based clustering.

4.3. Results of the Grapheme and Phoneme Units

We first compare the performance of the lexicons consisting of 52 graphemes and 40 phonemes. Table 3 shows the grapheme-based and the phoneme-based speech recognition performance of each evaluation dataset. Here, CI-GMM-HMM is an acoustic model (AM) using a context-independent (CI) unit, and CD-GMM-HMM is an acoustic model using CD units obtained by applying an implicit method [4]. CD-LSTM-HMM is an acoustic model using the LSTM classifier instead of GMM in CD-GMM-HMM. In experiments with the CI unit, the AM consists of a different number of parameters because each unit has a different number. However, in experiments with the CD unit, the AM has 8,033 equal parameters for each unit.

| Units  | AM         | News | Web | SPT  |
|--------|------------|------|-----|------|
| Grapheme-52 | CI-GMM-HMM | 39.6 | 59.1| 92.9 |
|         | CD-GMM-HMM | 23.4 | 35.3| 74.9 |
|         | CD-LSTM-HMM| 17.7 | 22.1| 53.6 |
| Phoneme-40 | CI-GMM-HMM | 36.8 | 57.1| 92.2 |
|         | CD-GMM-HMM | 22.1 | 34.2| 74.6 |
|         | CD-LSTM-HMM| 15.7 | 20.3| 52.6 |

In the News, Web, and SPT evaluation data, the phoneme unit performs 11.3%, 8.1%, and 1.9% better than the grapheme unit. Compared to other languages [19], there is little difference between Korean graphemes and phonemes. This is because Korean is a phonographic language that basically represents a speech signal as a symbol. On the other hand, in the SPT evaluation data using spontaneous speech, the phoneme unit has similar performance to the grapheme unit since the inter-unit distance becomes close and the intra-unit variance increases [7].

4.4. Results of Acoustic Data-Driven Subword Units

We first confirmed the performance of the Pho-LTV-Kmeans units obtained by using the previous method [9]. Table 4 shows the performance of the units after increasing the number of clusters from 40 to 160. As a result, we confirmed the best performance in 120 clusters, as expected in the DB index comparison experiment. In the News, Web, and SPT evaluation data, the Pho-LTV-Kmeans-120 unit showed 15.9%, 8.9%, and 7.0% better performance than the phoneme unit. The performance presented in Table 4 has a higher overall WER than the performance presented in the previous study [9]. This is because, here, the number of decoding units in the language model is 1.8 million words, which is much larger than the 81 thousand words used in the previous study [9].
Table 4. Word error rate (%) of the Pho-LTV-Kmeans units according the number of clusters.

| #Clusters | 40  | 80  | 120 | 160 |
|-----------|-----|-----|-----|-----|
| News      | 14.4| 14.1| 13.2| 13.7|
| Web       | 20.2| 19.0| 18.5| 18.9|
| SPT       | 52.9| 51.0| 48.9| 50.0|

Table 5 shows the performance of the subword units derived from each method. Here, the number of subword units derived by each method was 120, which presented the best performance in the Pho-LTV-Kmeans experiments. As argued in a previous study [11], the Gra-MFCC-Tree-120 offers significantly better performance improvement than the grapheme unit. In addition, we observed that units derived from large amounts of speech data can achieve similar performance to a phoneme unit. In a previous study [11], the phoneme-like units performed more poorly than the phoneme units, but in our experiments, the Gra-MFCC-Tree-120 performed better than the phoneme units. This is due to our use of an LSTM-based AM, which was trained by about 1000 h of speech data, unlike the previous study, which used a GMM-based AM, trained by a small amount of speech data. On the other hand, the Pho-MFCC-Tree-120, which is derived from the phoneme unit rather than the grapheme unit, showed higher performance than the Gra-MFCC-Tree-120. However, the Pho-MFCC-Tree-120 unit showed lower performance than the Pho-LTV-Kmeans-120 unit obtained by using segment-level latent vectors instead of the frame-level feature vectors.

Table 5. Word error rate (%) of the subword units obtained by various methods.

| Units               | AM           | News | Web | SPT |
|---------------------|--------------|------|-----|-----|
| Pho-LTV-Kmeans-120  | CI-GMM-HMM   | 37.5 | 54.7| 90.0|
|                     | CD-GMM-HMM   | 22.3 | 33.6| 73.9|
|                     | CD-LSTM-HMM  | 13.2 | 18.5| 48.9|
| Gra-MFCC-Tree-120   | CI-GMM-HMM   | 35.5 | 54.4| 89.7|
|                     | CD-GMM-HMM   | 22.9 | 34.2| 73.4|
|                     | CD-LSTM-HMM  | 15.6 | 20.0| 50.2|
| Pho-MFCC-Tree-120   | CI-GMM-HMM   | 34.4 | 51.4| 88.7|
|                     | CD-GMM-HMM   | 21.1 | 32.6| 72.7|
|                     | CD-LSTM-HMM  | 13.7 | 18.6| 49.3|
| Pho-LTV-Tree-120 (proposed) | CI-GMM-HMM | 33.6 | 51.2| 88.4|
|                     | CD-GMM-HMM   | 20.7 | 32.2| 72.3|
|                     | CD-LSTM-HMM  | 12.9 | 18.0| 47.9|

We finally confirmed the performance of the Pho-LTV-Tree-120 derived by using the proposed method. The proposed unit showed a relative performance improvement of 17.8% in the News evaluation data—similar to the AM training data—and a significant improvement of 11.1% and 8.9% in the Web and SPT evaluation data with different domains. Moreover, the proposed unit showed higher performance than the subword units derived by other methods. This is because, unlike previous studies [9,11], we used segment-level vectors instead of frame-level vectors as samples for clustering and performed the decision tree-based clustering instead of k-means clustering. Table 5 shows the performance difference between the latent vectors and the feature vectors by comparing the performance between Pho-LTV-Tree-120 and Pho-MFCC-Tree-120. We can also observe the performance difference between k-means clustering and decision tree-based clustering by comparing the performance between Pho-LTV-Kmeans-120 and Pho-LTV-Tree-120.

In the matched-pairs segment sentence word-error test using the National Institute of Standards and Technology Scoring Toolkit (SCTK) [36], the proposed method yielded a p-value less than 0.001 compared with other methods, including the ‘Pho-LTV-Kmeans-120’ method [9]. This justifies the statistical significance of the proposed method. As a result, we confirmed that the subword unit,
obtained by the proposed method, is more suitable for spontaneous speech recognition than the phoneme unit, in order to handle the acoustically low discrimination problem in spontaneous speech.

The proposed method can also be applied to other languages. We confirmed that the proposed unit shows the best performance in Korean spontaneous speech. In Korean, Hangul characters are closely related to their phonetic realizations; a similar language in this regard is Spanish. In other words, Korean grapheme-to-phoneme mapping is close to one-to-one. On the other hand, some languages have a poor correspondence between their graphemes and phonemes, such as English [19]. If the lexicon of the target language exists, we can build an acoustically discriminating subword unit using the proposed method. In addition, even if the lexicon does not exist, the proposed method can be utilized to build a phoneme-like unit from the grapheme units, similar to the previous study [11].

5. Conclusions

This paper proposed a method for extending a phoneme set using a large amount of broadcast data to improve the performance of a Korean spontaneous speech recognizer. In this process, we described a method to extract the fixed-length latent vectors from the variable-length phoneme-level segments, as well as a method to derive subword units using decision tree-based clustering. As a result, the proposed unit shows about 17.8% relative performance improvement over the phoneme unit in the News data. Here, the News evaluation data consist of read speech and are similar to the speech data used for the subword unit derivation and the acoustic model training. On the other hand, in the Web data consisting of read speech and different domains, the proposed unit showed a performance improvement of about 11.1%. Finally, in the SPT data consisting of spontaneous speech, the proposed unit showed a performance improvement of about 11.1%. As a result, we confirmed that the proposed unit is more suitable for spontaneous speech recognition than the phoneme unit with the acoustically low discrimination problem in spontaneous speech.

We expect that the proposed method for deriving new acoustic units from speech data will contribute to building a decoding unit with high discrimination. To do this, we plan to use all the broadcast speech data to train the acoustic model and verify the performance of the subword unit, derived from the grapheme unit, rather than the phoneme unit. We then plan to use the proposed unit as a decoding unit for end-to-end speech recognition systems, after which we will compare our results with those of other decoding units, such as byte-pair encoding and word piece model, to confirm the performance of the spontaneous speech system. In addition, although this study focused on subword units, in the future, we plan to study how speech recognition performance can be improved by applying discriminative training to the proposed unit.
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