Local random configuration-tree theory for string repetition and facilitated dynamics of glass
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Abstract. We derive a microscopic theory of glassy dynamics based on the transport of voids by micro-string motions, each of which involves particles arranged in a line hopping simultaneously displacing one another. Disorder is modeled by a random energy landscape quenched in the configuration space of distinguishable particles, but transient in the physical space as expected for glassy fluids. We study the evolution of local regions with \( m \) coupled voids. At a low temperature, energetically accessible local particle configurations can be organized into a random tree with nodes and edges denoting configurations and micro-string propagations respectively. Such trees defined in the configuration space naturally describe systems defined in two- or three-dimensional physical space. A micro-string propagation initiated by a void can facilitate similar motions by other voids via perturbing the random energy landscape, realizing path interactions between voids or equivalently string interactions. We obtain explicit expressions of the particle diffusion coefficient and a particle return probability. Under our approximation, as temperature decreases, random trees of energetically accessible configurations exhibit a sequence of percolation transitions in the configuration space, with local regions containing fewer coupled voids entering the non-percolating immobile phase first. Dynamics is dominated by coupled voids of an optimal group size, which increases as temperature decreases. Comparison with a distinguishable-particle lattice model (DPLM) of glass shows very good quantitative agreements using only two adjustable parameters related to typical energy fluctuations and the interaction range of the micro-strings.
1. Introduction

The nature of the glassy state is one of the most fundamental and long-standing problems in the study of condensed matters [1–4]. The mechanism of a dramatic slowdown of the dynamics as the temperature $T$ decreases is highly controversial, despite intensive efforts based on approaches such as the Adam–Gibbs theory [5], mode-coupling theory [6], random first order transition theory [7], dynamic facilitation theory [8–11] and so on.

A remarkable feature of glassy dynamics is a string-like particle hopping motion, in which neighboring particles arranged in a line displaces one another. It has been found to dominate particle dynamics in many glassy systems as observed in MD simulations [12–14] and experiments [15]. If particles in a string hop simultaneously, the motion is referred to as coherent. A coherent string or a coherent segment in a string is called a micro-string [14]. Recently, we have conducted MD simulations [16] of a bead-spring model of polymers and observed that string-like motions become highly repetitive at low $T$. This is directly related to back-and-forth particle hopping motions widely studied [17–23]. A return probability of hopped particles for simulated polymers studied in [16] reaches 73% at low $T$ at equilibrium and it is even higher for non-equilibrium samples quenched to even lower $T$. Equilibration of quenched samples show further increase in the return probability. The simulation results indicate that as $T$ decreases the return probability approaches towards unity, implying significantly slowed down dynamics. Examinations of particle trajectories show that those strings spatially isolated from
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other strings tend to repeat for much longer durations. A string typically breaks free of repetitions via a pair interaction with another string, realizing facilitated dynamics of strings.

Lattice models also play important roles in the study of glass and are often more tractable analytically [8, 9, 24–27]. We have proposed a distinguishable-particle lattice model (DPLM) of glass [28] to further study the string repetition and string interaction phenomena observed in MD simulations in [16]. The DPLM is a lattice gas model with infinite particle types generalizing an identical-particle sliding block model of glass [29]. It is closely related to lattice models of glass with particles of a few [26] or many types [30, 31], and is also related to many-species molecular models [32–34]. Typical glassy dynamics are demonstrated for a wide range of temperature and particle density. Defined by a simple energy function without explicit kinetic constraint except for simple particle exclusion, it exhibits emergent facilitation behaviors and is thus suggested to provide microscopic justifications for kinetic constraints assumed in kinetically constrained models (KCM) [8–11]. In addition, DPLM simulations reproduce the convergence of particle return probability towards unity as \( T \) decreases, analogous to that observed in MD simulations [16]. An additional property important to the present work is that equilibrium statistics are exactly known, rendering it as analytically tractable as more coarse-grained and energetically trivial models such as the KCM’s.

In this paper, we describe the dynamics observed in polymer and DPLM simulations based on micro-strings in the presence of a random energy landscape in the particle configuration space. A random-tree theory is proposed and it is applied to derive particle diffusion coefficient characteristic of liquid and glass at high and low \( T \) respectively. We expect that the theory is generally applicable to glassy systems exhibiting string-like motions including polymer and DPLM simulations. Nevertheless, since required model parameters are reliably available only for the DPLM, we compare the theory quantitatively only to DPLM simulations. We demonstrate that using only two adjustable parameters, analytic results from the random tree theory are in good agreement with DPLM simulation data from [28].

The rest of this paper is organized as follows. Section 2 explains and further analyzes the DPLM. Section 3 describes both polymer and DPLM simulations on the same footing based on micro-strings. We formulate a random tree theory for a local region with a single void in section 4. Our main results are then obtained by generalizations to include void coupling effects in local regions with multiple voids in section 5. Limiting cases for the liquid and glass phases are studied in section 5. Section 6 concludes the paper.

2. Distinguishable-particle lattice model (DPLM)

Following [28], the DPLM is defined in \( d = 2 \) dimensions with \( N \) particles on a \( L \times L \) square lattice following periodic boundary conditions. It is an interacting lattice gas model with distinguishable particles. No more than one particle can occupy a site. If site \( i \) is occupied, the particle index \( s_i(t) = 1, 2, \ldots, N \) specifies which particle occupies the site at time \( t \). Otherwise, \( s_i(t) = 0 \) and the site is occupied by a void. The system energy at time \( t \) reads
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\[ E = \sum_{\langle i,j \rangle'} V_{ijns_i(t)s_j(t)} \]  

(1)

where the sum is over occupied nearest neighboring (NN) sites.

An unique feature of the DPLM is that the disorder is quenched only in the configuration space, but it is \textit{transient} in the physical space, as is essential for modeling glassy fluids. Specifically, the DPLM involves a site-particle dependent interaction \( V_{ijkl} \), which depends on both the sites \( i \) and \( j \) and the particle indices \( k \) and \( l \). Each \( V_{ijkl} \) follows an \textit{a priori} distribution \( g(V) \) taken as the uniform distribution in \([-0.5, 0.5] \), i.e.

\[ g(V) = \begin{cases} 1, & \text{for } -0.5 \leq V \leq 0.5 \\ 0, & \text{otherwise.} \end{cases} \]  

(2)

Since each \( V_{ijkl} \) is a quenched random value for any given particles \( k \) and \( l \) at sites \( i \) and \( j \), the interaction is fixed for any given local particle configuration. The disorder is therefore quenched in the configuration space.

Importantly, the quenched variables \( V_{ijkl} \) are not involved directly in \( E \) in equation (1). Instead, they contribute non-trivially via \( V_{ij}(t) \equiv V_{ij}(s_i(t)s_j(t)) \). For any NN sites \( i \) and \( j \), \( V_{ij}(t) \) admits an implicit time dependence via \( s_i(t) \) and \( s_j(t) \), and changes in value when a particle at \( i \) or \( j \) is replaced. Hence, the disorder is \textit{not} quenched in the physical space. In a simulation with \( N \) particles, each \( V_{ij}(t) \) continuously samples over order \( N^2 \) possible \( V_{ij} \)'s. For large \( N \) in the ergodic phase, any occurred value \( V_{ijkl} \) in general repeats with a vanishing probability after long time because particles \( k \) and \( l \) will have diffused far away from sites \( i \) and \( j \). Any value \( V_{ij}(t) \) is thus only of a transient nature. The absence of disorder quenched in the physical space has been verified in simulations by the vanishing of the self-intermediate scattering function at long time [28]. The quenched variable \( V_{ijkl} \) only leads to quenched disorder in the configuration space. Its role is analogous to quenched variables such as the particle diameter \( \sigma_k \) of particle \( k \) in a poly-dispersive colloidal liquid.

The dynamics follow standard kinetic Monte Carlo rules. Each particle can hop to an unoccupied NN site at a rate

\[ w = w_0 \exp \left( -\frac{E_0 + \Delta E / 2}{k_B T} \right) \]  

(3)

where \( \Delta E \) is the change in the system energy \( E \) due to the hop. We take \( E_0 = 1.5 \) and \( w_0 = 10^6 \) following [28]. Kinetic Monte Carlo simulations of the DPLM using equation (3) for a wide range of \( T \) and void density \( \phi_v \) show no sign of undesired crystallization or particle segregation. At high \( T \) or large \( \phi_v \), behaviors typical of simple non-glassy fluids are observed. By contrast, at low \( T \) and small \( \phi_v \), one observes typical behaviors of glass including a plateau in the mean square displacement (MSD), a super-Arrhenius \( T \) dependence of the particle diffusion coefficient \( D \), a self-intermediate scattering function decaying stretched-exponentially towards zero at long time, a violation of the Stokes-Einstein relation, and an increasing four-point susceptibility as \( T \) decreases.

For small void density \( \phi_v \), the particle diffusion coefficient \( D \) at any given \( T \) exhibits the scaling relation
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\[ D \sim \phi^\alpha_v. \]  
\hspace{1cm} (4)

At high \( T \), \( \alpha \simeq 1 \) indicating particle motions induced by independent void motions. As \( T \) decreases, \( \alpha \) rises monotonically. For \( \alpha \simeq 2 \) for instance, \( D \sim \phi^2_v \) corresponds to motions dominated by coupled pairs of voids while single voids are trapped. This demonstrates emergent facilitated dynamics of voids.

A feature crucial to this work is that equilibrium statistics of the DPLM is known exactly. At any instant, we refer to an interaction \( V_{ijs} \), which directly appears in the energy function in equation (1) as realized, and \( V_{ijkl} \) as unrealized if particle \( k \) and \( l \) are not currently located at site \( i \) and \( j \) respectively. At equilibrium, an unrealized interaction \( V_{ijkl} \) simply follows the \textit{a priori} distribution \( g(V_{ijkl}) \) in equation (2). In contrast, a realized interaction \( V_{ijs} \) follows \textit{a posteriori} distribution

\[ p_{eq}(V_{ijs}) = \frac{1}{\mathcal{N}} e^{-\beta V_{ijs}} g(V_{ijs}) \]  
\hspace{1cm} (5)

where \( \mathcal{N} = \int e^{-\beta V} g(V) dV \) is a normalization constant and \( \beta = 1/k_B T \) with \( k_B = 1 \) being the Boltzmann constant. The distribution \( g \) is thus analogous to a density of states and it is being weighted by the Boltzmann factor in equation (5).

In this work, we now further analyze the dynamics of the DPLM theoretically. We describe a particle hop equivalently as the hop of a void in the opposite direction. For a hop attempt of an isolated void to an occupied NN site, equation (1) implies an energy change of the system given by

\[ \Delta E = \sum_{\gamma=1}^{3} (V'_\gamma - V_\gamma), \]  
\hspace{1cm} (6)

where \( V_\gamma \) denotes the three realized interactions following \( p_{eq} \) to be broken, while \( V'_\gamma \) denotes the three prospective interactions following \( g \) to be realized. We obtain the probability distribution \( P(\Delta E) \) of \( \Delta E \) by numerically performing the convolution of the six distributions from equations (2) and (5) of these six random variables.

To allow further analysis, we consider a hop attempt energetically possible if

\[ \Delta E \leq C k_B T \]  
\hspace{1cm} (7)

where \( C \) is a tunable parameter related to typical energy fluctuations induced by a micro-string and is expected to be of order 1. Otherwise, it is deemed unlikely and neglected. The probability \( q \) that an allowed hop is energetically possible follows

\[ q = \int_{-\infty}^{C k_B T} P(\Delta E) d\Delta E. \]  
\hspace{1cm} (8)

As \( T \) decreases, \( q \) decreases monotonically from 1 to 0.

Denote the particle coordination number of the square lattice used in the DPLM by \( z_0 = 4 \). Let \( z \) be the number of possible hops an isolated void is allowed to make. Since only nearest neighboring hops are allowed, \( z = z_0 = 4 \). However, on average only \( z q \) of the \( z \) allowed hops are energetically possible. At equilibrium, excitation and de-excitation events must be balanced so that \( \Delta E \) averages to 0. Most hops following equation (7) thus also follows \( | \Delta E | \leq C k_B T \). For the energetically possible hops,
we then neglect the small energy fluctuations $\Delta E$ in equation (3) and the rates are approximated by the uniform rate

$$\dot{w} = w_0 \exp(-E_0/k_BT).$$

(9)

This also implies the assumption of a uniform energy for all energetically accessible configurations. Similar to MD and DPLM simulations, the simplified dynamics defined here follows detailed balance.

3. Micro-strings, voids and distinguishable particles

During a string-like motion, each particle arranged in a line of particles hops to displace the preceding one [12]. If particles in a string hop simultaneously, it is referred to as a coherent string or a micro-string [14]. A string, typically a longer one, can be incoherent and consists of a number of micro-strings. The average length of strings typically varies mildly from 1.3 to 2.8 particles as $T$ decreases [35]. Micro-strings are even shorter as they are constituents of strings. The dependence of their average length $\bar{l}$ on $T$ hence must also be mild, and is neglected in this work for simplicity.

In many systems, string-like motions are found to dominate relaxation dynamics [12–15]. Micro-strings, being their constituting components, thus also dominate relaxation dynamics. The coherent hops of particles in a micro-string can be energetically preferred [36] because particle bonds within the micro-string need not be broken. The structural feature allowing a micro-string motion has been proposed as an elementary excitation in glassy systems [37]. On the other hand, free volumes are long known to be important for glassy dynamics [38]. Motivated by the observation of highly repetitive particle hops dominated by hopping distances comparable to the particle diameter, we have suggested that the existence of a void of a free volume comparable to that of a particle is the elementary excitation allowing a micro-string [16]. Motions of free volumes typically 95% of the small particle size have also been inferred from experiments on non-equilibrium glassy colloidal liquids following a bimodal particle radius distribution [39]. In this paper, we follow [16] and assume that a micro-string must involve a void and the propagation of a micro-string transport its void from one end of the micro-string to the other. More precisely, such a void is a quasi-particle transported by a micro-string in whole, but can be fragmented and distributed among a few interstitial volumes before and after a hop to lower the free energy. This may reconcile with the fact that contiguous voids or free volumes are small and few, and have been found to show only small correlations with particle motions [40–42].

For the DPLM, the above picture of particle motions based on voids and micro-strings is also applicable. Voids exist and participate in particle motions by definition. Since particles perform independent single hops, each hop constitutes a micro-string of unit length implying an average micro-string length of $\bar{l} = 1$ particle.

Conversely, quantitative measures developed for the DPLM in section 2 can also be generalized to molecular systems with dynamics dominated by string-like motions. Specifically, we define $q$ as the probability that a geometrically allowed micro-string is energetically possible so that it varies from 1 to 0 as $T$ decreases. Also, we define $zq$ as
the average number of energetically possible micro-strings executable by a void. Then, \( z \) can be interpreted as the average number of geometrically allowed micro-strings, which we limit to within a commonly observed micro-string length, say up to about 3 particles long \([14]\). It may then relate to the particle coordination number \( z_0 \) in the physical space very roughly as \( z \sim z_0^3 \). Analogous to equation \((9)\), we also assume in general for simplicity that all energetically possible micro-strings have a uniform propagation rate \( \tilde{w} \). This effectively also assumes a uniform energy of all configurations in the random tree.

Throughout this work, we will consider distinguishable particles. For the DPLM, particles are distinguishable by definition. For molecular systems, examples like polydisperse hard disks and monomers in polymer chains also admit distinct particle properties in general and this justifies the distinguishability. For other glasses especially monoatomic ones, it is less trivial. It may describe the fact that different particles, upon hopping into a void, in general lead to different frustrations and hence different interparticle distances and interaction energies, analogous to the distinguishable particle case.

### 4. Random tree theory for isolated voids

In this and the next session, we develop a theory of glassy dynamics based on micro-string motions applicable to both molecular systems and the DPLM. Consider a \( d \)-dimensional physical space, where \( d = 2 \) or 3. Volumes in the followings are implied to be \( d \)-dimensional volumes. Let \( \phi \) and \( \phi_v \) be the densities of particles and voids respectively. The average volume \( \Omega \) of a particle and of a void follows

\[
\frac{1}{\Omega} = \phi + \phi_v. \tag{10}
\]

Consider a local region of volume \( V \) with a single isolated void. More details about the definition of such a region will be discussed in section 5. A local configuration specifies the positions of all distinguishable particles in the region. The set of all possible configurations constitutes the configuration space, which can be organized as a graph \([43]\) by defining nodes as configurations and edges connecting pairs of configurations related by allowed micro-string propagations. Figure 1 shows an example of such a configuration graph for the DPLM describing a \( 5 \times 5 \) region with a single void. The graph has been further arranged as a tree and only the first three levels are shown. The root, defined as level 0, is statistically equivalent to any other nodes and can be used to represent any given configuration, after neglecting boundary effects of the region. In this example, it is associated with a configuration with the void at the center. It is directly connected to 4 nodes in the first level and further to 12 nodes at the second level corresponding to all possible single and double hops of the void respectively.

As explained in section 3, we assume particle distinguishability. A configuration thus specifies not only the position of the void but also the positions of all particles. An important consequence is illustrated in figure 2 for the same DPLM example, in which configurations \((b)\) and \((c)\) have the same void position. For identical particle systems, they represent identical configurations with an equal energy. The two corresponding
nodes are then identical and can be merged together leading to a loop. The tree geometry is then a very rough approximation. In sharp contrast, due to particle distinguishability, configurations (b) and (c) are different because 3 particles are located differently. In fact, all 12 nodes in the second level are distinct and the tree structure represents the exact geometry of the graph so far.

Each node in the configuration graph is directly connected to $z$ edges, where $z$ denotes the number of allowed micro-strings executable by a void as explained in section 3. Neglecting loops, the configuration graph takes the geometry of a Bethe lattice with a node coordination number $z$. For the DPLM, the Bethe lattice exactly represents the configuration graph for up to the 5th tree-level, only beyond which loops occur. This is because for a $2 \times 2$ block with a void and 3 particles, 6 consecutive hops of the void in the clockwise direction is the least required to arrive at the same configuration resulting from 6 analogous hops of the void in the anti-clockwise direction. Equivalently, 12 consecutive hops of the void return the region to the original configuration as each of the 3 particles would have hopped 4 times and returned to their original positions. The Bethe lattice is thus a very good approximation for the single void case. We emphasize that the Bethe lattice here approximates the high-dimensional configuration space. This can be drastically more reliable than approximating the low-dimensional physical space by the Bethe lattice, as is much more commonly considered.

It is tempting to consider the dynamics as a random walk of the void in the $d$-dimensional physical space with a random energy landscape. However, this is not appropriate for distinguishable-particle systems, and most likely also for glass in general, because the void position does not uniquely determine the system energy $E$. Using the example of the DPLM in figure 2 again, configurations (b) and (c) have the same void position but are in fact distinct. Their energies are in general different with eight of the interactions $V_{ij} s_j$ (indicated by short black lines) in configuration (b) distinct from those in configuration (c). For distinguishable-particle systems in general, the system energy $E$ depends on the detailed particle configurations. The dynamics is thus a random walk of the configuration in a random energy landscape defined in the configuration space rather than in the $d$-dimensional physical space.

Denote the current particle configuration by the root of the Bethe lattice without loss of generality. We classify allowed micro-strings as energetically possible or impossible with probabilities $q$ and $1 - q$ respectively as explained in section 3. The root is then only connected to a random sub-tree of the Bethe lattice separated from other nodes by idealized insurmountable energy barriers. An example of a random tree is illustrated in figure 1. This local random configuration tree of energetically accessible nodes is our main focus of study. The average number of children of each node is

$$c_1 = (z - 1)q,$$

(11)

except for the root which has on average $zq$ children. Here, $c_1$ is called the average degree, noting that the tree is approximately an Erdős–Rényi random graph, also called a Poisson random graph [43].

As $T$ decreases, $q$ decreases monotonically from 1 to 0 as explained in section 3 and equation (11) implies that $c_1$ decreases from $z - 1$ to 0. Noting that $z = 4$ for the DPLM and it is expected to be larger for molecular systems, we have $z \gg 1$ in general. There must exist a temperature $T_1$ at which $q = 1/(z - 1)$ so that $c_1 = 1$. For $T < T_1$ so that
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$c_1 < 1$, it is straightforward to show that the random tree must be finite with on average $N_{\text{tree}} = (1 - q)/(1 - c_1)$ nodes. For $T \geq T_1$ so that $c_1 \geq 1$, the tree can be infinite and the average number of nodes $N_{\text{tree}}$ diverges, i.e.

$$N_{\text{tree}} = \begin{cases} \infty, & \text{for } c_1 \geq 1 \\ \frac{1-q}{1-c_1}, & \text{for } 0 < c_1 < 1. \end{cases}$$

To describe the dynamics of a local region with a single void, we will consider the following equivalent pictures:

1. random walk of the configuration in the random tree, characterized by the net level transcending rate $\mu$;

2. random walk of the void in the physical space, characterized by the net hopping rate $R_{\text{void}}$ of the void;

Figure 1. The first three levels of a graph in the form of a tree or a Bethe lattice representing the configuration space of a local region with a single void in the DPLM. Each node denotes a particle configuration of the region. An edge joins two configurations connected by an allowed micro-string propagation, corresponding to a hop of a particle or equivalently of a void. The node coordination number $z$ of the Bethe lattice equals the particle coordination number $z_0 = 4$ of the square lattice representing the physical space. Starting from a local particle configuration associated with the root, void motions (red arrows) leading to five examples of descendent nodes are illustrated. Particles are randomly colored to highlight their distinguishability. The propagation of a micro-string may be energetically possible (dark blue) with a probability $q$. The energetically accessible nodes (red spheres) form a local random configuration tree. The random tree shown is illustrated for e.g. $q = 0.5$ so that its average degree is $c_1 = 1.5$. 
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3. random walks of the particles in the physical space, characterized by the particle diffusion coefficient $D_1$.

Below, we will calculate $\mu$, $R_{\text{void}}$ and hence $D_1$.

First, we study the random walk of the configuration in the random tree. Note that all edges corresponding to energetically possible micro-string propagations are assumed the uniform rate $\tilde{w}$ for simplicity as explained in section 3. The quenched disorder in the configuration space is thus encoded only as kinetic constraints on the Bethe lattice and realized as the geometry of an energetically trivial random tree. These simplifications lead to a simplified system analogous to the KCM’s [11].

The random walk of the configuration is thus a simple unbiased random walk in the random tree. For $T \geq T_1$ so that $c_1 \geq 1$, the random tree can be infinite according to

Figure 2. The same Bethe lattice and random tree for the DPLM as in figure 1. Starting from configuration (a) corresponding to the root, two hops of the void in the clockwise direction lead to configuration (b). Alternatively, two hops in the anti-clockwise direction lead to a different configuration (c), with 3 particles located differently and 8 interactions different (black lines) despite an identical void position.
equation (12). Beyond the root, the rate of a level-decreasing hop is $\tilde{w}$, while that of a level-increasing hop is on average $c_1 \tilde{w}$. Neglecting the different rate at the root which is irrelevant at long times, the level transcending rate, defined as the net rate of increase in the level, is $\mu = (c_1 - 1)\tilde{w}$ [44]. For $T < T_1$ so that $c_1 < 1$, the tree is finite according to equation (12). On average, the level first increases from 0 before being saturated with $\mu = 0$. At long time, there are indefinite recurrence of the $N_{\text{tree}}$ configurations and indefinite back-and-forth repetitions of the $N_{\text{tree}} - 1$ micro-strings. Summarizing, we have

$$\mu = \begin{cases} 
(c_1 - 1)\tilde{w}, & \text{for } c_1 \geq 1 \\
0, & \text{for } 0 < c_1 < 1.
\end{cases} \quad (13)$$

This shows an mobile-to-immobile transition at $c_1 = 1$, corresponding to a percolation transition of the random tree in the configuration space. The non-analytic behavior at $c_1 = 1$ will be inherent by further results to be derived. It is only an artifact of the long-time and other approximations and will be further discussed in appendix A.

Second, we project the random walk of the configuration into a random walk of the void in the physical space. The tree-level transcending rate $\mu$ simply equals the net micro-string propagation rate. Noting that each micro-string on average involves $\tilde{l}$ correlated hops by a void, the net hopping rate of the void is thus $R_{\text{void}} = \tilde{l}\mu$. Applying equation (13), we have

$$R_{\text{void}} = \begin{cases} 
\tilde{l}(c_1 - 1)\tilde{w}, & \text{for } c_1 \geq 1 \\
0, & \text{for } 0 < c_1 < 1.
\end{cases} \quad (14)$$

We emphasize that $R_{\text{void}}$ calculated here is a net hopping rate accounting for the non-reversal part of the random walk of the void. The canceling effects of the back-and-forth motions are already accounted for and their slow-down effects are reflected by the factor $c_1 - 1$ for $c_1 \geq 1$ and by $R_{\text{void}} = 0$ otherwise. The net motion of the void is a non-reversal random walk in the physical space which forbids backward retracing of its trajectory. Nevertheless, it is not a self-avoiding walk. For example, the void can perform a loop and return to a previously visited position.

Finally, we study the motions of the particles as induced by those of the void. There are on average $\phi V$ particles in the local region. Since each hop of the void is equivalent to a hop of a particle in the opposite direction, the net hopping rate per particle in the region is

$$R_{\text{ptcle}} = R_{\text{void}}/\phi V. \quad (15)$$

Similarly, $R_{\text{ptcle}}$ is also a net rate characterizing the non-reversal part of the particle random walk. A subtle point is that the non-reversal property here forbids reversing the evolution of the full particle configuration in the local region, rather than the trajectory of an individual particle. The back-and-forth motions of the particles due to those of the void are thus accounted for. Successive steps of the net motion of each particle are expected to be only slightly correlated. Note that not all reversal steps of particles are excluded. For example, the void can first induce a hop of a particle, perform a loop in the physical space, and then return to induce a second hop of the same particle in the opposite direction. This is not a reversal step of the void nor of the local particle
configuration and it is not excluded. The net motion of a particle is thus neither a non-reversal nor a self-avoiding random walk.

We approximate the net motions of the particles by simple uncorrelated random walks. This is expected to be a good approximation because the strongest correlations in the form of back-and-forth motions of the particles induced by those of the configuration have been subtracted out. The particle diffusion coefficient in a single-void region is then \( D_1 = \frac{a^2 R_{\text{ptcle}}}{2d} \), where \( a \) is the average particle hopping distance and is comparable to the particle diameter. Applying also equations (10), (14) and (15), we get

\[
D_1 = \begin{cases} 
\frac{(c_1-1)\tilde{l}\tilde{\omega}^2\phi \Omega}{2d(1-\phi_v\Omega)} & \text{for } c_1 \geq 1 \\
0 & \text{for } 0 < c_1 < 1 
\end{cases}
\]  

(16)

A dependence of \( D_1 \) on \( V \) may appear unexpected for this single-void case. This is because the physically relevant quantity is instead the particle diffusion coefficient \( \tilde{D} \) averaged over all regions. The probability that a region has a single void for small \( \phi_v V \) can be denoted by \( f(1, \phi_v V) \), which follows \( f(1, \phi_v V) \sim \phi_v V \). Regions with no void have null contribution to diffusion. Neglecting in this section regions with multiple voids, the particle diffusion coefficient \( \tilde{D} \) averaged over all regions is hence \( \tilde{D} = f(1, \phi_v V) D_1 \), which simplifies to

\[
\tilde{D} = \begin{cases} 
\frac{(c_1-1)\tilde{l}\tilde{\omega}^2\phi \Omega}{2d(1-\phi_v\Omega)} & \text{for } c_1 \geq 1 \\
0 & \text{for } 0 < c_1 < 1 
\end{cases}
\]  

(17)

and is independent of \( V \).

Figure 3 compares equation (17) with DPLM simulations using small systems of size 50 \( \times \) 50 with a single void. Simulation details follow those in [28] and will be reported elsewhere [45]. Equation (17) evaluated using equations (8) and (11) fits the simulation data very well with \( C = 1.7 \) as the single tunable parameter, after taking \( d = 2, \ z = 4, \ a = \Omega = \tilde{l} = 1 \) and \( \phi_v = 1/50^2 \). This choice of \( C = 1.7 \) indeed best fits the more extensive data to be discussed section 5 and its applicability here provides a consistency check of our theory. In particular, figure 3 shows that the simulation data is in approximate agreement with a transition to \( \tilde{D} = 0 \) as \( T \) decreases as predicted in equation (17). Nevertheless, the sharp transition in equation (17) is only an artifact to be explained in appendix A. In the semi-log plot in the inset of figure 3, we observe that the simulation data indeed show a smooth crossover towards \( \tilde{D} = 0 \). The discrepancy at low \( T \) signifies that energetically unlikely hops, which violate equation (7) and are neglected in our theory, have become important. This will be further discussed in appendix A. However, it has no impact on our main results to be derived next because in the presence of multiple voids, other additive terms dominate at low \( T \).

5. Random tree theory for interacting voids

We have considered a single void associated with \( z \) allowed micro-strings, leading to a node coordination number \( z \) of the Bethe lattice representing the configuration space.
Figure 4(a) shows a schematic diagram of the Bethe lattice for a region with \( m = 1 \) void and \( z = 4 \), which is a simplified version of that in figure 1.

We now generalize our results to include local regions with \( m \geq 2 \) voids. There are in general \( mz \) allowed ways that the local region can evolve via a single micro-string propagation by any of the \( m \) voids. After one of these micro-string propagates, there are again \( mz \) allowed micro-string propagations including the reversed one. A key issue is that some of these \( mz - 1 \) non-reversing micro-strings may not be new and this will be further discussed. Formally, we can still organize the configuration space into a Bethe lattice with a node coordination number \( mz \), as illustrated for example in figure 4(b) for the DPLM with \( m = 2 \) and \( mz = 8 \).

More precisely, some nodes in this Bethe lattice are identical, which upon merging lead to loops starting from the second level. For example, two voids far apart can each initiate a micro-string in arbitrary order and arrive at the same particle configuration, leading to two identical nodes at the second level. We adopt the notation of not merging these nodes. The traversabilities of edges may then admit considerable correlations.

To minimize these correlations among edges, a region should have a small volume \( V \) so that voids within a region must be close by to each other. Then, we can take the simple approximation that all voids in a region fully interact, i.e. every pair of micro-strings overlap spatially \([16]\). Figure 5 shows schematically a fully interacting set of voids and associated energetically possible micro-strings for \( m = 3 \). Denoting the current configuration by the root, the 3 micro-strings connects the root to 3 first-level nodes. The propagation of any of the micro-strings alters the particle configuration and the energy landscape so that the other two micro-strings are in general suppressed. Under equilibrium conditions, two new energetically possible micro-strings on average are generated, leading to two distinct second-level nodes for each first-level node. This fully interacting scenario reduces the correlations among the edges of the Bethe lattice. We further assume that each edge in the Bethe lattice is independent of the others and is traversable with a probability \( q \). These approximations are further explained using the example of the DPLM in appendix B.

Applying the above approximations, the energetically accessible configurations then form a random subtree of the Bethe lattice with an average degree \( cm = (mz - 1)q \). Applying equation (11), we can write \( cm = mc_1 + ((m - 1)/(z - 1))c_1 \). Noting \( z \gg 1 \) for systems of interest, the second term is small. To simplify further algebra, we approximate \( cm \) as

\[
cm = m c_1 = m(z - 1)q.
\]

Generalizing equation (16) straightforwardly, the particle diffusion coefficient \( D_m \) in a region with \( m \geq 1 \) voids follows

\[
D_m = \begin{cases} 
\frac{(cm-1)\hat{\eta}^2\omega^2}{2d(1-\phi_\Omega)}V, & \text{for } cm \geq 1 \\
0, & \text{for } 0 < cm < 1.
\end{cases}
\]

An important consequence is that a larger group size \( m \) leads to larger \( cm \) and \( D_m \) corresponding to a higher mobility. Denoting \( T \) at which \( cm = 1 \) by \( T = T_m \). For example for \( T_2 < T < T_1 \), one gets \( c_2 > 1 > c_1 \) so that a region with a single-void is in the immobile phase described by a finite random tree while a region with two voids is in the
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Figure 3. Particle diffusion coefficient $\tilde{D}$ against $1/T$ for DPLM with a single void from kinetic Monte Carlo simulations (symbols) and random-tree theoretical results in equation (17) with a single tunable parameter $C = 1.7$ (line). The inset shows the same plot on a semi-log scale. The discrepancies at low $T$ have vanishing magnitudes and implicate no issues for our main results in the case with multiple voids because of the presence of other additive terms.

Figure 4. (a) A simplified schematic diagram of the first three levels of a Bethe lattice (blue) and a random tree (dark blue) for a local region in the DPLM with a single void. The random tree is illustrated for, e.g. $q = 0.25$, so that the average degree is $c_1 = 0.75$ implying a finite tree. (b) A similar diagram for a local region with two voids illustrated also for $q = 0.25$, implying the same $T$. The average degree increases to $c_2 = 1.75$ and the random tree can be infinite.
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Finally, voids are expected to have a uniform random spatial distribution, if aggregation is insignificant such as for the DPLM studied in [28]. Then, the number of voids \( m \) in a region of volume \( \mathcal{V} \) follows a probability distribution \( f(m; \bar{m}) \) which can be approximated by the Poisson distribution

\[
f(m; \bar{m}) = \frac{\bar{m}^m e^{-\bar{m}}}{m!}
\]

with an average \( \bar{m} = \phi_v \mathcal{V} \). Averaging over all regions, the particle diffusion coefficient is

\[
D = \sum_{m=1}^{\infty} f(m; \phi_v \mathcal{V}) D_m.
\]

Using also equations (18) and (19), we finally get

\[
D = \sum_{m>1/c_1} f(m; \phi_v \mathcal{V}) \frac{(mc_1 - 1) \tilde{w} a^2 \Omega}{2d(1 - \phi_v \Omega) \mathcal{V}}.
\]

Equation (22) provides an explicit expression of \( D \) and is the main result of this work. It is non-analytic with respect to \( T \) when \( c_m = 1 \) resulting from the percolation transitions of the random trees for various regions. This will further be discussed in appendix A.

By using equation (20), we have implicitly assumed the simplest scenario that the physical space is statically partitioned into local regions each of volume \( \mathcal{V} \). More generally, we envision instead time-dependent local regions each of which moves and deforms dynamically following the void motions to encapsulate coupled voids and to exclude farther ones not interacting with the group. This is motivated by the observation that a pair of voids can appear bounded while migrating together for an extended period of time in DPLM simulations [28]. This picture of dynamic local regions should induce some quantitative deviations from equation (20) but should not alter our results qualitatively. From time to time, voids are exchanged among interacting groups and thus

---

**Figure 5.** A schematic diagram of a local region with 3 voids and 3 associated micro-strings which fully interact. The arrows show the pathways of voids during the propagation of the micro-strings. Due to the spatial overlaps, the propagation of any one of the micro-strings changes the energy landscape experienced by the other voids. The other two micro-strings are in general suppressed and on average two new micro-strings (not shown) are enabled. This enriches the configurations accessible by the dynamics and facilitates motions.
also among the dynamic local regions. We observe from DPLM simulations that this most often occurs when a mobile group of \( m \) particles with \( c_m > 1 \) diffuses collectively around, picking up or dropping down individual voids. Both local-region dynamics and void exchanges occur at longer time scales and should have only small quantitative impacts on results in this work. They dictate the residence times of particles in a mobile group and hence the long time dynamics of individual particles, but not the equilibrium population of the mobile groups and hence average quantities such as \( D \). Other minor impacts are outlined in appendix A.

Equation (22) will now be checked against kinetic Monte Carlo simulations of the DPLM from [28]. Values of \( D \) measured from simulations are plotted as symbols in figure 6(a) against \( 1/T \) for various \( \phi_v \). Figure 6(b) replots the same data set in the form of \( D \) against \( \phi_v \) for various \( T \). To apply our analytic expression in equation (22) using also equation (11), note that most of the required parameters are exactly known: \( d = 2, z = 4, a = \Omega = \tilde{l} = 1 \), while \( q \) is numerically calculated from equation (8). The only fitted parameters are \( C = 1.7 \) and \( V = 12 \). Using these parameters, fitted values of \( D \) calculated from equation (22) are plotted as lines in figures 6(a) and (b).

The good fits in figures 6(a) and (b) show that our analytic theory agrees very well with kinetic Monte Carlo simulations. In particular, two important qualitative features found in the simulations in [28] are successfully reproduced. First, from figure 6(a), \( D \) from equation (22) exhibits a crossover from an Arrhenius \( T \) dependence at large \( \phi_v \) to a super-Arrhenius one at low \( \phi_v \). The non-analytic behavior at low \( \phi_v \) will be discussed in appendix A. Second, from figure 6(b), the linear regions of the theoretical lines in the log–log plot for small \( \phi_v \) reproduce the power-law in equation (4).

In figure 7(a), the symbols show the scaling exponent \( \alpha \) defined in equation (4) measured from kinetic Monte Carlo simulations for \( \phi_v \leq 0.05 \) from [28]. We have also obtained theoretical values of \( \alpha \) from the slopes of the theoretical lines of \( D \) versus \( \phi_v \) in the log–log plot in figure 6(b). The result is plotted as a line in figure 7(a). As seen, the theoretical result agrees with values from kinetic Monte Carlo simulations.

We have suggested back-and-forth particle hops at low \( T \) as the main cause of kinetic arrest in glass [16, 28]. To study back-and-forth motions quantitatively, one can monitor the subsequent motion of a particle after it has hopped to check if it first performs a returning hop to the original site or a genuine second hop to a new site. The two types of events contribute to the probabilities \( P_{\text{ret}} \) and \( P_2 \) respectively. Symbols in figure 7(b) shows \( P_{\text{ret}} \) and \( P_2 \) from kinetic Monte Carlo simulations of the DPLM from [28].

We now calculate \( P_{\text{ret}} \) and \( P_2 \) analytically. Consider a hopped particle labeled as \( k_0 \). Noting that a region with more voids generates proportionately more hops, particle \( k_0 \) resides at a region with \( m \) voids with probability \( p_m \propto mf(m; \phi_v V) \). Since Poisson distribution satisfies

\[
\sum_{m=0}^{\infty} mf(m; \phi_v V) = \phi_v V, \tag{23}
\]

a normalization gives

\[
p_m = mf(m; \phi_v V)/\phi_v V. \tag{24}
\]
Denote the configuration before the first hop by the root of the random tree without loss of generality. After the first hop, the configuration is at level 1 of the tree. Returning to the root implies a return hop of particle $k_0$. Alternatively, further increments in level in the tree involve the hops of some of the $n_V = V/\Omega - m$ particles in the region. It may involve particle $k_0$ again after visiting on average $n_V/\bar{l}$ other distinct nodes on the tree. Since $n_V/\bar{l} \gg 1$, this occurs practically at an infinite tree level. For a finite tree, this is impossible and particle $k_0$ can hence only return to the root contributing to $P_{ret}$.

For an infinite tree, the configuration may first return to the root with a probability $1/c_m$ [46] and this contributes to $P_{ret}$. Otherwise, it goes to a practically infinite level first with a probability $1 - 1/c_m$. The first edge encountered at a high tree-level involving particle $k_0$ pushes it to any of the $z_0$ NN sites, where $z_0$ is the particle coordination number in the physical space. Particle $k_0$ may then accidentally reverse the original hop.

Figure 6. Particle diffusion coefficient $D$ against $1/T$ (a) and void density $\phi_v$ (b) for the DPLM from kinetic Monte Carlo simulations in [28] (symbols) and random-tree theoretical result in equation (22) (lines). The random-tree theory uses $C = 1.7$ and $V = 12$, which are the only adjustable parameters.
without reversing the regional configuration with a probability $1/z_0$ and contributes to $P_{\text{ret}}$. Otherwise, it may perform a new hop with probability $1 - 1/z_0$ and contributes to $P_2$. Putting all these together, particle $k_0$ first performs a new hop only for the case of an infinite tree, i.e. $c_m > 1$, with a probability $(1 - 1/z_0) \times (1 - 1/c_m)$. Averaging over regions with all possible values of $m$ weighted by $p_m$ in equation (24), we get

$$P_2 = \left(1 - \frac{1}{z_0}\right) \sum_{m > 1/c_1} m f(m; \phi_v \mathcal{V}) \frac{\phi_v \mathcal{V}}{\phi_v \mathcal{V}} \left(1 - \frac{1}{mc_1}\right),$$

where equation (18) have been used. Also, $P_{\text{ret}}$ follows from

$$P_{\text{ret}} = 1 - P_2.$$

Similar to $D$ in equation (22), the above expressions for $P_{\text{ret}}$ and $P_2$ are piecewise analytic (see appendix A).

We have calculated theoretical values of $P_{\text{ret}}$ and $P_2$ using equations (25) and (26) for the DPLM with $z_0 = z$ and the same parameters used above including $C = 1.7$ and $\mathcal{V} = 12$ determined in the previous fit to $D$. There is no adjustable parameter at all. The results are shown as lines in figure 7(b). Reasonable quantitative agreement between equations (25) and (26) and kinetic Monte Carlo simulations is observed. Since $D$ is a measure very different from $P_{\text{ret}}$ and $P_2$, without introducing any additional tunable parameter, the agreement obtained here is a highly non-trivially support of the validity of our theory for the DPLM. Moreover, the qualitative trend that $P_{\text{ret}} \to 1$ and $P_2 \to 0$ at low $T$ previously suggested by data from both polymer [16] and DPLM simulations [28] is successfully reproduced.

The parameters $C = 1.7$ and $\mathcal{V} = 12$ adopted in figures 6 and 7 provide the best overall fit to the kinetic Monte Carlo data from [28]. More generally, the calculated $D$ increases with both $C$ and $\mathcal{V}$. Also, $\alpha$ decreases with increasing $C$ but is less dependent on $\mathcal{V}$. For $D \gtrsim 10^{-2}$ only, the best fit occurs at $C = 1.0$ and $\mathcal{V} = 25$. For small $D$ at small $T$ and $\phi_v$, simulated values of $D$ are in general slightly larger than those theoretically predicted. A major cause may be the stronger void aggregation tendency at low $T$ observable in DPLM simulations, which leads to deviations from equation (20) and promotes larger groups of voids and thus also the dynamics.
6. Liquid and glassy limits

For a better intuitive understanding, we now examine asymptotic cases for which simpler analytic expressions can be derived. At high $T$, all allowed hops are energetically possible so that $q = 1$, as can be illustrated explicitly in equation (8). Then, equation (18) implies $c_m = m(z - 1) \gg 1$ for $m \geq 1$. Alternatively, for large $\phi_v$, most regions have $m \simeq \phi_v V \gg 1$ voids. Then, we have $c_m = m(z - 1)q \gg 1$ for not too small values of $T$ and hence $q$. As a result, for both cases, we have $c_m - 1 \simeq c_m$. Note that the $-1$ term describes descending the tree level and corresponds to revisiting old configurations. Its diminished importance immediately implies the restoration of simple random walks of both the voids and the particles in the physical space. Using equations (18) and (23), the sum in equation (22) can be evaluated, giving a diffusion coefficient in the liquid phase as

$$D_{\text{liq}} \simeq \frac{z \tilde{\omega} a^2 \phi_v \Omega}{2d(1 - \phi_v \Omega)}.$$  \hspace{1cm} (27)

It follows in general a simple Arrhenius $T$ dependence at constant $\phi_v$ inherent from that of $\tilde{\omega}$. At small $\phi_v$, it reduces to

$$D_{\text{liq}} \simeq \frac{z \tilde{\omega} a^2 \phi_v \Omega}{2d}$$  \hspace{1cm} (28)

which implies the power-law in equation (4) with a trivial exponent $\alpha = 1$ indicating independent void motions. These qualitative features have been illustrated numerically in the theoretical curves for the DPLM in figure 6(a) at large $\phi_v$ as well as in figure 6(b) at high $T$.

More interestingly, we now consider the glassy limit at low $T$ and small $\phi_v$. Terms in equation (22) then have vastly different magnitudes because $D_m$ increases rapidly with $m$ while $f(m; \phi_v V)$ decreases rapidly. Their product maximizes sharply at a particular value of $m$, say $m^*$. Physically, $m^*$ is the optimal group size of coupled voids which dominates the dynamics. A maximization of the terms in equation (22) after applying Stirling’s formula

$$m! \simeq \sqrt{2\pi m^{m+1/2} e^{-m}}$$  \hspace{1cm} (29)

gives

$$m^*c_1 - 1 = \frac{2c_1}{\ln(m^*/\phi_v V) + 1/2m^*}.$$  \hspace{1cm} (30)

Neglecting all terms except for $m = m^*$ in equation (22), some simple algebra using $e^{-\phi_v V} \simeq 1$ and equations (18), (29) and (30) gives the diffusion coefficient in the glassy limit as

$$D_{\text{glass}} = \frac{l \tilde{\omega} a^2 \Omega_c (e\phi_v V/m^*)^{m^*}}{2\sqrt{2\pi} d V \sqrt{m^* \ln(m^*/\phi_v V) + 1/2m^*}}.$$  \hspace{1cm} (31)

Since $c_1 \ll 1$ at low $T$, a simple approximate solution of $m^*$ from equation (30) is

$$m^* \simeq 1/c_1.$$  \hspace{1cm} (32)
Substituting it into equation (31) leads to

\[ D_{\text{glass}} = \frac{l \bar{w} a^2 \Omega c_1^{3/2} (e \phi_v V c_1)^{1/c_1}}{2\sqrt{2\pi}dV \left[ \ln(1/\phi_v V c_1) + c_1/2 \right]} \]  \hfill (33)

We find numerically that \( D_{\text{glass}} \) in equation (33) agrees with \( D \) from equation (22) within a factor close to order unity.

To understand how \( D_{\text{glass}} \) depends on \( \phi_v \), we neglect weak logarithmic dependences and equation (31) reduces to

\[ D_{\text{glass}} \sim \phi_v^{m^*}. \]  \hfill (34)

A comparison with equation (4) gives

\[ \alpha = m^* \simeq 1/c_1 \]  \hfill (35)

where we have also used equation (32). Hence, the scaling exponent \( \alpha \) is simply the dominant group size of the coupled voids, as expected from simple chemical kinetics. These groups of voids even at very low density are able to dominate the dynamics due to their much higher mobility. This is analogous to the role of pockets of mobile defects in the KCM’s [11, 47].

At constant \( \phi_v \) and for the range of \( T \) studied here, we find numerically that \( D_{\text{glass}} \) exhibits a super-Arrhenius \( T \) dependence which is consistent with both the Vogel–Fulcher–Tammann empirical form [1] and an alternative form [37, 48] known to be applicable for many glassy materials. Moreover, \( D_{\text{glass}} \) admits its \( T \) dependence via \( \bar{w} \) and \( c_1 \). In particular, the factor \( c_1^{1/c_1} \) is the main contributor to the super-Arrhenius slow-down. The precise \( T \) dependence of \( D_{\text{glass}} \) is relatively model dependent. For the DPLM with a uniform interaction energy distribution \( g \) defined in equation (2), it is easy to show using equations (8) and (11) that \( c_1 \sim q \sim T^3 \) at low \( T \). At constant \( \phi_v \) and neglecting the relatively weak non-exponential dependences, equation (33) reduces to a much simpler super-Arrhenius form

\[ D_{\text{glass}} \sim \exp[-(E_0 + bT^{-2})/k_B T] \]  \hfill (36)

where \( b \) is approximately a constant. One should also consider the dependence of \( \phi_v \) on \( T \), which may be Arrhenius in the simplest cases. In general, other systems may admit other forms of \( g \) and other \( T \) dependences of \( c_1 \) and \( \phi_v \). This can generate a variety of \( T \) dependences of \( D_{\text{glass}} \) and may account for diverse properties such as different fragility observed in various glasses [49].

7. Conclusion

In summary, we have derived a microscopic theory of glassy dynamics based on string-like hopping motions in the presence of disorder quenched in the configuration space of distinguishable particles. The elementary motions are micro-strings, which are the synchronized parts of string-like particle hopping motions. A micro-string is enabled by a void and its propagation transports the void from one of its ends to the other. Voids can be coupled via spatially overlapping micro-strings which interact by mutually enabling
or disabling each other, noting that micro-string propagations alter the local energy landscape. The coupling can be described as a form of path interactions between voids, or equivalently a form of string interactions. The configuration space of a local region with \( m \) coupled voids is organized as a graph by identifying particle configurations as nodes and micro-string propagations as edges. The graph can be approximated by the Bethe lattice. Energetically accessible configurations constitute a random tree embedded in the Bethe lattice.

We have analyzed the dynamics in terms of the equivalent pictures of random walks of the local configurations in the random trees in the configuration space, random walks of the voids in the physical space, and random walks of the particles in the physical space. At high temperature \( T \), all random trees are infinite and all voids are fully mobile exhibiting liquid-like behaviors. As \( T \) decreases, more micro-strings become energetically unlikely. Random trees for single-void regions first go through a percolation transition and become finite implying trapping of the voids and thus also of the particles. By contrast, random trees for regions with multiple voids have more children per node due to facilitated dynamics between voids. They can remain infinite implying mobile coupled voids. As \( T \) further decreases, random trees for regions with increasingly numerous voids successively enter the non-percolating phase. The dynamics are dominated by coupled voids of an increasing group size \( m^* \). The increasing rarity of these larger dominant groups is responsible for the super-Arrhenius dynamics and kinetic arrest. The dynamics is thus characterized by a sequence of percolation transitions in the configuration space, in contrast to a single percolation transition in the physical space as one may speculate.

Explicit expressions for the particle diffusion coefficient \( D \) and the particle hopping return probability \( P_{\text{ret}} \) are derived. At low void density \( \phi_v \), the calculated \( D \) exhibits super-Arrhenius \( T \)-dependence typical of glasses. It also reproduces a scaling law between \( D \) and \( \phi_v \). The scaling exponent \( \alpha \) increases as \( T \) decreases and is identified as the group size of the coupled voids dominating the dynamics. In addition, our expression for \( P_{\text{ret}} \) shows a convergence towards unity at low \( T \) as observed previously in both polymer MD and DPLM simulations.

The theory is applied quantitatively to the DPLM. Using only two tunable parameters \( C \) and \( V \), our analytical results agree well with measurements from kinetic Monte Carlo simulations of the DPLM from [28] over a wide range of temperatures and void densities. Such a direct and detailed quantitative check of a dynamical theory with a model of glass is in our knowledge unprecedented, especially for energetically non-trivial and isotropic models in two- or three-dimensions, which have most direct physical relevance. Noting that the DPLM possesses a natural and generic definition and exhibits an extensive range of glassy properties, the agreement provides a solid support of the applicability of our theory to glasses exhibiting string-like hopping motions.
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Appendix A. Non-analytic behaviors of random-tree theoretical results

Our theoretical expressions of $\tilde{D}$, $D$, $P_2$ and $P_{\text{ret}}$ in equations (17), (22), (25) and (26) respectively are piecewise analytic functions of $T$. Isolated non-analytic points can be observed in figures 6(a), 7(a) and (b). As $T$ decreases, non-analyticities occur at $T = T_m$ at which $c_m = 1$ corresponding to $c_1 = 1/m$ for $m = 1, 2, \ldots$. Physically, they correspond to $T$ at which regions with $m = 1, 2, \ldots$ voids successively enter the immobile phase at the percolation thresholds of the random trees.

We believe that the non-analyticities represent only minor quantitative errors. They are artifacts due to two approximations. First, although all allowed hops are in principle possible with a continuous spectrum of rates $w$ given by equation (3), we have considered simplified hard constraints by assuming that hops are energetically possible with a probability $q$ defined in equation (8) and a uniform rate $\tilde{w}$ from equation (9).

Revoking to the original rates $w$, all local regions with voids contribute non-vanishingly to the dynamics and all transitions must thus be corrected to crossovers. Second, we have assumed in our calculations that every region is stationary and has a constant number of voids. If one considers instead dynamic local regions and void exchanges between local regions, the random trees admit finite life-times, which also suppress true percolation transitions. Technically, relaxing the long-time limit assumed in deriving e.g. equation (13) should smooth out the transitions.

Appendix B. The approximation of independent edges in a local configuration tree

In section 5, we assume that all voids fully interact with each other so that micro-strings initiated by a void must spatially overlap with micro-strings initiated by another one (see figure 5). This is the most non-trivial assumption in our theory. We now illustrate this approximation in more detail using the example of the DPLM. In particular, we aim at showing that its impacts are quantitative rather than qualitative. A micro-string of length $l = 1$ in the DPLM involves a ‘hopping zone’ of $l + 1$ sites comprising the original and final positions of the void. Including also the 6 nearest neighboring sites, the micro-string has an ‘influence zone’ of 8 sites, corresponding to a volume $v_Z = 4\Omega$ for each hopping site. The volume $V$ of the local region, after including a layer of nearest neighboring sites, expands approximately to volume $V' \approx (V^{1/d} + 2\Omega^{1/d})^d$. We partition the volume $V'$ into $n_Z = V'/v_Z$ subregions. Neglecting spatial correlations between the hopping sites of a micro-string, we assume for simplicity that each volume $v_Z$ fits randomly into one of the $n_s$ subregions. A micro-string occupies a fraction $p_Z = (l + 1)/n_Z$ of these subregions. The probability that a second micro-string of another void overlaps at least at one subregion with the first micro-string is then

$$P_{\text{overlap}} = 1 - (1 - p_Z)^{l+1} \quad \text{(B.1)}$$

which simplifies to

$$P_{\text{overlap}} = 1 - \left(1 - \frac{4(l + 1)\Omega}{V'} \right)^{l+1} \quad \text{(B.2)}$$
illustrating in particular that $P_{\text{overlap}}$ increases as $V$ decreases.

Using the fitted value of $V = 12$ from section 5, we get $V' \approx 29.9$ and $P_{\text{overlap}} \approx 0.536$. Consider for example a local region with $m = 2$ voids, named A and B, with its configuration tree illustrated by figure 4(b). After a hop of void A corresponding without loss of generality to descending from the root to a first-level node, there are $4m - 1 = 7$ edges connecting this first-level node to the second level. Of these 7 edges, 3 correspond to further hops of void A and are hence new. On average, $4P_{\text{overlap}}$ edges correspond to micro-strings of void B which overlap with and are altered by the micro-string just propagated. Thus, totally $3 + 4P_{\text{overlap}} \approx 5.15$ edges admits new values of hopping rate $w$ (as defined in equation (3)) which are distinct from values at the root level. Importantly, 5.15 new descending edges are more than only 3 edges for the single void case. This enhances the dynamics and illustrates dynamic facilitation between voids.

In contrast, on average $4(1 - P_{\text{overlap}}) = 1.85$ edges have rates $w$ identical to those of the respective edges at the root level. They contribute to the dynamics less significantly because they do not open up possibilities of new configurations. To allow tractable calculations, we neglect that these 1.85 edges mirror those at the root level and assume all 7 edges statistically independent. This leads to the fully-interacting voids approximation.

Furthermore, the rate $w$ of none of these edges are completely independent of each other or of those at the root level because a single hop does not completely change the energy landscape of the local region. Neglecting also these correlations, we arrive at the independent edges approximation adopted in section 5. Although neglecting all these correlations is an uncontrolled approximation, it is unlikely that it would qualitatively alter the dynamic facilitation behaviors argued above.

The effective applicability of the fully-interacting voids approximation may be more general than that outlined above. We observe that at moderate $T$, an isolated void may be trapped and hops repeatedly around for example a dozen sites. A void in a coupled pair may hop independently on average $n_T$ times before crossing the path of the other void. All possible $n_T$-step hops of a void constitute a subgraph in the configuration graph. We envision that a subgraph may be renormalized approximately into a single edge, resulting also at the fully-interacting picture at a coarse-grained level.
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