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Saito and Kurokawa [Kur78] independently conjectured the existence of a mapping from elliptic modular forms of weight $2k - 2$ to degree 2 Siegel modular forms of weight $k$. This conjecture was resolved in a series of papers by Maass [Maa79a; Maa79b; Maa79c], Andrianov [And79], and Zagier [Zag81].

Piatetski-Shapiro [Pia83] reinterpreted the Maass lift and provided a representation theoretic construction. His work (see also [Miy04; Sch05] and Example 5.13 of [Bru02]) shows that holomorphic elliptic modular forms give rise to two Saito-Kurokawa lifts: One of them is scalar-valued and holomorphic. The other one, which is vector-valued and not holomorphic, is the focus of this paper and its sequel of papers.

Recall that the Saito-Kurokawa conjecture was proved by combining two isomorphisms and the Maass lift, which we highlight in Figure 1. Integral weight and half-integral weight elliptic modular forms are connected via the Shimura-Shintani lifts. The link between half-integral weight elliptic modular forms and Jacobi forms is given by the theta-decomposition of Jacobi forms. Finally, the Maass lift sends Jacobi forms to Siegel modular forms. This yields the Saito-Kurokawa lift from elliptic modular forms of integral weight to Siegel modular forms.

Let us introduce some notation to recall the holomorphic Maass lift in more detail. The Siegel upper half space $\mathbb{H}^{(2)}$ of degree 2 consists of complex matrices $Z = \begin{pmatrix} \tau & z \\ \overline{z} & \tau' \end{pmatrix}$ with positive definite imaginary part. The holomorphic Maass lift maps a Jacobi form $\phi$ of weight $k$ and

![Figure 1: The Saito-Kurokawa lift and Maass lift](image-url)
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index 1 to the Siegel modular form

\[ \sum_{m=0}^{\infty} (\phi|_{k,1} V_m) \exp(2\pi i m\tau'), \] (0.1)

where \( V_m \) is a Jacobi-Hecke operator that changes the Jacobi index from 1 to \( m \), if \( m \geq 1 \), and \( V_0 \) is the Hecke-like operator on page 43 of [EZ85]. The series in (0.1) is a priori a formal series. Its convergence follows from a formula for the Fourier series coefficients of \( \phi|V_m \) that is polynomial in the Fourier indices. Modularity of (0.1) is a consequence of two observations: Firstly, the product \( (\phi|V_m) \exp(2\pi i m\tau') \) transforms like a Siegel modular form under the embedded Jacobi group. Secondly, a formula for the Fourier series coefficients of \( \phi|V_m \) implies that the series in (0.1) is invariant when interchanging \( \tau \) and \( \tau' \). The corresponding transformation in the Siegel modular group together with the embedded Jacobi group generate the full Siegel modular group.

The goal of this paper and its sequence of papers is to extend the construction of the holomorphic Maass lift to the non-holomorphic setting. We call this new lift the skew-Maass lift. In this first part, we construct the skew-Maass lift from harmonic Maass-Jacobi forms to skew-harmonic Siegel modular forms, where throughout this paper, \( k > 3 \) is an odd integer.

In order to explain how we arrive at the analogue of (0.1), we contrast Fourier-Jacobi expansions of holomorphic Siegel modular forms and general real-analytic Siegel modular forms:

\[ \sum_{m=0}^{\infty} \phi_m(\tau, z) \exp(2\pi i m\tau'), \quad \sum_{m \in \mathbb{Z}} \tilde{\phi}_m(\tau, z, y') \exp(2\pi i mx'), \] (0.2)

where \( \tau' = x' + iy' \). We call \( \tilde{\phi}_m \) the \( m \)-th Fourier-Jacobi coefficient and \( \tilde{\phi}_m \) the \( m \)-th Fourier-Jacobi term. In the case of holomorphic Siegel modular forms the Fourier-Jacobi coefficients \( \tilde{\phi}_m(\tau, z, y') \) factor as products \( \phi_m(\tau, z) \exp(-2\pi my') \), and it is equally common to refer to \( \phi_m \) as a (holomorphic) Fourier-Jacobi coefficient. The holomorphic Fourier-Jacobi coefficients \( \phi_m \) are Jacobi forms of index \( m \). In particular, if \( m < 0 \), then \( \phi_m = 0 \). In comparison, Fourier-Jacobi coefficients \( \tilde{\phi}_m \) of real-analytic Siegel modular forms are in general not zero for \( m < 0 \).

Skew Maass lifts of harmonic Maass-Jacobi forms belong to the space \( M_k^{\text{skew}} \) (see Definition 2.2 and [BRR12]), which is a space of real-analytic, scalar-valued Siegel modular forms. It is difficult to directly inspect Fourier-Jacobi expansions of forms in \( M_k^{\text{skew}} \). While the differential equations that they satisfy have already been examined by Maass [Maa53], only integral representations [Shi82] and explicit solutions in a few special cases [BRR12] are available. Our main tool is the Kohnen limit process. If \( m > 0 \) (and \( k > 3 \)), then [BRR12] established that Kohnen’s limit process \( Klim(\tilde{\phi}_m) \) for Fourier-Jacobi coefficients \( \tilde{\phi}_m \) of skew-harmonic Maass-Siegel forms belongs to \( J_k^{\text{skew}} \), the space of skew-holomorphic Jacobi forms of weight \( k \) and index \( m \). In this paper, we extend this Kohnen limit process to \( m < 0 \) (see Section 4.2), which
The skew-Maass lift provides a map into a space $\mathcal{J}_{2-k,|m|}^{skew}$ of certain real-analytic Jacobi forms (see Section 3.3). This space is isomorphically related by differential operators to the space of harmonic Maass-Jacobi forms $J_{3-k,|m|}$, which can then be mapped to $\mathcal{J}_{k,|m|}^{skew}$ via the Jacobi $\xi$-operator (see [BR10] for dual weights in the theory of Jacobi forms). Furthermore, we introduce a family of Kohnen limit processes for $m = 0$, which are maps to certain scalar-valued and vector-valued elliptic modular forms (see Section 5).

The discussion so far in the cases $m \neq 0$ is summarized in Figure 2. It displays the interplay among various spaces of Siegel modular forms and Jacobi forms that we use in our construction. The top is the space of skew-harmonic Maass-Siegel forms. Via the Fourier-Jacobi expansion in (0.2) it maps to the middle, which is the space $A_{k,m}^{skew}$ of abstract Fourier-Jacobi coefficients (see Definition 3.12). The Kohnen limit process provides an injective map from $A_{k,m}^{skew}$ to $\mathcal{J}_{2-k,|m|}^{skew} \cong J_{3-k,|m|}$ (if $m < 0$) and $J_{k,|m|}^{skew} = J_{k,|m|}^{skew}$ (if $m > 0$) at the bottom of Figure 2 (see Propositions 4.3 and 4.9).

Figure 2: Spaces of Siegel modular forms and Jacobi forms for $m \neq 0$

Note that the space $J_{3-k,|m|}$ of Maass-Jacobi forms consists only of Eisenstein series (see Remark 3.4).

Now we address three of the four key points of our work. Figure 2 displays the Fourier-Jacobi expansion and the associated Kohnen limit processes for $M_{k}^{skew}$ if $m \neq 0$. Specifically, we extend the Kohnen limit processes to the space of abstract Fourier-Jacobi coefficients $A_{k,m}^{skew}$. A first crucial step in this work is to recognize that the Kohnen limit process for $m > 0$ and $m < 0$ maps into two different spaces in a natural way (see Section 4). If $m > 0$, then one recovers skew-holomorphic Jacobi forms as in [BRR12], while if $m < 0$, then one discovers the space of real-analytic Maass-Jacobi forms $\mathcal{J}_{2-k,|m|}^{skew}$. That space of Jacobi forms is isomorphic to the space of harmonic Maass-Jacobi forms $J_{3-k,|m|}$, which is linked to the space $J_{k,|m|}^{skew}$ via
the Jacobi \( \xi \)-operator. This is displayed in the bottom row of Figure 2. As a consequence, the skew-Maass lift to skew-harmonic Maass-Siegel forms originates from Maass-Jacobi forms as opposed to skew-holomorphic Jacobi forms. In particular, we do not expect to encounter lifts of cusp forms. This is confirmed by the second part of Theorem 1, which asserts that \( M^\text{skew}_k \) consists only of Eisenstein series. Hence \( J^\text{skew}_{3-k,|m|} \) and \( M^\text{skew}_k \) cannot serve as the preimage and target space to the skew-Maass lift of cusp forms, respectively.

The second key point is to invert the Kohnen limit process for \( m \neq 0 \). The spaces of abstract Fourier-Jacobi coefficients \( A^\text{skew}_{k,m} \) are isomorphic to the space of skew-holomorphic Jacobi forms \( J^\text{skew}_{k,m} \), if \( m > 0 \), and the space of Maass-Jacobi forms \( J_{3-k,|m|} \), if \( m < 0 \). In particular, we establish the bended arrows at the left and right of Figure 2, which allows us to proceed with the proof of the skew-Maass lift as in the holomorphic case. This is a delicate task, which we accomplish by using the covariance of the Kohnen limit process and multiplicity-one for Fourier series coefficients.

We next use Hecke operators to map \( J^\text{skew}_{k,1} \) to \( J^\text{skew}_{k,m} \) for \( m > 0 \), and \( J_{3-k,|m|} \) to \( J_{3-k,|m|} \) for \( m < 0 \). These correspond to maps from \( A^\text{skew}_{k,1} \) to \( A^\text{skew}_{k,m} \) for \( m \neq 0 \). The usual Jacobi-Hecke operators \( V_m \) for \( m > 0 \) easily extend to skew-holomorphic Jacobi forms and are readily available for Maass-Jacobi forms. We use the associated Fourier series coefficient formula to define \( V_m \) for the abstract Fourier-Jacobi coefficients of index \( m \neq 0 \). Observe that the same formulas could be obtained from the view on Jacobi-Hecke operators in [Gri95]. It allows us to define two partial Fourier-Jacobi expansions:

\[
\sum_{m=1}^{\infty} \left( \text{Klim}_{k,-1}^{-1} \phi \right)_{\text{skew}}^k V_m \quad \text{and} \quad -4(k-2)! \sum_{m=1}^{\infty} \left( \text{Klim}_{k,1}^{-1} (\xi^1_{3-k} \phi) \right)_{\text{skew}}^k V_m, \quad (0.3)
\]

where \( \xi^1_{3-k} \) is the Jacobi \( \xi \)-operator in (3.8). By construction, both expansions in (0.3) are invariant under the embedded Jacobi group. It remains to patch them in such a way that the resulting Fourier series expansion transforms like a Siegel modular form under the map that interchanges \( \tau \) and \( \tau' \). Covariance properties of the Kohnen limit process reduce the corresponding compatibility of Fourier series expansions to a normalizing factor \(-4(k-2)!\) relating \( \text{Klim}_{-1}^{-1} \) and \( \text{Klim}_{1}^{-1} \), and the definition of a 0-th Fourier-Jacobi coefficient. We discover that the inverse Kohnen limit processes are compatible with Fourier series expansions, and therefore allow us to control Fourier series coefficients of skew-harmonic Maass-Siegel forms sufficiently well to define the 0-th Fourier-Jacobi coefficient of the skew-Maass lift. This leads us to the next key point.

The third key point is the Hecke-like operator \( V_0 \), which we employ to obtain the 0-th Fourier-Jacobi coefficient of the skew-Maass lift. In this paper, it consists of two parts. The first part accounts for the contribution of Eisenstein series and parallels \( V_0 \) in the holomorphic case [EZ85]. We compute the Fourier series expansion of the skew-harmonic Eisenstein series and thus obtain an explicit expression for \( V_0 \) analogous to [EZ85]. The second part of \( V_0 \) is novel in the sense that it does not appear in the holomorphic case. It arises from Fourier
series coefficients whose index is indefinite and isotropic as a quadratic form. Observe that in the holomorphic case, Fourier series coefficients of indefinite index vanish automatically by the Koecher principle. The second part of $V_0$ will also appear in the sequel to this paper. It will be responsible for the phenomenon that the skew-Maass lift of a cusp form is not necessarily a cusp form. This agrees with the fact from automorphic representation theory that the nonholomorphic Saito-Kurokawa lift of holomorphic elliptic cusp forms under certain conditions is residual. We also remark here already that in the case of cusp forms, there will be a third part of $V_0$, which reflects the theory of constant terms in automorphic representation theory [MW94].

**Theorem I (The skew-Maass lift).** Let $\phi \in \mathcal{J}_{3-k,1}$ be a harmonic Maass-Jacobi form (of moderate growth) of weight $3-k$ and index 1, $\xi_{3-k}^1$ be the Jacobi $\xi$-operator in (3.8), $\text{Klim}_{3-k,1}$ be the inverse Kohnen limit processes in (4.10) and (4.12), and $V_m$ be the Hecke operator in (3.37). Then

$$\text{Maass}_{3-k}^{\text{skew}}(\phi) := \sum_{m=0}^{\infty} \text{Klim}_{3-k,-1}(\phi)_{k}^{\text{skew}} V_m - 4(k-2)! \sum_{m=1}^{\infty} \text{Klim}_{3-k,1}^{-1}(\xi_{3-k}^1 \phi)_{k}^{\text{skew}} V_m \in M_{3-k}^{\text{skew}}. \quad (0.4)$$

The skew-Maass lift is an isomorphism of spaces of Eisenstein series:

$$\text{Maass}_{3-k}^{\text{skew}} : \mathcal{J}_{3-k,1} \longrightarrow M_{3-k}^{\text{skew}}, \quad E_{3-k,1}^{3} \longrightarrow \frac{(-1)^{\frac{k-1}{2}} \Gamma(k - \frac{1}{2}) \zeta(k)}{(2\pi)^k} E_{3-k}^{3}.$$ 

In particular, $M_{3-k}^{\text{skew}}$ is one-dimensional and spanned by $E_{3-k}^{3}$.\

**Remarks.** (1) Let $\phi \in \mathcal{J}_{3-k,1}$ be a harmonic Maass-Jacobi form, $\sum_m \tilde{\phi}_m(Z)$ be the Fourier-Jacobi expansion of its skew-Maass lift in Theorem I, $\text{Klim}_{3-k,-1}^{\text{skew}}$ be the Kohnen limit process defined in (4.5), and $R_{3-k}^{3} \phi$ be the isomorphism in Proposition 3.5. Then $R_{3-k}^{3} \phi = \text{Klim}_{3-k,-1}^{\text{skew}}(\tilde{\phi}_{-1})$.

(2) Kohnen asked on page 128 of [Koh93] which real-analytic Siegel modular forms correspond to skew-holomorphic Jacobi forms. Theorem I improves the initial answer that was given in [BRR12]. The skew-Maass lift of skew-holomorphic Jacobi forms in the last paper of this series will provide a complete answer to Kohnen’s question.

(3) The mere definition of the skew-Maass lift depends on several ingredients from Sections 4 and 5. In the last part of this series of papers, we will discover that it naturally extends to the definition of skew-Maass lifts of cuspidal skew-holomorphic Jacobi forms.

(4) Our proof of Theorem I relies heavily on the computation of the Fourier series coefficients of $E_{3-k}^{3}$. Our method can be applied to all Siegel Eisenstein series and it does provide
a novel access to the Fourier series coefficients of Siegel Eisenstein series. These are directly related to Siegel series (see p. 306 of \[Maa71\]) and have recently been studied by $p$-adic methods [IK16].

We now discuss the case $m = 0$ of the Kohnen limit process, displayed in Figure 3. Its top row coincides with the top row of Figure 2. We define Kohnen limit processes $\text{Klim}[N]$ for $N \in \mathbb{Z}_{>0}$, $\text{Klim}[0,0]$, and $\text{Klim}[0,1]$, which exhibit the first three terms of the asymptotic expansion of a Siegel modular form with respect to $y'$. They map $M_{k}^{\text{skew}}$ to $\mathcal{M}_{k-1}(k, \rho_N)$, $\mathcal{M}_{k-1}(k - \frac{1}{2})$, and $M_{k-1}$, respectively. These are spaces of elliptic Maass forms with spectral parameters $k$ and $k - \frac{1}{2}$ (i.e., Laplace eigenvalues $2k(1-k)$ and $\frac{1}{2}(k-\frac{1}{2})$), and elliptic modular forms, respectively. None of the maps $\text{Klim}[N]$ are injective.

Figure 3: Spaces of Siegel modular forms and elliptic modular forms for $m = 0$

\begin{align*}
\text{Klim}[0,0] & \quad (m = 0) \\
\text{Klim}[0,1] & \quad (m = 0) \\
\mathcal{M}_{k-1}(k - \frac{1}{2}) & \\
M_{k-1} & \\
\mathcal{M}_{k-1}(k, \rho_N) &
\end{align*}

The fourth key point of this paper is our definition of the Kohnen limit processes for Jacobi index $m = 0$. They differ significantly from the case of nonzero $m$, in that we define three of them, and $\text{Klim}[N]$, the most intricate one, relies on the limit $y' \to 0$. While it seems possible to define such a Kohnen limit process for $m = 0$ via $y' \to \infty$, the resulting objects are highly discontinuous. They bear a certain similarity to the local harmonic weak Maass forms in [BKK15], but it is unclear to us in how far this similarity is conceptual or coincidental. The Kohnen limit process of index $m = 0$ will be studied in more detail in the second paper of this series of papers.

The paper is organized as follows. In Section 1, we review some aspects of elliptic modular forms. In Section 2, we revisit skew-harmonic Maass-Siegel forms and their Fourier series expansions. Section 3 contains all material on Jacobi forms and Fourier-Jacobi coefficients. Sections 4 and 5 are the heart of this paper and they are dedicated to the Kohnen limit process.
In Section 4, we define the Kohnen limit processes for \( m \neq 0 \), and we give the corresponding inverse Kohnen limit processes. In Section 5, we investigate the Kohnen limit process for \( m = 0 \), which is the most subtle point of this paper. Finally, in Section 6, we define the Hecke-like operator \( V_0 \), and we prove Theorem 1.
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1 Elliptic modular forms

We start by revisiting some facts about elliptic modular forms. Let \( \tau = x + iy \in \mathbb{H} \) be a variable in the Poincaré upper half space, and write \( e(a) := \exp(2\pi ia) \) for any \( a \in \mathbb{C} \). Throughout the paper, \( \zeta \) denotes the Riemann \( \zeta \)-function, \( \Gamma \) the \( \Gamma \)-function, and \( W_{\kappa, \mu} \) the \( W \)-Whittaker function.

### 1.1 Vector-valued modular forms

A finite dimensional, complex right representation of \( \text{SL}_2(\mathbb{Z}) \) is called an arithmetic type\(^3\). Any arithmetic type \( \rho \) gives rise to slash actions

\[
(f|_{\kappa, \gamma})(\tau) := (ct + d)^{-\kappa} f\left(\frac{a\tau + b}{c\tau + d}\right) \rho(\gamma), \quad \kappa \in \mathbb{Z}, \gamma = \left(\begin{array}{cc} a & b \\ c & d \end{array}\right)
\]

on functions \( f: \mathbb{H} \to V(\rho) \), where \( V(\rho) \) is the representation space of \( \rho \). In the classical setting, when \( \rho \) is the trivial representation, we suppress it from our notation and simply write \( (f|_{\kappa, \gamma})(\tau) \).

**Definition 1.1.** A holomorphic function \( f: \mathbb{H} \to V(\rho) \) is a holomorphic modular form of weight \( \kappa \) and type \( \rho \) if it satisfies

(i) \( f|_{\kappa, \gamma} = f \) for all \( \gamma \in \text{SL}_2(\mathbb{Z}) \).

(ii) \( f(\tau) = \Theta(1) \) as \( y \to \infty \).

Real-analytic modular forms of weight \( \kappa \) and type \( \rho \) are defined analogously.

### 1.2 Eisenstein series of level 1

For \( \kappa \in 2\mathbb{Z} \) and \( s \in \mathbb{C} \) with \( \kappa + \text{Re}(s) > 2 \), the level 1 real-analytic Eisenstein series is defined by

\[
E_{\kappa}(s, \tau) := \sum_{\Gamma_{\infty}\text{SL}_2(\mathbb{Z})} y^s|_{\kappa} \gamma, \quad \text{where} \quad \Gamma_{\infty} := \left\{ \left(\begin{array}{cc} \pm 1 & * \\ 0 & \pm 1 \end{array}\right) \in \text{SL}_2(\mathbb{Z}) \right\}.
\]

\(^3\)Usually, the notion of arithmetic types requires left representations, but for our purpose it is more convenient to consider right representations.
For general \( s \in \mathbb{C} \) we define \( E_\kappa(s, \tau) \) by analytic continuation. If \( s = 0 \) and \( \kappa > 2 \), then the Eisenstein series is holomorphic, and we write \( E_\kappa(\tau) := E_\kappa(0, \tau) \). We give the known Fourier series expansion of \( E_\kappa(s, \tau) \) (see, for example, pages 181 and 210 of [Maa64]) in the following Lemma:

**Lemma 1.2.** Let \( \kappa \in 2\mathbb{Z} \) and \( s \in \mathbb{C} \). We have the expansion

\[
E_\kappa(s, \tau) = y^s + \frac{(-1)^s 2^{2-\kappa-2s} \pi \Gamma(\kappa + 2s - 1) \zeta(\kappa + 2s - 1)}{\Gamma(\kappa + s) \Gamma(s)} y^{1-\kappa-s} \\
+ \frac{(-1)^s 2^{\kappa} \pi^{\kappa+s}}{\zeta(\kappa + 2s)} \sum_{m \in \mathbb{Z} \setminus \{0\}} \frac{|m|^{-s} \sigma_{\kappa + 2s - 1}(|m|)}{\Gamma\left(\frac{1 + \text{sgn}(m)}{2} \kappa + s\right)} \left(4\pi|m|y\right)^{-\frac{\kappa}{2}} W_{\text{sgn}(m) \kappa + \frac{\kappa + 2s - 1}{2}} \left(4\pi|m|y\right) e(|m|x).
\]

In the holomorphic case, we have the expansion

\[
E_\kappa(\tau) = 1 + \frac{(2\pi i)^\kappa}{\Gamma(\kappa) \zeta(\kappa)} \sum_{n=1}^{\infty} \sigma_{\kappa-1}(n) e(n\tau).
\]

### 1.3 A specific arithmetic type and the associated Eisenstein series

For \( N \in \mathbb{Z}_{\geq 1} \), consider the \( \mathbb{C} \) vector space \( V(\rho_N) \) with basis \( e_{\alpha, \beta} \) for \( \alpha, \beta \in \frac{1}{N}\mathbb{Z} / \mathbb{Z} \) that satisfy \( aZ + \beta Z = \frac{1}{N}Z \), i.e., \( \gcd(N\alpha, N\beta, N) = 1 \) for any representative in \( \mathbb{Q} \) of \( \alpha \) and \( \beta \). It yields an arithmetic type \( \rho_N \) via the natural right representation of \( \text{SL}_2(\mathbb{Z}) \) arising from the right action on pairs \( \alpha, \beta \). Observe that the basis of \( V(\rho_N) \) may be equally indexed by pairs \( (c, d) \) of co-prime integers mod \( N \), and we denote these bases elements by \( f_{c, d} \).

Let \( N \in \mathbb{Z}_{\geq 1}, \kappa \in 2\mathbb{Z}, \) and \( s \in \mathbb{C} \). Then the Eisenstein series

\[
E_{\kappa, N}(s, \tau) := \sum_{\gamma \in \Gamma_{\infty} \setminus \text{SL}_2(\mathbb{Z})} f_{0, 1} y^s |_{\kappa, \rho_N} \gamma
\]

is a modular form of weight \( \kappa \) and type \( \rho_N \).

### 2 Harmonic Maass-Siegel forms of degree 2

In this paper, we investigate scalar-valued Siegel modular forms of degree 2. For more details see [BRR12; Fre83; Kli90; Maa53; Maa71].

#### 2.1 Preliminaries

Let us introduce necessary notation to define Siegel modular forms.

**The symplectic group**  The symplectic group is given by

\[
\text{Sp}_2(\mathbb{R}) := \{ g \in \text{Mat}_4(\mathbb{R}) : {}^t g j^{(2)} g = j^{(2)} \}, \quad j^{(2)} := \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}.
\]
We usually write elements \( g \in \text{Sp}_2(\mathbb{R}) \) as \( g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) with \( A, B, C, D \in \text{Mat}_2(\mathbb{R}) \). For \( U \in \text{GL}_2(\mathbb{R}) \) and \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{R}) \), set
\[
\text{rot}(U) := \begin{pmatrix} U & 0 \\ 0 & U^{-1} \end{pmatrix}, \quad \text{up}(g) := \begin{pmatrix} a & 0 & b & 0 \\ 0 & 1 & 0 & 0 \\ c & 0 & d & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \text{down}(g) := \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & a & 0 & b \\ 0 & c & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\] (2.1)

Write \( \text{Mat}^t_2(\mathbb{Z}) := \left\{ M \in \text{Mat}_2(\mathbb{Z}) : tM = M \right\} \) for the set of symmetric \( 2 \times 2 \) matrices. If \( B \in \text{Mat}^t_2(\mathbb{Z}) \) with entries \( B_{11}, B_{12}, \) and \( B_{22} \), then set
\[
\text{trans}(B) := \begin{pmatrix} 1 & 0 & B_{11} & B_{12} \\ 0 & 1 & B_{12} & B_{22} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\] (2.2)

Let \( \Gamma^2 := \text{Sp}_2(\mathbb{Z}) \) be the full Siegel modular group, and \( \Gamma^2_\infty := \left\{ \begin{pmatrix} A & B \\ 0 & D \end{pmatrix} \in \Gamma^2 \right\} \) be the Siegel parabolic subgroup of \( \Gamma^2 \).

The Siegel upper half space
Recall from the introduction that
\[
\mathbb{H}^2 := \left\{ Z \in \text{Mat}^t_2(\mathbb{C}) : \text{Im}(Z) > 0 \right\},
\]
where \( Z = \begin{pmatrix} 1 & z \\ \bar{z} & 1 \end{pmatrix} \in \mathbb{H}^2 \) is a typical variable. Throughout, we denote the real part of \( Z \) by \( X = \begin{pmatrix} x & u \\ u & x' \end{pmatrix} \), and its imaginary part by \( Y = \begin{pmatrix} y & v \\ v & y' \end{pmatrix} \). The Siegel upper half space carries an action of the symplectic group by
\[
gZ := (AZ + B)(CZ + D)^{-1}.
\]

Slash actions
The classical weight \( k \) slash action is defined for \( F : \mathbb{H}^2 \to \mathbb{C} \) and \( k \in \mathbb{Z} \):
\[
(F \mid k g)(Z) := \det(CZ + D)^{-k} F(gZ).
\]
The definition of skew-harmonic Maass-Siegel forms in [BRR12] requires the weight \( k \) skew slash action, which is also defined for \( F : \mathbb{H}^2 \to \mathbb{C} \) and \( k \in \mathbb{Z} \):
\[
(F \mid k^{\text{skew}} g)(Z) := |\det(CZ + D)|^{-\frac{k}{2}} \det(CZ + D)^{-1-k} F(gZ).
\] (2.4)
Observe that multiplication by \( \det(Y)^{k-\frac{1}{2}} \) shows that the slash actions \( \mid k^{\text{skew}} \) and \( \mid_{1-k} \) are equivalent (see also Remark 2.4 of [BRW16]).

2.2 Skew-harmonic Maass-Siegel forms
In this section, we briefly recall the notion of harmonic Maass-Siegel form in [BRR12]. We call these objects skew-harmonic Maass-Siegel forms to emphasize their skew weight \( (\frac{1}{2}, k-\frac{1}{2}) \).
The matrix-valued Laplace operator  

Let 

\[
\partial_Z := \begin{pmatrix}
\frac{\partial}{\partial \tau} & \frac{i}{2}\frac{\partial}{\partial \tau'} \\
\frac{1}{2}\frac{\partial}{\partial \tau} & \frac{1}{2}\frac{\partial}{\partial \tau'}
\end{pmatrix} \quad \text{and} \quad \partial_Z := \begin{pmatrix}
\frac{\partial}{\partial \tau} & \frac{i}{2}\frac{\partial}{\partial \tau'} \\
\frac{1}{2}\frac{\partial}{\partial \tau} & \frac{1}{2}\frac{\partial}{\partial \tau'}
\end{pmatrix},
\]

where \( \partial_w := \frac{\partial}{\partial w} = \frac{1}{2}(\frac{\partial}{\partial a} - i \frac{\partial}{\partial b}) \) and \( \partial_w := \frac{\partial}{\partial w} = \frac{1}{2}(\frac{\partial}{\partial a} + i \frac{\partial}{\partial b}) \) for any complex variable \( w = a + i b \).

Maass [Maa53] introduced the matrix-valued Laplace operator

\[
\Omega^\text{skew}_k := -4 Y \{ Y \partial_Z \} \partial_Z - i (2k - 1) Y \partial_Z + i Y \partial_Z^\prime.
\]

This matrix-valued Laplace operator and also the differential operator

\[
\xi^\text{skew}_k := \det(Y)^{k-\frac{3}{2}} \det(Z - \bar{Z})(\partial, \partial_{\tau'}, - \frac{1}{4} \partial^2_{\tau'})
\]

play a vital role in the study of skew-harmonic Maass-Siegel forms in [BRR12]. Observe that [BRR12] denotes \( \Omega^\text{skew}_k \) and \( \xi^\text{skew}_k \) by \( \Omega_{1/2,k-1/2} \) and \( \xi_{1/2,k-1/2}^{(2)} \), respectively.

The definition of skew-harmonic Maass-Siegel forms  

Recall from the introduction that \( k > 3 \) is odd.

**Definition 2.1.** A smooth function \( F : \mathbb{H}^{(2)} \rightarrow \mathbb{C} \) is weight \( k \) skew-harmonic if

\[
\Omega^\text{skew}_k F = 0 \quad \text{and} \quad \xi^\text{skew}_k F = 0.
\]

**Definition 2.2.** A weight \( k \) skew-harmonic function \( F : \mathbb{H}^{(2)} \rightarrow \mathbb{C} \) is a skew-harmonic Maass-Siegel form of weight \( k \) if it satisfies

(i) \( F|^{\text{skew}}_k \gamma = F \) for all \( \gamma \in \Gamma^{(2)} \).

(ii) \( F(Z) = O(\text{tr}(Y)^a) \) for some \( a \in \mathbb{R} \) as \( \text{tr}(Y) \rightarrow \infty \).

We write \( M^\text{skew}_k \) for the space of skew-harmonic Maass-Siegel forms of weight \( k \).

**Remark 2.3.** Definition 2.2 differs slightly from the definition of harmonic Maass-Siegel forms in [BRR12], which does not require the skew-harmonic condition \( \xi^\text{skew}_k F = 0 \). However, the main result of [BRR12] also relies on this additional condition, which guarantees multiplicity-one for Fourier series coefficients of nonzero index \( T \) of harmonic Maass-Siegel forms provided that \( T \) be indefinite or positive semi-definite (see also Proposition 2.4 below).

Eisenstein series  

Recall that \( k > 3 \) is odd. The Eisenstein series series

\[
E^{\text{skew}}_k := \sum_{\gamma \in \Gamma^{(2)} \backslash \mathbb{H}^{(2)}} 1|^{\text{skew}}_k \gamma
\]

is the primary example of a weight \( k \) skew-harmonic Maass-Siegel form in [BRR12].
2.3 Skew-harmonic Fourier series coefficients

Recall that every real-analytic Siegel modular form $F$ has a Fourier series expansion of the form

$$
\sum_{T \in \text{Mat}_t^2(\mathbb{Z})} c(F; T; Y) e(TX),
$$

where throughout $e(TX) := \exp(2\pi i \text{trace}(TX))$.

Fourier series coefficients of holomorphic Siegel modular forms satisfy multiplicity-one: For every $T \in \text{Mat}_t^2(\mathbb{R})$ there is (up to multiplication by scalars) a unique function $a^{\text{hol}}(T; Y)$ such that $a^{\text{hol}}(T; Y)e(TX)$ is holomorphic. In the skew-harmonic setting, the analogue remains true if $T$ is non-degenerate (i.e., $\det(T) \neq 0$), but for arbitrary $T$ it no longer holds. We recall the relevant result from \cite{BRR12, Maa53} ($T$ indefinite or positive semi-definite) in Proposition 2.4, and we give the remaining cases in Propositions 2.6 and 2.10.

**Non-degenerate and nonzero positive semi-definite Fourier indices**

If $F$ is a skew-harmonic Maass-Siegel form, then the following multiplicity-one result for its Fourier series coefficients $c(F; T; Y)$ was established in \cite{BRR12, Maa53}.

**Proposition 2.4** (\cite{BRR12, Maa53}). Let $T \in \text{Mat}_t^2(\mathbb{R}) \setminus \{0\}$ be indefinite or positive semi-definite. If the function $a_k^{\text{skew}}(T; Y)e(TX)$ is weight $k$ skew-harmonic and also of moderate growth, then $a_k^{\text{skew}}(T; Y)$ is uniquely determined up to scalar multiples. Furthermore, if $T$ is not positive definite, then one can choose this scalar normalization in such a way that $a_k^{\text{skew}}(T; Y)$ is nonzero, and depends only on $\text{trace}(TY)$, $\det(TY)$, and the signature of $T$. If $T$ is positive definite, then $a_k^{\text{skew}}(T; Y) = 0$.

**Remark 2.5.** Fourier series coefficients of index $T = \left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right)$ violate multiplicity-one, and can occur in the Fourier series expansion of skew-harmonic Siegel modular forms. Observe that Theorem 3 (a) of \cite{BRR12} incorrectly states that the “constant term” of elements of $M_k^{\text{skew}}$ is independent of $Y$, which however does not impact any of the other results of \cite{BRR12}. Under our assumption that $k > 3$ the Fourier series coefficients of index $T = \left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right)$ of forms in $M_k^{\text{skew}}$ satisfy multiplicity two due to their invariance under $\text{rot}(\text{GL}_2(\mathbb{Z}))$ (see Proposition 2.10).

**Non-zero negative semi-definite Fourier indices**

The case of negative semi-definite Fourier indices violates multiplicity-one, if the Fourier index $T$ is degenerate. In that case, we can recover a multiplicity-two result. We give the details in the following Proposition.

**Proposition 2.6.** Let $T \in \text{Mat}_t^2(\mathbb{R}) \setminus \{0\}$ be negative semi-definite and degenerate. If the function $a_k^{\text{skew}}(T; Y)e(TX)$ is weight $k$ skew-harmonic and also of moderate growth, then $a_k^{\text{skew}}(T; Y)$ is a linear combination of

$$
\det(Y)^{\frac{3}{2} - k} \text{trace}(TY)^{k - 2} e^{-\text{trace}(TY)} 
$$

and

$$
(4\pi \text{trace}(TY))^{-\frac{k}{2}} W_{k-1, k-1} \{4\pi |\text{trace}(TY)| \}.
$$
Let $T \in \text{Mat}_2^t(\mathbb{R})$ be negative definite. If the function $a_k^{\text{skew}}(T; Y) e(TX)$ is weight $k$ skew-harmonic and also of moderate growth, then $a_k^{\text{skew}}(T; Y)$ is unique up to scalar multiples.

**Remark 2.7.** If $T < 0$ and $a_k^{\text{skew}}(T; Y) e(TX)$ is weight $k$ skew-harmonic and also of moderate growth, then one can show that $a_k^{\text{skew}}(T; Y) e(TX)$ is almost anti-holomorphic.

**Proof.** For the semi-definite and degenerate case, we use (33) and (34) of [Maa53]. Using Maass’s notation, weight $k$ skew-harmonic functions $a_k^{\text{skew}}(\frac{1}{2\pi} T; Y) e(\frac{1}{2\pi} TX)$ can be obtained from

$$a_k^{\text{skew}}(T; Y) = \det(Y)^{\frac{3}{2} - \alpha - \beta} \phi(u) + \psi(u),$$

where $u = \text{trace}(-TY)$, $\alpha = k - \frac{1}{2}$, $\beta = \frac{1}{2}$, and $\phi$ and $\psi$ satisfy the following differential equations:

$$u \phi'' + (3 - \alpha - \beta) \phi' + (\alpha - \beta - u) \phi = 0,$$

$$u \psi'' + (\alpha + \beta) \psi' + (\alpha - \beta - u) \psi = 0.$$ 

Exactly as in Theorem 3 of [BRR12] (see also Remark (b) to Theorem 3), we find that the space of solutions of moderate growth to each is one-dimensional, and spanned by

$$u^{k-2} e^{-u} \quad \text{and} \quad (2u)^{-\frac{k}{2}} W_{k-1, \frac{k}{2}}(2u),$$

respectively. When replacing $T$ by $2\pi T$, this settles the case of semi-definite $T$.

Now consider the case that $T < 0$. Starting with (35), (36), and (37) of [Maa53], we have to determine the solutions to

$$\phi''(u) = \left(1 + \frac{2(1-k)}{u} + \frac{(k-1)(k-2)}{u^2}\right) \phi(u).$$

Using, for example, Sage [Sage], one verifies that they are linear combinations of

$$u^{k-1} e^{-u} \quad \text{and} \quad u^{k-1} e^{-u} \gamma(3-2k,-2u),$$

where $\gamma(s,u)$ is the lower incomplete gamma function. Observe that $u = \text{trace}(-TY) > 0$. Therefore, by the relation of $\gamma(s,u)$ and the $M$-Whittaker function in 8.5.1 of [DLMF] and the asymptotic behavior of the $M$-Whittaker function in 13.14.20 of op. cit., the second solution grows exponentially. Hence it can be ruled out. From the first solution, we find that the solutions to

$$\psi'(u) = \frac{1}{u} \phi(u)$$

are linear combinations of

$$1 \quad \text{and} \quad \int_u^\infty t^{k-1} e^{-t} \, dt = \Gamma(k,u).$$
The first one, as in the case of $T > 0$ treated in [BRR12], yields a function $\alpha_k^{\text{skew}}(T; Y)$ that violates the moderate growth condition (see Lemma 3.2 and 3.3 in [Rau12]), after inserting it into (35) of [Maa53]. This leaves us with an at most one-dimensional space of solutions.

Remark 2.8. In the case of negative definite $T$, we do not prove here that $\alpha_k^{\text{skew}}(TY)$ is possibly nonzero. This will only follow from our discussion of the Kohnen limit process for index $m < 0$ in Section 4.2.

Zero Fourier indices The Fourier series coefficients of index $T = (0 0)$ are the most subtle, as they lead to infinite multiplicities. In the context of the present paper, we simplify the exposition by restricting to Fourier coefficients of skew-harmonic Maass-Siegel forms, which allow for a further Fourier expansion in terms of a new set of coordinates. Specifically, we introduce the coordinate $\tilde{\tau} = \tilde{x} + i \tilde{y} \in \mathbb{H}$ parameterizing $Y / \sqrt{\det(Y)}$ as in (30) of [Maa53]. In contrast to [Maa53], we swap the top left and bottom right components for better compatibility with the action of $\text{GL}_2(\mathbb{Z})$ via rot in Proposition 2.9:

$$Y =: \sqrt{\det(Y)} \begin{pmatrix} 1/\sqrt{\tilde{y}} & 0 \\ \tilde{x}/\sqrt{\tilde{y}} & \sqrt{\tilde{y}} \end{pmatrix}. \quad (2.10)$$

For later use, we record the associated coordinate transforms:

$$y = \sqrt{\det(Y)} / \tilde{y}, \quad y' = \sqrt{\det(Y)} (\tilde{x}^2 + \tilde{y}^2) / \tilde{y}, \quad v = \sqrt{\det(Y)} \tilde{x} / \tilde{y};$$
$$\det(Y) = yy' - v^2, \quad \tilde{y} = \sqrt{yy' - v^2} / y, \quad \tilde{x} = v / y. \quad (2.11)$$

We next state how the action of $\text{rot}(\text{GL}_2(\mathbb{R}))$ on functions of $Y$ can be expressed in terms of Möbius transformations on $\tilde{\tau}$. We set

$$\text{Im}^{(2)} := \{ Y \in \text{Mat}_2(\mathbb{R}) : Y > 0 \}, \quad (2.12)$$

and consider a function $\tilde{F} : \text{Im}^{(2)} \to \mathbb{C}$ as a function $F$ on $\mathbb{H}^{(2)}$ via $F(X + i Y) = \tilde{F}(Y)$. In particular, the skew slash action of $\text{rot}(\text{GL}_2(\mathbb{Z}))$ extends to functions on $\text{Im}^{(2)}$.

**Proposition 2.9.** Let $\tilde{F} : \text{Im}^{(2)} \to \mathbb{C}$ and $U \in \text{SL}_2(\mathbb{R})$. Then

$$(\tilde{F}^{\text{skew}} |^k \text{rot}(U))(\text{det}(Y), \tilde{\tau}) = \text{det}(U)^{k-1} \tilde{F}(\text{det}(Y), \tilde{U}\tilde{\tau}) \quad \text{with} \quad \tilde{U} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} U \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad (2.13)$$

where $\tilde{U} \in \text{SL}_2(\mathbb{R})$ acts on $\tilde{\tau}$ by Möbius transformations. Furthermore, we have

$$(\tilde{F}^{\text{skew}} |^k \text{rot}( \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} ))(\text{det}(Y), \tilde{\tau}) = (-1)^{k-1} \tilde{F}(\text{det}(Y), -\tilde{\tau}). \quad (2.14)$$
The skew-Maass lift

\[ \tilde{F}|^\text{skew}_{k} \text{rot}(U))(Y) = \det(U)^{k-1} \tilde{F}(UY^4 U). \]

Hence it suffices to express \( UY^4 U \) in terms of the coordinates in (2.11).

Consider the case \( U \in \text{SL}_2(\mathbb{Z}) \). Recall the isomorphism of \( \text{SL}_2(\mathbb{R}) \)-sets \( \mathbb{H} \cong \text{SL}_2(\mathbb{R})/\text{SO}_2(\mathbb{R}) \) arising from the map \( \text{SL}_2(\mathbb{R}) \to \mathbb{H}, g \mapsto g i \). In particular, for any \( g \in \text{SL}_2(\mathbb{R}) \), we have \( g i = \tau \) if and only if there exists a \( h \in \text{SO}_2(\mathbb{R}) \) such that \( gh = \left( \begin{smallmatrix} \sqrt{T} & x/\sqrt{T} \\ 0 & 1/\sqrt{T} \end{smallmatrix} \right) \). Composing this isomorphism with the map \( \text{SL}_2(\mathbb{R}) \to \text{Mat}_2^a(\mathbb{R}), g \mapsto sg s g s \), with \( s := \left( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right) \), we obtain an \( \text{SL}_2(\mathbb{R}) \)-equivariant embedding

\[
\tilde{\tau} \mapsto \begin{pmatrix} 1/\sqrt{y} & 0 \\ \tilde{x}/\sqrt{y} & \sqrt{y} \end{pmatrix} \begin{pmatrix} 1/\sqrt{y} & \tilde{x}/\sqrt{y} \\ 0 & \sqrt{y} \end{pmatrix} = \begin{pmatrix} 1/\tilde{y} & \tilde{x}/\tilde{y} \\ \tilde{x}/\tilde{y} & \tilde{x}/\tilde{y} + \tilde{y} \end{pmatrix},
\]

where \( \text{SL}_2(\mathbb{R}) \) acts on \( \tilde{\tau} \) by Möbius transformations and on the matrices on the right hand side by \( (g, m) \mapsto sg s m s g s \). This establishes the first statement.

If \( U = \left( \begin{smallmatrix} -1 & 0 \\ 0 & 1 \end{smallmatrix} \right) \), then

\[
\begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} = \sqrt{\det(Y)} \begin{pmatrix} -1/\sqrt{y} & 0 \\ \tilde{x}/\sqrt{y} & \sqrt{y} \end{pmatrix} \begin{pmatrix} 1/\sqrt{y} & \tilde{x}/\sqrt{y} \\ 0 & \sqrt{y} \end{pmatrix} = \sqrt{\det(Y)} \begin{pmatrix} 1/\sqrt{y} & 0 \\ -\tilde{x}/\sqrt{y} & \sqrt{y} \end{pmatrix} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1/\sqrt{y} & -\tilde{x}/\sqrt{y} \\ 0 & \sqrt{y} \end{pmatrix} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1/\sqrt{y} & \tilde{x}/\sqrt{y} \\ 0 & \sqrt{y} \end{pmatrix}.
\]

This confirms the second statement, since \( -\tilde{\tau} = -\tilde{x} + i\tilde{y} \).

Consider the Fourier series coefficient \( c(F; (0 0); Y) \) of a skew-harmonic Siegel modular form \( F \). Modular invariance of \( F \) implies that

\[ c(F; (0 0); Y) = c(F; (0 0); Y)|^\text{skew}_{k} \text{rot}(U). \]

Express \( Y \) in terms of \( \det(Y) \) and \( \tilde{\tau} \) as in (2.10). Then Proposition 2.9 (with \( U = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) \)) asserts that

\[ c(F; (0 0); \det(Y), \tilde{\tau}) = c(F; (0 0); \det(Y), \tilde{\tau})|^\text{skew}_{k} \text{rot}(U) \]

\[ = c(F; (0 0); \det(Y), \left( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right) \tilde{\tau}) = c(F; (0 0); \det(Y), \tilde{\tau} + 1), \]

i.e., \( c(F; (0 0); Y) \) is periodic with respect to \( \tilde{x} \).

Multiplicity-one fails for \( T = \left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right) \) (cf. the initial remarks in Section 5). The next proposition provides a replacement for it via a Fourier series expansion with respect to \( \tilde{x} \).
Proposition 2.10. If the function \( a^\text{skew}_k((0 0); Y) \) is weight \( k \) skew-harmonic and also of moderate growth, then it can be written as a linear combination of

\[
1 \quad \text{and} \quad \det(Y)^{\frac{1-k}{2}} c((0 0)_{(1)}; \gamma; \bar{\tau}),
\]

where \( c((0 0)_{(1)}; \gamma; \bar{\tau}) \) has eigenvalue \((k-1)(2-k)\) under the elliptic weight \( 0 \) Laplace operator \( \Delta_0 = -y^2 (\partial_x^2 + \partial_y^2) \), i.e., \( c((0 0)_{(1)}; \gamma; \bar{\tau}) \) has spectral parameter \( k-1 \) or \( 2-k \).

Furthermore, assume that

\[
c((0 0)_{(1)}; \gamma; \bar{\tau}) |^{\text{skew}}_{k} \text{rot}((1 \bar{h})) = c((0 0)_{(1)}; \tau)
\]

for all \( b \in \mathbb{Z} \). Then \( c((0 0)_{(1)}; \gamma; \bar{\tau}) \) has the following Fourier expansion:

\[
c((0 0)_{(1)}; 0(0)) y^{k-1} + c((0 0)_{(1)}; 0(1)) y^{2-k} + \sum_{\hat{n} \in \mathbb{Z} \setminus \{0\}} c((0 0)_{(1)}; \hat{n}) (4\pi |\hat{n}| y)^{\frac{1}{2}} K_{k-\frac{1}{2}} (2\pi |\hat{n}| y) e(\hat{n} \hat{x}).
\]

Moreover, if

\[
c((0 0)_{(1)}; \gamma; \bar{\tau}) |^{\text{skew}}_{k} \text{rot}(U) = c((0 0)_{(1)}; \gamma; \bar{\tau})
\]

for all \( U \in \text{GL}_2(\mathbb{Z}) \), then

\[
c((0 0)_{(1)}; \gamma; \bar{\tau}) = c((0 0)_{(1)}; \gamma) E_0(k-1, \bar{\tau}) = c((0 0)_{(1)}; \gamma) \sum_{\gamma \in \Gamma_{\infty} \setminus \text{SL}_2(\mathbb{Z})} \text{Im}(\gamma \bar{\tau})^{k-1},
\]

where as before \( \gamma \bar{\tau} \) is the usual Möbius transformation. In particular,

\[
c((0 0)_{(1)}; 0(0)) = c((0 0)_{(1)}; \gamma); \quad c((0 0)_{(1)}; 0(1)) = c((0 0)_{(1)}; \gamma) \sqrt{\pi \Gamma(k-\frac{3}{2}) \zeta(2k-3)} \frac{\Gamma(k-1) \zeta(2k-2)}{\Gamma(1-k) \zeta(2k-2)}; \quad c((0 0)_{(1)}; \hat{n}) = c((0 0)_{(1)}; \gamma) \pi^{k-\frac{1}{2}} \frac{\Gamma(1-k) \zeta(2k-2)}{\Gamma(k-1) \zeta(2k-2)} |\hat{n}|^{1-k} \sigma_{2k-3}(|\hat{n}|), \quad \text{if } \hat{n} \neq 0.
\]

Proof. Note that (2.15) follows directly from (31) and (32) of [Maa53], since \( \det(Y)^{\frac{3}{2}-k} \) does not vanish under \( \xi_{k}^{\text{skew}} \). Equation (2.15) together with the translation invariance with respect to \( x \) yields (2.16). Finally, to establish (2.17), we can use the fact that \( c((0 0)_{(1)}; \gamma; \bar{\tau}) \) is an elliptic Maass form with Laplace eigenvalue \((k-1)(2-k)\). The space of such Maass forms is one-dimensional by Theorem 31 of [Maa64] and spanned by \( E_0(k-1, \bar{\tau}) \). The Fourier series expansion of \( E_0(k-1, \bar{\tau}) \) can be recovered from Lemma 1.2 by using the relation \( K_v(z) = \sqrt{\pi/2z} W_{0,v}(2z) \). \( \blacksquare \)
Normalization of and notation for Fourier series coefficients

For the remainder of this paper, if $T \neq 0$ is non-degenerate or positive semi-definite, we set

$$a_k^{\text{skew}}(TY) := a_k^{\text{skew}}(T; Y),$$

suppressing the dependence on the signature of $T$ from our notation. For convenience, we will also use the notation

$$a_k^{\text{skew}}(TZ) := a_k^{\text{skew}}(TY) e(TX).$$

For positive semi-definite $T$, we choose the normalization

$$a_k^{\text{skew}}(TY) := (4\pi \text{trace}(TY))^{\frac{k}{2}} W_{\frac{k-1}{2}, \frac{k-1}{2}} (4\pi \text{trace}(TY)).$$

(2.19)

If $T$ is negative semi-definite and degenerate, then we have to distinguish two Fourier coefficients. We follow a convention from Eisenstein series and amend the index $T$ with subscripts (0) and (1):

$$a_k^{\text{skew}}(T(0) Y) := a_k^{\text{skew}}(T(0); Y) := (4\pi |\text{trace}(TY)|)^{\frac{k}{2}} W_{\frac{k-1}{2}, \frac{k-1}{2}} (4\pi |\text{trace}(TY)|)$$

and

$$a_k^{\text{skew}}(T(1) Y) := a_k^{\text{skew}}(T(1); Y) := \det(Y)^{\frac{3}{2} - k} |4\pi \text{trace}(TY)|^{k-2} e^{-2\pi |\text{trace}(TY)|}.$$  

(2.20)

Also in this case, we write

$$a_k^{\text{skew}}(T(0) Z) := a_k^{\text{skew}}(T(0) Y) e(TX) \quad \text{and} \quad a_k^{\text{skew}}(T(1) Z) := a_k^{\text{skew}}(T(1) Y) e(TX).$$

(2.21)

For $T = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$, we agree on the following notation for the functions in Proposition 2.10:

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}; Y \right) := 1,$$

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}(0); Y \right) := \det(Y)^{\frac{1}{2} - k} y^{k-1} = y^{1-k},$$

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}(1); Y \right) := \det(Y)^{\frac{1}{2} - k} y^{2-k} = \det(Y)^{\frac{3}{2} - k} y^{k-2},$$

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}(1), \tilde{n}; Y \right) := \det(Y)^{\frac{1}{2} - k} (4\pi |\tilde{n}| \tilde{y})^{\frac{1}{2}} K_{\frac{k-1}{2}} (2\pi |\tilde{n}| \tilde{y}) e(\tilde{n}\tilde{x}) \quad (\tilde{n} \neq 0).$$

(2.22)

To emphasize the role of the last three coefficients as Fourier coefficients of a modular form that depend only on $Y$, we set

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}(1), 0(0); \tilde{y} \right) := \tilde{y}^{k-1},$$

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}(1), 0(0); \tilde{y} \right) := \tilde{y}^{2-k},$$

$$a_k^{\text{skew}}\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}(1), \tilde{n}; \tilde{y} \right) := (4\pi |\tilde{n}| \tilde{y})^{\frac{1}{2}} K_{\frac{k-1}{2}} (2\pi |\tilde{n}| \tilde{y}) \quad (\tilde{n} \neq 0).$$

(2.23)

Note that the last coefficient does not feature $e(\tilde{n}\tilde{x})$, while the corresponding one in (2.24) does.
We do not give an explicit formula for \( a^\text{skew}_k(T Y) \) if \( T = \left( \frac{n}{r/2} \frac{r/2}{m} \right) \) is indefinite or negative definite. If \( T \) is indefinite and \( m > 0 \), we normalize it via the Kohnen limit process \( \text{Klim}^\text{skew}_{k,m} \) defined in Section 4:

\[
\text{Klim}^\text{skew}_{k,m} \left( a^\text{skew}_k \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) Y \right) \right) = a^\text{Iskew}_m \left( n, r; y \right) e(r \cdot v), \tag{2.26}
\]

where \( a^\text{Iskew}_m(n, r; y) \) will be defined in (3.11). Since \( a^\text{skew}_k(T Y) \) depends only on the product of \( T \) and \( Y \), since the Kohnen limit process is injective for positive \( m \) (see Proposition 4.3), and since the Kohnen limit process is covariant with respect to the action of diag(1, \( a \), 1, 1/\( a \)) (see Proposition 4.2), this fixes a unique normalization for all indefinite \( T \). Similarly, for negative definite \( T \) (and consequentially \( m < 0 \)), we choose a normalization by

\[
\text{Klim}^\text{skew}_{k,m} \left( a^\text{skew}_k \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) Y \right) \right) = a^\text{Jskew}_{2-k,|m|} \left( -n, -r; y \right) e(r \cdot v), \tag{2.27}
\]

where \( a^\text{Jskew}_{2-k,|m|}(-n, -r; y) \) will be defined in (3.28).

### 3 Jacobi forms

#### 3.1 Preliminaries

Eichler and Zagier’s book [EZ85] is the standard reference to the classical theory of Jacobi forms. Following our global convention, we assume throughout that \( k > 3 \) is an odd integer, although several definitions and statements in this section extend to \( k \in \mathbb{Z} \).

**The Jacobi group** Let \( G^J := \text{SL}_2(\mathbb{R}) \ltimes (\mathbb{R}^2 \ltimes \mathbb{R}) \) be the real Jacobi group (see [EZ85] or [BS98], for details), and let \( g^J = \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \lambda, \mu, \kappa \right) \in G^J \) be a typical element. The extended Jacobi group as a set is

\[
\text{SL}_2(\mathbb{Z}) \ltimes (\mathbb{Z}^2 \ltimes \mathbb{Z}) \subset G^J.
\]

The usual Jacobi group \( \Gamma^J \) is the quotient of the extend Jacobi group by its center:

\[
\Gamma^J = \text{SL}_2(\mathbb{Z}) \ltimes \mathbb{Z}^2.
\]

We write \( \gamma^J = \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \lambda, \mu \right) \in \Gamma^J \) for a typical element. Let

\[
\Gamma^J_\infty := \{ (\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}, 0, \mu) \in \Gamma^J \}
\]

be the Jacobi parabolic subgroup of \( \Gamma^J \).

Recall that the real Jacobi group can be embedded into \( \text{Sp}_2(\mathbb{R}) \) (see page 74 of [EZ85]) by

\[
\text{up} : G^J \rightarrow \text{Sp}_2(\mathbb{R}), \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \lambda, \mu \right) \mapsto \begin{pmatrix} a & 0 & b \\ a\lambda + c\mu & 1 & b\mu + d\mu \\ c & 0 & d \end{pmatrix},
\]

where \( \lambda, \mu \in \mathbb{R} \) and the determinant is \( \lambda^2 + \mu^2 = 1 \).
extending the embedding up : SL₂(ℝ) → Sp₂(ℝ) in (2.1).

The real Jacobi group acts on the Jacobi upper half space

$$\mathcal{H}^J := \mathcal{H} \times \mathbb{C} = \{(r, z) \in \mathbb{C}^2 : \text{Im}(r) > 0\}$$

by

$$\left(\begin{array}{cccc} a & b & \lambda & \mu \\ c & d & \kappa & \mu \end{array}\right), \tau, z \mapsto \left(\begin{array}{c} \frac{a\tau + b}{ct + d} \frac{z + \lambda\tau + \mu}{ct + d} \end{array}\right).$$

This action factors through $\Gamma^J$.

**Classical slash actions**  If $m \in \mathbb{C}$, then

$$\alpha^J_m g^J, \tau, z = e \left( m \left( \frac{-c(z + \lambda\tau + \mu)^2}{ct + d} + 2\lambda z + \lambda^2 \tau + \lambda\mu + \kappa \right) \right)$$

is a 1-cocyle with values in $C^\infty(\mathcal{H}^J)$. If $m \in \mathbb{Z}$, then it factors through $\Gamma^J$.

The skew-Jacobi slash action of the real Jacobi group is defined for $\phi : \mathbb{H}^J \to \mathbb{C}$ and $m \in \mathbb{C}$:

$$\left(\phi\right|_{k, m}^{\text{skew}} g^J, \tau, z := |ct + d|^{-1} (ct + d)^{-1} \alpha^J_m (g^J, \tau, z) \phi(g^J, \tau, z).$$

If $m \in \mathbb{Z}$, then this action factors through $\Gamma^J$.

**Extension of the slash action**  Observe (3.1) and consider the real Jacobi group as a subgroup of Sp₂(ℝ). Write GL₂(ℝ) ⊂ GL₂(ℝ) for the lower triangular matrices of positive determinant. These matrices can be embedded into Sp₂(ℝ) via the map rot in (2.1). Explicitly, viewed as a subgroup of Sp₂(ℝ), the group $G^J \text{rot}(GL₂^J(ℝ)) \subset \text{Sp}_2(ℝ)$ consists of matrices of the form

$$\begin{pmatrix} * & 0 & * & * \\ 0 & * & * & * \\ 0 & 0 & * & * \\ 0 & 0 & 0 & * \end{pmatrix}.$$

We wish to assign a meaning to

$$\left(\phi\right|_{k, m}^{\text{skew}} g$$

for any $g \in G^J \text{rot}(GL₂^J(ℝ)) \subset \text{Sp}_2(ℝ)$.

Note that representatives for the quotient $G^J \backslash G^J \text{rot}(GL₂^J(ℝ))$ are given by diagonal matrices $g = \text{diag}(1, a, 1, d)$ with $a, d \in \mathbb{R}_{>0}$ and $ad = 1$. For any such $g$, $\phi : \mathbb{H}^J \to \mathbb{C}$, and $m \in \mathbb{C}$ set

$$\left(\phi\right|_{k, m}^{\text{skew}} g)(\tau, z) = a^k \phi(\tau, az),$$

which is not an action in the strict sense. Specifically, we have the covariance

$$\left(\phi\right|_{k, m}^{\text{skew}} g^J) |_{k, m}^{\text{skew}} g = \left(\phi\right|_{k, m}^{\text{skew}} g^J |_{k, a^2 m}^{\text{skew}} (g^{-1} g^J) \text{ for all } g^J \in G^J.$$

If $g' \in G^J \text{rot}(GL₂^J(ℝ))$, then decompose $g' = g^J g$ with $g^J \in G^J$ and $g = \text{diag}(1, a, 1, d)$ as before, and define

$$\left(\phi\right|_{k, m}^{\text{skew}} g' := \left(\phi\right|_{k, m}^{\text{skew}} g^J |_{k, m}^{\text{skew}} g.$$ (3.3)
**Differential operators**  Recall that $k > 3$ is throughout an odd integer. In this section, we consider arbitrary integral weights, which we denote by $\kappa$. The heat operator of index $m \in \mathbb{C}^\times$ is defined by

$$L_m := 8\pi im\partial_\tau - \partial_z^2.$$  

The skew-Jacobi raising operator

$$R^{\text{skew}}_\kappa := \partial_\tau + vy^{-1}\partial_\tau + \frac{i}{2}(\kappa - \frac{1}{2})y^{-1}, \quad (3.4)$$

denoted by $X^{\text{sk},m}_{\kappa}$ in [BRR15], is covariant with respect to the skew-Jacobi slash action. More precisely, if $\phi \in C^\infty(\mathbb{H})$, then

$$R^{\text{skew}}_\kappa(\phi|_{J^{\text{skew}}\kappa,m}^{g^J}) = (R^{\text{skew}}_\kappa\phi)|_{J^{\text{skew}}\kappa,m}^{g^J} \quad \text{for all } g^J \in G^J.$$  

Similarly, the skew-Jacobi lowering operator

$$L^{\text{skew}}_\kappa := L^{\text{skew}} := y^2\partial_\tau + yv\partial_z + 2imv^2 - \frac{i}{4}y, \quad (3.5)$$

denoted by $X^{\text{sk},m}_+\kappa$ in [BRR15], satisfies

$$L^{\text{skew}}(\phi|_{J^{\text{skew}}\kappa,m}^{g^J}) = (L^{\text{skew}}\phi)|_{J^{\text{skew}}\kappa,m}^{g^J} \quad \text{for all } g^J \in G^J.$$  

As differential operators, we have the following commutation law:

$$[L^{\text{skew}}, R^{\text{skew}}] = L_{\kappa+2}^{\text{skew}} R^{\text{skew}}_\kappa - R^{\text{skew}}_{\kappa-2} L^{\text{skew}}_\kappa = \frac{1}{4}(\frac{3}{2} - \kappa). \quad (3.6)$$

The definition of harmonic Maass-Jacobi forms will require the following operators:

$$\Delta^{\text{skew}}_\kappa := R^{\text{skew}}_{\kappa-2} L^{\text{skew}}_\kappa, \quad R^{\text{skew}}_\kappa := y^{\frac{3}{2} - \kappa} \xi^{\text{skew}}_{1-\kappa} y^{\kappa-\frac{1}{2}}, \quad L^{\text{skew}}_\kappa := y^{\frac{5}{2} - \kappa} R^{\text{skew}}_{1-\kappa} y^{\kappa-\frac{1}{2}}. \quad (3.7)$$

Observe that the last two operators agree with the corresponding ones in [BRR15] only up to nonzero scalar multiples. The first one, the weight $\kappa$ cubic Jacobi-Casimir operator, only agrees with the one in [BR10; BRR15] for functions that are holomorphic in $z$. The Jacobi $\xi$-operator acting on $J^{3-k,m}_3$, can be expressed as

$$\xi^{\text{skew}}_{3-k} := -2i R^{\text{skew}}_{k-2} \circ y^{\frac{3}{2} - k}. \quad (3.8)$$

For $h \in \mathbb{Z}_{>0}$, we set $R^{\text{skew}}_h := R^{\text{skew}}_{k+2h-2} \circ \cdots \circ R^{\text{skew}}_k$. By abuse of notation, we sometimes suppress the weight from the notation, and simply write $R^{\text{skew}}_h$. We use analogous notation for the other covariant differential operators in (3.5) and (3.7).
3.2 Skew-holomorphic Jacobi forms  Skoruppa [Sko90a; Sko90b] introduced skew-holomorphic Jacobi forms.

**Definition 3.1.** Let \( m \in \mathbb{Z} \). A smooth function \( \phi : \mathbb{H} \rightarrow \mathbb{C} \) is a skew-holomorphic Jacobi form of weight \( k \) and index \( m \) if

(i) \( \phi|_{k,m}^\gamma = \phi \) for all \( \gamma \in \Gamma^l \).

(ii) \( L_m \phi = 0 \) and \( \phi(\tau, z) \) is holomorphic in \( z \).

(iii) For all \( \lambda, \mu \in \mathbb{Q} \), the function \( \phi|_{k,m}^{\left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right), \lambda, \mu, 0} \)(\( \tau, 0 \)) = O(1) \) as \( y \rightarrow \infty \).

If, in addition, the asymptotic in (iii) vanishes, then \( \phi \) is a cusp form.

We write \( J_{k,m}^{\text{skew}} \) for the space of skew-holomorphic Jacobi forms of weight \( k \) and index \( m \). Note that if \( m < 0 \), then \( J_{k,m}^{\text{skew}} = \{0\} \).

The skew-holomorphic Jacobi-Eisenstein

\[
E_{k,m}^{\text{skew}}(\tau, z) := \sum_{\gamma \in \Gamma^l \setminus \Gamma} \phi|_{k,m}^{\gamma} e^{(nx + r z)}
\]  

is a basic example of a form in \( J_{k,m}^{\text{skew}} \) if \( m > 0 \).

**Fourier series expansions**  Skew-holomorphic Jacobi forms have Fourier series expansions of the form

\[
\phi(\tau, z) = \sum_{\substack{n, r \in \mathbb{Z} \\
D:=4mn-r^2\leq 0}} c(\phi; n, r) a_{n,m}^{\text{skew}}(n, r; y)e(nx + rz),
\]

where

\[
a_{n,m}^{\text{skew}}(n, r; y) := \exp\left(-2\pi(n - \frac{D}{2m})y\right)
\]

is as in Section 2.1. If the Fourier series expansion in (3.10) is only over \( D < 0 \), then \( \phi \) is a skew-holomorphic Jacobi cusp form of weight \( k \) and index \( m \).

We use the action in (3.3) of \( \text{rot}(GL_2(\mathbb{R})) \subset \text{rot}(GL_2(\mathbb{R})) \) to compare Fourier series coefficients of different skew-holomorphic Jacobi forms.

**Lemma 3.2.** Suppose that \( U \in GL_2(\mathbb{R}) \) such that

\[
\begin{pmatrix} n & r/2 \\ r/2 & m \end{pmatrix} U = \begin{pmatrix} m & r/2 \\ r/2 & n \end{pmatrix}.
\]

Then

\[
m^{-\frac{k}{2}} a_{n,m}^{\text{skew}}(n, r; y)e(r i v)|_{k,m}^{\text{skew}} \text{rot}(U) = n^{-\frac{k}{2}} a_{n}^{\text{skew}}(m, r; y)e(r i v),
\]
where \( z = u + i v \) is as in Section 2.1. In particular, if \( \phi \in J_{k,m}^{\text{skew}} \) and \( \phi' \in J_{k,n}^{\text{skew}} \), then \( c(\phi; n, r) = c(\phi'; m, r) \) if and only if

\[
c(\phi; n, r) m \frac{-k}{n} a_m(n, r; y) e(r i v) J_{k,m}^{\text{skew}}(y) = c(\phi'; m, r) n \frac{-k}{m} a_n(m, r; y) e(r i v).
\]

**Proof.** This follows from the transformation behavior of \( a_m^{\text{skew}} \).

**Hecke operators for skew-holomorphic Jacobi forms** If \( l > 0 \), then the definitions of the usual Jacobi-Hecke operator \( U_l \) and \( V_l \) extend to the skew-holomorphic case. If \( \phi \in J_{k,m}^{\text{skew}} \) and \( l > 0 \), then

\[
(\phi |_{k,m}^{\text{skew}} U_l)(\tau, z) := \phi(\tau, l z)
\]

and

\[
(\phi |_{k,m}^{\text{skew}} V_l)(\tau, z) := l^{k-1} \sum_{\substack{|a| \leq l \mod l \alpha \in \mathbb{Q}}} (l/a)^{-k} \phi\left(\frac{at + b}{l}, az\right). \tag{3.13}
\]

Analogous to Theorem 4.2 of [EZ85] one finds that if \( \phi \in J_{k,1}^{\text{skew}} \), then

\[
c(\phi |_{k,1}^{\text{skew}} V_m; n, r) = \sum_{0 < d | \text{gcd}(n, r, m)} d^{k-1} c\left(\phi; \frac{mn}{d^2}, \frac{r}{d}\right). \tag{3.14}
\]

### 3.3 Harmonic Maass-Jacobi forms and almost skew-harmonic Maass-Jacobi forms

We start by defining harmonic Maass-Jacobi forms, which were first introduced in [BR10].

**Definition 3.3.** For \( m \in \mathbb{Z} \), a harmonic Maass-Jacobi form of weight \( 3 - k \) and Jacobi index \( m \) is a smooth function \( \phi : \mathbb{H}^I \to \mathbb{C} \) that satisfies

(i) \( \phi |_{3-k,m}^{\text{skew}} \gamma = \phi \) for all \( \gamma \in \Gamma^I \).

(ii) \( \Delta_{3-k} \phi = 0 \) and \( \phi(\tau, z) \) is holomorphic in \( z \).

(iii) For all \( \lambda, \mu \in \mathbb{Q} \), the function \( \phi |_{3-k,m}^{\text{skew}} \left( \left( \begin{array}{cc} 1 & 0 \\ \lambda & \mu \end{array} \right), \tau, 0 \right) = \Theta(y^a) \) for some \( a \in \mathbb{R} \) as \( y \to \infty \).

The space of such functions will be denoted by \( J_{3-k,m} \). Note that if \( m < 0 \), then \( J_{3-k,m} = \{0\} \). By definition, elements of \( J_{3-k,m} \) have moderate growth but no singularities, and hence (using the theta decomposition, spectral theory, and our assumption \( k > 3 \)) one can show that they are scalar multiples of Eisenstein series.
where $E$ spanned by the Eisenstein series $J$ analogue of Theorem 31 in [Maa64], one finds that

\[ \sum_{n, r \in \mathbb{Z}} c(\phi; n(0), r) a_{3-k,m}^J(n(0), r; y) e(nx + rz) + \sum_{n, r \in \mathbb{Z}} c(\phi; n(1), r) a_{3-k,m}^J(n(1), r; y) e(nx + rz) + \sum_{n, r \in \mathbb{Z}} c(\phi; n, r) a_{3-k,m}^J(n, r; y) e(nx + rz), \quad (3.15) \]

where we always write $D := 4mn - r^2$, and where

\[
\begin{align*}
a_{3-k,m}^J(n(0), r; y) &:= e(ny) = \exp \left( -\pi \frac{r^2}{2m} y \right) \quad \text{for } D = 0, \quad (3.16) \\
a_{3-k,m}^J(n(1), r; y) &:= y^{k-\frac{1}{2}} e(ny) = y^{k-\frac{3}{2}} \exp \left( -\pi \frac{r^2}{2m} y \right) \quad \text{for } D = 0, \quad (3.17) \\
a_{3-k,m}^J(n, r; y) &:= e(ny) \quad \text{for } D > 0. \quad (3.18) \\
a_{3-k,m}^J(n, r; y) &:= \Gamma \left( \frac{3}{2} - k, \frac{\pi |D| y}{m} \right) e(ny) \quad \text{for } D < 0. \quad (3.19)
\end{align*}
\]

Almost harmonic Maass-Jacobi forms Multiplication by $y^{\frac{3}{2}-k}$ and $(k-2)$-fold iteration of $L^{\text{skew}}$ yields another type of real-analytic skew-Jacobi form. Because of the particular role these Jacobi forms play in the context of the Kohnen limit process for negative Fourier-Jacobi indices, we introduce extra notation for them:

\[
\mathcal{J}_{2-k,m}^{\text{skew}} := \left( L^{\text{skew}} \right)^{k-2} \left( y^{\frac{5}{2}-k} J_{3-k,m} \right) = R_{3-k}^{\frac{3}{2}} \left( J_{3-k,m} \right), \quad (3.20)
\]

where

\[
R_{3-k}^{\frac{3}{2}} := \frac{(-1)^{k-2}}{\Gamma \left( k - \frac{1}{2} \right)} \left( L^{\text{skew}} \right)^{k-2} \circ y^{\frac{5}{2}-k}. \quad (3.21)
\]

Note that $R_{3-k}^{\frac{3}{2}}$ is normalized such that it maps the standard Eisenstein series in $J_{3-k,m}$ to the standard Eisenstein series in $\mathcal{J}_{2-k,m}^{\text{skew}}$ (see (3.32)).

Remark 3.4. The elements of $\mathcal{J}_{2-k,m}^{\text{skew}}$ could be called almost skew-harmonic Maass-Jacobi forms, i.e., the skew-Jacobi form analogues of almost harmonic Maass forms in [BF14]. When combining the theta decomposition of elements in $\mathcal{J}_{2-k,m}^{\text{skew}}$ with the half-integral weight analogue of Theorem 31 in [Maa64], one finds that $\mathcal{J}_{2-k,m}^{\text{skew}}$ consists only of Eisenstein series.

Similarly, $J_{3-k,m}$ consists only of Eisenstein series. In particular, if $m = 1$, then $J_{3-k,1}$ is spanned by the Eisenstein series $E_{3-k,1}^J$ defined in (3.30).
In the following we only consider weights and Laplace eigenvalues for which the lowering operator is invertible. Hence we obtain an isomorphism between $\mathcal{J}^{\text{skew}}_{2-k,m}$ and $\mathcal{J}_{3-k,m}$.

**Proposition 3.5.** The following diagram is commutative up to multiplication with nonzero scalars.

\[
\begin{array}{ccc}
\mathcal{J}_{3-k,m} & \xrightarrow{y^{k-\frac{3}{2}} \circ (R^{\text{skew}})^{k-2}} & \mathcal{J}^{\text{skew}}_{2-k,m} \\
\end{array}
\]

**Proof.** It suffices to show that

\[
y^{k-\frac{3}{2}} \circ (R^{\text{skew}})^{k-2} \circ (L^{\text{skew}})^{k-2} \circ y^{\frac{3}{2}-k} = L^{j} \circ R^{1-i}_{3-k}
\]

acts on $\mathcal{J}_{3-k,m}$ by a nonzero scalar. For convenience, if $\kappa \in \mathbb{Z}$, then we set

\[
\alpha_{\kappa} := L^{1}_{\kappa+2} R^{1}_{\kappa} - R^{1}_{\kappa-2} L^{1}_{\kappa} = \frac{1}{4} (\kappa - \frac{3}{2}).
\]

Observe that for $h \in \mathbb{Z}_{>0}$, $h' \in \mathbb{Z}_{>0}$, and $\kappa \in \mathbb{Z}$, we have

\[
R^{1}_{\kappa+2h-2} \circ L^{j} \circ R^{1}_{\kappa} = R^{1}_{\kappa+2h-4} \circ L^{j} \circ R^{1}_{\kappa-1} + \alpha_{\kappa+2h-2} R^{1}_{\kappa}.
\]

Inducing on $h \in \mathbb{Z}_{\geq 0}$, we find that

\[
L^{j} \circ R^{1}_{\kappa} = R^{1}_{\kappa-2} \circ L^{j} + \sum_{i=0}^{h-1} \alpha_{\kappa+2i} R^{1}_{\kappa-1}.
\]

With this formula in place, we can once more induce on $h \in \mathbb{Z}_{>0}$ to discover that

\[
L^{j} \circ R^{1}_{\kappa} = L^{1}_{h-1} \circ L^{j} \circ R^{1}_{\kappa} = L^{1}_{h-1} \circ R^{1}_{\kappa-1} \circ \left( \sum_{i=0}^{h-1} \alpha_{\kappa+2i} \right) = \prod_{j=1}^{h} \left( \Delta^{1}_{\kappa} + \sum_{i=0}^{j-1} \alpha_{\kappa+2i} \right).
\]

Letting $\kappa = 3 - k$ and $h = k - 2$, and observing that $\Delta^{1}_{3-k}$ annihilates $\mathcal{J}_{3-k,m}$, we see that

\[
\left( L^{j} \circ R^{1}_{3-k} \right) \mathcal{J}_{3-k,m} = \left( \prod_{j=1}^{k-2} \sum_{i=0}^{j-1} \alpha_{3-k+2i} \right) \mathcal{J}_{3-k,m}.
\]

(3.23)

For general $j \in \mathbb{Z}_{>0}$, we have

\[
\sum_{i=0}^{j-1} \alpha_{3-k+2i} = \frac{1}{4} \sum_{i=0}^{j-1} \left( (3 - k + 2i) - \frac{3}{2} \right) = \frac{1}{4} \left( \frac{j(j-1)}{2} - \frac{2k-3}{2} \right) = \frac{j}{4} \left( \frac{j-1}{2} - \frac{2k-3}{2} \right),
\]

which is nonzero for any $j \in \mathbb{Z}$. We conclude that (3.22) acts by a nonzero scalar on $\mathcal{J}_{3-k,m}$. ■

**Remark 3.6.** For later purposes (see (3.33)), we record that the last computation of the previous proof shows that

\[
\left( L^{j} \circ R^{1}_{3-k} \right) \mathcal{J}_{3-k,m} = 2^{4-2k} \Gamma(k-1) \Gamma\left(\frac{1}{2}\right) / \Gamma\left(\frac{3}{2} - k\right) \mathcal{J}_{3-k,m}.
\]

(3.24)
Fourier expansions of almost skew-harmonic Maass-Jacobi forms  Every $\phi \in \mathcal{J}^{\text{skew}}_{2-k,m}$ has a Fourier series expansion of the form

$$
\sum_{n,r \in \mathbb{Z} \atop D=0} c(\phi; n(0), r) a_{2-k,m}^{\text{skew}}(n(0), r; y) e(nx + rz)
+ \sum_{n,r \in \mathbb{Z} \atop D=0} c(\phi; n(1), r) a_{2-k,m}^{\text{skew}}(n(1), r; y) e(nx + rz)
+ \sum_{n,r \in \mathbb{Z} \atop D \neq 0} c(\phi; n, r) a_{2-k,m}^{\text{skew}}(n, r; y) e(nx + rz), \tag{3.25}
$$

where as before $D := 4mn - r^2$ and where

$$
a_{2-k,m}^{\text{skew}}(n(0), r; y) := y^{k-1} \exp\left(-\frac{\pi r^2}{2m}\right) \quad \text{for } D = 0, \tag{3.26}
a_{2-k,m}^{\text{skew}}(n(1), r; y) := y^{\frac{3}{2}} \exp\left(-\frac{\pi r^2}{2m}\right) \quad \text{for } D = 0, \tag{3.27}
a_{2-k,m}^{\text{skew}}(n, r; y) := \frac{R_{3-k}^{\text{skew}}(a_{3-k,m}^{\text{skew}}(n, r; y) e(nx + rz))}{e(nx + rz)} \quad \text{for } D \neq 0. \tag{3.28}
$$

For $D = 0$, we have defined $a_{2-k,m}^{\text{skew}}(n(0), r; y)$ and $a_{2-k,m}^{\text{skew}}(n(1), r; y)$ in such a way that they match the corresponding Fourier series coefficients of skew-harmonic Maass-Siegel modular forms (cf. Lemma 4.10). This incurs that the subscripts of Fourier series coefficients change under the raising operator. For example, $R_{3-k}^{\text{skew}} a_{3-k,m}^{\text{skew}}(n(1), r; y)$ is a scalar multiple of $a_{3-k,m}^{\text{skew}}(n(0), r; y)$.

Connection to skew-holomorphic Jacobi forms  Recall that the $\xi$-operator in [BR10; BRR15] maps harmonic Maass-Jacobi forms to skew-holomorphic Jacobi forms. Since elements of $\mathcal{J}_{3-k,m}$ are holomorphic in $z$, Equation (10) of [BRR15] shows that there exists a map

$$
y^{-\frac{1}{2}-k} L_{2-k}^I : \mathcal{J}_{3-k,m} \rightarrow J_{k,m}^{\text{skew}}.
$$

Proposition 3.5 and the fact that $\Lambda_{3-k}^{(1)} \mathcal{J}_{3-k,m} = 0$ allow us to find the corresponding map from almost skew-harmonic Maass-Jacobi forms to skew-holomorphic Jacobi forms:

$$
R_{2-k}^{\text{skew}} := (-1)^{1-k} 2^{k-1} \frac{\pi^2}{\Gamma(k - \frac{1}{2})} (R_{2-k}^{\text{skew}})^{k-1} : \mathcal{J}_{2-k,m}^{\text{skew}} \rightarrow J_{k,m}^{\text{skew}}. \tag{3.29}
$$

Analogous to the normalization of $R_{3-k}^{\text{skew}}$, we have normalized $R_{2-k}^{\text{skew}}$ in such a way that it maps standard Eisenstein series to standard Eisenstein series.
Using (3.21), (3.29), and (3.24), we find that for a function \( \phi \) of Definition 3.3, we have

\[
E_{3-k,m}^\mathcal{J} := \sum_{\gamma \in \mathbb{H} \cap \mathbb{Z}^d} y^{k-\frac{1}{2}} |_{3-k,m} \gamma \in \mathcal{J}_{3-k,m} \quad (3.30)
\]

\[
E_{2-k,m}^{\mathcal{J}_{\text{skew}}} := \sum_{\gamma \in \mathbb{H} \cap \mathbb{Z}^d} y^{k-1} |_{2-k,m} \gamma \in \mathcal{J}_{2-k,m}^{\text{skew}} \quad (3.31)
\]

The defining expressions directly imply that

\[
R_{3-k}^\mathcal{J} E_{3-k,m}^\mathcal{J} = E_{2-k,m}^{\mathcal{J}_{\text{skew}}} \quad \text{and} \quad R_{2-k}^{\mathcal{J}_{\text{skew}}} E_{2-k,m}^{\mathcal{J}_{\text{skew}}} = E_{k,m}^{\mathcal{J}_{\text{skew}}} \quad (3.32)
\]

Using (3.21), (3.29), and (3.24), we find that for a function \( \phi : \mathbb{H} \to \mathbb{C} \) that satisfies (ii) of Definition 3.3, we have

\[
R_{2-k}^{\mathcal{J}_{\text{skew}}} R_{3-k}^{\mathcal{J}} \phi = \frac{8i\pi^{\frac{1}{2}} \Gamma(k-1)}{\Gamma(k-\frac{1}{2})} R_{k-2}^{\mathcal{J}_{\text{skew}}} y^{\frac{1}{2}-k} \phi = \frac{-4\pi^{\frac{1}{2}} \Gamma(k-1)}{\Gamma(k-\frac{1}{2})} \xi_{3-k}^{\mathcal{J}} \phi \quad (3.33)
\]

where \( \xi_{3-k}^{\mathcal{J}} \) is the Jacobi \( \xi \)-operator defined in (3.8). In particular, we find that

\[
\xi_{3-k}^{\mathcal{J}} E_{k,m}^{\mathcal{J}_{\text{skew}}} = \frac{-\pi^{-\frac{1}{2}} \Gamma(k-\frac{1}{2})}{4\Gamma(k-1)} E_{k,m}^{\mathcal{J}_{\text{skew}}} \quad (3.34)
\]

**Lemma 3.7.** Consider the Fourier series expansion

\[
E_{k,1}^{\mathcal{J}_{\text{skew}}} = \sum_{n,r \in \mathbb{Z}} c(n,r) a_1^{\mathcal{J}_{\text{skew}}} (n,r; y) e(nx + rz).
\]

We have \( c(n,r) \in \mathbb{R} \).

**Proof.** The statement is clear if \( D := 4rn - r^2 = 0 \). Consider the case \( D \neq 0 \). Proposition 2 of [Miz08] provides the Fourier series expansion of a Jacobi-Eisenstein series \( E_{k,1}^{\text{Mizuno}}(\tau, z, s) \), which features the function \( \tau_d(y, \alpha, \beta) := \int_{-\infty}^{\infty} e(-du) \tau^{-a\tau - b} d\tau \). Replacing \( k \sim 1 - k \) and \( s \sim k - \frac{1}{2} \) implies

\[
E_{k,1}^{\mathcal{J}_{\text{skew}}} = y^{\frac{1}{2}-k} E_{1-k,1}^{\text{Mizuno}}(\tau, z, k - \frac{1}{2})
\]

and (7) of [Miz08] gives that \( c(n,r) \in i^{-\frac{1}{2}} \tau_{4l-\mu}(\frac{r}{2}, 0, k - \frac{1}{2}) \), since \( D \neq 0 \). Proposition 4 of [Miz05] then shows that \( \tau_{4l-\mu}(\frac{r}{2}, 0, k - \frac{1}{2}) \in i^{k-\frac{1}{2}} \mathbb{R} \), which yields the claim.

**Lemma 3.8.** Consider the Fourier series expansion

\[
E_{2-k,1}^{\mathcal{J}_{\text{skew}}} = \sum_{n,r \in \mathbb{Z}} c(n,r; y) e(nx + rz).
\]

There exist matrices \( T = \left( \begin{array}{cc} n & r/2 \\ r/2 & 1 \end{array} \right) \) that are (i) indefinite and (ii) negative definite such that \( c(n,r; y) \neq 0 \).
Proof. Observe that $E_{2-k,1}^\text{skew}(\tau, z)$ is holomorphic with respect to $z$. Hence it has the theta decomposition

$$E_{2-k,1}^\text{skew}(\tau, z) = h_0(-\overline{\tau})\theta_{1,0}(\tau, z) + h_1(-\overline{\tau})\theta_{1,1}(\tau, z),$$

where

$$\theta_{1,\mu}(\tau, z) := \sum_{\substack{r \in \mathbb{Z} \atop r \equiv \mu \pmod{2}}} q^r z^r \text{ for } \mu \in \{0, 1\},$$

and where $h_0$ and $h_1$ are certain modular forms of weights $\frac{3}{2} - k$. In analogy to Theorem 5.4 of [EZ85], the function

$$h_0(4\tau) + h_1(4\tau) = \sum_{n \in \mathbb{Z}} c'(n, y) e(nx)$$

is essentially the Eisenstein series $E_\infty$ of [GH85] (with $k \sim 3 - 2k, s \sim k - 1$). Proposition 1.4 of [GH85] in combination with 8.447.3 of [GR07] shows that the coefficients $c'(-4, y)$ and $c'(4, y)$ are nonzero, which yields the claim. Alternatively, instead of [GH85], one could also apply Proposition 2 of [Miz08].

Lemma 3.9. The Fourier coefficient of index $n = 0$ and $r = 0$ of $E_{2-k,1}^\text{skew}(\tau, z)$ equals

$$a(E_{2-k,1}^\text{skew}; 0, 0; y) = y^{k-1} + (-1)^{\frac{k-1}{2}} 2^{2-k} \frac{\Gamma(\frac{1}{2}) \Gamma(k - \frac{3}{2}) \zeta(2k-3)}{\Gamma(k-1)} y^\frac{1}{2}. \quad (3.35)$$

Proof. Arakawa [Ara90] investigates real-analytic Jacobi Eisenstein series $E_{k,m,r}((\tau, z), s)$. In the special case that $r = 0$, $m = 1$, $k \sim k - 1$, and $s = \frac{k}{2} - \frac{1}{4}$, then $\frac{1}{2} y^{k-\frac{1}{2}} E_{k-1,1,0}((\tau, z), \frac{k}{2} - \frac{1}{4})$ equals $E_{2-k,1}^\text{skew}(\tau, z)$. Arakawa's work also determines the part of the Fourier series expansion of real-analytic Jacobi Eisenstein series with $4n - r^2 = 0$, which yields

$$\sum_{\substack{n, r \in \mathbb{Z} \atop 4n = r^2}} a(E_{2-k,1}^\text{skew}; n, r; y) e(nx + rz) = \left(y^{k-1} + (-1)^{\frac{k-1}{2}} 2^{2-k} \frac{\Gamma(\frac{1}{2}) \Gamma(k - \frac{3}{2}) \zeta(2k-3)}{\Gamma(k-1)} y^\frac{1}{2}\right) \theta_{1,0}(\tau, z)$$

$$+ \left((-1)^{\frac{k-1}{2}} 2^{2-k} \frac{\Gamma(\frac{1}{2}) \Gamma(k - \frac{3}{2}) \zeta(2k-3)}{\Gamma(k-1)} - \varphi_{0,1} y^\frac{1}{2}\right) \theta_{1,1}(\tau, z),$$

where $\varphi_{0,1}$ is a certain Dirichlet series, and $\theta_{1,0}$ and $\theta_{1,1}$ are as in the proof of Lemma 3.8. This implies (3.35).
Eisenstein series of index \(m\) In the proof of Theorem I we will need the following vanishing statement for Jacobi forms in \(\mathcal{J}_{2-k,m}^{\text{skew}}\).

**Lemma 3.10.** Let \(\phi \in \mathcal{J}_{2-k,m}^{\text{skew}}\) and assume that for all \(n, r \in \mathbb{Z}\) with \(4mn - r^2 = 0\), the \((n, r)\)-th Fourier series coefficient of \(\phi\) is of the form

\[
b(n, r) y^{\frac{1}{2}} e\left(\frac{r^2}{4m} i y\right)
\]

for some constants \(b(n, r) \in \mathbb{C}\). Then \(\phi = 0\).

**Proof.** Combining the theta decomposition for real-analytic Jacobi forms that are holomorphic in \(z\) with the half-integral weight analogue of Theorem 31 of [Maa64], we find that \(\mathcal{J}_{2-k,m}^{\text{skew}}\) is spanned by Eisenstein series

\[
\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma^{	ext{I}}} y^{k-rac{1}{2}} e\left(\frac{r^2}{4m} \tau + rz\right)|_{2-k;m}^\text{skew} y
\]

for \(r \in \mathbb{Z}\) and \(s \in \{k-1, \frac{1}{2}\}\). Invariance under the embedded Heisenberg group in \(\Gamma^{	ext{I}}\) and under \(-I^{(2)}\) allows us to assume that \(0 \leq r \leq m\). We discover that \(\phi \in \mathcal{J}_{2-k,m}^{\text{skew}}\) can be written as

\[
\phi(\tau, z) = \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma^{	ext{I}}} \left(\sum_{r=0}^{m} \tilde{b}(r) y^{k-rac{1}{2}} e\left(\frac{r^2}{4m} \tau + rz\right)\right)_{2-k;m}^\text{skew}
\]

for some constants \(\tilde{b}(r) \in \mathbb{C}\).

Separating the contributions of matrices \((a \; b) \in \text{SL}_2(\mathbb{Z})\) with \(c = 0\) and \(c \neq 0\), we find that the \((n, r)\)-th Fourier coefficient of \(\phi\) with \(4mn - r^2 = 0\) and \(0 \leq r \leq m\) equals

\[
(\tilde{b}(r)y^{k-rac{1}{2}} + b(r)y^{\frac{1}{2}}) e\left(\frac{r^2}{4m} i y\right)
\]

for some coefficients \(b(r) \in \mathbb{C}\) arising from the associated scattering matrix. The assumptions of the Lemma guarantee that \(\tilde{b}(r) = 0\) for all \(0 \leq r \leq m\), which proves that \(\phi = 0\).

---

Hecke operators The action of \(V_l\) for \(l > 0\) on \(a_{2-k,m}^{\text{skew}}(n, r; y) e(nx + rz)\) is analogous to the skew-holomorphic case. We obtain

\[
\sum_{n, r \in \mathbb{Z}} c(n, r) a_{2-k,1}^{\text{skew}}(n, r; y) e(nx + rz)|_{k,1}^\text{skew} V_m
\]

\[
= \sum_{n, r \in \mathbb{Z}} \left(\sum_{D \neq 0 \in (n, r, m)} d^{1-k} \left(\frac{mn}{d^2}, \frac{r}{d}\right)\right) a_{2-k,1}^{\text{skew}}(n, r; y) e(nx + rz),
\]

where \(D := 4n - r^2\). However, the action on coefficients with \(D = 0\) is different. In the context of the Kohnen limit process for Eisenstein series, we will need the action of \(V_l\) for \(l > 0\) on powers of \(y\), described in the next lemma.

---

The skew-Maass lift

M. Raum, O. K. Richter
Lemma 3.11. Let \( l > 0 \) and \( s \in \mathbb{C} \). Then
\[
y^s|_{k,m} V_l = l^{-s} \sigma_{k^2 - 1}(l) y^s.
\]

Proof. Inserting the definition of \( V_l \), we have
\[
y^s|_{k,m} V_l = l^{k-1} \sum_{a | l} \frac{(a y^l a')}{a l} = l^{k-1} l^{-k} \sum_{a | l} a^k a^{-2s} l^{-s} y^s = l^{-s} \sigma_{k^2 - 1}(l) y^s.
\]

3.4 Abstract Fourier-Jacobi terms

Abstract Fourier-Jacobi terms are intermediate objects in between Jacobi forms and Siegel modular forms.

Consider the Fourier-Jacobi expansion of a real-analytic Siegel modular form
\[
F(Z) = \sum_{m \in \mathbb{Z}} \tilde{\phi}_m(\tau, z, \tau').
\]
We have \( \tilde{\phi}_m(\tau, z, \tau') = \hat{\phi}_m(\tau, z, y') e(mx') \) for some function \( \hat{\phi}_m \) (see also (0.2)), and
\[
\tilde{\phi}_m(\tau, z, \tau' + b) = \tilde{\phi}_m(\tau, z, y') e(mb) \quad \text{for all } b \in \mathbb{R}.
\]

The \( m \)-th Fourier-Jacobi term \( \tilde{\phi}_m \) inherits analytic properties of \( F \).

Definition 3.12 (Skew-harmonic abstract Fourier-Jacobi terms). Let \( m \in \mathbb{Z} \). Suppose \( \tilde{\phi}_m : \mathbb{H}^{(2)} \to \mathbb{C} \) is a function such that
\[
\tilde{\phi}_m(\tau, z, \tau') = \hat{\phi}_m(\tau, z, y') e(mx') \quad \text{for some function } \hat{\phi}_m.
\]
Then \( \tilde{\phi}_m \) is an abstract skew-harmonic Fourier-Jacobi term of weight \( k \) and Jacobi index \( m \) if it satisfies

(i) \( \Omega_k^{\text{skew}} \tilde{\phi}_m = 0 \) and \( \xi_k^{\text{skew}} \tilde{\phi}_m = 0 \).

(ii) For all \( \gamma \) in the extended Jacobi group \( \text{SL}_2(\mathbb{Z}) \ltimes (\mathbb{Z}^2 \ltimes \mathbb{Z}) \) (viewed as embedded into \( \text{Sp}_2(\mathbb{Z}) \)), we have the Siegel slash invariance \( \tilde{\phi}_m|_{k}^{\text{skew}} \gamma = \tilde{\phi}_m \).

(iii) \( \tilde{\phi}_m(Z) = \Theta(\text{tr}(Y)^a) \) for some \( a \in \mathbb{R} \) as \( \text{tr}(Y) \to \infty \).

The space of such functions is denoted by \( AJ_k^{\text{skew}} m \).

We record the following consequence of Propositions 2.4 and 2.6.
Proposition 3.13. Suppose that \( m > 0 \) and \( \tilde{\phi}_m \in \mathcal{A}^{\text{skew}}_{k,m} \). Then \( \tilde{\phi}_m \) has a Fourier series expansion

\[
\tilde{\phi}_m(\tau, z, \tau') = \sum_{n,r \in \mathbb{Z}} c(n, r) a_k^{\text{skew}} \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) Y \right) e \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) X \right), \quad c(n, r) \in \mathbb{C}.
\]

If \( m < 0 \) and \( \tilde{\phi}_m \in \mathcal{A}^{\text{skew}}_{k,m} \), then \( \tilde{\phi}_m \) has a Fourier series expansion of the form

\[
\tilde{\phi}_m(\tau, z, \tau') = \sum_{n,r \in \mathbb{Z}} c(n(0), r) a_k^{\text{skew}} \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) (0) Z \right) + \sum_{n,r \in \mathbb{Z}, 4nm - r^2 = 0} c(n(1), r) a_k^{\text{skew}} \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) (1) Z \right) + \sum_{n,r \in \mathbb{Z}, 4nm - r^2 \neq 0} c(n, r) a_k^{\text{skew}} \left( \left( \frac{n}{r/2} \frac{r/2}{m} \right) Z \right)
\]

for \( c(n(0), r), c(n(1), r), c(n, r) \in \mathbb{C} \). The Fourier series expansions converge absolutely and locally uniformly.

Hecke operators We generalize the definitions of the Hecke operators in (3.12) and (3.13) to the case of abstract Fourier-Jacobi terms. Specifically, for \( \tilde{\phi} \in \mathcal{A}^{\text{skew}}_{k,m} \) and \( l > 0 \), we set

\[
\left( \tilde{\phi}^{\text{skew}}_{k} U_l \right)(\tau, z, \tau') := \tilde{\phi}(\tau, l z, l^2 \tau')
\]

and

\[
\left( \tilde{\phi}^{\text{skew}}_{k} V_l \right)(\tau, z, \tau') := l^{-k-1} \sum_{a \mid l \atop b \equiv 0 \pmod{l/a}} c(a^2 + b^2 / l/a, az, a^2 \tau').
\]

Both can also be defined via \( \Gamma_l \)-cosets in \( \text{GSp}_2(\mathbb{Q}) \), yielding the maps

\[
U_l : \mathcal{A}^{\text{skew}}_{k,m} \longrightarrow \mathcal{A}^{\text{skew}}_{k,l^2 m} \quad \text{and} \quad V_l : \mathcal{A}^{\text{skew}}_{k,m} \longrightarrow \mathcal{A}^{\text{skew}}_{k,lm^2}.
\]

We also extend the coefficient formula (3.14) to the case of abstract Fourier-Jacobi terms: If \( \tilde{\phi}_1 \in \mathcal{A}^{\text{skew}}_{k,1} \), then

\[
c \left( \tilde{\phi}_1^{\text{skew}} V_m; n, r \right) = \sum_{0 < d \mid \gcd(n, r, m)} d^{k-1} c \left( \tilde{\phi}_1^{\text{skew}}; mn / d^2, r / d \right), \quad m > 0.
\]

3.5 Abstract Fourier-Jacobi-Eisenstein series We introduce abstract Fourier-Jacobi-Eisenstein series, and determine their behavior under the action of the Hecke operator \( V_m \).

For \( k \in \mathbb{Z}, m \in \mathbb{Z} \), and a smooth function \( f : \mathbb{R}_{>0} \rightarrow \mathbb{C} \), we set

\[
A^E_{k,m} (f ; Z) := \sum_{y' \in \Gamma_{k,m} \backslash T} f(my') e(mx') |_{k}^{\text{skew}} y'^l
\]
provided that the sum converges absolutely, and where $\gamma^l$ is viewed again as an element of $\text{Sp}_2(\mathbb{Z})$.

Our following Proposition is analogous to Theorem 4.3 of [EZ85], and will be needed for the proofs of Lemma 4.5 and Lemma 4.11.

**Proposition 3.14.** Let $k \in \mathbb{Z}$, $m \in \mathbb{Z}_{>0}$, and $f : \mathbb{R}_{>0} \to \mathbb{C}$ be smooth such that (3.40) converges absolutely. Then

$$AE_{k,\pm 1}^{\text{skew}} (f)_{k}^{\text{skew}} V_m = \sum_{l', l > 0}^{l'} \sigma_{k-1}(m/2^2) \mu(l') AE_{k,\pm 2l/2l'}^{\text{skew}}(f)_{k}^{\text{skew}} U_{l/l'}.$$  \hspace{1cm} (3.41)

**Proof of Proposition 3.14.** We only treat the case of Jacobi index $+1$; The case of index $-1$ is analogous. We closely follow the proof of Theorem 4.3 of [EZ85]. For convenience, set $\tilde{f}(\tau') := f(\gamma' e(x'))$. We start by expanding the left hand side of (3.41) completely, and obtain:

$$m^{k-1} \sum_{\gamma \in \Gamma_0(\text{Mat}_2(m))} (c\tau + d)^{\frac{1}{2}}(c\tau + d)^{\frac{1}{2}} \sum_{\lambda \in \mathbb{Z}} \tilde{f}(m\lambda' \tau + \lambda^2\frac{a\tau + b}{c\tau + d} + 2\lambda \frac{mc}{c\tau + d} - \frac{mc^2}{c\tau + d}),$$

where $\text{Mat}_2(m) := \{ M \in \text{Mat}_2(\mathbb{Z}) : \det(M) = m \}$.

In analogy with the proof of Theorem 4.3 of [EZ85], representatives of $\Gamma_\infty \backslash \text{Mat}_2(m)$ can be separated into distinct classes via the greatest common divisor $\delta$ of their bottom row. Write $\text{Mat}_2(m)_x \subseteq \text{Mat}_2(m)$ for the subset of matrices with coprime bottom row. As sets we have

$$\Gamma_\infty \backslash \text{Mat}_2(m) \sim \bigcup_{\delta \mid m} \Gamma_\infty \backslash \left\{ \left( \begin{array}{cc} a & b \\ \delta c & \delta d \end{array} \right) : \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{Mat}_2(m/\delta)_x \right\} \sim \bigcup_{\delta \mid m} \Gamma_\infty(\delta) \backslash \text{Mat}_2(m/\delta)_x,$$

where $\Gamma_\infty(\delta) := \{ \left( \begin{array}{cc} \delta & 0 \\ 0 & 1 \end{array} \right) : b \in \mathbb{Z} \} \subseteq \Gamma_\infty$.

We insert this into our expression for the left hand side of (3.41):

$$\sum_{\delta \mid m} \frac{m^{k-1}}{\delta^k} \sum_{\gamma \in \Gamma_\infty(\delta) \backslash \text{Mat}_2(m/\delta)_x} (c\tau + d)^{\frac{1}{2}}(c\tau + d)^{\frac{1}{2}} \sum_{\lambda \in \mathbb{Z}} \tilde{f}(m\lambda' \tau + \lambda^2\frac{a\tau + b}{c\tau + d} + 2\lambda \frac{mc}{c\tau + d} - \frac{mc^2}{c\tau + d}),$$

Note that if $\gamma \in \Gamma_\infty \backslash \text{Mat}_2(m/\delta)_x$, then $\gamma'\gamma$ belong to distinct classes of $\Gamma_\infty(\delta) \backslash \text{Mat}_2(m/\delta)_x$ when $\gamma'$ runs through $\Gamma_\infty(\delta) \backslash \Gamma_\infty$. In particular, we can split the sum over $\Gamma_\infty(\delta) \backslash \text{Mat}_2(m/\delta)_x$ into sums over $\Gamma_\infty(\delta) \backslash \Gamma_\infty$ and $\Gamma_\infty \backslash \text{Mat}_2(m/\delta)_x$. When executing the sum over $\Gamma_\infty(\delta) \backslash \Gamma_\infty$, we find that $\lambda$ contributes only if $\delta \mid \lambda^2$:

$$\sum_{\delta \mid m} \frac{m^{k-1}}{\delta^k} \sum_{\gamma \in \Gamma_\infty(\delta) \backslash \text{Mat}_2(m/\delta)_x} (c\tau + d)^{\frac{1}{2}}(c\tau + d)^{\frac{1}{2}} \sum_{\lambda \in \mathbb{Z}} \tilde{f}(m\lambda' \tau + \lambda^2\frac{a\tau + b}{c\tau + d} + 2\lambda \frac{mc}{c\tau + d} - \frac{mc^2}{c\tau + d}).$$
We write \( \delta = \delta_s^2 \delta_t \) for square-free \( \delta_t \), and the condition \( \delta | \lambda^2 \) gives \( \delta_s \delta_t | \lambda \). Also observe that

\[
\Gamma_\infty \backslash \text{Mat}_2(m/\delta) \sim \Gamma_\infty(m/\delta) \backslash \left\{ \begin{pmatrix} ma & mb \\ \epsilon c & \epsilon d \end{pmatrix} : (a \ b) \in \text{SL}_2(\mathbb{Z}) \right\} \sim \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z}).
\]

Hence the left hand side \( AE_{k,\pm 1}^{\text{skew}}(f)_k^{\text{skew}} V_m \) of (3.41) equals

\[
\sum_{m \mid \delta} \frac{m^{k-1}}{\delta^{k-1}} \sum_{\gamma \in \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z})} (c\tau + d)^{-\frac{1}{2}} (c\overline{\tau} + d)^{\frac{1}{2} - k} \sum_{\lambda \in \delta \tau \in \mathbb{Z}} \tilde{J}(\frac{m}{\delta_s^2} \delta_s^2 \lambda \tau' + \frac{\lambda^2}{\delta_s^2 \delta_t^2} \frac{m a \tau + b}{\delta_s \delta_t^2} \frac{m \delta_s \tau'}{\delta_s \delta_t^2} \frac{c \tau + d}{\delta_s^2} \frac{c \overline{\tau} + d}{\delta_s^2}),
\]

which simplifies to

\[
\sum_{\delta \mid m} \frac{m^{k-1}}{\delta^{k-1}} A E_{k,m/\delta_s^2}^{\text{skew}}(f)^{\text{skew}} U_{\delta_s}.
\]

Recall from (3.38) that \( U_{l} \) increase the Jacobi index by a factor \( l^2 \). It therefore suffices to show that the following linear combinations of Jacobi Hecke operators agree:

\[
\sum_{\delta \mid m} \frac{m^{k-1}}{\delta^{k-1}} U_{\delta_s} \quad \text{and} \quad \sum_{l,l' > 0} \sigma_{k-1}(m/l^2) \mu(l') U_{l/l'}.
\]

Since both expressions in (3.42) are multiplicative in \( m \), we may assume for the remainder that \( m \) is a power of some prime \( p \).

Consider the second expression in (3.42). Write \( m = m_s^2 m_t \), where \( m_s \) is a power of \( p \) and with \( m_t \in \{1, p\} \). The contribution of \( l = m_s, l' = 1 \) is \( \sigma_{k-1}(m_t) U_{m_s} \), and if \( l/l' \neq m_s \), then there are two choices of \( l \) and \( l' \), whose contributions partially cancel. In total, we find for the second expression in (3.42):

\[
\sum_{l/l' \mid m} \left( (m/l^2)^{k-1} + (m/l^2 p)^{k-1} \right) U_{l} + \sigma_{k-1}(m_t) U_{m_s}.
\]

Since \( m_t \in \{1, p\} \) and hence \( \sigma_{k-1}(m_t) = 1 \) or \( \sigma_{k-1}(m_t) = 1 + p^{k-1} \), the previous expression agrees precisely with the first one in (3.42). This concludes the proof.

\[\square\]

4 The Kohnen limit process for \( m \neq 0 \)

Kohnen [Koh94] introduced a limit process for Siegel modular forms, which was further developed in [BRR12]. In particular, if \( k > 3 \) and \( m > 0 \), then [BRR12] established that Kohnen’s
limit process applied to skew-harmonic Maass-Siegel forms yields skew-holomorphic Jacobi forms. In this section, we extend the Kohnen limit process to negative $m$, and we also show that it can be inverted. Our proofs of some of the results in this section are quite technical. For brevity, we occasionally omit a proof, if it follows the pattern of a previous proof.

In the following, we define the Kohnen limit processes for abstract Fourier-Jacobi coefficients. Observe that these limits already converge for Fourier series coefficients of abstract Fourier-Jacobi coefficients. Sometimes we apply Kohnen limit processes to such Fourier series coefficients.

4.1 The Kohnen limit process for $m > 0$  We begin with a minor extension of the Kohnen limit process in [BRR12].

Proposition 4.1. Let $\tilde{\phi}_m \in AJ_{skew}^{k,m}$, $m > 0$. Then

$$Klim_{skew}^{k,m}(\tilde{\phi}_m)(\tau, z) := \lim_{y' \to \infty} (4\pi my')^{k-\frac{1}{2}} e(-mt') \tilde{\phi}_m(\tau, z, t')$$

exists locally uniformly, and we have

$$Klim_{skew}^{k,m}(\tilde{\phi}_m) \in J_{skew}^{k,m}.$$  

Proof. If $\tilde{\phi}_m$ is a Fourier-Jacobi term of a skew-harmonic Maass-Siegel form, then (4.1) was established in [BRR12]. The extension of (4.1) to arbitrary $\tilde{\phi} \in AJ_{skew}^{k,m}$ follows from the multiplicity-one result in Proposition 2.4. 

Note that our notation in (4.1) is slightly different from [BRR12]. Furthermore, we inserted the factor $(4\pi m)^{k-\frac{1}{2}}$, which allows for the covariance in the next proposition and which normalizes the Kohnen limit process applied to the skew Eisenstein series in Lemma 4.5.

Proposition 4.2. Let $\tilde{\phi}_m \in AJ_{skew}^{k,m}$, $m > 0$. We have the covariance properties

$$Klim_{skew}^{k,m}(\tilde{\phi}_m|_{k,m}^{skew} g') = Klim_{skew}^{k,m}(\tilde{\phi}_m)|_{k,m}^{skew} g',$$

$$Klim_{skew}^{k,a^2m}(\tilde{\phi}_m|_{k,m}^{skew} \text{diag}(1, a, 1, 1/a)) = Klim_{skew}^{k,m}(\tilde{\phi}_m)|_{k,m}^{skew} \text{diag}(1, a, 1, 1/a),$$

for all $g' \in G^l$ and for all $a \in \mathbb{R}^*$. For all $l > 0$, we have

$$Klim_{skew}^{k,l^2m}(\tilde{\phi}_m|_{k,m}^{skew} U_l) = Klim_{skew}^{k,m}(\tilde{\phi}_m)|_{k,m}^{skew} U_l,$$

$$Klim_{skew}^{k,l^2m}(\tilde{\phi}_m|_{k,m}^{skew} V_l) = Klim_{skew}^{k,m}(\tilde{\phi}_m)|_{k,m}^{skew} V_l.$$  

Proof. The covariance of Hecke operators in (4.3) follows directly from (4.2).
The uniform convergence of the Kohnen limit process yields the first equation in (4.2). To establish the second one, observe that
\[
\left| J_{\text{skew}}^k, m \right|_{\tilde{\phi}_m(\tau, az, \tau')} = a^k \lim_{y' \to \infty} \left( m y' \right)^{k-\frac{1}{2}} e^{-m \tau'} \tilde{\phi}_m(\tau, az, \tau')
\]
\[
= a^k \lim_{y' \to \infty} (m a^2 y')^{k-\frac{1}{2}} e^{-m a^2 \tau'} \tilde{\phi}_m(\tau, az, a^2 \tau')
\]
\[
= a^k \text{Klim}_{skew}^k, a^2 m \left( \tilde{\phi}_m(\tau, az, a^2 \tau') \right) = \text{Klim}_{skew}^k, a^2 m \left( \tilde{\phi}_m(\tau, az, a^2 \tau') \right).
\]

We end this section by pointing out that the Kohnen limit process is injective.

**Proposition 4.3.** Let \( m > 0 \) and \( \tilde{\phi}_m : \mathbb{H}^{(2)} \to \mathbb{C} \) be skew-harmonic such that
\[
\tilde{\phi}_m(\tau, z, \tau') = \hat{\phi}_m(\tau, z, y') e(m x')
\]
for some function \( \hat{\phi}_m \).

If \( \text{Klim}_{skew}^k(\tilde{\phi}_m) = 0 \), then \( \tilde{\phi}_m = 0 \).

**Proof.** The proof is similar to the proof of Proposition 4.9, which gives the analogous statement in the case that \( m < 0 \). However, note that Fourier series coefficients \( a_{skew}^k(T Y) \) with positive definite \( T = \left( \begin{smallmatrix} \frac{r}{2} & \frac{r'}{2} \\ \frac{r'}{2} & \frac{r}{2} \end{smallmatrix} \right) \) vanish by Proposition 2.4. We omit further details, since we give a complete proof of Proposition 4.9.

In the case of semi-definite Fourier indices, the explicit formulas for Fourier series coefficients of skew-harmonic Siegel modular forms allow us to compute the Kohnen limit process directly.

**Lemma 4.4.** For \( m > 0 \), we have
\[
\text{Klim}_{skew}^k, a^2 m \left( \tilde{\phi}_m(\tau, az, a^2 \tau') \right) = \text{Klim}_{skew}^k, a^2 m \left( \tilde{\phi}_m(\tau, az, a^2 \tau') \right) = 1.
\]

**Proof.** Expansion 13.19.3 in [DLMF] implies that
\[
W_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}} (4 \pi m y') = (4 \pi m y')^{\frac{1}{2}} \exp(2 \pi m y') \quad \text{as} \; y' \to \infty.
\]
Now, the claim follows directly after inserting this asymptotics into the defining formula (2.21) of \( a_{skew}^k(T; Y) \).
Lemma 4.5. Let $e_{k,m}^{\text{skew}}$, $m > 0$ be the $m$-th Fourier-Jacobi coefficient of the Eisenstein series $E_k^{\text{skew}}$. Then

$$\text{Klim}_{k,m}^{\text{skew}}(e_{k,m}^{\text{skew}}) = \frac{(-1)^{\frac{m}{2}}(2\pi)^k}{\Gamma\left(\frac{k}{2}\right)\zeta(k)} E_{k,1}^{\text{skew}}|_k V_m,$$

where $E_{k,1}^{\text{skew}}$ is the Jacobi-Eisenstein series defined in (3.9). In particular, we have

$$e_{k,m}^{\text{skew}} = e_{k,1}^{\text{skew}}|_k V_m.$$

Proof. The first statement follows from (17) of [Koh94] and Proposition 3.14. The second statement is a consequence of the first one, since Klim is injective (Proposition 4.3) and since Klim and $V_m$ intertwine (Proposition 4.2).

4.2 The Kohnen limit process for $m < 0$ The Kohnen limit process in [BRR12] is defined only for $m > 0$. In this section, we extend it to negative $m$.

Let $\tilde{\phi}_m \in \mathcal{A}_{k,m}^{\text{skew}}$, $m < 0$. Set

$$\text{Klim}_{k,m}^{\text{skew}}(\tilde{\phi}_m)(\tau, z) := y^{k-1} \lim_{y' \to 0} (4\pi|m|y')^{\frac{k}{2}} e(m\tau') \overline{\tilde{\phi}_m}(\tau, z, \tau').$$

(4.5)

In contrast to the case $m > 0$, the Kohnen limit process (4.5) does not yield skew-holomorphic Jacobi forms. More precisely, we have the next proposition, which is the main result of this section. We postpone its proof until the end of this section.

Proposition 4.6. Let $\tilde{\phi}_m \in \mathcal{A}_{k,m}^{\text{skew}}$, $m < 0$. Then $\text{Klim}_{k,m}^{\text{skew}}(\tilde{\phi}_m)$ converges locally uniformly and

$$\text{Klim}_{k,m}^{\text{skew}}(\tilde{\phi}_m) \in \mathcal{F}_{2-k,|m|}^{\text{skew}}.$$

Remark 4.7. Recall the discussion of the space $\mathcal{F}_{2-k,|m|}^{\text{skew}}$ in Remark 3.4, and in particular, the fact that it contains only Eisenstein series. Proposition 4.9 shows that $\text{Klim}_{k,m}^{\text{skew}}$ is injective for $m < 0$. Hence it is not feasible to lift skew-holomorphic Jacobi cusp forms to $\mathcal{A}_{k,m}^{\text{skew}}$.

We have the following covariance.

Proposition 4.8. Let $\tilde{\phi}_m \in \mathcal{A}_{k,m}^{\text{skew}}$, $m < 0$. We have the covariance properties

$$\text{Klim}_{k,m}^{\text{skew}}(\tilde{\phi}_m k^{\text{skew}} g^I) = \text{Klim}_{2-k,|m|}^{\text{skew}}(\tilde{\phi}_m)|_{2-k,|m|} g^I,$$

$$\text{Klim}_{k,a^2}^{\text{skew}}(\tilde{\phi}_m k^{\text{skew}} \text{diag}(1, a, 1/a)) = \text{Klim}_{2-k,|m|}^{\text{skew}}(\tilde{\phi}_m)|_{2-k,|m|} \text{diag}(1, a, 1/a),$$

for all $g^I \in G^I$ and for all $a \in \mathbb{R}^*$. For all $l > 0$, we have

$$\text{Klim}_{k,l}^{\text{skew}}(\tilde{\phi}_m k^{\text{skew}} U_l) = |l|^{2k-2} \text{Klim}_{2-k,|m|}^{\text{skew}}(\tilde{\phi}_m)|_{2-k,|m|} U_l,$$

$$\text{Klim}_{k,lm}^{\text{skew}}(\tilde{\phi}_m k^{\text{skew}} V_l) = |l|^{k-1} \text{Klim}_{2-k,|m|}^{\text{skew}}(\tilde{\phi}_m)|_{2-k,|m|} V_l.$$
Proof. The identities follow exactly as in the proof of Proposition 4.2. Observe that the additional intertwining factors arise from the different weights for the actions of \( \text{diag}(1, l, 1, 1/l) \) and \( \text{diag}(1, \sqrt{l}, 1, 1/\sqrt{l}) \), respectively.

Our next Proposition is analogous to Proposition 4.3, and it asserts that the Kohnen limit process is also injective for \( m < 0 \).

Proposition 4.9. Let \( m < 0 \) and \( \tilde{\phi}_m : \mathbb{H}^{(2)} \to \mathbb{C} \) be skew-harmonic such that

\[
\tilde{\phi}_m(\tau, z, \tau') = \hat{\phi}_m(\tau, z, y') e(mx')
\]

for some function \( \hat{\phi}_m \).

If \( \text{Klim}_{k,m}^\text{skew} (\tilde{\phi}_m) = 0 \), then \( \tilde{\phi}_m = 0 \).

Proof. We prove the statement for Fourier series coefficients \( a_k^\text{skew}(TY) \) with \( T = \left( \begin{array}{cc} n & r/2 \\ r/2 & m \end{array} \right) \). This suffices, since the Kohnen limit process is linear, Fourier series coefficients are expressible by compact integrals. In the case of semi-definite \( T \) with \( \det(T) = 0 \), Lemma 4.10 (stated after this proof) reveals that only zero linear combinations of \( a_k^\text{skew}(T_0Z) \) and \( a_k^\text{skew}(T_1Z) \) vanish under \( \text{Klim}_{k,m}^\text{skew} \). In the case of non-degenerate \( T \), we employ multiplicity-one for Fourier series coefficients established in Propositions 2.4 and 2.6. In analogy to the case \( m > 0 \), the claim then follows from Lemma 3.8, Proposition 4.8, and Lemma 4.11, which we state later.

As in the case of \( m > 0 \), explicit formulas for Fourier coefficients of skew-harmonic Siegel modular forms are available if the Fourier index \( T \) is degenerate. The next lemma will be instrumental in the second of our two proofs of Proposition 6.1.

Lemma 4.10. For \( m < 0 \), we have

\[
\begin{align*}
\text{Klim}_{k,m}^\text{skew} (a_k^\text{skew}(T_0Z)) &= y^{k-1} = a_{2-k,|m|}^{\text{skew}}(0(0), 0; y), \\
\text{Klim}_{k,m}^\text{skew} (a_k^\text{skew}(T_1Z)) &= (4\pi|m|)^{k-3/2} y^{1/2} = (4\pi|m|)^{k-3/2} a_{2-k,|m|}^{\text{skew}}(0(1), 0; y).
\end{align*}
\] (4.8)

Proof. Recall from the proof of Lemma 4.4 the asymptotic expansion of the \( W \)-Whittaker function. Inserting that asymptotics into the defining formulas (2.22) of \( a_k^\text{skew}(T_0; Y) \) and \( a_k^\text{skew}(T_1; Y) \) yields (4.8).

We proceed as in [BRR12] to prove Proposition 4.6: We first prove Proposition 4.6 in the case of Eisenstein series (see Lemma 4.11) and then invoke multiplicity-one for Fourier series coefficients of skew-harmonic Maass-Siegel forms (see Propositions 2.4 and 2.6). The case of degenerate Fourier indices requires an additional argument that rests on Lemma 4.10.
Lemma 4.11. Let $e_{k,m}^{\text{skew}}$ be the $m$-th Fourier-Jacobi coefficient of $E_{k}^{\text{skew}}$ with $m < 0$. Then

$$K_{k,m}^{\text{skew}}(e_{k,m}^{\text{skew}})$$

exists locally uniformly, and we have

$$K_{k,m}^{\text{skew}}(e_{k,m}^{\text{skew}}) = |m|^{k-1} \frac{(-1)^{k-1}}{(2\pi)^{k}} \frac{(2m)^{k}}{\Gamma(k-1/2)\zeta(k)} E_{2-k,1}^{\mathcal{J}_{2-k,|m|}} V_{|m|} \in \mathcal{J}_{2-k,|m|},$$

where $E_{2-k,1}^{\mathcal{J}_{2-k,|m|}}$ is the real-analytic Jacobi-Eisenstein series defined in (3.31). In particular, we have

$$e_{k,m}^{\text{skew}} = e_{k,-1}^{\text{skew}} |V_{|m|}|$$

and

$$\mathcal{R}_{\mathcal{J}_{2-k,|m|}} K_{k,m}^{\text{skew}}(e_{k,m}^{\text{skew}}) = |m|^{k-1} \frac{\Gamma(\frac{1}{2})}{\Gamma(k-1/2)} K_{k,|m|}^{\text{skew}}(e_{k,|m|}^{\text{skew}}).$$ (4.9)

Proof. We omit the proof, which is completely analogous to the proofs of the corresponding results for $m > 0$ in [Koh94] and Lemma 4.5. However, note that $V_{|m|}$ does not intertwine with the Kohnen limit process due to the additional factor of $|m|^{k-1}$. 

Proof of Proposition 4.6. Let $m < 0$, $\tilde{\phi}_{m} \in \mathcal{A}_{k,m}^{\text{skew}}$, and let $e_{k,m}^{\text{skew}}$ be the $m$-th Fourier-Jacobi coefficient of $E_{k}^{\text{skew}}$. Consider the Fourier series expansion

$$e_{k,m}^{\text{skew}}(Z) = \sum_{T \in \{ n \in \mathbb{Z} / r/2 \}} c(T) a(TZ).$$

Uniform convergence of $K_{k,m}^{\text{skew}}(a(TZ))$ for negative semi-definite, degenerate $T$ follows from Lemma 4.10. If $T$ is indefinite or negative definite, then Propositions 2.4 and 2.6 guarantee that $a(TZ)$ is a scalar multiple of $a_{k}^{\text{skew}}(TZ)$. By Lemmas 3.8 and 4.11, $K_{k,1}^{\text{skew}}(e_{k,1}^{\text{skew}}) \neq 0$, and there exist matrices $T = \left( \begin{array}{cc} n & r/2 \\ m & 1 \end{array} \right)$ that are (i) indefinite and (ii) negative definite such that $K_{k,m}^{\text{skew}}(a(TZ))$ converges and is nonzero. By Proposition 4.8 (which uses from Proposition 4.6 only the convergence of the Kohnen limit process), we have the covariance

$$K_{k,m}^{\text{skew}}(a_{k}^{\text{skew}}(TZ)) \mid_{2-k,m} \text{rot}(U) = K_{k,a^{2}m}^{\text{skew}}(a_{k}^{\text{skew}}(TZ)) \mid_{k} \text{rot}(U)$$

$$= K_{k,a^{2}m}^{\text{skew}}(a_{k}^{\text{skew}}(UTUZ))$$

for every $U \in \text{GL}_{2}^{\dagger}(\mathbb{R})$ with bottom right entry $a$. In particular, the right hand side converges. Since any indefinite or negative definite $T'$ with negative bottom right entry can be written as
with $U \in \text{GL}_2^1(\mathbb{R})$, we find that the limit $\text{Klim}(a(T'Z))$ exists for any such $T'$. Then the locally uniform convergence of the Fourier series expansion

$$\tilde{\phi}_m(Z) = \sum_{T = \left( \begin{array}{c} n \\ r/2 \\ \frac{m}{2} \end{array} \right) \in \mathbb{R}} c(\tilde{\phi}_m; T) a(TZ)$$

implies that $\text{Klim}(\tilde{\phi}_m)$ converges.

Finally, Lemmas 4.10 and 4.11 together with Propositions 2.4 and 2.6 yield that $\text{Klim}(\tilde{\phi}_m) \in J_{skew}^{2-k,|m|}$.

### 4.3 The inverse Kohnen limit processes

Recall from Equations (2.19) and (3.10) our definitions of $a_k^{skew}(TY)$ and $a_m^{skew}(n, r; y)$, respectively. If

$$\phi(\tau, z) = \sum_{n, r} c(n, r) a_m^{skew}(n, r; y) e(nx + rz)$$

is a skew-holomorphic Jacobi form of weight $k$ and index $m > 0$, then set

$$\text{Klim}^{-1}_{k, m}(\phi) = \text{Klim}^{-1}_{k, m}\left( \sum_{n, r} c(n, r) a_m^{skew}(n, r; y) e(nx + rz) \right)$$

$$:= \sum_{n, r} c(n, r) a_k^{skew}\left( \left( \begin{array}{c} n \\ r/2 \\ \frac{m}{2} \end{array} \right) Z \right). \quad (4.10)$$

Note that the inverse Kohnen limit process for skew weights is merely defined for $m > 0$ (cf. Proposition 4.6 and Remark 4.7).

**Proposition 4.12.** For every $\phi \in J_{skew}^{k, m}$ the defining series on the right hand side of (4.10) converges absolutely and locally uniformly. The map $\text{Klim}^{-1}_{k, m}$ is inverse to the map $\text{Klim}^{skew}_{k, m}$.

Specifically, the arrows in the following diagram are well-defined isomorphisms:

$$\text{Klim}^{-1}_{k, m} : J_{skew}^{k, m} \to \text{A}_{skew}^{k, m}$$

$$\text{Klim}^{skew}_{k, m} : \text{A}_{skew}^{k, m} \to J_{skew}^{k, m}$$

**Proof.** Prior work in [BRR12] shows that the bottom arrow is well-defined, and Proposition 4.3 gives its injectivity. It remains to show that the top map is well-defined and injective, and that the composition of $\text{Klim}^{skew}_{k, m}$ and $\text{Klim}^{-1}_{k, m}$ is the identity map.

Absolute and locally uniform convergence of the right hand side of (4.10) follows from Shimura’s [Shi82] estimates for $a_k^{skew}(TY)$ and the polynomial growth of the Fourier series coefficients $c(\phi; n, r)$, where as always $T = \left( \begin{array}{c} n \\ r/2 \\ \frac{m}{2} \end{array} \right)$. Hence $\text{Klim}^{-1}_{k, m}$ is well-defined as a map.
to skew-harmonic functions. Shimura’s estimates also imply the growth condition in Definition 3.12. Since $a_k^{skew}(TY) \neq 0$, we also find that $Klim_{k,m}^{-1}$ is injective.

We next argue that $Klim_{k,m}^{skew} \circ Klim_{k,m}^{-1}$ is the identity map. If $T$ is indefinite, then (2.26) asserts that $Klim_{k,m}^{skew}$ maps $a_k^{skew}(TY)$ to $a_m^{skew}(n, r; y)e(r iv)$. For semi-definite $T = ( 0 \ 0 )$, we deduce from the asymptotic behavior of the $W$-Whittaker function that

$$Klim_{k,m}^{skew}(a_k^{skew}(TY)) = 1.$$ 

This extends to any semi-definite $T$ via the covariance of $Klim_{k,m}^{skew}$ in Proposition 4.2.

To conclude the proof, we have to show that the image of $\phi$ under $Klim_{k,m}^{-1}$ is invariant under the action of the embedded Jacobi group, which is generated by its center, translations of $\tau$ and $z$ by integers, and by the transformation $S := up((0\ 1\ -1\ 0))$. Invariance under the center and translations of $\tau$ and $z$ follows directly from the defining expression of $Klim_{k,m}^{-1}(\phi)$. Set

$$\tilde{\phi} := Klim_{k,m}^{-1}(\phi) \quad \text{and} \quad \tilde{\phi}' := Klim_{k,m}^{-1}(\phi)|^{skew} S.$$

Shimura’s estimates employed above imply moderate growth of $\tilde{\phi}'$. By Proposition 4.3, it suffices to prove the vanishing of

$$Klim_{k,m}^{skew}(\tilde{\phi} - \tilde{\phi}').$$

This limit exists locally uniformly, because $S$ acts as a compact map on $H$. Moreover, the Kohnen limit process is linear and covariant (see Proposition 4.2), and we discover that

$$Klim_{k,m}^{skew}(\tilde{\phi} - \tilde{\phi}') = Klim_{k,m}^{skew}(\tilde{\phi}) - Klim_{k,m}^{skew}(\tilde{\phi}') = Klim_{k,m}^{skew}(\tilde{\phi}) - Klim_{k,m}^{skew}(\tilde{\phi})|^{skew} (1\ 0\ 0\ -1) = \tilde{\phi} - \tilde{\phi}|^{skew} (1\ 0\ 0\ -1) = 0.$$

This completes the proof. \[\square\]

We will need a similar inverse Kohnen limit process connecting $\mathcal{A}^{skew}_{2-k,|m|}$ and $\mathcal{F}^{skew}_{2-k,|m|}$ in the case that $m < 0$. Let $\phi \in \mathcal{F}^{skew}_{2-k,|m|}$ with Fourier series expansion

$$\phi(\tau, z) = \sum_{n, r \in \mathbb{Z}_{D = 0}} c(n(0), r) a_{2-k,|m|}^{skew}(n(0), r; y)e(nx + rz) + \sum_{n, r \in \mathbb{Z}_{D = 0}} c(n(1), r) a_{2-k,|m|}^{skew}(n(1), r; y)e(nx + rz) + \sum_{n, r \in \mathbb{Z}_{D \neq 0}} c(n, r) a_{2-k,|m|}^{skew}(n, r; y)e(nx + rz),$$
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The normalization of a equality summation in the Fourier series expansion and the Kohnen limit process. This yields the polynomial growth of the Fourier series coefficients of $E$. Uniform convergence of the Kohnen limit process in Proposition 4.1 together with the at most of $E$ the $(k,1)$-th Fourier series coefficient in the above expression:

$$K_{k,m}^{-1} \left( \text{skew} \right) := \sum_{n, r \in \mathbb{Z}} c(n(0), -r) a_k \left( \left( \frac{n}{r^2/m} \right) Z \right)$$

Recall from Section 3.3 the connection between $\mathcal{J}_{2-k,|m|}$ and the space $J_{3-k,|m|}$ of harmonic Maass-Jacobi forms. If $\phi \in J_{3-k,|m|}$, then we define for convenience

$$K_{k,m}^{-1} (\phi) := K_{k,m}^{-1} \left( R_{3-k}^J \phi \right).$$

The next lemma complements Lemma 4.10 and it is needed in the proof of Proposition 4.14.

**Lemma 4.13.** If $m < 0$ and $\left( \frac{n}{r^2/m} \right)$ is indefinite, then we have

$$K_{k,m} \left( a_k \left( \left( \frac{n}{r^2/m} \right) Z \right) \right) = |m|^{1-k} 2^{2k-9k^k} \pi^{-\frac{k}{2}} \Gamma(k-1) a_k \left( \left( \frac{n}{r^2/m} \right) \right) a_k \left( \left( \frac{n}{r^2/m} \right) Z \right).$$

**Proof.** We will establish the claim as follows: We first employ Lemmas 4.5 and 4.11 to deduce the Kohnen limit process of $a_k \left( \left( \frac{n}{r^2/m} \right) Z \right)$. Then the covariance in Propositions 4.2 and 4.8 allows us to extend the result to arbitrary $\left( \frac{n}{r^2/m} \right)$ with $m < 0$.

Observe that the Fourier series expansion of the first Fourier-Jacobi series coefficient $e_{k,1} \left( \text{skew} \right)$ of $L_{k}^{\text{skew}}$ equals

$$e_{k,1}^{\text{skew}}(Z) = \sum_{n, r \in \mathbb{Z}} c(\left( \frac{n}{r^2/m} Z \right) \left( \frac{n}{r^2/m} Z \right) a_k \left( \left( \frac{n}{r^2/m} \right) Z \right).$$

Uniform convergence of the Kohnen limit process in Proposition 4.1 together with the at most polynomial growth of the Fourier series coefficients of $L_{k}^{\text{skew}}$ justifies the interchanging of the summation in the Fourier series expansion and the Kohnen limit process. This yields the equality

$$K_{k,1} \left( e_{k,1}^{\text{skew}} \right) = \sum_{n, r \in \mathbb{Z}} c(\left( \frac{n}{r^2/m} Z \right) \left( \frac{n}{r^2/m} Z \right) K_{k,1} \left( a_k \left( \left( \frac{n}{r^2/m} \right) Z \right) \right).$$

The normalization of $a_k \left( T Z \right)$ in (2.26) for indefinite Fourier indices $T$ allows us to compute the $(−1,0)$-th Fourier series coefficient in the above expression:

$$c \left( K_{k,1} \left( e_{k,1}^{\text{skew}} \right), -1, 0 \right) = c \left( \left( \frac{n}{r^2/m} \right), -1, 0 \right).$$
Recall from Lemma 4.5 that
\[ \text{Klim}_{k,1}^{\text{skew}} (E_{k,1}^{\text{skew}}) = \frac{(-1)^{\frac{1-k}{2}}(2\pi)^k}{\Gamma\left(\frac{1}{2}\right)\zeta(k)} E_{k,1}^{\text{skew}}, \]
and then comparing Fourier series coefficients gives
\[ c(E_k^{\text{skew}}; \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}) = \frac{(-1)^{\frac{1-k}{2}}(2\pi)^k}{\Gamma\left(\frac{1}{2}\right)\zeta(k)} c(E_{k,1}^{\text{skew}}; -1, 0). \]

A similar argument applies to the \((-1,0)\)-th Fourier-Jacobi coefficient \(c_{k,-1}^{\text{skew}}\) of \(E_k^{\text{skew}}\), and with the help of Lemma 4.11 we find that
\[ \overline{c(E_k^{\text{skew}}; \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix})} \text{Klim}_{k,-1}^{\text{skew}} \left( a_k^{\text{skew}} \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} Z \right) \right) = \frac{(-1)^{\frac{k-1}{2}}(2\pi)^k}{\Gamma\left(k-\frac{1}{2}\right)\zeta(k)} c(E_{2-k,1}^{\text{skew}}; -1, 0; y) e(-x). \]

Note that \(E_{k,1}^{\text{skew}}\) is invariant under the slash action of \(\text{rot}((1 \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix})\)), and hence (since \(k\) is odd) \(c(E_k^{\text{skew}}; \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix}) = c(E_{k}^{\text{skew}}; \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix})\)). We insert the equation for \(c(E_k^{\text{skew}}; \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix})\) to obtain
\[ \text{Klim}_{k,1}^{\text{skew}} \left( a_k^{\text{skew}} \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} Z \right) \right) = \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma(k-\frac{1}{2})} \frac{c(E_{2-k,1}^{\text{skew}}; -1, 0; y) e(-x)}{c(E_{k,1}^{\text{skew}}; -1, 0)}. \]

Recall from Lemma 3.7 that \(E_{k,1}^{\text{skew}}\) has real Fourier series coefficients, and hence the complex conjugation in the denominator can be ignored.

We write
\[ c(E_{2-k,1}^{\text{skew}}; -1, 0; y) = c(E_{2-k,1}^{\text{skew}}; -1, 0) a_{2-k,1}^{\text{skew}} (-1, 0; y), \tag{4.14} \]
where \(a_{2-k,1}^{\text{skew}}\) is defined in (3.28). This transforms the above equation to
\[ \text{Klim}_{k,1}^{\text{skew}} \left( a_k^{\text{skew}} \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} Z \right) \right) = \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma(k-\frac{1}{2})} \frac{c(E_{2-k,1}^{\text{skew}}; -1, 0)}{c(E_{k,1}^{\text{skew}}; -1, 0)} a_{2-k,1}^{\text{skew}} (-1, 0; y) e(-x). \tag{4.15} \]

To complete the proof, we have to analyze the relation between the Fourier series coefficients of \(E_{2-k,1}^{\text{skew}}\) and \(E_{k,1}^{\text{skew}}\). In (3.32), we provided the relation
\[ R_{2-k}^{\text{skew}} E_{2-k,m}^{\text{skew}} = E_{k,m}^{\text{skew}}. \]

In particular, we have
\[ c(E_{2-k,1}^{\text{skew}}; -1, 0) R_{2-k}^{\text{skew}} \left( a_{2-k,1}^{\text{skew}} (-1, 0; y) e(-x) \right) = R_{2-k}^{\text{skew}} \left( c(E_{2-k,1}^{\text{skew}}; -1, 0; \tau, z) \right) \]
\[ = c(E_{k,1}^{\text{skew}}; -1, 0; \tau, z) = c(E_{k,1}^{\text{skew}}; -1, 0) a_{1}^{\text{skew}} (-1, 0; y) e(-x), \]
where \( c(E_{-k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0; \tau, z) \) and \( c(E_{k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0; \tau, z) \) are the \((-1, 0)\)-th Fourier terms of \( E_{-k,1}^{\mathcal{J}_{\text{skew}}} \) and \( E_{k,1}^{\mathcal{J}_{\text{skew}}} \). This leads to

\[
\frac{c(E_{-k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)}{c(E_{k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)} = \frac{a_{1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x)}{a_{k}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x)},
\]

and inserting the definition of \( a_{-k,1}^{\mathcal{J}_{\text{skew}}} \) in (3.28) gives:

\[
\frac{c(E_{-k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)}{c(E_{k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)} = \frac{a_{1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x)}{R_{-k}^{\mathcal{J}_{\text{skew}}} \circ R_{3-k}^{\mathcal{J}_{\text{skew}}}(a_{3-k,1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x))}.
\]

Note that the composition of the two raising operators can be expressed as a single raising operator by (3.33), since \( a_{3-k,1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x) \) is annihilated by the differential operator \( \Delta_{3-k} \) and it is also holomorphic in \( z \):

\[
\frac{c(E_{-k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)}{c(E_{k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)} = \frac{-i\Gamma(k - \frac{1}{2})}{8\pi^{\frac{1}{2}}\Gamma(k + 1)} a_{1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x).
\]

Next we recall the definition (3.4) of the raising operator and the definition (3.19) of \( a_{3-k,1}^{\mathcal{J}_{\text{skew}}} \).

A straightforward computation shows that

\[
R_{k-1}^{\mathcal{J}_{\text{skew}}} \left( y^{\frac{5}{2} - k} a_{3-k,1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x) \right)
= \left( \partial_{\tau} + \nu y^{-1} \partial_{x} + \frac{i}{2}(k - 2 - \frac{1}{2})y^{-1} \right) \left( y^{\frac{5}{2} - k} \Gamma\left( \frac{3}{2} - k, 4\pi y \right) e(-\tau) \right) = \frac{i}{2}(4\pi)^{k - \frac{5}{2}} e(-\tau).
\]

Moreover, \( a_{1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y) = e(iy) \), and hence

\[
\frac{c(E_{-k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)}{c(E_{k,1}^{\mathcal{J}_{\text{skew}}}; -1, 0)} = \frac{-i\Gamma(k - \frac{1}{2})}{8\pi^{\frac{1}{2}}\Gamma(k + 1)} \frac{i}{2}(4\pi)^{k - \frac{5}{2}} \frac{\Gamma(k - \frac{1}{2})}{\Gamma(k + 1)}
\]

We insert this last expression into (4.15) to obtain

\[
\text{Klim}_{1}^{\mathcal{J}_{\text{skew}}} \left( a_{k}^{\mathcal{J}_{\text{skew}}} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \right) = \frac{2^{2k-9} \pi^{k-\frac{5}{2}}}{\Gamma(k + 1)} a_{-k,1}^{\mathcal{J}_{\text{skew}}}(-1, 0; y)e(-x).
\]

It remains to employ the covariance from Proposition 4.8 to extend the result to general Fourier indices \((n, r/2, m)\) with \(m < 0\). First, Proposition 2.4 guarantees that \( a_{k}^{\mathcal{J}_{\text{skew}}}(TZ) \) for indefinite \(T\) depends only on the trace and determinant of \(TZ\). This implies the equality

\[
\text{Klim}_{1}^{\mathcal{J}_{\text{skew}}} \left( a_{k}^{\mathcal{J}_{\text{skew}}} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \right) = |m|^{\frac{1}{2}} \text{Klim}_{1}^{\mathcal{J}_{\text{skew}}} \left( a_{k}^{\mathcal{J}_{\text{skew}}} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \right) |\text{skew} \circ \text{diag}(1, |m|^{\frac{1}{2}}, 1, |m|^{\frac{1}{2}})|.
\]
Next, the application of the second equation in (4.6) and the extension of the skew-Jacobi slash action in (3.2) show that this is equal to

\[
|m|^{-\frac{k}{2}} K_{k,1}^{\text{skew}} \left( a_k^{\text{skew}} \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} Z \right) \right) \Gamma \left( \frac{1}{2}, 1, |m|^{-\frac{1}{2}} \right)
\]

\[
= |m|^{-\frac{k}{2}} \frac{2^{2k-9} \pi^k}{\Gamma(k-1)} a_{2-k,1}^{\text{skew}} (-1,0; y)e(-x) \Gamma \left( \frac{1}{2}, 1, |m|^{-\frac{1}{2}} \right)
\]

\[
= |m|^{1-k} \frac{2^{2k-9} \pi^k}{\Gamma(k-1)} a_{2-k,|m|}^{\text{skew}} (-1,0; y)e(-x).
\]

The first equation in (4.6) then yields the claim. 

**Proposition 4.14.** Let \( m < 0 \). For every \( \phi \in J_{2-k,|m|}^{\text{skew}} \) the defining series on the right hand side of (4.11) converges absolutely and locally uniformly. The map \( K_{k,m}^{-1} \) is inverse to the map \( K_{k,m} \). Specifically, the arrows in the following diagram are well-defined isomorphisms:

\[
\begin{array}{ccc}
J_{3-k,|m|} & \xrightarrow{\text{R}^2_{3-k} \circ (\text{R}^{\text{skew}})_{k-2}} & J_{2-k,|m|}^{\text{skew}} \\
\xrightarrow{y^{k-\frac{3}{2}}} & & \xrightarrow{K_{k,m}^{-1}} & J_{k,m}^{\text{skew}} \\
\end{array}
\]

**Proof.** The left half of the diagram appears in Proposition 3.5. Consider the right half of the diagram: Convergence and injectivity of the inverse Kohnen limit process follow as in the case of \( m > 0 \) in Proposition 4.12. The argument that \( K_{k,m}^{\text{skew}} \circ K_{k,m}^{-1} \) is the identity map for Fourier series terms of degenerate index is also the same as in Proposition 4.12 (see Lemma 4.10). However, a separate argument for Fourier series terms of indefinite index is required, since the analogue of (2.26) for \( m < 0 \) does not hold. The remaining part of the proof is then again similar to the one of Proposition 4.12.

Thus, it remains to justify that

\[
K_{k,m}^{\text{skew}} \left( K_{k,m}^{-1} \left( a_{2-k,|m|}^{\text{skew}} (n,r; y)e(nx + rz) \right) \right) = a_{2-k,|m|}^{\text{skew}} (n,r; y)e(nx + rz).
\]

This follows after inserting the definition of the inverse Kohnen limit process in (4.11), and then applying Lemma 4.13.

**5 The Kohnen limit process for \( m = 0 \)**

The Kohnen limit process for \( m = 0 \) is difficult, and we have to overcome five subtleties:

1. Elements of \( J_{k,0}^{\text{skew}} \) are not determined uniquely by the leading asymptotic term as \( y' \to \infty \). In particular, the naive analogue of \( K_{k,m}^{\text{skew}} \) for \( m \neq 0 \) would not be injective. For this
reason, we define two “semi-definite” Kohnen limit processes \( \text{Klim}[0, 0]_{k,0}^{\text{skew}} \) and \( \text{Klim}[0, 1]_{k,0}^{\text{skew}} \) in Section 5.2 and a family of “indefinite” Kohnen limit processes \( \text{Klim}[N]_{k,0}^{\text{skew}} \) for \( N \geq 1 \) in Section 5.3.

(2) In contrast to the case \( m \neq 0 \), the defining series of the 0-th Fourier-Jacobi coefficient \( e_{k,0}^{\text{skew}} \) of the skew Eisenstein series \( E_k^{\text{skew}} \) has non-uniform asymptotic behavior as \( y' \to \infty \). In the case \( m \neq 0 \), we interchanged limit and summation to directly compute the Kohnen limit process of \( e_{k,m}^{\text{skew}} \). For \( m = 0 \), we first have to apply the Poisson summation formula in Section 5.4.

(3) The cases \( m \neq 0 \) rely heavily on multiplicity-one for Fourier series coefficients (see Propositions 2.4 and 2.6). Fourier series coefficients of index \( T = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \) violate multiplicity-one, and can occur in the Fourier series expansions of elements of \( \text{M}_k^{\text{skew}} \). Observe that Theorem 3 (a) of [BRR12] incorrectly states that the “constant term” of elements of \( \text{M}_k^{\text{skew}} \) is independent of \( Y \), which however does not impact any of the other results of [BRR12]. Proposition 2.10 corrects this inaccuracy of [BRR12] by providing details on the Fourier series coefficient of weight \( k \) skew-harmonic functions of index \( T = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \).

(4) The Kohnen limit processes for \( m \neq 0 \) are defined via the leading asymptotic term as \( y' \to \infty \). The semi-definite Kohnen limit processes \( \text{Klim}[0, 0]_{k,0}^{\text{skew}} \) and \( \text{Klim}[0, 1]_{k,0}^{\text{skew}} \) capture the first two terms in the asymptotic behavior as \( y' \to \infty \). However, the remaining Kohnen limit processes \( \text{Klim}[N]_{k,0}^{\text{skew}} \) for \( N \geq 1 \) are defined via a limit \( y' \to 0 \). We do not provide details, but the third asymptotic term as \( y' \to \infty \) would yield a discontinuous Kohnen limit process that does not converge uniformly.

(5) When defining \( \text{Klim}[N]_{k,0}^{\text{skew}} \), the Jacobi-variable \( z \) is specialized at torsion points. This collapses parts of the Fourier series expansion of an abstract Fourier-Jacobi term of index 0. For a given \( n \), there are infinitely many \( r \) such that Fourier series coefficients of index \( \begin{pmatrix} n & r/2 \\ r/2 & 0 \end{pmatrix} \) contribute to the \( n \)-th Fourier series coefficient of the image under the Kohnen limit process. This complication will be addressed in detail in a sequel.

5.1 Abstract elliptic functions  Abstract Fourier-Jacobi terms of index \( m \neq 0 \) live in between skew-harmonic Siegel modular forms and skew-Jacobi forms. Abstract elliptic functions in the next definition are analogous objects in between skew-harmonic Siegel modular forms and elliptic functions. In particular, we do not impose any transformation invariance with respect to \( \text{SL}_2(\mathbb{Z}) \).

Definition 5.1 (Abstract elliptic functions). Suppose \( \tilde{\phi}_0 : \mathbb{H}^{(2)} \to \mathbb{C} \) is a function such that \( \tilde{\phi}_0(\tau, z, \tau') = \tilde{\phi}_0(\tau, z, y') \) is independent of \( x' \). Then \( \tilde{\phi}_0 \) is an abstract skew-harmonic elliptic function of weight \( k \) if it satisfies
(i) \( \tilde{\phi}_0 \) is skew-harmonic, i.e., \( \Omega_k^{\text{skew}} \tilde{\phi}_0 = 0 \) and \( \xi_k^{\text{skew}} \tilde{\phi}_0 = 0 \).

(ii) For all \( \gamma^1 \) in the Heisenberg group \( \mathbb{Z}^2 \times \mathbb{Z} \) (viewed as embedded into \( \text{Sp}_2(\mathbb{Z}) \)), we have the Siegel invariance \( \tilde{\phi}_0 \circ \gamma^1 = \tilde{\phi}_0 \).

(iii) \( \tilde{\phi}_0(Z) = \mathcal{O}(\text{tr}(Y)^a) \) for some \( a \in \mathbb{R} \) as \( \text{tr}(Y) \rightarrow \infty \).

The space of such functions is denoted by \( \text{AEll}^{\text{skew}}_k \).

**Remark 5.2.** Note that Condition (i) of Definition 5.1 depends on \( k \), while the Siegel invariance in (ii) is independent of the weight \( k \).

An abstract skew-harmonic elliptic function \( \tilde{\phi}_0 \) and its transforms \( \tilde{\phi}_0|^{\text{skew}} \uparrow \gamma \) with \( \gamma \in \text{SL}_2(\mathbb{Z}) \) have Fourier coefficients with respect to \( x \) that have a Fourier series expansion with respect to \( u \). If \( n \in \mathbb{R}_{>0} \), then that expansion is of the form

\[
c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; n, 0) a_k^{\text{skew}}\left(\left(\begin{array}{cc} n & 0 \\ 0 & 0 \end{array}\right) Y\right) + \sum_{r \in \mathbb{Z}\setminus\{0\}} c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; n, r) a_k^{\text{skew}}\left(\left(\begin{array}{cc} n & r/2 \\ 0 & 0 \end{array}\right) Y\right)e(r u),
\]

(5.1)

if \( n \in \mathbb{R}_{<0} \), then it is of the form

\[
c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; n, 0) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right) + \sum_{r \in \mathbb{Z}\setminus\{0\}} c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; n, r) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right)e(r u),
\]

(5.2)

and if \( n = 0 \), then it is of the form

\[
c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; 0, 0) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right) + \sum_{r \in \mathbb{Z}\setminus\{0\}} c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; 0, r) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right)e(r u).
\]

(5.3)

Recall from Proposition 2.10 that invariance of \( \tilde{\phi}_0|^{\text{skew}} \uparrow \gamma \) under the action of \( \text{rot}(\text{GL}_2(\mathbb{Z})) \) implies that the second term in (5.3) can be written as

\[
c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; 0_{(1)}, 0; Y) = \det(Y)^{1-k} c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; (0_{(1)}, \bullet), 0; \bar{x}),
\]

where \( c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; (0_{(1)}, \bullet), 0; \bar{x}) \) is an Eisenstein series of weight 0, level 1, and with spectral parameter \( k - 1 \). In particular, it has a Fourier series expansion with respect to \( \bar{x} \), and can be expanded in terms of Fourier coefficients in (2.25) as

\[
c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; (0_{(1)}, 0_{(0)}), 0) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right) + c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; (0_{(1)}, 0_{(1)}), 0) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right) + c(\tilde{\phi}_0|^{\text{skew}} \uparrow \gamma; (0_{(1)}, \bar{n}), 0) a_k^{\text{skew}}\left(\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right) Y\right) e(\bar{n} \bar{x}).
\]

(5.4)
We naturally have \( \tilde{J}_{k,0}^{skew} \subset \mathcal{AEll}^{skew}_k \). In addition, we define the subspace \( \mathcal{AEll}^{skew,md}_k \subset \mathcal{AEll}^{skew}_k \) of abstract elliptic functions that have a Fourier series expansion with respect to \( x \) and whose Fourier series coefficients are of the following moderate growth:

\[
\mathcal{AEll}^{skew,md}_k := \{ \tilde{\phi}_0 \in \mathcal{AEll}^{skew}_k : c(\tilde{\phi}_0; n, r) \text{ grows polynomially with respect to } r, \\
c(\tilde{\phi}_0; (0,1), \tilde{n}, 0) \text{ grows polynomially with respect to } \tilde{n} \}. \tag{5.5}
\]

For convenience and to unify notation, set

\[
\tilde{J}_{k,0}^{skew,md} := \tilde{J}_{k,0}^{skew} \cap \mathcal{AEll}^{skew,md}_k. \tag{5.6}
\]

**Proposition 5.3.** If \( F(Z) = \sum_{m \in \mathbb{Z}} \tilde{\phi}_m(\tau, z, y') e(mx') \in \mathcal{M}^{skew}_k \), then \( \tilde{\phi}_0 \in \tilde{J}_{k,0}^{skew,md} \).

**Proof.** It is clear that \( \tilde{\phi}_0 \in \tilde{J}_{k,0}^{skew} \).

Since \( F \) is a Siegel modular form, it is in particular invariant under \( \text{rot} (\text{SL}_2(\mathbb{Z})) \). Observing the Fourier series expansion in (5.4), we discover that \( c(\tilde{\phi}_0|_{skew} \uparrow(\gamma); (0,1), \tilde{n}, 0) \) is up to the factor \( \det(Y)^{k-\frac{1}{2}} \) a Maass form of eigenvalue \( (k - 1)(2 - k) \) with respect to \( \tilde{\tau} \). In particular, its Fourier series coefficients \( c(\tilde{\phi}_0|_{skew} \uparrow(\gamma); (0,1), \tilde{n}, 0) \) grow at most polynomially with respect to \( \tilde{n} \).

We next argue that \( c(\tilde{\phi}_0; n, r) \) grows polynomially with respect to \( r \). If \( n > 0 \), then Proposition 4.12 and the normalization (2.26) imply that \( c(\tilde{\phi}_0; n, r) = c(\tilde{\phi}_n; 0, r) \) is the Fourier series coefficient of a skew-holomorphic Jacobi form. When combining the theta decomposition of weight \( k \) skew-holomorphic Jacobi forms with the trivial bound on the growth of Fourier series coefficients of half-integral weight modular forms (cf. the introduction of [Iwa87], where a stronger bound is provided), we find that for fixed \( n > 0 \)

\[
c(\tilde{\phi}_0; n, r) = O_{\epsilon}(r^{k-\frac{1}{2}+\epsilon}) = O_{\epsilon}(r^{k-1+2\epsilon}) \quad \text{for any } \epsilon > 0 \text{ as } r \to \infty.
\]

For general, fixed \( n \in \mathbb{Z} \), if \( r \neq 0 \), we have

\[
c(\tilde{\phi}_0; n, r) = c(\tilde{\phi}_0; n + 2hr, r) = c(\tilde{\phi}_{n+2hr}; 0, r) = O_{h,\epsilon}(r^{k-1+2\epsilon}) \quad \text{for any } \epsilon > 0 \text{ as } r \to \infty,
\]

provided that \( h \in \mathbb{Z} \) with \( n + 2hr > 0 \). For fixed \( n \), we can choose \( h = \text{sgn}(n)\text{sgn}(r)n \) and hence obtain an estimate that only depends on \( n \).

**5.2 The semi-definite Kohnen limit process** In this section, we define two Kohnen limit processes for \( m = 0 \). We refer to them as the semi-definite Kohnen limit processes, because they allow us to extract the Fourier series coefficients of semi-definite index. However, they
will also capture the Fourier coefficients of indices \(((0 0)(0), 0), ((0 0)(1), 0(0)), ((0 0)(1), 0(1))\) with notation as in (2.24).

For \(\tilde{\phi}_0 \in \text{AEll}_{k}^{\text{skew}}\), set

\[
\text{Klim}[0,0]_{k,0}^{\text{skew}}(\tilde{\phi}_0)(\tau) := y^{k-\frac{1}{2}} \lim_{y' \to \infty} \tilde{\phi}_0(\tau,0,\tau').
\] (5.7)

Proposition 5.7 asserts that it converges absolutely and locally uniformly to a function on the Poincaré upper half plane \(H\) that has spectral parameter \(k-\frac{1}{2}\), i.e., eigenvalue \(\frac{1}{2}(k-\frac{1}{2})\) with respect to the weight \(1-k\) hyperbolic Laplace operator.

The Kohnen limit process \(\text{Klim}[0,0]_{k,0}^{\text{skew}}\) for index \(m=0\) enters with an adjoint that we denote by \(\text{Klim}[0,0]_{k,0}^{\text{skew}}\). Consider a periodic function \(\phi_0 : H \to \mathbb{C}\) of eigenvalue \(\frac{1}{2}(k-\frac{1}{2})\) with respect to the weight \(1-k\) hyperbolic Laplace operator, which has a Fourier series expansion of the form

\[
c(\phi_0; 0(0)) y^{k-\frac{1}{2}} + c(\phi_0; 0(1)) y^\frac{1}{2} + \sum_{n \in \mathbb{Z}\setminus \{0\}} c(\phi_0; n) (4\pi|n|y)^{k-\frac{1}{2}} W_{\text{sgn}(n)}^{\frac{1}{2},-\frac{1}{2}} (4\pi|n|y) e(nx).
\]

If the Fourier series coefficients of \(\phi_0\) grow at most polynomially, we set

\[
\text{Klim}[0,0]_{k,0}^{\text{skew}}(\phi_0)(Z) := c(\phi_0, 0(0))^{\text{skew}} \left( ((0 0)(0); Y) \right) + c(\phi_0, 0(1))^{\text{skew}} \left( ((0 0)(1), 0(0); Y) \right) + \sum_{n=1}^{\infty} c(\phi_0, n) a_k^{\text{skew}} \left( \left( \begin{smallmatrix} n & 0 \\ 0 & 0 \end{smallmatrix} \right); Y \right) + \sum_{n=-1}^{\infty} c(\phi_0, -n) a_k^{\text{skew}} \left( \left( \begin{smallmatrix} -n & 0 \\ 0 & 0 \end{smallmatrix} \right); Y \right).
\] (5.8)

The key property of this adjoint is given in the next lemma.

**Lemma 5.4.** Let \(\phi_0 : H \to \mathbb{C}\) be a periodic function of eigenvalue \(\frac{1}{2}(k-\frac{1}{2})\) with respect to the weight \(1-k\) hyperbolic Laplace operator. Assume that the Fourier series coefficients of \(\phi_0\) grow moderately in the sense of (5.5). Then we have

\[
\text{Klim}[0,0]_{k,0}^{\text{skew}} \left( \text{Klim}[0,0]_{k,0}^{\text{skew}}(\phi_0) \right) = \phi_0.
\] (5.9)

**Proof.** This follows directly from the defining equations (2.21), (2.22), and (2.24) of the Fourier series terms that appear in (5.8) (see also Lemma 5.6). \(\blacksquare\)

For convenience, we set

\[
\text{Klim}[0,0]_{k,0}^{\pi} := \text{Klim}[0,0]_{k,0}^{\text{skew}} \circ \text{Klim}[0,0]_{k,0}^{\text{skew}}.
\] (5.10)

If that Kohnen limit process converges, then by Lemma 5.4, we can view it as a projection of the Fourier expansion to contributions of indices \((\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix})(0), (\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix})(1), 0(0), (\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix})(1), 0(1))\) for \(n > 0\), and \((\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix})(0)\) for \(n < 0\).
We next use \( \text{Klim}_{0,0}^{\text{skew} \pi} \) to remove contributions that are already captured by the first semi-definite Kohnen limit process \( \text{Klim}_{0,0}^{\text{skew}} \), and we define a second Kohnen limit process that extracts the remaining Fourier series coefficients of semi-definite index. Again, let \( \tilde{\phi}_0 \in \text{AEll}_{k}^{\text{skew}} \). Then

\[
\text{Klim}_{0,1}^{\text{skew}}(\tilde{\phi}_0)(\tau) := \ \text{y}^{1/2} \lim_{\text{y}' \to \infty} \text{y}'^{k-3/2}\left(\tilde{\phi}_0(\tau, 0, \tau') - \text{Klim}_{0,0}^{\text{skew} \pi}(\tilde{\phi}_0)(\tau, 0, \tau')\right). \tag{5.11}
\]

Proposition 5.7 shows that (5.11) converges absolutely and locally uniformly to a holomorphic function on the Poincaré upper half plane \( \mathbb{H} \).

If \( \phi_0 \) is a periodic and holomorphic function on \( \mathbb{H} \) such that its Fourier series coefficients have at most polynomial growth, then the adjoint to \( \text{Klim}_{0,1}^{\text{skew}} \) is defined by

\[
\text{Klim}_{0,1}^{\text{skew} \#}( \sum_{n=0}^{\infty} c(n)e(n\tau) )(Z) := c(\phi_0;0) a_k^{\text{skew}}(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, 0_{(1)}; Y) + \sum_{n=1}^{\infty} c(\phi_0; n) (4\pi n)^{k-2} a_k^{\text{skew}}(\begin{pmatrix} -n & 0 \\ 0 & 0 \end{pmatrix}_{(1)}; Z). \tag{5.12}
\]

The next lemma is analogous to Lemma 5.4, asserting that \( \text{Klim}_{0,1}^{\text{skew} \#} \) is indeed an adjoint to \( \text{Klim}_{0,1}^{\text{skew}} \).

**Lemma 5.5.** Let \( \phi_0 : \mathbb{H} \to \mathbb{C} \) be periodic and holomorphic. Assume that the Fourier series coefficients of \( \phi_0 \) grow moderately in the sense of (5.5). Then we have

\[
\text{Klim}_{0,1}^{\text{skew}}(\text{Klim}_{0,1}^{\text{skew} \#} \phi_0) = \phi_0. \tag{5.13}
\]

**Proof.** This follows again directly from the defining equations (2.21), (2.22), and (2.24) of the Fourier series terms that appear in (5.8) (see also Lemma 5.6).

The associated projection on Fourier series expansions is

\[
\text{Klim}_{0,1}^{\text{skew} \pi} := \text{Klim}_{0,1}^{\text{skew} \#} \circ \text{Klim}_{0,1}^{\text{skew}}. \tag{5.14}
\]

It maps a skew-harmonic Fourier series expansion to contributions of indices \( (\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, 0_{(1)}) \) and \( (\begin{pmatrix} n & 0 \\ 0 & 0 \end{pmatrix}_{(1)}) \) for \( n < 0 \).

Analogous to the case of \( m \neq 0 \), the Kohnen limit processes \( \text{Klim}_{0,0}^{\text{skew}} \) and \( \text{Klim}_{0,1}^{\text{skew}} \) converge already on Fourier series coefficients. The next lemma specifies the image of the semi-definite Kohnen limit processes on Fourier series coefficients. We will use it frequently in the next sections.
Lemma 5.6. We have

\[
\begin{align*}
\text{Klim}[0,0]_{skew}^{k,0} \left( a_{skew} \left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 0; Z \right) \right) & = y^{k-\frac{1}{2}}, \\
\text{Klim}[0,0]_{skew}^{k,0} \left( a_{skew} \left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 1; 0; Z \right) \right) & = y^{\frac{1}{2}}, \\
\text{Klim}[0,0]_{skew}^{k,0} \left( a_{skew} \left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 0; Z \right) \right) & = (4\pi n)^{\frac{1}{2}-k} (4\pi ny)^{\frac{1}{2}-k} W_{1-k, k-\frac{1}{2}} (4\pi ny) e(nx), \\
\text{Klim}[0,0]_{skew}^{k,0} \left( a_{skew} \left( \begin{pmatrix} -n & 0 \\ 0 & 0 \end{pmatrix}, 0; Z \right) \right) & = (4\pi n)^{\frac{1}{2}-k} (4\pi ny)^{\frac{1}{2}-k} W_{1-k, k-\frac{1}{2}} (4\pi ny) e(-nx), \\
\text{Klim}[0,1]_{skew}^{k,0} \left( a_{skew} \left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 0; 1; Z \right) \right) & = 1, \\
\text{Klim}[0,1]_{skew}^{k,0} \left( a_{skew} \left( \begin{pmatrix} -n & 0 \\ 0 & 0 \end{pmatrix}, 0; 1; Z \right) \right) & = (4\pi n)^{k-2} e(n\tau).
\end{align*}
\]

The remaining Fourier series coefficients vanish under the semi-definite Kohnen limit processes.

Proof. For Fourier series coefficients of index $T$ with $\det(T) = 0$, this follows directly from the defining formulas for Fourier series coefficients in (2.21), (2.22), and (2.24). In particular, the asymptotic expansion of the modified $K$-Bessel functions suffices to conclude that the Fourier series terms of index $\left( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 0; Z \right)$ do not contribute to the image. Shimura’s estimate for the decay of Fourier series terms of indefinite index implies that they decay faster than any polynomial in $y'$ and therefore do not contribute to the semi-definite Kohnen limit processes.

In contrast to the case $m \neq 0$, one can examine $\text{Klim}[0,0]$ and $\text{Klim}[0,1]$ without inspecting the skew Eisenstein series.

Proposition 5.7. Let $\tilde{\phi}_0 \in \text{AEll}_{skew,md}^k$. Then $\text{Klim}[0,0]_{skew}^{k,0} (\tilde{\phi}_0)$ and $\text{Klim}[0,1]_{skew}^{k,0} (\tilde{\phi}_0)$ converge absolutely and locally uniformly. If $\tilde{\phi}_0 \in \text{AJ}_{skew}^{k,0}$, then

(i) $\text{Klim}[0,0]_{skew}^{k,0} (\tilde{\phi}_0)$ is an elliptic Maass form of weight $1 - k$ and eigenvalue $\frac{1}{2} (k - \frac{1}{2})$ with respect to the weight $1 - k$ hyperbolic Laplace operator, and

(ii) $\text{Klim}[0,1]_{skew}^{k,0} (\tilde{\phi}_0)$ is a holomorphic elliptic modular form of weight $k - 1$.

Proof. Consider the Fourier series expansion of $\tilde{\phi}_0$, whose terms are given in (2.21), (2.22), (2.24), and (2.26). Since $\tilde{\phi}_0$ has Fourier series coefficients that grow moderately, we can compute the Kohnen limit process by employing Lemma 5.6. The images of the Fourier series coefficients given in Lemma 5.6 also reveal the Laplace eigenvalues of $\text{Klim}[0,0]_{skew}^{k,0} (\tilde{\phi}_0)$. Similarly, it follows that $\text{Klim}[0,1]_{skew}^{k,0} (\tilde{\phi}_0)$ is holomorphic.

The claimed modular transformation behavior in (i) and (ii) will follow from the covariance of the semi-definite Kohnen limit processes stated in Proposition 5.9. □
Remark 5.8. Proposition 5.7 could also be proved by using techniques from Section 4 (see Lemma 5.13).

Proposition 5.9. Let $\tilde{\phi}_0 \in \text{AEll}_k^{\text{skew}, \text{md}}$. Then

\[
\begin{align*}
\text{Klim}[0,0]_{k,0}^{\text{skew}} (\tilde{\phi}_0 |_{1-k} g) &= \text{Klim}[0,0]_{k,0}^{\text{skew}} (\tilde{\phi}_0 |_{k} \text{up}(g)), \\
\text{Klim}[0,1]_{k,0}^{\text{skew}} (\tilde{\phi}_0 |_{k-1} g) &= \text{Klim}[0,1]_{k,0}^{\text{skew}} (\tilde{\phi}_0 |_{k} \text{up}(g)),
\end{align*}
\]

(5.21)

for all $g \in \text{SL}_2(\mathbb{Q})$.

If $\phi_0$ is an elliptic Maass form of weight $1 - k$ and eigenvalue $\frac{1}{2}(k - \frac{1}{2})$ with respect to the weight $1 - k$ hyperbolic Laplace operator, then

\[
\begin{align*}
\text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{1-k} g) &= \text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g)), \\
\text{Klim}[0,1]_{k,0}^{\text{skew}} (\phi_0 |_{k-1} g) &= \text{Klim}[0,1]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g))
\end{align*}
\]

(5.22)

for all $g \in \text{SL}_2(\mathbb{Q})$. If $\phi_0$ is a holomorphic modular form on $\mathbb{H}$ of weight $k - 1$, then

\[
\begin{align*}
\text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{k-1} g) &= \text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g)) \\
\text{Klim}[0,1]_{k,0}^{\text{skew}} (\phi_0 |_{k-1} g) &= \text{Klim}[0,1]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g))
\end{align*}
\]

(5.23)

for all $g \in \text{SL}_2(\mathbb{Q})$.

Remark 5.10. We have to restrict the covariance statement to transformations by $g \in \text{SL}_2(\mathbb{Q})$, since we have defined the adjoint Kohnen limit process only for period functions. For example, the right hand side of the second equation in (5.21) is not defined for general $g \in \text{SL}_2(\mathbb{R})$.

Proof of Proposition 5.9. The definitions (5.7) of $\text{Klim}[0,0]_{k,0}^{\text{skew}}$ and (5.11) of $\text{Klim}[0,1]_{k,0}^{\text{skew}}$ together with the uniform convergence in Proposition 5.7 imply the covariances in (5.21).

Next consider (5.22). Note that we can apply the adjoint Kohnen limit process to the left hand side, since $g \in \text{SL}_2(\mathbb{Q})$ and $\phi_0 |_{k-1} g$ is periodic in $x$ with period $\frac{1}{N}$ for some $N \in \mathbb{Z}_{>0}$. Lemma 5.4 implies that $\text{Klim}[0,0]_{k,0}^{\text{skew}}$ is injective on the image of its adjoint. Therefore, the covariance in (5.22) is equivalent to

\[
\begin{align*}
\text{Klim}[0,0]_{k,0}^{\text{skew}} (\text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{1-k} g)) &= \text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g)), \\
\text{Klim}[0,1]_{k,0}^{\text{skew}} (\phi_0 |_{k-1} g) &= \text{Klim}[0,1]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g))
\end{align*}
\]

where we have applied the Kohnen limit process to both the left and right hand side. We employ covariance of the Kohnen limit process and (5.9) to find that this follows from

\[
\begin{align*}
\text{Klim}[0,0]_{k,0}^{\text{skew}} (\text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{1-k} g)) &= \phi_0 |_{1-k} g = \text{Klim}[0,0]_{k,0}^{\text{skew}} (\text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g))) \\
&= \text{Klim}[0,0]_{k,0}^{\text{skew}} (\text{Klim}[0,0]_{k,0}^{\text{skew}} (\phi_0 |_{k} \text{up}(g))).
\end{align*}
\]

Hence (5.22) holds.

The covariance in (5.23) follows as the covariance in (5.22) when also using Lemma 5.5. \qed
The next operator can be thought of as a projection to semi-definite Fourier series coefficients. Note that some but not all Fourier series terms of index \((0,0)\) contribute to its image (see Lemma 5.11). We set

\[
\text{Klim}[0]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0) := \text{Klim}[0,0]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0) + \text{Klim}[0,1]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0).
\]

(5.24)

The covariance in (5.22) and (5.23) implies that, if \(\tilde{\phi}_0 \in \text{AEll}_{k}^{\text{skew},md}\), then

\[
\text{Klim}[0]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0 |_{\text{skew} \uparrow(\alpha, \beta, 0)}) = \text{Klim}[0]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0) |_{\text{skew} \uparrow(\alpha, \beta, 0)}
\]

(5.25)

for all \(g \in \text{SL}_2(\mathbb{Q})\).

**Lemma 5.11.** Let \(\tilde{\phi}_0 \in \text{AEll}_{k}^{\text{skew},md}\). Then

\[
\left( \tilde{\phi}_0 - \text{Klim}[0]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0) \right)(Z)
\]

has a Fourier series expansion supported on indefinite \(T\) and indices \(\left(\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix}\right)_{(1)}, \tilde{n} \) with \(\tilde{n} \neq 0\) as in (2.24).

**Proof.** This follows directly from (5.9) in Lemma 5.4 and (5.13) in Lemma 5.5, and the explicit expressions for the Fourier series terms in Lemma 5.6.

\[\blacksquare\]

### 5.3 The indefinite Kohnen limit process

We now examine indefinite Fourier coefficients of \(\tilde{\phi}_0 \in \text{AEll}_{k}^{\text{skew},md}\). If \(N \in \mathbb{Z}_{\geq 1}\), then set

\[
\text{Klim}[N]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0)(\tau) := y^{k-\frac{1}{2}} \lim_{y' \to 0} y'^{k-\frac{1}{2}} \left( \left( \tilde{\phi}_0 - \text{Klim}[0]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0) \right) |_{k}^{\text{skew} \uparrow(\alpha, \beta, 0)} \right)(\tau, 0, \tau')
\]

\[
\left. a, \beta \in \frac{1}{N} \mathbb{Z}/\mathbb{Z} : aZ + \beta Z = \frac{1}{N} Z \right\}
\]

(5.26)

**Remarks 5.12.** (1) Observe that (5.26) defines a vector-valued function \(\mathbb{H} \to V(\rho_N)\), where \(\rho_N\) is given in Section 1.1.

(2) In a sequel, we will establish the following: Let the limit \(\tilde{\phi}_0 \in \text{AEll}_{k}^{\text{skew},md}\) and \(N \in \mathbb{Z}_{\geq 1}\). Then \(\text{Klim}[N]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0)\) converges absolutely and locally uniformly. If \(\tilde{\phi}_0 \in \text{AJ}_{k,0}^{\text{skew},md}\), then \(\text{Klim}[N]_{k,0}^{\text{skew} \pi} (\tilde{\phi}_0)\) is an elliptic Maass form of weight \(1 - k\) and eigenvalue 0 with respect to the weight \(1 - k\) hyperbolic Laplace operator.
5.4 The Kohnen limit process for Eisenstein series  The proof of the convergence of the limit \( \text{Klim}[N]^{\text{skew}}_{k,0} \) for Fourier-Jacobi coefficients of Eisenstein series is much more subtle in comparison to the case \( m \neq 0 \), since the defining series has no uniform asymptotic as \( y' \to 0 \).

**Lemma 5.13.** Let \( e_{k,0}^{\text{skew}} \) be the 0-th Fourier-Jacobi coefficient of \( E_k^{\text{skew}} \) and \( N \in \mathbb{Z}_{\geq 1} \). Then

\[
\text{Klim}[N]^{\text{skew}}_{k,0}(e_{k,0}^{\text{skew}})
\]

exists locally uniformly, and it is an Eisenstein series of weight \( 1 - k \) with spectral parameter \( k \), i.e., eigenvalue 0 with respect to the weight \( 1 - k \) hyperbolic Laplace operator. More precisely, we have

\[
\begin{align*}
\text{Klim}[0, 0]^{\text{skew}}_{k,0}(e_{k,0}^{\text{skew}})(\tau) &= E_{1-k}(k - \frac{1}{2}, \tau), \\
\text{Klim}[0, 1]^{\text{skew}}_{k,0}(e_{k,0}^{\text{skew}})(\tau) &= \left(-1\right)^{\frac{k-3}{2}} \frac{2^{2-k}}{\Gamma(k - \frac{3}{2})} \frac{\Gamma(k) \zeta(2k - 2)}{\zeta(k) \zeta(2k - 2)} E_{k-1}(\tau), \\
\text{Klim}[N]^{\text{skew}}_{k,0}(e_{k,0}^{\text{skew}})(\tau) &= \left(-1\right)^{\frac{k-3}{2}} \frac{2^{6-k}}{\Gamma(k - \frac{1}{2})} \frac{3^3 \Gamma(k)}{\zeta(k) \zeta(2k - 2)} H(E_{1-k,N}(k, \tau)),
\end{align*}
\]

where \( E_{1-k,N}(k, \tau) \) is the Eisenstein series in (1.1) and \( H \) is the linear map from \( V(\rho_N) \) to \( V(\rho_N) \) that maps \( \chi_{c,d} \) (with \( \gcd(c, d, N) = 1 \)) to the following linear combination of \( \epsilon_{a,\beta} \)s:

\[
\sum_{\substack{a, \beta \in \frac{1}{N} \mathbb{Z}/\mathbb{Z} \\ \gcd(Na, N\beta, N) = 1}} \epsilon_{a,\beta} \sum_{l=1}^{N} \left( \frac{2}{1 - e(\frac{1}{l}(ad - \beta c))} - 1 \right) \frac{\zeta(2k-1, \frac{l}{N})}{N^{2k-1}}.
\]

**Proof.** We compute the asymptotic expansion of the Eisenstein series \( E_k^{\text{skew}} \) from its defining series, as in [Koh94]:

\[
\sum_{C,D} \det(CZ + D)^{k-1} |\det(CZ + D)|^{1-2k}.
\]

As a first step, we have to determine the contributions to

\[
e_{k,0}^{\text{skew}} := \text{Klim}[0]^{\text{skew}}_{k,0}(e_{k,0}^{\text{skew}}) \quad \text{and} \quad e_{k,0}^{\text{skew indef}} := e_{k,0}^{\text{skew}} - e_{k,0}^{\text{skew}}.
\]

We split the sum into contributions for which the bottom right subblocks of \( C \) of sizes 2, 1, and 0 vanish:

\[
E_k^{\text{skew}} = (E_k^{\text{skew}})_0 + (E_k^{\text{skew}})_1 + (E_k^{\text{skew}})_2,
\]

where

\[
(E_k^{\text{skew}})_v := \sum_{C,D} \det(CZ + D)^{k-1} |\det(CZ + D)|^{1-2k}.
\]
In this decomposition, \((E_{k}^{\text{skew}})_{(1)}(0) = 1\) is constant. In particular, it does not contribute to \(e_{k,0}^{\text{skewwindf}}\). Furthermore, we have

\[
(E_{k}^{\text{skew}})_{(1)}(Z) = \sum_{U \in \text{GL}_{2}(\mathbb{Z}) \backslash \text{GL}_{2}(\mathbb{Z})} \left( \sum_{\substack{\gamma \neq \gamma_{\infty} \cap \text{SL}_{2}(\mathbb{Z})}} (c\tau + d)^k |c\tau + d|^{1-2k} \right)_{k}^{\text{skew}} \text{rot}(U).
\]

Lemma 1.2 with \(\kappa \sim 1 - k\) and \(s \sim k - \frac{1}{2}\) yields the Fourier series expansion

\[
\sum_{U \in \text{GL}_{2}(\mathbb{Z}) \backslash \text{GL}_{2}(\mathbb{Z})} \left( \frac{(-1)^{\frac{1-k}{2}} 2^{-k} \pi \Gamma(k-1) \zeta(k-1) \gamma_{1-k}}{\Gamma(k-\frac{1}{2}) \zeta(k)} y^{1-k} \right.

\[
+ \frac{(-1)^{\frac{1-k}{2}} 2^{-k} \pi \gamma_{1-k}}{\Gamma(k-\frac{1}{2}) \zeta(k)} \sum_{n=1}^{\infty} \sigma_{k-1}(n) a_{k}^{\text{skew}}(\gamma_{k} Y) e(nx)

\[
+ \frac{(-1)^{\frac{1-k}{2}} 2^{-k} \pi \gamma_{1-k}}{\Gamma(k-\frac{1}{2}) \zeta(k)} \sum_{n=1}^{\infty} \sigma_{k-1}(n) a_{k}^{\text{skew}}(\gamma_{k} Y) e(-nx) \right)_{k}^{\text{skew}} \text{rot}(U). \tag{5.33}
\]

Since the following expression will also appear again later, we set for convenience

\[c_{1} := \frac{(-1)^{\frac{1-k}{2}} 2^{-k} \pi \Gamma(k-1) \zeta(k-1)}{\Gamma(k-\frac{1}{2}) \zeta(k)}.
\]

The second and third term in the parentheses of (5.33) contribute to \(e_{k,0}^{\text{skew}}\) only if \(U = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\). The first one yields an Eisenstein series, expressible in terms of \(\hat{x}\) and \(\hat{y}\). More precisely, the coordinate transform in (2.11) allows us to write

\[c_{1} \sum_{U \in \text{GL}_{2}(\mathbb{Z}) \backslash \text{GL}_{2}(\mathbb{Z})} y^{1-k} \left|_{k}^{\text{skew}} \text{rot}(U) = c_{1} \text{det}(Y)^{\frac{1-k}{2}} \sum_{U \in \text{GL}_{2}(\mathbb{Z}) \backslash \text{GL}_{2}(\mathbb{Z})} \hat{y}^{k-1} \left|_{k}^{\text{skew}} \text{rot}(U).\right.
\]

Observe that any system of representatives for \(\text{SL}_{2}(\mathbb{Z}) \backslash \text{SL}_{2}(\mathbb{Z})\) is also a system of representatives for \(\text{GL}_{2}(\mathbb{Z}) \backslash \text{GL}_{2}(\mathbb{Z})\). In other words, we can assume that \(U \in \text{SL}_{2}(\mathbb{Z})\). Proposition 2.9 then yields

\[c_{1} \text{det}(Y)^{\frac{1-k}{2}} \sum_{U \in \text{SL}_{2}(\mathbb{Z}) \backslash \text{SL}_{2}(\mathbb{Z})} \hat{y}^{k-1} \left|_{k}^{\text{skew}} \text{rot}(U) \right.\]

\[= c_{1} \text{det}(Y)^{\frac{1-k}{2}} \sum_{U \in \text{SL}_{2}(\mathbb{Z}) \backslash \text{SL}_{2}(\mathbb{Z})} \text{Im} \left( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} U \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \hat{y} \right)^{k-1} \]

\[= c_{1} \text{det}(Y)^{\frac{1-k}{2}} \sum_{\gamma \in \Gamma_{\infty} \backslash \text{SL}_{2}(\mathbb{Z})} \text{Im}(\gamma \hat{y})^{k-1}.
\]

The second equality holds, since \(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \text{SL}_{2}(\mathbb{Z}) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \Gamma_{\infty}\). Employing Lemma 1.2 with \(\kappa \sim 0\) and \(s \sim k - 1\) and the defining formulas for index \(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}\) Fourier coefficients in (2.24), we find
that this equals

\[
c_1 a^\text{skew}_k((\begin{smallmatrix}0 & 0 \\ 0 & 0 \end{smallmatrix}), 0(0); Y) + \frac{c_1 2^{4-2k} \pi \Gamma(2k-3)}{\Gamma(k-1)^2} \zeta(2k-3) a^\text{skew}_{k}((\begin{smallmatrix}0 & 0 \\ 0 & 0 \end{smallmatrix}), 0(1); Y) \\
+ \frac{c_1 \pi^{k-1}}{\zeta(2k-2)} \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{|n|^{1-k} \sigma_{2k-3}(|n|)}{\Gamma(k-1)} a^\text{skew}_k((\begin{smallmatrix}0 & 0 \\ 0 & 0 \end{smallmatrix}), n; Y) e(4\pi|n|x). \tag{5.34}
\]

The first two summands contribute to \(e^\text{skew}_{k,0}\) (the first term to \(K\lim[0,0,0]^\text{skew}_{k,0}(e^\text{skew}_{k,0})\) and the second one to \(K\lim[0,1,1]^\text{skew}_{k,0}(e^\text{skew}_{k,0})\)) and the remaining sum contributes to \(e^\text{skew}_{k,0}^{\text{indef}}\). Observe that the third term in (5.34) can be written as

\[
c_1 \det(Y)^{1-k} \left( E_0(k-1, \bar{r}) - 1 - \frac{2^{4-2k} \pi \Gamma(2k-3) \zeta(2k-3)}{\Gamma(k-1)^2} y^{2-k} \right). \tag{5.35}
\]

It remains to inspect \((E_k^\text{skew})_{(2)}\). We do not derive the Fourier series expansion of \((E_k^\text{skew})_{(2)}\), but we give an asymptotic expansion with respect to both \(y' \to \infty\) and \(y' \to 0\). The normal form for the matrix block \(C\) derived in [Koh94] guarantees that its bottom right entry is nonzero, matching the condition \(C_{2,2} \neq 0\) in definition of \((E_k^\text{skew})_{(2)}\) in (5.32). In particular, we can consider the expansion (15) of [Koh94] to deduce the Kohnen limit processes (5.7), (5.11), and (5.26). Notice that the sum in the formula after (15) does not include \(c = 0\), which has already been subsumed in the expansion of \((E_k^\text{skew})_{(1)}\). In particular, the 0-th Fourier series coefficient of the elliptic Eisenstein series \(G_{1-k}(\tau', k-\frac{1}{2})\) (in the notation of [Koh94] as opposed to the notation from Section 1) equals \(c_1 y'^{-1-k}\), by using Lemma 1.2 with \(k \sim 1 - k\) and \(s \sim k - \frac{1}{2}\).

Generalizing the formula after (16) of [Koh94], we have to study the asymptotic behavior of

\[
c_1 \sum_{\substack{a b \\ c d \in \Gamma_{\text{SL}(2)}(\mathbb{Z})}} (ct + d)^{k-1}|ct + d|^{-2k} \left( t^2 y' + \text{Im} \left( \frac{\lambda^2 a\tau + b}{ct + d} + \frac{2l\lambda z}{ct + d} - \frac{cl^2 z^2}{ct + d} \right) \right)^{1-k}. \tag{5.36}
\]

This function is homogeneous of degree \(2 - 2k\) as a rational function of \(l\) and \(\lambda\), and multiplication by \(\zeta(2k-2)\) allows us to remove the condition that \(l\) and \(\lambda\) are co-prime.

Consider the right most expression in the parentheses of (5.36). Write \(z = a\tau + b\) for \(a, b \in \mathbb{R}\), and completing the square then gives

\[
l^2 y' + \text{Im} \left( \frac{\lambda^2 a\tau + b}{ct + d} + \frac{2l\lambda z}{ct + d} - \frac{cl^2 z^2}{ct + d} \right) \\
= l^2 \left( y' - \frac{y(ad - \beta c)^2 + c\text{Im}(z^2(ct + d))}{|ct + d|^2} \right) + \frac{y(\lambda + l(ad - \beta c))^2}{|ct + d|^2}. \tag{5.37}
\]
Next, we insert the expression
\[
\text{Im}(z^2(c\tau+d)) = y(a^2c|\tau|^2 + 2a^2dx + 2a\beta d - \beta^2c)
\]
into
\[
y(ad - \beta c)^2 + c\text{Im}(z^2(c\tau+d)) = y(a^2d^2 - 2a\beta cd + \beta^2c^2 + a^2c^2(y^2 + x^2) + 2a^2cdx + 2a\beta cd - \beta^2c^2) = a^2y(d^2 + c^2y^2 + c^2x^2 + 2cdx) = a^2y |\tau + d|^2,
\]
and we find that (5.37) is equal to
\[
l^2(y' - a^2y) + \frac{y(\lambda + l(ad - \beta c))^2}{|\tau + d|^2} = \frac{l^2 \det(Y)}{y} + \frac{y(\lambda + l(ad - \beta c))^2}{|\tau + d|^2}.
\]
We employ this identity to rewrite (5.36) as follows:
\[
\frac{c_1}{\zeta(2k-2)} \sum_{\substack{\{ a \ b \ c \ d \}_{\in \Gamma(\infty) \setminus \SL_2(Z)} \in \mathbb{Z}_{>0}, l \in \mathbb{Z}}} (\tau + d)^{k-1}|\tau + d|^{1-2k} \left( \frac{l^2 \det(Y)}{y} + \frac{y(\lambda + l(ad - \beta c))^2}{|\tau + d|^2} \right)^{1-k}.
\]
We state and prove Lemma 5.14 after finishing this proof of Lemma 5.13. Lemma 5.14 (with \(a \sim 0, b \sim 1-k, x \sim l^2 \det(Y)/y, \) and \(y \sim \frac{1}{|\tau + d|^2}\)) allows us to apply Poisson summation with respect to \(\lambda\) in (5.38) to find that
\[
\frac{c_1 \pi^\frac{1}{2} \Gamma(k - \frac{3}{2})}{\zeta(2k-2) \Gamma(k-1)} \sum_{\substack{\{ a \ b \ c \ d \}_{\in \Gamma(\infty) \setminus \SL_2(Z)} \in \mathbb{Z}_{>0}, l \in \mathbb{Z}}} (\tau + d)^{k-1}|\tau + d|^{-k} \left( \frac{l^2 \det(Y)}{y} \right)^{\frac{1}{2}} \left( \frac{y}{|\tau + d|^2} \right)^{-\frac{1}{2}}
\]
arising from \(\xi = 0\), and
\[
\frac{2\pi i c_1}{\zeta(2k-2)} \sum_{\substack{\{ a \ b \ c \ d \}_{\in \Gamma(\infty) \setminus \SL_2(Z)} \in \mathbb{Z}_{>0}, \xi \in \mathbb{Z}\setminus\{0\}}} \frac{y^{1-k}(\tau + d)^{k-1} e(\xi l(ad - \beta c))}{|\tau + d| \exp(2\pi|\tau + d| \det(Y)^\frac{1}{2} |\xi| l/ y)}
\]
arising from \(\xi \neq 0\).
We next argue that (5.39) contributes exclusively to $e^{\text{skew}_{k,0}}$ and (5.40) only to $e^{\text{skew indef}}$. To this end, we inspect their asymptotic behavior as $y' \to \infty$ (as opposed to $y' \to 0$, which appears in Definition (5.26) of the Kohnen limit process).

Fourier terms for $(\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix})_{(0)}, (\begin{smallmatrix} 0 & 0 \\ 0 & 1 \end{smallmatrix})_{(1)}, (\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix})_{(1)}, (\begin{smallmatrix} 0 & 1 \\ 0 & 1 \end{smallmatrix})_{(1)}$, and for semi-definite $T = (\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix})$ with $n \neq 0$ have polynomial asymptotic behavior as $y' \to \infty$. Their contributions cannot cancel, because they either feature different $n$ or because their leading asymptotics are mutually different. For this reason, we infer that $e^{\text{skew}_{k,0}}$ does not receive contributions from (5.40), since it decays faster than any polynomial as $y' \to \infty$.

On the other hand, both $e^{\text{skew}_{k,0}}((\begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix}), n; Y)$ for $n \neq 0$ and $e^{\text{skew indef}}(T Y)$ for indefinite $T$ decay exponentially in $\sqrt{y'}$. In the former case this follows from the exponential decay of the $K$-Bessel function that appears in (2.24) and the behavior of $\tilde{y}$ with respect to $y'$ in (2.11). The latter one follows from Shimura’s estimates in [Shi82]. This exponential decay cannot be canceled by any of the Fourier series coefficients that contribute to $e^{\text{skew}_{k,0}}$. As a consequence, we find that $e^{\text{skew indef}}$ does not receive contributions from (5.39).

We are now in position to establish expressions (5.27) and (5.28). We have already determined the Fourier expansions of $(E_{k}^{\text{skew}})_{(0)}$ and $(E_{k}^{\text{skew}})_{(1)}$. Recall that $(E_{k}^{\text{skew}})_{(0)}(Z) = 1$, and hence it contributes $y^{k+\frac{1}{2}}$ to Klim$[0,0]^{\text{skew}}(e_{k,0}^{\text{skew}})$. We split the contribution of $(E_{k}^{\text{skew}})_{(1)}$ to Klim$[0,0]^{\text{skew}}(e_{k,0}^{\text{skew}})$ into two parts. The first summand in (5.34) yields a contribution of

$$c_{1} y^{\frac{1}{2}} = \frac{(-1)^{\frac{k}{2}} 2^{1-k} \pi^{\frac{1}{2}} \Gamma(k-1) \zeta(k-1)}{\Gamma(k-\frac{1}{2})} y^{\frac{1}{2}} \cdot$$

via the Fourier series expansion in (5.34) and Lemma 5.6. Recall that the second and third summands in (5.33) only contribute to $e_{k,0}^{\text{skew}}$ if $U = (\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix})$. Lemma 5.6 shows that their contributions are given by

$$\frac{(-1)^{\frac{k}{2}} 2^{1-k} \pi^{\frac{1}{2}}}{\Gamma(\frac{1}{2}) \zeta(k)} \sum_{n=1}^{\infty} \frac{\sigma_{k-1}(n)}{n^{k-\frac{1}{2}}} \left(4 \pi n y\right)^{\frac{k-1}{2}} W_{\frac{k-1}{2}, \frac{k-1}{2}}(4 \pi n y)e(nx) \cdot$$

$$+ \frac{(-1)^{\frac{k}{2}} 2^{1-k} \pi^{\frac{1}{2}}}{\Gamma(k-\frac{1}{2}) \zeta(k)} \sum_{n=1}^{\infty} \frac{\sigma_{k-1}(n)}{n^{k-\frac{1}{2}}} \left(4 \pi n y\right)^{\frac{k-1}{2}} W_{\frac{k-1}{2}, \frac{k-1}{2}}(4 \pi n y)e(-nx) \cdot$$

Lemma 1.2 shows that the contributions to Klim$[0,0]^{\text{skew}}(e_{k,0}^{\text{skew}})$ that we have discovered so-far precisely account for $E_{1-k}(k-\frac{1}{2}, r)$. This proves (5.27), since neither (5.39) nor (5.40) contribute to Klim$[0,0]^{\text{skew}}(e_{k,0}^{\text{skew}})$.

We now consider (5.28). Observe that $(E_{k}^{\text{skew}})_{(0)}$ does not contribute to Klim$[0,1]^{\text{skew}}(e_{k,0}^{\text{skew}})$ in (5.28). Recall that the contribution of $(E_{k}^{\text{skew}})_{(1)}$ arises solely from the second term in (5.34), which (using again Lemma 5.6) is given by

$$\frac{(-1)^{\frac{k}{2}} 2^{1-k} \pi^{\frac{1}{2}} \Gamma(k-1)}{\Gamma(k-\frac{1}{2})} \frac{\zeta(k-1) 2^{4-2k} \pi \Gamma(2k-3) \zeta(2k-3)}{\Gamma(k-1)^{2} \zeta(2k-2)}. \quad (5.41)$$
We already argued that (5.40) does not contribute to \( \text{Klim}[0, 1]_{k,0}^{\text{skew}}(e_{k,0}^{\text{skew}}) \). On the other hand, the right hand side of (5.39) has polynomial asymptotic behavior of order \( y^{\frac{3}{2} - k} \) as \( y' \to \infty \). Hence it contributes to \( \text{Klim}[0, 1]_{k,0}^{\text{skew}}(e_{k,0}^{\text{skew}}) \), and this contribution equals

\[
\frac{(-1)^{\frac{1}{2}} 2^{2-k} \pi^{\frac{3}{2}} \Gamma(k - 1) \frac{\zeta(k - 1)}{\zeta(k)} \Gamma(k - \frac{3}{2}) \frac{\zeta(2k - 3)}{\zeta(2k - 2)} \sum_{\gamma \in \Gamma(1) \backslash \Gamma_k} 1}{\Gamma(k - \frac{1}{2})} \quad \tau \to \infty.
\]

(5.42)

Now, insert the relation of \( \Gamma \)-functions

\[
\Gamma(2k - 3) = 2^{2k - 4} \frac{\Gamma(k - 1) \Gamma(k - \frac{3}{2})}{\Gamma(\frac{1}{2})}
\]

in (5.41) to recognize that the sum of (5.41) and (5.42) matches the right hand side of (5.28).

It remains to establish the expression for the indefinite Kohnen limit process in (5.29). Let \( \alpha, \beta \in \frac{1}{N} \mathbb{Z} \) for \( N \geq 1 \). If either of the following limits on the left or the right hand side exists, then the limits are equal, and we have

\[
\lim_{y' \to 0} y'^{k - \frac{1}{2}} e_{k,0}^{\text{skew indef}}(\text{up}((1 0 1, \tau, 0, \tau')) = \lim_{y' \to \alpha^2 y} (y' - \alpha^2 y)^{k - \frac{1}{2}} e_{k,0}^{\text{skew indef}}(\tau, \alpha \tau + \beta, \tau').
\]

Thus, it suffices to examine the leading asymptotic behavior of (5.35) and (5.40) as \( y' \to \alpha^2 y \).

We first consider (5.35). If \( y' \to \alpha^2 y \), then \( \bar{\tau} \to \alpha \). Therefore, we need to determine the asymptotic expansion of (5.35) at the cusp \( \alpha \in \mathbb{Q} \). Let \( \bar{\gamma} \in \text{SL}_2(\mathbb{Z}) \) be a transformation that sends \( \infty \) to \( \alpha \), and write \( \tilde{c} \) and \( \tilde{d} \) for the bottom entries of \( \tilde{\gamma} \). Note that \( \tilde{c} \) is the denominator of \( \alpha \) and hence does not vanish. Then the modular invariance of the elliptic Eisenstein series of weight 0 implies that

\[
\left( E_0(k - 1, \bar{\tau}) - y^{k-1} - \frac{2^{4-2k} \pi \Gamma(2k - 3) \frac{\zeta(2k - 3)}{\zeta(2k - 2)} \bar{y}^{2-k}}{\Gamma(k - 1)^2 \frac{\zeta(2k - 3)}{\zeta(2k - 2)}} \right)_{\bar{y} = 0} y^{-1} = E_0(k - 1, \bar{\tau})_{\bar{y} = 0} y^{-1} - y^{k-1} - \frac{2^{4-2k} \pi \Gamma(2k - 3) \frac{\zeta(2k - 3)}{\zeta(2k - 2)} \bar{y}^{2-k}}{\Gamma(k - 1)^2 \frac{\zeta(2k - 3)}{\zeta(2k - 2)}} y^{2-k}.
\]

(5.43)

As \( \bar{\tau} \to \alpha \) (i.e., \( \bar{y} \to 0 \)), the leading asymptotics of the second and third terms in (5.43) are given by \( y^{k-1} \) and \( y^{2-k} \), respectively. The first term in (5.43) has leading asymptotic \( y^{k-1} y^{k-1} \), which dominates the other asymptotics. When combining this fact with the contribution of \( \det(Y)^{\frac{1}{1-k}} \), one finds that (5.35) grows polynomial of order \( \frac{2-k}{2} + \frac{1-k}{2} = \frac{3}{2} - k \) in \( y' - \alpha^2 y \) as \( y' \to \alpha^2 y \). This growth is compensated by the factor \( y'^{k-\frac{1}{2}} \) in the defining equation (5.26) of the indefinite Kohnen limit process. We conclude that (5.35) does not contribute to the Kohnen limit process \( \text{Klim}[N]_{k,0}^{\text{skew}}(e_{k,0}^{\text{skew}}) \).
We next consider the contribution of (5.40) to the indefinite Kohnen limit process. To this end, we rearrange (5.40) as follows:

\[
\frac{k-2}{n_2=0} c_1 (-1)^n_2 2^{-2n_2} \pi^{k-1-n_2} (1 - k)^{n_2} n_2! (k - 2 - n_2)! \xi (2k - 2)
\]

\[
\sum_{\begin{subarray}{c} \{ a \ b \} \in \Gamma_{\infty} \backslash \text{SL}_2 (\mathbb{Z}) \\ l \in \mathbb{Z}_{>0} \end{subarray}} y^{3-k_2 n_2 (c_1 + d)^{k-1}} \frac{1 + k_1 n_2 |c_1 + d|^{2+k_2 n_2}}{1+k_1 n_2 |c_1 + d|^{2+k_2 n_2}} (y' - \alpha^2 y)^\frac{1-k_2 n_2}{2} \]

\[
\sum_{\text{sgn}(\xi) \in \{ \pm 1 \}} |\xi|^{k_2} e^{(\text{sgn}(\xi)) l (a d - \beta c)} \left( \sum_{\text{sgn}(\xi) \in \{ \pm 1 \}} |\xi|^{k_2} e^{(\text{sgn}(\xi)) l (a d - \beta c)} \right) .
\]

Note that the sum over $|\xi|$ equals the polylogarithm

\[
\text{Li}_{2-k_2 n_2} \left( \frac{e^{(\text{sgn}(\xi)) l (a d - \beta c)}}{\exp (2\pi |c_1 + d| \text{det}(Y)^\frac{1}{2} l / y)} \right) .
\]

When $y' \to \alpha^2 y$, then the argument tends to $e^{(\text{sgn}(\xi)) l (a d - \beta c)}$. In particular, if $l (a d - \beta c) \notin \mathbb{Z}$, then (5.45) converges. If $l (a d - \beta c) \in \mathbb{Z}$, then $e^{(\text{sgn}(\xi)) l (a d - \beta c)} = 1$ and the asymptotic growth of (5.45) as $y' \to \alpha^2 y$ is given by

\[
\left( 1 - \exp \left( -2\pi |c_1 + d| \text{det}(Y)^\frac{1}{2} l / y \right) \right)^{k_2} \text{Li}_{2-k_2 n_2} \left( \frac{1 - \exp \left( -2\pi |c_1 + d| \text{det}(Y)^\frac{1}{2} l / y \right)}{1 - \exp \left( -2\pi |c_1 + d| \text{det}(Y)^\frac{1}{2} l / y \right)} \right)^{1-k_2 n_2}
\]

\[
= \left( (1 - h)^{k_2} \text{Li}_{2-k_2 n_2} (h) \right) \left( 1 - h \right) \left( 1 - k_2 - n_2 \right) \sum_{n=1}^{\infty} \left( \exp \left( -2\pi |c_1 + d| \text{det}(Y)^\frac{1}{2} l / y \right) - 1 \right)^{1-k_2 n_2}
\]

\[
= (2 - k + n_2)! \left( 2\pi |c_1 + d| (y' - \alpha^2 y)^\frac{1}{2} l / y^\frac{1}{2} \right)^{1-k_2 n_2}.
\]

This is independent of sgn$(\xi)$ and hence the sum over sgn$(\xi)$ in (5.44) cancels. Consider the case $l (a d - \beta c) \notin \mathbb{Z}$, in which case the polylogarithm in (5.45) is regular at $y' = \alpha^2 y$, and takes the value $\text{Li}_{2-k_2 n_2} (e^{(\text{sgn}(\xi)) l (a d - \beta c)})$. When inserting this into (5.44), we find that its leading asymptotic behavior as $y' \to \alpha^2 y$ arises from $n_2 = k - 2$, and equals

\[
(y' - \alpha^2 y)^\frac{1}{2-k} \frac{c_1 (-1)^{k_2-2} 4^{k} \pi (1 - k) \kappa_{-2}}{(k-2)! \xi (2k - 2)}
\]

\[
\sum_{\begin{subarray}{c} \{ a \ b \} \in \Gamma_{\infty} \backslash \text{SL}_2 (\mathbb{Z}) \\ l \in \mathbb{Z}_{>0} \end{subarray}} y^\frac{1}{2} (c_1 + d)^{k-1} \frac{1 + k_1 n_2 |c_1 + d|^{2+k_2 n_2}}{1+k_1 n_2 |c_1 + d|^{2+k_2 n_2}} \sum_{\text{sgn}(\xi) \in \{ \pm 1 \}} \text{sgn}(\xi) \text{Li}_{0} (e^{(\text{sgn}(\xi)) l (a d - \beta c)}) .
\]

This already implies convergence of the Kohnen limit process in (5.29), since $y'^{k-\frac{1}{2}}$ in (5.26) is compensated by the corresponding power of $(y' - \alpha^2 y)$ in (5.46).
We next insert $c$ to rewrite the sum over $\text{sgn}(\zeta)$ in (5.46), which allows us to replace (5.46) by

\[ (y' - a^2 y)^{\frac{1}{2} - k} \frac{1}{(k-2)! \zeta(2k-2)} \sum_{\substack{\{a \ b \ c \ d\} \in \Gamma_{\infty} \setminus \text{SL}_2(\mathbb{Z}) \ \text{mod} \ N \ \text{with} \ \ell(lad - \beta c) \neq 0 \ \text{in} \ \mathbb{Z} \ \text{and} \ k \in \mathbb{Z} \ \text{and} \ 2\text{Re}(s) + \kappa > 2}} \frac{2}{1 - e(l(ad - \beta c)) - 1} y^{\frac{1}{2}} (ct + d)^{k-1} \frac{1}{l^{2k-1} |cT + d|^{2k}}. \] (5.47)

We next insert $c_1$ and express the sum over $\{a \ b \ c \ d\}$ in terms of an elliptic slash action.

\[ y^{\frac{1}{2} - k} (y' - a^2 y)^{\frac{1}{2} - k} \frac{1}{\Gamma(k - \frac{1}{2})} \frac{(-1)^{k-1} 2^{6-3k} \pi^2 \Gamma(k) \zeta(k-1)}{\zeta(k) \zeta(2k-2)} \sum_{\substack{\{a \ b \ c \ d\} \in \Gamma_{\infty} \setminus \text{SL}_2(\mathbb{Z}) \ \text{with} \ \ell(lad - \beta c) \neq 0 \ \text{in} \ \mathbb{Z} \ \text{and} \ k \in \mathbb{Z} \ \text{and} \ 2\text{Re}(s) + \kappa > 2}} \frac{2}{1 - e(l(ad - \beta c)) - 1} y^{\frac{1}{2}} (ct + d)^{k-1} \frac{1}{l^{2k-1} |cT + d|^{2k}} (a \ b \ c \ d) \] (5.48)

Recall that $\alpha, \beta \in \frac{1}{N} \mathbb{Z}$. In particular, the condition $l(ad - \beta c) \neq 0$ in $\mathbb{Z}$ depends only on $c$ and $d$ mod $N$. This allows us to express the sum in (5.48) in terms of the following Eisenstein series (for $s \in \mathbb{C}$, $k \in \mathbb{Z}$, and $2\text{Re}(s) + \kappa > 2$)

\[ E_{\kappa, \Gamma_1(N)}(s, \tau) := \sum_{\gamma \in \Gamma_{\infty} \setminus \Gamma_1(N)} y^{\frac{1}{k}} |_{k} \gamma, \]

where

\[ \Gamma_1(N) := \{ \{a \ b \ c \ d\} \in \text{SL}_2(\mathbb{Z}) : c \equiv 0 \ (\text{mod} \ N), a \equiv d \equiv 1 \ (\text{mod} \ N) \} \]

Indeed, the value of $c, d$ (mod $N$) for $\gamma = \{a \ b \ c \ d\} \in \text{SL}_2(\mathbb{Z})$ is determined by the associated coset $\Gamma_1(N)\gamma$:

\[ \sum_{\substack{\{a \ b \ c \ d\} \in \Gamma_{\infty} \setminus \text{SL}_2(\mathbb{Z}) \ \text{with} \ \ell(lad - \beta c) \neq 0 \ \text{in} \ \mathbb{Z} \ \text{and} \ k \in \mathbb{Z} \ \text{and} \ 2\text{Re}(s) + \kappa > 2}} \frac{2}{1 - e(l(ad - \beta c)) - 1} y^{\frac{1}{2}} (ct + d)^{k-1} \frac{1}{l^{2k-1} |cT + d|^{2k}} (a \ b \ c \ d) \]

\[ = \sum_{c, d \in \mathbb{Z} / Nz} E_{1-k, \Gamma_1(N)}(k, \tau) \bigg|_{1-k} (c \ d)^k \sum_{\substack{\ell \in \mathbb{Z}_0 \ \text{with} \ \ell(lad - \beta c) \neq 0 \ \text{in} \ \mathbb{Z} \ \text{and} \ k \in \mathbb{Z} \ \text{and} \ 2\text{Re}(s) + \kappa > 2}} \frac{2}{1 - e(l(ad - \beta c)) - 1} \frac{1}{l^{2k-1}}. \]
where \((c \ d)\) is any matrix in \(SL_2(\mathbb{Z})\) whose bottom row is congruent to \((c \ d)\) mod \(N\). We can express the remaining sum over \(l\) in terms of the Hurwitz \(\zeta\)-function as follows:

\[
\sum_{l \in \mathbb{Z} \geq 0 \atop l(ad - \beta c) \in \mathbb{Z}} \left( \frac{2}{1 - e(l(\alpha d - \beta c))} - 1 \right) \frac{1}{l^{2k-1}} = \sum_{l=1}^{N} \left( \frac{2}{1 - e(l(\alpha d - \beta c))} - 1 \right) \zeta \left( \frac{2k-1}{N} \right).
\]

Since \(E_{1-k,\Gamma_0(N)}(k, \tau)\) equals the \((c, d)\)-th component of \(E_{1-k,\mathbb{N}}(k, \tau)\), this completes the proof of Lemma 5.13.

We state the next lemma in greater generality than required for the proof of Lemma 5.13, since we will need it also in third part of this series of papers.

**Lemma 5.14.** Let \(a, b \in \mathbb{Z}\) such that \(a \geq 0\) and \(a + 2b \leq 0\), and assume that \(x, y > 0\) are real. Then

\[
\lambda^a(x + y \lambda^2)^b
\]

is square-integrable with respect to \(\lambda \in \mathbb{R}\), and its Fourier transform \(\mathcal{F} \left[ \lambda^a(x + y \lambda^2)^b \right](\xi)\) equals

\[
\frac{2\pi i y^b}{\exp(2\pi \sqrt{\frac{2}{y} |\xi|})} \sum_{n_1, n_2, m \geq 0 \atop n_1 + n_2 + m = -1 - b} a_{n_1} b_{n_2} z^{b - n_2} \frac{(2\pi \xi)^m (\text{sgn}(\xi))}{i} \frac{\sqrt{x}}{y} a + b - n_1 - n_2,
\]

where \(a_{n_1},\) etc. are Pochhammer symbols; and

\[
\mathcal{F} \left[ \lambda^a(x + y \lambda^2)^b \right](0) = \frac{2\Gamma(-b)}{1 + (-1)^a \Gamma(\frac{1 + a}{2}) \Gamma(\frac{-1 - a - 2b}{2})} x^{\frac{1 + a}{2}} y^{\frac{-1 - a}{2}}.
\]

**Proof.** The case of \(\xi = 0\) is a straightforward computation. If \(\xi \neq 0\), say \(\xi > 0\) write the integral

\[
\int_{\mathbb{R}} \lambda^a(x + y \lambda^2)^b e(\lambda \xi) \, d\lambda
\]

as a sum of a two path integrals. The first path consists of lines from \(-\infty\) to \(-B\) and from \(B\) to \(\infty\) and an arc in the lower half plane with baseline from \(-B\) to \(B\). The second one is the corresponding semi-circle with baseline from \(-B\) to \(B\). As \(B \to \infty\), the first path integral can be estimated directly and the second one can be computed using the residue theorem.

### 6 The Maass lift of harmonic Maass-Jacobi forms

We have determined most Fourier series coefficients of \(E_{skew}^k\). In Section 6.1, we use the Kohnen limit processes to examine the remaining parts of its Fourier series expansion. This naturally leads to a definition of a Hecke-like operator \(V_0\) (defined in Section 6.2), which maps an abstract Fourier-Jacobi term of index 1 to an abstract elliptic function. The image under \(V_0\) essentially captures the 0-th Fourier series coefficient of its preimage and its Fourier coefficients of isotropic index. Finally, in Section 6.3 we present the proof of Theorem 1.
6.1 The Fourier expansion of skew Eisenstein series

In Section 4, we explored the Kohnen limit process on Fourier-Jacobi coefficients \( e_{k,m}^{\text{skew}} \) of \( E_k^{\text{skew}} \) for \( m \neq 0 \). Injectivity of \( Klim_{k,m}^{\text{skew}} \) for \( m \neq 0 \) applied to Fourier coefficients allowed us to recover the Fourier coefficients of \( E_k^{\text{skew}} \) of index \( T = (n, r/m) \), if \( m \neq 0 \). In this section, we complete the study of Fourier coefficients of \( E_k^{\text{skew}} \), by inspecting its 0-th Fourier-Jacobi coefficient.

Propositions 6.1 and 6.3 use the Kohnen limit process to derive the semi-definite part of the Fourier series expansion of \( E_k^{\text{skew}} \). The indefinite part is then exhibited in Proposition 6.4.

**Proposition 6.1.** We have the following Fourier series expansion of \( Klim_{0,0}^{\text{skew}}(e_{k,0}^{\text{skew}}(Z)) \):

\[
\begin{align*}
a_k^{\text{skew}}(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}; Z) &+ \left( -1 \right)^{k+1} \frac{2 \pi^{1-k} \Gamma(k-1)}{\Gamma(k-\frac{1}{2})} \frac{\zeta(k-1)}{\zeta(k)} a_k^{\text{skew}}(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}; Z) \\
&+ \frac{(-1)^{k+1} 2^{2-k} \pi \Gamma(k-\frac{3}{2})}{\Gamma(k-\frac{1}{2})} \zeta(2k-3) a_k^{\text{skew}}(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}; Z)
\end{align*}
\]

Remark 6.2. In light of the technical complications that we have encountered when computing the Kohnen limit process for Eisenstein series, we decided to provide two independent proofs of Proposition 6.1 as a cross-check. The first proof employs the Kohnen limit process as determined in Lemma 5.13. The second one avoids the use of Lemma 5.13 and instead recurses to the Kohnen limit processes applied to Fourier coefficients allowed us to recover the Fourier coefficients of \( E_k^{\text{skew}} \).

First proof of Proposition 6.1. Consider the Fourier expansion of \( Klim_{0,0}^{\text{skew}}(e_{k,0}^{\text{skew}}(Z)) \) in its general form:

\[
\begin{align*}
c(E_k^{\text{skew}}; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}) a_k^{\text{skew}}(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}; Z) &+ c(E_k^{\text{skew}}; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 0) a_k^{\text{skew}}(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, 0); Z) \\
&+ \sum_{n=1}^{\infty} c(E_k^{\text{skew}}; \begin{pmatrix} n & 0 \\ 0 & 0 \end{pmatrix}) a_k^{\text{skew}}(\begin{pmatrix} n & 0 \\ 0 & 0 \end{pmatrix}; Z) &+ \sum_{n=1}^{\infty} c(E_k^{\text{skew}}; \begin{pmatrix} -n & 0 \\ 0 & 0 \end{pmatrix}) a_k^{\text{skew}}(\begin{pmatrix} -n & 0 \\ 0 & 0 \end{pmatrix}; Z)
\end{align*}
\]

Recall from Lemma 5.6 the explicit expressions for the Kohnen limit processes applied to
Fourier series coefficients. We obtain

\[
\text{Klim}_{k,0}^{\text{skew}, \pi}(e_{k,0}^{\text{skew}}(Z)) = \text{Klim}_{k,0}^{\text{skew}, \pi}(\text{Klim}_{k,0}^{\text{skew}, \pi}(e_{k,0}^{\text{skew}}(Z))) = \\
c(E_{k}^{\text{skew}}, (0 0)) y^{k - \frac{1}{2}} + c(E_{k}^{\text{skew}}, (0 0)_{(1)}, 0(0)) y^{\frac{1}{2}} \\
+ \sum_{n=1}^{\infty} (4\pi n)^{\frac{1}{2} - k} c(E_{k}^{\text{skew}}, (n 0 0)) (4\pi n y)^{\frac{k-1}{2}} W_{\frac{1-k}{2}, \frac{1-k}{2}}(4\pi n y) e(nx) \\
+ \sum_{n=1}^{\infty} (4\pi n)^{\frac{1}{2} - k} c(E_{k}^{\text{skew}}, (-n 0 0)) (4\pi n y)^{\frac{k-1}{2}} W_{\frac{1-k}{2}, \frac{1-k}{2}}(4\pi n y) e(-nx),
\]

\[
\text{Klim}_{k,0}^{\text{skew}, \pi}(e_{k,0}^{\text{skew}}(Z)) = \text{Klim}_{k,0}^{\text{skew}, \pi}(\text{Klim}_{k,0}^{\text{skew}, \pi}(e_{k,0}^{\text{skew}}(Z))) = \\
c(E_{k}^{\text{skew}}, (0 0)_{(1)}, 0(0)) + \sum_{n=1}^{\infty} (4\pi n)^{-2} c(E_{k}^{\text{skew}}, (-n 0 0)_{(1)}) e(n\tau). 
\]

Lemma 5.13 expresses \(\text{Klim}_{0,0}^{\text{skew}, \pi}(e_{k,0}^{\text{skew}}(\tau))\) and \(\text{Klim}_{0,1}^{\text{skew}, \pi}(e_{k,0}^{\text{skew}}(\tau))\) in terms of elliptic Eisenstein series. Their Fourier series expansions are given by Lemma 1.2 with \(\kappa \sim 1 - k,\) \(s \sim k - \frac{1}{2}\) and \(\kappa \sim k - 1,\) \(s \sim 0\), respectively. Comparing these Fourier series coefficients with the above ones implies the statement of Proposition 6.1.

**Second proof of Proposition 6.1.** We start with the contributions to Fourier series coefficients of positive semi-definite index. If \(m > 0\), then Lemma 4.5 asserts that

\[
\text{Klim}_{k,m}^{\text{skew}}(e_{k,m}^{\text{skew}}) = \frac{(-1)^{\frac{m-k}{2}} (2\pi)^k}{\Gamma(\frac{k}{2}) \zeta(k)} E_{k,m}^{\text{skew}} V_m.
\]

Note that the constant coefficient of \(E_{k,1}^{\text{skew}}\) equals 1, and Lemma 4.4 implies that

\[
\text{Klim}_{k,m}^{\text{skew}}(c(E_{k}^{\text{skew}}, (0 0 0 0)) a_k^{\text{skew}}((0 0 0 0) Z)) = c(E_{k}^{\text{skew}}, (0 0 0 0))
\]

Thus, the explicit formula for the action of \(V_m\) on Fourier series coefficients in (3.14) yields that

\[
c(E_{k}^{\text{skew}}, (0 0 0 0)) = \frac{(-1)^{\frac{m-k}{2}} (2\pi)^k}{\Gamma(\frac{k}{2}) \zeta(k)} \sigma_{k-1}(m).
\]

(6.1)

Observe that \(E_{k}^{\text{skew}}\) is invariant under the slash action of \(\text{rot}(\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix})\), which allows us to confirm the contribution to the Fourier series coefficients of index \(\begin{pmatrix} m & 0 \\ 0 & 0 \end{pmatrix}\) with \(m > 0:\)

\[
c(E_{k}^{\text{skew}}, (m 0 0 0)) = (-1)^{k-1} c(E_{k}^{\text{skew}}, (0 0 0 0)) = \frac{(-1)^{\frac{k-1}{2}} (2\pi)^k}{\Gamma(\frac{k}{2}) \zeta(k)} \sigma_{k-1}(m).
\]

(6.2)

Since \(k\) is odd, i.e., \((-1)^{k-1} = 1\), this contribution coincides with the corresponding coefficient in Proposition 6.1.
We employ a similar argument to determine Fourier series coefficients of negative semi-definite, degenerate index, but we must take the multiplicity-two of such coefficients into account. Specifically, if \( m < 0 \), then Lemma 4.10 shows that

\[
\text{Klim}_{k,m}^{\text{skew}} \left( c\left( E_k^{\text{skew}}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(0)} \right), a_k^{\text{skew}} \left( \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(0)} Z \right) \right) = c\left( E_k^{\text{skew}}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(0)} \right) y^{k-1},
\]

\[
\text{Klim}_{k,m}^{\text{skew}} \left( c\left( E_k^{\text{skew}}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(1)} \right), a_k^{\text{skew}} \left( \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(1)} Z \right) \right) = (4\pi |m|) \left( k - \frac{1}{2} \right) c\left( E_k^{\text{skew}}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(1)} \right) y^{\frac{k}{2}}.
\]

(6.3)

The Kohnen limit process on Fourier-Jacobi coefficients of \( E_k^{\text{skew}} \) for negative index \( m < 0 \) is given in Lemma 4.11:

\[
\text{Klim}_{k,m}^{\text{skew}} (e_{k,m}^{\text{skew}}) = |m|^{k-1} \frac{(-1)^{k-1} (2\pi)^k}{\Gamma(k - \frac{1}{2}) \zeta(k)} E_{2-k,1}^{\text{skew}} \left| 2-k,1 \right| V_{|m|}.
\]

The constant coefficient of \( E_{2-k,1}^{\text{skew}} \) is given in Lemma 3.9. We combine that coefficient with the formula for the action of \( V_{|m|} \) on powers of \( y \) in Lemma 3.11 to find that

\[
c\left( \text{Klim}_{k,m}^{\text{skew}} (e_{k,m}^{\text{skew}}), 0, 0; y \right) = \frac{(-1)^{k-1} (2\pi)^k}{\Gamma(k - \frac{1}{2}) \zeta(k)} \left( \sigma_{k-1}(|m|) y^{k-1} \right.
\]

\[
\left. + \frac{(-1)^{k-1} 2^{k-2} \pi^2 \Gamma(k - \frac{3}{2})}{\Gamma(k - 1)} \frac{\zeta(2k - 3)}{\zeta(2k - 2)} |m|^{k-\frac{3}{2}} \sigma_{2-k}(|m|) y^{\frac{k}{2}} \right).
\]

Therefore, using (6.3), we have

\[
c\left( E_k^{\text{skew}}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(0)} \right) = \frac{(-1)^{\frac{1-k}{2}} (2\pi)^k}{\Gamma(k - \frac{1}{2}) \zeta(k)} \sigma_{k-1}(|m|),
\]

\[
c\left( E_k^{\text{skew}}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(1)} \right) = \frac{(-1)^{k-1} 2^{2-k} \pi^2 \Gamma(k - \frac{3}{2})}{\Gamma(k - 1) \Gamma(k - \frac{1}{2})} \frac{\zeta(2k - 3)}{\zeta(2k - 2)} \sigma_{2-k}(|m|).
\]

(6.4)

Considering the action of \( \text{rot}\left( \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \right) \) as before, we obtain the Fourier series coefficients of \( e_{k,0}^{\text{skew}} \) of negative semi-definite, degenerate index.

It remains to determine the Fourier series coefficients of index \( \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(0)}, \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(1)}, 0_{(0)}, \) and \( \left( \begin{array}{cc} 0 & 0 \\ 0 & m \end{array} \right)_{(1)}, 0_{(1)} \). To this end, we employ the modularity of the image of the semi-definite Kohnen limit process for index \( m = 0 \), as stated in Proposition 5.7.

The next computation is similar to one we did in the first proof of Proposition 6.1. However, we will not use the expressions for \( \text{Klim}[0,0]^{\text{skew}}(e_{k,0}^{\text{skew}}) \) and \( \text{Klim}[0,1]^{\text{skew}}(e_{k,0}^{\text{skew}}) \) from Lemma 5.13. Lemma 5.6 provides explicit formulas for the Kohnen limit process applied to Fourier series. Together with formulas (6.2) and (6.4), it yields the following expression for the
sum of $\text{Klim}_{k,0}^{0,0}(e_{k,0}^{\text{skew}})$ and $\text{Klim}_{k,0}^{0,1}(e_{k,0}^{\text{skew}})$:

\[
\begin{align*}
&\quad \ c(E_{k}^{\text{skew}, \{0 \ 0\} \ (0 \ 0)}(0 \ 0) \ y^{k-\frac{1}{2}} + c(E_{k}^{\text{skew}, \{0 \ 0\} \ (1 \ 0)}(0 \ 0) \ y^{\frac{1}{2}} \\
&+ \frac{(-1)^{\frac{1}{2}} 2^{1-k} \pi \frac{1}{2}}{\Gamma(k-\frac{1}{2}) \zeta(k)} \sum_{n=1}^{\infty} n^{k-1} \sigma_{k-1}(n) (4\pi n y)^{\frac{k-1}{2}} W_{\frac{k-1}{2}, \frac{k-1}{2}}(4\pi n y) e(n x) \\
&+ \frac{(-1)^{\frac{1}{2}} 2^{1-k} \pi \frac{1}{2}}{\Gamma(k-\frac{1}{2}) \zeta(k)} \sum_{n=1}^{\infty} n^{k-1} \sigma_{k-1}(n) (4\pi n y)^{\frac{k-1}{2}} W_{\frac{k-1}{2}, \frac{k-1}{2}}(4\pi n y) e(n x), \\
&\quad \ c(E_{k}^{\text{skew}, \{0 \ 0\} \ (1 \ 0)}(0 \ 0) + \frac{2 \pi \Gamma(k-\frac{3}{2})}{\Gamma(k-1) \Gamma(k-\frac{1}{2}) \zeta(k) \zeta(2k-2)} \sum_{n=1}^{\infty} \sigma_{k-2}(n) e(n \tau).
\end{align*}
\]

Proposition 5.7 asserts that $\text{Klim}_{k,0}^{0,0}(e_{k,0}^{\text{skew}})$ is an elliptic Maass form of weight $1 - k$ and eigenvalue $\frac{1}{2}(k-\frac{1}{2})$ with respect to the weight $1 - k$ hyperbolic Laplace operator. In particular, its 0-th Fourier series coefficient is determined by nonzero ones. Comparing the first two series above with the Fourier series expansion of the elliptic Eisenstein series in Lemma 1.2 then gives the coefficients of index $(0 \ 0) \ (0 \ 0)$ and $(0 \ 0) \ (1 \ 0)$. Similarly, Proposition 5.7 also states that $\text{Klim}_{k,0}^{0,1}(e_{k,0}^{\text{skew}})$ is a holomorphic elliptic modular form of weight $k - 1$. Comparing the third series above with the Fourier series expansion of the holomorphic Eisenstein series then provides the expression for the Fourier series coefficient of index $(0 \ 0) \ (1 \ 0)$. This completes the second proof of Proposition 6.1.

The next proposition addresses the remaining coefficients of index $(0 \ 0)$. The proof exploits the fact that elliptic Maass forms of weight 0 and spectral parameter $(k-1)$ (i.e., eigenvalue $(k-1)(2-k)$ with respect to the hyperbolic Laplace operator) are unique up to multiplication by scalars, and are determined by their 0-th Fourier series coefficient—see also Proposition 2.10.

Proposition 6.3. For $\tilde{n} \neq 0$, we have

\[
c(E_{k}^{\text{skew}, \{0 \ 0\} \ (1 \ 0)}(0 \ 0) \tilde{n}) = \frac{(-1)^{\frac{1}{2}} 2^{2-k} \pi^{k-1}}{\Gamma(k-\frac{1}{2})} \frac{\zeta(k-1)}{\zeta(k) \zeta(2k-2)} |\tilde{n}|^{1-k} \sigma_{2k-3}(|\tilde{n}|). \tag{6.5}
\]

Proof. Observe that $E_{k}^{\text{skew}}$ is invariant under the slash action of rot(GL$_2(\mathbb{Z})$), and Proposition 2.10 implies that $c(E_{k}^{\text{skew}, \{0 \ 0\} \ (1 \ 0)}(0 \ 0) \cdot \tilde{\tau})$ is an elliptic Maass form of weight 0 and eigenvalue $(k-1)(2-k)$ with respect to the hyperbolic Laplace operator. In particular, it is determined by its constant coefficient (see (2.17)), which by Proposition 6.1 equals

\[
\frac{(-1)^{\frac{1}{2}} 2^{2-k} \pi^{k-1}}{\Gamma(k-\frac{1}{2})} \frac{\zeta(k-1)}{\zeta(k) \zeta(2k-2)} a_{k}^{\text{skew}}(\{0 \ 0\} \ (1 \ 0) ; Z) \\
+ \frac{(-1)^{\frac{1}{2}} 2^{2-k} \pi^{k-1}}{\Gamma(k-\frac{1}{2})} \frac{\zeta(k-1) \zeta(2k-3)}{\zeta(k) \zeta(2k-2)} a_{k}^{\text{skew}}(\{0 \ 0\} \ (1 \ 0) ; Z).
\]
In other words, we have (see Lemma 1.2)

\[ c(E_k^\text{skew}; (0, 0), \bullet; \vec{\tau}) = \frac{(-1)^{\frac{k}{2}} 2^{2-k} \pi \frac{k}{2} \Gamma(k-1) \zeta(k-1)}{\Gamma(k-\frac{1}{2})} \zeta(k) E_0(k-1, \vec{\tau}). \]

We finish the proof by applying (2.18) of Proposition 2.10.

Finally, it remains to examine Fourier coefficients of indefinite index. We recover these coefficients from \(c_k\) via the invariance of \(E_k^\text{skew}\) under the action of rot(GL\(_2\)(\(Z\))).

**Proposition 6.4.** Let \( T = 0 \begin{pmatrix} r/2 & 0 \\ 0 & 1 \end{pmatrix} \) be indefinite (i.e., \( r \neq 0 \)). Then

\[ c(E_k^\text{skew}; T) = \sum_{d | \gcd(n, r)} d^{k-1} c(E_k^\text{skew}; (0 \begin{pmatrix} r/2d & 0 \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix})) = \sum_{d | \gcd(n, r)} d^{k-1} c(E_k^\text{skew}; (0 \begin{pmatrix} r/2d & 0 \\ 0 & 1 \end{pmatrix} - n \begin{pmatrix} 0 \\ 1 \end{pmatrix})). \]

**Proof.** We prove the first equality, but omit the proof of the second one, since its proof is analogous. For simplicity, if \( T = 0 \begin{pmatrix} r/2 & 0 \\ 0 & 1 \end{pmatrix} \) is indefinite, we write \( c(n, r, m) := c(E_k^\text{skew}; T) \) for the Fourier series coefficients of \( E_k^\text{skew} \). If \( n > 0 \), then the invariance of \( E_k^\text{skew} \) under the action of rott(0 1 1 0) and the formula \( \phi_{skew} = E_{skew} | V_n \) in Lemma 4.5 in conjunction with (3.39) imply that

\[ c(n, r, 0) = c(0, r, n) = \sum_{d | \gcd(r, n)} d^{k-1} c(0, \frac{r}{d}, 1). \]

For general \( n \), since \( r \neq 0 \), the invariance of \( E_k^\text{skew} \) under the Heisenberg subgroup of the embedded Jacobi group yields that

\[ c(n, r, 0) = c(n + 2hr, r, 0) = \sum_{d | \gcd(r, n + 2hr)} d^{k-1} c(0, \frac{r}{d}, 1) = \sum_{d | \gcd(r, n)} d^{k-1} c(0, \frac{r}{d}, 1), \]

where \( h \in Z \) is chosen in such a way that \( n + 2hr > 0 \).

6.2 The Hecke operator \( V_0 \) In this section, we define an operator \( V_0 \) that maps \( \tilde{\phi}_1 \in A_{k, 1}^{skew} \) and \( \tilde{\phi}_{-1} \in A_{k, -1}^{skew} \) to abstract elliptic functions. It maps the 1-st and \(( -1)\)-st Fourier-Jacobi coefficients of \( E_{skew}^k \) to \( E_{skew}^{k, 0} \).

Let \( \tilde{\phi}_1 \in A_{k, 1}^{skew} \) with Fourier series expansion

\[ \tilde{\phi}_1(t, z, \tau') = \sum_{n, r \in Z} c(\tilde{\phi}_1; n, r) a_k^\text{skew}(n \begin{pmatrix} r/2 \\ 1 \end{pmatrix} \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix}), \]

and \( \tilde{\phi}_{-1} \in A_{k, -1}^{skew} \) with Fourier series expansion

\[ \tilde{\phi}_{-1}(t, z, \tau') = \sum_{n, r \in Z} c(\tilde{\phi}_{-1}; n, r) a_k^\text{skew}(n \begin{pmatrix} r/2 \\ -1 \end{pmatrix} \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix}) \]

\[ + \sum_{n, r \in Z \text{ s.t. } 4n + r^2 = 0} c(\tilde{\phi}_{-1}; n(0), r) a_k^\text{skew}(n \begin{pmatrix} r/2 \\ -1 \end{pmatrix}(0) \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix}) + \sum_{n, r \in Z \text{ s.t. } 4n + r^2 = 0} c(\tilde{\phi}_{-1}; n(1), r) a_k^\text{skew}(n \begin{pmatrix} r/2 \\ -1 \end{pmatrix}(1) \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix}). \]
We set

\[
(\tilde{\phi}_1|_{k}^{\text{skew}} V_0)(Z) := \frac{(-1)^{k-\frac{1}{2}} \Gamma(\frac{1}{2}) \zeta(k)}{(2\pi)^k} c(\tilde{\phi}_1; 0, 0) \tilde{e}_{k,0}^{\text{skew}} (Z) \\
+ \sum_{n \in \mathbb{Z} \setminus \{0\}} \sum_{d \mid \gcd(n, r)} d^{k-1} c(\tilde{\phi}_1; 0, r/d) \left( \sum_{r/2 \equiv 0 \pmod{2}} \right) \tilde{e}_{k}^{\text{skew}} \left( \left( \begin{array}{c} n \\ r/2 \\
0 \\
0 \end{array} \right) \right) Z
\]

(6.6)

and

\[
(\tilde{\phi}_-|_{k}^{\text{skew}} V_0)(Z) := \frac{(-1)^{k-\frac{1}{2}} \Gamma(k - \frac{1}{2}) \zeta(k)}{(2\pi)^k} c(\tilde{\phi}_-; 0, 0) \tilde{e}_{k,0}^{\text{skew}} (Z) \\
+ \sum_{n \in \mathbb{Z} \setminus \{0\}} \sum_{d \mid \gcd(n, r)} d^{k-1} c(\tilde{\phi}_-; 0, r/d) \left( \sum_{r/2 \equiv 0 \pmod{2}} \right) \tilde{e}_{k}^{\text{skew}} \left( \left( \begin{array}{c} n \\ r/2 \\
0 \\
0 \end{array} \right) \right) Z.
\]

(6.7)

where

\[
\tilde{e}_{k,0}^{\text{skew}} (Z) = \sum_{T = \left( \begin{array}{c} n \\
o \\
o \\
o \end{array} \right) \mathbb{Z} \setminus \{0\}} c \left( E_{skew}^{k} ; T ; Y \right) e(TX).
\]

(6.8)

Observe that the appearance of \(\tilde{e}_{k,0}^{\text{skew}}\) parallels the appearance of Eisenstein series in the definition of the Hecke-like operator \(V_0\) of [EZ85].

We close this section with a remark.

**Remark 6.5.** From Proposition 6.4, we infer that

\[ e_{skew}^{k,0} = e_{skew}^{skew} \mid_{k} V_0 = e_{skew}^{skew} \mid_{k} V_0. \]

It is natural to ask whether \(\tilde{\phi}_1|_{k}^{\text{skew}} V_0\) and \(\tilde{\phi}_-|_{k}^{\text{skew}} V_0\) are invariant under the embedded Jacobi group for general \(\tilde{\phi}_1\) and \(\tilde{\phi}_-\). In the case of Jacobi index \(-1\), this is easy to answer in the affirmative. Observe that \(J_{2-k,1}^{\text{skew}}\) is spanned by the Jacobi-Eisenstein series \(E_{2-k,1}^{J} \) in (3.31). Note that

\[
Klim_{skew}^{k,1} : AJ_{k,1}^{skew} \rightarrow J_{2-k,1}^{skew}
\]

(6.9)

is injective by Proposition 4.9. Moreover, Lemma 4.11 provides a preimage of \(E_{2-k,1}^{J}\), and hence (6.9) is an isomorphism. The invariance of \(e_{skew}^{k,0}\) under the embedded Jacobi group then settles the case of

\[ AJ_{k,1}^{skew} V_0 = \text{span} \ C e_{k,0}^{skew}. \]

The case of Jacobi index 1 is more subtle and requires a detailed analysis, since \(J_{k,1}^{skew}\) is isomorphic to \(AJ_{k,1}^{skew}\) by Proposition 4.12, and since (in general) \(J_{k,1}^{skew}\) contains cusp forms. We postpone the answer to this question for \(m = 1\) to a sequel.
6.3 Proof of Theorem I

Let \( \phi \in J_{3-k,1} \), and recall from the statement of Theorem I that

\[
\operatorname{Maass}^{\text{skew}}_k(\phi) = \sum_{m=0}^{\infty} \bigl( \operatorname{Klim}^{-1}_{k,1}(\phi) \bigr)_{k} V_m \left( 4(k-2)! \sum_{m=1}^{\infty} \bigl( \operatorname{Klim}^{-1}_{k,1}(\xi_{3-k}^l \phi) \bigr)_{k} V_m \right). \tag{6.10}
\]

In Remark 3.4 we pointed out that \( J_{3-k,1} \) is spanned by \( E_{3-k,1}^J \). Hence it suffices to demonstrate that (6.10) defines a skew-harmonic Maass-Siegel form in the case that \( \phi = E_{3-k,1}^J \).

Specifically, we first prove that

\[
\operatorname{Maass}^{\text{skew}}_k(E_{3-k,1}^J) = (-1)^{1-k} \frac{\Gamma(k-\frac{1}{2}) \zeta(k)}{(2\pi)^k} E_{k,1}^{\text{skew}} \tag{6.11}
\]

by comparing Fourier-Jacobi coefficients. We then complete the proof of Theorem I by showing that every \( F \in M^\text{skew}_k \) is a multiple of \( E_{k,1}^{\text{skew}} \).

Let \( m > 0 \). Proposition 4.3 asserts that \( \operatorname{Klim}^{\text{skew}}_{k,m} \) is injective. Hence it suffices to show that the Kohnen limit processes of the \( m \)-th Fourier-Jacobi coefficients in (6.11) coincide. Lemma 4.5 shows that \( \operatorname{Klim}^{\text{skew}}_{k,m} \) applied to the \( m \)-th Fourier-Jacobi coefficient on the right hand side of (6.11) gives:

\[
\left. \operatorname{Klim}^{\text{skew}}_{k,m} \right|_{E_{k,1}^{\text{skew}}} V_m.
\]

Applying \( \operatorname{Klim}^{\text{skew}}_{k,m} \) to the \( m \)-th Fourier-Jacobi coefficient of the left hand side of (6.11) yields

\[
\operatorname{Klim}^{\text{skew}}_{k,m} \left( \left. \operatorname{Klim}^{-1}_{k,1} \left( -4\Gamma(k-1) \xi_{3-k}^l E_{3-k,1}^J \right) \right|_{E_{k,1}^{\text{skew}}} V_m \right) = \operatorname{Klim}^{\text{skew}}_{k,1} \left( \left. \operatorname{Klim}^{-1}_{k,1} \left( -4\Gamma(k-1) \xi_{3-k}^l E_{3-k,1}^J \right) \right|_{E_{k,1}^{\text{skew}}} V_m \right) = -4\Gamma(k-1) \xi_{3-k}^l E_{3-k,1}^J \left|_{E_{k,1}^{\text{skew}}} V_m. \right.
\]

The first equality follows from the intertwining of \( \operatorname{Klim}^{\text{skew}}_{k,m} \) and \( V_m \) in (4.3) of Proposition 4.2, while the second equality is justified by Proposition 4.12. Moreover,

\[
-4\Gamma(k-1) \xi_{3-k}^l E_{3-k,1}^J = -4\Gamma(k-1) \frac{\pi^{-\frac{1}{2}} \Gamma(k-\frac{1}{2}) \zeta(k)}{4\Gamma(k-1)} E_{k,1}^{\text{skew}} = \frac{\Gamma(k-\frac{1}{2}) \zeta(k)}{\Gamma(\frac{1}{2})} E_{k,1}^{\text{skew}}
\]

by (3.34), and we find that Fourier-Jacobi coefficients of positive index in (6.11) agree.

Let \( m < 0 \). It suffices again to compare Kohnen limit processes of Fourier-Jacobi coefficients. Lemma 4.11 shows that \( \operatorname{Klim}^{\text{skew}}_{k,m} \) applied to the \( m \)-th Fourier-Jacobi coefficient on the right hand side of (6.11) produces:

\[
|m|^{k-1} E_{2-k,1}^{\text{skew}} \left|_{2-k,1} V_m. \right.
\]
Applying $\text{Klim}^{\text{skew}}_{k,m}$ to the $m$-th Fourier-Jacobi coefficient of the left hand side of (6.11) leads to
\[
\text{Klim}^{\text{skew}}_{k,m} \left( \text{Klim}^{-1}_{k-1} \left( E^{3-k,1}_{-k,1} \right) |^{\text{skew}}_k V_m \right) = \text{Klim}^{\text{skew}}_{k,m} \left( \text{Klim}^{-1}_{k-1} \left( E^{3-k,1}_{-k,1} \right) |^{\text{skew}}_k V_m \right)
\]
\[= |m|^{k-1} \text{Klim}^{\text{skew}}_{k,1} \left( \text{Klim}^{-1}_{k-1} \left( E^{3-k,1}_{-k,1} \right) |^{\text{skew}}_2 V_m \right) = |m|^{k-1} E^{3-k,1}_{-k,1} |^{\text{skew}}_2 V_m.
\]
The first equality follows from (4.12) and (3.32), the second one from (4.7) in Proposition 4.8, while the third equality is justified by Proposition 4.14. We conclude that Fourier-Jacobi coefficients of negative index in (6.11) agree, too.

It remains to examine the 0-th Fourier-Jacobi coefficients in (6.11). Observe (4.11) to find that
\[
c \left( \text{Klim}^{-1}_{k-1} \left( E^{3-k,1}_{-k,1} \right) ; 0(0), 0 \right) = c \left( E^{3-k,1}_{-k,1} ; 0(0), 0 \right) = 1.
\]
Hence the contribution of the first summand in the defining equation (6.7) of $V_0$, which appear in
\[
\text{Klim}^{-1}_{k-1} \left( E^{3-k,1}_{-k,1} \right) |^{\text{skew}}_k V_0 = \text{Klim}^{-1}_{k-1} \left( E^{3-k,1}_{-k,1} \right) |^{\text{skew}}_k V_0
\]
on the left hand side of (6.11), matches the Fourier series coefficients of index $\left( \begin{smallmatrix} n & 0 \\ 0 & 0 \end{smallmatrix} \right)$ on the right hand side of (6.11). Invariance of $E^{\text{skew}}_k$ under $\text{rot}(\text{GL}_2(\mathbb{Z}))$ shows that the corresponding contribution of the second summand in (6.7) matches the Fourier series coefficients of index $\left( \begin{smallmatrix} n & 0 \\ r/2 & 0 \end{smallmatrix} \right)$ for $r \neq 0$ on the right hand side of (6.11). This finishes our proof of (6.11).

Finally, we show that every $F \in M^{\text{skew}}_k$ is a multiple of $E^{\text{skew}}_k$. Consider $F = \sum_m \tilde{\phi}_m (\tau, z, z') \in M^{\text{skew}}_k$. Replacing $F$ by
\[
F - c \left( \sum_m \tilde{\phi}_m (\tau, z, z') \right) E^{\text{skew}}_k,
\]
allows us to assume that the Fourier series coefficient of $F$ of index $\left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right)$ vanishes. We then accomplish our goal by showing that all Fourier series coefficients of $F$ vanish.

From Lemma 5.6, we infer that the 0-th Fourier series coefficient of $\text{Klim}[0,0]^{\text{skew}}_{k,0}(\tilde{\phi}_0)$ equals
\[
c \left( \sum_m \tilde{\phi}_m (\tau, z, z') \right) y^k = c \left( F ; \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right) y^k = c \left( F ; \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right) y^k.
\]
Proposition 5.7 asserts that $\text{Klim}[0,0]^{\text{skew}}_{k,0}(\tilde{\phi}_0)$ is an elliptic Maass form of weight $1 - k$ and eigenvalue $\frac{1}{2}(k - \frac{1}{2})$ with respect to the weight $1 - k$ hyperbolic Laplace operator. Theorem 31 of [Maa64] shows that the corresponding space is one-dimensional and spanned by $E_{1 - k}(k - \frac{1}{2}, \tau)$ in Lemma 1.2. The 0-th Fourier series coefficient of $E_{1 - k}(k - \frac{1}{2}, \tau)$ features the nonvanishing term $y^{k - \frac{1}{2}}$. Hence $\text{Klim}[0,0]^{\text{skew}}_{k,0}(\tilde{\phi}_0)$ vanishes identically, and for all $n \in \mathbb{Z}_{<0}$ we have that
\[
c \left( \sum_m \tilde{\phi}_m (\tau, z, z') \right) y^n = c \left( \text{Klim}[0,0]^{\text{skew}}_{k,0}(\tilde{\phi}_0) ; n \right) = 0.
\]
Let $T = \left( \begin{array}{c} n \\ r/2 \\ m \end{array} \right)$ be degenerate with $m < 0$. Then $T[U] = \left( \begin{array}{c} n' \\ 0 \\ 0 \end{array} \right)$ for some $U \in \text{GL}_2(\mathbb{Z})$. Since $m$ is negative, $T$ is negative semidefinite, and hence $n' < 0$. Moreover, $F$ (as a Siegel modular form) is invariant under the slash action of $\text{rot}(U)$. Therefore,

$$c(F; T(0)) = \det(U)^{-k-1} c(F; \left( \begin{array}{c} n' \\ 0 \\ 0 \end{array} \right)(0)) = 0.$$ 

Proposition 4.6 guarantees that $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m) \in \mathcal{J}^{\text{skew}}_{2-k,|m|}$. To show that $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m)$ vanishes, it suffices by Lemma 3.10 to ensure the vanishing of its Fourier series coefficients of index $(n, r)$ with $4|m|n - r^2 = 0$. Any such $n, r$ yields a degenerate $T = \left( \begin{array}{c} n \\ r/2 \\ m \end{array} \right)$ as above, so that (4.8) implies that

$$c(\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m); n(0), r) = c(F; T(0)) = 0.$$ 

Thus, $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m)$ vanishes for all $m < 0$.

Let $T$ be an indefinite Fourier index. Then there exists an $U \in \text{GL}_2(\mathbb{Z})$ such that the bottom right entry $m$ of $T[U] = \left( \begin{array}{c} n \\ r/2 \\ m \end{array} \right)$ is negative. Since

$$c(\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m); n, r) = 0,$$

Proposition 4.9 implies that

$$c(F; T) = \det(U)^{-k-1} c(F; T[U]) = 0$$

for all indefinite $T$.

Consider $T = \left( \begin{array}{c} n \\ r/2 \\ m \end{array} \right)$ with $m > 0$. Proposition 4.1 asserts that $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m) \in \mathcal{J}^{\text{skew}}_{k,m}$. We just established that $c(F; T) = 0$ for indefinite $T$. Fourier series coefficients of $F$ for positive definite $T$ vanish by Proposition 2.4. Hence the Fourier series expansion of $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m)$ is supported on $(n, r)$ with $4mn - r^2 = 0$. The theta decomposition for skew-holomorphic Jacobi forms then implies that $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m)$ vanishes for positive $m$.

The vanishing of $\text{Klim}^{\text{skew}}_{k,m}(\widetilde{\phi}_m)$ for all $m < 0$ together with the injectivity of the Kohnen limit process in Proposition 4.9 shows that

$$c(F; \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)(1)) = (-1)^{k-1} c(F; \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)(1)) = 0.$$ 

Lemma 5.6 then implies that

$$\text{Klim}(0, 1)^{\text{skew}}_{k,0}(\widetilde{\phi}_0) = c(F; \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)(1), 0(1)) + \sum_{n=1}^{\infty} (4\pi n)^{k-2} c(F; \left( \begin{array}{c} -n \\ 0 \\ 0 \end{array} \right)(1)) e(nr) = c(F; \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)(1), 0(1)).$$

Recall from Proposition 5.7 that $\text{Klim}(0, 1)^{\text{skew}}_{k,0}(\widetilde{\phi}_0)$ is a holomorphic elliptic modular form of weight $k - 1 > 0$, and hence it must vanish. In particular,

$$c(F; \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)(1), 0(1)) = 0.$$
It remains to show that $c(F; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, \bullet; \bar{\tau}) = 0$. Since it is an elliptic modular form of weight 0 and eigenvalue $(k - 1)(2 - k)$ with respect to the hyperbolic Laplace operator by Proposition 2.10, it is a multiple of the Eisenstein series $E_0(k - 1, \bar{\tau})$ by (2.17). Equation (2.16) shows that the 0-th Fourier series coefficient of $c(F; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, \bullet; \bar{\tau})$ is given by

$$c(F; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, 0) \bar{\tau}^{k-1} + c(F; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, 0, 0) \bar{\tau}^{2-k} = 0,$$

and hence $c(F; \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_{(1)}, \bullet; \bar{\tau}) = 0$.

We conclude that $F = 0$, which completes the proof of Theorem I.
The skew-Maass lift
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