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A positive formula for the Ehrhart-like polynomials from root system chip-firing

Sam Hopkins & Alexander Postnikov

Abstract In earlier work in collaboration with Pavel Galashin and Thomas McConville we introduced a version of chip-firing for root systems. Our investigation of root system chip-firing led us to define certain polynomials analogous to Ehrhart polynomials of lattice polytopes, which we termed the symmetric and truncated Ehrhart-like polynomials. We conjectured that these polynomials have nonnegative integer coefficients. Here we affirm “half” of this positivity conjecture by providing a positive, combinatorial formula for the coefficients of the symmetric Ehrhart-like polynomials. This formula depends on a subtle integrality property of slices of permutohedra, and in turn a lemma concerning dilations of projections of root polytopes, which both may be of independent interest. We also discuss how our formula very naturally suggests a conjecture for the coefficients of the truncated Ehrhart-like polynomials that turns out to be false in general, but which may hold in some cases.

1. Introduction and statement of results

In [10] and [11], together with Pavel Galashin and Thomas McConville, we introduced an analog of chip-firing for root systems. More specifically, in these papers we studied certain discrete dynamical processes whose states are the weights of a root system and whose transition moves consist of adding roots under certain conditions. We referred to these processes as root-firing processes. Our investigation of root-firing was originally motivated by Jim Propp’s labeled chip-firing game [13]: indeed, central root-firing, which is the main subject of [11], is exactly the same as Propp’s labeled chip-firing when the root system is of Type A. But in [10] we instead focused on some remarkable deformations of central root-firing, which we called interval root-firing, or just interval-firing for short. It is these interval-firing processes which concern us in this present paper. So let us briefly review the definitions and key properties of these interval-firing processes.

Let $\Phi$ be an irreducible, crystallographic root system in an $n$-dimensional Euclidean vector space $(V, \langle \cdot, \cdot \rangle)$, with weight lattice $P := \{v \in V : \langle v, \alpha^\vee \rangle \in \mathbb{Z} \text{ for all } \alpha \in \Phi\}$.
and set of positive roots $\Phi^+$. Let $k \in \mathbb{Z}_{\geq 0}$ be any nonnegative integer. The symmetric interval-firing process is the binary relation on $P$ defined by

$$\lambda \xrightarrow{\text{sym, } k} \lambda + \alpha$$

whenever $(\lambda, \alpha \gamma) + 1 \in \{-k, -k + 1, \ldots, k\}$ for $\lambda \in P$, $\alpha \in \Phi^+$;

and the truncated interval-firing process is the binary relation on $P$ defined by

$$\lambda \xrightarrow{\text{tr, } k} \lambda + \alpha$$

whenever $(\lambda, \alpha \gamma) + 1 \in \{-k + 1, -k + 2, \ldots, k\}$ for $\lambda \in P$, $\alpha \in \Phi^+$.

(The intervals defining these processes are the same as those defining the extended $\Phi^+$-Catalan and extended $\Phi^+$-Shi hyperplane arrangements, and, although we have no precise statement to this effect, empirically it seems that the remarkable properties of these families of hyperplane arrangements [1, 2, 8, 24, 32, 33] are reflected in the interval-firing processes.) One should think of the “$k$” here as a deformation parameter: we are interested in understanding how these processes change as $k$ varies.

One of the main results of [10] is that for any $\Phi$ and any $k \in \mathbb{Z}_{\geq 0}$ these two interval-firing processes are both confluent (and terminating), meaning that there is always a unique stabilization starting from any initial weight $\lambda \in P$; or in other words, in the directed graphs corresponding to these relations, each connected component contains a unique sink. It was also shown that these sinks are (a subset of) $\{\eta^k(\lambda): \lambda \in P\}$ where $\eta: P \to P$ is the piecewise-linear “dilition” operator on the weight lattice defined by $\eta(\lambda) := \lambda + w_\lambda(\rho)$. Here $w_\lambda \in W$ is the minimal length element of the Weyl group $W$ of $\Phi$ such that $w_\lambda^{-1}(\lambda)$ is dominant, and $\rho := \frac{1}{2} \sum_{a \in \Phi^+} a$ is the Weyl vector of $\Phi$. Hence, it makes sense to define the stabilization maps $s^\text{sym}_k, s^\text{tr}_k: P \to P$ by

$$s^\text{sym}_k(\mu) = \lambda \Longleftrightarrow \text{the } \xrightarrow{\text{sym, } k}\text{-stabilization of } \mu \text{ is } \eta^k(\lambda);$$

$$s^\text{tr}_k(\mu) = \lambda \Longleftrightarrow \text{the } \xrightarrow{\text{tr, } k}\text{-stabilization of } \mu \text{ is } \eta^k(\lambda).$$

These interval-firing processes turn out to be closely related to convex polytopes. For instance, it was observed in [10] that the set $(s^\text{sym}_k)^{-1}(\lambda)$ (or $(s^\text{tr}_k)^{-1}(\lambda)$) of weights with stabilization $\eta^k(\lambda)$ looks “the same” across all values of $k$ except that it gets “dilated” as $k$ is scaled. In analogy with the Ehrhart polynomial [9] $L_P(k)$ of a convex lattice polytope $P$, which counts the number of lattice points in the $k$th dilate $kP$ of the polytope, in [10] we began to investigate for all $\lambda \in P$ the quantities

$$L^\text{sym}_\lambda(k) := \#(s^\text{sym}_k)^{-1}(\lambda);$$

$$L^\text{tr}_\lambda(k) := \#(s^\text{tr}_k)^{-1}(\lambda),$$

as functions of $k \in \mathbb{Z}_{\geq 0}$. It was shown in [10] that $L^\text{sym}_\lambda(k)$ is a polynomial in $k$ for all $\lambda \in P$ for any $\Phi$, and it was shown that $L^\text{tr}_\lambda(k)$ is a polynomial in $k$ for all $\lambda \in P$ assuming that $\Phi$ is simply-laced. Hence we refer to $L^\text{sym}_\lambda(k)$ and $L^\text{tr}_\lambda(k)$ as the symmetric and truncated Ehrhart-like polynomials, respectively. It was conjectured in [10] that for any $\Phi$ both $L^\text{sym}_\lambda(k)$ and $L^\text{tr}_\lambda(k)$ are polynomials in $k$ for all $\lambda \in P$, and was moreover conjectured that these polynomials always have nonnegative integer coefficients. This positivity conjecture about Ehrhart-like polynomials connects root system chip-firing to the broader study of Ehrhart positivity (see for instance the recent survey of Liu [16]). In fact, although the set of weights with a fixed interval-firing stabilization is in general not the set of lattice points in a convex polytope, these Ehrhart-like polynomials turn out to be closely related to Ehrhart polynomials of zonotopes, as discussed below.

In this paper we affirm “half” of the positivity conjecture: we show that the symmetric Ehrhart-like polynomials $L^\text{sym}_\lambda(k)$ have nonnegative integer coefficients by providing an explicit, positive formula for these polynomials. We need just a bit more
notation to write down this formula. Suppose the simple roots of $\Phi$ are $\alpha_1, \ldots, \alpha_n$. Recall that a weight $\lambda \in P$ is dominant if $\langle \lambda, \alpha^*_i \rangle \geq 0$ for all $i \in [n] := \{1, \ldots, n\}$. We denote the dominant weights by $P_{\geq 0}$. For $I \subseteq [n]$, let $W_I$ denote the parabolic subgroup of $W$ generated by the simple reflections $s_{\alpha_i}$ for $i \in I$. For any weight $\lambda \in P$, let $\lambda_{\text{dom}}$ denote the unique dominant element of $W(\lambda)$. For a dominant weight $\lambda \in P_{\geq 0}$ we set $I^0,1_{\lambda} := \{i \in [n] : \langle \lambda, \alpha^*_i \rangle \in \{0, 1\}\}$, and for an arbitrary weight $\lambda \in P$ we set $I^0,1_{\lambda} := I^0,1_{\lambda_{\text{dom}}}$. Let $Q := \text{Span}_R(\Phi)$ denote the root lattice of $\Phi$.

Finally, for any linearly independent subset $X \subseteq \Lambda$ of a lattice $\Lambda$, we use $r\text{Vol}_X(X)$ to denote the relative volume (with respect to $\Lambda$) of $X$, which is the greatest common divisor of the maximal minors of the matrix whose columns are the coefficients expressing the elements of $X$ in some basis of $\Lambda$.\(^{(1)}\)

Then we have the following:

**Theorem 1.1.** Let $\lambda \in P$ be any weight. Then $L^\text{sym}_{\lambda}(k) = 0$ if $\langle \lambda, \alpha^*_i \rangle = -1$ for some positive root $\alpha \in \Phi^+$, and otherwise

$$L^\text{sym}_{\lambda}(k) = \sum_{X \subseteq \Phi^+, X \text{ is linearly independent}} \# \left\{ \mu \in w_{\lambda}W^0,1_{\lambda_{\text{dom}}}(\lambda_{\text{dom}}) : \langle \mu, \alpha^*_i \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \right\} r\text{Vol}_X(X) k^{\#X}.$$ 

Note that the condition $\langle \mu, \alpha^*_i \rangle \in \{0, 1\}$ for all $\alpha \in \Phi^+ \cap \text{Span}_R(X)$ is equivalent to saying that the orthogonal projection of $\mu$ onto $\text{Span}_R(X)$ is zero or a minuscule weight of the sub-root system $\Phi \cap \text{Span}_R(X)$. Thus, as one might expect, the combinatorics of minuscule weights and more generally the combinatorics of the partial order of dominant weights (which was first extensively investigated by Stembridge [31]) features prominently in the proof of Theorem 1.1.

The other major ingredient in the proof of Theorem 1.1 is a kind of extension of the Ehrhart theory of zonotopes. In 1980, Stanley [28] (see also [29]) proved that the Ehrhart polynomial $L_Z(k)$ of a lattice zonotope $Z$ has nonnegative integer coefficients; in fact, he gave the following explicit formula:

$$L_Z(k) = \sum_{X \subseteq \{v_1, \ldots, v_m\}, X \text{ is linearly independent}} r\text{Vol}_X(X) k^{\#X},$$

where $Z := \sum_{i=1}^m [0, v_i]$ is the Minkowski sum of the lattice vectors $v_1, \ldots, v_m \in \mathbb{Z}^n$. (See [3, §9] for another presentation of this result.) In [10] we proved a slight extension of Stanley’s result: we showed that for any convex lattice polytope $P$ and any lattice zonotope $Z$, the number of lattice points in $P + kZ$ is given by a polynomial with nonnegative integer coefficients in $k$. The case where $P$ is a point recaptures Stanley’s result. However, in [10] we did not give any explicit formula for the coefficients of the polynomial analogous to the formula (1) for zonotopes. The first thing we need to do in the present paper is provide such a formula, whose simple proof we also go over now. In fact, this result is stated most naturally in its “multi-parameter” formulation:

**Theorem 1.2.** Let $P$ be a convex lattice polytope in $\mathbb{R}^n$, and $v_1, \ldots, v_m \in \mathbb{Z}^n$ lattice vectors. Set $Z := \sum_{i=1}^m [0, v_i]$. For $k = (k_1, \ldots, k_m) \in \mathbb{Z}^m_{\geq 0}$ define $kZ := \sum_{i=1}^m k_i [0, v_i]$.

\(^{(1)}\) This is the relative volume, with respect to $\Lambda$, of the parallelepiped $\sum_{v \in X} [0, v]$; it is also equal to the number of $\Lambda$-points in the half-open parallelepiped $\sum_{\alpha \in X} [0, v]$ (see e.g. [3, Lemma 9.8]).
Then for any \( k \in \mathbb{Z}_{\geq 0}^m \) we have

\[
\#(P + kZ) \cap \mathbb{Z}^n = \sum_{X \subseteq \{v_1, \ldots, v_m\}, \text{\(X\) is linearly independent}} \#(\text{quot}_X(P) \cap \text{quot}_X(\mathbb{Z}^n)) \cdot r\text{Vol}_{\mathbb{Z}^n}(X) k^X
\]

where \( k^X := \prod_{v \in X} k_v \) and \( \text{quot}_X : \mathbb{R}^n \rightarrow \mathbb{R}^n / \text{Span}_\mathbb{R}(X) \) is the canonical quotient map.

**Proof.** The standard proof of Stanley’s formula for the Ehrhart polynomial of a lattice zonotope (and indeed the proof originally given by Stanley [28, 29]) is via “paving” the zonotope, i.e. decomposing it into disjoint half-open parallelepipeds (see also [3, §9]). This decomposition goes back to Shephard [27]. In [10], we explained how the technique of paving can be adapted to \( P + kZ \) as well. But we can actually establish the claimed formula for \( \#(P + kZ) \cap \mathbb{Z}^n \) just from some general properties of “multi-parameter” Ehrhart polynomials. We need only the following result:

**Lemma 1.3** (McMullen [18, Theorem 6]). Let \( Q_0, Q_1, \ldots, Q_m \) be convex lattice polytopes in \( \mathbb{R}^n \). Then for nonnegative integers \( k_0, \ldots, k_m \in \mathbb{Z}_{\geq 0} \), the number of lattice points in \( k_0Q_0 + \cdots + k_mQ_m \) is a polynomial (with real coefficients) in \( k_0, \ldots, k_m \) of total degree at most the dimension of the smallest affine subspace containing all of \( Q_0, \ldots, Q_m \).

First of all, Lemma 1.3 immediately gives that \( \#(P + kZ) \cap \mathbb{Z}^n \) is a polynomial in \( k \): we can just take \( Q_0 := P, Q_i := [0, v_i] \) for \( i \in [m] \), and set \( k_0 := 1 \). We use \( f(k) \) to denote this polynomial.

Now we check that each coefficient of \( f(k) \) agrees with the claimed formula. So fix some \( a = (a_1, \ldots, a_m) \in \mathbb{Z}_{\geq 0}^m \) and set \( k^a := \prod_{i=1}^m x_{a_i}^i \). We will check that the coefficient of \( k^a \) is as claimed. By substituting \( k_i := 0 \) for any \( i \) for which \( a_i = 0 \), we can assume that \( a_i \neq 0 \) for all \( i \in [m] \). Set \( X := \{v_1, \ldots, v_m\} \); the goal will be to show that the coefficient of \( k^a \) is zero if \( k^a \neq k^X \) or \( X \) is not linearly independent. We can count the number of lattice points in \( P + kZ \) by dividing them into “slices” which lie in affine translates of \( \text{Span}_\mathbb{R}(X) \). Accordingly, let \( u_1, u_2, \ldots, u_\ell \in \mathbb{Z}^n \) be such that:

- \( (u_i + \text{Span}_\mathbb{R}(X)) \cap P \neq \emptyset \) for all \( i \in [\ell] \);
- \( (u_i + \text{Span}_\mathbb{R}(X)) \cap P \neq \emptyset \) for some \( u \in \mathbb{Z}^n \), then \( u + \text{Span}_\mathbb{R}(X) = u_i + \text{Span}_\mathbb{R}(X) \) for some \( i \in [\ell] \);
- \( u_i + \text{Span}_\mathbb{R}(X) \neq u_j + \text{Span}_\mathbb{R}(X) \) for \( i \neq j \in [\ell] \).

Set \( P_i := P \cap (u_i + \text{Span}_\mathbb{R}(X)) \) for \( i = 1, \ldots, \ell \) and observe that

\[
(P + kZ) \cap \mathbb{Z}^n = \bigcup_{i=1}^\ell (P_i + kZ) \cap \mathbb{Z}^n.
\]

Because \( Z \) is full-dimensional inside of \( \text{Span}_\mathbb{R}(X) \), for each \( i \in [\ell] \) there is \( c_i \in \mathbb{Z}_{\geq 0} \) such that \( P_i \) is contained, up to lattice translation, in \( c_i Z \). Hence we obtain the inequalities

\[
(2) \quad \sum_{i=1}^\ell \#(kZ \cap \mathbb{Z}^n) \leq f(k) \leq \sum_{i=1}^\ell \#((k + c_i)Z \cap \mathbb{Z}^n),
\]

for all \( k \in \mathbb{Z}_{\geq 0}^m \). First consider the case where either \( k^a \neq k^X \), or \( X \) is not linearly independent. Then \( \sum_{i=1}^m a_i \) is strictly greater than the dimension of \( \text{Span}_\mathbb{R}(X) \). But by Lemma 1.3 the left- and right-hand sides of (2) are polynomials in \( k \) of degree at most the dimension of \( \text{Span}_\mathbb{R}(X) \). So in this case it must be that the coefficient of \( k^a \) in \( f(k) \) is zero. Now assume that \( k^a = k^X \) and \( X \) is linearly independent. In this case, \( Z \) is a parallelepiped whose relative volume is in fact \( r\text{Vol}_{\mathbb{Z}^n}(X) \); see for example [3, Lemma 9.8]. Hence, the leading coefficient of \( \#(kZ \cap \mathbb{Z}^n) \) as a polynomial in \( k \) is \( r\text{Vol}_{\mathbb{Z}^n}(X) \). By substituting \( k := k + c \) into this polynomial for some constant \( c \in \mathbb{Z}_{\geq 0} \),
we see that the leading coefficient of \#((k + c)Z \cap Z^n) as a polynomial in \( k \) is also \( rVol_{Z^{\ell}}(X) \). Hence when we make the substitution \( k_i := k \) for all \( i \in [m] \), the leading coefficient of both the left- and right-hand sides of (2) is \( \ell \cdot rVol_{Z^{\ell}}(X) \). Furthermore, the degree of both of these polynomials is the dimension of \( \text{Span}_R(X) \), which is the same as \( \#X = m \). By induction on \( m \), we know that the coefficient of \( k^b \) in \( f(k) \) is zero for any \( b = (b_1, \ldots, b_n) \in \mathbb{Z}_{\geq 0}^n \) with \( b \neq (1, 1, \ldots, 1) \) and \( \sum_{i=1}^n b_i = m \). Thus we conclude that \( \ell \cdot rVol_{Z^{\ell}}(X) \) is also the coefficient of \( k^a \) in \( f(k) \). But then note that \( \ell = \#(\text{quot}_X(\mathcal{P}) \cap \text{quot}_X(Z^n)) \), finishing the proof of the theorem. \( \square \)

**Remark 1.4.** Although we will not need this, we believe that Theorem 1.2 holds verbatim in the case where \( \mathcal{P} \) is a rational convex polytope (as in [19]), or even in the case where \( \mathcal{P} \) is an arbitrary convex polytope in \( \mathbb{R}^n \).

In general, the formula in Theorem 1.2 is not ideal from a combinatorial perspective because in order to compute the quantity \( \#(\text{quot}_X(\mathcal{P}) \cap \text{quot}_X(Z^n)) \) we have to consider every rational point in \( \mathcal{P} \). But in particularly nice situations we may actually have that \( \text{quot}_X(\mathcal{P}) \cap \text{quot}_X(Z^n) = \text{quot}_X(\mathcal{P} \cap Z^n) \) for all \( X \subseteq \{v_1, \ldots, v_m\} \). In fact, this is exactly what happens in the case of Theorem 1.2 that is relevant to interval-firing: the Minkowski sum of a permutohedron and a dilating regular permutohedron.

For \( \lambda \in P \), the **permutohedron** corresponding to \( \lambda \) is \( \Pi(\lambda) := \text{ConvexHull}(\Phi) \). We use \( \Pi^Q(\lambda) := \Pi(\lambda) \cap (Q + \lambda) \) to denote the (root) lattice points in \( \Pi(\lambda) \). The **regular permutohedron of \( \Phi \)** is \( \Pi(\rho) \). Note that the regular permutohedron is in fact a zonotope: \( \Pi(\rho) = \sum_{\alpha \in \Phi_+} [-\alpha/2, \alpha/2] \). Also note that if \( \lambda \in P_{\geq 0} \) is a dominant weight, then \( \Pi(\lambda + k\rho) = \Pi(\lambda) + k\Pi(\rho) \), so \( \Pi(\lambda + k\rho) \) really is a polytope of the form \( \mathcal{P} + k\mathbb{Z} \). It is this polytope \( \Pi(\lambda + k\rho) \) which is relevant to interval-firing.

We will show that permutohedra satisfy the following subtle integrality property:

**Lemma 1.5.** Let \( \lambda \in P_{\geq 0} \) and \( X \subseteq \Phi^+ \). Then

\[
\text{quot}_X(\Pi(\lambda)) \cap \text{quot}_X(Q + \lambda) = \text{quot}_X(\Pi^Q(\lambda)),
\]

where \( \text{quot}_X \) is the canonical quotient map \( \text{quot}_X : V \to V/\text{Span}_\mathbb{R}(X) \).

We prove Lemma 1.5 in the second section of the paper. The proof turns out to be quite involved. In particular, we show that this lemma follows from a certain property of dilations of projections of root polytopes. Here the **root polytope** \( \mathcal{P}_\Phi \) of \( \Phi \) is the convex hull of the roots: \( \mathcal{P}_\Phi := \text{ConvexHull}(\Phi) \). Lemma 1.5 follows (in a non-obvious way) from the following lemma about root polytopes:

**Lemma 1.6.** Let \( \{0\} \neq U \subseteq V \) be a nonzero subspace of \( V \) spanned by a subset of \( \Phi \). Set \( \Phi_U := \Phi \cap U \), a sub-root system of \( \Phi \). Let \( \pi_U : V \to U \) denote the orthogonal projection of \( V \) onto \( U \). Then there exists some \( 1 \leq k < 2 \) such that \( \pi_U(\mathcal{P}_\Phi) \subseteq k \cdot \mathcal{P}_{\Phi_U} \).

Note that the constant 2 in Lemma 1.6 cannot be replaced with any smaller constant; and conversely, if we replaced 2 with any larger constant then Lemma 1.6 would no longer imply Lemma 1.5. Observe how Lemmas 1.5 and 1.6 are both formulated in a uniform way across all root systems \( \Phi \). Moreover, our proof that Lemma 1.6 implies Lemma 1.5 is uniform (and indeed, we show that these two lemmas are “almost” equivalent; see Remark 2.15). However, we were unfortunately unable to find a uniform proof of Lemma 1.6 and instead had to rely on the classification of root systems and a case-by-case analysis. We relegated the case-by-case check of Lemma 1.6 to the appendix of the paper. We believe that both of these lemmas may be of independent interest. We leave it as an open problem to find uniform proofs of them.

Lemma 1.5 together with Theorem 1.2 immediately implies the following:
Theorem 1.7. Let $\lambda \in P_{\geq 0}$ be a dominant weight and $k \in \mathbb{Z}_{\geq 0}$. Then

$$
\#\Pi^Q(\lambda + kp) = \sum_{\substack{X \subseteq \Phi^+ \text{ linearly independent} \atop X \text{ is linearly independent}}} \# \text{quot}_X(\Pi^Q(\lambda)) \cdot r\text{Vol}_Q(X) \cdot k^\#X.
$$

The relevance of Theorem 1.7 to interval-firing is that for any $\lambda \in P_{\geq 0}$, the discrete permutohedron $\Pi^Q(\lambda + kp)$ is a disjoint union of connected components of the directed graph corresponding to $\overrightarrow{\text{sym},k}$: this follows from the “permutohedron non-escaping lemma,” a key technical result in [10]. In fact, as we will see later, if $\lambda \in P_{\geq 0}$ is a dominant weight with $I_{0,1}^{\lambda} = [n]$, then

$$(s_{k}^\text{sym})^{-1}(\lambda) = \Pi^Q(\lambda + kp) \setminus \bigcup_{\mu \not\leq \lambda \in P_{\geq 0}} \Pi^Q(\mu + kp),$$

(3) where $\mu \leq \lambda$ means $\lambda - \mu = \sum_{i=1}^{n} a_i \alpha_i$ with all $a_i \in \mathbb{Z}_{\geq 0}$ (this is the partial order of dominant weights sometimes referred to as root order or dominance order). Moreover, for any $\lambda \in P$ which satisfies $\langle \lambda, \alpha^\vee \rangle \neq -1$ for all $\alpha \in \Phi^+$, we can express the fiber $(s_{k}^\text{sym})^{-1}(\lambda)$ as a difference of permutohedra as in (3) except that we may need to first project to a smaller-dimensional sub-root system of $\Phi$. Therefore, Theorem 1.1 follows from Theorem 1.7 and Lemma 1.5 via inclusion-exclusion, together with some fundamental facts about root order established by Stembridge [31].

At the end of the paper we also discuss the truncated Ehrhart-like polynomials. It was shown in [10] that for any $\lambda \in P_{\geq 0}$ with $I_{0,1}^{\lambda} = [n]$, we have

$$(s_{k}^\text{sym})^{-1}(\lambda) = \bigcup_{\mu \in W(\lambda)} (s_{k}^\text{tr})^{-1}(\mu),$$

or at the level of Ehrhart-like polynomials,

$$L_{\lambda}^\text{sym}(k) = \sum_{\mu \in W(\lambda)} L_{\mu}^\text{tr}(k).$$

Hence, the formula in Theorem 1.1 very naturally suggests the following conjecture:

Conjecture 1.8. Let $\lambda \in P$ be any weight. Then

$$L_{\lambda}^\text{tr}(k) = \sum_X r\text{Vol}_Q(X) \cdot k^\#X,$$

where the sum is over all $X \subseteq \Phi^+$ such that:

- $X$ is linearly independent;
- $\langle \lambda, \alpha^\vee \rangle \in \{0,1\}$ for all $\alpha \in \Phi^+ \cap \text{Span}_R(X)$.

However, in fact Conjecture 1.8 is false in general! We discuss examples where Conjecture 1.8 fails, as well as some cases where it may possibly hold (such as Type A and Type B), in the last section. As it is, the truncated Ehrhart-like polynomials remain largely a mystery.

Here is a brief outline of the rest of the paper. In Section 2 we establish the subtle integrality property of permutohedra (Lemma 1.5), conditional on the root polytope projection-dilation lemma (Lemma 1.6). We go on in this section to prove the formula for the number of points in a permutohedron plus dilating regular permutohedron (Theorem 1.7). We also briefly discuss the specifics of what this formula looks like in Type A. In Section 3 we use our formula for the number of points in a permutohedron plus dilating regular permutohedron to establish the formula for the symmetric Ehrhart-like polynomials (Theorem 1.1). In Section 4 we discuss related questions and
possible future directions, including the truncated Ehrhart-like polynomials (specifically, Conjecture 1.8). In Appendix A we prove the root polytope projection-dilation lemma in a case-by-case manner.

2. Lattice points in the Minkowski sum of a permutohedron and a dilating regular permutohedron

2.1. Background on root systems, sub-root system, permutohedron, and root order. In this subsection we briefly review basics on root systems and collect some results about sub-root systems, permutohedra, and root order that we will need going forward. For a more detailed treatment with complete proofs for all the results mentioned, consult [4], [5], or [14]. Generally speaking, we follow the notation from [10].

Fix V, a n-dimensional Euclidean vector space with inner product $\langle \cdot, \cdot \rangle$. For a nonzero vector $v \in V$, we define the covector of $v$ to be $v^\vee := \frac{2}{\langle v, v \rangle} v$ and then define the orthogonal reflection across the hyperplane with normal vector $v$ to be the linear map $s_v : V \to V$ given by $s_v(u) := u - \langle u, v \rangle v$ for all $u \in V$. A (crystallographic, reduced) root system in V is a finite collection $\Phi \subseteq V \setminus \{0\}$ of nonzero vectors satisfying:

- $\text{Span}_R(\Phi) = V$;
- $s_\alpha(\Phi) = \Phi$ for all $\alpha \in \Phi$;
- $\text{Span}_R(\{\alpha\}) \cap \Phi = \{\alpha, -\alpha\}$ for all $\alpha \in \Phi$;
- $\langle \beta, \alpha^\vee \rangle \in \mathbb{Z}$ for all $\alpha, \beta \in \Phi$.

From now on, fix such a root system $\Phi$ in V. The elements of $\Phi$ are called roots. The dimension $n$ of V is called the rank of $\Phi$. We use W to denote the Weyl group of $\Phi$, which is the subgroup of GL(V) generated by the reflections $s_\alpha$ for all roots $\alpha \in \Phi$.

It is well-known that we can choose a set $\Phi^+$ of positive roots with the properties that: if $\alpha, \beta \in \Phi^+$ and $\alpha + \beta \in \Phi$ then $\alpha + \beta \in \Phi^+$; and $\{\Phi^+, -\Phi^+\}$ is a partition of $\Phi$. The choice of set of positive roots $\Phi^+$ is equivalent to a choice of simple roots $\alpha_1, \ldots, \alpha_n$, which have the properties that: the $\alpha_i$ form a basis of V; and every root is either a nonnegative or a nonpositive integral combination of the $\alpha_i$. Of course, $\Phi^+$ consists exactly of those roots which are nonnegative integral combinations of the $\alpha_i$. The Weyl group acts freely and transitively on the set of possible choices of $\Phi^+$. Therefore, since all choices are equivalent in this sense, let us fix a choice $\Phi^+$ of positive roots, and thus also a collection $\alpha_1, \ldots, \alpha_n$ of simple roots. The simple roots are pairwise non-acute: i.e. $\langle \alpha_i, \alpha_j^\vee \rangle \leq 0$ for $i \neq j \in [n]$.

The coroots $\alpha^\vee$ for $\alpha \in \Phi$ themselves form a root system which we call the dual root system of $\Phi$ and which we denote $\Phi^\vee$. We always consider $\Phi^\vee$ with its positive roots being $\alpha^\vee$ for $\alpha \in \Phi^+$; hence $\alpha_i^\vee$ for $i = 1, \ldots, n$ are the simple coroots.

The simple reflections $s_{\alpha_i}$ for $i \in [n]$ generate W. The length of a Weyl group element $w \in W$ is the minimum length of a word expressing $w$ as a product of simple reflections. It is known that the length of $w \in W$ coincides with the number of inversions of $w$, where an inversion of $w$ is a positive root $\alpha \in \Phi^+$ with $w(\alpha) \notin \Phi^+$.

There are two important lattices associated to $\Phi$: the root lattice $Q := \text{Span}_Z(\Phi)$ and the weight lattice $P := \{v \in V : \langle v, \alpha^\vee \rangle \in \mathbb{Z}\}$. By assumption of crystallography, we have that $Q \subseteq P$. The elements of $P$ are called weights. We use $\omega_1, \ldots, \omega_n$ to denote the set of fundamental weights, which form a dual basis to $\alpha_1^\vee, \ldots, \alpha_n^\vee$, i.e. they are defined by $\langle \omega_i, \alpha_j^\vee \rangle = \delta_{ij}$ for $i, j \in [n]$, where $\delta_{ij}$ is the Kronecker delta. Observe that $Q = \text{Span}_Z(\{\omega_1, \ldots, \omega_n\})$ and $P = \text{Span}_Z(\{\omega_1, \ldots, \omega_n\})$. We also use the notation: $Q_{\geq 0} := \text{Span}_Z(\omega_1, \ldots, \omega_n)$; $P_{\geq 0} := \text{Span}_Z(\omega_1, \ldots, \omega_n)$; and $Q^R_{\geq 0} := \text{Span}_R(\omega_1, \ldots, \omega_n)$; $P^R_{\geq 0} := \text{Span}_R(\omega_1, \ldots, \omega_n)$. Note that $P^R_{\geq 0}$
and $Q^R_\geq 0$ are dual cones, meaning that $P^R_\geq 0 = \{ v \in V : (v, u) \geq 0 \text{ for all } u \in Q^R_\geq 0 \}$. A weight $\lambda \in P$ is called dominant if $(\lambda, \alpha_i^\vee) \geq 0$ for all $i \in [n]$. Hence $P^R_\geq 0$ is the set of dominant weights. An important dominant weight is the Weyl vector $p := \sum_{i=1}^n \omega_i$. As mentioned earlier, we also have that $p = \frac{1}{n} \sum_{\alpha \in \Phi^+} \alpha$. That these two descriptions of $p$ agree implies that $P^R_\geq 0 \subseteq Q^R_\geq 0$.

Let $X \subseteq \Phi$. Then $\Phi \cap \text{Span}_R(X)$ is a root system in $\text{Span}_R(X)$, and we call this root system $\Phi \cap \text{Span}_R(X)$ a sub-root system of $\Phi$. (Note that this terminology may be slightly nonstandard insofar as we do not consider every subset of $\Phi$ which forms a root system to be a sub-root system.) It is always the case that $\Phi^+ \cap \text{Span}_R(X)$ is a choice of positive roots for $\Phi \cap \text{Span}_R(X)$ and we always consider sub-root systems with this choice of positive roots. However, note that $\{ \alpha_1, \ldots, \alpha_n \} \cap \text{Span}_R(X)$ need not be a collection of simple roots for $\Phi \cap \text{Span}_R(X)$. The case where this intersection $\{ \alpha_1, \ldots, \alpha_n \} \cap \text{Span}_R(X)$ does form a collection of simple roots is nonetheless an important special case of sub-root system which we call a parabolic sub-root system: for $I \subseteq [n]$ we use the notation $\Phi_I := \Phi \cap \text{Span}_R(\{ \alpha_i : i \in I \})$. We also use $W_I$ to denote the corresponding parabolic subgroup of $W$, which is the subgroup generated by $s_{\alpha_i}$ for $\alpha \in \Phi_I$.

We will often need to consider projections of weights onto sub-root systems. For a subspace $U \subseteq V$ we use $\pi_U : V \to U$ to denote the orthogonal (with respect to $\langle \cdot, \cdot \rangle$) projection of $V$ onto $U$. And for $X \subseteq \Phi$ we use the shorthand $\pi_X := \pi_{\text{Span}_R(X)}$. Note that for $\lambda \in P$ we always have that $\pi_X(\lambda)$ is a weight of $\Phi \cap \text{Span}_R(X)$, although $\pi_X(\lambda)$ need not be a weight of $\Phi$. Similarly, if $\lambda \in P^R_\geq 0$ is dominant then $\pi_X(\lambda)$ is a dominant weight of $\Phi \cap \text{Span}_R(X)$. For $I \subseteq [n]$ we use the notation $\pi_I := \pi_{\{ \alpha_i : i \in I \}}$. Observe that $\pi_I(\sum_{i=1}^n c_i \omega_i) = \sum_{i \in I} c_i \omega_i^\prime$, where $\{ \omega_i^\prime : i \in I \}$ is the set of fundamental weights of $\Phi_I$.

It would be helpful to have a “standard form” for sub-root systems. As mentioned, sub-root systems need not be parabolic. Nevertheless, we can always act by a Weyl group element to make them parabolic. In fact, as the following proposition demonstrates, slightly more than this is true: we can also make any given vector which projects to zero in the sub-root system dominant at the same time.

**Proposition 2.1.** Let $X \subseteq \Phi^+$. Let $v \in V$ be such that $\pi_X(v) = 0$. Then there exists some $w \in W$ and $I \subseteq [n]$ such that $w \text{ Span}_R(X) = \text{Span}_R(\{ \alpha_i : i \in I \})$ and $wv \in P^R_\geq 0$.

**Proof.** This result is a slight extension of a result of Bourbaki [5, Chapter IV, §1.7, Proposition 24], which is equivalent to the present proposition but without the requirement $wv \in P^R_\geq 0$. If $v = 0$, then $wv \in P^R_\geq 0$ is automatically satisfied for any $w \in W$, so let us assume that $v \neq 0$.

Following Bourbaki, let us explain one way to choose a set of positive roots. Namely, suppose that $\preceq$ is a total order on $V$ compatible with the real vector space structure in the sense that if $u \preceq v$ then $u + u' \preceq v + u'$ and $ku \preceq kv$ for all $u, u', v \in V$ and $k \in \mathbb{R}_\geq 0$. Then the set $\{ \alpha \in \Phi : 0 \preceq \alpha \}$ will be a valid choice of positive roots for $\Phi$.

We proceed to define an appropriate total order $\preceq$. Let $\beta_1, \ldots, \beta_r$ be a choice of simple roots for $\Phi \cap \text{Span}_R(X)$. Then let $v_1, \ldots, v_n$ be an ordered basis of $V$ such that $v_1 = v$; $v_{(n-1)+i} = \beta_i$ for all $i = 1, \ldots, r$; $v_1$ is orthogonal to all of $v_2, \ldots, v_n$. (Such a basis exists because $\pi_X(v) = 0$ implies $v$ is orthogonal to all of $\beta_1, \ldots, \beta_r$). Then let $\preceq$ be the lexicographic order on $V$ with respect to the ordered basis $v_1, \ldots, v_n$; that is to say, $\sum_{i=1}^n a_i v_i \preceq \sum_{i=1}^n a'_i v_i$ means that either $\sum_{i=1}^n a_i v_i = \sum_{i=1}^n a'_i v_i$ or there is some $i \in [n]$ such that $a_j = a'_j$ for all $1 \leq j < i$ and $a_i < a'_i$.

It is clear that $\beta_1, \ldots, \beta_r$ are minimal (with respect to $\preceq$) in $\{ \alpha \in \Phi : 0 \preceq \alpha \}$, which implies that they are simple roots of $\Phi$ for the choice $\{ \alpha \in \Phi : 0 \preceq \alpha \}$ of positive roots. 
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Moreover, for any \( u = \sum_{i=1}^{n} a_{i}v_{i} \in V \) we have that \( \langle v, u \rangle = a_{1} \) because \( v \) is orthogonal to \( v_{2}, \ldots, v_{n} \). Hence for any \( u \in V \) with \( 0 \leq u \) we have \( \langle v, u \rangle \geq 0 \). This means in particular that \( \langle v, \alpha' \rangle \geq 0 \) for any \( \alpha \in \Phi \) with \( 0 \leq \alpha \).

Since all choices of positive roots are equivalent up to the action of the Weyl group, there exists \( w \in W \) such that \( w\{\alpha \in \Phi: 0 \leq \alpha \} = \Phi^{+} \). This \( w \) transports \( \{\beta_{1}, \ldots, \beta_{l}\} \) to a subset of simple roots, so \( w \operatorname{Span}_{\mathbb{R}}(X) = \operatorname{Span}_{\mathbb{R}} \{ \alpha_{i}: i \in I \} \). Finally, that \( w\in P_{\geq 0}^{R} \) follows from the previous paragraph and the fact that \( w \) is an orthogonal transformation.

Now let us return to our discussion of \((W, \cdot)-\)permutohedra. We can define the permutohedron \( \Pi(v) \) for any \( v \in V \) to be \( \Pi(v) := \operatorname{ConvexHull} W(v) \). And for a weight \( \lambda \in P \) we also define the discrete permutohedron to be \( \Pi^{Q}(\lambda) := \Pi(\lambda) \cap (Q + \lambda) \). (This discrete permutohedron only really makes sense for weights \( \lambda \in P \) and not arbitrary vectors \( v \in V \).) A simple but important consequence of the description of permutohedra containment given in Proposition 2.2 below, which we will often use, is that \( \Pi(u + v) = \Pi(u) + \Pi(v) \) for vectors \( u, v \in P_{\geq 0}^{R} \).

Certain very special permutohedra are zonotopes. As mentioned, the regular permutohedron \( \Pi(\rho) \) is a zonotope: \( \Pi(\rho) = \sum_{\alpha \in \Phi^{+}}[-\alpha/2, \alpha/2] \) (this can be seen, for instance, by taking the Newton polytope of both sides of the Weyl denominator formula \([14, \S 24.3]\)). Moreover, for any \( k \in \mathbb{Z}_{\geq 0} \) we have that \( \Pi(k\rho) \) is also a zonotope since \( \Pi(k\rho) = k\Pi(\rho) \). In fact, we can obtain a slightly more general family of permutohedra which are zonotopes by scaling each Weyl group orbit of roots separately. We use the notation \( k \in \mathbb{Z}[\Phi]^{W} \) to mean that \( k \) is a function \( k: \Phi \to \mathbb{Z} \) which is invariant under the action of the Weyl group. For \( a, b \in \mathbb{Z}[\Phi]^{W} \) and \( a, b \in \mathbb{Z} \) we ascribe the obvious meanings to \( a + b, a = b, \) and \( a \geq b \). We use \( \mathbb{N}[\Phi]^{W} \) to denote the set of \( k \in \mathbb{Z}[\Phi]^{W} \) with \( k \geq 0 \). For any \( k \in \mathbb{N}[\Phi]^{W} \) we define \( \rho_{k} := \sum_{i=1}^{n} k(\alpha_{i})\omega_{i} \) (so that \( \rho = \rho_{1} \) and \( k\rho = \rho_{k} \)). Then for any \( k \in \mathbb{N}[\Phi]^{W} \) we have that \( \Pi(\rho_{k}) = \sum_{\alpha \in \Phi^{+}} k(\alpha)[-\alpha/2, \alpha/2] \) (this is an easy exercise given that \( \Pi(\rho) = \sum_{\alpha \in \Phi^{+}}[-\alpha/2, \alpha/2] \)).

We want to understand containment of permutohedra. As mentioned earlier, for a weight \( \lambda \in P \) we use \( \lambda_{\text{dom}} \) to denote the unique dominant element of \( W(\lambda) \). For any \( \lambda, \mu \in P \), some immediate consequences of the \( W \)-invariance of permutohedra are: \( \Pi(\lambda) = \Pi(\lambda_{\text{dom}}) \); \( \Pi(\mu) \subseteq \Pi(\lambda) \) if and only if \( \mu \in \Pi(\lambda) \); and \( \mu \in \Pi(\lambda) \) if and only if \( \mu_{\text{dom}} \in \Pi(\lambda) \). Thus to understand containment of permutohedra we can restrict to dominant weights. Recall that root order is the partial order \( \preceq \) on \( P \) for which we have \( \mu \preceq \lambda \) if and only if \( \lambda - \mu \in Q_{\geq 0} \). The following proposition says that for dominant weights, containment of discrete permutohedra is equivalent to root order; it also says that we can describe containment of (real) permutohedra in an exactly analogous way.

**Proposition 2.2** (See [31, Theorem 1.9] or [10, Proposition 2.2]). Let \( u, v \in P_{\geq 0}^{R} \). Then \( u \in \Pi(v) \) if and only if \( v - u \in Q_{\geq 0}^{R} \). Consequently, for \( \mu, \lambda \in P_{\geq 0} \) we have that \( \mu \in \Pi^{Q}(\lambda) \) if and only if \( \mu \preceq \lambda \).

In light of Proposition 2.2, let us review some basic facts about root order which appear in the seminal paper of Stembridge [31] (but may have been known in some form earlier). First of all, we have that dominant weights are always maximal in root order in their Weyl group orbits.

**Proposition 2.3** ([31, Lemma 1.7]). For any \( \lambda \in P \) we have that \( \lambda \equiv \lambda_{\text{dom}} \).

Now let us consider root order restricted to the set of dominant weights. Root order on all of \( P \) is trivially a disjoint union of lattices\(^{(2)}\); it is isomorphic to \( f \) copies

\(^{(2)}\)Here we mean the poset-theoretic concept of lattice: i.e. a poset with joins and meets.
of \(\mathbb{Z}^n\) where \(f\) is the index of \(Q\) in \(P\) (this index \(f\) is called the index of connection of the root system \(\Phi\)). Stembridge proved, what is much less trivial, that the root order on \(P_{\geq 0}\) is also a disjoint union of \(f\) lattices. Let us explain how he did this. For \(\lambda = \sum_{i=1}^{n} a_i \alpha_i, \mu = \sum_{i=1}^{n} a'_i \alpha_i \in P\) with \(\lambda - \mu \in Q\), we define their meet to be

\[
\lambda \land \mu := \sum_{i=1}^{n} \min(a_i, a'_i) \alpha_i.
\]

This is obviously the meet of \(\lambda\) and \(\mu\) in \(P\) with respect to the partial order \(\leq\). Stembridge proved the following about this meet operation:

**Proposition 2.4 ([31, Lemma 1.2]).** Let \(\lambda, \mu \in P\) with \(\lambda - \mu \in Q\). Let \(i \in [n]\) and suppose that \(\langle \lambda, \alpha_i^\vee \rangle \geq 0\) and \(\langle \mu, \alpha_i^\vee \rangle \geq 0\). Then \(\langle \lambda \land \mu, \alpha_i^\vee \rangle \geq 0\). Hence, in particular, if \(\lambda, \mu \in P_{\geq 0}\) then \(\lambda \land \mu \in P_{\geq 0}\) as well.

Strictly speaking, Proposition 2.4 only implies that \((P_{\geq 0}, \geq)\) is a disjoint union of meet-semilattices; a little more is needed to show that it is a disjoint union of lattices. At any rate, Proposition 2.4 compels us to ask what the minimal elements of \((P_{\geq 0}, \geq)\) are; there will again be \(f\) of these, one for every coset of \(Q\) in \(P\) (because \(P_{\geq 0} \subseteq Q_{\geq 0}\), every element of \((P_{\geq 0}, \geq)\) has to be greater than or equal to a minimal element).

Recall that a dominant, nonzero weight \(\lambda \in P_{\geq 0} \setminus \{0\}\) is called minuscule if we have that \(\langle \lambda, \alpha_i^\vee \rangle \in \{-1, 0, 1\}\) for all \(\alpha \in \Phi\).

**Proposition 2.5 ([31, Lemma 1.12]).** The minimal elements of \((P_{\geq 0}, \geq)\) are precisely the minuscule weights of \(\Phi\) together with zero.

Hence there are \(f - 1\) minuscule weights. Observe that Proposition 2.5 together with Proposition 2.2 gives another characterization of minuscule weights:

**Proposition 2.6.** For \(\lambda \in P_{\geq 0}\) we have that \(\Pi^Q(\lambda) = W(\lambda)\) if and only if \(\lambda\) is zero or minuscule.

Another simple property of minuscule weights that we will use repeatedly is that if \(\lambda \in P\) is zero or a minuscule weight of \(\Phi\), then \(\pi_X(\lambda)\) is a zero or a minuscule weight of \(\Phi \cap \text{Span}_\mathbb{R}(X)\) for any \(X \subseteq \Phi\).

If \(\mu \in P\) is a weight with \(\langle \mu, \alpha_i^\vee \rangle \in \{-1, 0, 1\}\) for all \(\alpha \in \Phi^+\), then \(\mu_{\text{dom}}\) is either zero or minuscule, and hence in particular by Proposition 2.5 we have that \(\mu_{\text{dom}}\) is the minimal dominant weight greater than or equal to \(\mu\) in root order. Let us now show that this conclusion (that \(\mu_{\text{dom}}\) is the minimal dominant weight greater than or equal to \(\mu\) ) follows from the weaker assumption that \(\langle \mu, \alpha_i^\vee \rangle \geq -1\) for all \(\alpha \in \Phi^+\).

**Proposition 2.7.** Let \(\mu \in P\) be a weight with \(\langle \mu, \alpha_i^\vee \rangle \geq -1\) for all \(\alpha \in \Phi^+\). Then if \(\lambda \in P_{\geq 0}\) is a dominant weight with \(\mu \leq \lambda\), it must be that \(\mu_{\text{dom}} \leq \lambda\).

**Proof.** If \(\mu\) is dominant, the conclusion is clear. So suppose \(\mu\) is not dominant. Hence, there is a simple root \(\alpha_i\) with \(\langle \mu, \alpha_i^\vee \rangle < 0\). By supposition, this means \(\langle \mu, \alpha_i^\vee \rangle = -1\). We claim that then \(\langle s_{\alpha_i}(\mu), \alpha_i^\vee \rangle \geq -1\) for all positive \(\alpha \in \Phi^+, i.e. that \(s_{\alpha_i}(\mu)\) satisfies the hypothesis of the proposition. Indeed, for a positive root \(\alpha \in \Phi^+\) we have that \(\langle s_{\alpha_i}(\mu), \alpha^\vee \rangle = \langle \mu, s_{\alpha_i}(\alpha^\vee) \rangle = \langle \mu, s_{\alpha_i}(\alpha^\vee) \rangle\). Then note that, since it has length one, the simple reflection \(s_{\alpha_i}\) permutes the positive roots other than \(\alpha_i\), and sends \(\alpha_i\) to \(-\alpha_i\) (here we are using the fact that the length of a Weyl group element is equal to its number of inversions). So if \(\alpha \in \Phi^+\) and \(\alpha \neq \alpha_i\) we have by supposition that \(\langle s_{\alpha_i}(\mu), \alpha^\vee \rangle \geq -1\); on the other hand, if \(\alpha = \alpha_i\) then \(\langle s_{\alpha_i}(\mu), \alpha^\vee \rangle = -\langle \mu, \alpha^\vee \rangle = -1\). So indeed \(s_{\alpha_i}(\mu) = \mu + \alpha_i\) satisfies the hypothesis of the proposition. Thus by induction on the minimum length of a \(w \in W\) with \(w^{-1}(\mu) = \mu_{\text{dom}}\) we may assume that \(s_{\alpha_i}(\mu) = \mu + \alpha_i\) satisfies the conclusion of the proposition. That is, if \(\lambda \in P_{\geq 0}\) is a
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dominant weight with $\mu + \alpha_i \leq \lambda$, it must be that $\mu_{\text{dom}} = (s_\alpha(\mu))_{\text{dom}} \leq \lambda$. But note that if $\lambda \in P_{\geq 0}$ is a dominant weight with $\mu \leq \lambda$ then necessarily $\mu + \alpha_i \leq \lambda$: otherwise we would have $\langle \lambda, \alpha_i \rangle \leq \langle \mu, \alpha_i \rangle < 0$ by the pairwise non-acuteness of the simple roots. Hence we conclude that for any dominant weight $\lambda \in P_{\geq 0}$ with $\mu \leq \lambda$ we have $\mu_{\text{dom}}$, as claimed.

□

If there exist $\emptyset \subsetneq \Phi', \Phi'' \subsetneq \Phi$ for which $\Phi = \Phi' \cup \Phi''$ and such that $\langle \alpha, \beta \rangle = 0$ for all $\alpha \in \Phi'$, $\beta \in \Phi''$ we say that $\Phi$ is reducible and write $\Phi = \Phi' \oplus \Phi''$; otherwise we say that $\Phi$ is irreducible. (By fiat let us also declare that the empty set, although it is a root system, is not irreducible.) Any root system is the orthogonal direct sum of its irreducible components and so all constructions related to root systems decompose in a simple way into irreducible factors. So from now on we will assume that $\Phi$ is irreducible. The irreducible root systems have been classified into the Cartan–Killing types (e.g. Type $A_n$, Type $B_n$, et cetera), but since we will not need to use the classification until the appendix of this paper, we will not go over that classification now.

2.2. Formula for lattice points and an integrality property of permutohedra. In this subsection we establish the formula for the number of lattice points in a Minkowski sum of a permutohedron and a scaling regular permutohedron (Theorem 1.7 in Section 1). To do this we need to prove the subtle integrality property of permutohedra we mentioned earlier (Lemma 1.5 in Section 1). Recall that this integrality property asserts that for certain convex lattice polytopes $\mathcal{P}$ and lattice zonotopes $\mathcal{Z} = \sum_{i=1}^m [0, v_i]$ in $\mathbb{R}^n$ we have $\text{quot}_\chi(\mathcal{P}) \cap \text{quot}_\chi(\mathcal{Z}^n) = \text{quot}_\chi(\mathcal{P} \cap \mathcal{Z}^n)$ for all $X \subseteq \{v_1, \ldots, v_m\}$. Before we prove this integrality property in the case relevant to us, let us show how it can fail in the more general situation of arbitrary lattice polytopes and lattice zonotopes.

**Figure 1.** Example 2.8 of a “thin” triangle plus line segment which does not satisfy $\text{quot}_\chi(\mathcal{P}) \cap \text{quot}_\chi(\mathcal{Z}^n) = \text{quot}_\chi(\mathcal{P} \cap \mathcal{Z}^n)$.

**Example 2.8.** Let $\mathcal{P}$ be the lattice triangle in $\mathbb{R}^2$ with vertices $(0, 3)$, $(1, 4)$, and $(2, 0)$. Let $v := (1, 1) \in \mathbb{Z}^2$ and set $\mathcal{Z} := [0, v]$, a zonotope (in fact, a line segment). Figure 1 depicts $\mathcal{P}$ as the region shaded in blue, and $\mathcal{P} + \mathcal{Z}$ as the region shaded in blue together with the region shaded in red. The dashed red lines are all the affine subspaces of the form $u + \text{Span}_\mathbb{R}(v)$ for which $u + \text{Span}_\mathbb{R}(v) \cap \mathcal{P} \neq \emptyset$. There are six such subspaces. However, only four of these subspaces satisfy $u + \text{Span}_\mathbb{R}(v) \cap (\mathcal{P} \cap \mathcal{Z}^2) \neq \emptyset$. In other
words, we have \( \# \text{quot}_X(P \cap \mathbb{Z}^n) = 4 < 6 = \# \text{quot}_X(P) \cap \text{quot}_X(\mathbb{Z}^2) \) when \( X := \{v\} \).

We can verify that \( \#(P + k \mathbb{Z}) \cap \mathbb{Z}^2 = 6k + 5 \), in agreement with Theorem 1.2.

The reason Example 2.8 fails to satisfy \( \text{quot}_X(P) \cap \text{quot}_X(\mathbb{Z}^n) = \text{quot}_X(P \cap \mathbb{Z}^n) \) is that the polytope \( P \) is too “thin” in the direction of \( X \). In order to show that permutohedra do satisfy this integrality property, we need, roughly speaking, to show that they cannot be too “thin” in any direction spanned by roots. Intuitively, the \( W \)-invariance of permutohedra prevents them from being “thin” in any given root direction (because otherwise they would be “thin” in every root direction). But this is a just a rough intuition for why permutohedra might satisfy the requisite integrality property. The actual argument, which we give now, is rather involved and eventually requires us to invoke the classification of root systems.

First let us restate the integrality property of permutohedra in a slightly different language, which uses “slices” rather than quotients:

**Lemma 2.9.** Let \( \lambda \in P_{\rho_0} \) be a dominant weight, let \( \mu \in Q + \lambda \), and let \( X \subseteq \Phi^+ \).

Suppose that \( \Pi(\lambda) \cap (\mu + \text{Span}_R(X)) \neq \emptyset \). Then \( \Pi(\lambda) \cap (\mu + \text{Span}_R(X)) \neq \emptyset \).

Recall that the root polytope \( P_\Phi \) of the root system \( \Phi \) is simply the convex hull of the roots: \( P_\Phi := \text{ConvexHull}(\Phi) \).

It turns out that the integrality property of slices of permutohedra follows from the following lemma concerning dilations of projections of the root polytope for the dual root system.

**Lemma 2.10.** Let \( \{0\} \neq U \subseteq V \) be a nonzero subspace of \( V \) spanned by a subset of \( \Phi^+ \).

Set \( \Phi_U^+ := \Phi^+ \cap U \), a sub-root system of \( \Phi^+ \). Then there exists some \( 1 \leq \kappa < 2 \) such that \( \pi_U(\Phi_U^+) \subseteq \kappa \cdot P_{\Phi_U} \).

Since Lemma 2.10 can be hard to understand at first sight, let’s give an example.

**Example 2.11.** Let \( \Phi \) be the root system of Type \( D_4 \). Thus \( V = \mathbb{R}^4 \) with the standard basis \( e_1, e_2, e_3, e_4 \) and inner product \( \langle e_i, e_j \rangle = \delta_{i,j} \), and

\[
\Phi = \{ \pm(e_i - e_j), \pm(e_i + e_j) : 1 \leq i < j \leq 4 \}.
\]

Note that \( \Phi^+ = \Phi \) (i.e., \( D_4 \) is “simply laced”) so we will ignore the distinction between \( \Phi \) and \( \Phi^+ \) in this example. We choose simple roots \( \alpha_1 = e_1 - e_2, \alpha_2 = e_2 - e_3, \alpha_3 = e_3 - e_4 \) and \( \alpha_4 = e_3 + e_4 \). Let \( U := \text{Span}_\mathbb{R}\{\alpha_1, \alpha_3, \alpha_4\} \).

Note that \( U \) is the subspace of \( V \) orthogonal to \( \omega_2 = e_1 + e_2 \). Thus for instance we can compute

\[
\pi_U(\alpha_2) = \alpha_2 - \frac{\langle \alpha_2, \omega_2 \rangle}{\langle \omega_2, \omega_2 \rangle} \omega_2 = -\frac{1}{2} e_1 + \frac{1}{2} e_2 - e_3 = -\frac{1}{2} \alpha_1 - \frac{1}{2} \alpha_3 - \frac{1}{2} \alpha_4.
\]

In fact, we have that \( \pi_U(\Phi) \) consists of 14 points:

\[
\pi_U(\Phi) = \left\{ \pm \frac{1}{2} \alpha_1 \pm \frac{1}{2} \alpha_3 \pm \frac{1}{2} \alpha_4, \pm \alpha_1, \pm \alpha_3, \pm \alpha_4 \right\}.
\]

On the other hand, it is also easy to see that \( \Phi_U := \Phi \cap U \) consists of 6 points:

\[
\Phi_U = \{ \pm \alpha_1, \pm \alpha_3, \pm \alpha_4 \}.
\]

This means that \( \pi_U(P_\Phi) \) is a rhombic dodecahedron, and \( P_{\Phi_U} \) is an octahedron inscribed inside this rhombic dodecahedron. Figure 2 depicts \( \pi_U(P_\Phi) \) (in blue) and \( P_{\Phi_U} \) (in red wireframe). In this case, it turns out that the minimum \( \kappa \geq 1 \) for which \( \pi_U(P_\Phi) \subseteq \kappa \cdot P_{\Phi_U} \) is \( \kappa = \frac{1}{2} \). Since \( \kappa < 2 \), this example agrees with Lemma 2.10.

We now show that Lemma 2.10 implies Lemma 2.9.  

\[3\]Sometimes, as in [20, 21], the term root polytope is used to refer to the convex hull of the positive roots together with the origin. We will always use it to mean the convex hull of all the roots, following the terminology in [6].
Proof that Lemma 2.10 implies Lemma 2.9. Let $\lambda, \mu$, and $X$ be as in the statement of Lemma 2.9. Define $\mu_X^{\lambda} \in V$ to be the unique vector in the affine subspace $\mu + \text{Span}_R(X)$ for which $\pi_X(\mu_X^{\lambda}) = 0$. We claim that $\mu_X^{\lambda} \in \Pi(\lambda)$. Indeed, $\mu_X^{\lambda}$ is the “inner-most” vector in $\mu + \text{Span}_R(X)$, so if any vector of $\mu + \text{Span}_R(X)$ lies in $\Pi(\lambda)$ then $\mu_X^{\lambda}$ must as well. To explain this more formally, let $W' \subseteq W$ denote the Weyl group of the sub-root system $\Phi \cap \text{Span}_R(X)$. There is of course the natural inclusion $W' \subseteq W$. For any $u \in \text{Span}_R(X)$ we have $0 \in \text{ConvexHull} W'(u)$ (for instance, by Proposition 2.2). But since $\text{ConvexHull} W'(u) = \mu_X^{\lambda} + \text{ConvexHull} W'(\pi_X(u))$ for any $u \in \mu + \text{Span}_R(X)$, we conclude $\mu_X^{\lambda} \in \text{ConvexHull} W'(u)$ for any $u \in \mu + \text{Span}_R(X)$. Hence in particular we have that $\mu_X^{\lambda} \in \Pi(u)$ for any $u \in \mu + \text{Span}_R(X)$. By supposition there exists some $u \in \Pi(\lambda) \cap (\mu + \text{Span}_R(X))$, so $\mu_X^{\lambda} \in \Pi(u) \subseteq \Pi(\lambda)$ as claimed.

Because of the $W$-invariance of $\Pi(\lambda)$, if the statement of Lemma 2.9 is true for $X$ and $\mu$, then it is true for $wX$ and $w\mu$ as well. Hence, by Proposition 2.1 we may assume that $\text{Span}_R(X) = \text{Span}_R(\alpha_i; i \in I)$ for some $I \subseteq [n]$ and that $\mu_X^{0} \in P_{\geq 0}^R$. Note importantly that $\mu_X^{0}$ need not be a weight of $\Phi$: in general it is just a vector in $V$, and even if $\mu_X^{0}$ is a weight of $\Phi$ it need not belong to the coset $Q + \lambda$.

Having made some assumptions about $X$ and $\mu_X^{0}$, let us now show that we can also make some assumptions about $\mu$. First of all, note that $\sum_{\alpha \in \Phi} \alpha$ has positive inner product with every $\alpha_i^\vee$ for $i \in I$ (because it is equal to twice the Weyl vector of $\Phi_I$). Thus by repeatedly adding the vector $\sum_{\alpha \in \Phi} \alpha$ to $\mu$, we can assume that $(\mu, \alpha_i^\vee) \geq 0$ for all $i \in I$. Furthermore, we claim that $\lambda \wedge \mu \in \mu + \text{Span}_R(X)$. Indeed, the $\alpha_i$ coordinates (in the basis of simple roots) of $\mu$ and of $\mu_X^{0}$ are the same for any $i \notin I$. But since $\mu_X^{0} \in \Pi(\lambda)$, we have by Proposition 2.2 that the $\alpha_i$ coordinate of $\mu_X^{0}$ is less than or equal to that of $\lambda$ for all $i \in [n]$. Hence the $\alpha_i$ coordinate of $\mu$ is less than or equal to that of $\lambda$ for any $i \notin I$, which implies that $\mu - (\lambda \wedge \mu)$ belongs to $\text{Span}_R(\alpha_i; i \in I)$. Because we have assumed that $(\mu, \alpha_i^\vee) \geq 0$ for all $i \in I$, by Proposition 2.4 we conclude that $(\lambda \wedge \mu, \alpha_i^\vee) \geq 0$ for all $i \in I$ as well. In other words, we know that $\pi_I(\lambda \wedge \mu)$ is dominant in $\Phi_I$. But by Proposition 2.5 the minimal, in root order, dominant weights are either zero or minuscule. Hence there exists some weight $\nu \in \mu + \text{Span}_R(X)$ for which $\pi_I(\nu)$ is either zero or a minuscule weight of $\Phi_I$, and such that $\nu \leq \lambda \wedge \mu$. Of course we also have $\lambda \wedge \mu \leq \lambda$, so in fact $\nu \leq \lambda$. By replacing $\mu$ with $\nu$, we can thus assume that $\pi_I(\mu)$ is zero or a minuscule weight of $\Phi_I$, and that $\mu \leq \lambda$. 


To summarize the above, without loss of generality we from now on in the proof of this lemma assume the following list of additional conditions:

(a) \( \text{Span}_R(X) = \text{Span}_R\{\alpha_i : i \in I\} \) for some \( I \subseteq [n] \);
(b) the unique vector \( \mu^0_X \in \mu + \text{Span}_R(X) \) with \( \pi_X(\mu^0_X) = 0 \) satisfies \( \mu^0_X \in P_{\geq 0}^R \);
(c) \( \pi_I(\mu) \) is zero or a minuscule weight of \( \Phi_I \);
(d) \( \mu \leq \lambda \).

We will show that \( \mu \in \Pi(\lambda) \) and thus that \( \mu \in \Pi^Q_0(\lambda) \cap (\mu + \text{Span}_R(X)) \) to complete the proof of the lemma. But before we do that, let us give two rank 2 examples of what the setting of this lemma might look like after we have reduced to a case satisfying conditions (a)-(d) above. In these examples we follow the numbering of the simple roots from Figure 7 in the appendix.

**Example 2.12.** Suppose \( \Phi = B_2 \), \( \lambda = \omega_1 + \omega_2 \), \( \mu = -\omega_1 + \omega_2 \) and \( X = \{\alpha_1\} \). This is depicted on the left of Figure 3. In this figure, the permutohedron \( \Pi(\lambda) \) is the region shaded in blue. The dominant cone \( P_{\geq 0}^R \) is the region shaded in green. The affine subspace \( \mu + \text{Span}_R(X) \) is the dashed red line (in fact in this case it is a linear subspace). Points in the coset \( Q + \lambda \) are represented by black circles; other points of interest are marked by yellow circles. It is easy to verify that conditions (a)-(d) hold in this case: for example, \( \pi_I(\mu) = \mu = \frac{1}{2}\alpha_1 \) is a minuscule weight of \( \Phi_{\{1\}} \).

Observe that \( \mu^0_X = 0 \) is a weight of \( \Phi \), but that it does not belong to the coset \( Q + \lambda \).

**Example 2.13.** Suppose \( \Phi = G_2 \), \( \lambda = \omega_1 + \omega_2 \), \( \mu = \omega_1 \) and \( X = \{\alpha_2\} \). This is depicted on the right of Figure 3. In this figure, the permutohedron \( \Pi(\lambda) \) is the region shaded in blue. The dominant cone \( P_{\geq 0}^R \) is the region shaded in green. The affine subspace \( \mu + \text{Span}_R(X) \) is the dashed red line. Points in the coset \( Q + \lambda \) are represented by black circles; other points of interest are marked by yellow circles. It again is easy to verify that conditions (a)-(d) hold in this case: for example, \( \pi_I(\mu) = \frac{1}{2}\alpha_2 \) is a minuscule weight of \( \Phi_{\{2\}} \).

Observe that \( \mu^0_X \) is not even a weight of \( \Phi \) here.

Note crucially that even though \( \mu^0_X \in P_{\geq 0}^R \) and \( \pi_I(\mu) \) is zero or a minuscule weight of \( \Phi_I \), it is not necessarily the case that \( \mu \in P_{\geq 0}^R \). Indeed, we can see already in
Example 2.12 that \( \mu \) is not dominant, and unavoidably so. If we could assume \( \mu \in P_{\geq 0} \), we would be done, because \( \mu \leq \lambda \) (by condition (d)) and so by Proposition 2.2 we would have \( \mu \in \Pi(\lambda) \). The fact that \( \mu \) is not dominant in general presents us with some difficulties. It means that we have to consider the dominant representative \( \mu_{\text{dom}} \) of \( \mu \) and have to analyze how “different” \( \mu \) and \( \mu_{\text{dom}} \) can be. As it turns out \( \mu \) and \( \mu_{\text{dom}} \) cannot be “too different.” This is made precise by the following:

**Claim 2.14.** If \( \nu \in P_{\geq 0} \) is a dominant weight with \( \mu \leq \nu \), then \( \mu_{\text{dom}} \leq \nu \).

Before proving this claim, let us explain why it is enough to finish the proof of the lemma. We assert that if Claim 2.14 is true, then \( \mu \in \Pi(\lambda) \). Indeed, by condition (d) above we have that \( \mu \leq \lambda \). Thus Claim 2.14 says \( \mu_{\text{dom}} \leq \lambda \). So by Proposition 2.2 we get that \( \mu_{\text{dom}} \in \Pi(\lambda) \) and hence that \( \mu \in \Pi(\lambda) \), finishing the proof of the lemma.

We now proceed to prove Claim 2.14. This is where we invoke Lemma 2.10. Recall that if \( \mathcal{P} \) is a convex polytope in \( V \) containing the origin then polar dual \( \mathcal{P}^* \) of \( \mathcal{P} \) is the polytope \( \mathcal{P}^* := \{ v \in V : \langle v, u \rangle \leq 1 \text{ for all } u \in \mathcal{P} \} \). Hence the polar dual of the root polytope \( \mathcal{P}_\Phi \) is \( \mathcal{P}_{\Phi^*} = \{ v \in V : \langle v, \alpha^\vee \rangle \leq 1 \text{ for all } \alpha \in \Phi \} \). By Lemma 2.10 we have that \( \pi_1(\mathcal{P}_{\Phi^*}) \subseteq \kappa \cdot \mathcal{P}_{\Phi^*} \) for some \( 1 \leq \kappa < 2 \). By basic properties of polar duality, this implies that \( \mathcal{P}_{\Phi^*} \cap \text{Span}_{\mathbb{R}}(\Phi_I) \subseteq \kappa \cdot \mathcal{P}_{\Phi^*} \). Note that \( \pi_1(\mu) \in \mathcal{P}_{\Phi^*} \cap \text{Span}_{\mathbb{R}}(\Phi_I) \) because \( \pi_1(\mu) \) is zero or a minuscule weight of \( \Phi_I \). Thus \( \langle \pi_1(\mu), \alpha^\vee \rangle > -2 \) for all \( \alpha \in \Phi^+ \). But since \( \mu = \pi_1(\mu) + \mu_\chi^\vee \) with \( \mu_\chi^\vee \in P_{\geq 0} \), this means \( \langle \mu, \alpha^\vee \rangle > -2 \) for all \( \alpha \in \Phi^+ \). Since \( \mu \) is a weight of \( \Phi \) these inner products must be integers; hence in fact \( \langle \mu, \alpha^\vee \rangle \geq -1 \) for all \( \alpha \in \Phi^+ \). Therefore by Proposition 2.7 we conclude that \( \mu_{\text{dom}} \) is the minimal dominant weight greater than or equal to \( \mu \) in root order. That is to say, we conclude that Claim 2.14 holds.

**Remark 2.15.** Suppose that, in contradiction to Lemma 2.10, there exists \( I \subseteq [n] \) and \( u \in \text{Span}_{\mathbb{R}}(\{\alpha_i : i \in I\}) \) with \( \langle u, \alpha^\vee \rangle \in \{0, 1\} \) for all \( \alpha \in \Phi_I^+ \), and for which \( \langle u, \alpha_j^\vee \rangle \leq -2 \) for some simple root \( \alpha_j \) with \( j \notin I \). Then it would be easy to construct a counterexample to Lemma 2.9: we could take \( X := \{\alpha_i : i \in I\} \); \( \mu \) to be such that \( \pi_1(\mu) = u \), \( \mu - \pi_1(\mu) \in P_{\geq 0} \), and \( \langle \mu, \alpha_j^\vee \rangle = -2 \); and \( \lambda \neq \mu_{\text{dom}} \) to be the minimal dominant weight greater than \( \mu \) in root order. In this sense, Lemmas 2.9 and 2.10 are “almost” equivalent to one another.

Unfortunately, the only proof of Lemma 2.10 we could find requires us to invoke the classification of root systems and do a case-by-case check. Thus we have regaled the verification of Lemma 2.10 to Appendix A. It is worth noting that having reduced Lemma 2.9 to Lemma 2.10 is progress at least in the sense for each fixed root system \( \Phi \), verifying Lemma 2.10 amounts to a finite computation, whereas it is not a priori evident that Lemma 2.9 is a finite statement even for fixed \( \Phi \).

Having established the requisite integrality property of permutohedra, modulo the case-by-case verification of the root polytope projection-dilation property provided in Appendix A, we can now complete the proof of the formula for the number of lattice points in a permutohedron plus dilating regular permutohedron. In the language of quotients from Section 1, Lemma 2.9 becomes the following (which is stated as Lemma 1.5 in Section 1):

**Corollary 2.16.** Let \( \lambda \in P_{\geq 0} \) and \( X \subseteq \Phi^+ \). Then,

\[
\text{quot}_X(\Pi(\lambda)) \cap \text{quot}_X(Q + \lambda) = \text{quot}_X(\Pi^Q(\lambda)).
\]

**Proof.** A point in \( \text{quot}_X(\Pi(\lambda)) \cap \text{quot}_X(Q + \lambda) \) is an affine subspace of \( V \) of the form \( \mu + \text{Span}_{\mathbb{R}}(X) \) for some \( \mu \in Q + \lambda \) satisfying \( \mu + \text{Span}_{\mathbb{R}}(X) \cap \Pi(\lambda) \neq \emptyset \), while a point in \( \text{quot}_X(\Pi^Q(\lambda)) \) is an affine subspace of \( V \) of the form \( \mu + \text{Span}_{\mathbb{R}}(X) \) for some \( \mu \in \Pi^Q(\lambda) \). These two kinds of affine subspaces coincide thanks to Lemma 2.9. \( \square \)
Putting it all together:

**Theorem 2.17.** Let \( \lambda \in P_{\geq 0} \) and \( \mathbf{k} \in \mathbb{N}[\Phi]^W \). Then

\[
\# \Pi^Q(\lambda + \rho_k) = \sum_{X \subseteq \Phi^+ \text{ linearly independent}} \# \text{quot}_X(\Pi^Q(\lambda)) \cdot r\text{Vol}_Q(X) \mathbf{k}^X,
\]

where \( \mathbf{k}^X := \prod_{\alpha \in X} k(\alpha) \).

**Proof.** This follows immediately from Theorem 1.2 together with Corollary 2.16.  

2.3. The lattice point formula in Type A. In this subsection we briefly discuss what the formula for \( \# \Pi^Q(\lambda + \rho_k) \) looks like in the specific case of Type A. So suppose that \( \Phi = A_n \). Recall that, using the standard realization of \( A_n \), the roots of \( \Phi \) are \( e_i - e_j \) for \( 1 \leq i, j \leq n + 1 \), where \( e_i \) is the \( i \)th standard basis vector. The positive roots are \( e_i - e_j \) for \( 1 \leq i < j \leq n + 1 \). The vector space in which \( \Phi \) lives is \( V = \mathbb{R}^{n+1}/(1, 1, \ldots, 1) \), where we mod out by the “all ones” vector. The Weyl group \( W \) is the symmetric group \( S_{n+1} \) acting on \( \mathbb{R}^{n+1} \) by permuting entries. The weight lattice is \( P = \mathbb{Z}^{n+1}/(1, 1, \ldots, 1) \). But in fact we can “extend” in the obvious way the vector space \( V \) to be all of \( \mathbb{R}^{n+1} \) and the lattice \( P \) to be all of \( \mathbb{Z}^{n+1} \), and if we do so, the notion of \( W \)-permutohedra coincides with the usual notion of permutohedra.

That is, for a vector \( \mathbf{a} = (a_1, \ldots, a_{n+1}) \in \mathbb{Z}^{n+1} \), we define the *permutohedra* of \( \mathbf{a} \) to be \( \Pi(\mathbf{a}) := \text{ConvexHull} \{ (a_{\sigma(1)}, \ldots, a_{\sigma(n+1)}); \sigma \in S_{n+1} \} \). The vector \( \mathbf{a} \) is dominant if \( a_1 \geq a_2 \geq \cdots \geq a_{n+1} \). Finally, note that we may take the Weyl vector in this setting to be \( \rho = (n, n-1, n-2, \ldots, 0) \in \mathbb{Z}^{n+1} \).

So Theorem 2.17 gives a formula for \( \# \Pi(a_1 + kn, a_2 + k(n - 1), \ldots, a_n + k) \cap \mathbb{Z}^{n+1} \) where \( a_1 \geq a_2 \geq \cdots \geq a_{n+1} \in \mathbb{Z} \). How can we understand this formula more concretely?

First note that because the collection of vectors \( e_i - e_j \) is totally unimodular, we will have \( r\text{Vol}_{\mathbb{Z}^n}(X) = 1 \) for all linearly independent \( X \subseteq \Phi^+ \).

Next, note that via the bijection which sends a positive root \( e_i - e_j \) to an edge \( [i, j] \), a subset \( X \subseteq \Phi^+ \) which is linearly independent is the same thing as a forest \( F_X \) on the vertex set \( \{n + 1\} \). Moreover, the subspace \( \text{Span}_\mathbb{R}(X) \) only depends on the connected components of this forest \( F_X \); suppose \( F_X \) has components \( I_1, \ldots, I_m \subseteq \{n + 1\} \); then we can explicitly realize the quotient map \( \text{quot}_X : \mathbb{R}^{n+1} \to \mathbb{R}^m \) by

\[
\text{quot}_X(b_1, b_2, \ldots, b_n) := \left( \sum_{i \in I_1} b_i, \sum_{i \in I_2} b_i, \ldots, \sum_{i \in I_m} b_i \right).
\]

Observe that this construction of the quotient satisfies \( \text{quot}_X(\mathbb{Z}^{n+1}) = \mathbb{Z}^m \).

In fact, up to the action of the Weyl group (i.e. the symmetric group), a subspace of the form \( \text{Span}_\mathbb{Z}(X) \) only depends on the partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \) of \( n+1 \) which records in decreasing order the sizes of the connected components of \( F_X \). (By *partition of \( n+1 \) we just mean a sequence \( \lambda_1 \geq \lambda_2 \geq \cdots \in \mathbb{Z}_{\geq 0} \) of nonnegative integers which sum to \( n+1 \); do not confuse the \( \lambda \) used only in this subsection to denote integer partitions with a weight \( \lambda \in P \).) Let \( \lambda \vdash n+1 \) be a partition of \( n+1 \). We use \( \ell(\lambda) \) to denote the length of \( \lambda \), i.e. the minimum \( i \in \mathbb{Z}_{\geq 0} \) for which \( \lambda_j = 0 \) for all \( j > i \). We use \( f_\lambda \) to denote the number of labeled forests on \( n+1 \) vertices whose connected component sizes are \( \lambda \) in decreasing order. Cayley’s formula gives \( f_\lambda = \prod_{i=1}^{\ell(\lambda)} \lambda_i!^{\lambda_i - 1} \).

Finally, we define the corresponding quotient map \( \text{quot}_\lambda : \mathbb{R}^{n+1} \to \mathbb{R}^{\ell(\lambda)} \) by

\[
\text{quot}_\lambda(b_1, b_2, \ldots, b_n) := \left( \sum_{i=1}^{\lambda_1} b_i, \sum_{i=\lambda_1+1}^{\lambda_1+\lambda_2} b_i, \ldots, \sum_{i=\lambda_1+\cdots+\lambda_{\ell(\lambda)-1}+1}^{n+1} b_i \right).
\]
Then Theorem 2.17 becomes:

**Theorem 2.18.** For any \( \mathbf{a} = (a_1, \ldots, a_{n+1}) \in \mathbb{Z}^{n+1} \) with \( a_1 \geq a_2 \geq \cdots \geq a_{n+1} \) and any \( k \in \mathbb{Z}_{\geq 0} \), we have

\[
\#\Pi(a_1 + kn, a_2 + k(n-1), \ldots, a_{n+1}) \cap \mathbb{Z}^{n+1} = \sum_{\lambda \vdash n+1} \# \text{quot}_{\lambda}(\Pi(a) \cap \mathbb{Z}^{n+1}) \cdot f_{\lambda} k^{n+1-\ell(\lambda)}.
\]

The quantities \( \# \text{quot}_{\lambda}(\Pi(a) \cap \mathbb{Z}^{n+1}) \) appearing in Theorem 2.18 are in general not so easy to understand. For instance, the quotient \( \text{quot}_{\lambda}(\Pi(a)) \) need not be a permutohedron in \( \mathbb{R}^{\ell(\lambda)} \). However, we can at least say that it is a generalized permutohedron in the sense of [23]. Indeed, we can explicitly give its facet description: \( \text{quot}_{\lambda}(\Pi(a)) \) consists of all points \( (x_1, \ldots, x_{\ell(\lambda)}) \in \mathbb{R}^{\ell(\lambda)} \) for which \( x_1 + \cdots + x_{\ell(\lambda)} = a_1 + \cdots + a_{n+1} \) and

\[
\sum_{i \in I} x_i \leq a_1 + \cdots + a_{\lambda(i)} \text{ for any subset } I \subseteq \{\ell(\lambda)\}, \text{ where } \lambda(I) := \sum_{i \in I} \lambda_i.
\]

There are formulas for the number of lattice points of such a polytope (see [23]), but none are so explicit.

Nevertheless, for some special choices of \( \mathbf{a} \in \mathbb{Z}^{n+1} \) corresponding to minuscule weights we can give a more combinatorial description of \( \# \text{quot}_{\lambda}(\Pi(a) \cap \mathbb{Z}^{n+1}) \).

Namely, suppose that \( \mathbf{a} = (1,1,\ldots,1,0,\ldots,0) \) for some \( i \in [n+1] \). Then, since \( \Pi(a) \cap \mathbb{Z}^{n+1} \) just consists of permutations of \( \mathbf{a} \), we get that

\[
\# \text{quot}_{\lambda}(\Pi(a) \cap \mathbb{Z}^{n+1}) = \# \left\{ (\mu_1, \ldots, \mu_{\ell(\lambda)}) \in \mathbb{Z}^{\ell(\lambda)}_{\geq 0} : \mu_j \leq \lambda_j \text{ for all } j; \sum_{j=1}^{i} \mu_j = i \right\}.
\]

In other words \( \# \text{quot}_{\lambda}(\Pi(a) \cap \mathbb{Z}^{n+1}) \) is the number of weak compositions of \( i \) into \( \ell(\lambda) \) parts whose corresponding diagram fits inside the Young diagram of \( \lambda \). Observe that this number would be the same if we replaced \( i \) by \( n+1-i \), which reflects the symmetry of the Dynkin diagram of Type \( \Lambda \).

**Example 2.19.** Suppose \( i = 1 \). For any \( \lambda \vdash n+1 \), choosing a composition of 1 whose diagram fits inside \( \lambda \) is the same as choosing a row of \( \lambda \), so the number of such compositions is \( \ell(\lambda) \). Thus for \( k \in \mathbb{Z}_{\geq 0} \) we have

\[
\#\Pi(1 + kn, k(n-1), k(n-2), \ldots, k, 0) \cap \mathbb{Z}^{n+1} = \sum_{\lambda \vdash n+1} \ell(\lambda) f_{\lambda} k^{n+1-\ell(\lambda)}.
\]

**Example 2.20.** Suppose \( i = 2 \). Let \( \lambda \vdash n+1 \). To make a composition of 2 which fits inside \( \lambda \), we can either choose two different rows of \( \lambda \) in which to place one box each, or we can choose one row of \( \lambda \) to put two boxes in, but we can only do that if the size of that row is at least two. Therefore the number of such compositions is \( (\lambda'_2) + \lambda'_2 \), where \( \lambda' = (\lambda'_1, \lambda'_2, \ldots) \) is the conjugate partition to \( \lambda \). Thus for \( k \in \mathbb{Z}_{\geq 0} \) we have

\[
\#\Pi(1 + kn, 1 + k(n-1), k(n-2), \ldots, k, 0) \cap \mathbb{Z}^{n+1} = \sum_{\lambda \vdash n+1} \left( (\lambda'_1) + \lambda'_2 \right) f_{\lambda} k^{n+1-\ell(\lambda)}.
\]

3. **Symmetric Ehrhart-like polynomials**

3.1. **Background on interval-firing.** In this section we finally return to the study of the interval-firing processes introduced in Section 1. We continue to fix an irreducible root system \( \Phi \) as in Section 2. In this subsection we review some definitions and results from [10]. We will define the interval-firing processes at a
slightly greater level of generality than what was described in the introduction: we allow our deformation parameter to be an element of $\mathbb{N}[\Phi]^W$ rather than just $\mathbb{Z}_{\geq 0}$. For $k \in \mathbb{N}[\Phi]^W$ the symmetric interval-firing process is the binary relation on $P$ defined by

$$\lambda \xrightarrow{\text{sym, } k} \lambda + \alpha$$

whenever $(\lambda + \frac{\alpha}{2}, \alpha^\vee) \in \{-k(\alpha), \ldots, k(\alpha)\}$ for $\lambda \in P$, $\alpha \in \Phi^+$; and the truncated interval-firing process is the binary relation on $P$ defined by

$$\lambda \xrightarrow{\text{tr, } k} \lambda + \alpha$$

whenever $(\lambda + \frac{\alpha}{2}, \alpha^\vee) \in \{-k(\alpha) + 1, \ldots, k(\alpha)\}$ for $\lambda \in P$, $\alpha \in \Phi^+$.

Let us take a moment to discuss the names for these interval-firing process. The symmetric interval-firing process is so named because the symmetric closure of the relation $\xrightarrow{\text{sym, } k}$ is invariant under the Weyl group; that is:

**Proposition 3.1** (See [10, Theorem 5.1]). For $k \in \mathbb{N}[\Phi]^W$, $w \in W$, and $\lambda, \mu \in P$, $\lambda \xrightarrow{\text{sym, } k} \mu$ if and only if $w(\mu) \xrightarrow{\text{sym, } k} w(\lambda)$ or $w(\lambda) \xrightarrow{\text{sym, } k} w(\mu)$.

The truncated process is so-named because the interval in its definition is truncated by one element on the left compared to the interval for the symmetric process.

In this paper we will mostly be focused on the symmetric interval-firing process.
Example 3.2. Suppose that $\Phi = A_2$. Since $\Phi$ is simply laced, we have $k = k_0 = 1$ for some constant. The $k = 0$ symmetric interval-firing process for $\Phi$ is depicted in Figure 4. Of course in this figure we draw an arrow from $\mu$ to $\lambda$ if $\mu \rightarrow_{\text{sym},0} \lambda$. Here the three different colors correspond to the three different cosets of $P/Q$. In this figure we depict only the “interesting” portion of this relation near the origin. In Figure 5 we depict the $k = 1$ (left) and $k = 2$ (right) symmetric interval-firing processes for $\Phi$. Observe how, as $k$ grows, the figures look the “same,” except that they get “dilated.”

Now we will discuss confluence and stabilizations for the interval-firing processes. So let us review these notions, which apply to an arbitrary binary relation on a set. Let $\rightarrow$ be a binary relation on a set $S$. We use $\rightarrow$ to denote the reflexive, transitive closure of $\rightarrow$. We say that $\rightarrow$ is confluent if for every $x,y_1,y_2 \in S$ with $x \rightarrow y_1$ and $x \rightarrow y_2$ there exists $y_3 \in S$ with $y_1 \rightarrow y_3$ and $y_2 \rightarrow y_3$. We say that $\rightarrow$ is terminating if there does not exists an infinite sequence $x_0 \rightarrow x_1 \rightarrow x_2 \rightarrow \cdots$ of related elements $x_0,x_1,x_2,\ldots \in S$. We say that $x \in S$ is $\rightarrow$-stable (or just stable if the context is clear) if there does not exist $y \in S$ with $x \rightarrow y$. Observe that if $\rightarrow$ is confluent and terminating, then for every $x \in S$ there exists a unique stable $y \in S$ with $x \rightarrow y$ and we call this $y$ the $\rightarrow$-stabilization (or just stabilization if the context is clear) of $x$.

In [10] it was proved that the symmetric and truncated interval-firing processes are confluent. However, there is a slight caveat here when we use the more general parameters $k \in \mathbb{N}[\Phi]^W$. Namely, we need to disallow some pathological choices of these parameters. For an irreducible root system $\Phi$ there are at most two orbits of roots under the Weyl group. If $\Phi$ has only a single Weyl group orbit of roots, then we say that $\Phi$ is simply laced. Thus if $\Phi$ is simply laced, then for any $k \in \mathbb{N}[\Phi]^W$ there exists some $k \in \mathbb{Z}_{\geq 0}$ such that $k = k_0$. In the non-simply laced case, the roots are divided into an orbit of long roots (those which maximize the quantity $\langle \alpha, \alpha \rangle$ among $\alpha \in \Phi$) and and orbit of short roots (those which minimize the quantity $\langle \alpha, \alpha \rangle$). Thus if $\Phi$ is not simply laced, then for any $k \in \mathbb{N}[\Phi]^W$ there exist $k_1,k_s \in \mathbb{Z}_{\geq 0}$ such that $k(\alpha) = k_1$ if $\alpha$ is long and $k(\alpha) = k_s$ if $\alpha$ is short.

Definition 3.3. Here we define what it means for $k \in \mathbb{N}[\Phi]^W$ to be good. If $\Phi$ is simply laced, then $k \in \mathbb{N}[\Phi]^W$ is always good. If $\Phi$ is not simply laced, then $k \in \mathbb{N}[\Phi]^W$ is good if $k_s = 0 \Rightarrow k_1 = 0$. Note in particular that if $k = k_0$ is constant, then it is good.

Theorem 3.4 (See [10, Corollaries 9.2 and 11.5]). If $k \in \mathbb{N}[\Phi]^W$ is good then both the symmetric and truncated interval-firing processes are confluent (and terminating).

A key technical tool in the proof of Theorem 3.4 is the “permutohedron non-escaping lemma.” We will also find the non-escaping lemma useful for our purposes; hence, let us state the following version of this lemma:

Lemma 3.5 (See [10, Lemma 8.2]). Let $k \in \mathbb{N}[\Phi]^W$ be good and let $\lambda \in P_{\geq 0}$. Let $\mu, \nu \in P$ with $\mu \in \Pi^Q(\lambda + \rho_k)$ and $\nu \notin \Pi^Q(\lambda + \rho_k)$. Then it cannot be the case that $\mu \rightarrow_{\text{sym},k} \nu$ or that $\nu \rightarrow_{\text{sym},k} \mu$.

Thanks to Theorem 3.4 we can ask about stabilizations for the symmetric and truncated interval-firing processes. The first thing we need to understand is what are the stable points. To describe these points we will need to define a certain piecewise linear map $\eta: P \rightarrow P$.

It is well-known that for any $I \subseteq [n]$, every coset of the parabolic subgroup $W_I$ has a unique element of minimal length (see e.g. [4, §2.4]). We use $W^I$ to denote the minimal length coset representatives of $W_I$. The elements of $W^I$ are exactly those $w \in W$ for which $w(\Phi_I) \cap \Phi^\perp = w(\Phi_I \cap \Phi^\perp)$.
For a dominant $\lambda \in P_{\geq 0}$ we define $I^0_\lambda := \{i \in [n]: \langle \lambda, \alpha_i^\vee \rangle = 0\}$. For any $\lambda \in P$, the set of $w \in W$ for which $w^{-1}(\lambda) = \lambda_{\text{dom}}$ is a coset of $W_{\lambda_{\text{dom}}}$. Hence it makes sense to define $w_\lambda$ to be the minimal length element of the Weyl group for which $w^{-1}(\lambda)$ is dominant. In fact, $W^\Lambda_{\lambda} = \{w_\lambda; \mu \in W(\lambda)\}$ for a dominant $\lambda \in P_{\geq 0}$.

For $k \in \mathbb{N}[\Phi]^W$ we then define $\eta_k: P \rightarrow P$ by $\eta_k(\lambda) := \lambda + w_\lambda(k)$. Some basic properties of $\eta_k$ established in [10] are: it is always injective, and $\eta_k(\eta_l) = \eta_{k+l}$ (hence if we set $\eta := \eta_1$, then $\eta^k = \eta_k$). The stable points of the interval-firing processes are given in terms of $\eta$ as follows:

**PROPOSITION 3.6** (See [10, Lemmas 6.6 and 11.1]). For any $k \in \mathbb{N}[\Phi]^W$, the stable points of $\longrightarrow$ are $\{\eta_k(\lambda): \lambda \in P, \langle \lambda, \alpha^\vee \rangle \neq -1 \text{ for all } \alpha \in \Phi^+\}$ and the stable points of $\longrightarrow$ are $\{\eta_k(\lambda): \lambda \in P\}$.

The condition $\langle \lambda, \alpha^\vee \rangle \neq -1$ for all $\alpha \in \Phi^+$ can also be described in terms of parabolic subgroups. For dominant $\lambda \in P_{\geq 0}$, define $I^{\alpha,1}_{\lambda} := \{i \in [n]: \langle \lambda, \alpha_i^\vee \rangle \in \{0, 1\}\}$. For an arbitrary weight $\lambda \in P$ we set $I^{\alpha,1}_{\lambda} := I^{\alpha,1}_{\lambda_{\text{dom}}}$. Then $\lambda \in P$ has $\langle \lambda, \alpha^\vee \rangle \neq -1$ for all $\alpha \in \Phi^+$ if and only if $w_\lambda$ is of minimal length in its coset of $W_{\lambda_{\text{dom}}}$. In fact, $W^{\alpha,1} = \{w_\mu; \mu \in W(\lambda), \langle \mu, \alpha^\vee \rangle \neq -1 \text{ for all } \alpha \in \Phi^+\}$ for a dominant $\lambda \in P_{\geq 0}$.

Thanks to Theorem 3.4 and Proposition 3.6 we can define, for good $k \in \mathbb{N}[\Phi]^W$, the stabilization maps $s^{\text{sym},k}_\lambda: P \rightarrow P$ by

$$s^{\text{sym},k}_\lambda(\mu) = \lambda \iff \text{the } \longrightarrow\text{-stabilization of } \mu \text{ is } \eta_k(\lambda);$$

$$s^{\text{tr},k}_\lambda(\mu) = \lambda \iff \text{the } \longrightarrow\text{-stabilization of } \mu \text{ is } \eta_k(\lambda).$$

For $\lambda \in P$ and good $k \in \mathbb{N}[\Phi]^W$, we then define the quantities

$$L^{\text{sym}}_\lambda(k) := \#(s^{\text{sym},k}_\lambda)^{-1}(\lambda);$$

$$L^{\text{tr}}_\lambda(k) := \#(s^{\text{tr},k}_\lambda)^{-1}(\lambda).$$

In other words, $L^{\text{sym}}_\lambda(k)$ and $L^{\text{tr}}_\lambda(k)$ count the number of weights with given stabilization as a function of $k$.

**EXAMPLE 3.7.** Suppose that $\Phi = A_2$, as in Figures 4 and 5. Then we have

$$L^{\text{sym}}_{\omega_1}(k) = 3k^2 + 3k + 1;$$

$$L^{\text{sym}}_{\omega_1 + \omega_2}(k) = 3k^2 + 6k + 3;$$

$$L^{\text{sym}}_{\omega_2}(k) = 3k^2 + 6k + 3;$$

$$L^{\text{sym}}_{\omega_1 + \omega_2}(k) = 6k + 6.$$ 

Here $L^{\text{sym}}_\lambda(k)$ counts the points in the inner red “regular” hexagon in Figures 4 and 5 as it grows (in Figure 4 it is just a single point). And $L^{\text{sym}}_{\omega_1 + \omega_2}(k)$ counts the points on the boundary of the outer red “regular” hexagon. Meanwhile, $L^{\text{sym}}_{\omega_2}(k)$ counts the points in the inner blue “irregular” hexagon, and similarly $L^{\text{sym}}_{\omega_1}(k)$ counts the points in the inner green “irregular” hexagon (in Figure 4 these are actually triangles).

**CONJECTURE 3.8** (See [10, Conjectures 1 and 2]). For all good $k \in \mathbb{N}[\Phi]^W$, both $L^{\text{sym}}_\lambda(k)$ and $L^{\text{tr}}_\lambda(k)$ are given by polynomials in $k$ with nonnegative integer coefficients.

By “polynomial in $k$,” we mean: in case that $\Phi$ is simply laced, a univariate polynomial in $k = k_1$; and in the case that $\Phi$ is not simply laced, a bivariate polynomial in $k_1$ and $k_2$. In light of Conjecture 3.8, we refer to $L^{\text{sym}}_\lambda(k)$ and $L^{\text{tr}}_\lambda(k)$ as the **symmetric and truncated Ehrhart-like polynomials**, respectively.
In [10] the polynomiality of $L^\text{sym}_\lambda(k)$ was established for all root systems $\Phi$, and the polynomiality of $L^\text{sym}_\lambda(k)$ was established for simply laced $\Phi$. In both cases it was shown that these polynomials have integer coefficients. But in neither case was it shown that the coefficients are nonnegative, except for special choices of $\lambda$ like $\lambda = 0$ or $\lambda$ minuscule.

We will show in the next subsection that $L^\text{sym}_\lambda(k)$ has positive coefficients by giving an explicit, combinatorial formula for these coefficients.

3.2. Positive formula for symmetric Ehrhart-like polynomials. The first step in our proof of the positivity of the coefficients of $L^\text{sym}_\lambda(k)$ is to directly relate the fibers $#(s^\text{sym}_k)^{-1}(\lambda)$ to polytopes of the form $\Pi^Q(\lambda + \rho_k)$. In fact, the permutohedron non-escaping lemma already does this, as the following proposition explains:

**Proposition 3.9.** For $\lambda \in P_{\geq 0}$ and good $k \in \mathbb{N}[\Phi]^W$, 

$$\bigcup_{w \in W^\lambda_{\alpha^{-1}}} (s^\text{sym}_k)^{-1}(w\lambda) = \Pi^Q(\lambda + \rho_k) \setminus \bigcup_{\mu \neq \lambda \in P_{\geq 0}} \Pi^Q(\mu + \rho_k).$$

**Proof.** By Lemma 3.5, no $\nu \in P$ with $\nu \notin \Pi^Q(\lambda + \rho_k)$ could possibly $\xrightarrow{\text{sym}_k}\text{stabilize}$ to a weight in $\Pi^Q(\lambda + \rho_k)$, so certainly $\bigcup_{w \in W^\lambda_{\alpha^{-1}}} (s^\text{sym}_k)^{-1}(w\lambda) \subseteq \Pi^Q(\lambda + \rho_k)$. On the other hand, if $\nu \in \Pi^Q(\mu + \rho_k)$ for some $\mu \leq \lambda \in P_{\geq 0}$ with $\nu \neq \lambda$, then, again by Lemma 3.5, the $\lambda \xrightarrow{\text{sym}_k}\text{stabilization}$ of $\nu$ must still belong to $\Pi^Q(\mu + \rho_k)$ and so cannot be equal to $\eta_k(w\lambda)$ for any $w \in W^\lambda_{\alpha^{-1}}$. Finally, it is an easy exercise to check (for instance using Proposition 2.2) that $\eta_k(P) \cap \Pi^Q(\lambda + \rho_k) = \eta_k(\Pi^Q(\lambda))$. Hence, if $\nu \in \Pi^Q(\lambda + \rho_k)$ and $\nu \notin \Pi^Q(\mu + \rho_k)$ for any $\mu \leq \lambda \in P_{\geq 0}$ with $\mu \neq \lambda$, then, once more by Lemma 3.5, the $\lambda \xrightarrow{\text{sym}_k}\text{stabilization}$ of $\nu$ cannot belong to $\Pi^Q(\mu + \rho_k)$ for any $\mu \leq \lambda \in P_{\geq 0}$ with $\mu \neq \lambda$, but must belong to $\Pi^Q(\lambda + \rho_k)$, so the only possibility is that this stabilization is equal to $\eta_k(w\lambda)$ for some $w \in W^\lambda_{\alpha^{-1}}$. \hfill $\square$

**Remark 3.10.** If $\lambda \in P_{\geq 0}$ satisfies $I^0_{\alpha^{-1}} = [n]$, then Proposition 3.9 says that for any good $k \in \mathbb{N}[\Phi]^W$ we have

$$\tag{4} (s^\text{sym}_k)^{-1}(\lambda) = \Pi^Q(\lambda + \rho_k) \setminus \bigcup_{\mu \neq \lambda \in P_{\geq 0}} \Pi^Q(\mu + \rho_k).$$

In [10] it is shown that for any $\lambda \in P$ with $\langle \lambda, \alpha \rangle \neq -1$ for all $\alpha \in \Phi^+$, the set $(s^\text{sym}_k)^{-1}(\lambda)$ belongs to the affine subspace $\lambda + \text{Span}_k(w_\lambda \Phi_{\rho,1})$. Thus, for weights belonging to $(s^\text{sym}_k)^{-1}(\lambda)$, symmetric interval-firing is the same as the corresponding process with respect to the sub-root system $w_\lambda \Phi_{\rho,1}$. But $(\lambda, \beta') \in \{0, 1\}$ for any root $\beta \in \Phi$ which is a simple root of $w_\lambda \Phi_{\rho,1}$. In this way, every $(s^\text{sym}_k)^{-1}(\lambda)$ can be written as a difference of permutahedra as in (4), except that we may first need to project to a sub-root system. Hence by induction on the rank of our root system, to understand the $(s^\text{sym}_k)^{-1}(\lambda)$ and $L^\text{sym}_\lambda(k)$ for arbitrary $\lambda \in P$, it is enough to just consider those $\lambda \in P_{\geq 0}$ with $I^0_{\alpha^{-1}} = [n]$. However, we will not invoke these kind of inductive arguments in this section because we can easily avoid them.

With Proposition 3.9 in hand, the strategy to understand $L^\text{sym}_\lambda(k)$ is now just to use inclusion-exclusion on our formula for $\Pi^Q(\lambda + \rho_k)$ (Theorem 2.17). The following series of propositions will prepare us for applying this inclusion-exclusion.

**Proposition 3.11.** Let $\lambda, \mu \in P_{\geq 0}$ with $\lambda - \mu \in Q$. Then,

- $\Pi(\lambda + \rho_k) \cap \Pi(\mu + \rho_k) = \Pi(\lambda \wedge \mu + \rho_k)$ for any $k \in \mathbb{N}[\Phi]^W$;
\[ \Pi^Q(\lambda + \rho_k) \cap \Pi^Q(\mu + \rho_k) = \Pi^Q(\lambda \land \mu + \rho_k) \text{ for any } k \in \mathbb{N}[\Phi]^\vee. \]

**Proof.** The first bulleted item follows from Proposition 2.2. The second follows immediately from the first. \qed

**Proposition 3.12.** Let \( \lambda, \mu \in P_{\geq 0} \) with \( \lambda - \mu \in Q \). Then,

- \( \text{quot}_X(\Pi(\lambda)) \cap \text{quot}_X(\Pi(\mu)) = \text{quot}_X(\Pi(\lambda \land \mu)) \) for any \( X \subseteq \Phi^+ \);
- \( \text{quot}_X(\Pi^Q(\lambda)) \cap \text{quot}_X(\Pi^Q(\mu)) = \text{quot}_X(\Pi^Q(\lambda \land \mu)) \) for any \( X \subseteq \Phi^+ \).

**Proof.** We begin with the first bulleted item. Since by Proposition 3.11 we have that \( \Pi(\lambda) \cap \Pi(\mu) = \Pi(\lambda \land \mu) \), it is clear that \( \text{quot}_X(\Pi(\lambda \land \mu)) \subseteq \text{quot}_X(\Pi(\lambda)) \cap \text{quot}_X(\Pi(\mu)) \).

Let us show the other containment. A point in \( \text{quot}_X(\Pi(\lambda)) \cap \text{quot}_X(\Pi(\mu)) \) is a point in the form \( (v + \text{Span}_R(X)) \cap \Pi(\lambda) \) for any \( v \in V \) with \( (v + \text{Span}_R(X)) \cap \Pi(\lambda) \neq \emptyset \).

The second bulleted item follows from the first by intersecting with \( (Q + \lambda) \) and applying the integrality property of slices of permutahedra (Lemma 2.9). \qed

**Proposition 3.13.** For \( \lambda \in P_{\geq 0} \) and \( X \subseteq \Phi^+ \),

\[ \# \left( \text{quot}_X(\Pi^Q(\lambda)) \setminus \bigcup_{\mu \in X \cap P_{\geq 0}, \mu \leq \lambda} \text{quot}_X(\Pi^Q(\mu)) \right) = \# \left\{ \mu \in W(\lambda) : \langle \mu, \alpha^\vee \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \right\}. \]

**Proof.** In this proof we will have as a running example \( \Phi = A_2, \lambda = \alpha_1 + \alpha_2 \) and \( X = \{\alpha_1\} \): this is depicted in Figure 6, where \( \Pi(\lambda) \) is shaded in blue and \( \text{Span}_R(X) \) is drawn as a dashed red line. Note that \( \Pi^Q(\lambda) = \{0, \pm \alpha_1, \pm \alpha_2, \pm (\alpha_1 + \alpha_2)\} \).
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Figure 6. Example from the proof of Proposition 3.13.

First observe that

\[ \text{quot}_X(\Pi^Q(\lambda)) \setminus \bigcup_{\mu \in X \cap P_{\geq 0}, \mu \leq \lambda} \text{quot}_X(\Pi^Q(\mu)) = \text{quot}_X(W(\lambda)) \setminus \bigcup_{\mu \in X \cap P_{\geq 0}, \mu \leq \lambda} \text{quot}_X(\Pi^Q(\mu)). \]

Indeed, suppose that \( \nu \in \Pi^Q(\lambda) \) and \( \nu \notin W(\lambda) \). In our running example this happens with \( \nu = 0 \). Then \( \nu_{\text{dom}} \leq \lambda \) (by Propositions 2.2) but \( \nu_{\text{dom}} \neq \lambda \). And of course \( \nu_{\text{dom}} \in \Pi^Q(\lambda) \). Therefore \( \text{quot}_X(\nu) \) does not belong to the set we are interested in counting.

So from now on suppose \( \nu \in W(\lambda) \). Let \( W' \subseteq W \) denote the Weyl group of the sub-root system \( \Phi' := \Phi \cap \text{Span}_R(X) \). Let \( \nu' \) be the unique element in \( W'(\nu) \) for which \( \pi_X(\nu') \) is a dominant weight of \( \Phi' \).
First suppose that $\pi_X(\nu')$ is not zero or a minuscule weight of $\Phi'$, i.e. that we have $\langle \nu', \alpha' \rangle \notin \{0, 1\}$ for some $\alpha \in \Phi^+ \cap \text{Span}_\mathbb{R}(X)$. (In our running example this happens with $\nu = \alpha_1$ and $\nu = -\alpha_1$.) Then by applying Proposition 2.6 to $\Phi'$ we get $\text{ConvexHull}(W'(\pi_X(\nu')) \cap (\text{Span}_\mathbb{R}(\Phi') + \pi_X(\nu'))) \neq W'(\pi_X(\nu'))$. Moreover, it is clear that $\nu - \pi_X(\nu) + \text{ConvexHull}(W'(\pi_X(\nu'))) \subseteq \nu + \text{Span}_\mathbb{R}(X) \cap \Pi(\lambda)$. So we see in this case that there is some $\mu \in (\nu + \text{Span}_\mathbb{R}(X)) \cap \Pi^Q(\lambda)$ with $\mu_{\text{dom}} \neq \lambda$, and thus (by Propositions 2.2) $\text{quot}_X(\nu)$ does not belong to the set we are interested in counting.

Now suppose $\pi_X(\nu')$ is zero or a minuscule weight of $\Phi'$, i.e. that $\langle \nu', \alpha' \rangle \in \{0, 1\}$ for all $\alpha \in \Phi^+ \cap \text{Span}_\mathbb{R}(X)$. (In our running example this happens with $\nu = \alpha_1 + \alpha_2$, $\nu = -\alpha_1 + \alpha_2$, $\nu = \alpha_2$, and $\nu = -\alpha_2$.) Let $\mu \in (\nu + \text{Span}_\mathbb{R}(X)) \cap \Pi^Q(\lambda)$. We claim that $\mu_{\text{dom}} = \lambda$. Let $\mu'$ be the unique element of $\text{Span}_\mathbb{Z}(\Phi') + \mu$ for which $\pi_X(\mu')$ is a zero-or-minuscule weight of $\Phi'$. Note that $\pi_X(\mu') \in Q + \pi_X(\nu')$. As explained in the proof of Proposition 2.1, we can choose a set of simple roots $\beta_1, \ldots, \beta_r$ of $\Phi'$ which can be extended to a set of simple roots $\beta_1, \ldots, \beta_n$ of $\Phi$. And then by writing $\pi_X(\mu') = \pi_X(\nu') + \sum_{b_i} b_i \beta_i$ for $b_i \in \mathbb{Z}$, we see that $\pi_X(\mu') \in \text{Span}_\mathbb{Z}(\Phi') + \pi_X(\nu')$. But since $\pi_X(\mu')$ and $\pi_X(\nu')$ are both zero-or-minuscule weights of $\Phi'$, this means (by Proposition 2.5) that $\pi_X(\mu') = \pi_X(\nu')$ and hence that $\mu' = \nu'$. Moreover, by applying Propositions 2.2, 2.3, and 2.5 to $\Phi'$, we see that $\mu' \in \text{ConvexHull}(W'(\mu)) \subseteq \Pi(\mu)$; on the other hand, $\mu \in \Pi(\lambda) = \Pi(\nu') = \Pi(\mu')$; this is only possible (again by Proposition 2.2) if $\mu_{\text{dom}} = \lambda$. Thus in this case $\text{quot}_X(\nu)$ does in fact belong to the set we are interested in counting. But we would overcount if we counted two different elements of $W(\lambda)$ which become equal after quotienting by $X$. Therefore, we only count a given $\nu$ if $\nu = \nu'$, i.e. if $\langle \nu, \alpha' \rangle \in \{0, 1\}$ for all $\alpha \in \Phi^+ \cap \text{Span}_\mathbb{R}(X)$. (In our running example this happens with $\nu = \alpha_1 + \alpha_2$ and $\nu = -\alpha_2$.) In this way we obtain the claimed formula. \(\square\)

We now apply inclusion-exclusion on the formula for $\Pi^Q(\lambda + \rho_k)$ (Theorem 2.17).

**Corollary 3.14.** For $\lambda \in P_{\geq 0}$ and good $k \in \mathbb{N}[\Phi]^W$,

\[
\sum_{w \in W_{\omega, \lambda}} L^\text{sym}_{w, \lambda}(k) = \sum_{X \subseteq \Phi^+ \mid X \text{ is linearly independent}} \# \left\{ \mu \in W(\lambda) : \begin{array}{c} \langle \mu, \alpha' \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_\mathbb{R}(X) \end{array} \right\} \cdot \text{rVol}_Q(X) k^X.
\]

**Proof.** First note that $\sum_{w \in W_{\omega, \lambda}} L^\text{sym}_{w, \lambda}(k) = \# \left( \bigcup_{w \in W_{\omega, \lambda}} (s^\text{sym}_W)^{-1}(w(\lambda)) \right)$ because all the fibers of $s^\text{sym}_W$ are disjoint. Thus, by Proposition 3.9 we have

\[
(5) \quad \sum_{w \in W_{\omega, \lambda}} L^\text{sym}_{w, \lambda}(k) = \# \left( \Pi^Q(\lambda + \rho_k) \setminus \bigcup_{\mu \neq \lambda, \mu \in P_{\geq 0}} \Pi^Q(\mu + \rho_k) \right).
\]

Let $(\mathcal{L}, \leq)$ be a meet semi-lattice, and let $F : \mathcal{L} \to 2^S$ be a function which associates to every $p \in \mathcal{L}$ some finite subset $F(p)$ of a set $S$ such that $F(p) \cap F(q) = F(p \wedge q)$, where $\wedge$ is the meet operation of $\mathcal{L}$. Then a simple application of the Möbius inversion formula (see e.g. [30, §3.7]) says that

\[
\# \left( F(p) \setminus \bigcup_{q \leq p, q \neq p} F(q) \right) = \sum_{q \leq p} \mu_{\mathcal{L}}(q, p) \cdot \# F(q),
\]

where $\mu_{\mathcal{L}}(q, p)$ is the Möbius function of $\mathcal{L}$. (Do not confuse this Möbius function with a weight $\mu \in P$.)
Hence, by Proposition 3.11 we have

\[(6) \quad \# \left( \Pi^Q(\lambda + \rho_k) \setminus \bigcup_{\nu \neq \lambda \in P_{\geq 0}, \mu \leq \lambda} \Pi^Q(\mu + \rho_k) \right) = \sum_{\nu \leq \lambda \in P_{\geq 0}, \mu \leq \lambda} \mu_{(P_{\geq 0}, \preceq)}(\nu, \lambda) \cdot \# \Pi^Q(\nu + \rho_k),\]

where \(\mu_{(P_{\geq 0}, \preceq)}\) is the Möbius function of the poset \((P_{\geq 0}, \preceq)\) of dominant weights with respect to root order (here we are using Stembridge’s result, stated as Proposition 2.4 above, that each connected component of this poset is a meet semi-lattice).

Then by Theorem 2.17, we have

\[\text{RHS of (6)} = \sum_{\nu \leq \lambda \in P_{\geq 0}} \mu_{(P_{\geq 0}, \preceq)}(\nu, \lambda) \cdot \left( \sum_{\chi \subseteq \Phi^+, \chi \text{ is linearly independent}} \# \text{quot}_X(\Pi^Q(\nu)) \cdot rVol_Q(X) \right) \cdot k^X\]

\[= \sum_{\chi \subseteq \Phi^+, \chi \text{ is linearly independent}} \# \left( \text{quot}_X(\Pi^Q(\lambda)) \setminus \bigcup_{\mu \neq \lambda \in P_{\geq 0}, \mu \leq \lambda} \text{quot}_X(\Pi^Q(\mu)) \right) \cdot rVol_Q(X) \cdot k^X,\]

\[(7) = \sum_{\chi \subseteq \Phi^+, \chi \text{ is linearly independent}} \# \left\{ \mu \in W(\lambda) : \langle \mu, \alpha^\vee \rangle \in \{0,1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \right\} \cdot rVol_Q(X) \cdot k^X,\]

where in the third line we applied Proposition 3.12 together with Möbius inversion, and in the last line we applied Proposition 3.13. Putting together equations (5), (6), and (7) proves the corollary. \(\square\)

**Proposition 3.15.** Let \(\lambda \in P_{\geq 0}\). Let \(w \in W_{\lambda}^{\rho_{\alpha-1}}\). Let \(k \in \mathbb{N}[\Phi]^{W}\) be good. Then we have \(L_{w,\lambda}^{\text{sym}}(k) = L_{w,\lambda}^{\text{sym}}(k)\). Consequently, \(L_{w,\lambda}^{\text{sym}}(k) = \frac{1}{[W : W_{\lambda}^{\rho_{\alpha-1}}]} \sum_{w' \in W_{\lambda}^{\rho_{\alpha-1}}} L_{w' \lambda}^{\text{sym}}(k)\).

**Proof.** This is an immediate consequence of the \(W\)-symmetry of the symmetric interval-firing process (Proposition 3.1). \(\square\)

**Proposition 3.16.** Let \(\lambda \in P_{\geq 0}\) and \(w \in W_{\lambda}^{\rho_{\alpha-1}}\). Then for any \(X \subseteq \Phi^+\), the quantity

\[\# \left\{ \mu \in wW_{\lambda}^{\rho_{\alpha-1}}(\lambda) : \langle \mu, \alpha^\vee \rangle \in \{0,1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \right\}\]

is nonzero only if \(w^{-1}(X) \subseteq \Phi_{\lambda}^{\rho_{\alpha-1}}\). Consequently,

\[\sum_{\chi \subseteq \Phi^+, \chi \text{ is linearly independent}} \# \left\{ \mu \in wW_{\lambda}^{\rho_{\alpha-1}}(\lambda) : \langle \mu, \alpha^\vee \rangle \in \{0,1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \right\} \cdot rVol_Q(X) \cdot k^X\]

\[= \frac{1}{[W : W_{\lambda}^{\rho_{\alpha-1}}]} \sum_{\chi \subseteq \Phi^+, \chi \text{ is linearly independent}} \# \left\{ \mu \in W(\lambda) : \langle \mu, \alpha^\vee \rangle \in \{0,1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \right\} \cdot rVol_Q(X) \cdot k^X.\]
Proof. For the first claim: let \( X \subseteq \Phi^+ \) for which \( w^{-1}(X) \not\subseteq I^\Lambda_\lambda \). This means there is some \( \alpha \in X \) and \( i \not\in I_{\lambda}^{0,1} \) for which \( w^{-1}(\alpha)^\vee \) has a nonzero coefficient in front of \( \alpha_i^\vee \) in its expansion in terms of simple coroots. By definition of \( I_{\lambda}^{0,1} \) we have \( \langle \lambda, \alpha_i^\vee \rangle \geq 2 \). Since the coefficients expressing \( w^{-1}(\alpha)^\vee \) in terms of simple coroots are either all nonnegative integers or all nonpositive integers, we have \( |\langle \lambda, w^{-1}(\alpha)^\vee \rangle| \geq 2 \).

Thus \( |\langle \lambda, \alpha^\vee \rangle| \geq 2 \), which means that the claimed quantity is indeed zero.

For the “consequently,” statement: observe that the prior statement implies that in the sum

\[
\sum_{\substack{\alpha \in \Phi^+ \setminus \Phi^+ \ni \lambda, \alpha \\
X \text{ is linearly independent}}}
\#
\bigg\{ \mu \in wW_{I_\lambda}^{0,1}(\lambda): \\
\langle \mu, \alpha^\vee \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \bigg\} \cdot r\text{Vol}_Q(X) \ k^X
\]

we only get nonzero terms for the \( X \) with \( X \subseteq w(\Phi_{I_\lambda}^{0,1}) \cap \Phi^+ \). Furthermore, recall that we have \( w(\Phi_{I_\lambda}^{0,1}) \cap \Phi^+ = w(\Phi_{I_\lambda}^{0,1} \cap \Phi^+) \) because \( w \in W_{I_\lambda}^{0,1} \). That is to say, the expression (8) is equal to

\[
\sum_{\substack{\alpha \in \Phi^+ \setminus \Phi^+ \ni \lambda, \alpha \\
X \text{ is linearly independent}}}
\#
\bigg\{ \mu \in wW_{I_\lambda}^{0,1}(\lambda): \\
\langle \mu, \alpha^\vee \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \bigg\} \cdot r\text{Vol}_Q(X) \ k^X.
\]

Then making the substitutions \( X \mapsto w(X) \) and \( \mu \mapsto w(\mu) \) in (9), and observing again that \( \Phi^+ \cap \text{Span}_R(w(X)) = w(\Phi^+ \cap \text{Span}_R(X)) \) for any \( X \subseteq w(\Phi_{I_\lambda}^{0,1} \cap \Phi^+) \) because \( w \in W_{I_\lambda}^{0,1} \), we see that the expression (8) is in fact equal to

\[
\sum_{\substack{\alpha \in \Phi^+ \setminus \Phi^+ \ni \lambda, \alpha \\
X \text{ is linearly independent}}}
\#
\bigg\{ \mu \in W_{I_\lambda}^{0,1}(\lambda): \\
\langle \mu, \alpha^\vee \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \bigg\} \cdot r\text{Vol}_Q(X) \ k^X.
\]

But note that \( \{wW_{I_\lambda}^{0,1}(\lambda): w \in W_{I_\lambda}^{0,1}\} \) is a partition of \( W(\lambda) \) into \(|W: W_{I_\lambda}^{0,1}\)| disjoint sets. So by summing the expression (8) over all \( w \in W_{I_\lambda}^{0,1} \), and observing that (8) does not depend on the choice of \( w \in W_{I_\lambda}^{0,1} \) since it is equal to (10), we obtain the claimed formula.

\[\square\]

**Theorem 3.17.** Let \( \lambda \in P \). Let \( k \in \mathbb{N}[\Phi]^W \) be good. Then \( L^\text{sym}_\lambda(k) = 0 \) if \( \langle \lambda, \alpha^\vee \rangle = -1 \) for some positive root \( \alpha \in \Phi^+ \), and otherwise

\[
L^\text{sym}_\lambda(k) = \sum_{\substack{\alpha \in \Phi^+ \setminus \Phi^+ \ni \lambda \text{, dom} \\
X \text{ is linearly independent}}} \#
\bigg\{ \mu \in w_\lambda W_{I_\lambda}^{0,1}(\lambda_{\text{dom}}): \\
\langle \mu, \alpha^\vee \rangle \in \{0, 1\} \text{ for all } \alpha \in \Phi^+ \cap \text{Span}_R(X) \bigg\} \cdot r\text{Vol}_Q(X) \ k^X.
\]

Proof. This follows immediately by combining Corollary 3.14 with Propositions 3.15 and 3.16. \[\square\]

**Remark 3.18.** If we only cared about proving the positivity of the coefficients of the symmetric Ehrhart-like polynomials, we could have actually avoided the use of the subtle integrality property of slices of permutohedra. This is because the same
inclusion-exclusion strategy as above but invoking only Theorem 1.2 and the first bulleted item in Proposition 3.12 would yield the formula
\[(11)\]
\[L^{\text{sym}}_{\lambda}(k) = \sum_{X \subseteq \Phi^+, X \text{ is linearly independent}} \left( \# \left( \frac{\text{quot}_X(\Pi(\lambda)) \setminus \bigcup_{\mu \in \lambda, \mu \neq \lambda} \text{quot}_X(\Pi(\mu))}{\mu \notin \lambda} \right) \cap \text{quot}_X(Q + \lambda) \right) rVol_Q(X) k^X,\]
for \(\lambda \in P_{\geq 0}\) with \(I_{\lambda}^{0,1} = [n]\). As mentioned in Remark 3.10, by induction on the rank of the root system it is enough to consider \(\lambda\) of this form. However, the formula in (11) is not ideal from a combinatorial perspective because the coefficients potentially involve checking every rational point in \(\Pi(\lambda)\). The formula in Theorem 3.17 is much more combinatorial, and makes clear the significance of minuscule weights.

4. Truncated Ehrhart-like polynomials and future directions

In this section we discuss some open questions and future directions, starting with the truncated Ehrhart-like polynomials.

4.1. Truncated Ehrhart-like polynomials. One might hope that the formula for the symmetric Ehrhart-like polynomials could suggest a formula for the truncated polynomials. Indeed, in [10] it was shown that for any good \(k \in \mathbb{N}[\Phi]^W\) and any \(\lambda \in P\) with \(\langle \lambda, \alpha^\vee \rangle \neq -1\) for all \(\alpha \in \Phi^+\) we have
\[\left(s_k^{\text{sym}}\right)^{-1}(\lambda) = \bigcup_{\mu \in \lambda \cap \text{dom}} \left(s_k^{\text{tr}}\right)^{-1}(\mu),\]
or at the level of Ehrhart-like polynomials,
\[L^{\text{sym}}_{\lambda}(k) = \sum_{\mu \in \lambda \cap \text{dom}} L^{\text{tr}}_{\mu}(k).\]
Hence, the formula in Theorem 3.17 very naturally suggests the following conjecture:

**Conjecture 4.1.** Let \(\lambda \in P\) be any weight. Then for any good \(k \in \mathbb{N}[\Phi]^W\) we have
\[L^{\text{tr}}_{\lambda}(k) = \sum_X rVol_Q(X) k^X,\]
where the sum is over all \(X \subseteq \Phi^+\) such that:
- \(X\) is linearly independent;
- \(\langle \lambda, \alpha^\vee \rangle \in \{0, 1\}\) for all \(\alpha \in \Phi^+ \cap \text{Span}_G(X)\).

However, in fact Conjecture 4.1 is false in general! The smallest counterexample is in Type \(G_2\). Table 1 records, for \(\Phi = A_1, A_2, B_2, G_2, A_3, B_3, C_3, A_4, D_4\), all counterexamples to Conjecture 4.1 among those \(\lambda \in P_{\geq 0}\) with \(I_{\lambda}^{0,1} = [n]\) (recall that, as in Remark 3.10, for other \(\lambda\) we can understand the Ehrhart-like polynomials by projecting to a smaller sub-root system). These counterexamples were found using Sage [25, 26]. There are counterexamples in \(G_2, C_3, D_4\). Observe that whenever there is a counterexample \(\lambda\) to Conjecture 4.1 there must be also be another \(\mu \in W(\lambda)\) which is a counterexample because we know, thanks to Theorem 3.17, that if we sum the left- and right-hand sides of the formula in Conjecture 4.1 along Weyl group orbits they agree. Furthermore, although for larger root systems \(\Phi\) we could not carry out an exhaustive search for counterexamples, for \(\Phi = B_4, C_4, A_5\) we were able to check whether the left- and right-hand sides of Conjecture 4.1 agree when we plug in \(k = 1\); this information is recored in Table 2.
Counterexamples to Conjecture 4.1 for small \( \Phi \).

| \( \Phi \) | \( \#\{\lambda: f_{\lambda}^{0,1} = [n]\} \) | Counterexamples \( \lambda \) to Conjecture 4.1 |
|---|---|---|
| \( A_1 \) | 3 | (None) |
| \( A_2 \) | 13 | (None) |
| \( B_2 \) | 17 | (None) |
| \( G_2 \) | 25 | \( \omega_1: \) LHS = \( 4k^2 + 2k + 1 \)  
RHS = \( 3k + 2k + 1 \)  
\(-\omega_1 + \omega_2: \) LHS = \( 2k + 1 + k + 1 \)  
RHS = \( 3k + 1 + k + 1 \) |
| \( A_3 \) | 75 | (None) |
| \( B_3 \) | 147 | (None) |
| \( C_3 \) | 147 | \( -\omega_1 + \omega_2: \) LHS = \( 4k^2 + 14k^2 + 8k^2 + 3k + 5k + 1 \)  
RHS = \( 4k^2 + 13k^2 + 8k^2 + 3k + 5k + 1 \)  
\(-\omega_2 + \omega_3: \) LHS = \( 2k^2 + 7k^2 + 4k^2 + 3k + 4k + k + 1 \)  
RHS = \( 2k^2 + 8k^2 + 4k^2 + 3k + 4k + k + 1 \)  
\( \omega_2: \) LHS = \( 4k^2 + 14k^2 + 8k^2 + 3k + 5k + 1 \)  
RHS = \( 4k^2 + 13k^2 + 8k^2 + 3k + 5k + 1 \)  
\( \omega_1 - \omega_2 + \omega_3: \) LHS = \( 2k^2 + 7k^2 + 4k^2 + 3k + 4k + k + 1 \)  
RHS = \( 2k^2 + 8k^2 + 4k^2 + 3k + 4k + k + 1 \) |
| \( A_4 \) | 541 | (None) |
| \( D_4 \) | 865 | \( -\omega_1 + \omega_2: \) LHS = \( 106k^3 + 51k^2 + 11k + 1 \)  
RHS = \( 105k^3 + 51k^2 + 11k + 1 \)  
\(-\omega_2 + \omega_3 + \omega_4: \) LHS = \( 53k^3 + 39k^2 + 10k + 1 \)  
RHS = \( 54k^3 + 39k^2 + 10k + 1 \)  
\( \omega_2: \) LHS = \( 106k^3 + 51k^2 + 11k + 1 \)  
RHS = \( 105k^3 + 51k^2 + 11k + 1 \)  
\( \omega_1 - \omega_2 + \omega_3 + \omega_4: \) LHS = \( 53k^3 + 39k^2 + 10k + 1 \)  
RHS = \( 54k^3 + 39k^2 + 10k + 1 \)  
\( \omega_2 - \omega_3: \) LHS = \( 106k^3 + 51k^2 + 11k + 1 \)  
RHS = \( 105k^3 + 51k^2 + 11k + 1 \)  
\( \omega_1 - \omega_2 + \omega_4: \) LHS = \( 53k^3 + 39k^2 + 10k + 1 \)  
RHS = \( 54k^3 + 39k^2 + 10k + 1 \)  
\( \omega_2 - \omega_4: \) LHS = \( 106k^3 + 51k^2 + 11k + 1 \)  
RHS = \( 105k^3 + 51k^2 + 11k + 1 \)  
\( \omega_1 - \omega_2 + \omega_3: \) LHS = \( 53k^3 + 39k^2 + 10k + 1 \)  
RHS = \( 54k^3 + 39k^2 + 10k + 1 \) |
Looking at Tables 1 and 2, we see that no counterexamples to Conjecture 4.1 are known when $\Phi$ is of either Type A or Type B. Therefore we are prompted to ask:

**Question 4.2.** Is Conjecture 4.1 true when $\Phi$ is of either Type A or Type B?

Note that in [10] it was also shown that if $\Phi$ is simply laced, then for any $k \in \mathbb{Z}_{\geq 0}$ and any $\lambda \in P$ we have

\[
(s^{tr}_1)^{-1}(\lambda) = \bigcup_{\mu \in (s^{tr}_1)^{-1}(\lambda)} (s^{sym}_{k-1})^{-1}(\mu),
\]

or at the level of Ehrhart-like polynomials,

\[
L^{tr}_\lambda(k) = \sum_{\mu \in (s^{tr}_1)^{-1}(\lambda)} L^{sym}_\mu(k-1).
\]

Indeed, equation (12) is precisely how the polynomiality of $L^{tr}_\lambda(k)$ was established.

But the fact that $k-1$ appears on the right-hand side of (12) means that it is totally unclear how to deduce positivity for the truncated polynomials from the positivity for the symmetric polynomials.

The truncated Ehrhart-like polynomials remain largely mysterious, but still seem very much worthy of further investigation.

### 4.2. Lattice point formulas via tilings

The way we obtained the formula for the symmetric Ehrhart-like polynomials was via a miraculous transfer from inclusion-exclusion at the level of polynomials to inclusion-exclusion at the level of coefficients. We could ask for a more geometric proof via tilings which better “explains” why these polynomials have the form they do. Let us describe what we have in mind.

For a linearly independent set $X = \{v_1, \ldots, v_m\}$ of lattice vectors $v_1, \ldots, v_m \in \mathbb{Z}^n$, a **half-open parallelepiped with edge set $X$** is a convex set $Z^{h, o}_X$ of the form

\[
Z^{h, o}_X := \sum_{i=1}^m \begin{cases} 
[0, v_i] & \text{if } \epsilon_i = 1; \\
(0, v_i] & \text{if } \epsilon_i = -1,
\end{cases}
\]

for some choice of signs $(\epsilon_1, \epsilon_2, \ldots, \epsilon_m) \in \{-1, 1\}^m$. For such a half-open parallelepiped, we always have that $\#(Z^{h, o}_X \cap \mathbb{Z}^n) = r\text{Vol}_{2^n}(X)$ (see e.g. [3, Lemma 9.8]).

As mentioned in the proof of Theorem 1.2, it is well-known that $Z := \sum_{i=1}^m [0, v_i]$ can be decomposed into pieces which are (up to translation) of the form $Z^{h, o}_X$ for linearly independent subsets $X \subseteq \{v_1, \ldots, v_m\}$, with each such subset $X$ contributing exactly one piece. In fact, we can decompose the $k$th dilate $kZ$ into pieces of the form $Z^{h, o}_X$ in a manner consistent across all $k \in \mathbb{Z}_{\geq 0}$ (here we use the notation $kX := \{kv : v \in X\}$).

Given the form of the formula in Theorem 3.17, we can ask whether a similar decomposition into half-open parallelepipeds exists for the symmetric Ehrhart-like polynomials. Here for $X \subseteq \Phi^+$ and $k \in \mathbb{N}[\Phi]^W$ we use the notation $kX := \{k(\alpha)\alpha : \alpha \in X\}$.

### Table 2

| $\Phi$ | $\#\{\lambda : I^{0,1}_\lambda = [v]\}$ | Number of $\lambda$ for which the LHS and RHS of Conjecture 4.1 disagree when $k = 1$ |
|-------|-----------------------------------|------------------------------------------|
| $B_4$ | 1697                              | 0                                        |
| $C_4$ | 1697                              | 60                                      |
| $A_5$ | 4683                              | 0                                        |

Table 2. Counterexamples to Conjecture 4.1 with $k = 1$ for small $\Phi$. 

Question 4.3. For good $k \in \mathbb{N}[\Phi]^W$ and $\lambda \in P_{\geq 0}$ with $I_{\lambda}^{0,1} = [n]$, can we decompose $(s_k^{\text{sym}})^{-1}(\lambda)$ into pieces which are (up to translation) of the form $Z_{kX}^{\text{h.o.}} \cap Q$ for linearly independent $X \subseteq \Phi^+$, with each such subset $X$ contributing

$$\#\{\mu \in W(\lambda) : \langle \mu, \alpha^\vee \rangle \in \{0, 1\} \text{ for all } \alpha \in \text{Span}_R(X) \cap \Phi^+\}$$

many pieces? (Of course we want the decomposition to be consistent across all $k$.)

In light of Question 4.2 above, we can even ambitiously ask whether the same could be done for truncated Ehrhart-like polynomials in Types A and B.

Question 4.4. Suppose $\Phi$ is of Type A or B. For good $k \in \mathbb{N}[\Phi]^W$ and $\lambda \in P$, can we decompose $(s_k^{\text{sym}})^{-1}(\lambda)$ into pieces which are (up to translation) of the form $Z_{kX}^{\text{tr}} \cap Q$ for linearly independent $X \subseteq \Phi^+$ which satisfy $(\lambda, \alpha^\vee) \in \{0, 1\}$ for all $\alpha \in \text{Span}_R(X) \cap \Phi^+$, with each such subset $X$ contributing exactly one piece? (Of course we want the decomposition to be consistent across all $k$.)

Remark 4.5. Rather than decompositions into parallelepipeds, we could also consider decompositions into simplices. An interesting decomposition of dilates of the fundamental parallelepiped of a root system $\Phi$ into partially closed simplices is studied in [34]. This decomposition is used to resolve some Ehrhart-style questions related to the Catalan and Shi hyperplane arrangements, which as mentioned in the introduction seem to have a strong spiritual connection to our interval-firing processes.

4.3. Reciprocity for Ehrhart-like polynomials. The Ehrhart polynomial $L_{\mathcal{P}}$ of a $d$-dimensional lattice polytope $\mathcal{P}$ satisfies a reciprocity theorem which says that the evaluation $L_{\mathcal{P}}(-k)$ of this polynomial at a negative integer $-k$ is $(-1)^d$ times the number of lattice points in the (relative) interior of the $k$th dilate $k\mathcal{P}$ of the polytope (see [17] or [30, Theorem 4.6.9]). It is thus reasonable to ask if the Ehrhart-like polynomials also satisfy any kind of reciprocity. Unfortunately, we have not been able to discover anything interesting along these lines. In fact, we actually have some negative examples: Table 3 shows the evaluation at $k = -1$ for some symmetric and truncated Ehrhart-like polynomials in the case $\Phi = B_3$ (of course these should be bivariate polynomials because $B_3$ is not simply laced, but we reduced to the univariate case $k_l = k_s = k$ for simplicity). There is no discernable pattern to the sign of this evaluation. In particular it does not just depend on the rank of $\Phi$ and the degree of the polynomial. We have no conjectures about reciprocity at the moment.

| Weight $\lambda$ | $L_{\lambda}^{\text{sym}}(k)$ | $L_{\lambda}^{\text{sym}}(-1)$ | $L_{\lambda}^{\text{tr}}(k)$ | $L_{\lambda}^{\text{tr}}(-1)$ |
|------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| 0                | $87k^3 + 39k^2 + 9k + 1$   | $-56$                       | $87k^3 + 39k^2 + 9k + 1$   | $-56$                       |
| $\omega_1$      | $78k^2 + 36k + 6$          | 48                          | $23k^2 + 8k + 1$           | 16                          |
| $\omega_2$      | $36k^2 + 48k + 12k$        | 0                           | $7k^2 + 6k + 1$            | 2                           |
| $\omega_3$      | $87k^3 + 108k^2 + 48k + 8$ | $-19$                       | $87k^3 + 39k^2 + 9k + 1$   | $-56$                       |
| $\omega_1 + \omega_2$ | $12k^2 + 60k + 24$       | $-24$                       | $k^2 + 4k + 1$             | $-2$                       |
| $\omega_1 + \omega_3$ | $78k^2 + 84k + 24$      | 18                          | $12k^2 + 6k + 1$           | 7                           |
| $\omega_2 + \omega_3$ | $36k^2 + 60k + 24$       | 0                           | $4k^2 + 4k + 1$            | 1                           |
| $\omega_1 + \omega_2 + \omega_3$ | $12k^2 + 72k + 48$ | $-12$                       | $k^2 + 3k + 1$             | $-1$                       |

Table 3. Evaluation of symmetric and truncated polynomials at $-1$ for $\Phi = B_3$. 
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4.4. $h^*$-POLYNOMIALS. The $h^*$-polynomial $h^*_p(z)$ of a $d$-dimensional convex lattice polytope $P$ is defined by

$$
\sum_{k \geq 0} L_P(k) z^k = \frac{h^*_p(z)}{(1 - z)^{d+1}}.
$$

By a celebrated result of Stanley [28], the coefficients of $h^*_p(z)$ are nonnegative. Hence, one might wonder whether something similar holds for the Ehrhart-like polynomials.

Unfortunately, there are small counterexamples. Let $\Phi = A_3$ and $\lambda := \omega_1 + \omega_2 + \omega_3$. Then $L_N^{\text{St}}(k) = 6k^2 + 36k + 24$ and

$$
\sum_{k \geq 0} (6k^2 + 36k + 24) z^k = \frac{-6z^2 - 6z + 24}{(1 - z)^3}.
$$

Similarly, $L_N^\mu(k) = k^2 + 3k + 1$ and

$$
\sum_{k \geq 0} (k^2 + 3k + 1) z^k = \frac{-z^2 + 2z + 1}{(1 - z)^3}.
$$

We have no conjectures about $h^*$-polynomials at the moment.

4.5. UNIFORM PROOF OF INTEGRALITY PROPERTY. We would obviously prefer to have a completely uniform proof of the subtle integrality property of slices of permutohedra (Lemma 2.9). A uniform explanation of the projection-dilation property of root polytopes (Lemma 2.10) would yield such a proof. Another place to start looking for such a proof might be representation theory. The most direct connection to representation theory is the following: let $g$ be a simple Lie algebra over the complex numbers whose corresponding root system is $\Phi$; then for a dominant weight $\lambda \in P_{\geq 0}$, the discrete permutohedron $\Pi^\lambda$ consists of those weights $\mu \in P$ appearing with nonzero multiplicity in the irreducible representation $V^\lambda$ of $g$ with highest weight $\lambda$ (see e.g. [31]). Hence it is not unreasonable to think that the slices of permutohedra, and the corresponding integrality property, could have some representation-theoretic meaning.

4.6. SLICES OF PERMUTOHEDRA. It would be interesting to further study the slices of permutohedra which appear in the integrality lemma (Lemma 2.9). By slices we mean polytopes of the form $(\mu + \text{Span}_g(X)) \cap \Pi(\lambda)$ for $\lambda \in P_{\geq 0}$, $\mu \in Q + \lambda$, and $X \subseteq \Phi^+$. Note that these polytopes are certainly invariant under the Weyl group $W' \subseteq W$ of the sub-root system $\text{Span}_g(X) \cap \Phi$, but they need not be $W'$-permutohedra. As mentioned in Section 2.3, the quotients $\text{quot}_X(\Pi(\lambda))$ of permutohedra are generalized permutohedra (at least in Type A; but we believe the corresponding statement should be true in all types). However, these slices $(\mu + \text{Span}_g(X)) \cap \Pi(\lambda)$ need not even be generalized permutohedra: for instance, in $\Phi = A_3$ the slices can have more vertices than would be possible for a generalized permutohedron.

In general these slices do not necessarily have “integer vertices;” that is to say, their vertices do not necessarily belong to $Q + \lambda$, as can be seen in Figure 3. But let us quickly explain how in Type A these slices actually do have vertices in $Q + \lambda$. So assume that $\Phi = A_n$. First observe that any vertex of $(\mu + \text{Span}_g(X)) \cap \Pi(\lambda)$ is the intersection of $\mu + \text{Span}_g(X)$ with a face $F$ of $\Pi(\lambda)$ of codimension $\ell := \text{dim}(\text{Span}_g(X))$. Thus we can find $\beta_1, \ldots, \beta_\ell \in \Phi$ which span $\text{Span}_g(X)$ and $\beta_{\ell+1}, \ldots, \beta_n \in \Phi$ which affinely span $F$ such that $\beta_1, \ldots, \beta_\ell$ is a basis of $V$. But then because the collection of roots in Type A is totally unimodular, any subset of roots which forms a basis of $V$ generates the root lattice $Q$. This means that we have $\mu = \lambda + \sum_{i=1}^n b_i \beta_i$ for $b_i \in \mathbb{Z}$. By acting by the Weyl group we are free to assume that $F$ contains $\lambda$. Hence the unique point in $(\mu + \text{Span}_g(X)) \cap F$ is $\lambda + \sum_{i=1}^n b_i \beta_i$, which indeed belongs to $Q + \lambda$ because the $b_i$
are integers. This argument gives a much simpler proof of Lemma 2.9 for Type A, but we have been unable to adapt it to other types where the collection of roots is not totally unimodular.

4.7. The projection-dilation constant for centrally symmetric sets. Let \( S \subseteq V \) be a centrally symmetric, bounded set. Then we can define the projection-dilation constant of \( S \) to be the be minimal \( \kappa \geq 1 \) such that for all nonzero subspaces \( \{0\} \neq U \subseteq V \) spanned by elements of \( S \), we have \( \pi_U(\text{ConvexHull}(S)) \subseteq \kappa \cdot \text{ConvexHull}(S \cap U) \). Lemma 2.10 asserts that the projection-dilation constant of \( \Phi^\vee \) is strictly less than 2. It might be interesting to study this quantity for other choices of \( S \). For example, if we set \( S := \{(\pm 1, \pm 1, \ldots, \pm 1)\} \subseteq \mathbb{R}^n \) be the set of vertices of the standard \( n \)-hypercube, then it can be shown that the projection-dilation constant of \( S \) is at least on the order of \( \sqrt{n} \); to see this we can take \( U \) to be the orthogonal complement to the vector \((m, 1, 1, \ldots, 1)\) where \( m \) is an integer close to \( \sqrt{n} \). More generally, we might consider \( S_{n,k} \), the set of vectors in \( \mathbb{R}^n \) with \( k \) nonzero entries which are all \( \pm 1 \). So \( S_{n,k} \) is the set of vertices of the \( n \)-hypercube, and has unbounded projection-dilation constant. On the other hand, \( S_{n,2} \) is the root system \( \Phi = D_n \), and has projection-dilation constant bounded by 2.

**Appendix A. The projection-dilation property of root polytopes**

In this appendix, we prove Lemma 2.10, concerning dilations of projections of the root polytope \( P_{\Phi^\vee} := \text{ConvexHull}(\Phi^\vee) \). Unfortunately our proof will consist of a case-by-case analysis, invoking the classification of root systems. Hence, we now go over this classification.

The *Cartan matrix* of \( \Phi \) is the \( n \times n \) matrix \( C = (C_{ij}) \) with entries \( C_{ij} = \langle \alpha_i, \alpha_j^\vee \rangle \) for all \( i, j \in [n] \). In other words, the rows of the Cartan matrix are the coefficients expressing the simple roots in the basis of fundamental weights. The matrix \( C \) determines \( \Phi \) up to isomorphism. The *Dynkin diagram* of \( \Phi \) is another way of encoding the same information as the Cartan matrix, in the form of a decorated graph. The Dynkin diagram, which has \([n]\) as its set of nodes, is obtained as follows: first for all \( i \neq j \in [n] \) we draw \( \langle \alpha_i, \alpha_j^\vee \rangle \langle \alpha_j, \alpha_i^\vee \rangle \) edges between \( i \) and \( j \); then, if \( \langle \alpha_i, \alpha_j^\vee \rangle \neq \langle \alpha_j, \alpha_i^\vee \rangle \) for some \( i \neq j \in [n] \) we draw an arrow on top of the edges between \( i \) and \( j \), with the arrow going from \( i \) to \( j \) if \( \langle \alpha_i, \alpha_j^\vee \rangle \geq \langle \alpha_j, \alpha_i^\vee \rangle \). That \( \Phi \) is irreducible is equivalent to this Dynkin diagram being connected. There are no arrows in the Dynkin diagram of \( \Phi \) if and only if \( \Phi \) is simply laced. Figure 7 depicts the Dynkin diagrams for all the irreducible root systems: these are the classical types \( A_n \) for \( n \geq 1 \), \( B_n \) for \( n \geq 2 \), \( C_n \) for \( n \geq 3 \), \( D_n \) for \( n \geq 4 \), as well as the exceptional types \( G_2 \), \( F_4 \), \( E_6 \), \( E_7 \), and \( E_8 \). The subscript in the name of the type denotes the number of nodes of the Dynkin diagram, i.e. the number of simple roots. Our numbering of the simple roots here is consistent with Bourbaki [5]. The dual Dynkin diagram of \( \Phi \), i.e. the Dynkin diagram of \( \Phi^\vee \), is obtained from that of \( \Phi \) by reversing the direction of the arrows.

One can observe that in Figure 7 we added some extra decorations to the Dynkin diagrams: we filled in black some nodes and we circled some nodes. Let us now explain what these extra decorations mean. In an irreducible root system \( \Phi \), there exists a unique positive root that is maximal with respect to root order. We denote this root by \( \theta \in \Phi \) and we call it the highest root. We use \( \bar{\theta} \) to denote the root of \( \Phi \) for which \( \bar{\theta}^\vee \) is the highest root of \( \Phi^\vee \) (\( \bar{\theta} \) is called the highest short root). The existence of a highest root implies that the minuscule weights of \( \Phi \) are a subset of the fundamental weights. In Figure 7, we filled in black the nodes \( i \in [n] \) of the Dynkin diagram for which \( \omega_i \) is a minuscule weight. And in Figure 7, we circled the nodes \( i \in [n] \) of the Dynkin diagram for which \( \{\alpha_1^\vee, \alpha_2^\vee, \ldots, \alpha_i^\vee, \ldots, \alpha_n^\vee, -\bar{\theta}^\vee\} \) (where the
overline denotes omission) forms the set of simple roots of an irreducible root system. We also refer to these nodes as “the nodes whose removal does not disconnect the dual extended Dynkin diagram,” although we will not explain precisely what an extended Dynkin diagram is. Note that the nodes corresponding to minuscule weights are always a subset of this collection (this can be established uniformly: e.g. there is a copy of the abelian group \( P/Q \) inside of \( W \) which transitively permutes the set \( \{ \alpha_\lor^\lor \colon \omega_i \text{ is minuscule} \} \cup \{ -\theta^\lor \} \), as described in [15]).

By now we have seen the significance of the minuscule weights. What is the significance of the nodes whose removal does not disconnect the dual extended Dynkin diagram? They arise in a description of the facets of the root polytope due to Cellini and Marietti [6].

**Theorem A.1** (Cellini and Marietti [6]). We have

\[
\mathcal{P}_{\Phi^\lor} = \left\{ v \in V : \langle v, w(\omega_i) \rangle \leq a_i, \text{ for all } w \in W, \text{ and all } i \in [n] \right\}
\]

of the Dynkin diagram of \( \Phi \)

whose removal does not disconnect

the dual extended Dynkin diagram

where the coefficients \( a_i \) are determined by writing \( \hat{\theta}^\lor = a_1 \alpha_1^\lor + a_2 \alpha_2^\lor + \cdots + a_n^\lor \).

Note that \( \omega_i \) is a minuscule weight of \( \Phi \) if and only if the corresponding coefficient \( a_i \) in the expansion \( \hat{\theta}^\lor = a_1 \alpha_1^\lor + a_2 \alpha_2^\lor + \cdots + a_n^\lor \) satisfies \( a_i = 1 \).

Now let us return to our discussion of Lemma 2.10. Lemma 2.10 asserts that for any nonzero subspace \( \{0\} \neq U \subseteq V \) spanned by a subset of \( \Phi^\lor \), there is some \( 1 \leq \kappa < 2 \) so that \( \pi_U(\mathcal{P}_{\Phi^\lor}) \subseteq \kappa \cdot \mathcal{P}_{\Phi^\lor} \) (where we recall the notation \( \Phi^\lor_U := \Phi^\lor \cap U \)). Recall that in Example 2.11 we gave an example showing what these projections look like, and explaining why this assertion is nontrivial.
We find it more convenient to work with the polar dual of the root polytope rather than the root polytope itself: this polar dual is $P^\bullet_\Phi$. Theorem A.1 says that the vertices of $P^\bullet_\Phi$, lying in $P^\bullet_\Phi$, are $\frac{1}{i} \omega_i$ for nodes $i \in [n]$ whose removal does not disconnect the dual extended Dynkin diagram. Let us refer to these as the dominant vertices of $P^\bullet_\Phi$. The minuscule weights of $\Phi$ are always dominant vertices of $P^\bullet_\Phi$, but there may be more dominant vertices than this (although there are not too many more, as can be seen in Figure 7). Formulas for the simple root coordinates of the dominant vertices of $P^\bullet_\Phi$ for the classical types are recorded in Table 4: these can be obtained by computing the inverse of a Cartan matrix; see, e.g. [14, §13, Table 1]. We have so far assumed that $\Phi$ is irreducible; but note that if $\Phi$ is reducible with $\Phi = \Phi' \oplus \Phi''$ then $P^\bullet_\Phi = P^\bullet_{\Phi'} \times P^\bullet_{\Phi''}$ (and so the dominant vertices of $P^\bullet_\Phi$ are the sums of the dominant vertices of $P^\bullet_{\Phi'}$ and of $P^\bullet_{\Phi''}$).

Lemma 2.10 amounts to the assertion for any nonzero subspace $\{0\} \neq U \subseteq V$ spanned by a subset of $\Phi^\vee$, we have $(v, \alpha^\vee) < 2$ for all vertices $v$ of $P^\bullet_{\Phi'}$ and $\alpha^\vee \in \Phi^\vee$. First let us observe that we can reduce to the case where $\dim(U) = \dim(V) - 1$. Indeed, note that if there were $U \subseteq V$ and $\alpha^\vee \in \Phi^\vee$ which provided a counterexample, then this counterexample would also occur for the root system $\Phi \cap (U + \text{Span}_R(\alpha))$. Moreover, by Proposition 2.1, we can also assume that $U$ is a parabolic subspace. Thus, we may assume that $U$ is a maximal parabolic subspace of $\Phi$, i.e. a subspace spanned by all but one of the simple roots. For $i \in [n]$, we use the notation $\Phi_i := \Phi_{[n] \setminus \{i\}}$ and $W_i := W_{[n] \setminus \{i\}}$.

So to prove Lemma 2.10 we need only show that for all $i \in [n]$, we have $(v, \alpha_i^\vee) < 2$ for all vertices $v$ of $P^\bullet_{\Phi_i}$ and $\alpha_i^\vee \in \Phi_i^\vee$. By the $W_i$-invariance of $P^\bullet_{\Phi_i}$, it is enough to prove this for the $\Phi_i^\vee$-dominant vertices $v$ of $P^\bullet_{\Phi_i}$, and for $\alpha_i^\vee \in \Phi_i^\vee$ which are $\Phi_i^\vee$-dominant in the sense that $(\alpha_j, \alpha_i^\vee) \geq 0$ for all $j \neq i \in [n]$. Furthermore, clearly we need only consider $\alpha_i^\vee \in \Phi_i^\vee \setminus \Phi_i$. We have a good understanding of the $\Phi_i^\vee$-dominant vertices of $P^\bullet_{\Phi_i}$ thanks to Theorem A.1. To understand the $\Phi_i^\vee$-dominant coroots $\alpha_i^\vee \in \Phi_i^\vee \setminus \Phi_i$, we can appeal to Oshima’s lemma:

**Lemma A.2.** (“Oshima’s lemma” [7, 22]). For any $i \in [n]$, any $c \in \mathbb{Z}$, and any $\ell \in \mathbb{R}_{>0}$, there is at most one coroot $\alpha_i^\vee \in \Phi_i^\vee \setminus \Phi_i$ with $\alpha_i^\vee$ coordinate $c$ (in the basis of simple coroots) and $(\alpha_i^\vee, \alpha_i^\vee) = \ell$ which is $\Phi_i^\vee$-dominant.

| $\Phi$ | Dominant vertices of $P^\bullet_\Phi$. |
|-------|-------------------------------------|
| $A_n$ | $\omega_j = \sum_{i=1}^{n} \min\left(\frac{i(n+1-j)}{n+1}, \frac{i(n+1-i)}{n+1}\right) \alpha_i$, for all $j \in [n]$. |
| $B_n$ | $\omega_n = \sum_{i=1}^{n} \frac{i}{2} \alpha_i$. |
| $C_n$ | $\omega_1 = \left(\sum_{i=1}^{n-1} \alpha_i\right) + \frac{1}{2} \alpha_n$; $\frac{1}{2} \omega_n = \left(\sum_{i=1}^{n-1} \frac{1}{2} \alpha_i\right) + \frac{n}{2} \alpha_n$. |
| $D_n$ | $\omega_1 = \left(\sum_{i=1}^{n-2} \alpha_i\right) + \frac{1}{4} \alpha_{n-1} + \frac{1}{2} \alpha_n$; $\omega_{n-1} = \left(\sum_{i=1}^{n-2} \frac{1}{2} \alpha_i\right) + \frac{n-2}{4} \alpha_{n-1} + \frac{n}{2} \alpha_n$; $\omega_n = \left(\sum_{i=1}^{n-2} \frac{1}{4} \alpha_i\right) + \frac{n-2}{4} \alpha_{n-1} + \frac{n}{4} \alpha_n$. |

Table 4. Formulas for the simple root coordinates of the dominant vertices of $P^\bullet_\Phi$. |
Actually Oshima’s lemma is more general in that it applies to all parabolic subgroups, not just maximal parabolic subgroups. But Lemma A.2 is all we will need. Using Lemma A.2 (together with knowledge of the simple root coordinates of the highest roots as recorded for instance in [14, §12, Table 2]) it is easy to determine all the $\Phi_\vee$-dominant representatives for $W_i$-orbits of $\Phi^\vee \setminus \Phi_\vee^\vee$. For the classical types, this information is recorded in Table 5.

| $\Phi$ | $i$ | $\Phi_\vee^\vee$-dominant representatives for $W_i$-orbits of $\Phi^\vee \setminus \Phi_\vee^\vee$ |
|--------|-----|-------------------------------------------------------------------------------------------------|
| $A_n$  | $i = 1, \ldots, n$ | $\alpha_1^\vee + \alpha_2^\vee + \cdots + \alpha_n^\vee$ (long); $-\alpha_1^\vee$. |
| $B_n$  | $i = 1$ | $2\alpha_1^\vee + 2\alpha_2^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (long); $-2\alpha_1^\vee - 2\alpha_2^\vee - \cdots - 2\alpha_{n-1}^\vee - \alpha_n^\vee$ (long); $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (short); $-\alpha_1^\vee$ (short). |
| $B_n$  | $i = 2, \ldots, n - 2$ | $2\alpha_1^\vee + 2\alpha_2^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (long); $-2\alpha_1^\vee - 2\alpha_2^\vee - \cdots - 2\alpha_{n-1}^\vee - \alpha_n^\vee$ (long); $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (short); $-\alpha_1^\vee - 2\alpha_2^\vee - 2\alpha_3^\vee - \cdots - 2\alpha_{n-1}^\vee - \alpha_n^\vee$ (short); $\alpha_1^\vee + \cdots + \alpha_1^\vee + 2\alpha_{i+1}^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (short); $-\alpha_1^\vee$ (short). |
| $B_n$  | $i = n$ | $2\alpha_1^\vee + 2\alpha_2^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (long); $-\alpha_n^\vee$ (long); $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_{n-1}^\vee + \alpha_n^\vee$ (short); $-\alpha_{n-1}^\vee - \alpha_n^\vee$ (short). |
| $C_n$  | $i = 1$ | $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_n^\vee$ (long); $-\alpha_1^\vee$ (long); $\alpha_1^\vee + \alpha_2^\vee + \cdots + \alpha_n^\vee$ (short); $-\alpha_1^\vee - \alpha_2^\vee - \cdots - \alpha_n^\vee$ (short). |
| $C_n$  | $i = 2, \ldots, n - 2$ | $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_n^\vee$ (long); $-\alpha_1^\vee - 2\alpha_2^\vee - 2\alpha_3^\vee - \cdots - 2\alpha_n^\vee$ (long); $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_n^\vee$ (long); $-\alpha_1^\vee$ (long); $\alpha_1^\vee + \alpha_2^\vee + \cdots + \alpha_n^\vee$ (short); $-\alpha_1^\vee - \alpha_2^\vee - 2\alpha_3^\vee - \cdots - \alpha_n^\vee$ (short). |
| $C_n$  | $i = n$ | $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_n^\vee$ (long); $-\alpha_n^\vee - 2\alpha_n^\vee$ (long); $\alpha_1^\vee + \alpha_2^\vee + \cdots + \alpha_n^\vee$ (short); $-\alpha_n^\vee$ (short). |
| $D_n$  | $i \in \{1, n - 1, n\}$ | $\alpha_1^\vee + \alpha_2^\vee + \cdots + \alpha_n^\vee$; $-\alpha_1^\vee$. |
| $D_n$  | $i = 2, \ldots, n - 2$ | $\alpha_1^\vee + 2\alpha_2^\vee + 2\alpha_3^\vee + \cdots + 2\alpha_{n-2}^\vee + \alpha_{n-1}^\vee + \alpha_n^\vee$; $-\alpha_1^\vee - 2\alpha_2^\vee - 2\alpha_3^\vee - \cdots - 2\alpha_{n-2}^\vee - \alpha_{n-1}^\vee - \alpha_n^\vee$. |

Table 5. Orbit representatives for the roots under the action of maximal parabolic subgroups for the classical types.
By combining the information contained in Tables 4 and 5 (together with knowledge of what the Dynkin diagram of \( \Phi \) looks like), we can compute for any \( i \in [n] \) the maximum value of \( \langle v, \alpha \rangle \) over \( v \in P_{\Phi^{\vee}} \) and \( \alpha \in \Phi^{\vee} \setminus \Phi_{\Phi}^{\vee} \) for the classical types: this information is recorded in Table 6. For the exceptional types, we have computed these maximums using computer; this information is recorded in Table 7. Sage [25, 26] code used to generate Table 7 is available upon request from the first author.

An inspection of Table 6 and Table 7 completes the verification of Lemma 2.10.

| \( \Phi \) | \( i \) | \( \max \langle v, \alpha \rangle \) | \( v \in P_{\Phi^{\vee}}, \alpha \in \Phi^{\vee} \setminus \Phi_{\Phi}^{\vee} \) for max |
|---|---|---|---|
| \( A_n \) | \( i = 1, \ldots, n \) | \( \frac{n-1}{i} + \frac{n-1}{n-i+1} \) | \( v = \omega_{i-1} + \omega_{i+1}; \alpha = -\alpha_i^{\vee} \) |
| \( B_n \) | \( i = 1 \) | \( \frac{1}{2} \) | \( v = \omega_{n}^{\vee}; \alpha = -\alpha_i^{\vee} \) |
| \( B_n \) | \( i = 2, \ldots, n - 1 \) | \( \frac{2i-2}{i} \) | \( v = \omega_{i-1}^{\vee} + \omega_{i}^{\vee}; \alpha = -2\alpha_{i}^{\vee} - \cdots - 2\alpha_{n-1}^{\vee} - \alpha_{n}^{\vee} \) |
| \( B_n \) | \( i = n \) | \( \frac{2n-2}{n} \) | \( v = \omega_{n-1}^{\vee}; \alpha = -\alpha_{n}^{\vee} \) |
| \( C_n \) | \( i = 1 \) | \( \frac{2n-1}{n} \) | \( v = \omega_{n}^{\vee}; \alpha = -\alpha_i^{\vee} \) |
| \( C_n \) | \( i = 2, \ldots, n - 1 \) | \( \frac{2i-3}{n-1} \) | \( v = \omega_{i-1}^{\vee} + \omega_{i}^{\vee} + \omega_{i+1}^{\vee}; \alpha = -\alpha_i^{\vee} \) |
| \( C_n \) | \( i = n \) | \( \frac{2n-4}{n} \) | \( v = \omega_{2}^{\vee} + 2\alpha_{1}^{\vee} + 2\alpha_{2}^{\vee} + \cdots + 2\alpha_{n}^{\vee} \) |
| \( D_n \) | \( i = 1 \) | \( \frac{2n-1}{n} \) | \( v = \omega_{2}^{\vee}; \alpha = -\alpha_i^{\vee} \) |
| \( D_n \) | \( i = 2, \ldots, n - 3 \) | \( \frac{2n-5}{n-2} \) | \( v = \omega_{i-1}^{\vee} + \omega_{i}^{\vee} + \omega_{i+1}^{\vee}; \alpha = -\alpha_i^{\vee} \) |
| \( D_n \) | \( i = n - 2 \) | \( \frac{2n-4}{n-2} \) | \( v = \omega_{n-3}^{\vee} + \omega_{n-2}^{\vee} + \omega_{n-1}^{\vee} + \omega_{n}^{\vee}; \alpha = -\alpha_i^{\vee} \) |
| \( D_n \) | \( i \in \{n-1, n\} \) | \( \frac{2n-4}{n-1} \) | \( v = \omega_{n-3}^{\vee}; \alpha = -\alpha_i^{\vee} \) |

Table 6. Maximum values of \( \langle v, \alpha \rangle \) for \( v \in P_{\Phi^{\vee}}, \alpha \in \Phi^{\vee} \setminus \Phi_{\Phi}^{\vee} \) for the classical types. We use \( \{\omega_{j}^{\vee}; j \neq i \in [n]\} \) to denote the fundamental weights of \( \Phi_{\Phi} \) (with the convention \( \omega_{0}^{\vee} := \omega_{n+1}^{\vee} := 0 \)). The overall maximum for each \( \Phi \) is highlighted in gray.

**Remark A.3.** Let \( \kappa \geq 1 \) be minimal such that \( \pi_{U}(P_{\Phi^{\vee}}) \subseteq \kappa \cdot P_{\Phi^{\vee}} \) for all nonzero subspaces \( \{0\} \neq U \subseteq V \) spanned by a subset of \( \Phi^{\vee} \). We just proved that \( \kappa < 2 \). How close to 2 does it get? Looking at Table 6, we see that it gets arbitrarily close to 2. Moreover, \( (2 - \kappa) \) appears to be on the order of \( n^{-1} \). Therefore, one might wonder how the quantity \( (\text{rank of } \Phi) \times (2 - \kappa) \) behaves for various \( \Phi \). This information is recorded in Table 8. The root system which minimizes the quantity \( (\text{rank of } \Phi) \times (2 - \kappa) \) (i.e. the root system which “comes closest” to breaking Lemma 2.10, at least relative to its rank) is \( \Phi = E_8 \). Hence we have added to the long list of ways in which \( E_8 \) is the “most exceptional” root system (see, e.g. [12]).
Table 7. Maximum values of $\langle v, \alpha \rangle$ for $v \in \mathcal{P}_i^{\Phi^\vee} \setminus \Phi_i^\vee$ for the exceptional types. The overall maximum for each $\Phi$ is highlighted in gray.

| $\Phi$ | $i$ | $\max \langle v, \alpha \rangle$ |
|--------|-----|----------------------------------|
| $G_2$  | 1   | $3/2$                            |
| $G_2$  | 2   | $1/2$                            |
| $F_4$  | 1   | $1$                              |
| $F_4$  | 2   | $5/3$                            |
| $F_4$  | 3   | $11/6$                           |
| $F_4$  | 4   | $3/2$                            |
| $E_6$  | 1   | $5/4$                            |
| $E_6$  | 2   | $3/2$                            |
| $E_6$  | 3   | $17/10$                          |
| $E_6$  | 4   | $11/6$                           |
| $E_6$  | 5   | $17/10$                          |
| $E_6$  | 6   | $5/4$                            |
| $E_7$  | 1   | $3/2$                            |
| $E_7$  | 2   | $12/7$                           |
| $E_7$  | 3   | $11/6$                           |
| $E_7$  | 4   | $23/12$                          |
| $E_7$  | 5   | $28/15$                          |
| $E_7$  | 6   | $7/4$                            |
| $E_7$  | 7   | $4/3$                            |
| $E_8$  | 1   | $7/4$                            |
| $E_8$  | 2   | $15/8$                           |
| $E_8$  | 3   | $27/14$                          |
| $E_8$  | 4   | $59/30$                          |
| $E_8$  | 5   | $39/20$                          |
| $E_8$  | 6   | $23/12$                          |
| $E_8$  | 7   | $11/6$                           |
| $E_8$  | 8   | $3/2$                            |

Table 8. Rank times $(2 - \kappa)$ for all the irreducible root systems, where $\kappa \geqslant 1$ is minimal such that $\mathcal{P}_i^{\Phi^\vee} \subseteq \kappa \cdot \mathcal{P}_i^{\Phi^\vee}$ for all nonzero subspaces $\{0\} \neq U \subseteq V$ spanned by a subset of $\Phi^\vee$.

| $\Phi$ | $(\text{rank of } \Phi) \times (2 - \kappa)$ |
|--------|--------------------------------------------|
| $A_n$  | always $\geqslant 2$ (for $n \geqslant 2$), and $\approx 4$ as $n \to \infty$ |
| $B_n$  | $2$                                        |
| $C_n$  | always $> 1$, but $\approx 1$ as $n \to \infty$ |
| $D_n$  | always $> 1$, but $\approx 1$ as $n \to \infty$ |
| $G_2$  | $1$                                        |
| $F_4$  | $7/2$                                      |
| $E_6$  | $1$                                        |
| $E_7$  | $7/12$                                     |
| $E_8$  | $9/5$                                      |
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