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Abstract
We introduce a class of communication tests where the task is to communicate partial ignorance by means of a physical system. We present a full characterization of the implementations of these tests in the qubit case and partial results for qudits. A peculiar observation is that two physical systems with the same operational dimensions may differ with respect to implementations of these tasks, as is shown to be the case for the qubit and rebit. Finally, we consider the natural question whether some of the communication tests are more difficult than others. A new preordering that we call the ultraweak matrix majorization is presented to answer this question in a theory-independent way.
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1. Introduction

In any ordinary communication scenario one person (Alice) sends a physical object to another person (Bob). By observing, or measuring, the object Bob hopes to recover the message that Alice has encoded into the system. The possible messages correspond to different states of the system and thereby the measurement outcome obtained by Bob should depend on the encoded message. In the optimal case each state leads to a different measurement outcome. If that kind of measurement exists for a set of states, then the states are called distinguishable.

The basic limitation of the qubit as a communication medium is that, although the qubit has infinitely many pure states, no more than two can be distinguishable. This means that Alice can communicate to Bob a message reliably only if there are just two alternatives, for instance ‘yes’ and ‘no’. If Alice and Bob are instead communicating with \( n \) messages, then the total error probability is at least \( 1 - \frac{2}{n} \). More generally, a \( d \)-dimensional quantum system has
exactly $d$ distinguishable states and the error with $n > d$ messages is at least $1 - d/n$. This simple but fundamental result is sometimes called the basic decoding theorem [1]. The maximal number of distinguishable states of a quantum system links directly to the respective Hilbert space dimension. In fact, the maximal number can be taken as the definition of the operational dimension of any physical system [2]. This dimension makes sense also for hypothetical systems, such as the real Hilbert space qubit. The operational dimension of the real Hilbert space qubit is two, the same as the ordinary qubit.

In the present work we discuss a variant of the usual communication task. In this scenario, Alice is trying to transmit to Bob information about which of the alternatives Bob should not choose. We call this information partial ignorance and we will formulate the communication task as a specific kind of test. The success probability in the test then tells if the communication of partial ignorance has been successful or not; after a successful communication Bob should be able to act as efficiently as Alice. Remarkably, the optimal communication of partial ignorance requires totally different kind of encoding and decoding setup than the usual communication.

The possible ways to transmit partial ignorance with a quantum system are again linked to the respective Hilbert space dimension. We provide a full characterization of the solvable tests in the qubit case and derive certain solutions in the general qudit case. Interestingly, the so-called symmetric informationally complete (SIC) measurements [3, 4] are useful in the communication task of partial ignorance. We will also show that with the real Hilbert space qubit one cannot communicate as much partial ignorance as with the ordinary qubit, even if the operational dimension is two for both of them. We present a systematic way of listing the communication tests that a physical system, existing or hypothetical, can be used to transmit. This introduced communication table can be seen as refined notion of the operational dimension, the latter determining the diagonal of a communication table. Finally, we introduce a preorder on the set of matrices, which we call ultraweak matrix majorization as it is weaker than the matrix majorization [5] and weak matrix majorization [6]. The ultraweak matrix majorization gives a theory independent classification of the communication tasks of partial ignorance.

2. Communication test of partial ignorance

We start by formulating the usual communication scenario as a test. In this test there is an array of $n$ boxes, $n \geq 2$. Charlie, organizing a communication test to Alice and Bob, picks randomly one box and hides a candy into it. Alice and Bob are separated and Charlie tells the correct box to Alice but not to Bob. Alice is allowed to send one qubit to Bob, who then has to open one box based on the information obtained by measuring the qubit. Alice and Bob can agree on the encoding and decoding of information before the test starts, but cannot alter it during the test. Encoding corresponds to some fixed set of states, while decoding corresponds to some fixed measurement apparatus, which we call a measurement. Alice and Bob pass the test if Bob makes no errors when the test is run repeatedly. In order to be successful, Alice must be able to communicate the index of the correct box to Bob with the transmitted qubit. A qubit system has no more than two perfectly distinguishable states. For this reason, Alice can communicate the correct box to Bob without any error only when $n = 2$.

We are then considering a variation of the previous test. The setting is otherwise the same, but now Charlie tells Alice one box where he will not put the candy. Again, Alice is allowed to send one qubit to Bob and they can agree on the encoding and decoding of messages before the test starts. The aim of Alice and Bob is to maximize the probability of Bob opening the box
which contains the candy. The test is run several times so that Charlie can estimate the success probability of Alice and Bob.

Since even Alice does not know the location of the candy, we obviously cannot expect Bob always to open the box with the candy inside. For this reason, we must compare their success probability to the success probability in the case when Alice herself is trying to choose the correct box. The best that Alice can do is to pick randomly one of the \( n - 1 \) boxes, leaving aside the single box that she knows to be empty from what Charlie told to her. Therefore, the success probability of Alice is \( \frac{1}{n-1} \), and to this number we will compare the success probability of Alice and Bob when their communication is limited in some way, e.g. to one qubit passing from Alice to Bob. A possible deviation in the maximal success probabilities in these two scenarios reveals a limitation of the communication medium in question.

There is one important detail in the game that needs to be emphasized. When Charlie tells the location of one empty box to Alice, the rules of the test do not demand him to have already chosen the location of the candy; he simply must single out one box where he will not put the candy. Charlie is even allowed to observe what Alice does before he puts the candy in one of the boxes and gives it to Bob, and he can use this information to minimize the success probability of Alice and Bob.

Before we can study whether Alice and Bob can succeed in the test we need to understand what Alice and Bob need to aim for. We denote by \( p(j|i) \) the probability that Bob chooses the box \( j \) when Charlie has revealed the box \( i \) to be empty. These conditional probabilities are the variables that Alice and Bob try to control by adjusting the encoding and decoding of messages. We write these probabilities in a matrix form, \( C_{ij} = p(j|i) \), and call any such matrix a communication matrix. Communication matrices hence correspond to row-stochastic matrices, i.e. matrices with non-negative entries with each row summing to 1. If Bob never opens a box that Charlie told to be empty, then the diagonal of the matrix \( C \) is zero, \( C_{11} = C_{22} = \cdots = C_{nn} = 0 \). We do not, however, set this as a requirement for allowed communication matrices as Alice and Bob only aim to maximize their success probability and other details are irrelevant. As we will shortly conclude, the optimal communication matrix is determined to have zeros in the diagonal, but this will be a consequence rather than assumption. Summarizing the previous discussion, we conclude that the relevant strategy and actions of Alice and Bob are fully described by a communication matrix \( C \).

For a communication matrix \( C \), we denote by \( P_{\text{succ}}(C) \) the success probability that \( C \) leads to when Charlie tries to prevent Alice and Bob from finding the candy, within the rules of the test. Charlie cannot put the candy to the box that he said to be empty, but he can put it to any other box. Charlie can also freely choose which box he declares to be empty. This can be beneficial if he learns, for instance, that Alice and Bob are using a preplanned strategy that makes them always fail when Charlie tells the first box to be empty. As Charlie can control the locations of the chosen empty box and the candy, we have

\[
P_{\text{succ}}(C) = \min\{C_{ij} : i \neq j\}. \tag{1}
\]

The unique optimal communication matrix, denoted as \( C_{\text{opt}}^n \), is therefore the \( n \times n \) matrix

\[
C_{\text{opt}}^n = \frac{1}{n-1} \begin{bmatrix}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & \cdots & \cdots & 1 & 0
\end{bmatrix} . \tag{2}
\]
We remark that the optimal communication matrix is the same if Charlie chooses the index of the empty box with the uniform probability but is still otherwise freely controlling the location of the candy. In that case, the success probability is given as

\[ P'_{\text{succ}}(C) = \frac{1}{n} \sum_{i=1}^{n} \min_{j \neq i} \{ C_{ij} \} . \]  

(3)

This quantification leads to different numerical values than \( P_{\text{succ}} \), but the unique optimal communication matrix is still \( C_{\text{opt}}^n \). We conclude that Alice and Bob can pass the communication test if and only if they can implement the communication matrix \( C_{\text{opt}}^n \).

3. Qudit implementation and uniformly antidistinguishable states

A physical implementation of a communication matrix \( C \) means that Alice is using some states to encode messages and Bob is then performing a measurement on the system that Alice sends to him. We say that a communication matrix \( C \) has a qudit implementation if there are \( n \) qudit states \( \varrho_1, \ldots, \varrho_n \) and a measurement \( M \) (i.e. POVM) with outcomes \( 1, \ldots, n \) such that

\[ C_{ij} = \text{tr} [\varrho_i M(j)] . \]  

(4)

In particular, the optimal communication matrix \( C_{\text{opt}}^n \) has a qudit implementation if there are qudit states \( \varrho_1, \ldots, \varrho_n \) and a measurement \( M \) such that

\[ \forall i \neq j : \quad \text{tr} [\varrho_i M(j)] = \frac{1}{n-1} . \]  

(5)

Due to the normalization of \( M \) (i.e. \( \sum_j M(j) = I \)), the condition (5) implies that

\[ \forall j : \quad \text{tr} [\varrho_j M(j)] = 0 , \]  

(6)

hence the condition (5) indeed corresponds to the optimal communication matrix \( C_{\text{opt}}^n \), defined in (2).

At this point, we recall that quantum states \( \varrho_1, \ldots, \varrho_n \) are called antidistinguishable [7–11] if there exists a measurement \( M \) with outcomes \( 1, \ldots, n \) such that (6) holds. These kind of states are important in the proof of the influential PBR theorem [12]. We say that states \( \varrho_1, \ldots, \varrho_n \) are uniformly antidistinguishable if there exists a measurement \( M \) with outcomes \( 1, \ldots, n \) such that (5) holds. The question whether Alice and Bob can pass the communication test with \( n \) boxes by using a qudit system as a communication medium therefore reduces to the question if there exists a set of \( n \) uniformly antidistinguishable qudit states. We recall that already a qubit has collections of \( n \) antidistinguishable pure states for any \( n \geq 2 \) [8]. This is, however, not enough to solve the task as the uniform antidistinguishability is a strictly stronger condition than antidistinguishability. In the following example we present a set of antidistin-
guishable states that are not uniformly antidistinguishable.

**Example 1.** A collection of states can be antidistinquishable without being uniformly anti-
distinguishable. To see this, consider four qubit states

\[ \varrho_1 = \frac{1}{2} (I + \sigma_x) , \quad \varrho_2 = \frac{1}{2} (I - \sigma_x) , \]

\[ \varrho_3 = \frac{1}{2} (I + \sigma_y) , \quad \varrho_4 = \frac{1}{2} (I - \sigma_y) . \]
Any measurement $M$ that satisfies (6) for these states must be of the form
\[
M(1) = m_1(\mathbb{I} - \sigma_z), \quad M(2) = m_2(\mathbb{I} + \sigma_z), \\
M(3) = m_3(\mathbb{I} - \sigma_y), \quad M(4) = m_4(\mathbb{I} + \sigma_y),
\]
for some real numbers $m_j \geq 0$ summing to 1, and any such choice (e.g. $m_1 = m_2 = m_3 = m_4 = \frac{1}{4}$) gives a valid solution, thereby showing that the four states are antidistinguishable. However, it is not possible to choose the numbers $m_j$ such that the uniform antidistinguishable condition (5) is satisfied. Namely, if one calculates the outcome probabilities for the states $\varrho_1, \ldots, \varrho_4$ and the measurement $M$, the resulting communication matrix $C$ is as follows:
\[
C = \begin{pmatrix}
0 & 2m_2 & m_3 & m_4 \\
2m_1 & 0 & m_3 & m_4 \\
m_1 & m_2 & 0 & 2m_4 \\
m_1 & m_2 & 2m_3 & 0
\end{pmatrix}.
\]
It is then clear that there is no choice of $m_1, \ldots, m_4$ that would make $C = C_{\text{opt}}^4$, implying that the states $\varrho_1, \ldots, \varrho_4$ are not uniformly antidistinguishable.

In the following we demonstrate that there exists a set of uniformly antidistinguishable qudit states for every $n = 2, \ldots, d$ but does not exist for any $n > d^2$.

**Example 2.** From $n$ distinguishable states one can obtain $n$ uniformly antidistinguishable states by forming suitable mixtures. In particular, a qudit has collections of $n$ uniformly antidistinguishable states for every $n = 2, \ldots, d$. To see this, let $\varrho_1, \ldots, \varrho_n$ be states such that $\text{tr}[\varrho_i M(k)] = \delta_{jk}$ for some measurement $M$. We define new states $\varrho'_1, \ldots, \varrho'_n$ as
\[
\varrho'_i = \frac{1}{n-1} \sum_{j \neq i} \varrho_j.
\]
Then
\[
\text{tr}[\varrho'_i M(j)] = \frac{1}{n-1}
\]
for every $i \neq j$, therefore the states $\varrho'_1, \ldots, \varrho'_n$ are uniformly antidistinguishable.

**Proposition 1.** There can be at most $d^2$ uniformly antidistinguishable qudit states.

**Proof.** Let us make a counter assumption that $\varrho_1, \ldots, \varrho_n, n > d^2$, are uniformly antidistinguishable, with a measurement $M$. We can arrange the states so that $\{\varrho_i\}_{i=1}^n$ forms a basis for $\text{span}\{\varrho_i\}_{i=1}^n$, so that $\varrho_j = \sum_{i=1}^\ell \alpha_i^j \varrho_i$ for every $1 \leq j \leq n$ for some real numbers $\alpha_1^j, \ldots, \alpha_{\ell}^j$. Here $\ell \leq d^2$ as the dimension of $L_\ell(H)$ is $d^2$, and therefore $\ell < n$.

Fix $j$ such that $\ell < j \leq n$. We then have
\[
0 = \text{tr}[\varrho_j M(j)] = \sum_{i=1}^\ell \alpha_i^j \text{tr}[\varrho_i M(j)] = \frac{1}{n-1} \sum_{i=1}^\ell \alpha_i^j,
\]
hence $\sum_{i=1}^{\ell} \alpha_i^j = 0$. For every $1 \leq k \leq \ell$ we obtain
\[
\frac{1}{n-1} = \text{tr} [\rho_i M(k)] = \sum_{i=1}^{\ell} \alpha_i^j \text{tr} [\rho_i M(k)] = \frac{1}{n-1} \left( \sum_{i=1}^{\ell} \alpha_i^j - \alpha_k^j \right)
\]

implying that $\alpha_k^j = -1$. This is a contradiction and therefore there cannot be more than $d^2$ uniformly antidistinguishable qudit states.

The remaining question is whether a set of $n$ uniformly antidistinguishable qudit states exists for $d < n \leq d^2$. We give a partial answer by relating this question to a suitable symmetry property of the respective measurement.

**Example 3.** A symmetric informationally complete (SIC) measurement is a measurement $M$ with $d^2$ outcomes such that the linear span of $\text{ran} M$ is $L(H)$, each operator $M(j)$ is rank-1, $\text{tr} [M(j)]$ is constant for all $j$, and $\text{tr} [M(j) M(k)]$ is constant for all $j \neq k$ [3, 4]. It can be shown that from this definition follows that for all $j \neq k$ we have
\[
\text{tr} [M(j)] = 1/d, \quad (9)
\]
\[
\text{tr} [M(j) M(k)] = 1/\left(d^2 (d+1)\right). \quad (10)
\]

It further follows that
\[
\text{tr} [M(j)^2] = \text{tr} [M(j)]^2 = 1/d^2. \quad (11)
\]

Let $M$ be a fixed SIC measurement. For each $i = 1, \ldots, d^2$, we define a state $\rho_i$ as
\[
\rho_i = \frac{1}{d-1} (1 - dM(i)). \quad (12)
\]

Using the defining conditions (9) and (10), we obtain
\[
\text{tr} [\rho_i M(i)] = \frac{1}{d-1} \left( \text{tr} [M(i)] - d \text{tr} [M(i)^2] \right) = 0 \quad (13)
\]
and
\[
\text{tr} [\rho_i M(j)] = \frac{1}{d-1} \left( \text{tr} [M(j)] - d \text{tr} [M(i) M(j)] \right) = \frac{1}{d^2 - 1}. \quad (14)
\]

In conclusion, the $d^2$ states $\rho_1, \ldots, \rho_{d^2}$ defined in (12) are uniformly antidistinguishable. It is an open problem if a SIC measurement exists in every dimension $d$, but analytic and numerical solutions are known up to $d \sim 100$; see [13] and the references given there.

**Example 4.** As a modification of the construction in the previous example, let us suppose that $M$ is a measurement with $n \geq d$ outcomes such that each operator $M(j)$ is rank-1, $\text{tr} [M(j)]$ is constant for all $j$, and $\text{tr} [M(j) M(k)]$ is constant for all $j \neq k$. We call this kind of measurement symmetric. The defining requirements imply that
\[
\text{tr} [M(j)] = d/n, \quad (15)
\]
\[ \text{tr} [M(j)M(k)] = \frac{dn - d^2}{n^2(n-1)}. \]  

(16)

For each \( i = 1, \ldots, n \), we define a state \( \varrho_i \) as

\[ \varrho_i = \frac{1}{d-1} (I - \frac{n}{d} M(i)). \]  

(17)

Using the defining conditions (15) and (16), we obtain

\[ \text{tr} [\varrho_i M(i)] = \frac{1}{d-1} \left( \text{tr} [M(i)] - \frac{n}{d} \text{tr} [M(i)^2] \right) = 0 \]  

(18)

and

\[ \text{tr} [\varrho_i M(j)] = \frac{1}{d-1} \left( \text{tr} [M(j)] - \frac{n}{d} \text{tr} [M(i)M(j)] \right) = \frac{1}{n-1}. \]

In conclusion, the \( n \) states \( \varrho_1, \ldots, \varrho_n \) are uniformly antidistinguishable.

The previous results allow us to draw the following conclusion.

**Theorem 1.** There exists a set of \( n \) uniformly antidistinguishable qubit states if and only if \( n \) is 2, 3 or 4.

The proof of this statement follows from our earlier observations. By proposition 1 there can be at most four antidistinguishable qubit states and by example 2 there is a set of two anti-distinguishable qubit states. We use the method of examples 3 and 4 to construct uniformly antidistinguishable sets of 3 and 4 states. First, a qubit SIC measurement is

\[
\begin{align*}
M(1) &= \frac{1}{4} (I + \frac{1}{\sqrt{3}} (\sigma_x + \sigma_y + \sigma_z)), \\
M(2) &= \frac{1}{4} (I + \frac{1}{\sqrt{3}} (\sigma_x - \sigma_y - \sigma_z)), \\
M(3) &= \frac{1}{4} (I + \frac{1}{\sqrt{3}} (-\sigma_x + \sigma_y - \sigma_z)), \\
M(4) &= \frac{1}{4} (I + \frac{1}{\sqrt{3}} (-\sigma_x - \sigma_y + \sigma_z))
\end{align*}
\]

and this leads to four uniformly antidistinguishable states

\[
\begin{align*}
\varrho_1 &= \frac{1}{2} (I - \frac{1}{\sqrt{3}} (\sigma_x + \sigma_y + \sigma_z)), \\
\varrho_2 &= \frac{1}{2} (I - \frac{1}{\sqrt{3}} (\sigma_x - \sigma_y - \sigma_z)), \\
\varrho_3 &= \frac{1}{2} (I - \frac{1}{\sqrt{3}} (-\sigma_x + \sigma_y - \sigma_z)), \\
\varrho_4 &= \frac{1}{2} (I - \frac{1}{\sqrt{3}} (-\sigma_x - \sigma_y + \sigma_z)).
\end{align*}
\]

For \( n = 3 \) we define a measurement \( N \) as

\[
\begin{align*}
N(1) &= \frac{1}{3} (I + \sigma_x), \\
N(2) &= \frac{1}{3} (I - \frac{1}{2} \sigma_x + \frac{\sqrt{3}}{2} \sigma_y), \\
N(3) &= \frac{1}{3} (I - \frac{1}{2} \sigma_x - \frac{\sqrt{3}}{2} \sigma_y).
\end{align*}
\]

It is straightforward to verify that \( N \) is symmetric, thereby giving rise to three uniformly antidistinguishable qubit states. The obtained states are
\[
\begin{align*}
\varrho_1 &= \frac{1}{2} (\mathbb{I} - \sigma_x), \quad \varrho_2 = \frac{1}{2} (\mathbb{I} + \frac{1}{2} \sigma_x - \sqrt{\frac{3}{2}} \sigma_y), \\
\varrho_3 &= \frac{1}{2} (\mathbb{I} + \frac{1}{2} \sigma_x + \sqrt{\frac{3}{2}} \sigma_y).
\end{align*}
\]

With an additional inspection we can see that any uniformly antidistinguishable set of qubit states is a unitary transformation of one of the three previously listed sets. This is easy to see in the Bloch ball picture, which leads to an alternative proof of theorem 1. Let us first recall that antidistinguishable qubit states must be pure [8], namely, a mixed qubit state \( \varrho \) gives \( \text{tr} [\varrho E] > 0 \) for any nonzero positive operator \( E \), hence making the condition (6) impossible to satisfy. We are thus considering \( n \) pure qubit states \( \varrho_1, \ldots, \varrho_n \), and we write them in the Bloch representation as \( \varrho_j = \frac{1}{2} (\mathbb{I} + r_j \cdot \sigma) \), where \( r_j \in \mathbb{R}^3, ||r_j|| = 1 \). This set of states is antidistinguishable if and only if \( \sum_j t_j r_j = 0 \) for some real numbers \( t_j > 0 \) satisfying \( \sum_j t_j = 2 \) [8]. In this case, the antidistinguishing measurement is unique and given as

\[
M(j) = \frac{t_j}{2} (\mathbb{I} - r_j \cdot \sigma).
\]

A direct calculation using this explicit form of \( M \) shows that the stronger condition (5) of uniform antidistinguishability is equivalent to

\[
\forall j \neq k : \quad t_k (1 - r_j \cdot r_k) = \frac{2}{n-1}.
\]

This condition implies that

\[
t_k (1 - r_j \cdot r_k) = t_j (1 - r_k \cdot r_j)
\]

for all \( j \neq k \). But since \( r_j \cdot r_k = r_k \cdot r_j \), this means that either \( t_j = t_k \) or \( r_j \cdot r_k = 1 \). The latter equality cannot hold as \( r_j \neq r_k \). Therefore, we conclude that \( t_1 = t_2 = \cdots = t_n \), implying that \( t_1 = \cdots = t_n = 2/n \). Using this fact the condition (20) takes the form

\[
\forall j \neq k : \quad r_j \cdot r_k = \frac{1}{1-n}.
\]

In particular, all the inner products between two different Bloch vectors must be equal and fixed by \( n \). For a chosen integer \( n = 2, 3, 4 \), the set of states is therefore unique up to a unitary transformation. These constellations are depicted in figure 1.

4. Generalized communication tests

An obvious generalization of the previous tests is that Charlie reveals \( t \) of the \( n-1 \) empty boxes to Alice, where \( t \) is a fixed integer between 1 and \( n-1 \). The number of revealed boxes is agreed before the test starts and Alice and Bob can choose their encoding and decoding accordingly. The first test explained in the beginning of section 2 corresponds to \( t = n-1 \) and then Alice knows exactly where the candy is, while the test described after, the one that connected to \( C_n^{n-1} \), corresponds to \( t = 1 \). The success probability for finding the candy for Alice alone is \( \frac{1}{n^2} \), and we want to know if Alice and Bob can reach this success probability when their communication is limited to some physical system, e.g. qudit, from Alice to Bob.

For Alice to be able to send to Bob the full information that she learns from Charlie, they must use an encoding that has \( \binom{n}{t} \) labels, one label for each possible \( t \) tuple. It is convenient to use the ordered tuples \( (i_1, \ldots, i_t) \), \( 1 \leq i_1 < \cdots < i_t \leq n \), and we denote by \( \Omega_n^t \), the set of all
these ordered tuples. In this notation, the information that Alice gets from Charlie is an order
tuple \((i_1, \ldots, i_t) \in \Omega_{<n; t}\), specifying the boxes which Charlie will keep empty. The condition
for the optimal communication is therefore

\[
p(j|i_1, \ldots, i_t) = \begin{cases} 
0, & \text{if } i \notin \{i_1, \ldots, i_t\} \\
\frac{1}{2^{n-t}}, & \text{otherwise.}
\end{cases}
\]  (23)

The reason for this optimality condition is analogous to the discussion of section 2; Bob
must avoid the known empty locations and choose from other locations with the uniform
probability.

To write the optimal communication probabilities as a matrix, we use the lexicographic
ordering in \(\Omega_{<n; t}\) and label the elements of \(\Omega_{<n; t}\) by integers from 1 to \(\binom{n}{t}\). For instance, in the
case of \(n = 4, t = 2\), we use indices

\[
1 \leftrightarrow (1, 2) \quad 2 \leftrightarrow (1, 3) \quad 3 \leftrightarrow (1, 4) \\
4 \leftrightarrow (2, 3) \quad 5 \leftrightarrow (2, 4) \quad 6 \leftrightarrow (3, 4).
\]

We denote by \(C_{opt}^{n,t}\) the optimal communication matrix of the test, thereby having elements

\([C_{opt}^{n,t}]_{ij} = p(j|i), \) where \(p\) is the conditional probability distribution of (23) written in the previ-
ously explained indexing. For instance,
Generally, \( C_{n,t}^{\text{opt}} \) is \( \binom{n}{t} \times n \) matrix and it can be written as follows. The first row is
\[
\frac{1}{n - t} \begin{bmatrix} 0 & 0 & \cdots & 0 & 1 & \cdots & 1 \end{bmatrix}
\]
with \( t \) zeros. The other rows are all possible permutations of this row that give a different row. The order of the rows is irrelevant and we come back to that point in section 6. This notation generalizes the earlier notation for \( C_n^{\text{opt}} \) introduced in section 2 and we have \( C_n^{\text{opt}} = C_{n,1}^{\text{opt}} \).

A qudit implementation of \( C_n^{\text{opt}} \) means that there exist \( k = \binom{n}{t} \) qudit states \( \varrho_1, \ldots, \varrho_k \) and a measurement \( M \) with the outcome set \{1, \ldots, n\} such that
\[
[C_{n,t}^{\text{opt}}]_{ij} = \text{tr} [\varrho_i M(j)]
\]
for all \( i = 1, \ldots, k \) and \( j = 1, \ldots, n \).

Our first observation is that, other than the cases listed in theorem 1, the previously described tests cannot be implemented with a qubit system.

**Proposition 2.** The optimal communication matrix \( C_{n,t}^{\text{opt}} \) has no qubit realization for any \( t \geq 2 \).

**Proof.** Let \( t \geq 2 \), so that \( n \geq t + 1 = 3 \). We assume that \( C_{n,t}^{\text{opt}} \) is given by qubit states \( \varrho_1, \ldots, \varrho_k \) and a qubit measurement \( M \) via (25). We first observe that the rows of \( C_{n,t}^{\text{opt}} \) are all different, hence the states \( \varrho_1, \ldots, \varrho_k \) must be different. Since \( t \geq 2 \), the first two rows of \( C_{n,t}^{\text{opt}} \) are of the form
\[
\frac{1}{n - t} \begin{bmatrix} 0 & * & \cdots & * \end{bmatrix}.
\]
Therefore, we have \( \text{tr} [\varrho_1 M(1)] = \text{tr} [\varrho_2 M(1)] = 0 \). We further have \( \text{tr} [\varrho_k M(1)] \neq 0 \) and hence \( M(1) \neq 0 \). But since a nonzero singular operator on \( \mathbb{C}^2 \) has a one-dimensional kernel, this is a contradiction. \( \square \)

Our second observation is that \( C_{4,2}^{\text{opt}} \) has a qutrit implementation.

**Example 5.** The optimal communication matrix \( C_{4,2}^{\text{opt}} \) has a qutrit realization. We choose the following six pure states:
\[
\varrho_{12} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \varrho_{13} = \begin{bmatrix} 1 & \frac{1}{2} & \frac{1}{2} \\ -\frac{1}{2} & 1 & \frac{1}{2} \\ -\frac{1}{2} & \frac{1}{2} & 1 \end{bmatrix}, \quad \varrho_{14} = \begin{bmatrix} 1 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & 1 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 1 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 1 \end{bmatrix},
\]
\[
\varrho_{23} = \begin{bmatrix} 1 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & 1 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 1 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 1 \end{bmatrix}, \quad \varrho_{24} = \begin{bmatrix} 1 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & 1 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 1 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 1 \end{bmatrix}, \quad \varrho_{34} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]
The measurement $M$ that leads to the communication matrix $C_{2,2}^{\text{opt}}$ with the previous states is the following:

\[
M(1) = \begin{bmatrix}
\frac{1}{2} & 0 & -\frac{1}{2\sqrt{2}} \\
0 & 0 & 0 \\
-\frac{1}{2\sqrt{2}} & 0 & \frac{1}{2}
\end{bmatrix},
M(2) = \begin{bmatrix}
\frac{1}{2} & 0 & \frac{1}{2\sqrt{2}} \\
0 & 0 & 0 \\
\frac{1}{2\sqrt{2}} & 0 & \frac{1}{2}
\end{bmatrix},
\]

\[
M(3) = \begin{bmatrix}
0 & 0 & 0 \\
\frac{1}{2} & -\frac{1}{2\sqrt{2}} & 0 \\
\frac{1}{2\sqrt{2}} & 0 & \frac{1}{2}
\end{bmatrix},
M(4) = \begin{bmatrix}
0 & 0 & 0 \\
\frac{1}{2} & -\frac{1}{2\sqrt{2}} & 0 \\
0 & -\frac{1}{2\sqrt{2}} & \frac{1}{2}
\end{bmatrix}.
\]

It is straightforward to check that $\text{tr}[\rho_{ij} M(k)] = \frac{1}{2}$ if $k \in \{i,j\}$, and zero otherwise.

We conclude that the new communication tests introduced in this section, i.e. tests with $1 < t < n - 1$, cannot be reduced to the earlier tests. The communication tests have an operationally motivated hierarchy and we will discuss that in section 6.

5. Communication tests using general physical systems

So far, we have been discussing if a certain communication matrix $C$ has a qudit implementation, meaning that $C_{ij} = \text{tr}[\rho_i M(j)]$ for some qudit states $\rho_i$ and qudit measurement $M$. We can equally well ask if a communication matrix $C$ has an implementation with some other physical communication medium. It is also interesting to compare qubit with some hypothetical physical systems, such as real vector space qubit.

As a physical system we will understand anything that is specified with a convex subset $S$ of a real vector space $V$, the set $S$ corresponding to possible states of the system. A measurement with $n$ outcomes is an affine map $M : S \rightarrow \Delta_n$, where $\Delta_n$ is the set of probability distributions $p = (p_1, \ldots, p_n)$. We denote by $\mathcal{M}$ the set of all measurements. A physical system is identified with the state space $S$. This is exactly the framework of operational probabilistic theories, extensively used in studies of quantum foundations; see e.g. [14, 15] and references therein.

We say that a communication matrix $C$ of size $k \times n$ can be implemented with a physical system $S$ if there are states $s_1, \ldots, s_k$ and a measurement $M$ with the outcomes $1, \ldots, n$ such that $C_{ij} = [M(s_i)]_j$, for all $i,j$. The operational dimension of $S$ is, by the definition, the maximal number of distinguishable states. In our framework, this is to say that it is the maximal number $n$ such that the identity matrix $\mathbb{I}_n$ can be implemented with $S$ but $\mathbb{I}_{n+1}$ cannot.

Given a physical system $S$, an obvious task is to characterize all pairs $(n, t)$ such that the optimal communication matrix $C_{n,t}^{\text{opt}}$ can be implemented with $S$. The implementable pairs can be represented in the form of a table; our earlier results on the qubit are summarized in figure 2(a). We call these communication tables of the respective physical systems.

With the following example we demonstrate that two physical systems with the same operational dimension can have different communication tables.

Example 6. The real vector space qubit, or rebit for short, is the two-dimensional (2D) system whose Hilbert space is defined over the real numbers. In particular, the state space of rebits is spanned by the matrices $\mathbb{I}, \sigma_x$, and $\sigma_z$. Hence, the linear span of the Bloch vectors of rebits span a 2D subspace of $\mathbb{R}^3$. The operational dimension of the real bit is two, hence $C_{2,1}^{\text{opt}}$ is implementable but $C_{n,n-1}^{\text{opt}}$ for $n \geq 3$ are not. An analogous discussion as we had in the case
of qubit in section 3 and proposition 2 shows that one can implement $C_{2,1}^{\text{opt}}$ and $C_{3,1}^{\text{opt}}$, but not any other optimal communication matrices. The table summarizing the implementable communication tests of the rebit is depicted in figure 2(b).

### 6. Ultraweak matrix majorization

We have introduced communication tasks and the relevant optimal communication matrices $C_{n,t}^{\text{opt}}$ for $n \geq 2$ and $1 \leq t \leq n - 1$. The question then arises if some of these tasks are more difficult than others. In this section we explain that the proper ordering of difficulty is given by the ultraweak matrix majorization, a preordering that we will introduce next.

We denote by $\mathcal{M}_{a,b}$ the set of $a \times b$ real matrices and by $\mathcal{M}_{\text{row}}^{a,b}$ the set of $a \times b$ row-stochastic matrices. Further, we denote by $\mathcal{M}$ the set of all real matrices of finite size, i.e. $\mathcal{M} = \cup_{a,b} \mathcal{M}_{a,b}$.

**Definition 1.** For two matrices $M \in \mathcal{M}_{a,b}$ and $N \in \mathcal{M}_{c,d}$, we denote $M \preceq N$ if there are row-stochastic matrices $L \in \mathcal{M}_{a,c}^{\text{row}}$ and $R \in \mathcal{M}_{b,d}^{\text{row}}$ such that $M = LNR$. We then say that $M$ is ultraweakly majorized by $N$. We further denote $M \simeq N$ if $M \preceq N \preceq M$.

This definition is related to the concepts of matrix majorization and weak matrix majorization; see [5, 6]. Those relations are typically defined for matrices of the same size, and then the matrix majorization corresponds to having $L = \mathbf{1}$ in definition 1 while the weak matrix majorization corresponds to having $R = \mathbf{1}$. Hence, if a matrix $M$ is majorized or weakly majorized by another matrix $N$, then $M$ is also ultraweakly majorized by $N$.

We start by listing three sufficient criteria for two matrices being ultraweakly equivalent. The proofs are straightforward and we omit them.

**Proposition 3.** In the following cases two matrices $M$ and $N$ satisfy $M \simeq N$.

(a) $M, N \in \mathcal{M}_{a,b}$ and $N$ is obtained from $M$ by permuting rows and columns.

(b) $M \in \mathcal{M}_{a,b}$, $N \in \mathcal{M}_{c,b}$, $c > a$, and $N$ is obtained from $M$ by duplicating some of the rows of $M$. 

![Figure 2. The implementable communication tests for the qubit and rebit. (a) Qubit. (b) Rebit.](image-url)
(c) $M \in \mathcal{M}_{a,b}$, $N \in \mathcal{M}_{a,c}$, $c > a$, and $N$ is obtained from $M$ by adding zero columns to $M$.

**Proposition 4.** For any $M \in \mathcal{M}^{\text{row}}_{a,n} \cup \mathcal{M}^{\text{row}}_{n,b}$, we have

$$V_n \preceq M \preceq 1_n,$$

where

$$V_n = \frac{1}{n} \begin{bmatrix} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{bmatrix}.$$

**Proof.** Let us first consider $M \preceq 1_n$. If $M \in \mathcal{M}^{\text{row}}_{a,n}$, then we can choose $R = 1_n$ and $L = M$, so $LMR = M$. On the other hand, if $M \in \mathcal{M}^{\text{row}}_{n,b}$, then we can choose $L = 1_n$ and $R = M$. This proves the first part.

Let us then consider $V_n \preceq M$. If $M \in \mathcal{M}^{\text{row}}_{a,n}$, we can choose $L = V_n, a$ and $R = V_n, 1$, where $V_n, a$ is a $n \times a$ row-stochastic matrix with all elements equal. Then $LMR = V_n$. Likewise for $M \in \mathcal{M}^{\text{row}}_{n,b}$, we can choose $L = V_n$ and $R = V_n, b$. This concludes the proof. \qed

Next we provide some nontrivial examples when ultraweak majorization holds and when it does not for the optimal communication matrices defined in section 4.

**Example 7.** With the following matrix equations we demonstrate that $C^{\text{opt}}_{2,1} \preceq C^{\text{opt}}_{4,2}$, $C^{\text{opt}}_{3,1} \preceq C^{\text{opt}}_{4,2}$ and $C^{\text{opt}}_{3,1} \preceq C^{\text{opt}}_{4,2}$:

$$\begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \frac{1}{2} \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \tag{27}$$

$$\begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix} \frac{1}{2} \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \frac{1}{2} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}, \tag{28}$$

$$\begin{bmatrix} 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 & 1 \end{bmatrix} \frac{1}{3} \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix} = \frac{1}{3} \begin{bmatrix} 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 \end{bmatrix}. \tag{29}$$
Example 8. We have both $C_{2,1}^{opt} \not\lesssim C_{3,1}^{opt}$ and $C_{3,1}^{opt} \not\lesssim C_{2,1}^{opt}$. Firstly, observe that $\text{rank}(C_{3,1}^{opt}) = 3$ and $\text{rank}(C_{2,1}^{opt}) = 2$, hence we cannot have $C_{3,1}^{opt} \succeq C_{2,1}^{opt}$ as the matrix rank cannot increase in matrix multiplication. On the other hand, suppose that there are matrices $L$ and $R$ such that

$$C_{2,1}^{opt} = LC_{3,1}^{opt}R = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \end{bmatrix} \begin{bmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \\ b_{31} & b_{32} \end{bmatrix} \frac{1}{2} \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}.$$ 

This matrix equation reduces to the following set of equations:

$$
\begin{align*}
    a_{11}(b_{21} + b_{31}) + a_{12}(b_{11} + b_{31}) + a_{13}(b_{11} + b_{21}) &= 0 \\
    a_{11}(b_{22} + b_{32}) + a_{12}(b_{12} + b_{32}) + a_{13}(b_{12} + b_{22}) &= 2 \\
    a_{21}(b_{21} + b_{31}) + a_{22}(b_{11} + b_{31}) + a_{23}(b_{11} + b_{21}) &= 2 \\
    a_{21}(b_{22} + b_{32}) + a_{22}(b_{12} + b_{32}) + a_{23}(b_{12} + b_{22}) &= 0.
\end{align*}
$$

It is straightforward to check that this set of equations does not have a solution where both $L$ and $R$ are row-stochastic. For instance, if $a_{11} = a_{12} = 0$, then $b_{11} = b_{21} = 0$ and $a_{13} = 1$. It follows that $b_{12} = b_{22} = 1$ and $(a_{21} + a_{22})b_{31} = 2$, which is impossible. If $a_{11} = 0$ while $a_{12}, a_{13} \neq 0$, then $b_{11} = b_{21} = b_{12} = 0$, which contradicts the third equation. Moreover, $a_{11}, a_{12}$ and $a_{13}$ cannot all be non-zero for the same reason. Similar observations for other choices of zeros for the first row of $L$ show that there is no choice that works, and therefore $C_{2,1}^{opt} \not\lesssim C_{3,1}^{opt}$.

It is straightforward to see that the ultraweak majorization is a reflexive and transitive relation on $\mathcal{M}$, hence a preorder. Before going into mathematical properties of the ultraweak majorization, we explain its connection to the communication tasks of the earlier sections.

Proposition 5. Let $C \in \mathcal{M}_{a,b}^{row}$ be a row-stochastic matrix that has an implementation with a physical system $S$ (in the sense explained in section 5). Then any row-stochastic matrix $C' \in \mathcal{M}_{c,d}^{row}$ satisfying $C' \succeq C$ also has an implementation with $S$.

Proof. The assumption that $C$ can be implemented with a physical system $S$ means that there are states $s_1, \ldots, s_b$ and a measurement $M$ with the outcomes $1, \ldots, b$ such that $C_{ij} = [M(s_j)]_i$ for all $i, j$. Suppose that $C' \in \mathcal{M}_{c,d}^{row}$ satisfies $C' \succeq C$. This means that there exist $L \in \mathcal{M}_{c,d}^{row}$ and $R \in \mathcal{M}_{b,d}^{row}$ such that $C' = LCR$. We define new states $s'_1, \ldots, s'_c$ as

$$s'_p = \sum_{i=1}^{a} I_{ip}s_i$$

and a new measurement $M'$ as

$$[M'(s)]_q = \sum_{j=1}^{b} R_{jq}[M(s)]_j.$$ 

Then $[M'(s'_p)]_q = C'_{pq}$. \hfill \Box

To illustrate the content of proposition 5 and its proof, we consider the relation $C_{2,1}^{opt} \succeq C_{4,2}^{opt}$ that was shown in (27). Suppose that we have an implementation for $C_{4,2}^{opt}$. The matrix $L$ corresponds to a relabeling of the original states and in this specific case it means that we choose $s'_1 = s_1$ and $s'_2 = s_6$, never using the other states. The matrix $R$ corresponds to a post-processing
of measurement outcomes and in this specific case it means that the outcomes 1 and 2 are interpreted as 1 while the outcomes 3 and 4 are interpreted as 2. With these relabelings the original implementation of $C_{3,1}$ becomes an implementation of $C_{2,1}$; see figure 3.

Example 9. By permuting the rows (or columns) of the antidiagonal matrix $C_{n,n-1}^{opt}$ one can obtain the identity matrix $\mathbb{I}_n$. Thereby, $C_{n,n-1}^{opt} \simeq \mathbb{I}_n$. This is consistent with the fact that if we have $n$ boxes and we know $n-1$ boxes where the candy is not going to be, then we actually know where the candy will be.

The following three results give conditions when two optimal communication matrices are in the ultraweak majorization relation.

Proposition 6. A necessary condition for $C_{n,k}^{opt} \preceq C_{n',k'}^{opt}$ is that $n \leq n'$.

Proof. It is enough to show that $\text{rank}(C_{n,k}^{opt}) = n$ as the matrix rank cannot increase in the matrix multiplication. Let $V \subseteq \mathbb{R}^n$ be the space spanned by the rows of $C_{n,k}^{opt}$ and denote by $V^\perp$ the orthogonal complement of $V$. We first make an assumption that there exists $u \in V^\perp$ such that $u_i \neq u_j$ for some indices $i < j$. We can always find a row $v$ in $C_{n,k}^{opt}$ for which $v_i = 0$ and $v_j > 0$. Further, $C_{n,k}^{opt}$ also contains a row $w$ for which $w_j = v_j$, $w_i = v_i$, and the other components are the same. We then obtain

$$0 = u \cdot v - u \cdot w = u_i(v_i - w_i) + u_j(v_j - w_j) = v_j(u_j - u_i) \neq 0,$$

which is a contradiction. Therefore, contrary to our assumption every $u \in V^\perp$ is of the form $u = s(1, \ldots, 1)$ for some $s \in \mathbb{R}$. Moreover, because all rows of $C_{n,k}^{opt}$ only contain non-negative components, we must have $s = 0$. We conclude that $V^\perp = \{0\}$ and hence $\text{rank}(C_{n,k}^{opt}) = \dim V = n$. □

Our earlier finding $C_{3,1}^{opt} \not\preceq C_{2,1}^{opt}$ in example 8 shows that the condition stated in proposition 6 is not sufficient. The following results generalize the earlier observation $C_{2,1}^{opt} \preceq C_{4,2}^{opt}$ in example 7 by providing a sufficient condition for the ultraweak majorization.

Proposition 7. A sufficient condition for $C_{m,m-1}^{opt} \preceq C_{n,n}^{opt}$ is that $\lfloor \frac{n}{m-1} \rfloor \geq m$.

Proof. The first row of $C_{m,n}^{opt}$ is the vector written in (24). As every distinct permutation of this vector appears in $C_{m,n}^{opt}$, we can find $k := \lfloor \frac{n}{m-1} \rfloor$ rows so that each of them has nonzero elements only in locations where the other rows have zeros. For instance, in the case of $n = 10$, $t = 7$, we choose the following rows:

$$\frac{1}{3} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \end{bmatrix},$$

$$\frac{1}{3} \begin{bmatrix} 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\frac{1}{3} \begin{bmatrix} 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$

It is easy to see that we can choose a matrix $L$ in such away that $LC_{m,n}^{opt}$ has only the previously chosen $k$ rows but is otherwise unchanged. Then we choose a matrix $R$ such that similar columns are added together. Finally, by proposition 3 we can remove zero columns if there are any. In this way, we have obtained $C_{k,k-1}^{opt}$. □
Theorem 2. \( C_{n,t}^{\text{opt}} \preceq C_{n+1,t+1}^{\text{opt}} \).

Proof. We first prove \( C_{n,t}^{\text{opt}} \preceq C_{n+1,t+1}^{\text{opt}} \).

Firstly, observe that \( C_{n+1,t+1}^{\text{opt}} \) is the matrix whose rows are obtained by permuting the row vector

\[
\frac{1}{n-t} \begin{bmatrix} 0 & 0 & \cdots & 0 & 1 & 1 & \cdots & 1 \\
\end{bmatrix}
\]

where there are \( t+1 \) zeros and \( n-t \) ones. Similarly, \( C_{n,t}^{\text{opt}} \) is obtained by permuting the similar vector as above except for the fact that the first row vector has \( t \) zeros. As the order of the rows of an optimal communication matrix does not matter (see Prop. 3), we can write \( C_{n+1,t+1}^{\text{opt}} \) in such a way that it contains \( C_{n,t}^{\text{opt}} \) as a submatrix in the top right corner.

We construct \( L \) as the \( (n-1) t \times (n-1) t \) matrix with a \( (n-1) t \times (n-1) t \) identity matrix as a submatrix on the left. Then \( L C_{n+1,t+1}^{\text{opt}} \) will just be the matrix which contains the first \( (n-1) t \) rows of \( C_{n+1,t+1}^{\text{opt}} \). The first column of this matrix is all zeros.

For \( R \) we can choose the \( n \times (n-1) \) matrix with a \( (n-1) \times (n-1) \) identity matrix as a submatrix in the bottom. As the first column vector of \( L C_{n+1,t+1}^{\text{opt}} \) was all zeros, the first row of \( R \) can be freely chosen. We can, for instance, put a one as the first element. Now \( L C_{n+1,t+1}^{\text{opt}} R = C_{n,t}^{\text{opt}} \) by the construction of \( L \) and \( R \). We have thus shown that \( C_{n,t}^{\text{opt}} \preceq C_{n+1,t+1}^{\text{opt}} \).

For the relation \( C_{n,t-1}^{\text{opt}} \preceq C_{n,t}^{\text{opt}} \), we begin by showing that the rows of \( C_{n,t}^{\text{opt}} \) belong to the convex hull of the rows of \( C_{n,t-1}^{\text{opt}} \). The matrix \( C_{n,t}^{\text{opt}} \) consists of all rows obtained by permuting the vector

\[
\frac{1}{n-t} \begin{bmatrix} 0 & 0 & \cdots & 0 & 1 & 1 & \cdots & 1 \\
\end{bmatrix}
\]

Figure 3. If the communication matrix \( C_{4,2}^{\text{opt}} \) has an implementation with a physical system \( S \), then the communication matrix \( C_{2,1}^{\text{opt}} \) also has an implementation with \( S \) because \( C_{4,2}^{\text{opt}} \) is ultraweakly majorized by \( C_{4,2}^{\text{opt}} \).
where there are $t$ zeros and $n - t$ ones. Likewise, the matrix $C_{n,t-1}^{\text{opt}}$ is obtained by all permutations of the vector 
\[
\begin{bmatrix}
0 & 0 & \cdots & 0 & 1 & \cdots & 1
\end{bmatrix},
\]
where there are $t - 1$ zeros and $n - t + 1$ ones. In particular, we can form any row of $C_{n,t-1}^{\text{opt}}$ by summing up those rows of $C_{n,t}^{\text{opt}}$ that have zeros in the same places as the row in question, all multiplied with the factor $1/(n - t + 1)$. There are always $n - t + 1$ of these rows. Hence, the rows of $C_{n,t-1}^{\text{opt}}$ belong to the convex hull of the rows of $C_{n,t}^{\text{opt}}$. It follows from [6, proposition 3.3] that there exists a row-stochastic matrix $L$ such that $LC_{n,t}^{\text{opt}} = C_{n,t-1}^{\text{opt}}$. Therefore, $C_{n,t-1}^{\text{opt}} \preceq C_{n,t}^{\text{opt}}$.

For completeness, we construct a matrix $L$ that fulfills $LC_{n,t}^{\text{opt}} = C_{n,t-1}^{\text{opt}}$. We denote by $\text{row}_i(C)$ the $i$th row of a matrix $C$. Let us consider the following equation:

\[
\text{row}_i(C_{n,t-1}^{\text{opt}}) = \sum_{k=1}^{\binom{n}{t}} l_{ik} \text{row}_k(C_{n,t}^{\text{opt}}), \quad i = 1, \ldots, \binom{n}{t-1},
\]

where 
\[
l_{ik} = \begin{cases} 
\frac{1}{n - t + 1}, & \text{if } \text{row}_i(C_{n,t-1}^{\text{opt}}) \cdot \text{row}_k(C_{n,t}^{\text{opt}}) = \frac{1}{n - t + 1} \\
0, & \text{otherwise.}
\end{cases}
\]

Notice that $\frac{1}{n - t + 1}$ is the maximal value that the inner product $\text{row}_i(C_{n,t-1}^{\text{opt}}) \cdot \text{row}_k(C_{n,t}^{\text{opt}})$ can have, and in this case the rows $\text{row}_i(C_{n,t-1}^{\text{opt}})$ and $\text{row}_k(C_{n,t}^{\text{opt}})$ share the maximal number of zeros. Because there are $n - t + 1$ of these rows, the matrix $L$ is row-stochastic as constructed and fulfills $LC_{n,t}^{\text{opt}} = C_{n,t-1}^{\text{opt}}$. \qed
As discussed in section 6, the main question related to the present investigation is to characterize all pairs \((n, t)\) such that the optimal communication matrix \(C_{n,t}^{\text{opt}}\) can be implemented with a physical system \(S\). We have answered this question for the qubit and rebit, while we managed to provide some partial answers for the qudit. The previous results imply that some tables describing implementable communication tests are impossible. Two such examples are presented in figure 4. The full characterization of the ultraweak preordering of the optimal communication matrices \(C_{n,t}^{\text{opt}}\) remains an open question.

7. Concluding remark

In this work we have introduced and studied a new class of communication tests. We have completely characterized the implementable tests in the case of qubits and provided partial results for qudits. Recently we have been informed by Julio I de Vicente that the concept of positive semidefinite rank and results presented in [16, 17] are related to this problem. However, it seems to us that the full characterization of implementable tests with qudits and their ultraweak majorizations remain open problems.
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