Applying artificial intelligence to scientific problems (namely AI for science) is currently under hot debate. However, the scientific problems differ much from the conventional ones with images, texts, and etc., where new challenges emerge with the unbalanced scientific data and complicated effects from the physical setups. In this work, we demonstrate the validity of the deep convolutional neural network (CNN) on reconstructing the lattice topology (i.e., spin connectivities) in the presence of strong thermal fluctuations and unbalanced data. Taking the kinetic Ising model with Glauber dynamics as an example, the CNN maps the time-dependent local magnetic momenta (a single-node feature) evolved from a specific initial configuration (dubbed as an evolution instance) to the probabilities of the presences of the possible couplings. Our scheme distinguishes from the previous ones that might require the knowledge on the node dynamics, the responses from perturbations, or the evaluations of statistic quantities such as correlations or transfer entropy from many evolution instances. The fine tuning avoids the “barren plateau” caused by the strong thermal fluctuations at high temperatures. Accurate reconstructions can be made where the thermal fluctuations dominate over the correlations and consequently the statistical methods in general fail. Meanwhile, we unveil the generalization of CNN on dealing with the instances evolved from the unlearnt initial spin configurations and those with the unlearnt lattices. We raise an open question on the learning with unbalanced data in the nearly “double-exponentially” large sample space.

Massive efforts have been made recently in applying artificial intelligence (AI) to science [1–4], which permits to solve various problems that cannot be validly solved via the conventional methods. For instance, we usually consider to simulate the physical properties of a system with known parameters (e.g., interactions, temperature, etc.). Machine learning (ML) opens new data-driven avenues to solving the inverse problems [5], such as the predictions of crystal structures [6, 7] and Hamiltonians [8–11] given the relevant data.

Focusing on the Ising model described by the Glauber dynamics [12], it has served as a fundamental mathematic model in statistic physics [13–16], sociology [17, 18], biology [19, 20], and etc. A common practice with the Ising model (and many others) for investigating the interesting phenomena is to simulate with priorly assumed parameters. Considering that the dynamic or thermodynamic data are accessible in many realistic or experimental scenarios, efficient methods for estimating the parameters of the model (particularly the connectivities among the Ising spins) from the observed data are strongly desired.

Massive efforts have been made in reconstructing the lattice topology from data (see, for instance, Refs. [21–39]). The previous methods require, e.g., certain priori knowledge on the node dynamics, the responses by implementing the designed perturbations, or the sparsity of the connections [21–26]. Such requirements limit their applications in the realistic scenarios. A different but related kind of approaches are developed to reconstruct the topology by estimating the statistic quantities from data, such as the correlations among the nodes, likelihood function, or the transfer entropy [27–32, 38]. The validity of such methods strongly relies on the relevance between the topology and the statistic quantities [40], as well as the precision of estimating such quantities. It remains to be open whether AI, in particular ML, could give birth to robust methods with less reliance on data and priori knowledge. One may refer to some pioneering works in Refs. [41–45].

In this work, we propose to reconstruct the lattice topology by deep convolutional neural network (CNN). The CNN maps the time-and-space magnetic momenta (a single-node feature) in an evolution from a specific initial state to the probabilities on the presences of the possible Ising couplings. See the illustration of our idea and the structure of the CNN in Fig. 1. The evolution data from one specific initial state is called an evolution instance. Our scheme requires neither the priori information on the node dynamics nor any responses from perturbations. The trained CNN acts as a “network generator” [43] and predicts the lattice topology from just one instance. Thus in making the prediction of the connectivities, our method does not require many instances to evaluate the sophisticated statistic quantities such as the correlations [22, 23] or transfer entropy [28, 32].

At the high temperatures where the thermal fluctuations dominate over the correlations, the perturbative and statistic methods in general become invalid or inaccurate. We show the emergence of a “barren plateau” [11, 46] caused by the strong thermal fluctuations. By fine-tuning the CNN trained with the low-temperature data, we obtain accurate predictions on the topology even at very high temperatures, and the barren plateau is avoided. Finally, we reveal the generalization of CNN on dealing with the instances that are evolved from the unlearnt initial configurations and those with the unlearnt lattices. We argue that the topology reconstruction from single instance is faced with a big challenge on the “double-exponential” complexity of the sample space and on learning with unbalanced data.

Method.— Considering the kinetic Ising model that obeys
The Glauber dynamics, the magnetic momenta satisfy
\[
s_i(m+1)\tau = \left[ -s_i(m\tau) + \tanh \frac{\tau}{T} \sum_j A_{ij} s_j(m\tau) \right] \tau + s_i(m\tau),
\]
where \(s_i(m\tau)\) denotes the magnetic momentum of the \(i\)-th spin at the time \(t = m\tau\), \(\tau\) characterizes the discretization of time, and \(T\) is the temperature. The element of the adjacent matrix \(A_{ij}\) indicates the coupling between the \(i\)-th and \(j\)-th spins. For simplicity, \(A_{ij} = 1\) means that the \(i\)-th and \(j\)-th spins are connected (coupled), and \(A_{ij} = 0\) means no connection. We take the Boltzmann constant \(k_B = 1\) for convenience.

The goal is to predict the connections among the \(L\) Ising spins, i.e., the adjacency matrix \(A_{ij}\), provided with the space-and-time-dependent magnetic momenta \(\{s_i(m\tau)\}\) for \(i = 1, \ldots, L\) and \(m = 0, \ldots, M - 1\). The total evolution time satisfies \(T\text{con} = (M - 1)\tau\). The \(\{s_i(m\tau)\}\) evoluted from a specific initial state \(s_i(0) = \pm 1\) is dubbed as an evolution instance, which is a \((L\times M)\)-dimensional matrix. With the same lattice, different initial state will result in different instances. There are in total \(2^L\) possible initial states.

We propose to employ a deep CNN that maps an instance \(\{s_i(n\tau)\}\) to the adjacent matrix \(A_{ij}\). For simplicity, we consider the symmetric (undirected) cases with \(A_{ij} = A_{ij}\), and assume the diagonal terms to be \(A_{ii} = 0\). Therefore, the prediction of the connectivity only concerns the upper-diagonal terms of \(A_{ij}\), which in total correspond to \(K = \frac{1}{2}L(L-1)\) possible connections. The output of the CNN is \(\frac{1}{2}L(L-1)\) probability distributions \(\{p_k(s)\}\). The values of \(p_k(s = 0)\) and \(p_k(s = 1)\) give the probabilities of having and not having a connection between the \(k\)-th pair of spins. The \(k\)-th connection is predicted as \(\arg\max_k [p_k(s)]\).

A key advantage of the ML methods is that one does not have to use all possible instances to optimize the model. The ML model possesses certain ability of provide accurate predictions from the unlearnt instances, which is known as the generalization. The training set is here defined as \(N_{\text{train}}\) instances (or samples in the terminology of ML) used to train the CNN, with \(N_{\text{train}} < 2^L\). The initial states of the training instances are (randomly) taken and are different to each other. We employ the negative-logarithmic likelihood as the loss function, which is defined as
\[
f = -\frac{2}{NL(L-1)} \sum_{k=1}^{N_{\text{train}}} \sum_{s=1}^{L/2} \log p_k(s = q_k),
\]
with \(q_k\) the ground truth of existence of the \(k\)-th connection. The CNN is optimized by minimizing the loss function following the standard back propagation procedure of neural networks. A trained CNN is expected to give the adjacent matrix of the lattice, requiring only one instance, which makes our scheme more experimentally friendly than the statistic methods such as those based on the transfer entropy.

**Numerical results: confidence, barren plateau, and generalization.**—We use the lattices that generate the training set to generate the testing instances. The initial states of the testing set are randomly taken and are different from those of the training set. In this way, the training and testing sets obey the independent and identical distribution (i.i.d.), which is usually assumed to hold in ML. The testing set is used to characterize the accuracy of the CNN on reconstructing the lattice topology from the unlearnt instances.

Fig. 2 (a) shows the accuracy \(\gamma\) in the training and testing sets, which is defined as the number of the correct predictions divided by the total number of possible connections. The training and testing set are generated by \(N_L = 10\) different lattices at \(T = 0.4\). Without losing generality, the connections in each lattice are taken randomly, while the total number of connections in a lattice is restricted to be \(25\). We take \(L = 12\) and \(T = 0.4\), and vary the total number of training instances \(N_{\text{train}}\) from 2500 to 25000. For each lattice, we equally take \(N_{\text{train}}/10\) instances. We fix the total number of the testing instances to be \(N_{\text{test}} = 3000\). Both the training and testing accuracies increase with \(N_{\text{train}}\), where we have \(\gamma \simeq 0.999\) and 0.996, respectively, for \(N_{\text{train}} = 25000\).

One advantage of outputting the probability distributions \(\{p_k(s)\}\) is that we can evaluate the confidence using the von
Neumann entropy defined as $S = -\sum_{s=0,1} p_k(s) \ln p_k(s)$. We separate the predictions into to the correct and incorrect subgroups, Fig. 2 (a) shows the average $S$ per connection of the “correct” or “incorrect” subsets with $N_{\text{train}} = 10000$ (see the right y-axis). We find that for both the training and testing sets, the $\{p_k(s)\}$ of the correct predictions in general exhibit much lower $S$ than those of the incorrect predictions.

The large gap between the $S$ for the correct and incorrect predictions can be used to further increase the accuracy. Fig. 2 (b) shows the $\gamma$ of the test instances with $S < S_c$, i.e., those with relatively low entropy. We observe that for $S_c \simeq 0.1$, the accuracy is close to 1. The red squares show the proportion $\eta$ defined as the number of connections with $S < S_c$ divided by the total number of connections. For $S_c \simeq 0.6$, we have $\eta \simeq 96\%$, meaning we have confident and correct predictions on about 96% possible connections. Such a relation between accuracy and entropy allow us to use $S$ for marking the unconfident predictions as “anomalies” and implement further treatments on them in order to improve the accuracy. For instance, we can use the trained CNN to predict the major part of the possible connections (e.g., 96% with $S_c \simeq 0.6$), and leave the anomalies to more sophisticated or consuming methods, or to the humane experts (active learning).

As the temperature increases, the thermal fluctuations grow and suppress the correlations along both space and time. Different lattices will exhibit almost identical dynamics when the thermal fluctuations dominate, making accurate estimations unlikely by, e.g., the statistic methods.

Fig. 3 shows how the accuracy $\gamma$ changes with temperature $T$. We fix the number of training and testing instances to be $N_{\text{train}} = 10000$ and $N_{\text{test}} = 3000$, respectively. By independently training the CNN at each temperature, the accuracy $\gamma$ drops fast for about $T > 5$ (blue symbols). This is somewhat expected since the thermal fluctuations suppress the relevance between the lattice topology and the magnetic momenta.

By fine-tuning the CNN trained by the low-temperature data, accurate predictions can be made even at the very high temperatures (say $T = 100$). Specifically, we pre-train the CNN with the instances at $T = 0.1$, and then with those at the target temperatures. Note the pre-training temperature and the details in the fine-tuning strategy are flexible.

The key is to let the CNN pre-learn some knowledge on the relevance between the topology and magnetic data when the relevance is strong (say at a low temperature). If we directly use the high-temperature data to train a randomly initialized CNN, the gradients of the variational parameters in the CNN would nearly vanish. This leads to a “barren plateau” induced by the strong thermal fluctuations, akin to the “quantum barren plateau” caused by noises [11]. It lasts to about $10^5$ epochs as shown in the inset of Fig. 3. Even the optimization manages to get out of the plateau after more than $10^4$ epochs, it still converges to an accuracy that is much lower than that using the fine-tuning.

To further test the generalization (i.e., the ability of processing the unlearnt data), we introduce the generalization set as the instances evolved from different lattices. It means that the CNN learnt from many instances evolved with the lattices in

![FIG. 2. (Color online) (a) The left y-axis shows the training and testing accuracy ($\gamma$) versus the number of training instances ($N_{\text{train}}$) at $T = 0.4$. The right y-axis shows the von Neumann entropy $S$ of the probabilities for the correctly and incorrectly predicted connections. (b) For different entropy threshold $S_c$, we show the number of connections with $S < S_c$ divided by the total number of connections ($\eta$) and the testing accuracy for the connections with $S < S_c$.](image1)

![FIG. 3. (Color online) The training and testing accuracies ($\gamma$) versus the temperature ($T$). The red symbols show the accuracies by fine-tuning on the CNN trained by the low-temperature data, and the blue ones show the accuracies obtained by training a randomly initialized CNN (without fine-tuning). The inset shows the accuracy for different numbers of epochs with and without fine-tuning at $T = 100$. The “barren plateau” without fine-tuning lasts to about $10^5$ epochs, and the convergent accuracy is much lower than that by using fine-tuning.](image2)
with the total number of possible lattices.

... which causes strong effects on the accuracy for the generalization.

... the i.i.d. assumption on dealing with the unlearnt lattices, as the predictions are obviously more accurate than the random guesses and the accuracy is growing with \( N_L \). The learnt information is not about the topology, but has to be about the “Glauber dynamics” itself. Since CNN and in general the deep ML are non-interpretable, interpreting and further enhancing the learnt information about the intrinsic dynamics remain to be open questions.

**Summary.**— In this work, we propose the deep ML of the dynamic data of kinetic Ising model for predicting the lattice topology. The trained deep convolutional neural network (CNN) maps the time-dependent magnetic momenta to the adjacent matrix, differing from the existing statistic methods that require more data to estimate, e.g., correlations and transfer entropy. Our deep learning scheme achieves high accuracy even with strong thermal fluctuations at high temperatures, where the perturbative and statistic methods in general fail. Specifically, the fine-tuning on the CNN trained with the low-temperature data help to avoid the “barren plateau” caused by the dominative fluctuations. The generalization of CNN is investigated. The CNN exhibits high accuracy on the testing set where the principle of i.i.d is obeyed. The challenge emerges when we consider to predict on the unlearnt lattice topology. This is essentially due to the “double-exponential” degrees of freedom from both the possible lattices and initial states, which makes the satisfaction of i.i.d extremely expensive. Our method can be flexibly applied to other statistic systems and network models. The CNN can be replaced by other ML models such as the graph/recursive neural networks and the more interpretable models such as tensor networks (e.g., Refs. [47, 48] and the more interpretable models such as tensor networks [49–51]).
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