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Abstract
Information and communication technologies (ICTs) have transformed the travel and leisure sector worldwide, yet until now there are no studies presenting international evidence of the different impacts of ICTs (i.e., Internet usage, secure Internet servers, mobile cellular subscriptions, high-technology export, communications as well as computer, and fixed broadband subscriptions) on tourism development (i.e., international traveler arrivals, increased international tourism receipts, and travel and leisure sector returns) by considering countries with different tourism development processes (e.g., high or low tourism development quantile). It is possible that ICTs have diverse or non-linear impacts on countries undergoing varying tourism development processes. Using international data based on a new panel quantile approach, this research thus aims to explore whether ICTs affect tourism development and looks into the possible asymmetric and non-linear relationships among the many variables. Results show that increasing mobile cellular subscriptions, secure Internet servers, and fixed broadband subscriptions have greater positive effects on traveler arrivals. ICTs also asymmetrically and non-linearly influence tourism across different quantiles. Non-global financial sub-periods and developing nations gain benefits from ICTs’ establishment. Lastly, there are geographic differences in the ICTs-tourism nexus.
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1 Introduction

Information and communication technologies (ICTs) have transformed tourism worldwide and have provided a broad range of novel prospects for tourism growth (Aramendia-Muneta and Ollo-Lopez 2013). According to studies of the resource-based view, technology resources are fundamental drivers to firms’ performance (Ab Wahab et al. 2020), and a firm should consider its endowments to ensure that it always can compete with the best in whatever market it chooses to compete (Wernerfelt 1995). Currently, there is no research covering international empirical evidence of ICTs’ impact on tourism activities by considering countries with different levels of tourism development. Therefore, this study expands into the global realm and uses a broader array of countries’ data to explore the impacts of six kinds of ICTs on tourism development by examining different national tourism development levels in order to fill the gap in the literature and provide international evidence.

According to the World Travel and Tourism Council (WTTC 2019), one of the world’s biggest economic sectors is travel and leisure, which in 2018 contributed US$8.8 trillion to the worldwide economy, generated 319 million jobs (or 10% of total employment), and improved global GDP by 10.4%. Travel and leisure, the second fastest developing sector in 2018 (only slightly behind manufacturing), has had a remarkable effect on the global economy. Additionally, it is now the most noteworthy service sector, becoming an agent of economic growth that has been broadly approved (Lee and Chang 2008; Lee et al. 2021; Wu et al. 2021; Wang and Lee 2022). Moreover, the elements swaying the flow of travelers around the world, such as nations’ infrastructure, will remain and continue to affect tourists’ behavior when choosing their vacation destinations. With approximately all nations seeking to attract global tourists, it is thus imperative to recognize the determining factors of this sector’s receipts, tourists, and stock returns.

Travel and leisure form a highly information-intensive sector, and so its evolution is closely connected to the advance of new information technologies (Velázquez et al. 2015). Additionally, greater competition for international tourism has forced related organizations to adopt the latest ICTs in order to achieve a competitive edge as well as satisfactory growth (Abrhám and Wang 2017). This sector has broadly applied ICTs to cut costs, save on labor, increase operational efficiency, and most critically improve service quality and customer experience (Law et al. 2009). ICTs utilized for or through travel have become much faster, smaller, more intelligent, and more embedded in a user’s situation. Moreover, the travel and leisure sector is characterized significantly by a long value chain affected by information. Hence, the creation, gathering, storage, retrieval, and transfer functions of ICTs remain as vital applications of all tourism companies (Januszewska et al. 2015). However, Brynjolfsson (1993) first proposes the notion of the “IT productivity paradox”, noting that the benefits of spending by tourists are not present in output statistics.

Based on the resource-based view theory by Wernerfelt (1995), in order to achieve a certain competitive advantage a firm needs to consider its own
endowment, its competitors, and its markets. We therefore empirically explore international evidence regarding whether ICTs help to positively attract international traveler arrivals (AR), increase international tourism receipts (RV), and improve travel and leisure sector returns (SR) under different tourism development levels of countries. Research confirms the strong non-linear correlations among ICTs, tourism, and macro-economic variables. For example, Adeola and Evans (2020) inspect the non-linear impacts of mobile phones and Internet in Africa and present a U-shape relation. Zaballos and López-Rivas (2012) reveal a non-linear relationship between fixed broadband subscriptions and economic conditions in Latin American and Caribbean countries. Likewise, Ketteni et al. (2007) present that a non-linear association exists between ICT capital and economic growth. Meo et al. (2018) show the asymmetric effects of economic factors on tourism demand. Most tourism relevant works utilizing the ordinary least squares (OLS) regression offer only an incomplete picture of a conditional distribution (Mosteller and Tukey 1977) and are unable to acquire the coefficients of the independent variables for the entire regression as a function of the change in tourism factors. Thus, this study uses the panel quantile regression (i.e., method of moment quantile regression, MMQR) approach proposed by Machado and Silva (2019) to explore the ICTs-tourism nexus in a cross-country framework.

Based on data availability, we use six mature ICTs (i.e., Internet usage, secure Internet servers, mobile cellular subscriptions, high-technology exports, communications as well as computer, and fixed broadband subscriptions) of 118 nations for the period 2006–2017. Our research investigates the following. (1) Whether ICTs have substantial impacts on international traveler arrivals. (2) Whether ICTs have substantial impacts on international tourism receipts. (3) Whether ICTs have substantial impacts on travel and leisure sector returns. (4) Does the association between ICTs and tourism development differ at diverse quantiles of the tourism distributions. Figure 4 depicts our conceptual framework and four hypotheses.

The contributions of this research to the existing literature of understanding the correlation between ICTs and tourism are articulated as follows. First, scant existing empirical studies explicitly highlight international evidence regarding the impacts of ICTs on tourism across different indicator (arrivals, receipts, and returns) quantiles. For example, Fernández et al. (2020), Kumar and Kumar (2020), Patwary et al. (2020), and Pierdicca et al. (2019) all use integrated data to explore the ICT-tourism nexus. Thus, our study is a forerunner to consider countries with specific levels of tourism development and provides international evidence in order to identify and formulate specific ICT-related policymaking of tourism destination nations.

Second, prior studies examining the effects of ICT on tourism development employ a limited number of different ICTs at one time for analysis, such as number of Internet users and mobile cellular subscriptions (Adeola and Evans 2020); websites, mobile apps, and touch screen (Pierdicca et al. 2019); mobile and broadband subscriptions (Kumar and Kumar 2020); international telecommunication services, news related transactions among non-residents and residents, computer data, and technical services (Shehzad et al. 2019); and mobile subscriptions (Kumar et al. 2019). Therefore, the existing literature does not specifically address the impacts of
six different ICTs in a destination nation on tourism development (i.e., international traveler arrivals, tourism receipts, and sector returns).

Third, an ICT access and use has been recognized worldwide (Chinn and Fairlie 2007, 2010). However, there is still little international evidence from related literature. Many regional or country-specific related studies do exist—for example, Africa (Adeola and Evans 2020), U.S. (Akron et al. 2020), 28 countries (Choudhary et al. 2020), Latin American countries (Eugenio-Martin et al. 2004), Iran (Feshari 2017), and Israel (Kumar et al. 2019). Taking advantage of the large amount of worldwide data from World Development Indicators (WDI) issued by the World Bank database, our research employs cross-country data from 118 nations, provides global evidence, and generalizes the findings for wider global ICT applications in order to distinguish the differences in ICTs’ impacts among countries with different tourism development levels.

Fourth and finally, Zaballos and López-Rivas (2012) pinpoint a non-linear association between fixed broadband subscriptions and economic condition. Ketteni et al. (2007) also reveal a non-linear association between ICT capital and economic development. Therefore, this study takes advantage of a new panel quantile regression (i.e., method of moment quantile regression, MMQR) approach proposed by Machado and Silva (2019) to specify how ICTs affect the entire conditional distribution of tourism development. MMQR offers a flexible tool to evaluate panel quantile regression, especially when the parameter estimations are hard or even impossible, thus producing reliable and robust results for policy formulations (Guo et al. 2020). This paper is a pioneering tourism study that applies MMQR to beneficially complement the present literature and has vital implications for countries across different tourism development levels.

Our findings show that secure Internet servers, mobile cellular subscriptions, and fixed-line broadband subscriptions have salient positive impacts on international traveler arrivals, while mobile cellular subscriptions and communication, computer notably and negatively affect tourism receipts for countries with the greatest tourism receipts. Mobile cellular subscriptions and high-technology exports (Internet usage, communication, computer, and fixed broadband subscriptions) negatively (positively) impact travel and leisure sector returns at different return quantiles. Thus, our findings support that ICTs in a destination nation determine traveler arrivals, tourism receipts, and sector returns. There is also salient evidence showing how ICTs asymmetrically and non-linearly influence tourism development across different quantiles. Further tests disclose that the relationships between ICTs and tourism development are robust after considering non-global financial sub-periods, endogeneity problems, and the countries’ own economic development situations. European nations exhibit a different ICTs-tourism nexus. Interestingly, we find significantly positive impacts of the global financial crisis on sector returns at intermediate and higher return quantiles, suggesting that the travel and leisure sector can be a safe-haven during the global financial crisis.

The rest of this study is organized as follows. Section 2 briefly reviews the literature and hypotheses. Section 3 illustrates the research methodology. Section 4 analyzes and discusses the empirical findings obtained. Section 5 concludes the research.
2 Literature review and hypotheses’ development

Regarding the resource-based view, Wernerfelt (1995) pinpoints that it is a truism that firms have different resource endowments and that it takes time and money to change these endowments. The same saying goes for many game-theoretic analyses (Rotemberg and Saloner 1994) that note how a firm employs its own resource endowments to achieve certain competitive goals. Wernerfelt (1995) argues that game-theoretic analyses are so general that they often depend neither on the identity of the firm nor its competitors, nor on that of its markets. In fact, firms almost always must do better or otherwise they will exit the market. Based on the viewpoint of Wernerfelt (1995) for considering the different endowments of countries, we expand to the country level, explore ICTs’ impact on those countries with different levels of tourism development, and investigate their endowments, the whole markets, and their competitors in order to provide suggestions for economies undergoing different processes of tourism.

Zhago et al. (2019) note that with increasing technological advancement and its permeation into all aspects of human life, tourism sectors have applied a variety of technologies to facilitate travel activities that enhance travelers’ destination experiences. Tcheng et al. (2007) disclose that the positive influences of ICT can be felt earlier, since ICT is similar to other utilities such as water, electricity, and transportation. As fixed investment has positive impacts on economic growth, investment in public infrastructure such as ICTs can enhance a country’s overall development (Kpodar and Andrianaivo 2011). Waverman et al. (2005) also state that ICT investment is a form of cost savings, because communication utilities cut down transaction expenses. By decreasing the costs of retrieving information, ICT advances information flows, enables and improves price discovery, permits markets to function better, and helps regulate supply and demand (Kpodar and Andrianaivo 2011). The development of more sophisticated ICTs empowers both providers and destinations to increase efficiency and to implement a strategy in which re-engineered forms of communication dominate (Buhalis and Law 2008).

There are numerous studies probing the impacts of ICTs on tourism fields. For example, Mavri and Angelies (2009) use five European Union Mediterranean nations and find a salient positive relation between traveler arrivals and Internet usage. Ramos and Rodrigues (2013) use the number of Internet users in eighteen European nations, and show a positive association between number of online reservations and ICT. Kumar et al. (2019) note that mobile subscriptions can be utilized as a tool to enlarge tourism markets and visitor arrivals, mainly by keeping prospective tourism source markets informed. Adeola and Evans (2020) employ the number of Internet users and mobile cellular subscriptions to explore ICT’s effect on tourism growth in African nations and present that ICT infrastructure has a positive and noteworthy influence on traveler arrivals. Kumar and Kumar (2020) indicate a unidirectional causality from mobile and fixed broadband subscriptions to both tourism demand and the destination nation’s income.

The IT productivity paradox proposed by Brynjolfsson (1993) conversely pinpoints the existence of negative impact of ICTs on productivity. The reason for the
IT productivity paradox can be explained by the peer effect, time-lagging effect, and commoditization. Specifically, Gangopadhyay and Nilakantan (2021) explore the bank industry and address that although IT adoption can enhance firm productivity, resource use efficiency, and service quality through strengthening organizational capabilities, a proper assessment of costs and benefits of any type of new technology may be difficult for potential users, because IT has previously overlooked the influence of peer firms. Hwang et al. (2015) find that computers and Internet usage do not correlate to enhancing a firm’s competitive advantage, since they are both now commoditized, such as IT being a form of infrastructural technology, like railroads and electricity (Carr 2003). Moreover, because it takes time for workforces to get adjusted to new ICTs, visitor arrivals only experience a positive impact in the long run, rather than in the short run (Kumar et al. 2019), implying the time-age effect of ICTs.

Aramendia-Muneta and Ollo-Lopez (2013) provide evidence that the usage of various ICTs has a slight influence on the level of competition as well as on greater productivity, while they have a positive influence on expanding the market share of companies. Although ICTs as a possible new competitive factor have been tested, Mihalić (2007) confirms a negative direct impact of ICT, proxied by Internet use, on the productivity of the travel sector and attribute the results to the ICT productivity paradox. Grace et al. (2003) denote that it may be challenging to form a causal connection between ICT and economic growth, because adverse influences might arise due to the opportunity costs of ICT investments and expenditures rather than in water, food, education, skills, etc. Safaeepour et al. (2015) analyze the influence of ICT on traveler arrivals and show that the effect of ICTs in tourism affairs is not noticeable. Sigala et al. (2004) demonstrate that productivity gains accrue not from investment per se, but from the entire utilization of ICT networking and informationalization abilities. Tsokota et al. (2017) indicate that simply having ICTs without any co-ordination, integration, and collaboration cannot attain sustainable development in the travel and leisure sector.

There is hence no consensus as to how ICTs impact tourism development. It is also doubtful that ICTs have any salient impact on AR. Thus, we form the following hypotheses to generalize the associations between ICT and AR internationally. Based on the literature mentioned above, we present the hypotheses as follows.

**H1**: ICTs have substantial impacts on international traveler arrivals.

Using the Granger causality test, Kumar and Kumar (2012) reveal a unidirectional causality going from capital stock to ICT and from ICT to tourism receipts. Using regression models, Al-Mulali et al. (2020) show that digital adoption has a positive impact on real tourism receipts for all their sub-sample groups (except high-income countries). Tsaurai and Chimbo (2019) find ICT has a positive influence on tourism receipts both in the long and short runs. Choudhary et al. (2020) confirm the importance of ICTs to an increase of tourism receipts. However, the correlation between tourism receipts and tourist arrivals is significant with 0.5 in coefficient’s statistic regarding an unconditional correlation, and thus we realize that there exists differences between tourism receipts and traveler arrivals. Confronting the issue of the IT productivity paradox, it is doubtful that ICTs significantly impact RV via international evidence. Thus, we form the Hypothesis 2.
H2: ICTs have substantial impacts on international tourism receipts.

Using regression analysis, Chen et al. (2005) indicate that among the macro-economic variables, only money supply and the unemployment rate significantly explain the movement of hotel stock returns, while all non-macroeconomic factors selected (i.e., presidential elections, the 921 earthquake in Taiwan, the 2003 Iraqi war, the SARS outbreak in 2003, sports mega-events, the Asian financial crisis, and the 911 terrorist attacks) have significant influences on the hotel stock returns. Chen (2007) reveals that Chinese hotel stock returns are more sensitive to general macro-level variables. Non-macroeconomic events that could significantly impact Chinese hotel stock returns encompass financial crises, natural disasters, wars, terrorist attacks, political events, and sports mega-events. Chen et al. (2012) indicate that the discount rate, unemployment rate, and oil price could significantly affect Japanese hotel stock returns and serve as significant determinants of these returns. Demir et al. (2017) present that the consumer confidence index, exchange rate, and foreign tourist arrivals could Granger cause tourism stock returns. Until now, few studies have addressed ICTs’ impacts on tourism stock returns. Built on the above-mentioned literature, we hypothesize that ICTs influence travel and leisure sector returns and form the following hypothesis.

H3: ICTs have substantial impacts on travel and leisure sector returns.

Most tourism related works utilizing OLS offer only an incomplete picture of a conditional distribution (Mosteller and Tukey 1977) and are unable to acquire the coefficients of the independent variables for the entire regression as a function of the change in tourism factors. Additionally, Chiu and Yeh (2017) discover strong evidence of a non-linear relation between tourism development and economic growth, suggesting that it is not continuous and constant. Adeola and Evans (2020) find non-linear impacts of mobile phones and Internet usage in Africa’s tourism sector that present a U-shape relation. Zaballos and López-Rivas (2012) reveal a non-linear relationship between fixed broadband subscriptions and the economic conditions in Latin American and Caribbean countries. Ketteni et al. (2007) present a non-linear association between ICT capital and economic growth. Meo et al. (2018) find asymmetric effects of economic factors on tourism demand. Thus, this study uses MMQR to probe the ICTs-tourism nexus under different tourism development quantiles and forms the next hypothesis.

H4: The association between ICTs and tourism development differs at diverse quantiles of the tourism distribution.

Compared to foreign traveler arrivals, Chen (2007) reveals that general macro-level elements are more sensitive to hotel stock returns. Tourism is also regarded as a vital means at overwhelming the macroeconomic problems via improving the balance of payments and generating income, taxes, hard currency, and jobs (Lee and Brahmasrene 2013). Tourism relates closely to economic development and socio-economic growth, not only for numerous developing nations, but also for some developed nations (Shahzad et al. 2017). Demir et al. (2017) present that growths in exchange rate and foreign traveler arrivals have a close correlation. Thus, we comprise GPD per capita growth rate (GDP), real exchange rate (EXG), inflation (INF), and unemployment (UMP) as control variables.
3 Methodology

3.1 Data

3.1.1 Independent variables

Figure 4 depicts our research framework. This study examines international evidence of the different impacts of ICTs (i.e., Internet usage, secure Internet servers, mobile cellular subscriptions, high-technology exports, communications as well as computer, and fixed broadband subscriptions) on tourism development (i.e., international traveler arrivals, increased international tourism receipts, and improved travel and leisure sector returns) by considering countries with different tourism development processes (e.g., high or low tourism development quantile). Compared to the large majority of related quantitative studies (e.g., Bethapudi 2013; Bizirgianni and Dionysopoulou 2013) using questionnaires that suffer the shortcomings of particular populations, self-selection bias, and collected samples from limited sets (Wright 2005), our analysis covers data on ICTs from the WDI issued by the World Bank Database.

Andrianaivo and Kpodar (2011) use growth in personal computer users and Internet users to probe the influence of ICT on economic growth in African countries. Adeola and Evans (2020) use the number of Internet users (% of population) and mobile cellular subscriptions (% of population) to explore the association between ICTs and African tourism development. Kumar and Kumar (2020) indicate a unidirectional causality from mobile and fixed broadband subscriptions to both tourism demand and the destination nation’s income. Choudhary et al. (2020) employ computer, communication, and other services, Internet users, secure Internet servers, and mobile cellular subscriptions to explore the relationship between ICTs and tourism in 28 countries. Gooroochurn and Sugiyarto (2005) discuss an innovative approach for measuring tourism competitiveness using high-technology exports for over 200 countries and find that the factor of high-technology exports has an important influence.

Following these studies, our ICT indices are proxied by six variables: (1) Individuals using the Internet, % of population (INT); (2) Secure Internet servers, per 1 million people (SEC); (3) Mobile cellular subscriptions, per 100 people (MOB); (4) High-technology exports, % of manufactured exports (TEX); (5) Communications, computer, etc., % of service exports (CCE); and (6) Fixed broadband subscriptions, per 100 people (FBS). Table 10 main variable list in Appendix identifies all variables employed by our study.

3.1.2 Dependent variables

Utilizing the ratio of international tourism receipts to total exports, Sreekumar and Parayil (2002) investigate tourism as a growth choice. Gokovali (2010) also employs

---

1 World Development Indicators (WDI) is the primary World Bank collection of development indicators, compiled from officially recognized international sources. It presents the most current and accurate global development data available and includes national, regional, and global estimates. The ICTs and tourism related literature use WDI data, such as Kumar and Kumar (2012), Kumar and Kumar (2020), Al-Mulali et al. (2020), and Choudhary et al. (2020).
the ratio of international tourism receipts to total exports so as to explore the contribution of tourism to economic growth. Eugenio-Martín et al. (2004) use the number of traveler arrivals to study the association between that datapoint and economic growth. Chen (2011) takes tourism sector stock returns to assess the performance of supply-side investments in the tourism sector.

Following the abovementioned literature, the three dependent variables of tourism development used herein are log difference of international traveler arrivals (AR), log difference of international tourism receipts (percentage of total exports) (RV) from the World Bank database, and travel and leisure sector yearly price index from the DataStream database. Sector returns (SR) are estimated by \( \frac{(P_t - P_{t-1})}{P_{t-1}} \), where \( P_t \) is the adjusted closing price index at time \( t \) in US dollars. Because the latest data of AR and RV are for the year 2017, our empirical study uses 118 nations that possess AR and RV data, and our study period is 2006–2017. Table 11 Sample nation list provides the sample nations.

### 3.1.3 Control variables

Chiu and Yeh (2017) denote that tourism development has a salient relation with inflation and exchange rate changes. Chen (2007) gauges the relationships between macro-level explanatory factors and Chinese hotel stock returns by employing the consumer price index and total foreign traveler arrivals. Castro-Núñez et al. (2013) show a positive association exists between GDP and tourism. Perles-Ribes et al. (2016) note the unemployment influence of economic crises on hotel and residential tourism destinations. We thus account for the impact of economic elements by comprising EXG (log of real exchange rate, real exchange rate estimates by the destination country’s official exchange rate*US CPI/destination country’s CPI), GDP (GDP per capita growth, annual %), INF (inflation, consumer prices, annual %), and UMP (log difference of unemployment, total % of total labor force). All data are collected in US dollars. Four control factors are from the World Bank database.

Following Divino and McAleer (2010) in which the log difference has sensible interpretations, we use the log difference forms of all variables, except for SR, which has negative values and GDP, INF, and EXG. EXG is in log form. As tourism involves discretionary income, it is anticipated during a tough economy that people may choose to save their cash for the necessities of life such as food, shelter, and family supplies (Papatheodorou et al. 2010). Therefore, according to Ntim et al. (2013), we identify the global financial crisis period as 2008–2009. Balli et al. (2019) estimate traveler arrivals by controlling regional structural changes. Eugenio-Martín et al. (2004) discover that the nexus between the number of traveler arrivals and economic development does exist in developing nations, but not in developed nations. Therefore, to conduct an inclusive investigation we split the sample data

---

2 Regarding the defined period of the global financial crisis, we use information on system banking crises to establish the crisis year (Allen et al., 2012; Breitgheger et al., 2012; Laeven and Valencia, 2012; Chen et al., 2019), and the starting years for the banking crises are as follows: the crisis in the U.S. and U.K. commenced in 2007, started in 2008 for all other countries, and followed through in 2009. The crisis data are given by a simple binary variable that equals one if country i had the crisis start in years 2008 and 2009 and zero otherwise.
into three subgroups: developing nation, non-global financial crisis, and European nations. Most of our sample nations (33) are in Europe.

### 3.1.4 Descriptive statistics of variables

Table 1 provides summary statistics of our main variables. Results from Table 1 show that SR varies between -0.808% and 5.267% during the sample period, with the median being 0.00% and the average being 0.067%. The travel and leisure sector returns are positively skewed, suggesting that the tail on the right side of the possibility density function is fatter than that on the left side. The kurtosis coefficients are greater than 45.939 for SR, indicating that the series have fatter tails than other dependent variables. Additionally, the distributions are asymmetric. The average RV is 1.109, and the range fluctuates between -27.118 and 43.753 with a 6.589 standard deviation during the sample period, suggesting large dissimilarities among nations’ tourism receipts. The mean AR is 2.454, and the range fluctuates between -24.008 and 27.44 with a 4.988 standard deviation.
Table 2 displays the unconditional correlation between variables. The correlation between AR and RV is significantly positive. Among the six ICT variables, SR saliently and negatively relates to SEC. RV notably and negatively relates to CCE, whereas it notably and positively relates to TEX. Nevertheless, AR notably and negatively correlates to CCE. GDP is saliently positive with AR, which is consistent with Saha and Yap (2014), suggesting that governments in high-income countries can afford to invest funds toward building up and maintaining infrastructures for the tourism industry, which in turn attract more tourists with an expectation that high income increases demand for tourism. Castro-Nuño et al. (2013) also show a positive relationship between GDP and tourism. We find a negative impact of UMP and AR, which is in line with Inchausti-Sintes (2015) in that tourism promotes economic growth and reduces unemployment. The positive relation of the real exchange rate with AR and RV is similar to Ghartey (2013), whereby in the long run, tourism growth causes currency depreciation (an increase in the real exchange rate), suggesting that the depreciation increases traveler arrivals and real expenditures. The negative relation between inflation and SR is in line with Fama (1981), who says that common stock returns and inflation are negatively related. The positive relation between inflation and RV is inconsistent with Meo et al. (2018). It is expected that tourism demand responds asymmetrically to inflation, because a rise in inflation increases the travel and living costs of tourists and reduces their purchasing power. On the other hand, a decline in inflation increases purchasing power, and more tourists can visit the host country (Meo et al. 2018).

The panel unit-root test results show a uniform conclusion that the variables are stationary in level form. The probabilities for the Levin, Lin, and Chu tests are computed using an asymptotic Chi-square distribution. All other tests assume asymptotic normality. The maximum lag lengths are automatic selection, and Schwarz Bayesian Criterion is used to determine the optimal lag length. Due to space limitation, results of panel unit-root tests are not shown, but are available from the authors upon request.

3.2 Models

Conventional OLS provides summary point estimations for the average results of the explanatory variables (Binder and Coad 2011). Focusing on the average impacts may under- or over-estimate the relevant coefficient estimates or may even fail to recognize vital associations (Binder and Coad 2011). Taking the unobserved individual heterogeneity and distributional heterogeneity into account, Lv and Xu (2017) examine the impact of corruption on tourism demand by using the panel quantile regression approach. Menegaki et al. (2020) explore aggregate tourist demand in Europe with a panel quantile regression approach. Hence, OLS, which can depict the association at the average level, might lead to misspecification, and information around the tails of a distribution will be overlooked.

Meo et al. (2018) find a long-run asymmetric relationship between inflation and tourism demand and apply a linear symmetric model for tourism demand,
Table 2 Unconditional correlation

| Probability | AR   | RV   | SR   | INT  | SEC   | MOB   | TEX   | CCE   | FBS   | GDP   | INF   | EXG   | UMP   |
|-------------|------|------|------|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| AR          | 1.00 |      |      |      |       |       |       |       |       |       |       |       |       |
| RV          | 0.50*** | 1.00 |      |      |       |       |       |       |       |       |       |       |       |
| SR          | 0.02 | -0.02 | 1.00 |      |       |       |       |       |       |       |       |       |       |
| INT         | 0.01 | -0.02 | -0.09 | 1.00 |       |       |       |       |       |       |       |       |       |
| SEC         | 0.06 | 0.01  | -0.15** | 0.14** | 1.00 |       |       |       |       |       |       |       |       |
| MOB         | 0.09 | -0.05 | 0.02  | 0.09 | -0.11 | 1.00 |       |       |       |       |       |       |       |
| TEX         | 0.05 | 0.30*** | -0.03 | 0.00 | -0.03 | -0.13* | 1.00 |       |       |       |       |       |       |
| CCE         | -0.18*** | -0.29*** | -0.08 | -0.04 | -0.03 | 0.05  | 0.03  | 1.00  |       |       |       |       |       |
| FBS         | 0.04 | -0.06 | 0.04  | 0.25*** | 0.00 | 0.14** | 0.04  | 0.03  | 1.00  |       |       |       |       |
| GDP         | 0.22*** | -0.07 | 0.09  | 0.04  | 0.16** | 0.25*** | -0.04 | 0.11  | 0.15** | 1.00  |       |       |       |
| INF         | -0.00 | 0.12* | -0.11* | 0.29*** | 0.06 | 0.10  | 0.01  | -0.07 | 0.25*** | 0.02  | 1.00  |       |       |
| EXG         | 0.16** | 0.18*** | -0.09 | 0.09  | 0.09  | -0.01 | 0.02  | -0.06 | 0.06  | 0.12* | -0.01 | 1.00  |       |
| UMP         | -0.15** | -0.05 | -0.07 | 0.05  | -0.23*** | 0.09  | 0.03  | -0.05 | 0.02  | -0.33*** | 0.21*** | -0.04 | 1.00  |

Notes: Yearly data cover the period 2006 to 2017. AR (number of international inbound travelers), RV (international tourism receipts, % of total exports), SR (country travel and leisure sector returns), INT (individuals using the Internet, % of population), SEC (secure Internet servers, per 1 million people), MOB (mobile cellular subscriptions, per 100 people), TEX (high-technology exports, % of manufactured exports), CCE (communications, computer, etc., % of service exports), FBS (fixed broadband subscriptions, per 100 people), GDP (GDP per capita growth, annual %), INF (inflation, consumer prices in annual %), EXG (real currency exchange rate per US$), and UMP (unemployment, total % of total labor force). All the variables are in log difference form, except for SR, which has negative values and GDP, INF, and EXG. EXG is in log form.
which could be misleading. Chiu and Yeh (2017) pinpoint that if one ignores the probability that the tourism-economic development nexus could be non-linear, then the findings of a linear model often cause bias due to using a false assessment method (Lee et al. 2020). Zaballos and López-Rivas (2012) present a non-linear connection between fixed broadband subscriptions and economic conditions. Ketteni et al. (2007) also reveal a non-linear association between ICT capital and economic growth.

MMQR offers a flexible tool to evaluate panel quantile regression, especially when the parameter estimations are hard or even impossible to calculate, thus producing reliable and robust results for policy formulations (Guo et al. 2020). Using MMQR proposed by Machado and Silva (2019) to control for distributional heterogeneity, Lee and Chen (2020) explore the effects of country risks on tourism development. Applying MMQR, Guo et al. (2020) analyze the impacts of influential factors on CO₂ emissions at various quantiles and control for diverse econometric challenges such as endogeneity and heterogeneity. Elheddad et al. (2020) employ MMQR to estimate models with fixed effects and models with endogenous explanatory variables.

The MMQR approach is thus applied to appraise whether ICT variables influence AR, RV, and SR by intensifying the descriptive statistics in Table 1 and testing Eqs. (1), (2), and (3) by utilizing AR, RV, and SR as dependent variables, respectively.

\[
AR_{it} = \alpha_0 + \alpha_1 ICT_{it} + \alpha_2 CV_{it} + \varepsilon_{it} 
\]

(1)

\[
RV_{it} = \alpha_0 + \alpha_1 ICT_{it} + \alpha_2 CV_{it} + \varepsilon_{it} 
\]

(2)

\[
SR_{it} = \alpha_0 + \alpha_1 ICT_{it} + \alpha_2 CV_{it} + \varepsilon_{it} 
\]

(3)

Here, tourism development’s AR_{it}, RV_{it}, and SR_{it} represent nation i’s international traveler arrivals, tourism receipts, and travel and leisure sector returns in time t. ICT_{it} denotes the six ICT proxies: INT (individuals using the Internet, % of population), SEC (secure Internet servers, per 1 million people), MOB (mobile cellular subscriptions, per 100 people), TEX (high-technology exports, % of manufactured exports), CCE (communications, computer, etc., % of service exports), and FBS (fixed broadband subscriptions, per 100 people). CV is the four macroeconomic control variables and three dummy variables (i.e., economic development state, European country, and global crisis period) that might sway AR, RV, and SR: GDP (GDP per capita growth, annual %), INF (inflation, consumer prices in annual %), EXG (real exchange rate), and UMP (unemployment, total % of total labor force). All the variables are in log difference form, except for dummy variables, SR (which has negative values), GDP, INF, and EXG. EXG is in log form.

We estimate Eqs. (1), (2), and (3) by the MMQR models to explore H1-H4. Equations (1)–(3) can answer the question of “whether ICT symmetrically affects tourism development (i.e., H1–H3)”. However, it does not solve the problem of whether
“ICT affects tourism development differently for countries with different levels of tourism development (H4)”. From the viewpoint of policy-making, it is more interesting to understand what happens in extreme cases. To answer these questions, quantile regression can be very useful. It is an extensive form based on the traditional regression and offers a complete picture of a conditional distribution. For our study, this method helps obtain the entire influences of ICTs across the full distribution of tourism development. Furthermore, this model is robust to outliers, heteroskedasticity, and skewness (Koenker and Hallock 2001).

We write the model as follows:

\[ M_{\gamma_i} (\partial | x_i) = \alpha_\partial + x_i^T \beta_\partial, \]

where \( 0 < \partial < 1 \), \( M_{\gamma_i} (\partial | x_i) \) denotes the \( \partial \) th conditional quantile of \( \gamma_i \), \( x_i \) denotes all the determinants, and \( \beta_\partial \) and \( \alpha_\partial \) are the estimated parameters and unobserved effects at the \( \partial \) th quantile. It is obvious that the above equation does not account for unobserved individual heterogeneity. Thus, Eq. (4) is improved as the following a panel quantile regression form:

\[ M_{\gamma_i} (\partial | x_{it}) = x_{it}^T \beta_\partial + \alpha_i. \] (5)

Machado and Silva (2019) suggest a new panel quantile regression model via moments. The approach of Machado and Silva (2019) has a unique advantage in the non-linear model and makes the calculation simpler, particularly when several endogenous variables exist. Following Machado and Silva (2019), we form the following equation:

\[ y_{it} = \alpha_i + x_{it}^T \beta + \varnothing (\omega_i + N^i_H) H_{it}, \]

where \( N^i_H \) is known differentiable (with probability) transformations of \( x_{it}, \varnothing(.) \) is a known \( \ell^2 \) function such that \( P(\varnothing (\omega_i + N^i_H)) = 1 \), and \( H_{it} \) is an unobserved random variable. Specifically, \( H_{it} \perp x_{it}, E(H) = 0 \), and \( E(|H|) = 1 \). From Eq. (6), we obtain:

\[ M_{\gamma_{it}} (\partial | x_{it}) = \alpha_i + x_{it}^T \beta + \varnothing (\omega_i + N^i_H) m(\partial), \]

where \( m(\partial) = F_H^{-1}(\partial) \), and hence \( P(H < m(\partial)) = \partial \). When \( \varnothing(.) \) is the identity function and \( N^i_H = x_{it} \), Eq. (7) can be simplified to:

\[ M_{\gamma_{it}} (\partial | x_{it}) = (\alpha_i + \omega_i m(\partial)) + x_{it}^T \beta + x_{it}^T \tau m(\partial), \]

where \( \alpha_i(\partial) = \alpha_i + \omega_i m(\partial) \) represents the \( \partial \) th quantile fixed effect for country \( i \). Unlike the usual quantile fixed effect, this differs from the location shift—that is, this approach allows the time-invariant individual characteristic to distinctly affect

\[ ]
the conditional distribution of $y_{it}$ across countries. The marginal effect of variable $x_{it,k}$ on the $\delta$th quantile of $y_{it}$ is $\beta_k + m(\delta) \times \rho \mathbb{Q}(\omega_i + N_{it}^\tau) / \rho x_{it,k}$.

4 Results

4.1 Influences of ICTs on international traveler arrivals (H1)

We report the results from quantile analysis in Eq. (1) in Table 3 in terms of estimates of the MMQR-based international traveler arrival models. Regarding panel quantile regression estimates with 95% confidence intervals for the impacts of the independent variables on international traveler arrivals, Fig. 1 provides summary charts for the MMQR results. We estimate the quantiles, from the lower one ($q=0.1$) to the higher one ($q=0.9$), all of which divide AR. The non-linear effects of ICT are explored by considering different AR distributions. Figure 1 shows the marginal effect of the six ICT variables for all quantiles within the (0,1) range of AR. Figure 1 offers the non-linear findings that ICT asymmetrically affects AR at lower and upper quantiles.

We draw some interesting findings about ICTs’ non-linear effects on AR. First, the effects of FBS are constantly positively significant at all quantiles, and the coefficients of two extreme quantiles are larger than those coefficients of the others, indicating that increasing FBS leads to higher AR for all AR quantiles. Our findings expand the results of Thompson and Garbacz (2011) in that low-income nations derive considerably benefit from mobile broadband services. Second, INT, TEX, and CCE show no salient impacts on AR. Third, MOB and SEC are considerably positively associated to AR at several quantiles, implying that increasing MOB and SEC non-linearly leads to higher AR at lower to higher quantiles. The MOB finding is consistent with Choudhary et al. (2020), whereby mobile cellular subscriptions have a positive effect on tourism development. Rajan et al. (2016) states that an increase in the number of secure Internet servers results in a rise by the number of tourism arrivals. Because of the inconsistent impacts of SEC and MOB, we conclude that the non-linear, positive, and significant effects of MOB and SEC influence AR trends. Taking ICTs into account helps tourism participants to realize the ICT determinants of AR. Thus, our results support Hypothesis H1 in that ICTs have positive and significant effects on international traveler arrivals. Likewise, Adeola and Evans (2020) find when ICT and infrastructure increase in African nations that the level of traveler arrivals also increases.

Regarding control variables, GDP positively influences AR. Similarly, Saha and Yap (2014) note that governments in high-income countries can afford to invest funds toward building up and maintaining infrastructures for the tourism industry, which in turn attract more tourists, expecting that high income increases demand for tourism. Castro-Nuño et al. (2013) also display a positive association between GDP and tourism. INF shows asymmetric correlations with AR; i.e., a negative (positive) relation at lower (higher) quantiles, which is consistent with the finding of Meo et al. (2018) who present a long-term asymmetric association between inflation and
Table 3  Estimates of the MMQR-based international traveler arrival models

| Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   |
|-----|-------|-------|-------|-------|-------|-----|-------|-------|-------|-------|-------|-----|-------|-------|-------|-------|-------|       |
| INT | C    | 3.998*** | -0.812*  | 1.431***  | 3.683***  | 6.111***  | C    | -6.060***  | -1.701***  | 1.074**  | 2.647***  | 4.924***  | C    | -3.755***  | -0.816*  | 1.161***  | 3.554***  | 6.095*** |
|     | INT  | -0.003 | 0.004 | 0.006 | 0.032 | 0.062 | SEC  | 0.037 | 0.024** | 0.028*** | 0.039*** | 0.012 | MOB  | -0.080 | 0.071** | 0.085*** | 0.123*** | 0.234*** |
|     | GDP  | 0.436*** | 0.303***  | 0.336***  | 0.306***  | 0.378***  | GDP  | 0.388 | 0.228*** | 0.288*** | 0.305*** | 0.552***  | GDP  | 0.488***  | 0.291*** | 0.314*** | 0.324*** | 0.406*** |
|     | INF  | -0.193* | -0.065** | 0.006  | 0.046  | 0.112 | INF  | -0.098 | -0.027 | -0.008 | 0.065  | 0.228**  | INF  | -0.214** | -0.064*  | 0.004  | 0.053  | 0.036  |
|     | EXG  | -0.090 | 0.318**  | 0.198  | 0.216  | 0.508 | EXG  | 0.410 | 0.427*** | 0.070  | 0.208 | 0.320 | EXG  | -0.146 | 0.292**  | 0.211**  | 0.129  | 0.593*  |
|     | UMP  | -0.104 | -0.030  | -0.023 | -0.032 | 0.016 | UMP  | -0.052 | 0.002  | -0.003 | -0.027 | 0.003  | UMP  | -0.109  | -0.024  | -0.003  | 0.005  | 0.049  |
|     | DEV  | 2.293 | 0.532  | -0.119 | -0.507 | -0.430 | DEV  | 3.439 | 0.648  | 0.161  | -0.049 | 1.439  | DEV  | 2.002  | 0.440  | 0.150  | -0.340 | -0.659 |
|     | EURO | 0.490 | 0.534  | 0.229  | 0.071  | -0.607 | EURO | 0.482 | 1.101** | 0.174  | -0.094 | 1.268  | EURO | 0.556  | 0.709  | 0.411  | 0.159  | -0.225 |
|     | GLCR | -2.667* | -1.820*** | -2.428*** | -1.644 | GLCR | 0.000 | 0.000 | 0.000 | 0.000  | 0.000 | GLCR | -1.803  | -2.149*** | -2.189*** | -2.811*** | -2.390** |
| Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   |       |
| TEX | C    | -4.417*** | -0.919**  | 1.237***  | 3.668***  | 5.723***  | C    | -4.727***  | -1.104***  | 1.451***  | 3.798***  | 6.216***  | C    | -4.406***  | -1.088***  | 1.290***  | 3.410***  | 6.325*** |
|     | TEX  | 0.016 | 0.008  | -0.001 | -0.001 | 0.012 | CCE  | -0.019 | -0.009 | 0.002  | -0.016 | -0.020 | FBS  | 0.046*  | 0.026***  | 0.030***  | 0.037***  | 0.063*** |
|     | GDP  | 0.575*** | 0.347***  | 0.337***  | 0.346***  | 0.464***  | GDP  | 0.483***  | 0.370***  | 0.354***  | 0.382***  | 0.388***  | GDP  | 0.299**  | 0.273***  | 0.297***  | 0.316***  | 0.257**  |
|     | INF  | 0.014 | 0.052  | 0.064** | 0.147***  | 0.282***  | INF  | -0.174 | -0.055* | 0.010  | 0.077** | 0.178**  | INF  | -0.133  | -0.065*** | -0.002  | 0.057  | 0.117*  |
|     | EXG  | -0.026 | 0.126  | 0.052  | -0.081 | 0.348 | EXG  | 0.165 | 0.363**  | 0.155  | 0.056  | 0.412 | EXG  | 0.450  | 0.391***  | 0.206*  | 0.166  | 0.549*  |
|     | UMP  | -0.116 | -0.042 | -0.015 | -0.015 | 0.054 | UMP  | -0.141 | -0.032 | -0.013 | -0.018 | 0.021 | UMP  | -0.117  | -0.038  | -0.020  | -0.017  | 0.001  |
|     | DEV  | 2.280 | 0.850*  | 0.560  | -0.102 | 0.363 | DEV  | 1.687 | 0.726  | -0.059 | -0.468 | -0.195 | DEV  | 2.213  | 0.555  | 0.246  | -0.144 | -0.428 |
|     | EURO | 0.900 | 0.494  | 0.111  | -0.564 | EURO | 0.747 | 0.490 | 0.236  | 0.133  | -0.809 | EURO | -0.296 | 0.663  | 0.061  | 0.054  | -0.462 |
|     | GLCR | -3.215* | -1.973*** | -1.803*** | -2.945*** | -2.425* | GLCR | -1.457 | -1.398*** | -1.766*** | -2.149*** | -1.551 | GLCR | -1.912  | -2.176*** | -2.084*** | -2.776*** | -3.330*** |

This table reports the estimation results of ICTs’ impacts on the log difference of international traveler arrivals according to Eq. 1. Yearly data are used for the period 2006 to 2017. *, **, and *** represent significance at the 10%, 5%, and 1% levels, respectively. The rest of the notes are the same as in Table 2.
tourism demand. UMP shows no salient link with AR. EXG is positively linked with AR and is consistent with Ghartey (2013) who note in the long run that tourism growth causes currency depreciation (an increase in the real exchange rate), suggesting that depreciation increases traveler arrivals and real expenditures. Developed countries and European countries show salient positive impacts on AR quantiles, whereas GLCR shows generally salient negative impacts on AR quantiles. Thus, AR is sensitive to macroeconomic variables.

4.2 Influences of ICTs on international tourism receipts (H2)

Table 4 displays quantile assessments from Eq. (2). Figure 2 presents MMQR parameter estimates along with the 95% confidence intervals (solid lines) for the predictive power of ICT variables’ influence on RV. Figure 2 displays that the estimated 95% confidence intervals for the impacts of MOB, TEX, and FBS on international tourism receipts are smaller, signifying that these variables can work as determinants in identifying RV. For the ICT variables in Table 4 regarding the estimates of the MMQR-based international tourism receipt models, MOB remarkably and negatively affects RV at the 25th–50th quantiles, and CCE consistently, notably, and negatively impacts RV for the entire quantiles. This implies that MOB and CCE establishment costs might lead tourism receipts to decrease. Thus, we should explore further as to whether these negative MOB and CCE impacts are consistent with the IT productivity paradox of Brynjolfsson (1993) in which the benefits of spending do not show up in statistics. TEX and FBS have a positive noteworthy effect at the 90th quantile, meaning that the highest RV nations could increase TEX and FBS to improve RV. Thus, our results partially support Hypothesis H2 that CCE, TEX, and
Table 4: Estimates of the MMQR-based international tourism receipt models

| Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var | Q10   | Q25   | Q50   | Q75   | Q90   |
|-----|-------|-------|-------|-------|-------|-----|-------|-------|-------|-------|-------|-----|-------|-------|-------|-------|-------|-----|-------|-------|-------|-------|-------|-----|-------|-------|-------|-------|
| INT | C     | −7.265*** | −1.224* | 0.656 | 5.634*** | 9.768*** | C    | −6.163*** | −1.416** | 0.615 | 5.478*** | 10.041*** | C    | −7.147*** | −1.160* | 0.433 | 5.413*** | 9.521*** |
| INT | −0.030 | −0.017 | −0.040 | −0.020 | 0.078 | SEC  | 0.010 | 0.009 | 0.006 | 0.010 | 0.017 | MOB  | 0.138 | −0.119** | −0.067* | −0.025 | 0.057 |
| GDP | 0.025 | −0.150* | −0.061 | −0.260*** | −0.347* | GDP  | 0.052 | −0.290*** | −0.091 | −0.338*** | −0.662** | GDP  | 0.090 | −0.161** | −0.067 | −0.235*** | −0.404** |
| INF | −0.434*** | −0.226*** | −0.045 | −0.012 | −0.011 | INF  | −0.406*** | −0.107** | −0.034 | −0.015 | 0.032 | INF  | −0.427*** | −0.181*** | −0.034 | −0.007 | −0.29 |
| TEX | 0.278 | −0.129 | 0.243 | 0.124 | 1.122* | EXG  | 0.041 | −0.022 | 0.167 | 0.099 | 0.664 | EXG  | 0.356 | −0.113 | 0.355* | 0.132 | 1.450** |
| UMP | −0.007 | 0.059 | 0.058 | 0.010 | −0.091 | UMP  | 0.172 | 0.094** | 0.031 | 0.021 | 0.004 | UMP  | −0.014 | 0.049 | 0.044 | 0.010 | −0.081 |
| DEV | 2.372 | 0.271 | 0.225 | −1.371* | −3.167 | DEV  | 3.677* | 0.683 | 0.206 | −0.617 | −0.893 | DEV  | 2.042 | 0.121 | 0.361 | −1.229 | −3.146 |
| EURO | 0.769 | −0.179 | −0.514 | −1.610** | −3.011 | EURO  | 0.422 | 0.231 | 0.035 | −1.841* | −3.615 | EURO  | 0.395 | −0.080 | −0.605 | −1.591* | −2.996 |
| GLCR | 0.328 | −0.427 | 0.671 | 1.313* | 3.321* | GLCR | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | GLCR | 1.414 | 0.001 | 0.933 | 1.517* | 3.603* |
| TEX | C     | −6.562*** | −1.728** | 1.620*** | 5.699*** | 11.027*** | C    | −7.329*** | −1.900*** | 0.437 | 4.886*** | 9.338*** | C    | −7.532*** | −1.584** | 0.389 | 5.175*** | 10.500*** |
| UMP | 0.044 | 0.145 | 0.391* | 0.226 | 0.488 | EXG  | 0.014 | −0.069 | 0.498** | 0.365 | 1.213** | EXG  | 0.371 | −0.160 | 0.281 | −0.023 | 0.379 |
| GLCR | 1.366 | 0.081 | 0.675 | 0.295 | −0.107 | GLCR | 0.612 | 0.098 | 1.004 | 1.675** | 4.394** | GLCR | 0.470 | −0.579 | 0.210 | 1.832** | 3.473** |

Notes: This table reports the estimation results of ICTs’ impacts on international tourism receipts according to Eq. 2. Yearly data are used for the period 2006 to 2017. The rest of the notes are the same as in Table 2.
FBS have noteworthy impacts on international tourism receipts. To sum up, we find that CCE negatively affects all RV quantiles.

We next present that the influences of MOB, TEX, and FBS on RV are non-linear across the quantiles. Comparing the influences of ICT variables in Tables 3 and 4, the ICT indices display more noticeable positive effects on AR than on RV. The probable reasons for the significance of ICTs on AR than on RV are followings: First, AR can be more directly and immediately used to estimate tourism development. RV is largely influenced by several macroeconomic factors, such as exchange rate, inflation, oil prices etc. However, for ICTs’ impacts on RV, one needs time to convert ICT capitals into revenues. Second, as mentioned above, the IT productivity paradox whether and how IT investment leads to higher market value and/or performance remains in question. Brynjolfsson (1993) suggests IT usage should consider the time lag effect, which refers to after IT investment it may take some time to create profits.

Regarding the control variables, GDP and INF display negative influences on RV at some of the quantiles, denoting that lower GDP and an INF economy might inspire greater RV. UMP has positive impacts at some quantiles, which implies that higher UMP can cut costs in the travel and leisure sector, leading to a higher RV. EXG is positively linked with AR, which is consistent with the finding of Table 3 that currency depreciation (an increase in the real exchange rate) increases traveler arrivals and real expenditures. Developed countries show a mixed impact on RV quantiles, while European countries show salient negative impacts on RV quantiles. Interestingly, GLCR show saliently positive impacts on RV at higher quantiles, implying that higher RV countries gain tourism receipts especially during the global financial crisis. Thus, RV is sensitive to the control variables.
Table 5  Estimates of the MMQR– based travel and leisure sector return models

| Var  | Q10     | Q25     | Q50     | Q75     | Q90     | Var  | Q10     | Q25     | Q50     | Q75     | Q90     | Var  | Q10     | Q25     | Q50     | Q75     | Q90     | Var  | Q10     | Q25     | Q50     | Q75     | Q90     |
|------|---------|---------|---------|---------|---------|------|---------|---------|---------|---------|---------|------|---------|---------|---------|---------|---------|------|---------|---------|---------|---------|---------|
| INT  | C –6.372***–1.317** 1.902*** 5.490*** 9.663*** | SEC C –4.771***–1.239 1.556** 4.897*** 9.576*** | MOB C –5.205***–1.047* 2.289*** 6.381*** 9.719*** |
| INT  | –0.079  0.052 0.013 0.066* 0.065 | SEC 0.018 0.004 –0.005 –0.012 –0.014 | MOB –0.253***–0.225***–0.152***–0.115**–0.002 |
| GDP  | –0.293* –0.236***–0.200***–0.226***–0.100 | GDP –0.258 –0.324***–0.045 0.199 0.075 | GDP –0.223 –0.263***–0.184**–0.267***–0.042 |
| INF  | –0.384***–0.289***–0.158***–0.034 0.047 | INF –0.635***–0.214***–0.097* 0.101 0.106 | INF –0.433***–0.224***–0.161***–0.030 0.060 |
| EXG  | 0.662 0.075 –0.028 –0.055 –0.508 | EXG 0.581 0.188 0.191 –0.192 –0.411 | EXG 0.528 0.148 –0.079 –0.094 –0.456 |
| UMP  | 0.001 0.043 0.045 0.032 0.052 | UMP –0.029 –0.102* 0.001 0.064 0.046 | UMP –0.018 –0.046 0.020 0.038 0.046 |
| DEV  | –0.544 0.793 –1.261* –2.341***–2.961*** | DEV –0.794 0.607 –0.922 –1.564 –1.859 | DEV –1.388 0.517 –1.225* –2.600***–3.274*** |
| EURO | 3.127* 0.089 0.280 –1.007 –1.729 | EURO 2.398 –0.106 –0.017 –0.867 –2.197 | EURO 2.737* –0.348 –0.176 –1.524 –1.712 |
| GLCR | –0.092 0.138 0.927 | GLCR 2.157*** 2.279** | GLCR 1.438 0.612 1.520** 2.630*** 2.549** |
| TEX  | Var Q10 Q25 Q50 Q75 Q90 | C –6.497***–0.822 2.211*** 6.408*** 11.075*** | C –6.463***–1.395** 1.806*** 5.550*** 10.131*** | C –5.930***–1.372** 2.122*** 5.927*** 9.944*** |
| TEX  | 0.010 –0.001 0.006 –0.020*–0.004 | CCE –0.011 –0.010 –0.008 0.032 0.056** | FBS 0.006 –0.013 –0.014 0.034* 0.053*** |
| GDP  | –0.299* –0.302***–0.274***–0.240***–0.267* | GDP –0.303* –0.292***–0.213***–0.227**–0.109 | GDP –0.302*–0.389***–0.250***–0.295***–0.184* |
| INF  | –0.545***–0.400***–0.224***–0.125*–0.103 | INF –0.403***–0.328***–0.156***–0.010 0.048 | INF –0.432***–0.229***–0.185***–0.035 0.040 |
| EXG  | 0.407 0.158 0.095 0.024 –0.567 | EXG 0.504 –0.051 –0.018 –0.013 –0.399 | EXG 0.593 0.000 –0.079 –0.191 –0.737** |
| UMP  | –0.027 –0.038 –0.009 0.011 0.012 | UMP –0.003 –0.057 0.047 0.040 0.064 | UMP 0.004 –0.040 0.022 0.037 0.088* |
| DEV  | –1.277 –0.033 –1.456***–2.911***–4.016*** | DEV –0.910 0.338 –1.163*–2.466***–2.972*** | DEV –0.733 0.579 –1.218*–2.245***–2.650*** |
| EURO | 2.862* 0.044 –0.020 –1.330 –1.491 | EURO 3.492** 0.571 0.191 –0.922 –1.969* | EURO 2.769* 0.398 0.250 –1.049 –1.682* |
| GLCR | 0.339 1.568 1.389* 2.816*** 1.984 | GLCR 0.143 –0.018 0.854 2.613*** 1.126 | GLCR –0.279 –0.838 0.989 1.647* 1.278 |

This table reports the estimation results of ICTs’ impacts on travel and leisure sector returns according to Eq. 3. The rest of the notes are the same as in Table 2.
4.3 Influences of ICTs on travel and leisure sector returns (H3)

Table 5 presents the estimates of the MMQR-based travel and leisure sector return models by Eq. (3), and in regards to panel quantile regression estimates with 95% confidence intervals for the impacts of the independent variables on travel and leisure sector returns, Fig. 3 graphically represents the point estimates of the model parameters and displays that the estimated confidence intervals of SEC, TEX, and FBS are smaller, signifying that these variables can work as determinants in identifying SR. INT (CCE) has a substantial and positive influence on SR at the 75th (90th) quantile, and FBS has a salient and positive impact on 75th–90th SR quantiles. Likewise, Kotoua and Ilkan (2017) pinpoint that all types of businesses are supported by Internet marketing, and Internet use has made it easier for e-word of mouth to spread. Vu (2011) explores the economic effect of ICT and finds that the penetration rate of Internet users has a significant causal effect on economic growth. McDonough (2012) states that FBS increases the market power of the tourist industry. However, MOB has saliently negative impacts on SR at the 10th–75th quantiles, and TEX has a notably negative impact on the 75th quantile. Thus, our finding partially supports H3 that ICTs have important influences on travel and leisure sector returns.

Findings for control variables comprised in the model are also informative. INF is negative and significant at the lower and intermediate quantiles, which matches up with Chen et al. (2005) in that inflation is inversely related to stock returns. The mixed but salient effect of UMP in the highest quantile is in line with Chen et al. (2005) who probe the relations between macroeconomic variables and hotel stock returns and find that the unemployment rate significantly (and negatively) illuminates the movement of hotel stock returns. GDP and EXG show negative impacts on SR. In sum, one probable reason for the insignificance of ICTs on SR might be due to the lag influence in Bayo-Moriones et al. (2013), whereby the effects of
ICT implementation and all the measures of perceived performance are not always instant since the lag effects and lengths vary according to the type of ICT. In the following robustness checks section, we further evaluate the effect of the time-lag effect, geographic area, and non-global crisis sub-period.

### 4.4 Robustness checks

#### 4.4.1 Equality of slope estimates across different quantiles (H4)

Table 6 displays the associated p-values for the equality of quantile slope coefficients across the various pairs of quantiles. The tests confirm the visual inspection in Table 6 regarding statistic tests of the equality of slope estimates across various quantiles, revealing that F-tests reject the null hypothesis of homogeneous coefficients at the 10% significance level for the MOB-AR, TEX-AR, and FSB-AR pairs of quantiles and indicating that the impacts of the MOB, TEX, and FSB explanatory variables vary across the different parts of the AR; whereas TEX-RV varies across the RV quantile distributions. The findings partially support H4 that the association between ICTs (i.e., MOB, TEX, and FSB) and tourism development saliently differs at diverse quantiles of the tourism development distribution.

| Model | Quantile     | INT  | SEC  | MOB  | TEX  | CCE  | FSB  |
|-------|--------------|------|------|------|------|------|------|
| AR    | Q10 vs Q25   | 0.8806 | 0.2915 | 0.0873† | 0.5393 | 0.7718 | 0.2140 |
|       | Q10 vs Q50   | 0.8352 | 0.6297 | 0.0686† | 0.2219 | 0.5441 | 0.3864 |
|       | Q10 vs Q75   | 0.4641 | 0.9164 | 0.0644† | 0.1966 | 0.9415 | 0.5964 |
|       | Q10 vs Q90   | 0.4577 | 0.3542 | 0.0124† | 0.8348 | 0.9799 | 0.5039 |
|       | Q25 vs Q50   | 0.9063 | 0.7580 | 0.7179 | 0.0589† | 0.2943 | 0.6344 |
|       | Q25 vs Q75   | 0.2696 | 0.1957 | 0.3012 | 0.0971† | 0.7005 | 0.4602 |
|       | Q25 vs Q90   | 0.4781 | 0.6286 | 0.0617† | 0.6697 | 0.6199 | 0.0541† |
|       | Q50 vs Q75   | 0.1850 | 0.2766 | 0.3502 | 0.9465 | 0.2262 | 0.5904 |
|       | Q50 vs Q90   | 0.4550 | 0.4516 | 0.1011 | 0.2263 | 0.2831 | 0.0552† |
|       | Q75 vs Q90   | 0.6339 | 0.1371 | 0.2272 | 0.1475 | 0.8544 | 0.1219 |
| RV    | Q10 vs Q25   | 0.8732 | 0.9466 | 0.8131 | 0.1296 | 0.5614 | 0.7007 |
|       | Q10 vs Q50   | 0.9031 | 0.8756 | 0.4052 | 0.3405 | 0.7596 | 0.5123 |
|       | Q10 vs Q75   | 0.9323 | 0.9803 | 0.3560 | 0.2348 | 0.5659 | 0.6415 |
|       | Q10 vs Q90   | 0.4372 | 0.8919 | 0.2345 | 0.0540† | 0.8589 | 0.3774 |
|       | Q25 vs Q50   | 0.4855 | 0.8716 | 0.2139 | 0.4728 | 0.3164 | 0.1293 |
|       | Q25 vs Q75   | 0.9546 | 0.9608 | 0.2337 | 0.7901 | 0.3163 | 0.4568 |
|       | Q25 vs Q90   | 0.3561 | 0.8779 | 0.1558 | 0.0869† | 0.6601 | 0.3967 |
|       | Q50 vs Q75   | 0.6635 | 0.7148 | 0.5323 | 0.2666 | 0.6554 | 0.9149 |
|       | Q50 vs Q90   | 0.2386 | 0.8236 | 0.2689 | 0.0137† | 0.9638 | 0.2504 |
|       | Q75 vs Q90   | 0.2086 | 0.8845 | 0.3553 | 0.0241† | 0.8233 | 0.2428 |

Note: † denotes P < 0.1 (two-tailed)
4.4.2 Effect of ICTs on subsequent international traveler arrivals

The findings in Table 3 do not report subjects regarding the lag effect and/or endogeneity. To avoid these problems and include the key variables into the equations, we advance AR by one following period to evade simultaneity in Table 7 regarding estimates of the MMQR-based international traveler arrivals for the t+1 period’s model. This allows for the influence of any alteration in ICTs to be present in AR. Compared to the ICTs’ impact of RV in Tables 3 and 7 for concurrent as well as subsequent periods, we observe the following findings. (1) INT, SEC, and CCE significantly and positively impact AR for the subsequent period at the 90th, 75th, and 25th AR quantiles, respectively. This suggests that INT, SEC, and CCE have non-linear impacts on AR. (2) Consistent with Table 3, MOB has a notably positive impact at higher quantiles, but negative impacts at the lowest quantiles in Table 7, supporting H4 that the association between ICTs and tourism development differs at diverse quantiles of the development distribution. The subsequent impacts of MOB on AR are also asymmetric. (3) TEX shows no salient impact on AR of the current period, while it shows a saliently negative one in the following period. (4) The salient positive impact of FBS on AR in the current period turns negative in the subsequent period. Whether the disappearing positive impact of FBS from the current to following period is caused by the IT productivity paradox still needs further investigation. (5) The MMQR models of present and subsequent AR have fairly different signs and noteworthy findings. Therefore, we believe that as ICTs improve speedily, their impacts on tourism development should constantly be paid attention to. Additionally, our results show that ICTs have both simultaneous and lagged influences on AR.

4.4.3 Subsample of the non-global financial crisis period

As tourism contains discretionary income, it is considered vulnerable to economic uncertainty and volatility (Papatheodorou et al. 2010; Lee et al. 2020). Because international tourism statistics showed negative growth in 2008, it was anticipated that they would turn worse during 2009 (Papatheodorou et al. 2010). Therefore, we eliminate the influence of the 2008 global financial crisis and set 2006–2007 and 2010–2017 as non-global financial crisis sub-periods to perform MMQR equations in Table 8 in regard to the estimates of international traveler arrivals. The findings in Table 8 reveal similar remarkably positive influences of SEC, MOB, and FBS on AR as in Table 3. Therefore, compared to the full period findings and non-global financial crisis period, the impacts of SEC, MOB, and FBS on AR are quite consistent.

4.4.4 Subsample of developing nations

Eugenio-Martín et al. (2004) discover that the nexus for the number of traveler arrivals and economic development occurs in developing nations, but not in developed nations. We explore whether ICT factors have diverse influences on dependent
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4 Data source: Table C developing economies by region of World Economic Situation and Prospects from the United Nations. We present this data source from: 2014wesp_country_classification.pdf.
Table 7 Estimates of the MMQR-based international traveler arrivals of t+1 period’s models

| Var  | Q10       | Q25       | Q50       | Q75       | Q90       | Var  | Q10       | Q25       | Q50       | Q75       | Q90       | Var  | Q10       | Q25       | Q50       | Q75       | Q90       |
|------|-----------|-----------|-----------|-----------|-----------|------|-----------|-----------|-----------|-----------|-----------|------|-----------|-----------|-----------|-----------|-----------|-----------|
| INT  | C         | 3.180**   | 0.510     | 2.736***  | 5.374***  | 7.816***| C     | -4.560*** | -0.225    | 2.051***  | 4.354***  | 7.060***  | C     | -2.915**  | 0.550     | 2.810***  | 4.959***  | 8.342***  |
| SEC  | INT       | -0.095    | -0.019    | 0.015     | 0.027     | 0.087*  | SEC   | 0.009     | 0.010     | 0.010     | 0.029*    | 0.026    | SEC   | -0.283*** | -0.021    | -0.005    | 0.102***  | 0.095     |
| MOB  | GDP       | -0.104    | -0.047    | -0.014    | -0.065    | -0.037  | GDP   | -0.139    | 0.026     | -0.028    | -0.049    | -0.047  | GDP   | -0.054    | -0.057    | -0.040    | -0.055    | -0.075    |
| INF  | -0.078    | -0.098*** | -0.105*** | -0.060    | -0.026    | -0.065  | INF   | -0.046    | -0.053    | -0.050    | -0.023    | 0.005   | INF   | -0.158    | -0.166*** | -0.096*** | -0.057    | -0.043    |
| EXG  | 0.426     | 0.190     | 0.211     | 0.274     | 0.486     | 0.490  | EXG   | 0.122     | 0.161     | 0.047     | 0.432    | EXG   | 0.371     | 0.225     | 0.204     | 0.258     | 0.384     |
| UMP  | 0.088     | 0.047*    | 0.020     | 0.010     | 0.004     | UMP   | 0.003    | 0.011     | 0.006     | -0.028    | -0.010   | UMP   | 0.098     | 0.046     | 0.022     | 0.021     | -0.002    |
| DEV  | 2.066     | -0.378    | -0.509    | -0.896    | -0.275    | DEV   | 3.859**  | 1.137*    | 0.133     | -0.372    | 0.531    | DEV   | 1.768     | -0.540    | -0.571    | -0.973    | -0.497    |
| EURO | 0.587     | 0.593     | 0.251     | -0.392    | -0.905    | EURO  | 0.301    | 0.324     | 0.344     | 0.392     | -0.539   | EURO  | 0.486     | 0.714     | 0.238     | 0.104     | 1.197     |
| GLCR | -3.224**  | -1.365*** | -1.175*** | -1.216**  | -1.526    | GLCR  | 0.000    | 0.000     | 0.000     | 0.000     | 0.000   | GLCR  | -2.107    | -1.410*** | -1.143*** | -1.601*** | -1.978*   |
| TEX  | C         | -3.074**  | 0.394     | 2.706***  | 5.412***  | 8.918***| C     | -2.944**  | 0.481     | 2.923***  | 5.342***  | 8.434***| C     | -3.164*** | 0.711     | 2.871***  | 5.549***  | 8.148***  |
| CCE  | TEX       | 0.111     | 0.004     | 0.005     | 0.007     | -0.030* | CCE   | 0.060     | 0.027**   | -0.004    | -0.012    | -0.036  | CCE   | 0.006     | -0.007    | -0.007    | -0.011    | -0.003    |
| FBS  | GDP       | -0.107    | -0.040    | 0.008     | -0.027    | -0.075  | GDP   | -0.119    | -0.073    | -0.029    | -0.041   | -0.010  | GDP   | -0.111    | -0.065    | -0.027    | -0.031    | 0.007     |
| INF  | -0.169    | -0.066    | -0.075**  | -0.050    | -0.040    | INF   | -0.157    | -0.110*** | -0.105*** | -0.054    | -0.006  | INF   | -0.142    | -0.130*** | -0.104*** | -0.054    | -0.020    |
| EXG  | 0.552     | 0.180     | 0.202     | 0.285     | 0.234     | EXG   | 0.244    | 0.269*    | 0.155     | 0.193    | 0.276  | EXG   | 0.518     | 0.291*    | 0.217*    | 0.255     | 0.439     |
| UMP  | 0.097     | 0.063**   | 0.018     | 0.002     | 0.023    | UMP   | 0.114    | 0.052*    | 0.029     | 0.019    | 0.017  | UMP   | 0.092     | 0.050*    | 0.027     | 0.008     | 0.015     |
| DEV  | 2.066     | 0.030     | -0.505    | -0.827    | -0.483    | DEV   | 2.046    | -0.295    | -0.613    | -0.930    | -0.298  | DEV   | 1.439     | -0.691    | -0.616    | -0.936    | -0.460    |
| EURO | 0.935     | 0.354     | 0.284     | -0.518    | 1.290     | EURO  | 0.640    | 0.572     | 0.180     | -0.236   | -1.210  | EURO  | 0.922     | 0.804     | 0.252     | -0.479    | 1.024     |
| GLCR | -3.933**  | -1.802*** | -0.809*   | -1.010    | -1.633    | GLCR  | -2.806*  | -1.568*** | -1.137*** | -1.041*  | -1.716* | GLCR  | 3.377***  | -1.630*** | -1.166*** | -1.184*   | -1.484*   |

Notes: This table reports the estimation results of ICTs’ impacts on international tourism receipts of t + 1 period according to Eq. 1. The rest of the notes are the same as in Table 2.
Table 8: Estimates of the MMQR-based international traveler arrivals for non-global financial crisis period models

| Var | Q10   | Q25   | Q50   | Q75   | Q90   | Var  | Q10   | Q25   | Q50   | Q75   | Q90   | Var  | Q10   | Q25   | Q50   | Q75   | Q90   | Var  | Q10   | Q25   | Q50   | Q75   | Q90   | Var  | Q10   | Q25   | Q50   | Q75   | Q90   |
|-----|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|------|-------|-------|-------|-------|------|
| INT | –2.097| 0.135 | 1.688*** | 3.397*** | 5.787*** | C | –3.511**  | –0.548 | 1.303*** | 2.569*** | 5.331*** | C | –2.625** | 0.073 | 1.677*** | 3.489*** | 5.746*** |
| SEC | –0.041 | –0.009 | 0.006 | 0.029 | 0.055 | SEC | 0.037 | 0.025** | 0.038** | 0.011 | MOB | –0.096 | 0.037 | 0.093*** | 0.141*** | 0.169*** |
| GDP | 0.440** | 0.198*** | 0.294*** | 0.316*** | 0.280** | GDP | 0.338 | 0.197*** | 0.284*** | 0.322*** | 0.498*** | GDP | 0.491** | 0.210*** | 0.268*** | 0.263*** | 0.337*** |
| INF | –0.305** | –0.087*** | –0.002 | 0.059 | 0.186** | INF | –0.277* | –0.078** | –0.007 | 0.081* | 0.181** | INF | –0.296*** | –0.084** | –0.013 | 0.034 | 0.121 |
| EXG | –0.288 | 0.256* | 0.171 | 0.236 | 0.652* | EXG | –0.221 | 0.173 | 0.049 | 0.159 | 0.371 | EXG | –0.200 | 0.206 | 0.121 | 0.206 | 0.600 |
| UMP | –0.059 | –0.021 | –0.017 | –0.060 | –0.021 | UMP | –0.156 | –0.019 | –0.007 | –0.023 | 0.008 | UMP | –0.145 | –0.012 | –0.003 | –0.056 | 0.050 |
| TEX | 0.024 | 0.008 | –0.002 | –0.002 | 0.012 | TEX | 0.002 | –0.011 | 0.006 | 0.006 | –0.021 | TEX | 0.027 | 0.018** | 0.022*** | 0.025** | 0.064*** |
| CCE | 0.585** | 0.353*** | 0.325*** | 0.392*** | 0.509*** | CCE | 0.552** | 0.286*** | 0.308*** | 0.367*** | 0.299** | GDP | 0.289 | 0.165*** | 0.234*** | 0.279*** | 0.218* |
| FBS | –0.233 | 0.002 | 0.016 | 0.153*** | 0.211** | INF | –0.339*** | –0.077** | 0.001 | 0.100** | 0.219*** | INF | –0.298*** | –0.091*** | –0.019 | 0.065* | 0.082 |
| EXG | 0.092 | 0.050 | 0.078 | –0.090 | 0.364 | EXG | –0.083 | 0.200 | 0.120 | 0.075 | 0.511 | EXG | 0.111 | 0.249* | 0.208* | 0.275 | 0.754** |
| UMP | –0.076 | –0.022 | –0.011 | –0.101*** | –0.005 | UMP | –0.095 | –0.013 | –0.018 | –0.046 | –0.000 | UMP | –0.140 | –0.031 | –0.022 | –0.062* | –0.059 |

Notes: This table reports the estimation results of ICTs’ impacts on international tourism receipts according to Eq. 1. Yearly data are used for the period 2006 to 2017. The rest of the notes are the same as in Table 3.
variables using 79 developing nations as the subsample and present the empirical findings. Consistent with Table 3, MOB, SEC, and FBS still show significantly positive impacts at several AR quantiles, and their positive impacts are more salient on developing countries’ AR. We also observe a notably positive influence of TEX on AR for developing countries’ lower AR quantile, while INT and CCE show no salient impact on AR, which is consistent with the findings in Table 3. Our findings also concur with Bhat and Shah (2014) that ICT deployment is especially important for emerging areas. The findings of the developing nation subgroup are similar to those of the full sample.

4.4.5 Subsample of European nations

According to International Tourism Highlights (2019) from the World Tourism Organization, Europe accounts for 50% of global international arrivals and receives almost 40% of international tourism revenues, followed by Asia and the Pacific. Because the relationship between tourism receipt and GDP differs with geographic regions (Çağlayan et al. 2012), we employ the biggest sample region of 38 European nations as a subgroup to assess the robustness of ICT factors in specific region samples in Table 9. Consistent with Table 3, SEC and MOB display considerably positive effects on AR, signifying the upgrade in influence of SEC and MOB on AR in European nations. However, FBS shows a negative impact on AR. Additionally, TEX and CCE show saliently negative impacts on AR in Table 9. INT presents asymmetric impacts on AR from positive in higher quantiles to negative in lower quantiles for European nations. The findings of the European nation subgroup are different from those of the entire sample, but are consistent with Çağlayan et al. (2012) in that the nexus of economic factor and tourism receipt presents different geographic area features. Thus, we further enlarge the findings of Çağlayan et al. (2012) to the ICT-tourism nexus. Except for the European nation results, we discover no other notable dissimilarities between the main findings and other robustness tests, indicating that ICTs non-linearly impact AR, RV, and SR.

We condense the results in Table 12 summary of the empirical results. In short, there are saliently positive impacts of SEC, MOB, and FBS, supporting H1 in that ICTs have positive and substantial impacts on international traveler arrivals, especially for several specific AR quantiles. However, MOB (TEX) has negative impacts on SR at the 10th to 75th (75th) quantiles. Likewise, CCE (MOB) has significantly negative impacts on RV for all (25th–50th) quantiles on tourism receipts. Therefore, the findings support H2 (H3) in that ICTs have substantial impacts on international tourism receipts (travel and leisure sector returns) at specific quantiles.

We infer the negative impacts of CCE and MOB (TEX and MOB) on RV (SR) due to the IT productivity paradox, specifying the possibility of a time-lag effect, peer effect, and ICT commoditization. Moreover, Chen et al. (2012) indicate that
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5 Due to space limitation and a reviewer’s suggestion, we omit the table of the MMQR-based international traveler arrivals for developing nations.
Table 9  Estimates of the MMQR-based international traveler arrivals of European nation models

| Var | Q10  | Q25  | Q50  | Q75  | Q90 | Var | Q10  | Q25  | Q50  | Q75  | Q90 | Var | Q10  | Q25  | Q50  | Q75  | Q90 |
|-----|------|------|------|------|-----|-----|------|------|------|------|-----|-----|------|------|------|------|-----|
| INT | C    | −1.332 | 0.230 | 1.503*** | 2.805*** | 4.572*** | C | −1.283 | 0.333 | 1.765*** | 2.231**  | 3.859*** | C | −2.515 | −0.023 | 1.524*** | 2.932*** | 4.376*** |
|     | INT  | −0.218 | −0.198*** | 0.038 | 0.072 | 0.266** | SEC | 0.014 | 0.020 | 0.022* | 0.029 | 0.039 | MOB | −0.185 | −0.028 | −0.022 | 0.100 | 0.363* |
| GDP | 0.317 | 0.341*** | 0.248*** | 0.380*** | 0.352** | GDP | 0.069 | 0.112 | 0.184 | 0.487** | 0.479* | GDP | 0.321 | 0.380*** | 0.263*** | 0.399*** | 0.594*** |
| INF | 0.090 | 0.013 | −0.009 | −0.021 | −0.082 | INF | 0.016 | −0.021 | −0.035 | −0.006 | −0.058 | INF | 0.075 | −0.097* | −0.005 | −0.013 | −0.019 |
| EXG | −0.527 | −0.007 | 0.167 | 0.557 | 0.983* | EXG | −0.421 | 0.151 | 0.088 | 0.757 | 1.148* | EXG | −0.251 | 0.057 | 0.174 | 0.458 | 1.141* |
| UMP | −0.102 | −0.049 | −0.039 | −0.014 | −0.041 | UMP | −0.337 | −0.067 | −0.010 | −0.036 | −0.212 | UMP | −0.186 | −0.033 | −0.044 | 0.005 | 0.069 |
| Var | Q10  | Q25  | Q50  | Q75  | Q90 | Var | Q10  | Q25  | Q50  | Q75  | Q90 | Var | Q10  | Q25  | Q50  | Q75  | Q90 |
| TEX | C    | −2.180 | 0.281 | 1.634*** | 2.901*** | 5.400*** | C | −0.709 | 0.424 | 1.698*** | 2.773*** | 4.644*** | C | −1.003 | 0.193 | 1.604*** | 2.886*** | 5.266*** |
|     | TEX  | −0.067 | −0.045** | −0.029 | 0.002 | −0.005 | CCE | −0.474*** | −0.236*** | −0.062 | −0.117* | −0.182 | FBS | −0.131 | −0.074** | −0.033 | −0.006 | −0.006 |
| GDP | 0.433 | 0.382*** | 0.264*** | 0.422*** | 0.513*** | GDP | 0.274 | 0.328*** | 0.276*** | 0.430*** | 0.677*** | GDP | 0.290 | 0.363*** | 0.269*** | 0.430*** | 0.437*** |
| INF | 0.009 | −0.030 | −0.003 | −0.012 | −0.046 | INF | −0.165 | −0.115** | −0.002 | −0.007 | −0.003 | INF | 0.019 | 0.008 | 0.002 | −0.008 | −0.059 |
| EXG | −0.403 | −0.176 | 0.113 | 0.590 | 0.661 | EXG | −0.578 | −0.191 | 0.059 | 0.672* | 1.039* | EXG | −0.759 | −0.029 | 0.158 | 0.589 | 0.739 |
| UMP | −0.207 | −0.054 | −0.047 | −0.041 | 0.013 | UMP | −0.187 | −0.089* | −0.048 | −0.019 | 0.106 | UMP | −0.151 | −0.053 | −0.043 | 0.009 | −0.013 |

Notes: This table reports the estimation results of ICTs' impacts on international tourism receipts of European nations according to Eq. 1. Yearly data are used for the period 2006 to 2017. The rest of the notes are the same as in Table 3.
economic variables like the discount rate, unemployment rate, and oil price significantly cause Japanese hotel stock returns. Compared with tourism receipts, tourism arrivals can be more directly and immediately used to estimate tourism development. Thus, H1-H3 are supported. We further observe that the influences of ICTs on AR, RV, and SR are salient at some of the quantiles, while not at others. For instance, FBS saliently impacts RV (SR) at the 90th (75th–90th) quantile(s), while TEX impacts RV (SR) at the 90th (75th) quantile. Therefore, H4 is supported, in that the association between ICTs and tourism development saliently differs at diverse quantiles of the tourism distribution.

5 Implication and discussion

Expanding from the prior studies of Andrianaivo and Kpodar (2011), Adeola and Evans (2020), Kumar and Kumar (2020), and Choudhary et al. (2020), our research explores more comprehensively ICTs and tourism variables, provides global evidence, and considers the different ICTs’ impacts across varying tourism quantiles. Our positive MOB finding is consistent with Choudhary et al. (2020) in that mobile cellular subscriptions have a positive effect on tourism development. Moreover, Rajan et al. (2016) address that an increase in the number of secure Internet servers results in an increase in the number of tourism arrivals, which matches our findings on salient and positive SEC impacts on AR. Therefore, taking ICTs into account helps tourism participants to realize the ICT determinants of AR. Our finding is consistent with Adeola and Evans (2020) who find when ICT and infrastructure increase in African nations that the level of traveler arrivals also increases. Our findings are also consistent with Bhat and Shah (2014), whereby ICT deployment is especially important for emerging areas. However, contradictive to the related literature that shows ICTs’ positive impacts, our findings reveal ICTs’ negative impacts, which are consistent with the saying of the IT productivity paradox.

Given the importance of ICTs on AR, RV, and SR, policymakers and/or travel and leisure managers need to consider how to build up ICT infrastructure and applications to develop tourism. Our results are vital to understanding tourism development under the sector’s greatly competitive markets globally. Several implications can be obtained from the empirical findings of this study. First, regarding to increase AR, secure Internet servers, mobile cellular subscriptions, and fixed broadband subscriptions have saliently positive impacts on international traveler arrivals, suggesting that nations and tourism participants that want to attract international travelers should improve these three ICTs. In other words, nations with less international arrivals are positively sensitive to the set-up of secure Internet servers, mobile cellular subscriptions, and fixed broadband subscriptions. The higher the levels of SEC, MOB, and FBS in the nation, the higher the number of AR. This finding infers that SEC, MOB, and FBS can enable tourism destination nations to increase the online presence (i.e., visibility on the Internet and collaboration with related sectors) necessary to be competitive in the global tourism market. This also advocates that as these three ICT infrastructures improve across the nations, the keener will be travelers to visit and realize the opportunities and endowments embedded in the destination
country. On the contrary, mobile cellular subscriptions, the percentage of individuals using the Internet, high-technology exports, and communications as well as computer do not notably improve on traveler number.

Second, regarding the negative impacts of ICTs, MOB negatively affects SR (RV) at the 10th to 75th (25th–50th) quantiles, plus TEX (CCE) negatively impacts SR (RV) at the 75th (all) quantile(s). Interestingly, we also notice the positive INT and CCS effects (TEX and FBS effects) on SR (RV) at higher quantile, revealing the diverse features among ICT. Practically, nations with the highest tourism receipts (tourism stock returns) can increase high-technology exports and fixed broadband subscriptions (individual using Internet, communications as well as computer, and fixed broadband subscriptions) to further help raise tourism receipts (tourism stock returns). Nations with lower tourism receipts should not target to increase mobile cellular subscriptions, communication, and computer technologies. Thus, any ICT investment should consider their level of tourism development as well as the target they want to improve in order to avoid any downside risk. Moreover, secure Internet servers (individuals using the Internet) does not affect RV and SR (RV), implying the higher cost of implementing secure Internet servers and individuals using the Internet than revenues.

Third, our research findings allow academic research in related fields to consider the non-linear impacts of ICTs in tourism development. In other words, our findings identify that if one ignores the possibility that the ICTs-tourism nexus could be non-linear, then the results from a linear model could often cause bias due to using a false valuation method. Our evidence confirms that ICTs non-linearly influence AR, RV, and SR across different quantiles, implying countries establishing ICTs should consider different tourism development quantiles to apply different types of ICT.

Fourth, we address the asymmetric impacts of ICTs at different quantiles of tourism development. In other words, mobile cellular subscriptions have a negative impact from the lowest quantile and a positive impact at higher quantiles on the subsequent period’s AR. Additionally, the percentage of Internet usage has a negative impact from the lowest quantile and a positive impact at higher quantiles for European countries. This asymmetry has important implications for the growth strategies of developing tourism (Faber and Gaubert 2019) and whether the development of ICTs should be prioritized. Therefore, for nations at varying AR quantiles, different regions, different periods, and different ICTs have varying impacts on tourism development. ICTs can thus serve as tourism development determinants especially for the non-global financial period and for developing nations. Furthermore, instead of upgrading all kinds of ICTs, priority should be given to the tourism development quartile and then toward investing in specific ICTs. Our findings have important implications across different tourism factors’ quantiles for improving this industry, and this can help management strategies during both downside and upside conditions.

Fifth and finally, our research findings validate two theories. First, our findings of ICTs’ positive impacts show that countries with different tourism development levels should consider their diverse influence, which corresponds to the resource-based view theory of Wernerfelt (1995) in that a firm should consider its endowments to ensure that it always can competent with the best in whatever market it chooses to
compete. For example, we suggest tourism managers and policy makers of countries with higher SR (RV) could improve their countries’ INT, CCE, and FBS (TEX and FBS) so as to raise their travel and leisure sector returns (tourism receipts). Our research expands the resource-based view from firm management to country tourism and ICT related fields. However, SEC, MOB, and FBS positively influence tourist arrivals at most of the quantiles, suggesting that tourism managers and policy makers can apply and improve more SEC, MOB, and FBS related technologies in order to increase international tourism arrivals.

Second, regarding our findings of ICTs’ negative impacts, MOB negatively affects SR (RV) at the 10th to 75th (25th–50th) quantiles, while TEX (CCE) negatively impacts SR (RV) at the 75th (all) quantile(s). Our research observes the condition of the IT productivity paradox in the tourism field due to some salient negative and insignificant impacts of ICTs in RV. The reasons for this negative impact might relate to the time-lag effect, peer effect and/or commoditization (i.e., ICTs are like railroads and electricity, as they are necessities and widely used). Our research findings allow academic research in related fields to consider the non-linear impacts of ICTs in tourism development. In other words, our findings identify that if one ignores the possibility that the ICTs-tourism nexus could be non-linear, then the results from a linear model could often cause bias due to using a false valuation method.

6 Conclusion

This research complements the literature on the relationships between destination nations’ levels of ICTs and tourism development by paying distinctive attention to the distributions of international traveler arrivals, international tourism receipts, and travel and leisure sector returns via yearly data of 118 nations for the period 2006–2017. The main goal is to probe international evidence regarding whether ICTs influence tourism development across the conditional distribution of tourism elements. For this purpose, we use a new quantile regression approach proposed by Machado and Silva (2019). Additionally, we consider that the correlations might vary during a non-global financial crisis period, by geographic area, and under different economic development states.

Our results suggest that secure Internet servers, mobile cellular subscriptions, and fixed broadband subscriptions have positive impacts on international traveler arrivals, while mobile cellular subscriptions and communication, computer notably and negatively affect tourism receipts for nations with the highest tourism receipts. Mobile cellular subscriptions and high-technology exports (Internet usage, communication, computer, and fixed broadband subscriptions) negatively (positively) impact travel and leisure sector returns at different return quantiles. Thus, our findings support that ICTs of the host nation positively determine traveler arrivals, tourism receipts, and sector returns.

The negative impacts of ICTs are consistent with the IT productivity paradox. The reason for the IT productivity paradox can be explained by the peer effect,
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Specifically, Gangopadhyay and Nilakantan (2021) explore the bank industry and address that although IT adoption can enhance firm productivity, resource use efficiency, and service quality through strengthening organizational capabilities, a proper assessment of the costs and benefits of any new technology may be difficult for potential users, because IT productivity paradox has previously overlooked the influence of peer firms. Hwang et al. (2015) find that computer and Internet usage do not relate to enhancing a firm’s competitive advantage, since they are now commoditized, much like railroads and electricity (Carr 2003). In other words, computers and Internet usage are not influenced by either product/service performance or business process performance (Hwang et al. 2015). Toy (2021) addresses in the short run that artificial intelligence implementation does not appear to affect overall productivity statistics due to the time-lag explanation presented by Brynjolfsson et al. (2019).

There is salient evidence showing how ICTs asymmetrically and non-linearly influence tourism development across different quantiles. Further test results disclose that the relationships between ICTs and tourism development are robust after considering non-global financial sub-periods, endogeneity problems, and economic development conditions. However, the positive impact of fixed broadband subscriptions is insignificant for the European nation group, implying the existence of a geographic region difference in the ICTs-tourism nexus.

We also study whether the impacts of macroeconomic factors correlate with traveler arrivals, tourism receipts, and travel and leisure sector returns. We discover that GDP, real exchange rate, inflation, and unemployment are considerably associated with different quantiles of traveler arrivals, tourism receipts, and sector returns. The GDP per capita growth rate notably and positive correlates with traveler arrivals, while negatively correlates with tourism receipts and sector returns. Unemployment (inflation) is asymmetric and noticeable related with travel and leisure sector returns (traveler arrivals). The results are consistent with the existing literature that there is an asymmetric link between economic factors and tourism (Meo et al. 2018). Baur and McDermott (2010) define safe-haven assets as those can help investors build a portfolio that mitigates any downside market risk. Interestingly, we find salient positive impacts of the global financial crisis on sector returns at intermediate and higher return quantiles, suggesting countries with intermediate and higher travel and leisure sector returns can be a safe-haven for assets during the global financial crisis.

Identifying the ICTs and tourism nexus has been a crucial subject in the tourism arena, yet undeniably we merely probe at their association among six ICTs. These are three limitations of this study. First, because we focus the discussion on six kinds of ICTs, there are other new ICT issues we have omitted, such as artificial intelligence (AI) and robotics, which could enhance our understanding of advanced technology’s effects on tourism. Second, the COVID-19 pandemic has resulted in serious ongoing challenges to the travel and tourism sector, but we do not consider the pandemic’s impacts on this sector. It would be interesting for studies to examine the possible benefits of new ICTs on the travel and tourism sector during serous
pandemic periods. Third, this study mainly covers the non-linear effects of ICT on tourism development across different quantiles, and omits the causal relationships between ICT and tourism development. We leave these three topics for future endeavors.

Appendix

See Tables 10, 11, 12; Fig. 4.
Table 10  Main variable list

| Variable | Definition and source |
|----------|----------------------|
| **Dependent variables** | |
| AR | Log difference of international inbound travelers are the yearly number of travelers who travel to a nation other than that in which they have their usual residence (from WDI of World Bank database) |
| RV | Log difference of international tourism receipts (% of total exports) calculated as a ratio to exports of goods and services; international tourism receipts are expenditures by international inbound travelers, comprising payments to national carriers for international transport and any other pre-payments made for goods or services received in the destination nation (from WDI of World Bank database) |
| SR | Yearly travel and leisure sector returns are estimated by \((P_t - P_{t-1})/P_{t-1}\); \(P_t\) is yearly sector closing prices (from DataStream database) |
| **Independent variables** | |
| Six ICT variables are from WDI | |
| INT | Individuals using the Internet, % of population |
| SEC | Secure Internet servers, per 1 million people |
| MOB | Mobile cellular subscriptions, per 100 people |
| TEX | High-technology exports, % of manufactured exports |
| CCE | Communications, computer, etc., % of service exports |
| FBS | Fixed broadband subscriptions, per 100 people |
| **Control variables** | |
| Macroeconomic factors are from WDI | |
| EXG | Real exchange rate = (destination country’s official exchange rate*US CPI)/destination country’s CPI |
| GDP | GDP per capita growth, annual % |
| INF | Inflation, consumer prices, annual % |
| UMP | Unemployment, total % of total labor force |
| DEV | Developed country, equals 1 if the country is developed and 0 otherwise |
| EURO | European country equals 1 if the country is in Europe and 0 otherwise |
| GLCR | Global crisis, equals 1 if the period is during the global financial crisis (2008–2009) and 0 otherwise (Ntim et al., 2013) |

Notes: All the variables are in log difference form, except for SR, and GDP, INF, and EXG. EXG is in log form. Except for the travel and leisure stock prices of 118 countries, all data are from the World Development Indicators (WDI) by the World Bank database, which is the most comprehensive international database.
## Table 11  Sample nation list

| Nations                | Notes                      |
|------------------------|----------------------------|
| Afghanistan#           |                            |
| Albania#               |                            |
| Argentina#             |                            |
| Armenia#               |                            |
| Australia              |                            |
| Austria                |                            |
| Azerbaijan#            |                            |
| Bangladesh#            |                            |
| Belarus#               |                            |
| Belgium                |                            |
| Benin#                 |                            |
| Bolivia#               |                            |
| Bosnia and Herzegovina#|                            |
| Botswana#              |                            |
| Brazil#                |                            |
| Bulgaria               |                            |
| Burkina Faso#          |                            |
| Cambodia#              |                            |
| Cameroon#              |                            |
| Canada                 |                            |

Notes: We gather the nations that have tourism relevant data in the World Bank database, and the above 118 nations are utilized in this study. The bold nations are in Europe. # signifies developing countries.

## Table 12  Summary of the empirical results

| No | Hypothesis                      | INT | SEC | MOB | TEX | CCE | FBS     |
|----|--------------------------------|-----|-----|-----|-----|-----|---------|
| H1 | ICT → AR                       | 25,50,75 | 25,50,75,90 | 90 | 10,25,50,75,90 | 90 |
| H2 | ICT → RV                       | 25,– | 50 | 90 | 10,– | 25,– | 50,– | 75,– | 90 |
| H3 | ICT → SR                       | 75 | 90 | 75 | 75,90 |
| H4 | ICT (non-linear impact) → Tourism | Accept | |

Notes: ICT (information and communication technology), SR (travel and leisure sector returns), RV (international tourism receipts as % of total exports), and AR (number of international tourism arrivals). 10, 25, 50, 75, and 90 saliently represent in these quantiles. “–” denotes a negative impact; otherwise it is positive.
**Fig. 4** Research Framework.

MMQR analysis is a non-linear model and allows for fixed effects
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