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ABSTRACT With the advancement of technology, many processes in our world have been reformulated, updated, and digitized. Therefore, interpersonal relationships have also been following this trend so that social networks have become increasingly present in our lives. Given this context, social network users create and share a large amount of data, from content about their daily lives, funny facts, as well as information about traffic, weather, and various subjects. The problem of event detection in social media, such as Twitter, is related to the identification of the first story on a topic of interest. In this work, we propose a novel approach based on the observation that tweets are subjected to a continuous phase transition when an event takes place, i.e., its underlying dynamic changes. Our proposal consists of a formal characterization of the phase transition that occurs when an event takes place, and the use of this characterization to devise a new method to detect events in Twitter, based on calculating the entropy of the keywords extracted from the content of tweets (regardless of the language used). We evaluated the performance of our approach using seven data sets, and we outperformed nine different techniques present in the literature. Unlike the work found in the literature, we present a theoretical rationale about the existence of phase transitions. For this, we characterize a model, already existing in the literature, of phase transitions described by differential equations, where we find correspondence between the model used in the study and the real data. The experimental results show that our proposal significantly improves the learning performance for the metrics used.

INDEX TERMS Event detection, information-theoretic metrics, phase transition, social media analysis

I. INTRODUCTION

Social networks have become an essential venue for social communication, information sharing, and other activities. There are different types of Social networks serving various purposes, such as relationship networks (Facebook, Twitter, Instagram), professional networks (LinkedIn, Classroom 2.0), multimedia sharing networks (Youtube, Flickr), among others.

Such social networks typically produce rich amounts of user-generated information related to situation reports and can be massively used for different applications, for instance, data aggregation [1], source identification of rumors [2], social network analysis [3], recommendation systems [4], event stream dissemination [5], networks modeling [6].

One of the most known and used social networks is Twitter. Twitter is a microblogging social network, which allows users to send and receive personal updates to/from other contacts in texts of up to 280 characters known as “tweets”. While some of the shared topics are personal status updates, a significant fraction is a response induced by events, such as natural disasters [7] (e.g., earthquakes and tsunami [8]), political events (e.g., protests [9], elections [10]), and others.

Event Detection can be defined as finding a specific or a new pattern within a data collection (usually a stream of data). It can be a new pattern or an abnormality within the data. In the social networks context, it is related to the identification of the first story on a topic of interest by constantly monitoring news streams. The goal is to identify the first story to discuss a particular event that happened at a specific time and place. Dou et al. [11] define an event as “an occurrence causing a change in the volume of text data that discusses the
associated topic at a specific time”. Therefore, Twitter can be seen as a valuable source of data useful to understand a wide range of events happening around the world, with each user being a potential informant.

Despite its value as an information source when compared to traditional media news, the analysis of Twitter data presents some challenges, of which we can mention:

- Tweets generate a large amount of data that require scalable approaches to analyze their content;
- Tweets are time-sensitive, i.e., they are shared in a real-time fashion, having a great relationship with the time they are posted;
- Due to its length restriction, a tweet typically presents a content that is brief and informal, containing unstructured sentences, typos, and abbreviations;
- More often than not, tweets present no useful information. In fact, according to Parikh and Karlapalem [12], “half of the tweets are pointless and do not convey any valuable information”. They say that these tweets are mainly related to personal updates of users, spam, and self-promotion. Processing such tweets not only increases the processing time but also degrades the quality of results.

Detecting an event is a challenging task due to the intrinsic characteristics of tweets. Most approaches consider to find outliers (anomalies), and further, investigate whether these outliers are related to events [13]–[15].

We observed that current approaches are prone to fail when the underlying model changes, and the previous predicted model is not valid anymore. Hence, events can be related to a changing of the dynamic of the underlying model. It means that tweets related to an event have characteristics of a new model and, hence, can not be considered as an outlier. Assuming a model changing, the task of detecting an event can be seen as a phase transition detection.

One of the challenges in this type of approach is to try to differentiate a change in system dynamics from an outlier or noise. In the case of random deviations or anomalies (outlier detection) [16] the detection techniques consider the system stationary. In the case of a dynamic change, the system can not be regarded as stationary and must be treated using adaptive techniques [17].

The change of dynamics in a non-stationary environment consists of an effect called concept drift. Adaptive learning refers to updating predictive models online during their operation to react to concept drifts [17]. The change in the dynamics of data distribution over time can be observed in different ways. It can occur abruptly (for example, when we switch from one sensor to another with a different calibration) or incremental; a sensor naturally has its accuracy slowly diminished over time.

This work proposes a novel method, which benefits from phase-transition detection techniques to detect events on Twitter. Our method is based on the calculation of the entropy of the keywords extracted from the content of tweets to classify the most shared topic as an event or not.

This proposal is an extension of the previous work presented in [18]. In comparison to this previous work, we improved the topic extraction steps by proposing the summary graph partitioning technique described in Section III-B. This addition improved the topic of representation results. Moreover, we added six data sets, one of them previously labeled, and the rest unlabeled, yielding a more comprehensive performance analysis. Finally, we proposed an analytical model of the dynamics of rumor spread in social networks to validate our method. In this work, the main contributions are:

- we modeled the event detection problem as a phase transition discovery problem, and we gave empirical evidence of such phase transition and showed a formal characterization of this behavior. With this, we can capture the changing of the system dynamics. By using such characterization, we were able to tune the parameters of our event detection model, shrinking the search space of these parameters.
- we present evidence that phase transitions are carried out continuously, i.e., they can be classified as second-order transitions. To the best of our knowledge, we do not know any work that presents such formal evidence about this hypothesis.
- we used a model of the dynamic of rumor spreading in social networks. This model was characterized by 3 differential equations presented in the SIR model. The system of equations described in this manuscript was numerically solved via the Monte Carlo method. By using the Monte Carlos results, we were able to characterize the phase transition present in the SIR model, and we found that the transitions in real data sets have similar characteristics as the transitions found in the synthetic model, hence, evidencing the hypotheses raised in our work.
- we propose a graph to summarize candidate keywords related to an event, and applied a graph partitioning technique to extract the keywords of a given event. To do so, we form clusters of keywords that are more related to each other, and we also remove irrelevant words that eventually can be assigned to a cluster.

This work is organized as follows: Section II presents the related work to event detection using Twitter; Section III describes the methodology used to analyze the data; Section IV presents the main results, in addition to some comments on phase transitions; and Section V concludes this work.

II. RELATED WORK

Sakaki et al. [19] analyzed tweets by extracting features that represent their context. They designed a probabilistic spatiotemporal model, considering every user as a device and applied a particle filtering to find the center and the trajectory of the event location. They detected an earthquake with a high likelihood.

Proposed by [20], TEDAS is a system that detects and analyzes events on Twitter. The system has three functionalities:
detection of new events, ranking of events according to importance, and temporal (or spatial) generation of a pattern for the event.

D’Andrea et al. [21] proposed a system based on text mining and machine learning algorithms to detect real-time events related to traffic on Twitter. Similarly, Giridhar et al. [22] proposed an anomaly clarification service, which can explain sensor anomalies using social network feeds, such as vehicular traffic accidents.

The above-mentioned studies [19]–[22] belong to a class of techniques that considers a specific context of the data. As in many natural language processing applications, approaches that are specific to a certain domain generally perform better than the approaches that are open-domain or generic, however, their use is limited only to the proposed context such as traffic accidents, weather conditions, among others. Unlike this type of approach, our work proposes a new event detection technique on Twitter that considers any event regardless of its context.

EDCoW [23] (Event Detection with Clustering of Wavelet-based Signals) is a proposal that represents words as signals, based on [24], by applying wavelet analysis of the words. It then filters away trivial words by looking at their corresponding signal auto-correlations. The remaining words are then clustered to form events with a modularity-based graph partitioning technique.

Even considering any type of event, due to the need to use a transformation based on Wavelets together with modularization of the graph, EDCoW requires a massive amount of computation, making it not a scalable option. In addition, due to the cross-correlation matrix, it only considers pairs of events, the proposal cannot distinguish between different events that happen in the same period of time, for example, two football matches that occur at the same time. Our proposal considers that simultaneous events can occur simultaneously, so we hypothesize that the summary graph partitioning technique used in our approach can distinguish the events from each other.

Mathioudakis and Koudas [25] proposed the TwitterMonitor. Besides detecting events on Twitter in real-time, they provided meaningful analytics that synthesizes a description of every topic. They identified trend keywords and grouped them according to their co-occurrences, employing a context extraction algorithm based on [26].

Authors in [27] presented Tweetvent, an approach that detects bursty tweets segments within a fixed time window as events. In addition, they cluster event segments into events considering both their frequency distribution and content similarity using a variant of the Jarvis-Patrick algorithm [28]. Each cluster is compared to Wikipedia articles to identify real-life events.

Dang et al. [29] proposed a method based on Dynamic Bayesian Networks [30]. Their model uses the knowledge regarding tweets and analyzes the topic diffusion process and finds two main characteristics of an emerging topic, which are attractiveness and key-node. The authors grouped them based on their co-occurrence using DBN-based model.

In Alsaedi et al. [31], authors predicted riots from Twitter using some features derived from Twitter posts (temporal, spatial, and textual content). They assumed that events could occur in the same location over a specific time or multiple events in different locations.

Jung and Nguyen [32] proposed a new model of real-time event detection, considering each user of a social network as a sensor. Therefore, because they considered that the sensors are independent, the authors have developed a measurement score that associates the unusual phenomena in a social data stream.

Aiello et al. [33] proposed a technique that uses a metric based on the frequency-inverse document frequency (TF-IDF) of the bigram in a given time and creates a ranking of the most probable events. Their method assumes as prior information that a fixed given number of events are happening in an interval of time and provides a ranking of the most probable events with their correspondent keywords. We see in [33], that the author proposes a model of possible events, i.e., the number of topics is defined, so that the proposals return the most likely k topics for a given time window. This type of approach requires manual intervention to later label which of the returned topics are events or not. Unlike this approach, we propose a classifier that automatically decides whether an event occurred.

Anbalagan and Valliyammai [34] proposed an information entropy-based event detection framework to identify events and their location by clustering the high-density ratio of tweets using Twitter data. The Shannon entropy of target users, location, time intervals, and hashtags are estimated to quantify the dissemination of events using the entropy maximization inference model. The geo-tagged (spatial) tweets are extracted for a specified time (temporal) to identify the location of an event and visualizes the event in geo-maps. To evaluate the proposal, they used Entropy, Cluster Score, Event Detection Hit, and False Panic Rate during four major disaster events, which are identified to illustrate the effectiveness of the proposal. The experimental outcome determines the scope and significant dissemination direction of finding events from a new perspective, which demonstrates 96% of improved event detection accuracy.

We see that entropy-based methods for detecting events on Twitter as in [34] are extensively used in natural language processing applied to event detection in twitter [35]–[38]. However, we have found no formalization (in the context of phase transitions) about this fact. In this work, we conjecture that twitter has a second-order phase transition. It is important to note that the phase transition assumption is stronger than just identifying outliers. By using this characterization, we are able to fine-tune the parameters of our approach more efficiently.

Studies, as mentioned above, indicate that detecting Twitter events using emerging topics is feasible. The present work is inspired by the use of several methods mentioned
above, such as bigrams and their probabilities, but, differently from all previous work, we take advantage of the fact that entropy is a measure of a quantity of information to model the occurrence of an event, and, with this, devise a novel approach that detects the phase transition of the entropy of topics. Therefore, we try to detect the change in system dynamics and properly classify a topic trend as an event.

**III. METHODOLOGY**

**A. DATA SET**

To validate our proposal, we used two data sets collected by Aiello *et al.* [33], where authors gathered tweets related to worldwide events that happened in 2012:

- **The FA Cup Final data set:** This data set contains tweets about The Football Association Challenge Cup (FA Cup), the peak of the English football season. FA Cup is the main men’s competition in English football and belongs to the oldest football association in the world. Figure 1 shows the time series corresponding to the number of collected tweets about the FA Cup. Each sample contains the number of tweets in one minute. In 2012, Chelsea and Liverpool played the final match, with goals from Ramirez (11’) and Drogba (52’) for Chelsea, and Carroll (62’) for Liverpool. Hence, Chelsea won the match of 2 — 1. It lasted 90 minutes, plus 15 minutes of half-time break;

- **The Super Tuesday Primaries data set:** In the United States, the president is elected in an indirect election, with the winner being determined by electors of the Electoral College. Super Tuesday refers informally to Tuesdays early in a US presidential primary season when the highest number of states hold primary elections. Super Tuesday in 2012 happened on March 6, 2012, with 419 delegates (18.3% of the total). We show in Figure 2 the time series corresponding to the number of collected tweets about the Super Tuesday, where each sample contains the number of tweets in five minutes. The authors in [33] created these data sets using the official event hashtags. They constructed the ground truth by checking the mainstream media reports to identify significant topics for each data. They identified 13 and 22 important topics for FA Cup and Super Tuesday data sets, respectively. The details of the data set construction can be found in their paper.

In addition to the data sets mentioned above, some non-labeled data sets collected by Zubiaga [39] were used. It includes tweets for five real-world events

- **Cyprus hijacked airplane (Cyprus data set - 2016):** An Egyptian man abducted a domestic flight, forcing the pilot to land at Larnaca International Airport in Cyprus;
- **Ebola outbreak (Ebola data set - 2014):** was the most widespread outbreak of Ebola virus disease (EVD) in history, causing significant loss of life and socioeconomic disruption at the region of Mano river in Africa. The focus was mainly in the countries of Guinea, Liberia, and Sierra Leone;
- **Mexican election (Mexican data set - 2012):** General elections were held in Mexico on Sunday, July 1, 2012. Voters went to the polls to elect Deputies, Senators, and the President;
- **Sismo Ecuador (Sismo data set - 2016):** An severe earthquake happened in Ecuador on April 16, 2016, with an epicenter of 27 km from the city of Muisne, capital of the province of Esmeraldas. The earthquake had a moment magnitude of [7.8]Mw. Structures that were close to the epicenter collapsed;
- **SXSW (SXSW - 2012):** South by Southwest is a set of music, film, and technology festivals held every spring (usually in March) in Austin, Texas, United States.

We chose these five data sets to make our evaluation as heterogeneous as possible, such as presidential elections and music festivals, regardless of the language used (Spanish or English).

Following Aiello *et al.* [33], we performed a data sanitization in the dataset, removing stopwords (such as prepositions and pronouns), punctuation marks, mentions and URLs. We also lower all the letters, in order to normalize the writing.
B. PHASE TRANSITION-BASED ENTROPY (PTb-ENTROPY)

We proposed a method to identify real-time events on Twitter by detecting the emerging topics presented in a given time, where this proposal is based on the calculation of the entropy of the time series that aggregates the frequency of the keywords extracted from tweets through a co-occurrence algorithm. This proposal can be used to detect any event because we do not consider any prior information about the event.

The notion of tweet segment was proposed in [40] for named entity recognition, not related to event detection. Similarly to [40], we consider a tweet to be a set of bigrams. A bigram is a sequence of two adjacent elements from a string of tokens, which are typically letters, syllables, or words. Therefore, we segment each tweet into words (tokenize). Then, after this transformation, we built the bigrams for each tweet and applied our proposal. Our method consists of six steps described in the following sections.

1) CALCULATING BIGRAMS

Let \( f : B \rightarrow X \) be the function that maps the bigram \( b \in B \) into the count set \( X \) for all time slots in the data set. \( B \) is the set of all bigrams. The function \( f \) is given by \( f(b) = \{ x_k \in X \mid x_k = \#b_k \}, \forall k \in \{ t_0, t_1, \ldots, t_N \}, \) where \( k \) is the set of all time slots in a set of observations of size \( N \), and \( \#b_k \) is the number of occurrences of the bigram \( b \) at each time \( k \) in the data set.

2) CREATING THE TIME SERIES

As the method is devised for real-time processing, we firstly collect a set of observations inside a window and then move the window forward to analyze more data. Hence, we firstly determine \( B^W, X^W \), and \( f^W(b) \), for the first window and continue to determine these sets for the subsequent windows. The window is denoted by \( W^i \in \{ X_p \} \), where \( p \in \{ t_i, t_{i+1}, \ldots, t_{i+n-1} \} \) is a time slot inside \( W \), \( t_i \) is the initial time, and \( n \) is the number of elements of \( W \). \( X_p \) denotes the set of counts for all bigrams at time \( p \). The window, with size \( n \), slides one-time unit, in a way that the difference between consecutive windows is exactly one observation. Note that, throughout our proposal, the value of \( n \) is fixed.

Furthermore, for each obtained bigram, we calculate the probability of its occurrence in a given sliding window. We then construct the time series of frequencies \( S^W(b) = \{ s_p(b) \} \) restricted to a window \( W \) as

\[
s_p(b) = \frac{x_p(b)}{\sum_{j \in p} x_j(b)}.
\]

where \( s_p(b) \) represents an observation of the time series of frequencies associated with each bigram in the corresponding window at time \( p \). We denoted as the probability of occurrence of the bigram \( b \) for a given sliding window \( p \) as being \( s_p = s_p \). Equation (1) converts \( X^W \subset X \), the set of counts restricted to \( W \), into a vector of frequencies \( S^W \).

3) CALCULATING THE ENTROPY

To calculate the entropy of the bigram time series we firstly consider \( s^p \), as the estimate of the probability of the occurrence of the bigram \( b \) at each time slot \( p \) in \( W \). Therefore, let \( \hat{s}^W \) be the vector of the estimate of probabilities of occurrence of each bigram in \( W \). Hence, the Shannon entropy for each \( W \) is defined as

\[
H_b^W = \sum_{j \in p} -\hat{s}_j(b) \log(\hat{s}_j(b)).
\]

4) ANALYZING THE ENTROPY

The entropy \( H_b^W \) provides a measure of the quantity of information at each window \( W \). Hence, windows that present high entropies are likely to represent the occurrence of an event. Based on the entropy value, we can infer if a window presents an anomaly behavior, i.e., an event, for a given bigram \( b \). In such a situation, we are interested in detecting a phase transition between a window that does not present an event to a window that presents an event. In Section IV, we discuss how we detect the phase transition in the context of this work.

If an event is detected in the sliding window \( W \), then the event is assigned to the time \( t_{i+n-1} \), the last observation in \( W \).

5) CREATING THE SUMMARY GRAPH

Considering that if we find a phase transition, i.e., an event, for a given bigram \( b_i \) at time \( t_i \), we expand the representation of the bigram using a technique commonly applied in frequent itemset mining. For this, we proposed a variation of the FP-growth (Frequent pattern-growth) Algorithm originally introduced by [41] to adapt the technique to use bigrams. The FP-growth algorithm is an efficient and scalable method for mining, which uses an extension of the prefix-tree structure for compressed data storage called the frequent-pattern tree (FP-Tree).

The algorithm returns the co-occurrence information of the items, but, in our proposal, we select only the occurrences on the second level of the tree, that is, two words (bigram). With this, we find sets of bigrams that are related to \( b_i \), i.e., they are likely to appear in the same tweet as \( b_i \).

Levenshtein distance [42] can be viewed as a measurement metric to quantify the difference between two sequences. More specifically, for textual elements, we can define this distance as the minimum number of single-character edits (insertion, deletion, or substitution) required to transform one textual element into another.

Moreover, to reduce the number of selected bigrams to a smaller set with bigrams that are closer to each other, i.e., are more relevant, we rule out the bigrams that are more distant to \( b_i \). To do so, let \( lev \) be the Levenshtein distance, we define the distance between the bigrams \( \alpha = (\alpha_1, \alpha_2) \) and \( \gamma = (\gamma_1, \gamma_2) \) as

\[
\text{Dist}(\alpha, \gamma) = \min[\text{lev}(\alpha_1, \gamma_1) + \text{lev}(\alpha_2, \gamma_2), \text{lev}(\alpha_1, \gamma_2) + \text{lev}(\alpha_2, \gamma_1)].
\]

where \( \alpha_1, \alpha_2, \gamma_1, \) and \( \gamma_2 \) are words of the bigrams \( \alpha \) and \( \gamma \). However, we apply this distance defined in Equation (3) to the bigrams obtained by the variation of FP-growth in the sliding window \( W \), and we obtain all sets of bigrams that have a
distance to bigram \( b_i \) with a value smaller than \( \eta \), an arbitrary threshold. In this work, we used \( \eta = 8 \), as it will be explained in Section IV.

With this set of bigrams, we construct a graph where the vertices are the words, and two words are connected by an edge whenever they belong to the same bigram. Then, in the end, the algorithm returns a graph corresponding to the summation of the events associated with the time \( t \).

6) PARTITIONING OF THE SUMMARY GRAPH
We split the summary graph to clean undesirable words that eventually appears in the previous step. This operation helps to identify the events correctly. After the partitioning of the graph, we consider that each resulting connected component with more than two elements is associated with an event. Therefore, we can identify more than one event inside the same window with our proposal.

For the partitioning, we used the Markov Cluster Process (MCL) [43]. The technique defines a sequence of stochastic matrix processes (inflation and expansion) called operators. The main idea of the MCL algorithm is to simulate the flow in a normalized graph. To do so, it uses a random walker and counts the number of times the walker passes by each edge (current). The algorithm increases the flow where the current is strong (the vertex received many visits) and decreases the flow where the current is weak (the vertex received few visits). The algorithm uses the operators to increase/decrease the flow. The expansion operator favors the shortest paths, that is, random walks with few steps, fostering the visit to new groups. This operator associates new probabilities to all pairs of nodes, decreasing the probability for long paths and increasing for short paths. Thus, the expansion operator is responsible for allowing the flow to connect different regions of the graph.

The inflation operator is responsible for both strengthening and weakening the current flow. Inflation will then have the effect of increasing the odds of rides inside the groups and will lower the rides between groups. This is accomplished without any prior knowledge of the grouping structure.

We decided to use this algorithm because it allows two nodes to be in two groups separately. In other words, even if two distinct events have terms in common, the algorithm can satisfactorily segment them.

C. THE Ptb-ENTROPY ALGORITHM
Algorithm 1 presents the pseudocode of our proposal. The algorithm calculates the entropy of a window and decides whether this window belongs to a phase transition between the absence and the presence of an event. To do so, it receives as input the index of the initial time \( (i_0) \) of \( W \) and has access to the tweets that correspond to each time slot, returning list \( \text{bigrams} \) as input the index of the initial time (the absence and the presence of an event. To do so, it receives whether this window belongs to a phase transition between the absence and the presence of an event. To do so, it receives whether the current is strong (the vertex received many visits) and decreases the current flow. Inflation will then have the effect of increasing the odds of rides inside the groups and decreasing the current flow.

Algorithm 1 Our Proposal for Event Detection in Social Media Based on Phase Transitions

| Data: \( i_0 \), the index indicating the initial time in \( W \) |
| --- |
| Result: List of detected keywords for each event detected |

\begin{algorithm}
\begin{algorithmic}
\State \textbf{initialize} \( B_W \)
\For {\( b \in B_W \)}
\For {\( p \in \{t_i, t_{i+1}, \ldots, t_{i+n-1}\} \)}
\Comment{constructing \( X_W \)}
\State \( x_p \leftarrow f_W(b_p) \)
\EndFor
\EndFor
\State \textbf{initialize} \( H_b \)
\For {\( p \in \{t_i, t_{i+1}, \ldots, t_{i+n-1}\} \)}
\Comment{Calculating the probability vector \( S_W(b) \)}
\State \( \hat{s}_p \leftarrow \frac{x_p}{\sum_i x_i} \)
\EndFor
\State \textbf{initialize} \( \text{bigrams} \)
\For {\( 0.1 < H_b < 0.7 \) and \( x_{i+n-1} > 10 \) and \( \max(S) = \hat{s}_{i+n-1} \)}
\State \textbf{increase} \( H_b \leftarrow H_b + (-\hat{s}_p \log(\hat{s}_p)) \)
\State \textbf{if} \( \text{bigrams}(\text{bigrams}, b) \)
\State \textbf{return} \( \text{FP-growth}(b, B_W, \eta = 8) \)
\State \textbf{end}
\State \textbf{saveEvent}(\text{graph})
\EndFor
\State \textbf{return} \( \text{MCL}(\text{graph}) \)
\State \textbf{end}
\end{algorithmic}
\end{algorithm}

vector and the entropy of \( W \). We limit to the 200 more representative bigrams (more frequents) to rule out clutter.

For each bigram in \( B_W^{100} \), it constructs the set of the probability (frequency) of the bigram at each time slot in \( W \) (Lines 11 to 13), and calculates the subsequent window entropy between Lines 15 and 17. From Lines 18 to 22, it detects whether a window presents a transition to an event or not. In the case of detection, we consider for the graph construction, the analyzed bigram along with those associated with it, using the algorithm described in section III-B.5.

We chose the entropy detection interval of \( 0.1 < H_b < 0.7 \) to detect the event by analyzing the ROC curve of our detection system, as will be explained in Section IV. The rule
max(\tilde{S}^W) \implies \tilde{s}_{i+n-1} \text{ ensures that the entropy of the last time slot inside the window has the largest value, indicating the occurrence of a phase transition. This term avoids false positive detection for events that were identified previously.}

Finally, Line 24 consists of the creation of the summary graph, which is created based on the lists of bigrams returned by the FP-growth algorithm in W. In Line 25, we use the MCL in the summary graph.

The time complexity of our algorithm is \(O(b^W|W| + |B^W||W||b|^2 + T(2|B^W|^{2.807}))\), where \(|B^W|\) is the amount of bigram for a respective window \(W\), \(|W|\) is the number of time slots, \(T\) is the number of convergence steps for the graph clustering algorithm (MCL) and \(|b|\) is the number of letters of the largest bigram \(b\) in time window \(W\). However, in practice that \(T\) is typically small (less than 30), and \(|b| < |B^W|\), therefore, we can conclude that our algorithm has time complexity equal to \(O(|B^W|^{3.807}|W|)\). Although the time complexity is cubic on \(|B^W|\), i.e., the number of bigrams in \(W\), as mentioned earlier, we consider at most 200 bigrams, as we empirically observed that the frequencies of bigrams are small (typically less than five) when the number of considered bigrams is higher than 150, for all datasets herein studied. Such bigrams are not likely to be related to events.

D. EVALUATION

Our proposal returns a set of keywords that are compared with the ground truth. The ground truth has a list of keywords that define a topic. To analyze our results, we use the same set of metrics presented in [33]. We chose these metrics because we used the same data set, so our results are directly comparable to their results. The metrics are:

- **Topic recall (T-Rec):** Percentage of ground truth events successfully detected, i.e., the true positive rate for event detection
  
  \[
  \text{T-Rec} = \frac{\text{ground truth Topic} \cap \text{detected Topic events}}{\text{g. truth Topic events}}.
  \]

- **Keyword Precision (K-Prec):** Percentage of correctly detected keywords over the total of keywords for a given ground truth event, i.e., the true negative rate for keyword detection
  
  \[
  \text{K-Prec} = \frac{\text{ground truth Keywords} \cap \text{detected Keywords}}{\text{detected Keywords}}.
  \]

- **Keyword Recall (K-Rec):** Percentage of correctly detected keywords over the total of keywords for a given ground truth event, i.e., the true positive rate for keyword detection
  
  \[
  \text{K-Rec} = \frac{\text{ground truth Keywords} \cap \text{detected Keywords}}{\text{g. truth Keywords}}.
  \]

- **\(F_1\)-Score (K-Score):** For a better comparison between the technique, we adopted the \(F_1\)-score for keywords metrics
  
  \[
  \text{K-Score} = 2 \cdot \frac{\text{K-Rec} \cdot \text{K-Prec}}{\text{K-Rec} + \text{K-Prec}}.
  \]

It worths mentioning that we calculate these metrics for each time slot.

IV. RESULTS AND DISCUSSION

A. PHASE TRANSITION

Initially, to analyze the phase transition, we will model the information dissemination behavior in a social network. In this model, we will use a metaphor of an epidemic infection with immunity, which means that when an individual is infected by a disease, after a certain time, it is cured and becomes immune. This characteristic is captured by SIR model [44]. Henceforth, we consider that individuals in a social network have three states related to a piece of information, i.e., a representation of the event:

- **State 0 (S):** The individual does not know any information about the event that occurred (susceptible);
- **State 1 (I):** The individual has gained knowledge about the event, and she/he was impacted by it (infected), hence, she/he starts to make posts about it, yielding the information propagation about the event in the network (infection);
- **State 2 (R):** The individual knows the information, but because of a temporal impact, the information no longer influences the individual’s behavior (it has become obsolete or unattractive), and she/he do not divulge it in the network (recovered).

The model includes the following set of reactions:

\[
S \xrightarrow{\gamma} I \xrightarrow{\gamma} R,
\]

where \(\gamma\) is the contagious rate, which takes into account the probability of getting a disease when a susceptible individual has contact with an infected subject, and \(\gamma\) is the recovery rate, i.e., if the duration of the infection is \(D\), then \(\gamma = 1/D\), since an individual gets recovery in \(D\) units of time.

The SIR model can be described by 3 differential equations:

\[
\begin{align*}
\frac{dS}{dt} &= -\frac{bIS}{N} \\
\frac{dI}{dt} &= \frac{bIS}{N} - \gamma I \\
\frac{dR}{dt} &= \gamma I,
\end{align*}
\]

where \(N\) is a number of individual in the network.

Since we want to study transitions in social networks, we use the small-world network model proposed by Watts and Strogatz [45], which consists of a complex topology abstraction model for social interactions. This model for rumor analysis has already been used in Zanette [46], but the authors did not analyze correspondences with real data.

Therefore, we studied the phase transitions present in the SIR model described above, applied to many instances of small-world networks that represent the social interactions. Hence, we can better understand how these phase transitions behave in a real data sets. For this, we characterize a relevant critical stationary exponent.
The set of equations (5), (6), and (7) models the system but cannot be directly solved for one specific dimension. Hence, we used Monte Carlo simulation to estimate the function $R$, which accounts for the number of recovered subjects when there are no longer subjects that can be infected (stationary regime). In the Monte Carlo simulation, we model the system as a small-world network, where each vertex represents an individual, and the edges represent contacts between individuals. In this way, each subject can have one of the three states described by the SIR model, and the simulation was executed until the stationary regime is reached, i.e., when there are no more infected individuals. We performed the program multiple times for the sake of numerical convergence and statistical relevance of results.

With the results of the Monte Carlo simulation, we estimate the order parameter, the stationary density of recovery individuals, as $\Psi(b, L) = \langle N_R(b, L) \rangle / L$, where $\langle N_R(b, L) \rangle$ is the mean of the number of individuals in state 2 ($R$) in a small-world network of size $L$ in the stationary regime (when the number of individuals in state 1($I$) equals zero). In this work, we adopted $\gamma = 0.25/25$ as in previous work [47]. Furthermore, we see in the literature that the choice of different values for $\gamma$ makes a change at the critical point, but the characteristics of the system (critical exponents) tend to keep constant, i.e., belong to the same class of universality (directed percolation) [48].

We see the evolution of the system through Monte Carlo simulation in Figure 3, where we use network sizes $L = \{103, 203, 503, 1003, 2003\}$. The experiment was replicated 15000, 10000, 7000, 5000, 2000 times respectively. We chose these values of $L$ to represent three infected individuals randomly selected among 103 individuals.

![Figure 3](image-url) Density of recovered individuals $\Psi(b, L)$ versus $b$ for distinct $L$ size for Monte Carlo simulation.

We observe that this model consists of a continuous (or second-order) phase transition since the density evolves continuously from the absorbent state (low density) to the active state (high density) [49].

This feature is commonly described in the literature, and it is possible to make characterizations about the phase transition, such as divergent order parameter fluctuation, an infinite correlation length, and a power-law decay near criticality (critical exponents). In Figure 4 we report our data for the order parameter fluctuations, $\Delta \Psi(b, L) = [(\langle N_R(b, L) \rangle^2 - \langle N_R(b, L) \rangle^2) / L$, estimated with Monte Carlo simulations, where it shows the divergent order parameter fluctuation at the critical point.

![Figure 4](image-url) Order parameter fluctuations $\Delta \Psi(b, L)$ versus $b$ for distinct $L$. The peak of the order-parameter fluctuations signals a phase transition.

For determining the precise location of the critical point $b_c$, we measure the ratio between the second moment and the square of the first moment of the number of individuals in state 2 ($R$), as can be seen in [50], defined as $m_L = \langle N_R(b, L) \rangle^2 / \langle N_R(b, L) \rangle^2$. We can see $m_L$ versus $b$ in Figure 5.

![Figure 5](image-url) The moment ratio $m_L$ as a function of the infection probability $p$ for distinct $L$. The scale-invariant at the critical point allowed us to precisely estimate the critical contact rate $b_c = 0.003459 \pm 0.000003$.

The singular behavior near the critical point can be described as a power series. The critical exponent $\beta$ can be defined as $\Psi(b, L)_{b=b_c} \sim (b-b_c)^\beta$. Figure 6 shows the log-log plot of the $\Psi(b, L)$ versus $(b-b_c)$, where we find $\beta = 0.471$ with $L = 5003$ and 1000 repetitions.

With this, we characterize the phase transition modeled by the SIR with the numerical solution obtained by the Monte Carlo simulation multiple times for the sake of numerical convergence and statistical relevance of results.
Carlo method. Now, we analyzed how the entropy of the bigram with the sliding window behaves with the data of the tweets.

As stated in Section III-B, the goal is to detect the phase transitions of the entropy between consecutive windows. Figure 7 shows the dynamic of the entropy of the most representative bigram (the one with more occurrences) of the FA cup data set. As we calculated the entropy of a window, we consider that the entropy of all time slots inside a window is constant. Observe that after the time 5000, the system starts to present another dynamic where the entropy is higher than before.

We adopt as order parameter $\Psi$ equal to $H_{W}^{b}$. We note the similarity between Figures 3 and 7 (for time 4000 to time 8000 in red rectangle), being this sigmoidal format (S-shape), one of the characteristics of second-order phase transitions. We observed some discontinuities in Figure 7 since the proposal needs to discretize the time that tweets are posted to create the time series of bigram frequency.

Figure 8 estimates the scale exponent $\beta$ in the vicinity of the critical point $t_{c} = 5000$ as the slope of the fitted line $H_{W}^{b}(t) \propto (t - t_{c})^{\beta}$ in a log-log plot of $H_{W}^{b}(t)$ versus $(t - t_{c})$. The critical exponent $\beta = 0.4788$ suggests that this is a continuous phase transition, as stated in [51]. The $\beta$ value is close to the result obtained in our Monte Carlo simulation. Therefore, the phase transitions present similar characteristics.

Such a critical exponent is characterized by a slow transient that can be a result of the intrinsic dynamic of the social media posting for circumstances like live sports. In such circumstances, some users post immediately after an occurrence of an event, and some others take some time before posting, hence, the system changes almost continuously and slowly.

To detect slow transients, we assume that whenever the entropy moves from low to high values between the minimum and maximum values (second-order transition property), we can detect a transition. Observe that we do not want to detect the transient only when the entropy reaches its maximum value. Thus, the entropy detection interval should not contain the maximum value.

Therefore, since the model depends on a few parameters (sliding window size $n$, entropy range, summary graph

---

**Figure 6.** Log-log plot of the order-parameter $\Psi$ versus $b - b_{c}$ above the critical point.

**Figure 7.** Dynamic of the entropy for a representative bigram in the evaluated data set.

**Figure 8.** Log-log plot of $H_{W}^{b}(t)$ versus $|t - t_{c}|$ above the critical point. The critical exponent $\beta = 0.4788$ suggests that this is a continuous phase transition.

**Figure 9.** ROC curve for different values of $n$ (length of the time window) to our proposal.
For the threshold $\eta$, we did an investigation to determine which value of this variable would maximize accuracy. In [52], the author proposed a method called Bayesian Optimization, which consists of optimizing functions such as a “black box”.

The method consists of, with some known points, determining the shape of the function by regression. Usually, this prediction is made through a Gaussian process due to some characteristics (scalable to a few points and not parametric).

Thus, based on the regression of the Gaussian process it is defined a utility function that consists in finding the next candidate for the parameters aiming at the optimization of some specific metric. In this work, a discretization is performed for the parameters $n$ and $\eta$. We used a random starting point and then 5 rounds of the algorithm, where we found the values $n = 15$, entropy interval $[0.1, 0.7]$, and $\eta = 8$. These values are used in the rest of this work.

In addition, the analysis of the ROC curve for FA Cup dataset shown in Figure 9 corroborates with the aforementioned interval of the entropy found by the Bayesian Optimization. This ROC was constructed as the Sensitivity (true positive rate) versus 1-Specificity (false positive rate) for different values of $n \in \{7, 10, 15\}$. Each point of the ROC was calculated varying the entropy detecting interval from $[0.1, 0.4]$ to $[0.1, 1.7]$ in steps of 0.1 units. The best result, with Area Under Curve AUC = 0.807, was obtained with $n = 15$ and entropy detecting interval $[0.1, 0.7]$. With our characterization of event detection as a phase transition problem, we are more confident that the event lies inside the window, as we tune the window size parameter with the awareness of the phase transition characteristics. Moreover, we simultaneously tuned the entropy interval as we know a priori, due to our characterization, that the event will likely happen inside the window.

### B. EVENT DETECTION EVALUATION

Our method consists of capturing the phase transition of the entropy when it changes from near 0 to an intermediate value, i.e., the moment a bigram arises to a moment we consider...
### Cyprus data set

| # | Detected topic                                         | Corresponding story                              | time          |
|---|--------------------------------------------------------|--------------------------------------------------|---------------|
| 1 | dramatic, jumping, hostage, daring, window, pilot      | A hostage jumped from the cockpit of the pilot, during the kidnapping. | 29/03/2016 - 11:00 |
| 2 | custody, egypt, situation, surrenders                  | Unidentified Event.                              | 29/03/2016 - 12:00 |
| 3 | wiped, embracing, condemned, apologized                | The Egyptian government misnamed the suspect, and later apologized. | 29/03/2016 - 20:00 |

Identified Event = 13/14 = 92.86%

### Ebola data set

| # | Detected topic                                         | Corresponding story                              | time          |
|---|--------------------------------------------------------|--------------------------------------------------|---------------|
| 1 | deadliest, ebola, nations, stop, virus                 | Unidentified Event.                              | 03/07/2014 - 12:00 |
| 2 | virus, contracted, doctor, disease, fight, chief, lagos| A Liberian official dies after landing in Lagos, Nigeria. | 23/07/2014 - 18:00 |
| 3 | doctor, us, tests, libera, positive, working, american | An American doctor was infected with the deadly Ebola virus. | 27/07/2014 - 04:00 |

Identified Event = 21/27 = 77.78%

### Mexican data set

| # | Detected topic                                         | Corresponding story                              | time          |
|---|--------------------------------------------------------|--------------------------------------------------|---------------|
| 1 | encuestas, pm, resultados, salida, si, denuncias, 8    | Unidentified Event.                              | 01/07/2012 - 22:00 |
| 2 | 12, elecciones, presidente, desde, nacional          | Mexicans decide a presidential alternation after 12 years. | 02/07/2012 - 04:00 |
| 3 | trending, topic, ser, felicidades, lugar, primer     | The users reporting the happiness of their candidate's victory. | 02/07/2012 - 01:00 |

Identified Event = 6/8 = 75%

### Sismo data set

| # | Detected topic                                         | Corresponding story                              | time          |
|---|--------------------------------------------------------|--------------------------------------------------|---------------|
| 1 | fallecidos, emergencia, say, 472                      | Announcement of the number of partial deaths.    | 18/04/2016 - 14:00 |
| 2 | llega, diferentes, afectados, colombia                | Unidentified Event.                              | 18/04/2016 - 19:00 |
| 3 | apoyo, movilizan, abiertas, para, 1979                | Twitter users comment that this earthquake was the strongest since 1979. | 19/04/2016 - 01:00 |

Identified Event = 9/11 = 81.82%

### SXSW data set

| # | Detected topic                                         | Corresponding story                              | time          |
|---|--------------------------------------------------------|--------------------------------------------------|---------------|
| 1 | location, sxsw, apps, buzz                            | The great highlights at the event was the large use of social localization app. | 11/03/2012 - 03:00 |
| 2 | morello’s, sxsw, cops, tom, occupy, shut               | Morello did a presentation on the street outside the event because of a protest. | 17/03/2012 - 12:00 |
| 3 | plays, sxsw, new                                      | Unidentified Event.                              | 18/03/2012 - 06:00 |

Identified Event = 19/24 = 79.17%
it as an event, as evidenced by Figure 10. For the sake of illustration, this Figure shows some detected bigrams using the proposed method in the analyzed data set. The bigrams \((\text{chelsea, goal}), (\text{yellow, card}), (\text{liverpool, goal})\) depicts the three goals and two yellow cards, showing the approximate time and importance of each event as well.

![Figure 10. Entropy related to three detected bigrams in the analyzed data set.](image)

These results also provide evidence that our proposal has good sensibility to time; the yellow cards occurred in a close period, but the proposal managed to differentiate them.

Note that the identified time is not the exact time in which the events occurred or lasted since users need a time (of unknown duration) to respond to the event. Comparing to the ground truth, we can see that the detected events are close to the real event, with about 4 seconds of difference between them. For the sake of illustration, Table 1 and 2 shows some detected topics along with the corresponding ground truth.

To evaluate our results, we used the metrics described in section III-D, which can be seen in Table 3 and Table 4. We compared the obtained results with some techniques from the literature. Only Choi and Park [55] and Nguyen and Jung [32] results were collected from the original articles and copied into the table of results. The best results are presented in bold.

We can observe that our approach is the second-best when in terms of the T-Rec metric, K-Prec and K-Rec for the FA Cup data set, but it obtains the best result in terms of K-score. In Table 4, we can observe that our approach is the second-best in terms of the K-Prec and K-Rec metrics, and obtains the best result in the T-Rec metric. Again our proposed model gets the best results for the K-score.

We expanded the evaluation of our approach by using these five unlabelled data sets proposed by [39]. For these cases, we had our algorithm already trained (see the parameters set by using the ROC curve in Figure 9), and we used the unlabelled data sets as a test. In this evaluation, we are mostly interested in identifying the recall metric of relevant events. To do so, we calculate the fraction of real-life events and events that were detected by our approach. For each unlabelled data set, we consider that each sample contains the number of tweets corresponding to one hour.

To calculate the recall, we collected all events detected by our algorithm, and later, made a manual association of events. For this, we perform a manual search to find if the keywords returned from the proposal had any relation to the real-life events.

To do so, we checked in specialized news websites the keywords identified by the proposal in order to construct a description of the identified event. This construction, as well as the keywords and the time that our proposal identified the event, can be seen in Table 5. For the sake of illustration, Lines labeled as 1, 2, and 3 shows three samples of events detected by our proposal, two of them correspond to events that we were able to find a correspondence in real-life events, and one of them shows an unidentified event. Besides, we calculated the percentage of events identified for each data set, as we can see at the end of each table.

## V. CONCLUSION

In this work, we used entropy to model the occurrence of an event in social media. We discovered that during the occurrence of an event, the entropy of the bigrams extracted from the social media changes its dynamics, and we observed a continuous phase transition of the entropy dynamics.

For this, we model the dynamics of rumor propagation in social networks, and with this, we find and study the behavior of the phase transition found in this synthetic model. We found evidence that the synthetic phase transition (solved with Monte Carlo) has the same characteristics of the transition observed in the Twitter data.

Therefore, we proposed a novel method to detect events in Twitter based on time series formed by the probabilities of the keywords extracted from the content of the tweets. Our proposal, although not taking into account any previous information about the content of the tweet, can identify any event (even in different languages).

Considering the phase transitions, we present strong theoretical and practical evidence of the existence of tweet transitions, as well as some characteristics about them. By using such characterization, we were able to tune the parameters of our event detection model, shrinking the search space of these parameters.

The proposed method presents satisfactory results when compared to state-of-the-art and presented an overall best results compared to some models in the literature for labeled and unlabeled data sets. Furthermore, we provide some evidence that our method is sensitive to detect events that take place close in time.

As future work, we intend to perform a characterization of more critical exponents \((\gamma', \nu, \text{and others}),\) besides performing an analysis on the dynamic behavior of the SIR model. With this, we hope to be possible a better understanding of the phase transition as well as the behavior of the dynamics system. Moreover, We plan to differentiate first-order
and second-order phase transitions to apply more suitable techniques to detect each type of event.
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