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ABSTRACT

Context. Asteroseismology is a unique tool that can be used to study the interior of stars and hence deliver unique information for the study of stellar physics, stellar evolution, and Galactic archaeology.

Aims. We aim to develop a simple model of the information content of asteroseismology and to characterize the ability and precision with which fundamental properties of stars can be estimated for different space missions.

Methods. We defined and calibrated metrics of the seismic performance. The metrics, expressed by a seismic index $E$ defined by simple scaling relations, are calculated for an ensemble of stars. We studied the relations between the properties of mission observations, fundamental stellar properties, and the performance index. We also defined thresholds for asteroseismic detection and measurement of different stellar properties.

Results. We find two regimes of asteroseismic performance: the first where the signal strength is dominated by stellar properties and not by observational noise; and the second where observational properties dominate. Typically, for evolved stars, stellar properties provide the dominant terms in estimating the information content, while main sequence stars fall in the regime where the observational properties, especially stellar magnitude, dominate. We estimate scaling relations to predict $E$ with an intrinsic scatter of around 21%. Incidentally, the metrics allow us to distinguish stars burning either hydrogen or helium.

Conclusions. Our predictions will help identify the nature of the cohort of existing and future asteroseismic observations. In addition, the predicted performance for PLATO will help define optimal observing strategies for defined scientific goals.
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1. Introduction

The success of the CoRoT1 and Kepler space-borne missions has opened a new era for stellar physics (e.g., Michel et al. 2008; Appourchaux et al. 2008; Chaplin et al. 2011a). Asteroseismology provides unique information on the stars, which is crucial for probing stellar structure and stellar evolution, but also for assessing the physical properties of exoplanets (e.g., Lebreton & Goupil 2014) and for Galactic archaeology (e.g., Miglio et al. 2009, 2017; Rodrigues et al. 2014; Anders et al. 2017a,b). This success is partly based on the seismic scaling relations that provide relevant estimates of the stellar masses and radii. Seismic radii agree with interferometric results (Huber et al. 2012), even if they are not yet perfectly calibrated, as for instance shown by the comparison with eclipsing binaries (Gaulme et al. 2016). Solar-like oscillations, excited by turbulent convection in the upper stellar envelope, are observed in late-type stars only. By chance, these stars are numerous and of large interest for exoplanetology and Galactic archaeology.

Various methods have been set up to detect solar-like oscillations (see, e.g., Verner et al. 2011, for a comparison of the methods). They aim at detecting either the oscillation power in excess with respect to the stellar background, or the regularity of the oscillation pattern. They largely converge on similar results, as recently illustrated by K2 observations (Chaplin et al. 2015; Stello et al. 2017). In practice, they are used in parallel for the automated detection of oscillation in the wealth of data provided by CoRoT (e.g., De Ridder et al. 2009; Mosser et al. 2010; de Assis Peralta et al. 2018), Kepler (e.g., Huber et al. 2010; Kallinger et al. 2010a; Bedding et al. 2011), or K2 (Stello et al. 2017); combining the properties of the different pipelines is in fact useful to optimize the seismic yield.

Ensemble asteroseismology has been highly productive. Many scaling relations have been established and used for assessing stellar properties (e.g., Kallinger et al. 2010b; Mathur et al. 2011). Recently, they were used for verifying the calibration of the first Gaia data release (Arenou et al. 2017). In fact, all scaling relations are the translation of stellar physics and evolution principles (e.g., Belkacem et al. 2011). Scaling relations dealing with the different frequencies or frequency spacings remind us that the surface gravity (or the frequency $\nu_{\text{max}}$ of maximum oscillation signal, Belkacem et al. 2011) and the mean stellar density (or the large frequency separation $\Delta \nu$, Eddington 1917) are crucial parameters since they reveal the stellar mass and radius, provided proper effective temperatures are also determined (e.g., Kallinger et al. 2010b; Mosser et al. 2010; Huber et al. 2011). Scaling relations dealing with the energetic parameters of the stars (e.g., Chaplin et al. 2011b; Mathur et al. 2011; Kallinger et al. 2014), sustained by
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1 CoRoT: COnvection, ROtation and planetary Transits, (Baglin et al. 2006).
The choice, initially motivated by the definition of the project expressed analytically in order to address very large set of stars, characterized by a simple requirement: the performance has to be noise (Samadi et al. 2018) but it is complementary. It is characterized by a thorough analysis of all possible sources of noise (Samadi et al. 2018; Ball et al. 2018; Samadi et al. 2018). Our approach is therefore convenient for all large projects, such as TESS, a long-term, all-sky seismic survey aiming at observing half a million red giants (Michel et al. 2015), appears to be more efficient. The precision in measuring stellar parameters like the mass is also addressed. Moreover, we intend to provide an answer without having to simulate oscillation light curves or spectra (e.g., Ball et al. 2018; Samadi et al. 2018). Our approach is therefore less precise than a thorough analysis of all possible sources of noise (Samadi et al. 2018) but it is complementary. It is characterized by a simple requirement: the performance has to be expressed analytically in order to address very large set of stars. This choice, initially motivated by the definition of the project SINDICS, a long-term, all-sky seismic survey aiming at observing half a million red giants (Michel et al. 2015), appears to be convenient for all large projects, such as TESS or PLATO.

Section 2 presents the theoretical background of our work and explains how the seismic signal is analyzed with the envelope autocorrelation function (EACF; from Mosser & Appourchaux 2009; hereafter MA09). Previous observations are used to calibrate the EACF signal and to define an analytical proxy of the seismic performance index. In Sect. 3, observations and theoretical considerations are used to define different thresholds corresponding to different information. The performance index and these thresholds are used together to define the seismic performance. In Sect. 4, we then depict the simulation tool able to predict this performance. Since the calibration effort has revealed a dependence on the evolutionary stage of evolved red giants, we investigate in Sect. 5 a new tool for discriminating between stars before or after the onset of helium burning. We also explore the seismic performance to be reached in open clusters and examine a synthetic field that could be observed by the space mission PLATO (Rauer et al. 2014). Section 6 is devoted to the conclusion.

2. Method and new calibration

In this work, we define the detection of solar-like oscillations as the measurement of the large separation $\Delta \nu$, which identifies the frequency spacing between radial modes. This measurement ensures the measurement of $v_{\text{max}}$, which measures the location of the maximum oscillation power, hence the derivation of stellar masses and radii from seismic scaling relations (e.g., Kallinger et al. 2010b). Results are expressed as a function of $v_{\text{max}}$, since this variable is related to the spectrometric observables $g$ and $T_{\text{eff}}$ from the dependence on the acoustic cutoff frequency $\nu_c$ (Brown et al. 1991):

$$\log \frac{v_{\text{max}}}{v_{\text{max},0}} = \log \frac{\nu_c}{\nu_c} = \log \frac{g}{g_\odot} \gamma = \frac{1}{2} \log \frac{T_{\text{eff}}}{T_{\text{eff},0}}.$$  

(1)

The explanation of this relation by Belkacem et al. (2011) introduces the Mach number of the turbulent convection.

2.1. Autocorrelation of the seismic time series: signal and noise

The relevance of searching the seismic signal in the autocorrelation of the time series has benefited from a thorough theoretical analysis (Roxburgh & Vorontsov 2006; Roxburgh 2009). In fact, any signature in a seismic time series is repeated after a delay corresponding to twice the travel time of the seismic wave across the stellar diameter, equal to 2/$\Delta \nu$. This delay is easily observed in the autocorrelation of the seismic time series. In practice, this autocorrelation is performed as the Fourier spectrum of the filtered Fourier transform of the time series.

The noise properties of the detection based on the EACF were explored and assessed by MA09. The noise level in the EACF signal is directly extracted from the noise in the time series and the properties of the filter. The mean noise level in the autocorrelation is derived from the fact that the noise statistics is a $\chi^2$ with two degrees of freedom. The EACF signal is then defined and calibrated with Eqs. (2), (5), and (6) of MA09. With these definitions, a pure noise yields a mean value of the autocorrelation signal equal to unity and a positive detection can be derived from a statistical test based on the null hypothesis.

2.2. Envelope autocorrelation function

The earlier paper MA09 found that the best performance of the EACF is reached when the filter used for selecting the oscillation pattern exactly matches the oscillation excess power. The authors derived that the EACF signal $E$, which is a dimensionless number, varies as power laws of $v_{\text{max}}$, of the height-to-background ratio $R$, and of the observation duration $D$,

$$E \propto R^\beta v_{\text{max}}^\gamma D^\delta,$$  

(2)

where $v_{\text{max}}$ is expressed in $\mu$Hz and $D$ in months. MA09 calibrated the optimum EACF with six stars, observed by CoRoT during five months at most: a red giant, a subgiant, two F-type, and two G-type main sequence stars. They inferred $\alpha = 1.5$, $\beta = 0.9$, and $\gamma = 1$. Each term in Eq. (2) plays a specific role:

- The relation between the $E$ factor and the observation duration $D$ results from the definition of $E$. Regardless of $D$, the calibration of $E$ ensures that the mean noise level is unity. Increasing the observation length provides a thinner frequency resolution $\propto 1/D$, then a linear increase of the number of frequency bins constructing the signal, hence a linear increase of any relevant signal. The linear dependence of $E$ on $D$ was also addressed by Hekker et al. (2012). So, $\gamma = 1$ by definition.

- The term varying as a power of $v_{\text{max}}$ in Eq. (2) comes from the frequency range where the oscillation power excess is observed. This width accounts for the contribution of the number of observable modes, so one expects the signal $E$ to vary linearly with it. The variation of $E$ in $v_{\text{max}}^\beta$ reported by MA09 is in agreement with the fact that the full width at
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2 SINDICS: Seismic INDICes Survey.
3 TESS: Transiting Exoplanet Survey Satellite (Ricker et al. 2015).
4 PLATO: PLAnetary Transits and Oscillations of stars (Rauer et al. 2014).
half maximum (FWHM) of the oscillation power varies as \(v_{\text{max}}^{0.9}\) (Mosser et al. 2010).

- The height-to-background ratio \(R\) includes different contributions: the seismic signal, the stellar background, the stellar photon shot noise, and the instrumental noise:

\[
R = \frac{H_{\text{max}}}{B_{\text{max}} + B_{\text{noise}}},
\]

where \(H_{\text{max}}\) is the average oscillation height defined at \(v_{\text{max}}\), \(B_{\text{max}}\) is the background contribution that represents the different scales of granulation, and \(B_{\text{noise}}\) includes the photon shot noise and the instrumental noisy contributions. The terms \(H_{\text{max}}\) and \(B_{\text{max}}\) are derived from a smoothed spectrum where two components are identified, the background and the oscillation excess power (e.g., Mathur et al. 2011), following the recipe of Mosser et al. (2012a). The variations of these terms along stellar evolution have already benefitted from numerous studies (e.g., Huber et al. 2011, 2012; Kallinger et al. 2014; de Assis Peralta et al. 2018) and observations have shown that the ratio \(H_{\text{max}}/B_{\text{max}}\) is largely independent of the evolutionary stage (Huber et al. 2011; Mosser et al. 2012a). Here we use

\[
H_{\text{max}} = 8.0 \times 10^6 v_{\text{max}}^{-2.29},
\]

\[
B_{\text{max}} = H_{\text{max}}/3.5,
\]

where \(v_{\text{max}}\) is expressed in mHz. Here, \(H_{\text{max}}\) and \(B_{\text{max}}\) are measured in a double-sided spectrum, in order to ensure that they can be directly compared to the instrumental noise \(B_{\text{noise}}\) estimated in the time series. Different methods have shown that the scaling relation of \(B_{\text{max}}\) is a power law of \(v_{\text{max}}\) with an exponent close to the one for \(H_{\text{max}}\) (Mosser et al. 2012a). This exponent is in fact impacted upon by the contribution of \(B_{\text{noise}}\). After the correction of this term, the difference between the exponents of the power laws of \(H_{\text{max}}\) and \(B_{\text{max}}\) is smaller than the uncertainties, so that we consider that \(H_{\text{max}}\) and \(B_{\text{max}}\) show similar variations, as expressed by Eq. (5). This equation explains why the mass dependence in the relation \(H_{\text{max}}(v_{\text{max}})\) evidenced in previous work (e.g., Huber et al. 2011; Mosser et al. 2012a) and shown in Fig. 1 can be neglected in the scaling relation (Eq. (4)). It plays a minor role except for helium burning stars since it is corrected by a similar mass dependence in \(B_{\text{max}}\).

When the non-seismic contribution is dominated by the stellar background \(B_{\text{max}}\), the contribution of \(R\) in Eq. (2) is nearly frozen. When the photon or instrumental noise prevails, \(R\) is dominated by the rapid variation of \(E\) with stellar evolution. In MA09, the exponent of \(R\) to 1.5 was determined in a pure phenomenological manner. However, not enough stars were used to provide a robust calibration.

### 2.3. Different noise contributions

In order to refine the calibration of Eq. (2), it is necessary to model the term \(B_{\text{noise}}\) for each mission. We therefore used the information provided for CoRoT by Auvergne et al. (2009) and for Kepler by Jenkins et al. (2010a). We also used the photometric noise models of PLATO (Fig. 14 of Rauer et al. 2014) and of TESS (Fig. 3 of Campante et al. 2016). The noise level is typically determined by a simplified conservative model with three components, all expressed in terms of power spectrum densities:

\[
B_{\text{noise}}(m) = B_{\text{sys}} + B_{\text{pho}} 10^{0.4(m-m_{\text{ref}})} + B_{\text{add}} 10^{0.05(m-m_{\text{ref}})}.\]

The term \(B_{\text{sys}}\) represents the minimum instrumental noise and stands for systematic noise and/or the saturation of the pixel well when bright stars are observed. It shows a frequency-dependent spectrum, which rapidly increases below a few microradian only (Samadi et al. 2018), not considered here since it affects evolved red giants only. The term \(B_{\text{pho}}\) depends on the photon shot noise of the star. For dim stars, an extra contribution \(B_{\text{add}}\) accounts for many possible noisy contributions like the sky background, the jitter, or the readout noise (Jenkins et al. 2010b). For convenience, we chose a reference \(m_{\text{ref}}\) that was equal for all missions. The contribution of \(B_{\text{sys}}\) is important for bright stars only, and the contribution of \(B_{\text{add}}\) for dim stars only, so that in most cases corresponding to the core mission, the photon shot noise dominates.

As \(B_{\text{noise}}\) is expressed as a power spectral density, it does not vary with \(D\). The values of \(B_{\text{sys}}, B_{\text{pho}}, B_{\text{add}}\) and \(a\) are given in Table 1 for the reference magnitude \(m_{\text{ref}}\).

### 2.4. New calibration of the EACF

In order to update the calibration of \(E\), we took advantage of the large sets of stars observed by CoRoT and Kepler, either in the short-cadence mode (e.g., Michel et al. 2008;
A&A 622, A76 (2019)

Fig. 2. EACF level for *Kepler* data, homogenized to a uniform observation duration of 48 months, expressed as a function of $\nu_{\text{max}}$. The $x$-axis also shows the corresponding log $g$. The color designates the stellar magnitude, as indicated by the theoretical level overplotted on the diagram. The three vertical dotted lines indicate, from low to high frequency, the mean location of the red clump, the transition between subgiants and red giants, and the Sun. The vertical solid line indicates the Nyquist frequency of the long-cadence mode of *Kepler*. Different stellar types and classes are shown parallel to the $x$-axis, with an independent color code.

Chaplin et al. 2011a, 2014), or in the long-cadence mode (e.g., Mosser et al. 2010; Stello et al. 2013), all reprocessed with the EACF in an identical way. We considered the data available on the KASOC\(^5\) database (Handberg & Lund 2014), avoiding stars close to the red edge of the instability strip since their oscillations are significantly damped (Chaplin et al. 2011c), and excluding core-helium burning stars. This is possible since more than 6000 evolved stars have a firm measurement of their evolutionary stage derived from the analysis of their period spacings (Mosser et al. 2015; Vrard et al. 2016) or from other methods (Elsworth et al. 2017). We fit the exponents $\alpha$ and $\beta$ of Eq. (2) and got the new calibration

$$E = 0.065 \, R^{0.9} \, \nu_{\text{max}}^{1.1} \, D,$$

where $\nu_{\text{max}}$ is expressed in $\mu$Hz and $D$ in months. We note that the exponents are very close to but do not match the first values derived by MA09. A different exponent for $R$, 0.9 instead of 1.5, is not surprising, since the six CoRoT stars had only low values of $R$. The small change of $\alpha$ is then counterbalanced by a change of $\beta$, which, however, remains close to the value 0.9 previously found.

The calibration of $E$ with *Kepler* data is shown in Fig. 2 where, in order to make the comparison possible, we neutralized the duration dependence by considering a uniform observation duration and corrected $E$ accordingly. All stars follow the calibration reported by Eq. (7) except in three cases:

1. Very high-luminosity red giants with $\nu_{\text{max}} \leq 1.5 \, \mu$Hz show $E$ in excess with the fit. This is in line with the fact that these semi-regular variables do not oscillate purely in the solar-like mode, but evolve toward the Mira stage (Mosser et al. 2013a). Therefore, they require a specific treatment beyond the scope of this work. Moreover, their observation with future space-borne missions requires a long duration (at least as long as the four-year length provided by *Kepler*) and is, unfortunately, unlikely.

2. Red-clump (RC) stars, with $\nu_{\text{max}}$ in the frequency range [25–125 $\mu$Hz], behave differently and require special care. In fact, the EACF of clump stars is lower compared to RGB stars, so that the fit provided by Eq. (7) has to be modified by a factor 0.41:

$$E_{\text{RC}} = 0.027 \, R^{0.9} \, \nu_{\text{max}}^{1.1} \, D.$$  

This specific behavior of stars in the red clump or on the asymptotic giant branch is discussed in Sect. 5.2.

3. Stars close to the instability strip show a damped signal, as reported by Chaplin et al. (2011c) and Huber et al. (2011). The expression for the damping of the mode amplitudes proposed by their work can be directly used for main sequence stars and subgiants, but not for red giants. We therefore have to consider the damping factor

$$\kappa = 1 - \exp\left(\frac{T_{\text{eff}} - T_{\text{damp}}}{\Delta T_{\text{damp}}}\right),$$

with adapted parameters

$$T_{\text{damp}} = T_{\text{damp},0} \left(\frac{\nu_{\text{max}}}{M} \nu_{\text{max},0}^{3.5} \frac{T_{\text{eff}}^{3.5}}{T_{\text{eff},0}^{3.5}} \right)^{0.093},$$

$$\Delta T_{\text{damp}} = \Delta T_{\text{damp},0} \left(\frac{\nu_{\text{max}}}{\nu_{\text{max},0}}\right)^{0.16}.$$  

The reference temperatures $T_{\text{damp},0} = 8907$ K and $\Delta T_{\text{damp},0} = 1550$ K are defined in Chaplin et al. (2011c). Equation (10)
represents the power law varying in $\nu_{\text{max}}^{0.1093}$ considered in their work; here, we have replaced the luminosity by its seismic proxy $M v_{\text{max}}^{-1} T_{\text{eff}}^{1.3}$. The power law expressed by Eq. (11) fits with our measurements.

For all evolutionary stages, the ratio $x$ between the observed and synthetic values of the EACF is close to a normal distribution with a standard deviation of 0.21. Possible physical reasons explaining this spread are discussed below in Sect. 5.1.

3. Assessing the performance

In the previous section, we calibrated the EACF signal $E$. This calibration makes it possible to use $E$ as information that is no longer related to the EACF, but to stellar and instrumental properties, and reveals the intrinsic properties of $E$ (Fig. 2). From this stage on, we leave the link between $E$ and the EACF signal and consider $E$ as a measurement of the seismic signal. We use it as a performance index that we have to compare with different thresholds associated with different conditions in order to assess the seismic performance.

3.1. Positive seismic detection

The threshold for a seismic detection is derived from a null hypothesis (H0) test: MA09 showed that the H0 hypothesis is rejected at the 1%-level when $E$ is larger than 8.0. The rejection at the 10%-level is ensured for $E \geq 5.7$. These values are a priori valid for any values of $\Delta \nu$, so at any evolutionary stage. However, the detection of solar-like oscillation is obtained at lower $E$ for the most evolved stars (Mosser et al. 2013a), whereas a higher $E$ of 10 is most suitable for main sequence stars. We therefore redefine the threshold of positive detection according to:

$$E_{\text{det}} = \begin{cases} 5.5 & \text{if } v_{\text{max}} \leq 10 \mu \text{Hz}, \\ 8 & \text{for } 20 \leq v_{\text{max}} \leq 500 \mu \text{Hz}, \\ 10 & \text{if } v_{\text{max}} \geq 800 \mu \text{Hz}, \end{cases}$$

(12)

with smooth transitions between the different frequency ranges. The coefficient $E$ can also be compared to different thresholds above which the seismic signal makes it possible to identify the fine structure of the oscillation spectrum, and thus to derive useful information in terms of stellar structure.

3.2. Threshold for determining the core properties of evolved stars

Unique information is provided by the mixed modes present in evolved stars with a radiative core. Their detection allows us to disentangle core-helium-burning from hydrogen-shell-burning stars (Bedding et al. 2011; Mosser et al. 2011). Empirically, we defined the threshold value

$$E_{\text{mix}} = 40,$$

(13)

above which their detection is possible, and hence the discrimination of the evolutionary stage in the frequency range $[3, 120 \mu \text{Hz}]$. Having a nearly flat threshold comes from the expression of $E$. In fact, resolving mixed modes requires the ability to identify small frequency spacings with respect to $v_{\text{max}}$; such a comparison is driven by the frequency resolution, proportional to $D^{-1}$. Owing to the fact that the ratio $H_{\text{max}}/B_{\text{noise}}$ is uniform for most stars where this study is relevant, and that the dependence in $v_{\text{max}}$ has an exponent close to 1 (Fig. 2), a comparison between a frequency proportional to $1/D$ and $v_{\text{max}}$ translates into a simple condition on $E$. In the red clump, the value $E_{\text{mix}}$ is typically reached after four months, according to Eq. (7): CoRoT observations lasting five months were indeed enough for identifying RGB stars (Mosser et al. 2011).

The measurement of the period spacing associated to the gravity component of mixed modes is crucial for investigating the core properties of red giants (e.g., Montalbán et al. 2013; Lagarde et al. 2016; Bossini et al. 2017). We used previous observations to calibrate the corresponding threshold $E_{\text{AI}}$.

A long enough measurement and a higher $E$ value are required compared to the simple identification of the evolutionary stage. We found that the threshold can be considered as uniform in the frequency range $v_{\text{max}} < 800 \mu \text{Hz}$ where mixed modes are observed in subgiants and red giants:

$$E_{\text{AI}} = \begin{cases} 110 & \text{on the RGB}, \\ 80 & \text{in the red clump}. \end{cases}$$

(14)

The justification of this uniform value is more complicated than for $E_{\text{mix}}$. In fact, the measurement of narrower period spacings when the stars evolve on the RGB is more demanding than for the early RGB, but this difficulty is compensated for by a larger number of mixed modes. The traduction of the thresholds $E_{\text{AI}}$ in terms of the observations’ duration gives typically an observation running eight months for a clump star or 11 months for a RGB star.

3.3. Threshold for rotation

Measuring the stellar rotation rate is of prime importance, owing to its role in stellar structure and evolution. Seismic observations allow us to probe the envelope rotation in main sequence stars (Appourchaux et al. 2014) and the mean core rotation in RGB stars (Beck et al. 2012; Mosser et al. 2012b; Ceillier et al. 2017; Gehan et al. 2018). The observation of mixed modes provides both values, in subgiants and low RGB stars (Deheuvels et al. 2014). As above, we used previous observations to calibrate the thresholds

$$E_{\text{rot}} = \begin{cases} 250 & \text{for } 70 \leq v_{\text{max}} \leq 500 \mu \text{Hz on the RGB}, \\ 120 & \text{for } 30 \leq v_{\text{max}} \leq 120 \mu \text{Hz in the red clump}, \\ 250 & \text{for } 500 \leq v_{\text{max}} \leq 800 \mu \text{Hz for subgiants}, \\ 100 & \text{if } v_{\text{max}} \geq 800 \mu \text{Hz}, \end{cases}$$

(15)

with a smooth transition between the different frequency ranges. The threshold concerning rotation is valid everywhere, except for evolved stars after the red clump for which no seismic observation of rotation has been reported due to the lack of mixed modes (Mosser et al. 2018). Such a threshold is demanding for evolved stars: observing the rotation in the red clump requires an observation longer than two years.

3.4. Uncertainty on the seismic stellar mass

A different way to express the seismic performance consists in estimating the precision we can infer for the stellar mass given by the seismic scaling relations. This precision is derived from the relative uncertainties on $\Delta \nu$ and $v_{\text{max}}$, which were calibrated with Kepler data as a function of $E$ as

$$\delta \log \Delta \nu = a_{\nu} + b_{\nu} E^{-1},$$

(16)

$$\delta \log v_{\text{max}} = a_{v} + b_{v} E^{-1}.$$  

(17)

The relevance of these uncertainties was also checked by the comparison with other methods (Verner et al. 2011;
that using grid-based modeling typically doubles the precision (e.g., Kallinger et al. 2010a; Metcalfe et al. 2014), we consider based on global seismic parameters. Following various work representative of the use of the raw seismic scaling relations before (Miglio et al. 2013, 2017).

\[ \triangle \nu = \frac{f}{\nu_{\text{max}}} \]

The relative mass uncertainties \( x_M \) in \( M \) are then derived from the uncertainties on \( \Delta \nu \) and \( \nu_{\text{max}} \) propagated through the scaling relation \( M \propto \nu_{\text{max}}^3 \Delta \nu / T_{\text{eff}}^{3.5} \). An uncertainty of 80 K on \( T_{\text{eff}} \) is included, corresponding typically to a relative uncertainty \( x_{\text{eff}} \) of about 1.5%. As \( x_M \) depends on \( E \), it possible to define the threshold \( E_M(x_M) \) on the EACF necessary to obtain a given uncertainty \( x_M \); it expresses

\[ E_M(x_M) = \frac{4 b_{\Delta \nu}^2}{\sqrt{x_M^2 - \left( \frac{3 f}{\nu_{\text{max}}} \right)^2 - \left( \frac{3}{2} x_{\text{eff}} \right)^2 - 4 a_{\nu_{\text{max}}}}}. \]

The values of \( E_M \) are shown in Figs. 3 and 4 for a relative precision \( x_M \) equal to 3, 5, or 10% and for \( x_{\text{eff}} = 1.5% \). A relative mass uncertainty \( x_M \) typically corresponds to a relative age uncertainty of 3 \( x_M \) at all evolutionary stages, including red giants. This proxy accounts for the fact that stellar ages before the main-sequence turnoff are expected to scale with \( M^3 \), and that stellar evolution after the turnoff is much more rapid than before (Miglio et al. 2013, 2017).

It is worth mentioning that the uncertainties we provide are representative of the use of the raw seismic scaling relations based on global seismic parameters. Following various work (e.g., Kallinger et al. 2010a; Metcalfe et al. 2014), we consider that using grid-based modeling typically doubles the precision we can infer on stellar radii and masses. In the figures reporting the simulation, we consider that the threshold for \( x_M = 5\% \) obtained with the scaling relations (Eq. (21)) is representative of a precision of 3\% on the stellar mass after grid-based modeling. Therefore, this threshold defines the domain where stellar ages can be estimated at the 10\%-level from the determination of individual oscillation frequencies.

4. Simulation

The calibration of \( E \) allows us to simulate the seismic performance of any stellar field of view. We consider here the observation of a star showing solar-like oscillations and observed with precise photometry, as done by the space missions CoRoT, Kepler, PLATO, or TESS.

4.1. Step-by-step tutorial

The step-by-step assessment of the seismic performance is summarized in Table 2, which presents the input, output, and equations of each step. The number of independent inputs is in fact limited: the data required for the simulation are stellar parameters (mass, radius, or \( \log g \), and effective temperature, or stellar type as exposed in Table A.1), stellar magnitude, instrumental data (Table 1), and the observation duration \( D \). These independent variables are summarized in Table 3.

[0] This preliminary step defines the global seismic parameter \( \nu_{\text{max}} \), as a function of stellar parameters, which can be derived from spectroscopy (\( \log g, T_{\text{eff}} \)) or from modeling (\( M, R, T_{\text{eff}} \)). Another way to connect the stellar classes and types to the seismic stellar parameters is provided by Table A.1, where we show stars with their global seismic parameters \( \Delta \nu \) and \( \nu_{\text{max}} \), their effective temperature, \( \log g \), and spectral type.

[1] Steps 1.1–1.3 are used to construct the height-to-background ratio. They can be adapted to any instrument. The method was, however, tested neither for ground-based observations with limited duty cycle, nor for spectrometric observations.

[2] The derivation of the seismic index is a simple step of the simulation. One has to pay attention to the different scaling, depending on the evolutionary stage: [2.1H] concerns stars before helium-core burning, whereas [2.1He] concerns stars
The definition of the thresholds is an important ingredient of the method. The predicted \( E \) and the threshold values are all in line with the EACF method exposed by MA09; the calibration with CoRoT and Kepler data ensures the consistency of the scalings, regardless of the exact recipe used in MA09. However, as stated earlier, the performance index \( E \) defined by Eq. (7) is no longer related to the EACF computation and is now used independently.

[3] The definition of the thresholds is an important ingredient of the method. The predicted \( E \) and the threshold values are all in line with the EACF method exposed by MA09; the calibration with CoRoT and Kepler data ensures the consistency of the scalings, regardless of the exact recipe used in MA09. However, as stated earlier, the performance index \( E \) defined by Eq. (7) is no longer related to the EACF computation and is now used independently.

A positive detection requires \( E_{\text{det}} \geq \kappa E \). The seismic performance then depends on the adopted criterion. The seismic estimate of the stellar mass with a relative precision of 10% is ensured for all unevolved stars showing solar-like oscillations (with the caveat that scaling relations are not yet fully calibrated, which adds some systematic uncertainty upon the statistical uncertainties). The detection of rotation is the most demanding criterion.

4.2. Stellar and instrumental regimes

The simulation throws light on the origin of the two regimes observed in Kepler data. At low frequency (Figs. 2–4), the stellar magnitude plays no role since the oscillation amplitude is much larger than the different noisy variations. In this stellar regime characterized by \( R \approx 3.5 \) (Eq. (5)), the seismic signature increases with increasing \( v_{\text{max}} \), despite the decrease of the oscillating amplitude:

\[
E_{\text{LF}} = 0.20 \, v_{\text{max}}^{1.1} \, D.
\]

This behavior derives from the properties of the oscillation spectrum, with a reduced number of oscillation modes when stars evolve on the RGB.

At high frequency, the seismic performance is dominated by the stellar magnitude. In the main sequence, the decrease of the
oscillation signal with increasing $\nu_{\text{max}}$ (or with decreasing $T_{\text{eff}}$) induces a rapid decrease of the performance. In this instrumental regime, the performance varies as

$$E_{\text{IF}} \propto \nu_{\text{max}}^{-0.96} 10^{0.36(m_\text{ref}-m)} D.$$  \hfill (23)

The exponent in $\nu_{\text{max}}$ varies as $\beta + \alpha h$, where $\alpha$ and $\beta$ are defined by Eq. (7), and where $h$ is the exponent of the scaling relation of $H_{\text{max}}$ (Eq. (4)).

The limit between the two regimes does not depend on $D$, but on the stellar magnitude: the brighter the magnitude, the broader the stellar regime. We show different cases in Figs. 3 and 4, in the condition of PLATO observations, with different observation durations and different stellar magnitudes. From these case studies, it is easy to derive the conditions on the stellar magnitude or observation duration to detect oscillation at any threshold.

### 5. Discussion

#### 5.1. Spread in the simulation

As estimated in Sect. 2.4, the Kepler observations shows a dispersion of about 21% compared to the simulation. Such a scatter is in line with the spread in oscillation amplitudes reported by previous work (e.g., Huber et al. 2011). We may therefore consider that the spread is related to the diversity of stars and of observation configurations.

An intrinsic source of variability of the seismic signal is related to photometric variability, as noticed in CoRoT and Kepler observations (Mosser et al. 2009; Chaplin et al. 2011b). Huber et al. (2011) noted a strong correlation between the amplitude signal and the activity directly inferred from the photometric light curve. Metallicity may also play a role through the mode excitation rates, as predicted by Samadi et al. (2010). Its influence on seismic global parameters remains limited; observations of red giants in clusters by Corsaro et al. (2017) have, however, shown a slight dependence on metallicity of the granulation, and hence of convection. External sources like binarity must be considered at least for two different reasons. First, close binarity is recognized as an efficient cause of damping, as proved by Gaulme et al. (2014). Second, binarity dilutes the seismic signal of the oscillatory component (Miglio et al. 2014). Any background source contributing to the photometric signal plays a similar role.

We also tested the seismic variability due to depressed dipole modes in evolved stars (Mosser et al. 2012a, 2017; García et al. 2014). These stars show lower EACF coefficients than stars with comparable $\nu_{\text{max}}$ but regular dipole mode visibilities; the deficit is about 22.5%. They also show lower height-to-background ratios $R$, so that they still follow the generic expression (Eq. (7)). As a result, even if they participate in the spread observed in Fig. 2, they do not participate in the scatter between observation and simulation.

To sum up, the precision of the predictions derived from our approach remains limited by the variability of the signal with a non-seismic origin. We note that the spread is small and does not hamper the predictive power of our approach, especially for statistical analyses, as performed in the next section. This quality certainly derives from the use of the EACF for detecting the oscillations, which relies on both a strong physical basis and a clear statistical basis. As shown by Fig. 10 of Pinsonneault et al. (2018), the method shows a low fractional dispersion among five different methods.

#### 5.2. Core-helium-burning stars

Confusion between stars burning either hydrogen in a shell or helium in the core may occur in the $\Delta \nu$ range from 3 to 8.8 $\mu$Hz
Mosser et al. (2014). Disentangling this confusion is a large success of asteroseismology (Bedding et al. 2011). Compared to stars on the red giant branch (RGB), red clump (RC) stars show lower values of $E$, diminished by a factor 2.5. As noted by Mosser et al. (2012a), the ratio $H_{\text{max}}/B_{\text{max}}$ is lower in the red clump. Owing to the definition of $H_{\text{max}}$, this is partly, if not totally, due to the fact that RC radial modes have shorter lifetimes (Vrard et al. 2018). Here, we do not explore further the physical reasons for the difference but investigate whether the different calibrations (Eqs. (7) and (8)) can be used to remove the confusion between the evolutionary stages. Therefore, we have analyzed the ratio $\eta$ between the observed $E$ and its value expected on the RGB. The distribution of this ratio shows two clearly separated regions since the difference is significantly larger than the spread of the values (Fig. 5).

The limit value $\eta_{\text{lim}} = 0.70$ allows us to distinguish RC stars from RGB stars. We can use the stars identified as RGB or RC stars from their asymptotic period spacing (Vrard et al. 2016) to estimate the possible confusion. In the frequency range $[3.3, 8.8 \mu\text{Hz}]$ where confusion is possible (Mosser et al. 2014), less than 5% of the stars with $\eta > \eta_{\text{lim}}$ are RC stars, whereas less than 9% of the stars with $\eta < \eta_{\text{lim}}$ are RGB stars. Since a vast majority of the red giants were observed continuously during the whole Kepler mission, such a performance benefits from the four-year observation duration. We therefore managed to test how the method can discriminate between the different evolutionary stages with shorter data sets, and noted that it requires $E \geq 60$. According to Eq. (22), this threshold corresponds to an observation duration longer than six months on the RGB or 14 months in the RC. Therefore, the ability to distinguish the different evolutionary stages is not as efficient as determination with the mixed modes. However, the discrimination of the evolutionary stage using $E$ is independent of the determination of the mixed modes, which can be an advantage, for instance, when mixed modes are depressed (Mosser et al. 2012a, 2017; García et al. 2014).

We note that the ratio $\eta$ keeps its two-component distribution at low frequency, in the domain corresponding to evolved
RGB or AGB stars (asymptotic giant branch). We may expect the study of η to help us to distinguish AGB from RGB stars, if we assume that the structural properties that explain low values of η in RC stars hold in AGB stars. Three significant features make us confident that this is the case: stars identified as AGB by Mosser et al. (2014) according to their period spacings have a low η; stars identified on the AGB with our new method are hotter than the ones identified on the RGB; and more than 3/4 of the stars with a mass below 0.9 \( M_\odot \) are identified on the AGB (Fig. 6). The last two tests made use of the APOKASC data (Majewski et al. 2017). A fourth test, performed with the method proposed by Kallinger et al. (2012), provides similar results (Kallinger, priv. comm.). A dedicated study of the stars identified on the AGB can now be performed, but is beyond the scope of this paper.

5.3. Clusters

We have gathered information from the open clusters observed by Kepler and K2 to draw seismic isochrones in terms of seismic performance (e.g., Basu et al. 2011; Miglio et al. 2012, 2016). Figure 7 shows the performance we can expect for open clusters, depending on their distance modulus \( \mu \). Oscillations in main sequence stars are detectable for the closest open clusters only. For instance, the Sun is just above the limit of detectability in an open cluster with \( \mu = 9 \) after two years of observation with PLATO. Similar results cannot be reached with TESS one-month observations, since it would require an open cluster closer than \( \mu = 2.5 \) (30 pc). We did not explore the case of one year of continuous observation with TESS, since such a duration is ensured for stars lying at most 12° away from the ecliptic poles. In practice, results on main sequence stars in clusters are expected with TESS only in the Hyades and Coma Berenices clusters. Many more dimmer clusters with a distance modulus up to ten can be observed with PLATO, with a wide range of ages.

5.4. Typical PLATO field of view

The simulation was run for one of the possible fields of the PLATO mission, namely a 2230 deg\(^2\) region centered at \((l, b) = (315\degree; +30\degree)\), with trilegal (Girardi et al. 2005, 2012). Details of the simulation were given in Miglio et al. (2017). The simulation considers the following ingredients:

- raw seismic index estimated from Eqs. (7) or (8);
- spread of the index of 21\%;
- damping of the index close to the instability strip.

Out of the 1.54 \( \times \) 10\(^5\) stars brighter than \( m_v = 15 \) in the field (Fig. 8), 6.9 \( \times \) 10\(^5\) show a detectable seismic signal, among which 2.5 \( \times \) 10\(^4\) (42\%) have a seismic signature high enough to ensure, with seismic scaling relation, an estimate of the mass more precise than 5\%. For these stars, one expects the determination of the age to be more precise than 10\% with detailed stellar modeling.

The simulation was used to identify which stars in an HR diagram have a seismic signal above a given threshold (Fig. 9). The bottom left panel of Fig. 9 shows the stars for which the scaling relations provide an estimate of the mass with a relative uncertainty of 5\%. As shown above, this threshold corresponds to stars for which one expects masses with a relative uncertainty of about 3\% derived from stellar modeling, hence an estimate of the age of about 10\%. We also note that the Nyquist frequency of the long-cadence mode of PLATO is high enough to ensure the observation of solar-like oscillations in subgiants, in very good condition with high \( E \) factors. The region in the HR diagram accessible with long-cadence measurements only depends on the stellar mass through the seismic proxy \( M T_{\nu}^{13/2} v_{\text{max}}^{-1} \) for \( L \).

5.5. Observations with TESS

We used the simulation tool to predict the seismic yield of the NASA/TESS mission (Ricker et al. 2015). We considered the different observation durations defined by the observation procedure, varying from about a month for stars close to the celestial equator up to about a year close to the poles. The simulation was run assuming a noise level floor \( B_{\text{sys}} \) of 60 ppm h\(^{-1/2}\) (Campante et al. 2016). As predicted by Ball et al. (2018) and verified in Fig. 10, TESS will excel in observing bright subgiants and early red giants observed in short-cadence mode. Should the noise level be of 60 ppm h\(^{-1/2}\), then results for main sequence stars would be modified by a mean shift in magnitude of about −1.5 in the instrumental regime.
6. Conclusion

We propose an analytical method for defining and quantifying the metrics of seismic performance, calibrated with CoRoT and Kepler data. The performance index requires neither the computation of the synthetic time series, nor the computation of synthetic oscillation spectra. It is derived from scaling relations, in a limited number of steps, each one summarized by a simple analytical expression (Table 2): stellar parameters, basic information about the instrumental noise, and the observation duration are enough to derive the performance index. Then, different thresholds are used to define the detection threshold of the oscillations, to infer information on the stellar core (nuclear regime, rotation rate), or to derive the stellar mass with a given precision. The spread in the performance is limited, with a standard deviation less than 21% between the simulation and observations, due to stellar variability and binarity.

The method is convenient to analyse the seismic information about a sample of stars located within a given field of view, to compare different conditions of observation, or to compare the seismic output of two fields of view. The simulation of a typical field of view to be observed by the ESA PLATO mission shows 10^5 stars with detectable oscillations (more than 60 000 in the main sequence), among which more than 70% have a seismic result precise enough to predict stellar ages with a relative precision better than 10%. Interestingly, the method seems to provide an efficient way to discriminate between red giants on the RGB and the AGB.
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Appendix A: Classical versus seismic stellar parameters

In order to link the classical and seismic parameters, we present in Table A.1 a set of stars that benefitted from seismic analysis and modeling. The log $g$ were estimated by the relation Eq. (1); the stellar types are given as they appear in the literature (most often Molenda-˙Zakowicz et al. 2013, for Kepler stars).

Table A.1. Stellar parameters.

| Star          | Type | $T_{\text{eff}}$ (K) | log $g$ (cm s$^{-2}$) | $\Delta \nu$ (µHz) | $\nu_{\text{max}}$ (µHz) | $M$ ($M_{\odot}$) | $R$ ($R_{\odot}$) | Ref.         |
|---------------|------|----------------------|------------------------|---------------------|------------------------|------------------|------------------|--------------|
| Main sequence stars                                    |      |                      |                        |                     |                        |                  |                  |              |
| HD 181420     | F2   | 6580                 | 4.17                   | 74.9                | 1573                   | 1.58              | 1.69             | 2009Bar, 2013Oze|
| HD 49933      | F5   | 6780                 | 4.24                   | 85.8                | 1805                   | 1.30              | 1.41             | 2009Ben, 2012Ree|
| HD 176693     | F8   | 6060                 | 4.29                   | 102.6               | 2151                   | 1.03              | 1.20             | 2012App, 2012Mat, 2012Bru|
| HD 52265      | G0   | 6100                 | 4.29                   | 98.5                | 2150                   | 1.27              | 1.34             | 2011Bal, 2013Giz, 2014Leb|
| 16 Cyg A      | G1.5 | 5825                 | 4.29                   | 102.5               | 2180                   | 1.11              | 1.24             | 2012Met         |
| α Cen A       | G2   | 5790                 | 4.33                   | 105.7               | 2410                   | 1.10              | 1.23             | 2004Bed, 2002The|
| Sun           |      |                      |                        |                     |                        |                  |                  | Sun           |
| 16 Cyg B      | G2.5 | 5750                 | 4.36                   | 115.3               | 2578                   | 1.07              | 1.13             | 2012Met         |
| KIC 176465 A  | G4   | 5830                 | 4.46                   | 146.8               | 3260                   | 0.96              | 0.90             | 2017Whi         |
| KIC 176465 B  | G4   | 5740                 | 4.49                   | 155.4               | 3520                   | 0.93              | 0.89             | 2017Whi         |
| Sun           |      |                      |                        |                     |                        |                  |                  | 2005Kje, 2002The|
| Subgiants                                             |      |                      |                        |                     |                        |                  |                  |              |
| Procyon       | F5   | 6550                 | 3.94                   | 54.1                | 918                    | 1.46              | 2.04             | 2010Bed, 2008Mos|
| HD 185834     | F6   | 6020                 | 3.95                   | 55.1                | 988                    | 1.17              | 1.91             | 2012App, 2012Bru|
| KIC 7976303   | F8   | 6260                 | 3.88                   | 51.1                | 833                    | 1.17              | 2.03             | 2012App, 2012Mat|
| KIC 10273246  | F9   | 6150                 | 3.92                   | 48.8                | 913                    | 1.37              | 2.19             | 2011Cam, 2012Cre|
| HD 49385      | G0   | 6095                 | 3.95                   | 55.5                | 994                    | 1.25              | 1.94             | 2010Deh, 2011Deh|
| KIC 10920273  | G1-2 | 5880                 | 3.96                   | 57.2                | 1026                   | 1.23              | 1.88             | 2011Cam, 2012Cre|
| KIC 7107778 A | G8   | 5180                 | 3.65                   | 32.1                | 544                    | 1.42              | 2.93             | 2018LiY         |
| KIC 7107778 B | G8   | 5180                 | 3.70                   | 34.7                | 594                    | 1.39              | 2.76             | 2018LiY         |
| HD 182736     | G8?  | 5261                 | 4.54                   | 161.4               | 4090                   | 0.91              | 0.86             | 2005Kje         |
| RGB          |      |                      |                        |                     |                        |                  |                  |              |
| HD 181907     | K1   | 4790                 | 2.35                   | 3.41                | 28.0                    | 1.20              | 1.20             | 2010Car, 2010Mig|
| KIC 4044238   | K5   | 4800                 | 2.43                   | 4.07                | 33.7                    |                  |                  | 2012Mos         |
| HD 50890      | K2   | 4670                 | 2.08                   | 1.71                | 15.0                    | 4.20              | 29.90            | 2012Bau         |
| KIC 11618103  | G5   | 4870                 | 2.97                   | 9.38                | 115                    | 1.45              | 6.60             | 2011Jia         |
| KIC 4072740   | K1   | 4882                 | 3.33                   | 18.4                | 261                    |                  |                  | 2013Mos, Mol2013|
| KIC 7341231   | G2   | 5300                 | 3.53                   | 28.8                | 399                    | 0.83              | 2.62             | 2012Deh         |
| RC and secondary RC                                   |      |                      |                        |                     |                        |                  |                  |              |
| KIC 9655101   | G8   | 5039                 | 2.90                   | 7.82                | 97.2                    | 2.31              | 8.86             | 2013Mol, Mos2013|
| KIC 9716522   | G9   | 4952                 | 2.64                   | 4.84                | 53.8                    | 2.53              | 12.6             | 2013Mos, Mos2013|

References. 2002The = Thévenin et al. (2002); 2004Bed = Bedding et al. (2004); 2005Kje = Kjeldsen et al. (2005); 2008Mos = Mosser et al. (2008); 2009Bar = Barban et al. (2009); 2009Ben = Benomar et al. (2009); 2010Bed = Bedding et al. (2010); 2010Car = Carrier et al. (2010); 2010Deh = Deheuvels et al. (2010); 2010Mig = Miglio et al. (2010); 2011Bal = Ballot et al. (2011); 2011Cam = Campante et al. (2011); 2011Deh = Deheuvels & Michel (2011); 2011Jia = Jiang et al. (2011); 2012App = Appourchaux et al. (2012); 2012Bau = Baudin et al. (2012); 2012Bru = Bruntt et al. (2012); 2012Cre = Creevey et al. (2012); 2012Hub = Huber et al. (2012); 2012Mat = Mathur et al. (2012); 2012Met = Metcalfe et al. (2012); 2013Oze = Ozel et al. (2013); 2013Ree = Reese et al. (2012); 2013Giz = Gizon et al. (2013); 2013Mol = Molenda-Zakowicz et al. (2013); 2013Mos = Mosser et al. (2013b); 2014Leb = Lefebvre & Goupil (2014); 2017Whi = White et al. (2017); 2018Mar = Marcadon et al. (2018); 2018LiY = Li et al. (2018).