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Abstract—Most of the research in cognitive radio field is primarily focused on finding and improving secondary user (SU) performance parameters such as bit error rate, outage probability and capacity etc. Less attention is being paid towards the other side of the network that is the primary network which is under interference from SU. Also, it is the primary user (PU) that decides upon the interference temperature constraint for power adaptation to maintain a certain level of quality of service while providing access to SUs. However, given the random nature of wireless communication, interference temperature can be regulated dynamically to overcome the bottlenecks in entire network performance. In order to do so, we need to analyze the primary network carefully. This study tries to fill this gap by analytically finding the closed form theoretical expressions for signal to interference and noise ratio (SINR), mean SINR, instantaneous capacity, mean capacity and outage probability of PU, while taking peak transmit power adaptation at SU into picture. Furthermore, the expressions generated are validated with the simulation results and it is found that our theoretical derivations are in perfect accord with the simulation outcomes.

Index Terms—Cognitive Radio Network, Interference Temperature, Mean Capacity, SINR, Outage Probability

I. INTRODUCTION

In cognitive radio network, a secondary user (SU) is allowed to access the primary user (PU) spectrum completely if the available spectrum is not used by PU (interweave) or concurrently (underlay) with PU. The concurrent transmission is allowed if and only if the SU maintains a certain power threshold constraint known as interference temperature [1], [2]. Most of the studies [1]–[6] that involve this interference temperature model utilize either peak or average transmit power adaptation for the purpose of analyzing or improving the performance of secondary network. However, the impact of SU interference on primary network is let off completely. Therefore, to assess the performance and other quality of service (QoS) parameters, closed form expression need to be derived and validated. This study focuses on the mathematical foundation to derive these necessary performance expressions. This theoretical analysis is done by first considering interference from a single SU and then extended to the case of interference from multiple SUs on primary network. As per our knowledge, this is the first paper to analytically analyze the effect of SU interference on primary network. The contribution of this paper can be summarized as follows:

• Probability distribution function (PDF) and cumulative distribution function (CDF) expressions for noise plus interference, signal to noise and interference ratio (SINR) are derived for both cases of interference from a single SU and multiple SUs on PU network.
• Closed form mean SINR expression, mean capacity and outage probability expressions are derived.
• The expression generated above are validated with simulation results to show the accuracy of the theoretical expressions.

The rest of the paper is organized as follows. In Section II, system model with underlying assumptions is described in detail. Section III presents the extensive theoretical analysis and comparisons with simulation results and finally, conclusions are given in Section IV.

II. SYSTEM MODEL

The cognitive radio network that is under consideration in this work is shown in Fig. 1. It consists of \( n \) SUs (SU network) and \( k \) PUs with corresponding SBS and PBS. Since we are analyzing the effect of SU on PU network, we don’t need to consider the channel gain between PU and SBS, and also we don’t need to consider the interference among PUs because of orthogonal resource allocation between them.

![Fig. 1. Underlay cognitive network with \( n \)-SUs sharing the spectrum with \( k \)-PUs. The channel power gain between any SU-i (\( i^{th} \) user) and PBS is denoted by \( \gamma_i \), between any SU-i (\( i^{th} \) user) and SBS by \( \beta_i \) and between \( i^{th}-\)PU and PBS by \( \gamma_i \).](https://example.com/cognitive-network.png)

In addition, since the channel fading is assumed to be Rayleigh distributed, the channel power gains follow an exponential distribution. Considering the peak power adaptation
interference will be then,

\[ P_{tx} = \min \left\{ p, \frac{q}{n} \right\} \]  

(1)

In the following sections, for theoretical analysis purpose, we assume that there are \( n \) SUs that form the underlay cognitive network with primary user, where \( n = \{1, 2, 3, \ldots, n\} \). Furthermore, the thermal additive white Gaussian noise (AWGN) in the network is assumed to have circularly symmetric complex Gaussian distribution with zero mean and variance as \( \sigma^2 \), i.e., \( \mathcal{CN}(0, \sigma^2) \).

### III. THEORETICAL ANALYSIS

In this section, theoretical expressions for PU performance parameters with interference from a single SU will be derived first and then extended to the case of interference from multiple SUs. The interference observed at primary receiver because of a single SU and multiple SUs with peak power adaptation will be given as:

\[ I_{\text{single}} = \alpha P_{ECC} = \min \{\alpha p, q\}, \]

\[ I_{\text{multi}} = \min \left\{ \sum_{i=1}^{n} \alpha_i p, q \right\}. \]  

(2)

Eq. (2) represents a minimum of a random variable and a constant. From the theory of mixed random variables \([7]–[9]\), a constant \( c \) can be modelled as a random variable with PDF equal to \( \delta(x - c) \) and CDF equal to \( H(x - c) \), where \( H(x) \) is a Heaviside function and \( \delta(x) \) is a Dirac Delta function. So with interference from a single SU, the CDF and PDF of minimum of two independent random variables is then given by:

\[ F_I(x) = F_{\alpha p_0}(x) + F_q(x) - F_{\alpha p_0}(x)F_q(x), \]

\[ F_I(x) = 1 - e^{-\frac{\lambda x}{p}} \left( 1 - H(x - q) \right). \]  

(3)

On including noise \( \mathcal{CN}(0, \sigma^2) \), the CDF of noise plus interference will be then,

\[ F_{IN}(x) = 1 - e^{-\frac{\lambda(x - \sigma^2)}{p}} \left( 1 - H(x - \sigma^2 - q) \right). \]  

(4)

Correspondingly, the PDF of interference and noise is given by differentiating the CDF with respect to noise and interference variable \( x \), i.e.

\[ f_{IN}(x) = \frac{\lambda}{p} e^{-\frac{\lambda(x - \sigma^2)}{p}} \left( 1 - H(x - \sigma^2 - q) \right) + \frac{p}{\lambda} \delta(x - \sigma^2 - q), \]  

\( \forall \sigma^2 \leq x \leq \infty. \)  

(5)

For the case of interference from multiple SUs, the distribution of interference given in Eq. (2) will follow Gamma distribution, where \( \kappa \) and \( \theta \) represent the shape and rate parameter. The PDF and CDF of Gamma distribution is given as

\[ f_\gamma(x) = \sum_{i=1}^{n} \alpha_i p = \check{\gamma} \left( x, n, \frac{\lambda^2}{p} \right) = \check{\gamma} \left( x, n, \check{\lambda} \right), \]

\[ \frac{\check{\lambda}^n x^{n-1} e^{-\check{\lambda} x}}{\Gamma(n, 0)} e^{-\check{\lambda} x}, \forall \left\{ x \geq 0, n > 0, \check{\lambda} > 0 \right\}, \]  

(6)

\[ F_\gamma(x) = 1 - \frac{\Gamma(n, \check{\lambda} x)}{\Gamma(n, 0)}, \forall \left\{ x \geq 0, n > 0, \check{\lambda} > 0 \right\}, \]

where \( n \) is the total number of SUs in the underlay network, \( \check{\lambda} = \lambda^2/p \) is the scaled rate parameter between SU and PBS and \( \Gamma(a, x) \) is an incomplete gamma function defined as:

\[ \Gamma(a, x) = \int_{x}^{\infty} t^{a-1} e^{-t} dt, \forall a > 0, x \geq 0. \]

Following the same mathematical approach that was used in single SU case, the distribution of noise plus interference in multiple SUs case is then derived as:

\[ F_{N1}(x) = 1 - \frac{\Gamma(n, \check{\lambda}(x - \sigma^2))/\Gamma(n, 0)}{H(x - \sigma^2 - q)} + \check{\lambda} = \frac{\check{\lambda}^n x^{n-1} e^{-\check{\lambda} x} (1 - H(x - \sigma^2 - q))}{\Gamma(n, 0)}, \]

(7)

(8)

where \( \sigma^2 \) is the \( \mathcal{CN}(0, \sigma^2) \). Fig. 2 and Fig. 3 plots the CDF and PDF for the theoretical expression (Eq. (7) ) with the simulation result of \( p > q \) and \( q < p \) for different SU densities of \( n = 1, 2, 3 \).

**A. Instantaneous SINR**

The instantaneous SINR at PBS considering the system model (Fig. 1) is given by:

\[ \text{SINR} = \frac{\gamma p}{\sigma^2 + I}. \]  

(8)
where \( I \) is the interference from SUs given by Eq. (2). The distribution of numerator and denominator is already derived in the previous section (Eq. (5) and Eq. (7)). Therefore, the PDF of ratio of two independent random variables \([10]\) i.e. \( z = x/y \), where \( x = \gamma p \) and \( y = \sigma^2 + I \) will be given as

\[
f_z(z) = \int_{\sigma^2}^{\infty} y \cdot f_{x,y}(yz,y)dy = \int_{\sigma^2}^{\infty} y \cdot f_z(yz)f_y(y)dy
\]

\[
\forall y \geq 0.
\]

(9)

For the interference from a single SU user, the SINR distribution will be as follows:

\[
f_z(z) = \int_{\sigma^2}^{\infty} y \cdot \frac{\lambda_1 e^{-\lambda_1 yz}}{p} \frac{\lambda_2}{\gamma p} e^{-\frac{\lambda_2(y-\sigma^2)}{p}} \times \left\{1 - H(y-\sigma^2 - q) + \frac{p}{\lambda_2} \delta(y-\sigma^2 - q)\right\}dy
\]

\[
= \lambda_1 \lambda_2 \frac{\lambda^2}{p^2} e^{-\frac{\lambda^2(\gamma + \lambda z)}{p}} \left\{\int_{\sigma^2}^{\infty} y \cdot e^{-\frac{\lambda(y-\sigma^2)}{p}} dy - \int_{\sigma^2+q}^{\infty} y e^{-\frac{\lambda(y-\sigma^2)}{p}} dy\right\}
\]

(10)

By using integration by parts and on further simplification, the PDF is reduced to:

\[
f_z(z) = \frac{\lambda_1 \lambda_2}{\Lambda p} \left\{ e^{-\frac{\lambda^2\gamma z}{p}} \left(\sigma^2 + \frac{p}{\Lambda}\right) + e^{-\frac{\lambda^2(\gamma + \lambda z)}{p}} \left(\sigma^2 + q\right) \frac{\lambda_1 z}{\lambda_2} - \frac{p}{\Lambda}\right\},
\]

where \( \Lambda \) is the scaled and shifted random variable version\(^4\) of \( z \) given by \( \Lambda = \lambda_1 + \lambda_2 z \). Under the scenario of \( \lambda_1 = \lambda_2 = 1 \), with AWGN as \( \mathcal{CN}(0,\sigma^2 = 1) \), the PDF can be further simplified to

\[
f_z(z) = \frac{1}{p(z+1)} \left\{ e^{-\frac{p}{z+1}} \left(1 + \frac{p}{z+1}\right) + e^{-\frac{z+q}{p(z+1)}} \times \left((1+q)z - \frac{p}{z+1}\right)\right\}.
\]

Following the same analytical framework used for the single SU case, the distribution with interference from multiple SUs will be:

\[
f_{z,n}(z) = \int_{\sigma^2}^{\infty} y^n \hat{\lambda}_1 e^{-\hat{\lambda}_1 yz} \left\{ f_f(y-\sigma^2,n,\hat{\lambda}) + \delta(y-\sigma^2 - q) \times (1 - F_f(y-\sigma^2,n,\hat{\lambda})) - f_f(y-\sigma^2,n,\hat{\lambda}) \times H(y-\sigma^2 - q)\right\} dy.
\]

(11)

which on further evaluation and simplification reduces to

\[
f_{z,n}(z) = \hat{\lambda}_1^n \lambda e^{-\sigma^2\hat{\lambda}_1 \gamma},
\]

where \( \Theta \) is the scaled and shifted random variable version\(^4\) of \( z \) given by \( \Theta = \lambda + \lambda_1 z \). Fig. 4 shows the plot of the derived theoretical expression with simulation data for the two cases of \( p < q \) and \( p > q \) with different SU densities \( (n = 1, 2, 3) \).

$$
\text{Fig. 3. PDF and CDF of noise and interference for different number of SUs ($n = 1, 2, 3$) when $p < q$, where $p = 2$ $q = 4$ and $\sigma^2 = 1$ with support region from $\sigma^2 \leq x \leq \infty$.}
$$

$$
\text{Fig. 4. PDF of SINR for two cases of $p < q$ and $p > q$ for different number of SUs ($n = 1, 2, 3$).}
$$

In the following sections, we will look into the crucial performance metrics (outage probability and capacity) of underlay cognitive network. The mentioned approach can be extended to the case of interference from multiple SUs given that the important SINR expression Eq. (11) for multiple SUs is already been derived. However, given the space limitations, the derivations considering multiple SUs are not detailed herein in coming sections. Nonetheless, the fundamental case of interference from single SU case has been presented in detail.

---

3. \( \lambda_1 \) is the channel rate parameter between PU and PBS, whereas \( \lambda_2 \) is the channel rate parameter between SU and PBS.

4. Here \( \hat{\lambda}_1 = \lambda_1/p \) is the scaled rate parameter of SUs and \( \hat{\lambda}_1 = \lambda_1/p \) is the scaled rate parameter for PU.
B. Mean SINR

The mean SINR is given as \( \mu = \int_0^\infty z f_z(z)dz \) where the PDF of SINR \( f_z(z) \) was derived in Eq. (10). Thus,

\[
\mu = \int_0^\infty \frac{1}{p(z+1)} e^{-\frac{p}{z+1}} \left( 1 + \frac{p}{z+1} \right) dz + e^{-\frac{q}{z+1}} \left( 1 + q \right) z - \frac{p}{z+1} \right) \right) dz,
\]

\[
= \int_0^\infty \left( \frac{z e^{-\frac{p}{z}}}{p(z+1)} \right) dz + \int_0^\infty \left( \frac{z e^{-\frac{p}{z}}}{(z+1)^2} \right) dz + \int_0^\infty \frac{z^2(1+q)e^{-\frac{z+q(z+1)}{p}}}{p(z+1)} dz
\]

\[
- \int_0^\infty \frac{z e^{-\frac{z+q(z+1)}{p}}}{(z+1)^2} dz.
\]

which on further simplification reduces to

\[
\mu = e^{\frac{p}{q}} \left\{ \Gamma \left( 0, \frac{1}{p} \right) - \Gamma \left( 0, \frac{1+q}{p} \right) \right\} + \frac{pe^{-\frac{p}{q}}}{1+q} \tag{12}
\]

Fig. 5 shows that the change in mean SINR while varying the interference temperature \( q \) for a constant peak transmit power \( p \). The higher transmit power (for both PU and SU) with lower interference temperature gives better mean SINR than lower transmit power (for both PU and SU) with high IT constraint.

C. Outage Probability of Primary Network

The outage probability is defined as the probability when the instantaneous SINR drops below a given threshold. Mathematically, this is given as: \( Pr(\gamma \leq \psi) = F_z(\psi) \), which is nothing but the CDF of SINR. Therefore,

\[
F_z(\psi) = \int_0^\psi f_z(z)dz,
\]

\[
= \int_0^\psi \left( \frac{e^{-\frac{\psi}{p(z+1)}}}{p(z+1)} \right) dz + \int_0^\psi \left( \frac{e^{-\frac{\psi}{z+1}}}{(z+1)^2} \right) dz + \int_0^\psi \frac{z(1+q)e^{-\frac{z+q(z+1)}{p}}}{p(z+1)} dz
\]

\[
- \int_0^\psi \frac{e^{-\frac{z+q(z+1)}{p}}}{(z+1)^2} dz.
\]

which on further integration and simplification reduces to

\[
F_z(\psi) = 1 - \frac{e^{-\frac{\psi}{p}}}{\psi + 1} \left( 1 + \psi e^{-\frac{q(\psi+1)}{p}} \right)
\]

![Fig. 6. Outage probability of PU for \( p < q \), where \( p = 2 \) and \( q = 4 \) and for \( p > q \), where \( p = 4 \) and \( q = 2 \).](image)

It can be directly inferred from Fig. 6 that if \( q > p \), the outage probability is higher than in the case of \( p > q \). In addition to this inference, it can also be observed that the theoretical expressions derived are in sync with the simulation results, i.e., increase the spectral efficiency of the network.

D. Instantaneous Capacity of Primary Network

The PDF of instantaneous capacity can be readily found from the PDF of instantaneous SINR by using transformation of random variables method \([7], [8]\). This can be obtained by using:

\[
f_x(x) = f_z(z) \left| \frac{dz}{dx} \right|_{z=e^x-1},
\]

where \( f_z(z) \) is derived in Eq. (10) for the case of interference from single SU on primary network. It can be seen from Fig. 7 that there is a point where the instantaneous capacity for \( p < q \) goes below \( p > q \). It proves the point that the interference temperature should not be kept constant rather should be dynamic in nature to exploit full potential of the network.
Mean Capacity

The average capacity from the PDF of instantaneous SINR \( f_z(z) \) is given as:

\[
\tilde{C} = \int_0^\infty \log(1 + z) f_z(z) dz.
\]

Substituting Eq. (10) in the above expression and on further evaluation,

\[
\tilde{C} = \frac{e^{\frac{1}{\bar{q}}} - \Gamma \left(0, \frac{z + 1}{\bar{q}} \right) - \Gamma \left(0, \frac{1}{\bar{q}} \right)}{\bar{p} + 1}
\]

where

\[
\Gamma (a, b) = \int_b^\infty \frac{1}{\Gamma (a, x)} dx,
\]

\[
\Gamma (a) = \int_0^\infty \frac{1}{\Gamma (a, x)} dx.
\]

At \( z = \infty \), \( \Gamma (0, z) \to 0 \) and also,

\[
\frac{1}{\bar{q}} \to 0.
\]

Therefore, the final mean capacity expression will be evaluated at \( z = 0 \):

\[
\tilde{C} = 1 - e^{-\frac{1}{\bar{q}}} + \frac{e^{\frac{1}{\bar{q}}}}{\bar{p}} \left( \bar{p} + q + 1 \right) \left( 0, \frac{z + 1}{\bar{q}} \right) - \Gamma \left(0, \frac{1}{\bar{q}} \right)
\]

Fig. 8 shows the plot of this theoretical expression with simulation results for two cases of transmit power \( p = 2 \) and \( p = 4 \). Intuitively, high transmit power \( p = 4 \) will result in high capacity for the network than the low transmit power of \( p = 2 \) but when the interference temperature is relaxed, the interference caused due to secondary user on primary will also increase that in turn will reduce the overall capacity.

IV. Conclusion

In this paper, the performance of primary network is studied considering interference from the SU network. The analysis is done under peak power adaptation method at secondary transmitter. Given the importance of dynamic interference temperature for network performance, closed form expressions for the PDF and CDF of interference and noise, SINR for interference from single and multiple SUs are derived. Furthermore, instantaneous capacity with theoretical expressions for mean SINR, mean capacity and outage probability are deduced for simplistic network consisting of interference from single SU. Finally, the theoretical expressions are validated with the simulation results.
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