Continuous black-box optimization with quantum annealing and random subspace coding
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A black-box optimization algorithm such as Bayesian optimization finds extremum of an unknown function by alternating inference of the underlying function and optimization of an acquisition function. In a high-dimensional space, such algorithms perform poorly due to the difficulty of acquisition function optimization. Herein, we apply quantum annealing (QA) to overcome the difficulty in the continuous black-box optimization. As QA specializes in optimization of binary problems, a continuous vector has to be encoded to binary, and the solution of QA has to be translated back. Our method has the following three parts: 1) Random subspace coding based on axis-parallel hyperrectangles from continuous vector to binary vector. 2) A quadratic unconstrained binary optimization (QUBO) defined by acquisition function based on nonnegative-weighted linear regression model which is solved by QA. 3) A penalization scheme to ensure that the QA solution can be translated back. It is shown in benchmark tests that its performance using D-Wave AdvantageTM quantum annealer is competitive with a state-of-the-art method based on the Gaussian process in high-dimensional problems. Our method may open up a new possibility of quantum annealing and other QUBO solvers including quantum approximate optimization algorithm (QAOA) using a gated-quantum computers, and expand its range of application to continuous-valued problems.

I. INTRODUCTION

Given a black-box function \(f(x), x \in \mathbb{R}^d\), whose closed-form expression is unknown, Black-box optimization (BO) identifies the extremum via an iterative procedure of input design and evaluation [1, 2]. Figure 1 shows the procedure of software-based black-box optimization. First, the black-box function is estimated using a machine-learning prediction model \(f_{ML}(x)\) trained by known dataset \(D = \{(x_1, y_1), ..., (x_n, y_n)\}\). Using a trained model, an acquisition function \(g(x)\) is defined, and the next input \(x^\ast\) is designed by optimizing it. Next, the value of black-box function at the recommended point \(y^\ast = f(x^\ast)\) is evaluated by a black-box system, e.g., simulation or experiment. A new data \((x^\ast, y^\ast)\) is added to \(D\). These steps are iterated as long as the budget allows. Black-box optimization has been applied to many physics applications including autonomous X-ray scattering experiments [3], inverse scattering [4], crystal structure prediction [5], design of organic synthesis experiments [6], and effective model estimation [7].

It is expected that BO accelerates extremum identification in comparison to random sampling. Namely, at the same number of evaluations, the best input vector by BO should be closer to the extremum than that of random sampling on average. It is known that, however, the advantage of BO quickly diminishes as the number of dimensionality increases [8]. There are two possible reasons, statistical and computational. In statistical terms, it is difficult to estimate \(f(x)\) with a limited number of training data in a high-dimensional space. In computational terms, the optimization of a non-convex acquisition function becomes increasingly difficult as the number of dimensionality increases.

In this paper, to solve computational problem for continuous black-box optimization, we propose a hardware-assisted black-box optimization algorithm called CONBQA (CONtinuous Black-box optimization with Quantum Annealing, pronounced like kombucha) [9] that employs a quantum annealing [10, 11] as an acquisition function optimizer. Here, we use quantum annealers developed by D-Wave Systems, Inc. [12] which are special hardware for searching the ground state of Ising model or solving quadratic unconstrained binary optimization (QUBO). For our method, instead of quantum annealer, we can use other Ising machines established using characteristic physics systems such as, digital circuit [13], CMOS [14], laser oscillator [15, 16], GPU [17], and so on. Recently, Kitai et al. [18] proposed a method that solves a discrete black-box optimization problem with the help of quantum annealing, which is called FMQA algo-
FIG. 1: Software-based and hardware-assisted black-box optimization with continuous variables. To use special hardware, appropriate encoder and decoder between continuous and binary states should be put.

Algorithm. This method uses the factorization machine as a machine-learning prediction model, and can solve computational problem in discrete black-box optimization. On the other hand, continuous black-box optimization cannot be performed by FMQA, and technique to encode continuous data to binary data is required. Note that some methods for discrete black-box optimization by Ising machines are recently developed [19, 20].

Figure 1 illustrates the procedure of CONBQA. 1) Continuous data \( \mathbf{x} \) are encoded to binary data \( \mathbf{z} \). 2) Machine learning is performed and an acquisition function \( g(\mathbf{z}) \) is prepared. 3) The QUBO defined by \( g(\mathbf{z}) \) and additional constraints to ensure decodability is solved by a quantum annealer to obtain maximizer \( \mathbf{z}^* \). 4) The solution is decoded back to a continuous vector \( \mathbf{x}^* \). 5) The value of black-box function \( y^* = f(\mathbf{x}^*) \) is evaluated. 6) A new data point is added to the dataset.

Continuous-to-binary encoding is a common subject of research in scientific fields including neuroscience [21, 22] and machine learning [23, 24]. Among existing methods, we employ random subspace coding [22] due to its simplicity and high resolution. Several coordinates are randomly chosen and an axis parallel hyperrectangle is sampled randomly in the subspace. A continuous vector is mapped to a binary variable by projecting it to the subspace. If the mapped point is included in the hyperrectangle, the vector is mapped to one, otherwise zero. By using \( m \) hyperrectangles, a continuous vector is mapped to an \( m \)-dimensional binary vector. In Fig. 2(a), example of random subspace coding in the two-dimensional continuous space is shown. Here, two-dimensional coordinates are selected to generate hyperrectangles, and \( m = 2 \) case is considered. Two rectangles divide the whole space into four regions. It corresponds to an encoding to a binary vector with two bits, i.e., if the continuous vector is included in the left blue hyperrectangle, the first bit is 1, while for the right red rectangle, second bit becomes 1 if continuous vector is located. This example is surjective encoding. On the other hand, it is worth noting that the random subspace coding is not necessarily surjective. Figure 2(b) is an example of non-surjective encoding. In this case, there may exist binary vectors that cannot be decoded to continuous vectors, i.e., ‘11’ in this figure. In addition, for three-dimensional case, an example of the random subspace coding is shown in Fig. 2(c). Here, the continuous vector located at the red point is mapped to the binary vector where the bits expressing bold hyperrectangles are 1 and the others are 0.

In CONBQA, as the machine learning model in the binary space, a nonnegative-weighted Bayesian linear model is employed, and the acquisition function based on the trained model is defined. We prove that the global optimal solution of the acquisition function under constraints to ensure decodability is always decodable via Helly’s theorem. Interestingly, nonnegativity constraints in the prediction model are essential in proving the property. To use quantum annealer, a QUBO is formulated with the acquisition function and additional constraints. Note that it is not really necessary to obtain global optimal solution of QUBO by quantum annealing, because decodable solutions exist even if not global optimal solution. Thus, the task of quantum annealing is to search decodable solutions with as large acquisition function as possible. In numerical experiments using benchmark functions, it was shown that our method is competitive with Add-GP [25], which is one of the state-of-the-art method for high-dimensional Bayesian optimization [8].
Throughout this paper, the dimensionality of subspace $d_s$ is first determined. Let $\mathcal{I} = \{i_1, \ldots, i_d_s\}$ denote the indices of randomly chosen coordinates from $[1, d]$, and $\{[l_i, u_i]\}_{i \in \mathcal{I}}$ be closed intervals in respective coordinates. Here, $l_i < u_i$, $l_i, u_i \in \mathbb{R}$. Random sampling of each interval $[l_i, u_i]$ is performed using the Dirichlet process method [25]. Given a positive integer $N$, this method can generate an interval such that any point in $[0, 1]$ along each selected coordinate is included in the interval with probability $1/N$. Throughout this paper, $N$ is fixed as 3. Then, an axis-parallel hyperrectangle $R$ is determined as

$$ R = \{x \in \mathbb{R}^d \mid l_i \leq x_i \leq u_i, i \in \mathcal{I}\}. $$

Later on, we denote it as “rectangle” for simplicity. Using $m$ rectangles $R_1, \ldots, R_m$, the random subspace coding is defined as $z_k = I(x \in R_k)$, where $I(\cdot)$ is one if the condition is satisfied and zero otherwise.

Given a binary vector $z = \{z_k\}_{k=1, \ldots, m}$, a point $x \in \mathbb{R}^d$ corresponds to $z$, if $x$ is included in all rectangles with $z_k = 1$ and not included in those with $z_k = 0$. Let $P$ denote the intersection of all rectangles with $z_k = 1$,

$$ P(z) = \bigcap_{\{k \mid z_k = 1\}} R_k. $$

Let $N$ denote the union of all rectangles with $z_k = 0$,

$$ N(z) = \bigcup_{\{k \mid z_k = 0\}} R_k. $$

Since the preimage of $z$ is described as $P(z) - N(z)$, $z$ is decodable if and only if $P(z) - N(z) \neq \emptyset$.

B. Black-Box Optimization

In CONBQA, the training dataset $D$ are encoded to binary dataset $D' = \{(z_1, y_1), \ldots, (z_n, y_n)\}$ through random subspace coding. Here, $\{y_i\}_{i=1, \ldots, n}$ is normalized by min-max normalization, and thus these values are non-negative. Then, a QUBO is prepared from $D'$ and its optimal solution $z^*$ is obtained with a quantum annealing. Next, $z^*$ decoded to a continuous vector $x^*$, and fed to the black-box system.

To model an underlying function from $D'$, a nonnegative linear model:

$$ y = \sum_{k=1}^m w_k z_k, \ w_k \geq 0, $$

is employed, and trained with least-squares fitting to $D'$. Let $w^* = \{w^*_k\}_{k=1, \ldots, m}$ denote the trained parameter vector. Thus, the acquisition function is defined as

$$ g(z) = \sum_{k=1}^m w^*_k z_k. $$

The unique solution with maximum of $g(z)$ has $z_k = 1$ for $\forall k$. However, this solution may be a non-decodable solution, because it is almost impossible to exist the region, where all rectangles are intersected. That is, unconstrained maximization of the acquisition function may lead to a non-decodable solution. To keep the optimal solution decodable, we add the following constraint, $z \in C$ where

$$ C = \{z \in \{0, 1\}^m \mid z_i z_j = 0, \text{ if } R_i \cap R_j = \emptyset\}. $$

The meaning of this constraint is that the data point do not belong to $R_i$ and $R_j$ when two rectangles are not
intersected. The constrained problem is then described as

$$\max_{z \in C} \sum_{k=1}^{m} w_k^* z_k.$$  \hspace{1cm} (7)

In Sec. III, we will present a proof that the optimal solution of Eq. (7) is decodable.

The problem by Eq. (7) is treated as a QUBO and solved by a quantum annealing. As done in many application studies of quantum annealing, constraints are replaced by a penalty term as follows,

$$\min_{z \in \{0, 1\}^m} -A \sum_{i=1}^{m} w_i^* z_i + B \sum_{\{(i,j) \mid R_i \cap R_j = \emptyset, i < j\}} z_i z_j,$$  \hspace{1cm} (8)

where $A$ and $B$ are positive hyperparameters. To make contributions from two terms comparable, we use $A = 1/\max_{k}\{w_k^*\}$ and $B = 1$. Once the solution $z^*$ of Eq. (8) is obtained by quantum annealing, a point $x^*$ is randomly sampled from the preimage $P(z^*) = N(z^*)$, evaluated to yield a new outcome $y^*$ by the black-box system. The new data point $(x^*, y^*)$ is then added to the dataset $D$, and the next iteration is put forward.

### III. DECODABILITY

To understand Eq. (7) better, we formulate it as a graph-theoretic problem. Let us define $m$ nodes corresponding to all rectangles, and make an edge if the corresponding rectangles are overlapped. Put a nonnegative weight $w_k^*$ to each node. Then, the acquisition function defined by Eq. (5) is the sum of all node weights of the subgraph induced by the nodes with $z_k = 1$. Let us call the rectangles with $z_k = 1$ and 0 positive and negative rectangles, respectively. The nodes corresponding to positive and negative rectangles are called positive and negative nodes, respectively.

Consider the following two conditions. 1) There is no edge between node $i$ and $j$. 2) Both of the nodes are positive. If both of the conditions are satisfied for $z$, it is not decodable, because the intersection of two non-overlapping rectangles is empty, hence $P(z) = \emptyset$. The constraint of Eq. (6) ensures that this situation does not happen, and the positive node set always forms a clique. Assume that the positive set does not form a clique. Then, there is at least one pair of positive nodes without an edge, violating the constraint. In summary, the optimization problem corresponds to a maximum clique problem [27], where the weight of a clique is defined as the sum of all node weights.

Let us prove that the global optimal solution $z^*$ of Eq. (7) is decodable. As shown before, the decodability condition is written as $P(z^*) \cap N(z^*) \neq \emptyset$. To prove it, it is sufficient to show $P(z^*) \neq \emptyset$ and $P(z^*) \cap N(z^*) = \emptyset$. Since the optimal solution corresponds to a clique in the graph theoretic problem, all pairs of positive rectangles overlap. Due to Helly’s Theorem of convex sets, the intersection of all rectangles $P(z^*)$ is nonempty. Let us assume that $P(z^*) \cap N(z^*) \neq \emptyset$. Then, $P(z^*)$ has to have overlap with one or more negative rectangles. If a negative rectangle has overlap with $P(z^*)$, it has overlap with all the positive rectangles. In that case, one can build a larger clique than the current one by including the negative rectangle. Since node weight is positive, larger clique should have larger weight. It contradicts the assumption that the current clique has maximum weight, thus $P(z^*) \cap N(z^*) = \emptyset$.

### IV. EXPERIMENTS

#### A. Results with D-Wave Quantum Annealer

Using D-Wave Advantage, we implement a hardware-assisted system for continuous black-box optimization. In the previous section, we proved that, if the hardware optimizer finds the optimal solution of Eq. (7), it is always decodable. In reality, however, a quantum annealer and other algorithms solve the QUBO problem defined by Eq. (8) and do not always return the ground state. Thus, there are the following three possible cases when the solution $z^*$ is calculated by quantum annealing:

1. Empty: $P(z^*) = \emptyset$.
2. Admissible: $P(z^*) \neq \emptyset$ and $P(z^*) \cap N(z^*) \neq \emptyset$.
3. Decodable: $P(z^*) \neq \emptyset$ and $P(z^*) \cap N(z^*) = \emptyset$.

For a decoder, if $z^*$ with decodable or admissible is recommended, the next data point $x^*$ is randomly sampled from the region with $P(z^*) \neq \emptyset$. On the other hand, when the solution is empty, $x^*$ is randomly selected from the whole search space.

To test the performance, we employ a 6-dimensional function called Hartmann-6 [28] that is often used for testing global optimizers. In this testing function, whole search spaces are determined as $[0, 1]$ in all coordinates. For all experiments, the parameters of random subspace coding are determined as $m = 60$ and $d_s = 2$. The performance of CONBQA is measured by regret $S_T$, which is the difference between the optimal value of Hartmann-6 and the best one observed so far in the black-box optimization. Thus, the purpose of the present continuous black-box optimization is to obtain small $S_T$ with as few iterations as possible. Figure 3 shows the regret in logarithmic scale against the number of iterations for CONBQA, AddGP based on UCB score, and random search. In the 15 initial steps, $x$ is randomly sampled from the whole search space, and afterwards, iterations controlled by CONBQA or Add-GP are performed. Here, the average over 10 independent runs, where initial randomly-sampled data are different, is shown with the error indicating the standard deviation.
As a QUBO solver used in CONBQA, we employ D-Wave Advantage with hybrid solver service [29], simulated annealing using dwave-neal with default setting [30], and greedy search. It is remarkable that when the number of iterations is small, regardless of QUBO solvers, CONBQA outperforms Add-GP which performed best in a previous benchmark study [8]. Of course, in comparison with random search, better optimization performance of CONBQA is confirmed. This result indicates that our framework to solve continuous black-box optimization using random subspace coding and QUBO solvers as acquisition function optimizer is work well. In addition, among the CONBQA variants, the quantum annealer performed best. In particular, optimization result by quantum annealer is quite better than that by greedy search, indicating that the performance of continuous black-box optimization can possibly be improved by a better QUBO solvers, i.e., specialized hardware.

Next, we address the decordability in optimization process. Table I shows the fraction of empty, admissible, and decodable solutions obtained from three different QUBO solvers. As an important fact, we have never observed empty solutions by three methods to solve QUBO. Simulated annealing and greedy search had a higher fraction of decodable solutions than the quantum annealer despite that they performed poorly in optimization (see Fig. 3). This result indicates that the solutions obtained from the simulated annealing or greedy search are well satisfying the constraint of Eq. (6), but tend to stuck at local minima with larger values of the first term in Eq. (5). On the other hand, quantum annealer recommends many admissible solutions, which were not fine-tuned for the constraint, but better optimization is realized. This means that the solutions by quantum annealer have smaller value of the first term in Eq. (6) instead of fulfilling the constraint exactly, and CONBQA could get closer to the global optimal solution.

![FIG. 3: Regret $S_T$ depending on the number of iterations by random search, Add-GP, and CONBQA. CONBQA with D-Wave Advantage with hybrid solver service performs better than CONBQA with simulated annealing and that with greedy search. It outperforms Add-GP based on UCB score and random search as well. 10 independent runs are performed and shaded region is the error.](image)

B. Benchmarking with Simulated Annealing

The performance of CONBQA is tested further with three additional benchmark functions from 2013 IEEE CEC Competition on Niching Methods for Multimodal Optimization [31]. Among the 20 functions provided, three high-dimensional functions of $F_{12}$ (5D), $F_{11}$ (10D), and $F_{12}$ (10D) are chosen. Their dimensionality is 5, 10, and 10, respectively. To try some experimental settings with different number of encoding bits, $m$, we perform CONBQA with simulated annealing. In these testing functions, whole search space are determined as $[0, 1]$ in all coordinates. Figure 4 shows the regret in logarithmic scale against the number of iterations for CONBQA with $m = 20, 60$, and 100, Add-GP, and random search. For random subspace coding, $d_s = 2$ is used. The average over 10 independent runs, where initial 15 randomly-sampled data are different, is shown with the error indicating the standard deviation.

For relatively low-dimensional dataset of $F_{12}$ (5D), CONBQA is superior in finding better solutions in comparison with Add-GP regardless of $m$. In this case, $m = 60$ shows the better optimization performance. If $m$ is increased, the resolution of random subspace coding becomes high, which is discussed in the next subsection, and we can get closer to the optimal solution in principle. On the other hand, the regression model becomes complicated, and in an early stage of iterations, an accurate prediction model is difficult to construct by statistical problems. Thus, an appropriate value of $m$ will be determined by this trade-off and is strongly depending on the target problem.

For 10-dimensional datasets ($F_{11}$ (10D) and $F_{12}$ (10D)), CONBQA outperforms Add-GP in an early stage, but slightly worse than Add-GP at the final stage of optimization. This is because CONBQA cannot get exactly to the optimal point due to the finite resolution of random subspace coding. Note that this resolution problem can be resolved by using large $m$, but the trade-off described above should be appeared. Thus, it is not always necessary to make $m$ larger to obtain better op-
C. Higher Dimensionality

In the benchmark, CONBQA was applied to up to 10 dimensional problems. Since the ability of Ising machines is growing rapidly, CONBQA will likely be applied to problems with higher dimensionality in the future. To estimate how many bits are necessary for CONBQA, we investigated the resolution of random subspace coding for \( d = 10, 100, \) and \( 1000 \). The resolution is characterized by the average size of the intersection of all rectangles enclosing a randomly chosen point which is represented by \( R_I \). The size of a rectangle is measured by the average of its edge lengths. If \( R_I \) is small, in a decoder, the possible region of \( x^* \) is small when \( z^* \) is given. Thus, the high resolution by random subspace coding is realized when \( R_I \) is small enough.

Figure 5 shows \( R_I \) depending on the number of bits for \( d = 10, 100, \) and \( 1000 \) for \( d_s = 2 \). Here, the average over 50 randomly chosen points is shown with the error indicating the standard deviation. In our benchmarking in Sec. IV B, if 100 bits are used for 10-dimensional problems, a better performance than Add-GP in an early stage of optimization is realized in CONBQA. According to this fact, \( R_I \simeq 0.4 \) would be enough to work CONBQA effectively for \( d = 10 \). Thus, with 10,000 bits, it is possible to reach sufficiently high resolution for 1,000-dimensional problems. For 100-dimensional problems, 1,000 bits will be sufficient. On the other hand, to get more closer to the optimal solution at the final stage of optimization, it is important to improve a resolution. In this case, we will need ten times more bits for each dimension of problems at least. Notice that statistical aspects are totally disregarded in this analysis: solving a high-dimensional problem may require a prohibitive number of black-box evaluations. Then, the required number of bits is strongly depending on target problems. Nevertheless, CONBQA has a potential to solve high-dimensional continuous black-box optimization problems that are difficult to solve by conventional methodologies when more bits will be used in quantum annealer.

V. CONCLUSION

To summarize, we presented that a quantum annealing can be used to solve continuous black-box optimization problems, if a coding-decoding scheme and a machine learning algorithm are properly designed and combined. In this study, for a coding-decoding scheme, random subspace coding was applied. Mathematical foundation about decodability was laid out with intriguing connection to Helly’s Theorem. It was shown that CONBQA is competitive with a state-of-the-art black-box optimization algorithm, encouraging applications to various domains. In addition, random subspace coding will be one of the effective methods to handle continuous problems by Ising machines.

CONBQA is the first of its kind and there remains
FIG. 5: Average size of the intersection of all rectangles enclosing a randomly chosen point for random subspace coding $R_I$ depending on the number of bits. Results at various dimensionality of problem $d$ are shown. The number of randomly chosen points is 50 and shaded region is the error.

many possibilities for improvement. First, uncertainty quantification [32] can be combined with CONBQA. In black-box optimization, it is customary to compute uncertainty of prediction and incorporate it in the acquisition function, while CONBQA does not have such a mechanism. A special aspect about CONBQA is that optimization of the acquisition function is done by a quantum annealer, hence the solution is affected by noise. It is interesting to investigate how uncertainty quantification and quantum noise affect overall performance. Second, CONBQA currently make one suggestion at a time to the black-box system, but, in many cases, it is more desirable to make multiple suggestions simultaneously. A quantum annealer is basically a sampler and generates many solutions at a time. Currently, only the best solution is used, but it may be possible to use other solutions as multiple suggestions.

In our algorithm, not only quantum annealer but also all QUBO solvers including quantum approximate optimization algorithm (QAOA) using a gated-quantum computers are adopted. Thus, CONBQA may open up a new possibility of these machines to continuous valued-problems.
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