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Abstract. In this paper, we provide new formulas for determining the coefficients appearing in the asymptotic expansion for the Barnes $G$-function as $n$ tends to infinity for certain classes of asymptotic expansion for the Barnes $G$-function. We remark that our formulas can be used to approximate the coefficients appearing in an asymptotic expansion of the “random matrix factor” from the Keating-Snaith conjecture and the coefficients appearing in an asymptotic expansion of the “Lévy-Khintchine type representation of the reciprocal of the Barnes $G$-function”.
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1. Introduction and Main Results

Barnes introduced and studied the multiple gamma functions $\Gamma_n(z)$ in a series of papers [3–6] published between 1899 and 1904. The multiple gamma functions $\Gamma_n(z)$ is a generalization of the classical Euler gamma function $\Gamma(z)$. A special interest among the multiple gamma functions is the so called double gamma function or Barnes $G$-function and is defined by $G(z) = 1/\Gamma_2(z)$. The research on theory of the Barnes $G$-function has wide range of applications in pure mathematics, applied mathematics and theoretical physics. The $G$-function appears in the theory of $p$-adic $L$-functions [22,24], in the study of determinants of the Laplacians on the $n$-dimensional unit sphere [12,22,26–28,30,31]. The Barnes $G$-function also appears in the study of random matrix theory and in analytic number theory [1,23]. Keating and Snaith [17,23] make
the following celebrated conjecture for the moments of the Riemann zeta function in terms of the Barnes $G$-function $G(z)$ and the gamma function $\Gamma(z)$:

$$\lim_{T \to \infty} \frac{1}{(\log T)^{\lambda^2}} \frac{1}{T} \int_0^T \left| \zeta \left( \frac{1}{2} + it \right) \right|^{2\lambda} \, dt = M(\lambda)A(\lambda)$$

(1.1)

where $\lambda$ is any complex number satisfying $\Re(\lambda) > -1$, the random matrix factor $M(\lambda)$

$$M(\lambda) = \frac{(G(1 + \lambda))^2}{G(1 + 2\gamma)},$$

(1.2)

and the arithmetic factor $A(\lambda)$ given by

$$A(\lambda) = \prod_{p \in \mathcal{P}} \left[ \left( 1 - \frac{1}{p} \right)^{\lambda^2} \left( \sum_{m=0}^{\infty} \frac{\Gamma(\lambda + m)}{m!\Gamma(\lambda)} \right)^2 p^{-m} \right],$$

(1.3)

where $\mathcal{P}$ is the set of prime numbers. Nikeghbali and Yor [23] gave a probabilistic interpretation of the Barnes $G$-function and proposed the following “Lévy-Khintchine type representation of the reciprocal of the Barnes $G$-function”.

In particular, Nikeghbali and Yor [23] showed that for any $z \in \mathbb{C}$, such that $\Re(z) > -1$, one has

$$\frac{1}{G(1 + z)} = \exp \left\{ -\frac{1}{2} (\log(2\pi) - 1) z + (1 + \gamma) \frac{z^2}{2} + \int_0^\infty \frac{e^{-u z} - 1 + z u - u^2 z^2}{u(2 \sinh(u/2))^2} \, du \right\}.$$  

(1.4)

The $G$-function is an entire function and is known to satisfy the functional equation

$$G(z + 1) = \Gamma(z)G(z), \quad z \in \mathbb{C},$$

$$G(0) = G(2) = G(3) = 1.$$  

The $G$-function has the following Weierstrass canonical product:

$$G(z + 1) = (2\pi)^{z/2} \exp \left( -z(z + 1)/2 - \gamma z^2 / 2 \right) \prod_{k=1}^{\infty} \left[ 1 + \frac{z}{k} \right]^k \exp \left( (-z + z^2/(2k)) \right),$$

where $\gamma = 0.5772166\ldots$ is the Euler-Mascheroni constant.

A deeper study of the Barnes $G$-function in the January of 2000 was proposed by Richard Askey at the panel discussion of the San Diego symposium on asymptotics and applied analysis. Motivated by Askey’s proposition and growing interest of the Barnes $G$-function, Ferreira and López [14] presented the following asymptotic expansion of logarithm of the Barnes $G$-function in terms of the Bernoulli numbers

$$\log G(z + 1) \sim \frac{1}{4} z^2 + z \log \Gamma(z + 1) - \left( \frac{1}{2} z(z + 1) + \frac{1}{12} \right) \log z - \log A$$

$$+ \sum_{n \geq 1} \frac{B_{2n+2}}{2n(2n + 1)(2n + 2)} z^{2n},$$

(1.5)
as $z \to +\infty$ in the sector $|\arg(z)| < \pi - \delta$ with any fixed $0 < \delta \leq \pi$. Here $B_n$ denotes the $n$th Bernoulli number. The constant $A$ first appeared in the articles of Kinkelin [1,18] and Glaisher [1,15] on the asymptotic behavior of the following product:

$$1^1 \cdot 2^2 \cdot 3^3 \cdots n^n = \frac{n^n}{G(n+1)}$$

as $n \to +\infty$. The constant $A$ is called Galisher–Kinkelin constant and can be defined by

$$\log A = \frac{\gamma + \log(2\pi)}{12} - \frac{\zeta'(2)}{2\pi^2} = \frac{1}{12} - \zeta'(-1) = 0.24875447\ldots,$$

where $\zeta$ is the Riemann zeta function [22]. Adamchik [1,2] presented some special values of the Barnes $G$-function and initiated some discussions on algorithms for high-precision computation of the Barnes $G$-function. Recently Chen [11] established the following two general asymptotic expansions for the Barnes $G$-function. The first asymptotic expansion is

$$G(z+1) \sim A^{-1} z^{-\frac{1}{2}} z^2 - \frac{1}{2} z^{-\frac{1}{2}} \sum_{n \geq 1} b_n(z) \frac{1}{z^n},$$

(1.6)

for $z \to +\infty$ and $|\arg(z)| < \pi$, where $r$ is a nonzero real number, $\ell$ is a nonnegative integer and the coefficients $b_n(z)(n \in \mathbb{N})$ are given by

$$b_n(z) = \sum_{k_1 + k_2 + \cdots + k_n = n} \frac{k_1! \cdot k_2! \cdot \cdots \cdot k_n!}{(n+1)!} \cdot \left( \frac{B_3}{1 \cdot 2 \cdot 3} \right)^{k_1} \cdot \left( \frac{B_4}{2 \cdot 3 \cdot 4} \right)^{k_2} \cdot \cdots \left( \frac{B_{n+2}}{n \cdot (n+1) \cdot (n+2)} \right)^{k_n}.$$  

(1.7)

The second asymptotic expansion is

$$G(z+1) \sim A^{-1} z^{-\frac{1}{2}} z^2 - \frac{1}{2} z^{-\frac{1}{2}} \sum_{n \geq 1} a_n(z) \frac{1}{z^n},$$

(1.8)

for $z \to +\infty$ and $|\arg(z)| < \pi$, where $r$ is a nonzero real number, $\ell$ is a nonnegative integer and the coefficients $a_n(z)(n \in \mathbb{N})$ are given by

$$a_n(z) = \sum_{k_1 + 2k_2 + \cdots + nk_n = n} \frac{1}{k_1! \cdot k_2! \cdot \cdots \cdot k_n!} b_1^k_1 \cdot b_2^k_2 \cdot \cdots \cdot b_n^k_n.$$  

(1.9)
Nemes [21] established the following new asymptotic expansion for the Gamma function:

\[
\left( \frac{\Gamma(x)}{\left(\frac{x}{e}\right)^x \sqrt{2\pi x}} \right)^x \sim \sum_{n \geq 0} \frac{G_n}{x^n}, \tag{1.10}
\]

holds as \( x \to \infty \). In [20], Nemes proved that (1.10) also holds in the sector \( |\arg z| \leq \pi - \delta, \quad 0 < \delta \leq \pi \) as \( z \to \infty \) and went further to study the growth of the coefficients \( G_n \) as \( n \) becomes large.

Xu and Wang [31] established a similar asymptotic expansion for the Barnes \( G \)-function

\[
\left( \frac{G(z + 1)}{A^{-1} \left( z - \frac{1}{2} z^2 - \frac{1}{4} z^3 - \cdots \right) e^z \Gamma^z(z + 1)} \right)^r \sim \sum_{n \geq 0} \frac{w_n(r)}{z^{2n}}, \tag{1.11}
\]

for \( z \to +\infty \) and \( |\arg(z)| < \pi \), where \( r \) is a nonzero real number and the sequence \( (w_n(r))_{n \geq 1} \) satisfy the recurrence relation

\[
w_0(r) = 1, \quad w_n(r) = \frac{r}{2n} \sum_{k=0}^{n-1} \frac{B_{2n-2k+2}}{(2n-2k+1)(2n-2k+2)} w_k(r), \quad k \geq 1. \tag{1.12}
\]

A similar asymptotic expansion (1.11) with a recurrence formula was initially studied by Xu [32] when \( z \) is a natural number. Throughout this paper, if not stated otherwise, empty sums are taken to be zero. In this paper, we denote the Stirling numbers of the first kind by \( s(n, \nu) \) and the Stirling numbers of the second kind by \( S(\nu, k) \). We define the Stirling numbers of the second kind \( S(\nu, k) \) by the generating function [13,20,29]):

\[
\frac{x^k}{(1 - x)(1 - 2x) \cdots (1 - kx)} = \sum_{\nu \geq k} S(\nu, k)x^\nu, \tag{1.13}
\]

for every nonnegative integer \( k \). The Stirling numbers of the first kind \( s(n, \nu) \) is defined by the generating function

\[
\{(1 + z)^x - 1\}^k := \sum_{n \geq k} \sum_{\nu = k}^n \frac{k!}{n!} S(\nu, k)s(n, \nu) \frac{x^j}{n!} z^n, \tag{1.14}
\]

for \( |z| < 1 \) and where \( k \geq 1 \) is a natural number. It known that the Stirling numbers of the second kind can be computed explicitly using the following expression [19]

\[
S(\nu, k) = \frac{1}{k!} \sum_{j=0}^{k} (-1)^k \binom{k}{j} (k - j)^\nu.
\]
Nemes [19] proved that the Stirling coefficients \( \gamma_n \) appearing in the following asymptotic expansion

\[
\nu! \sim \left( \frac{\nu}{e} \right)^\nu \sqrt{2\pi\nu} \sum_{n \geq 0} \frac{\gamma_n}{\nu^n}
\]  

(1.15)
as \( \nu \to +\infty \) can be computed explicitly using following expression

\[
\gamma_n = \Gamma\left(3n + \frac{3}{2}\right) \frac{2^n}{\sqrt{\pi}} \sum_{k=0}^{2n} \frac{2^{n+k+1}}{(2n+2k+1)((2n-2k)}} \sum_{j=0}^{k} \frac{(-1)^{k-j} S(2n+2k-j,k-j)}{j!(2n+2k-j)!}.
\]

Because of the many applications of the Barnes \( G \)-function, computer algebra researchers are interested in implementing this function in computer algebra systems. The asymptotic expansion (1.11) is a special case of the asymptotic expansion (1.6). This means that the complicated formula \( b_n(0,r) \) in (1.7) can be computed using the seemingly easy recurrence relation \( w_n(r) \) appearing in (1.12). It turn out that calculations of higher order terms by the recurrence relation (1.12) can be exceedingly labor intensive. However, its often not necessary to know the exact value of the late terms in the theory of asymptotic expansions and accurate numerical approximations of late terms are enough for application purposes [20].

The aim of this paper is in two folds. The first is to provide efficient formulas for the computation of the coefficients appearing in (1.12). The second is to describe the asymptotic behavior of the coefficients (1.7) and (1.9) for large \( n \) when \( r \) is fixed. In our first theorem, we provide the following formula for computing the coefficients appearing in (1.11). Henceforth we denote these coefficients by \( A_n(r) \).

**Theorem 1.1.** Let \( r \neq 0 \) be a real number. Then we have

\[
G(z+1) \sim A^{-1}z^{-\frac{1}{2}z^2-\frac{1}{4}z-\frac{1}{16}}e^{\frac{1}{4}z^2} \Gamma(z+1) \left( 1 + \sum_{n \geq 1} \frac{A_n(r)}{z^n} \right)^{1/r},
\]

(1.16)

for \( z \to \infty \) and \( |\arg(z)| < \pi \), where the sequence \( (A_n(r))_{n \geq 0} \) can be determined by

\[
A_n(r) = \sum_{k=0}^{m-1} \frac{r B_{2n-2k+2} A_k(r)}{(2n-2k)(2n-2k+1)(2n-2k+2)} + \mathcal{O}\left( \frac{r B_{2n-2m+2}}{(2n-2m)(2n-2m+1)(2n-2m+2)} \right),
\]

(1.17)

for every integer \( m > 0 \) as \( n \) tends to infinity.

In our second theorem, we give an asymptotic formula for the coefficients \( A_n(r) \) when \( n \) is large and \( r \) is fixed.
Theorem 1.2. Let \( r \neq 0 \) be a real number. Then we have
\[
G(z+1) \sim A^{-1}z^{-\frac{1}{2}z^2-\frac{1}{2}z-\frac{1}{12}e^{\frac{z^2}{4}}\Gamma^2(z+1)} \left( 1 + \sum_{n \geq 1} \frac{A_n(r)}{z^n} \right)^{1/r},
\]
for \( z \to \infty \) and \( |\arg(z)| < \pi \), where the coefficients \( A_n(r) \) have the following asymptotic expansion
\[
A_n(r) \sim (-1)^n r (2n - 1) \left( \frac{n - 1}{\pi e} \right)^{2n-2} \sqrt{\frac{n - 1}{\pi^7}} \sum_{k \geq 0} I_{k,n}(r) (n - 1)^k,
\]
as \( n \to +\infty \), where \( I_{0,n} = 1/4 \) and
\[
I_{k,n}(r) = \frac{\gamma_k}{2^{k+2}} + \frac{1}{(2n - 1)} \sum_{j=1}^{\lfloor \frac{k+1}{2} \rfloor} \sum_{\nu=1}^{n-1} (-1)\nu 2^{\nu-k-2} \pi^{2\nu} A_{\nu}(r) \gamma_{k-j} S(j - 1, 2\nu - 2),
\]
for \( k \geq 1 \).

Remark 1.3. It is worth mentioning that the recurrence relation (1.12) proposed by Xu and Wang [31] quickly runs into a great difficulty when computing \( w_n(r) \) for even small values of \( n \) and fixed \( r \). Using Wolfram Mathematica 12 software with our formulas (1.17) and (1.19), we are able to provide approximate values for these coefficients. Our formulas can be applied to the results of Xu [32]. Because of importance of the Keating-Snaith conjecture, it seems interesting to provide an asymptotic expansion for the “random matrix factor” \( M(\lambda) \). We present the following asymptotic expansion for the “random matrix factor” \( M(\lambda) \):
\[
M(\lambda) \sim A^{-1}2^{2\lambda^2 + \lambda + \frac{1}{12}} z^{\lambda^2 - \frac{1}{12}} \Gamma^{2\lambda}(\lambda + 1) e^{-\frac{\lambda^2}{4}} \sum_{n \geq 0} J_n \lambda^{2n},
\]
for \( \lambda \to \infty \) and \( |\arg(\lambda)| < \pi \), where the coefficients \( J_n \) are given by
\[
J_n = \sum_{\ell=0}^{n} \frac{A_{\ell}(2) A_{n-\ell}(-1)}{4^{n-\ell}}.
\]
Our formulas (1.17) and (1.19) can be used to approximate these \( J_n \) coefficients as well as the following coefficients appearing in the “Lévy-Khintchine type representation of the reciprocal of the Barnes G-function”:
\[
\frac{1}{G(z+1)} \sim A z^{\frac{1}{2}z^2 + \frac{1}{2}z + \frac{1}{12}e^{-\frac{z^2}{4}} \Gamma_{-z}(z + 1)} \sum_{n \geq 0} \frac{A_n(-1)}{z^{2n}},
\]
for \( z \to \infty \) and \( |\arg(z)| < \pi \).
1.1. The Proof of Theorem 1.1 and Theorem 1.2
To set the stage, we need several lemmas. The first two auxiliary theorems are about the asymptotics of the coefficients of certain formal power series.

**Theorem 1.4.** *(E. A. Bender, [7])* Suppose that
\[ \alpha(x) = \sum_{n \geq 1} \alpha_n x^n, \quad F(x, y) = \sum_{i,j \geq 0} f_{ij} x^i y^j, \]
\[ \beta(x) = F(x, \alpha(x)) := \sum_{n \geq 0} \beta_n x^n, \quad D(x) = \sum_{n \geq 0} d_n x^n = \left. \frac{\partial F(x, y)}{\partial y} \right|_{y=\alpha(x)}. \]
Assume that \( F(x, y) \) is analytic in \( x \) and \( y \) in a neighborhood of \((0, 0)\), \( \alpha_n \neq 0 \) and
1. \( (t)\alpha_n-1 = o(\alpha_n) \) as \( n \to +\infty \),
2. \( \sum_{k=m}^{n-m} |\alpha_k \alpha_{n-k}| = \mathcal{O}(\alpha_{n-m}) \) for some \( m > 0 \) as \( n \to +\infty \),
3. \( |f_{ij} \alpha_{n-i-j+1}| \leq K(\delta)\delta^{i+j}|\alpha_{n-m}| \) when \( n \geq i+j > m \) and \( \delta > 0 \) for some \( K(\delta) \).

Then
\[ \beta_n = \sum_{k=0}^{m-1} d_k \alpha_{n-k} + \mathcal{O}(\alpha_{n-m}) \text{ as } n \to +\infty. \]

We remark that the assumptions on \( F \) are automatically satisfied if \( F \) is analytic at the origin (see Odlyzko ([25], p. 116)).

**Theorem 1.5.** *(E.A. Bender and L.B. Richmond, [8])* Let \( \alpha(x) \) be a formal power series with coefficients \( \alpha_k \) where \( \alpha_0 \neq 0 \). Let \( p_n \) be the coefficient of \( x^n \) in \( (1 + \alpha(x))^n \theta^n + \kappa \) where \( \theta \neq 0 \) and \( \kappa \) are fixed complex numbers. If
1. \( n \alpha_n-1 = o(\alpha_n) \) as \( n \to +\infty \),
2. then \( p_n \sim (\theta n + \kappa) \alpha_n \) as \( n \to +\infty \).

The following two lemmas are easy consequences of the well-known formula [16]
\[ B_{2n+2} = (-1)^k \frac{2(2n+2)!}{(2\pi)^{2n+2}} \left( 1 + \frac{1}{2^{2n+2}} + \frac{1}{3^{2n+2}} + \cdots \right). \]

**Lemma 1.6.** For any \( n \geq 0 \), we have that
\[ \frac{2(2n+2)!}{(2\pi)^{2n}} < |B_{2n+2}| < \frac{4(2n+2)!}{(2\pi)^{2n+2}}. \]

**Lemma 1.7.** We have
\[ (1 - 2^{-1-2n})B_{2n+2} \sim B_{2n+2} \sim (-1)^n \frac{2(2n+2)!}{(2\pi)^{2n+2}}, \]
as \( n \to +\infty \).
1.1.1. Proof of Theorem 1.1. After a simple algebraic manipulations of (1.5), we obtain
\[
\left( \frac{G(z) + 1}{A^{-1} z - \frac{1}{2} z^2 - \frac{1}{2} z - \frac{1}{12} e^{\frac{2}{2}} \Gamma (z + 1)} \right)^r \sim \exp \left( \sum_{n \geq 1} \frac{r B_{2n+2}}{2n(2n+1)(2n+2) z^{2n}} \right)
\]

which holds in the sector $|\arg(z)| < \pi - \delta$, $0 < \delta \leq \pi$ as $z \to +\infty$. Using (1.5) we have the following formal expansion
\[
\exp \left( \sum_{n \geq 1} \frac{r B_{2n+2}}{2n(2n+1)(2n+2) z^{2n}} \right) \sim \sum_{n \geq 0} A_n(r) \frac{z^{2n}}{2n}.
\]

From this we have the following formal generating function
\[
\exp \left( \sum_{n \geq 1} \frac{r B_{2n+2}}{2n(2n+1)(2n+2) x^n} \right) = \sum_{n \geq 0} A_n(r) x^n.
\]

We apply Theorem 1.4 to the formal power series
\[
\alpha(x) = \sum_{n \geq 1} \frac{r B_{2n+2}}{2n(2n+1)(2n+2) x^n} := \sum_{n \geq 1} \alpha_n(x) x^n,
\]

and
\[
F(x, y) = e^y = \sum_{n \geq 0} \frac{y^n}{n!}.
\]

This implies that we have
\[
B(x) = D(x) = \sum_{n \geq 0} A_n(r) x^n.
\]

Applying Lemma 1.7 to the sequence
\[
\alpha_n(r) = \frac{r B_{2n+2}}{2n(2n+1)(2n+2)},
\]

we obtain
\[
\frac{2 |r| (2n - 1)!}{(2\pi)^{2n+2}} < |\alpha_n(r)| < \frac{4 |r| (2n - 1)!}{(2\pi)^{2n+2}},
\]

for every $n \geq 1$. Since $\alpha_n(r) \neq 0$ and
\[
0 \leq \lim_{n \to +\infty} \left| \frac{\alpha_{n-1}(r)}{\alpha_n(r)} \right| < \lim_{n \to +\infty} \frac{4\pi^2}{(2n-1)(2n-2)} = 0,
\]

we have
\[
\alpha_{n-1}(r) = o(\alpha_n(r)) \text{ as } n \to +\infty.
\]
Hence condition (1) of Theorem 1.4 holds. Also condition (2) of Theorem 1.4 holds for every integer \( m > 0 \) since for \( n > 2m \)

\[
\sum_{k=m}^{n-m} |\alpha_k(r)\alpha_{n-k}(r)| < \sum_{k=m}^{n-m} \frac{|4r|(2k-1)!}{(2\pi)^{2k+2}} \frac{|4r|(2(n-k)-1)!}{(2\pi)^{2(n-k)+2}}
\]

\[
= \frac{2r^2(2n-2m-1)!}{(2\pi)^{2n-2m+2}} \sum_{k=m}^{n-m} \frac{4(2k-1)!}{(2\pi)^{2k+2}} \frac{4(2(n-k)-1)!}{(2\pi)^{2(n-k)+2}} \frac{(2n-2m+2)!}{2(2n-2m-1)!}
\]

\[
< \frac{8|r|}{(2\pi)^{2m+2}} \sum_{k=m}^{n-m} (2k-1)!(2n-2k-1)!
\]

\[
< \frac{8}{(2\pi)^{2r+2}}(2n-2m-1)!(2m-1)!
\]

\[
+ (n-2m-1)(2m+1)!(2n-2m-3)!
\]

\[
< \frac{8|r|}{(2\pi)^{2m+2}}(2m-1)!(2m+1)!.
\]

Because \( F(x, y) = e^y \) is analytic in \( x \) and \( y \), it follows that

\[
A_n(r) = \sum_{k=0}^{m-1} A_k(r) \frac{rB_{2n-2k+2}}{(2n-2k)(2n-2k+1)(2n-2k+2)}
\]

\[
+ \mathcal{O}\left( \frac{rB_{2n-2m+2}}{(2n-2m)(2n-2m+1)(2n-2m+2)} \right)
\]

for every integer positive integer \( m \) as \( n \to +\infty \).

1.1.2. Proof of Theorem 1.2. Substituting

\[
\frac{rB_{2n+2}}{2n(2n+1)(2n+2)} = (-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}} \zeta(2n+2)
\]

in (1.17), we obtain

\[
A_n(r) = (-1)^n \frac{2(2n-1)!}{(2\pi)^{2n+2}} \zeta(2n+2)
\]

\[
\left( \sum_{k=0}^{m-1} (-1)^k(2\pi)^{2k} A_k(r) \frac{r(2n+2k-1)!}{(2n-1)!} \frac{\zeta(2n-2k+2)}{\zeta(2n+2)} \right)
\]

\[
+ \mathcal{O}\left( \frac{r(2n-2m-1)!}{(2n-1)!} \right)
\]

Using the definition of the Riemann zeta function we have \( \zeta(s) = 1 + \mathcal{O}(1/2^s) \) for large positive \( s \). From this it is easy to see that

\[
\frac{\zeta(2n-2k+2)}{\zeta(2n+2)} = 1 + \mathcal{O}\left( \frac{1}{4^{n-k+1}} \right),
\]
as \( n \to +\infty \). It follows that

\[
A_n(r) = (-1)^n \frac{2(2n-1)!}{(2\pi)^{2n+2}} \zeta(2n+2) \left( \sum_{k=0}^{m-1} (-1)^k (2\pi)^{2k} A_k(r) \frac{r(2n-2k-1)!}{(2n-1)!} \right) + \mathcal{O} \left( \frac{r(2n-2m-1)!}{(2n-1)!} \right)
\]

for every integer \( m > 0 \) as \( n \to +\infty \). We can write this expression as

\[
A_n(r) = (-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}} \zeta(2n+2) \left( \sum_{k=0}^{m-1} (-1)^k (2\pi)^{2k} A_k(r) \frac{r(2n-2k-1)!}{(2n-1)!} \right) + \mathcal{O} \left( \frac{1}{(2n-1)^{2m}} \right),
\]

where

\[
(x)_i = \begin{cases} 
  x(x-1) \cdots (x-i+1), & i \geq 1, \\
  1, & i = 0,
\end{cases}
\]

is the falling factorial. This leads us to the formal asymptotic series

\[
A_n(r) \sim (-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}} \zeta(2n+2) \sum_{k=0}^{\infty} \frac{(-1)^k (2\pi)^{2k} A_k(r)}{(2n-1)_{2k}} \tag{1.22}
\]

which holds as \( n \to +\infty \). Using the Stirling formula \((1.15)\) we obtain

\[
(-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}} \zeta(2n+2) \sim (-1)^n r(2n-1) \left( \frac{n-1}{\pi e} \right)^{2n-2} \sqrt{\frac{n-1}{\pi^2}} \sum_{k=0}^{\infty} \frac{\gamma_k}{2^k (n-1)^k}. \tag{1.23}
\]

Using the generating function of the Stirling numbers of the second kind \((1.13)\) one can easily show that

\[
\frac{1}{(2n-1)_{2k}} = \frac{1}{(2n-1)} \sum_{\nu \geq 2k-1} \frac{S(\nu-1, 2k-2)}{2^\nu} \frac{1}{(n-1)^\nu},
\]

for \( k \geq 1 \). Hence \((1.22)\) simplifies to the following

\[
\sum_{k=0}^{\infty} \frac{(-1)^k (2\pi)^{2k} A_k(r)}{(2n-1)_{2k}} = 1 + \sum_{k=1}^{\infty} \frac{(-1)^{k+1} (2\pi)^{2k} A_k(r)}{(2n-1)} \sum_{\nu \geq 2k-1} \frac{S(\nu-1, 2k-2)}{2^\nu} \frac{1}{(n-1)^\nu}
\]

\[
\sim 1 + \sum_{\nu \geq 1} \left[ \sum_{k=1}^{\left\lfloor \frac{\nu+1}{2} \right\rfloor} \frac{(-1)^k (2\pi)^{2k} A_k(r)}{(2n-1)} \frac{S(\nu-1, 2k-2)}{2^\nu} \right] \frac{1}{(n-1)^\nu}
\]

as \( n \to +\infty \). After substituting this expression and \((1.23)\) into \((1.22)\) and performing the product of the asymptotic series, we have

\[
A_n(r) \sim (-1)^n r(2n-1) \left( \frac{n-1}{\pi e} \right)^{2n-2} \sqrt{\frac{n-1}{\pi^2}} \sum_{k=0}^{\infty} \frac{I_{k,n}(r)}{(n-1)^k}
\]
as $n \to +\infty$, where

$$I_{k,n}(r) = \frac{\gamma_k}{2^{k+2}} + \frac{1}{(2n-1)} \sum_{j=1}^{k} \sum_{\nu=1}^{\lfloor \frac{j+1}{2} \rfloor} (-1)^{\nu} 2^{\nu-k-2} n^{2\nu} A_\nu(r) \gamma_{k-j} S(j-1, 2\nu-2)$$

for $k \geq 1$.

2. Asymptotic Formulas for Coefficients Appearing in General Asymptotic Expansion for the Barnes $G$-Function

In this section, we describe the asymptotic behavior of coefficients (1.7) and (1.9) when $n$ is large and $r$ is fixed. In our first theorem, we give an asymptotic formula for the coefficients (1.8) when $n$ is large and $r$ is fixed.

**Theorem 2.1.** Let $r \neq 0$ be a given real number and $\ell \geq 0$ be a given integer. Then

$$b_n(\ell, r) \sim (-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}}$$

(2.1)

as $n \to +\infty$.

In our second theorem, we give an asymptotic formula for the coefficients (1.9) when $n$ is large and $r$ is fixed.

**Theorem 2.2.** Let $r \neq 0$ be a given real number and $\ell \geq 0$ be a given integer. Then

$$a_n(\ell, r) \sim (-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}}$$

(2.2)

as $n \to +\infty$.

**Remark 2.3.** Although the general terms are given by a complicated formula, their asymptotic behavior are simple and it also show the divergent character of the series. It is also interesting to note that the asymptotics has the “factorial divided by power” form, which is a very common behavior in asymptotic series (see, e.g., [9,10,16]).

2.1. The Proof of Theorem 2.1 and Theorem 2.2

2.1.1. Proof of Theorem 2.1. To prove formula (2.1), we apply Theorem 1.4 to the formal power series

$$\alpha(x) = \sum_{n \geq 1} A_n(1)x^n := \sum_{n \geq 1} \alpha_n x^n.$$

Using the general asymptotic expression (1.17) and Lemma 1.7, we obtain

$$\alpha_n \sim (-1)^n \frac{2(2n-1)!}{(2\pi)^{2n+2}},$$
as $n \to +\infty$. This further implies that condition (1) and condition (2) in Theorem 1.4 are satisfied. Using (1.14), we apply Theorem 1.4 to the function

$$F(x, y) := (1 + y)^{rx^\ell} - 1,$$

where $\ell \geq 0$ is an integer and $r \neq 0$ is a real number. It follows that

$$B(x) = F(x, \alpha(x)) = (1 + \alpha(x))^{rx^\ell} - 1,$$

and

$$D(x) = \sum_{n \geq 0} d_n x^n = \frac{\partial F(x, y)}{\partial y} \bigg|_{y=\alpha(x)}.$$

We have that

$$c_1 \frac{2(2n - 1)!}{(2\pi)^{2n+2}} < |\alpha_n| < c_2 \frac{2(2n - 1)!}{(2\pi)^{2n+2}},$$

for some constants $c_1 > c_2 > 0$. It is clear that condition (1) and (2) of Theorem 1.4 hold. Since $\alpha_n \neq 0$ and

$$\left| \frac{f_{ij} \alpha_{n-i-j+1}}{\alpha_{n-1}} \right| < \frac{s(j, i)(2n - 2i - 2j)!}{j!(2\pi)^{2(n-i-j)+4}(2n - 4)!} < \frac{C(2\pi)^{2(i+j)}}{(2\pi)^4},$$

for $n > i + j > 1$ and for some constant $C > 0$. This implies that condition (3) of Theorem 1.4 is satisfied with $\delta = 4\pi^2$. Hence we conclude that

$$b_n(\ell, r) \sim rA_n(1) \sim (-1)^n \frac{2r(2n - 1)!}{(2\pi)^{2n+2}},$$

as $n \to +\infty$.

### 2.1.2. Proof of Theorem 2.2.

To prove formula (2.2) we consider the following as a formal power series

$$\sum_{n \geq 0} a_n(\ell, r)x^n = \exp \left( \sum_{n \geq 1} b_n(\ell, r)x^n \right).$$

We apply Theorem 1.4 to the function

$$\alpha(x) = \sum_{n \geq 1} b_n(\ell, r)x^n,$$

and $F(x, y) := e^y$. It follows that

$$\beta(x) = F(x, \alpha(x)) = \sum_{n \geq 0} a_n(\ell, r)x^n.$$

Since

$$b_n(\ell, r) \sim (-1)^n \frac{2r(2n - 1)!}{(2\pi)^{2n+2}},$$
as $n \to +\infty$, the conditions of Theorem 1.4 are satisfied. Hence we conclude that

$$a_n(\ell, r) \sim f_1 b_n(\ell, r) \sim (-1)^n \frac{2r(2n-1)!}{(2\pi)^{2n+2}},$$

as $n \to +\infty$.

3. Numerical Examples and Applications

In this section we present numerical examples to support our proposed approximations for the coefficients appearing in the Barnes $G$-function. We perform all the computations using the Wolfram Mathematica 12 software. From (1.17) we have the following approximation

$$A_n(r) \approx \sum_{k=0}^{m-1} A_k(r) \frac{rB_{2n-2k+2}}{(2n-2k)(2n-2k+1)(2n-2k+2)}. \quad (3.1)$$

Table 1 shows the numerical performance of this approximation for $n = 25$, $r = 1$ and $m = 5, 10, 15$.

Another family of approximation comes from (1.19)

$$A_n(r) \approx (-1)^n r(2n - 1) \left( \frac{n-1}{\pi e} \right)^{2n-2} \sqrt{\frac{n-1}{\pi}} \sum_{k=0}^{m} \frac{I_{k,n}(r)}{(n-1)^k}. \quad (3.2)$$

Table 2 shows the numerical performance of this approximation for $n = 25$, $r = 1$ and $m = 0, 5, 10, 15$.

Table 3 shows values of our approximation $A_n(r)$ for $n = 100$, $r = 1$ and $m = 5, 10, 15$. We are unable to compute these values using (1.12), so instead we provide approximate values of these coefficients using (3.1) and (3.2).
### Table 1. Approximation for $A_{25}(1)$ with various values of $m$, using (3.1)

| Value of $m$ | Approximation for $A_{25}(1)$ | Exact numerical value of $w_{25}(1)$ | Error |
|--------------|-------------------------------|-------------------------------------|-------|
| 5           | $-3.80007230719156771563759457627 \times 10^{21}$ | $-3.80007230719156835910256254456 \times 10^{21}$ | $6.96472375170116 \times 10^{-13}$ |
| 10          | $-3.80007230719156771563759457627 \times 10^{21}$ | $-3.80007230718902365313214270 \times 10^{21}$ | $1.6932966426732 \times 10^{-16}$ |
| 15          | $-3.80007230719156866209504749935 \times 10^{21}$ | $-3.80007230719156835910256254456 \times 10^{21}$ | $7.973334727905 \times 10^{-17}$ |
Table 2. Approximation for $A_{25}(1)$ with various values of $m$, using (3.2)

| Value of $m$ | Approximations for $A_{25}(1)$ | Error |
|-------------|---------------------------------|-------|
| 0           | $-3.80007230719156835910256254456 \times 10^{21}$ | $0.00175791307020942925009466724 \times 10^{-10}$ |
| 5           | $-3.79339211041501539979669705428 \times 10^{21}$ | $1.4172474493114293334 \times 10^{-10}$ |
| 10          | $-3.80007230665300408064593768490 \times 10^{21}$ | $2.3185329355423978 \times 10^{-13}$ |
| 15          | $-3.80007230719155206569994906990 \times 10^{21}$ | $4.28765594345131 \times 10^{-15}$ |
Table 3. Approximation for $A_{100}(1)$ with various values of $m$, using (3.1) and (3.2)

| Approximate values | Formula (3.1) | Formula (3.2) |
|--------------------|---------------|---------------|
| $m = 5$            |               |               |
| $A_{100}(1)$       | $4.6190837447230307217 \times 10^{211}$ | $4.6190837447230037053 \times 10^{211}$ |
| $m = 10$           |               |               |
| $A_{100}(1)$       | $4.6190837447230307228 \times 10^{211}$ | $4.6190837447230307228 \times 10^{211}$ |
| $m = 15$           |               |               |
| $A_{40}(1)$        | $4.6190837447230307228 \times 10^{211}$ | $4.6190837447230307228 \times 10^{211}$ |
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