The lattice QCD phase diagram in and away from the strong coupling limit
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We study lattice QCD with four flavors of staggered quarks. In the limit of infinite gauge coupling, “dual” variables can be introduced, which render the finite-density sign problem mild and allow a full determination of the \(\mu - T\) phase diagram by Monte Carlo simulations, also in the chiral limit. However, the continuum limit coincides with the weak coupling limit. We propose a strong-coupling expansion approach towards the continuum limit. We show first results, including the phase diagram and its chiral critical point, from this expansion truncated to next-to-leading order.

PACS numbers: 12.38.Gc, 13.75.Cs, 21.10.Dr, 21.65.-f

The properties of QCD as a function of temperature \(T\) and matter density are summarized by its phase diagram, whose determination is a major goal of large-scale heavy-ion experiments. Although the quark-gluon plasma has been observed at high temperature, further features of the phase diagram, especially a possible QCD critical point, have not been identified yet. On the theory side, heroic efforts have been devoted to numerical lattice simulations, which are the appropriate tool for non-perturbative phenomena like phase transitions. However, the fermion determinant becomes complex upon turning on a chemical potential \(\mu\) coupled to the quark (or baryon) number. This so-called “sign problem” requires prohibitively large computer resources growing exponentially with the lattice 4-volume. Approaches to circumvent this problem are applicable when \(\mu/T \lesssim 1\) only [1], and results on the QCD critical point are inconclusive. We want to make progress on this problem by means of a strong coupling expansion, as applied to zero density in the early days of lattice gauge theory or recently to finite temperature and density with heavy quarks [2, 3]. Here we want to address the opposite, chiral limit with finite temperature and density with heavy quarks [2, 3].

The sign problem occurs when elements \(\langle \psi_i | \exp(-\delta\tau H) | \psi_j \rangle\) of the transfer matrix between states \(|\psi_i\rangle\) and \(|\psi_j\rangle\) sampled by Monte Carlo become negative. This problem is representation-dependent: if we could work in an eigenbasis of the Hamiltonian, all matrix elements would be non-negative. Thus, the sign problem will become milder if we can express the partition function in terms of approximate eigenstates. Now, we know that QCD eigenstates are color singlets. Therefore, instead of performing Monte Carlo on colored gauge links, as done in the usual approach where fermion fields are integrated out, we integrate the gauge links first, and work with the resulting color singlets. This strategy becomes particularly practical in the strong coupling limit, as we explain below. In this regime, we reexpress the partition function as a sum over configurations of hadron worldlines, similar to the “dual variables” used in [7]. The resulting sign problem is extremely mild, which allows us to simulate large lattices at arbitrarily large chemical potentials, and reliably obtain the full QCD phase diagram. Of course, in the strong coupling limit \(g \to \infty\), \(\beta = 2N_c/g^2 \to 0\) (for \(N_c\) colors), the lattice is maximally coarse, whereas the continuum limit coincides with the weak coupling limit \(g \to 0\), \(\beta \to \infty\). In this letter, we first summarize and clarify the \(\beta = 0\) phase diagram and then explain how to include the first, \(O(\beta)\) corrections, which allows us to measure Wilson loops at \(\beta = 0\) and fermionic observables at \(O(\beta)\). We then present the QCD phase diagram for small \(\beta > 0\). For \(\mu = 0\) where we can crosscheck with the full Monte Carlo approach, perfect agreement is found for small \(\beta\).

We adopt the staggered fermion discretization and the Wilson plaquette action with the partition function:

\[
Z_{\text{QCD}} = \int d\psi d\bar{\psi} dU e^{S_G + S_F}, \quad S_G = \frac{\beta}{2N_c} \sum_P \text{tr}[U_P + U_P^\dagger] (1)
\]

\[
S_F = \sum_x \bar{\psi}_x \gamma_5 \psi_x \chi \psi_x + \frac{1}{2} \sum_{x, \nu} \eta_\nu(x) \chi \psi_x \chi \psi_x
\]

with \(a\) and \(a_t\) the spatial and temporal lattice spacings, \(\gamma\) the anisotropy by which one may tune \(a/a_t\), \(m_q\) the quark mass and \(\mu\) the quark chemical potential (the baryon chemical potential is \(\mu_B = N_c\mu\)). The \(\eta\)'s are the usual \(\pm 1\) staggered phases. In the continuum limit \(g \to 0\), our action describes QCD with 4 mass-degenerate quark species. In the opposite, strong coupling limit \(g \to \infty\), the plaquette, 4-link coupling \(\beta\) vanishes and so does the gauge action \(S_G\). Then, the integration over the links \(U_\nu(x)\) factorizes into a product of one-link integrals which can be carried out analytically [8]. Finally, one performs the Grassmann integration over the fermion fields \(\bar{\psi}(x), \bar{\psi}(x)\), and obtains the partition function in terms of color-singlet, hadronic degrees of freedom (mesons and
The mesons are represented by monomers $n_x \in \{0, \ldots, N_c\}$ on sites $x$ and dimers $k_b \in \{0, \ldots, N_c\}$ on bonds $b = (x, \nu)$, whereas the baryons are represented by oriented self-avoiding loops $\ell$. The weight $w_b$ of a baryonic loop $\ell$ and its sign depend on the loop geometry [13]. Configurations $(n, k, \ell)$ must satisfy at each site $x$ the constraint inherited from Grassmann integration:

$$n_x + \sum_{\nu=x0, \ldots, x d} (k_\nu(x) + \frac{N_c}{2}|\bar{\phi}(x)|) = N_c. \quad (5)$$

Due to this constraint, mesonic degrees of freedom (monomers and dimers) cannot occupy baryonic sites.

This system has been studied since decades, both via mean field [9, 14] and by Monte Carlo methods [5, 6, 13]. In recent years, the latter have undergone a revival using the Worm algorithm [6, 16, 17], which violates the Grassmann constraint in order to sample the monomer-two-point function $G(x, y)$, from which the chiral susceptibility can be obtained. These techniques have been applied to obtain all lattice data presented here. We study the chiral limit $m_q = 0$ which does not incur a penalty in computer cost, contrary to the usual determinantal approach. The staggered action $S_F$ Eq. 2 then satisfies a $U(1)$ “remnant” chiral symmetry, which is spontaneously broken at low temperature and density, with order parameter $\langle \bar{\psi}\psi \rangle$. In Fig. 1 left, we show the $(\mu, T)$ phase diagram in the strong-coupling (SC) limit. It is qualitatively similar to the expected phase diagram of QCD in the chiral limit: the transition is of second order from $a\mu = 0$ up to a tricritical point $(a\mu_T, aT_T)$, then turns first order. At finite quark mass, the second order line turns into a crossover and the tricritical point into a second order critical endpoint. Note the different phase boundaries obtained from lattices with different numbers $N_t$ of time-slices: they converge to the continuous-time phase boundary at $N_t \to \infty$. But the $N_t$-dependence is strong, and there are indications of re-entrance at low temperature, supported by mean-field calculations [13], which only disappear in the continuous-time limit. There are two reasons for this: (i) the transition temperature is subject to $O(1/N_t)$ corrections, as studied in [17]. (ii) temperatures $aT > 1/2$ can only be explored by using anisotropic lattices where $a/a_t > 1$. But the relationship between the bare anisotropy $\gamma$ in the action $S_F$ Eq. 2 and $a/a_t$ is not known exactly. Mean-field indicates $a/a_t = \gamma^2$, which was used to obtain Fig. 1 left. Assuming the form $a/a_t = \gamma^2 \exp(c/\gamma^2)$ and allowing for small $O(1/N_t)$ corrections (Fig. 1 right) produces much more consistent results.

A crucial question is whether this phase diagram develops qualitatively new features as $\beta$ is increased from 0 to $\infty$. At low temperature especially, things may change: when $\beta = 0$, the transition at $\mu_c(T = 0)$ separates a chirally-broken, baryon-free vacuum and a chirally-symmetric, baryon-saturated state with one static baryon per lattice site. That is a very crude cartoon of a nuclear matter phase: in the continuum limit, depending on the chemical potential, it may evolve into a nuclear liquid, a crystalline phase, a color superconductor, etc... A first insight may be gained by considering $O(\beta)$ corrections to the $\beta = 0$ phase diagram. At the same time, we can also address an interesting quantitative issue: the ratio $T_c(\mu = 0)/\mu_c(T = 0)$ is about $(160 \text{ MeV})/300 \text{ MeV}) \approx 0.53$ in nature, but about $1.402/0.75 \approx 1.87$ when $\beta = 0$. How does it vary with $\beta$?

**Corrections to the Strong Coupling Limit** - To go beyond the strong coupling limit, a systematic expansion of the QCD partition function in $\beta$ is needed, which we perform to first order $O(\beta)$. Writing the $\beta = 0$ partition function as $Z_{SC} = \int d\psi d\bar{\psi} Z_F$, with $Z_F(\psi, \bar{\psi}) = \int dU e^{S_F}$ the fermionic partition function, the $\beta = 0$ partition function Eq. 1 becomes:

$$Z_{QCD} = \int d\psi d\bar{\psi} e^{S_F + S_G} = \int d\psi d\bar{\psi} Z_F \langle e^{S_G} \rangle_{Z_F}, \quad (6)$$

$$\langle e^{S_G} \rangle_{Z_F} \simeq 1 + \langle S_G \rangle_{Z_F} = 1 + \frac{\beta}{2N_c} \sum_P \langle \text{tr}[U_P + U_P^\dagger] \rangle_{Z_F}, \quad (7)$$

where Eq. 17 is an $O(\beta)$ truncation. We thus need the expectation value of the elementary plaquette $\text{tr}[U_P]$ in the strong coupling ensemble $Z_F$. The plaquette is composed of 4 links representing gluons, which provide new possibilities to make color singlets together with $\bar{\psi}_x \psi_{x+\hat{\mu}}$ propagating fermions.

This gives rise (for $N_c = 3$) to 19 terms, which are computed from the product $P = J_{ij}J_{jk}J_{kl}J_{il}$ of the one-
link integrals \( J_{ij} \equiv \int d\Omega U_{ij} \exp(\bar{\psi}U\phi - \bar{\phi}U^\dagger\psi) \) around an elementary plaquette [18,20]:

\[
J_{ij} = -\frac{3}{3!} \frac{(3-k)!}{(k-1)!} [M_k M_{\bar{k}}] \phi_j \psi_i + \frac{1}{12} \epsilon_{ijz} \epsilon_{jz, \bar{k}} \bar{\psi}_i \phi_z \bar{\psi}_{\bar{k}} \phi_{\bar{k}} = \frac{1}{3} \bar{B}_\phi B_\phi \phi_j \psi_i ,
\]

where \( M \) and \( B \) represent mesons and baryons. The first term describes the propagation of a \((\bar{q}g)\) anti-quark-gluon together with 0 to 2 mesons; the second term describes a \((qg)\); the third term is again a \((\bar{q}g)\) together with a baryon. From these, we compute the weight associated with a plaquette (or any Wilson loop) source term in the strong coupling configuration.

At the corners of the plaquette, the Grassmann variables \( \psi, \phi \) are bound into baryons and mesons to fulfill the Grassmann constraint Eq. (3), giving rise to the 19 subgraphs mentioned above. Introducing a variable \( q_P \in \{0,1\} \) to mark the "excited" plaquettes \( P \) associated with the second term of Eq. (4), and corresponding variables \( b_q \) and \( q_x = q_P \) for the links and the corners of such plaquettes, we can write the \( \mathcal{O}(\beta) \) partition function in the same form as Eq. (3) with modified weights \( \hat{w} \):

\[
Z(\beta) = \sum_{\{n, k, l, q_P\}} \prod_x \hat{w}_x \prod_b \hat{w}_b \prod_\ell \hat{w}_\ell \prod_P \hat{w}_P
\]

\[
\hat{w}_x = w_x v_x, \quad \hat{w}_b = w_b b_\phi^q, \quad \hat{w}_\ell = \prod_\ell \hat{w}_B(\ell), \quad \hat{w}_P = \left( \frac{\beta}{2N_c} \right)^{q_P}
\]

where \( v_x = (N_c - 1)! \) if \( x \) is the corner of an excited plaquette attached to an external meson line, \( N_c \) if it is attached to an external baryon line, 1 otherwise. Likewise, the weight of each baryon loop segment \( l \) is modified by a factor \( w_B(l) = \frac{1}{\prod_{\ell} \hat{w}_B(\ell)} \), \( w_B = (N_c - 1)! \), where \( B_1 \) and \( B_2 \) correspond to the second/third expression in Eq. (3).

We can sample this partition function by the same worm algorithm as for \( \beta = 0 \), adding a Metropolis step to update the plaquette variables \( q_P \). In practice, we found it simpler to obtain gauge observables via reweighting from the \( \beta = 0 \) ensemble.

Several qualitatively new features are made possible by including \( \mathcal{O}(\beta) \) contributions: (i) the constituent quarks of baryons and mesons can now separate: hadrons are no longer point-like, but acquire a size \( \sim a \); (ii) the baryon-baryon interaction can now proceed by quark exchange: it is no longer limited to the on-site Pauli exclusion principle; (iii) baryon saturation can now coexist with monomers, making chiral symmetry breaking possible in the dense phase similar to nuclear matter.

Wilson loops at \( \beta = 0 \) - Figs. 2 and 3 illustrate the dependence of the Polyakov loop and of the plaquette (time-like and space-like) on the chemical potential \( \mu \) and the temperature \( T \), at \( \beta = 0 \). The \( x \)-axis represents the "distance" \( a \sqrt{\mu^2 + T^2} \) from the vacuum, and different symbols are used for different values of \( \mu/T \). Several features are noticeable: (i) the plaquette has a non-zero value, even at \( T = \mu = 0 \). This is caused by the ordering effect of the fermions. Indeed, increasing the number of quark fields from 1 to 13 triggers restoration of the chiral symmetry [21]. (ii) The first-order phase transition is visible at large \( \mu/T \) through a discontinuity in all Wilson loops, although it is associated with breaking/restoration of the chiral symmetry. This can be assigned to the non-zero latent heat. (iii) Even in the regime of small \( \mu/T \), where the chiral transition is second-order, the Polyakov loop is clearly sensitive to the transition as already found in U(3) gauge theory [22] and reflecting the "entanglement" of confinement and chiral symmetry breaking seen in effective models [23].

Phase Diagram as a Function of \( \beta \) - We now show how to obtain the derivative \( d(aT_c)/d\beta \) of the chiral transition temperature \( aT_c \) with respect to \( \beta \). Since the worm algorithm samples the 2-point correlation function
\(G(x_1, x_2)\), we can measure its integral, which is equal to the chiral susceptibility \(\chi\) (there is no disconnected piece \(\langle \bar{\psi} \psi \rangle^2\): since we set \(m_q = 0\) and work in a finite volume, \(\langle \bar{\psi} \psi \rangle = 0\) both in the chirally symmetric and broken phase),

\[
\chi \equiv \langle (\bar{\psi} \psi)^2 \rangle = \frac{1}{L^3 N_T} \sum_{x_1, x_2} G(x_1, x_2). \tag{12}
\]

At \(\beta = 0\) and for some \(\mu < \mu_T\), the critical temperature \(aT_c(\mu)\) can be obtained from finite-size scaling: the curves \(\chi(aT_c, L) L^{-\gamma/\nu}\) obtained on several lattice sizes \(L\) all intersect at \(T = T_c(\mu)\), with a slope \(\propto L^{1/\nu}\) at the intersection, as illustrated Fig. 4 left. The transition is in the 3d \(O(2)\) universality class with known critical exponents, which facilitates the analysis. In the region of a first-order transition, \(\mu > \mu_T\), this ansatz is modified accordingly, following Ref. 24. When we turn on \(\beta\), the chiral susceptibility changes, and we can easily measure its derivative, since

\[
\frac{d\chi}{d\beta} = 3L^3 N_T \langle (\bar{\psi} \psi)^2 \rangle - \langle (\bar{\psi} \psi)^2 \rangle \langle P_\mu \rangle. \tag{13}
\]

While both the temporal and the spatial plaquettes formally enter in this expression, the latter is a factor \(\gtrsim 10\) smaller than the former, cf. Fig. 8. The effect of \(\beta\) to linear order, is illustrated Fig. 4 right. At temperature \(aT_c\), the rescaled chiral susceptibility \(\chi L^{-\gamma/\nu}\) changes by \(\beta \frac{d\chi}{d\beta} L^{-\gamma/\nu}\). This \(L\)-dependent change produces a horizontal shift of the intersection point

\[
\beta \frac{d(aT_c)}{d\beta} = \beta \frac{d\chi}{d\beta} L^{-\gamma/\nu} [d\chi/d(aT_c)]^{-1}. \tag{14}
\]

The \(L\)-independence of this shift is a consistency check of our analysis. The highest accuracy is achieved when \(\mu = 0\), for which we determine (on \(N_i = 4\) lattices):

\[
aT_c|_{\beta=0} = 1.4021(7), \frac{d\chi}{d\beta}|_{\beta=0} = -0.46(1).
\]

Several observations are in order. First, \(aT_c\) decreases as \(\beta\) increases: this is as it should be, since \(a\) decreases. Secondly, this \(O(\beta)\) result can be compared with mean-field predictions \(25, 26\), see Fig. 4. The agreement is rather good. More importantly, at \(\mu = 0\) we can compare with finite-\(\beta\) Hybrid Monte Carlo simulations \(27, 28\) performed on \(N_i = 2\) and \(N_i = 4\) \(27, 29\) lattices with isotropic actions (i.e. \(aT = 1/2\) and \(1/4\), respectively) and extrapolated to zero quark mass. These data points are marked in black in Fig. 5. We have also computed \(aT_c(\mu = 0)\) ourselves, using HMC on anisotropic lattices. As Fig. 5 left shows, our \(O(\beta)\) determination of \(aT_c(\mu = 0)\) agrees perfectly with the linear approximation to the HMC determination. But the latter shows significant curvature. To better approximate the exact result, we perform an empirical, exponential extrapolation

\[
aT_c(\mu = 0, \beta) / aT_c(\mu = 0, \beta = 0) \approx \exp(\beta \frac{d\chi}{d\beta} aT_c|_{\beta=0}).
\]

As seen in Fig. 5 right, it turns out that this approximation, which includes a resummation of higher-order \(\beta\)-contributions, follows the exact HMC result up to \(\beta \sim 5\) (or \(a \sim 0.3\) fm), where the lattice theory is much closer to continuum physics. We have applied the same procedure to determine \(aT_c(\beta)\) at non-zero chemical potential. Although the statistical errors increase and the scaling window shrinks, \(d(aT_c)/d\beta\) is clearly not as large as when \(\mu = 0\). In fact, \(d(aT_c)/d\beta\) becomes consistent with zero as \(\mu\) approaches \(\mu_T\). The tricritical point and the first order line seem to only weakly depend on \(\beta\). Thus, \(T_c(\mu = 0)/\mu_c(T = 0)\) decreases at \(O(\beta)\) towards its continuum value.

The resulting phase diagram is illustrated in Fig. 6 for \(\beta = 0.5, 1.0\) and 1.5. We show the phase boundary obtained by linear reweighting, based on Eq. (7), compared to the one obtained by exponential extrapolation, which works so well at \(\mu = 0\). In both cases, the phase boundary becomes more “rectangular” as one moves away from the strong coupling limit: the second-order transition line becomes “flatter” (less \(\mu\)-dependent), and the first-order transition line remains almost “vertical”, leaving the tricritical point at the “corner of the rectangle”. From the chiral susceptibility, no clear shift of
The larger weakens as \( \beta = 0 \) [6], becomes weaker. The weakening of the as-
associated first-order transition brings the nuclear critical endpoint point down in temperature. We plan to study \( O (\beta^2) \) corrections next.
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\[ (a_T, a_T^c) = (0.65(2), 0.91(5)) \] could be detected; however, from the baryon density \( n_B \), see Fig. 7 we have evidence that the critical endpoint of the nuclear transition, which coincides with the chiral transition at \( \beta = 0 \), moves along the first order line, to smaller values of \( T \). This is expected: as \( \beta \) increases, the lattice spacing \( \alpha \) shrinks, and \( aM_B \) also, where \( M_B \) is the baryon mass. If \( (a_T, a_T^c) \) stays approximately constant as we observe, then the nuclear attraction responsible for the difference \( (M_B - 3\mu_c(T = 0)) \), of about 300 MeV when \( \beta = 0 \) [4], becomes weaker. The weakening of the as-
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