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Abstract—Audio classification is an active research area with a wide range of applications. Over the past decade, convolutional neural networks (CNNs) have been the de-facto standard building block for end-to-end audio classification models. Recently, neural networks based solely on self-attention mechanisms such as the Audio Spectrogram Transformer (AST) have been shown to outperform CNNs. In this paper, we find an intriguing interaction between the two very different models - CNN and AST models are good teachers for each other. When we use either of them as the teacher and train the other model as the student via knowledge distillation (KD), the performance of the student model noticeably improves, and in many cases, is better than the teacher model. In our experiments with this CNN/Transformer Cross-Model Knowledge Distillation (CMKD) method we achieve new state-of-the-art performance on FSD50K, AudioSet, and ESC-50.
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1 INTRODUCTION

Audio classification aims to identify sound events that occur in a given audio recording and enables a variety of artificial intelligence-based systems to disambiguate sounds and understand the acoustic environment. Historically, hand-crafted features and hidden Markov models (HMMs) were used for audio classification [1], [2], [3]. With the rise of neural networks in the past decade, Convolutional Neural Networks (CNNs) [4] have become the de-facto standard building block for end-to-end audio classification models, which aim to learn a direct mapping from audio waveforms or spectrograms to corresponding labels [5], [6], [7], [8], [9], [10]. More recently, neural networks based purely on self-attention, such as the Audio Spectrogram Transformer (AST) [11], [12], [13], have been shown to further outperform deep learning models constructed with convolutional neural networks on various audio classification tasks, thus extending the success of Transformers from natural language processing [14], [15] and computer vision [16], [17] to the audio domain.

CNN and Transformer models both have their advantages. For example, CNN models have several built-in inductive biases such as spatial locality and translation equivariance, making them well suited to spectrogram-based end-to-end audio classification. Transformer models do not have such built-in inductive biases and learn in a more data-driven manner, making them more flexible. As a consequence, the representations learned by CNN and Transformer models are noticeably different [18]. On the other hand, while Transformer models perform better, they are less computationally efficient than CNN models on long audio input due to their $O(n^2)$ complexity.

In this paper, we show an intriguing interaction between the two very different models - CNN and AST models are good teachers for each other. When we use one model as the teacher and train another model as the student via knowledge distillation (KD), the performance of the student model noticeably improves, and in many cases, is better than the teacher model. We refer to this knowledge distillation framework between a CNN and a Transformer model as Cross-Model Knowledge Distillation (CMKD). The success of cross-model knowledge distillation is not trivial because 1) cross-model knowledge distillation works bi-directionally in both CNN→Transformer and Transformer→CNN directions. Usually in KD, the teacher needs to be stronger than the student, but for cross-model knowledge distillation, a weak teacher can still improve a student’s performance. 2) For both directions, the student outperforms the teacher after knowledge distillation, even when the teacher is originally stronger. 3) KD between two models of the same class leads to a much smaller or no performance improvement. Consequently, with the proposed cross-model knowledge distillation, a simple EfficientNet KD-CNN model with mean pooling outperforms the much larger AST model on FSD50K and ESC50 dataset. Conversely, the KD-AST model achieves new state-of-the-art performance on FSD50K, AudioSet, and ESC50 datasets.

The contribution of this paper is threefold: First, to the best of our knowledge, we are the first to explore bi-directional knowledge distillation between CNN and Transformer models; previous efforts [17], [19] only study the CNN→Transformer direction and are performed in the visual domain. Second, we conduct extensive experiments on standard audio classification datasets and find the optimal knowledge distillation setting. In addition, we conduct a series of probing tests and ablation studies to explore the working mechanism of cross-model knowledge distillation. Third, due to the proposed cross-model KD framework, the small and efficient CNN models match or outperform previous state-of-the-art models; the AST models achieve even better performance and achieve new state-of-the-art results on FSD50K, AudioSet, and ESC50. We also evaluate CMKD on various CNN, CNN-attention, and Transformer models.
models and find it improves the performance of all these models, showing CMKD is a generic method - all types of models can benefit from CMKD.

2 CROSS-MODEL KNOWLEDGE DISTILLATION

This section discusses the details of the proposed cross-model knowledge distillation between a CNN model and an AST model. Specifically, we introduce the architecture of CNN and AST models used in this work in Sections 2.1 and 2.2, respectively. We intend to use CNN and AST models that achieve the best performance on audio classification [11, 20] to see if CMKD can further improve their performance and achieve a new state-of-the-art. We then discuss the main difference between these two classes of models in Section 2.3. Finally, we show the knowledge distillation setting and notation in Section 2.4.

2.1 Convolution Neural Networks

In this work, we use the CNN model without attention module proposed in [20]. To the best of our knowledge, it is the best CNN model on the audio classification task. As illustrated in the left side of Figure 1, the input audio waveform of \( t \) seconds is first converted into a sequence of 128-dimensional log Mel filterbank (fbank) features computed with a 25ms Hanning window every 10ms. This results into a \( 128 \times 100t \) spectrogram as input to the CNN model. The spectrogram is then input to a standard CNN model such as EfficientNet [21] and DenseNet [22]. The output of the penultimate layer is a tensor of size \( [128/c], [100t/c], d \) in frequency, time, and embedding dimension, respectively, where \( c \) is the feature downsampling factor of the CNN model. We apply a time and frequency mean pooling to produce the \( d \) dimensional spectrogram-level representation. Finally, a linear layer with a sigmoid (for multi-label classification) or softmax (for single-label classification) activation maps the audio spectrogram representation to labels for classification. We mainly use EfficientNet-B2 [21] as the CNN model in our experiments because it has been shown to be the best CNN model on audio classification [20]. To study the impact of model size and the generalization of the proposed cross-model knowledge distillation strategy, we also include Efficient-B0, Efficient-B6, and DenseNet-121 in our experiments. The statistics of the different models are presented in Table 1.

### Table 1: Statistics of the CNN and AST models used in this work.

| Model          | # Layers /Blocks | # Attention Heads | Representation Dimension \( d \) | # Params (M) |
|----------------|------------------|-------------------|---------------------------------|-------------|
| **CNN Models** |                  |                   |                                 |             |
| EfficientNet-B0| 237              | -                 | 1,280                           | 4           |
| EfficientNet-B2| 339              | -                 | 1,408                           | 8           |
| EfficientNet-B6| 666              | -                 | 2,304                           | 41          |
| DenseNet-121   | 121              | -                 | 1,024                           | 7           |
| **AST Models** |                  |                   |                                 |             |
| AST-Tiny       | 12               | 3                 | 192                             | 6           |
| AST-Small      | 12               | 6                 | 384                             | 23          |
| AST-Base       | 12               | 12                | 768                             | 88          |

2.2 Audio Spectrogram Transformers

In this work, we use the original AST model proposed in [11] that has the best performance on the audio classification task. As illustrated on the right side of Figure 1, the input audio waveform of \( t \) seconds is converted to a \( 128 \times 100t \) spectrogram in the same way as the CNN model. We then split the spectrogram into a sequence of \( N \times 16 \times 16 \) patches with an overlap of \( 6 \) in both time and frequency dimension, where \( N = 12\lceil(100t - 6)/16\rceil \) is the number of patches and the effective input sequence length for the Transformer. We flatten each \( 16 \times 16 \) patch to a 1D patch embedding of size \( d \) using a linear projection layer. We refer to this linear projection layer as the patch embedding layer. Since the Transformer architecture does not capture input order information and the patch sequence is also not in temporal order, we add a trainable positional embedding (also of size \( d \)) to each patch embedding to allow the model to capture the spatial structure of the 2D audio spectrogram. We append a [CLS] token at the beginning of the sequence. The resulting sequence is then input to a standard Transformer encoder [14]. The Transformer encoder’s output of the [CLS] token serves as the audio spectrogram representation. A linear layer with sigmoid activation (for multi-label classification) or softmax (for single-label classification) maps the audio spectrogram representation to labels for classification. To study the impact of model size, we use three AST models of different sizes in our experiments: AST-Tiny, AST-Small, and AST-Base. The statistics of the models are shown in Table 1.

For both CNN and AST models (including No-KD baseline models), we always use ImageNet pretraining, a common technique to improve ImageNet classification [4, 11].
We initialize the CNN and Transformer with ImageNet-pretrained weights from public model checkpoints and then conduct audio classification training. Since the input to the vision models is a 3-channel image while the audio model input is a single-channel spectrogram, we average the weights corresponding to each of the three input channels of the vision model checkpoints and use them as the weights of the first layer of the audio models. This is equivalent to expanding a single-channel spectrogram to 3-channels with the same content, but is computationally more efficient. Note that for all AST models (including the No-KD baselines), we initialize the model with the same vision model checkpoint as the original AST. This vision model checkpoint is trained with KD during the ImageNet training stage and has been shown to lead to better performance for audio classification than checkpoints trained without KD. This setting allows us to clearly identify the improvement due to KD in the audio domain training stage and make a fair comparison with the original AST.

### 2.3 Difference between CNN and AST

As described in the previous two subsections, CNN and AST models have completely different design philosophies. CNN models have several built-in inductive biases that make them well suited to the spectrogram-based end-to-end audio classification task such as translation equivariance (without pooling) or translation invariance (with pooling) and locality. CNN models typically have a hierarchical architecture with an increasingly large receptive field in deeper layers. In contrast, AST lacks such a built-in inductive bias and needs to learn in a more data-driven manner. However, this also allows AST models to be more flexible, e.g., the receptive field of an AST is learnable and the very first layer can capture long-range global context while the locality makes the first few layers of CNNs struggle to relate temporal- and frequency-distant features. As a consequence, CNNs typically perform better with small datasets while Transformer models start showing their superiority with more training data. Due to the different model architectures, the learned representations of CNNNs and Transformers have striking differences. Efficiency-wise, AST has quadratic complexity with respect to the input size due to the global attention design while the CNN model has linear complexity and thus is more efficient for long audio samples.

### 2.4 Knowledge Distillation

In this work, we follow the original knowledge distillation setup with consistent teaching and find this simple setup works better than the more complex attention distillation strategy for the audio classification task. Specifically, we first train the teacher model, and then during the student model training, we feed the input audio spectrogram with the exact same augmentations (e.g., SpecAugment, noise, time shift, and mixup) to the teacher and student models (consistent teaching). We use the following loss for the student model training:

$$
\text{Loss} = \lambda \text{Loss}_g(\psi(Z_s), y) + (1 - \lambda) \text{Loss}_d(\psi(Z_s), \psi(Z_t/\tau))
$$

where $\lambda$ is the balancing coefficient, $\text{Loss}_g$ and $\text{Loss}_d$ are the ground truth and distillation losses, respectively; $\psi$ is the activation function; $Z_s$ and $Z_t$ are the logits of the student and teacher model, respectively; and $\tau$ is the temperature. The teacher model is frozen during the student model training.

By default, we use the Kullback–Leibler divergence as $\text{Loss}_d$. For cross-modal KD, the teacher and student may have different logit distribution softness, thus we only apply $\tau$ on the teacher logits to explicitly control the difference. For simplicity, we fix $\lambda = 0.5$ and do not scale it with $\tau$. We use the cross-entropy (CE) loss as $\text{Loss}_g$ and the softmax activation function for single-label classification tasks such as ESC-50; the binary cross-entropy (BCE) loss as $\text{Loss}_g$ and the sigmoid activation function for multi-label classification tasks such as FSD50K and AudioSet. We study the performance impact of KD settings in Section 3.2. In this paper, we use teacher→student to denote the direction of knowledge distillation, e.g., EfficientNet-B0→AST-Base means we first train an EfficientNet-B0 model, and then use it as the teacher to train an AST-Base model as the student.

### 3 Experiments Settings

#### 3.1 Datasets

We evaluate the proposed method on three widely-used audio classification datasets: FSD50K, AudioSet, and ESC-50. The FSD50K dataset is a collection of sound event audio clips with 200 classes, which contains 37,134 audio clips for training, 4,170 audio clips for validation, and 10,231 audio clips for evaluation. The audio clips are of variable length from 0.3 to 30s with an average of 7.6s. In our experiments, we sample audio at 16kHz and trim all clips to 10s. We use the FSD50K dataset for the majority of our experiments in this paper (Section 4) for three reasons. First, FSD50K allows more rigorous experiments since it has an official training, validation, and
distributable. Downloading AudioSet from YouTube is laborious. In addition, AudioSet is composed of YouTube videos that are not freely.

In this paper, we train the model with the training set, tune all hyper-parameters and select the model based on the validation set, and report the mean average precision (mAP) on the evaluation set. Second, FSD50K is a publicly available dataset, so results on FSD50K are easy to reproduce. Third, the FSD50K dataset is of moderate size (50K samples) compared with AudioSet (2M samples) and ESC-50 (2K samples), which allows us to conduct extensive experiments with our computational resources.

AudioSet is a collection of over 2 million 10-second audio clips excised from YouTube videos and labeled with the sounds that the clip contains from a set of 527 labels. The balanced training, full training, and evaluation set contain 22k, 2M, and 20k samples, respectively. We use AudioSet to study the generalization ability of the proposed method on larger datasets. The ESC-50 dataset consists of 2,000 5-second environmental audio recordings organized into 50 classes. We use ESC-50 to study the transferability of models trained with the proposed knowledge distillation method.

### 3.2 Training Settings

The hyper-parameters we use to train the models are shown in Table 2. In order to make fair comparisons, we train models with and without KD using exactly the same settings. Specifically, we use the training recipes that are optimized for the original CNN and AST without KD in [11], [20] including the initial learning rate, learning rate scheduler, batch size, class balancing, mixup training [31], and SpecAugment [30]. This ensures the baseline models without KD are properly trained. The only changes we made from [11], [20] is to add label smoothing, random noise augmentation, and random time shift augmentation to the training pipeline. These training techniques may have similar effects to cross-model knowledge distillation, e.g., label smoothing may have a similar effect to the teacher’s soft label, random time shift augmentation may have a similar effect to transferring the inductive bias of translation invariance in CNN→AST. We apply these training techniques to both baseline and KD models to exclude the improvement that can be achieved by such simple techniques, and thus more clearly identify the improvement from the cross-model knowledge distillation. In practice, we find these techniques slightly improve the performance of the baseline and KD models. Therefore, our baseline model performance is slightly better than that reported in [11], [20]. We also intentionally minimize the training setting differences (e.g., mixup and augmentations) between the CNN and AST models to ensure performance differences are due to the architecture, rather than the training settings.

### 4 FSD50K Experiments

#### 4.1 Which model is a good teacher?

We first explore the optimal teacher model for each student model. Specifically, we use the KD setting mentioned in Section 2 and test a set of (teacher, student) model pairs. Specifically, we consider the following models: EfficientNet B0, B2, B6 [21] and DenseNet-121 [22] (CNN models); and AST Tiny, Small, Base [11] (Transformer models). The reason for selecting these models are: 1) EfficientNet-B2 and AST-Base are the best CNN and Transformer models, and we want to see if KD can further improve their performance; 2) AST-Base is larger than EfficientNet-B2 in terms of the number of parameters. We include models with various sizes to clearly identify whether the improvement of KD is due to different model sizes or different model architecture; 3) We also include one different CNN architecture (DenseNet) to check if the cross-model KD framework generalizes to different CNN architectures.

For each (teacher, student) pair, we select the temperature $\tau \in \{1.0, 2.5\}$ based on the performance on the validation set, all other knowledge distillation settings are identical for all (teacher, student) pairs. The mean average precisions (mAPs) of the student model of various (teacher, student) pairs on the FSD50K evaluation set are shown in Table 3. Key observations are as follows:

1. **CNNs and ASTs are good teachers for each other.** While knowledge distillation improves the student model performance in almost all settings (denoted by $\dagger$ in Table 3), we find that models always prefer a different teacher. Specifically, all CNN models (including DenseNet) achieve the best performance when ASTs are the teacher; all AST models achieve the best performance when CNNs are the teacher. Note that even though DenseNet and EfficientNet models also have different architectures, knowledge distillation between these two models leads to limited improvement. This demonstrates that the inherent differences between CNNs and ASTs is crucial for the success of knowledge distillation.
2. For both directions, the student model matches or outperforms its teacher. Usually, in knowledge distillation, the student model gets closer to, but is still weaker than, its teacher model. However, we find that for both AST→CNN and CNN→AST, the student model performs better than its teacher in most cases (denoted by * in Table 3), e.g., the best KD-CNN and KD-AST model achieves 58.2 and 61.7 mAP while their teacher model achieves only 56.3 and 55.7, respectively. This demonstrates that the student models are not simply copying the teacher model, but are able to combine the strength of the teacher with its own strength.

3. The strongest teacher is not the best teacher. Normally in knowledge distillation, the student model performance correlates with the teacher performance. However, we find for both AST→CNN and CNN→AST, the best teacher is not the strongest teacher. Instead, both CNN and AST perform better with a smaller (and weaker) teacher. We further verify that this is not because a stronger teacher requires a higher temperature, e.g., for AST→Base (strongest teacher)→EfficientNet-B2, using a temperature of 2.5 (used in Table 3) leads to an mAP of 57.3 while further increasing the temperature to 3.0 leads to a worse mAP of 57.1. For the same student model EfficientNet-B2, the smaller teacher AST-Tiny leads to a better mAP of 58.2. We conjecture it is because smaller models have similar properties (e.g., inductive bias) with larger models of the same type but are less overfit, and thus are better teachers.

However, as shown in Figure 2 when the teacher model architecture is fixed, we find a stronger teacher trained with sufficient epochs generally leads to better student performance than a weaker teacher that is not adequately trained. Nevertheless, the student models still outperform the no-KD baselines even when their teacher models are trained with only 5 epochs with poor performance. This further confirms that the student is not simply copying the teacher’s behavior as copying the behavior of a teacher weaker than the student itself can only cause a performance drop, but our experiments show that cross-model KD still leads to a performance improvement in this case.

4. Self-KD leads to smaller or no improvement. We observe that performance improvement can also sometimes be achieved by using the same teacher and student architecture (the main diagonal of Table 4), particularly for AST models. This is as expected because 1) the soft labels helps optimization of the student model, and 2) since we use strong data augmentation (e.g., SpecAugment, mixup, random noise, and time shift) during training, knowledge distillation with the same model architecture can have a similar effect to self-training [38]. Nevertheless, the improvement led by self-knowledge distillation is much smaller than cross-model knowledge distillation, which demonstrates the importance of using a different teacher for knowledge distillation.

5. Iterative knowledge distillation does not further improve model performance. Since cross-model knowledge distillation works bi-directionally, the performance of both KD-CNN and KD-AST are better than no-KD baselines. Will using KD models instead of no-KD models as teachers lead to even better students? The answer is no, as shown in Table 4. While KD models (with their optimal teachers) are stronger, they are worse teachers than the no-KD models. This again proves our finding that a stronger teacher is not necessarily a better teacher as the student is not simply copying the teacher’s behavior.

To summarize, in this section, we find both CNN and AST models prefer a small and different teacher. Cross-model knowledge distillation is beyond simple behavior copying but more about transferring and combining the strength of the teacher and student models as the performance of the teacher is surprisingly not important.

4.2 Impact of Knowledge Distillation Settings

We next study the performance impact of the knowledge distillation setting. Specifically, we focus on the optimal (teacher, student) pair found in the previous section, i.e., AST-Tiny→EfficientNet-B2 and EfficientNet-B0→AST-Base, and set the knowledge distillation setting mentioned in Section 2.4 (marked as default in Table 5) as the base setting, and then change one
TABLE 5: Student model performance on the FSD50K evaluation set due to various knowledge distillation settings. We conduct this experiment with the optimal teacher student pairs, i.e., AST→CNN; AST-Tiny→EfficientNet-B2; CNN→AST: EfficientNet-B0→AST-Base.

| KD Setting      | AST→CNN | CNN→AST |
|-----------------|---------|---------|
| No KD Baseline  | 56.2    | 57.6    |
| KD Temperature τ |         |         |
| τ = 0.5         | 56.7    | 60.9    |
| τ = 1.0         | 57.2    | 61.7    |
| τ = 2.5         | 58.2    | 61.2    |
| KD Balancing Coefficient λ |         |         |
| λ = 0 (No ground truth label) | 56.4 | 59.7 |
| λ = 0.25        | 58.0    | 60.9    |
| λ = 0.5 (Default) | 58.2   | 61.7    |
| λ = 0.75        | 57.2    | 61.3    |
| λ = 1.0 (No KD) | 56.2    | 57.6    |
| Teacher Type    |         |         |
| Conventional Teacher | 58.2 | 60.4 |
| Consistent Teacher (Default) | 58.2 | 61.7 |
| Separate Distillation Head |         |         |
| Yes             | 56.9    | 61.4    |
| No (Default)    | 58.2    | 61.7    |

Fig. 3: Left: Learning curve of the CNN model (EfficientNet-B2) and AST model (AST-Base) trained with and without KD on FSD50K. * denotes the epoch that the model achieves the best performance on the validation set. Each experiment is run three times, and the standard deviation is shown in the shade. The learning rate is cut in half when the model performance on the validation set does not improve for 2 epochs so the three runs of each experiment have slightly different learning rate schedulers and the performance variance is relatively large around the epochs of the learning rate change. Right: Training and evaluation mAP of AST and CNN models with and without KD. KD models have a higher evaluation mAP but lower training mAP, indicating they are less overfit.

KD Temperature τ: In Section 4.1, we vary the temperature τ from \{1.0, 2.5\}. We find a higher temperature of 2.5 is better for AST→CNN and a lower temperature of 1.0 is better for all other (teacher, student) pairs. Using an even lower temperature (or “hard” knowledge distillation \[\tau\] used in the vision domain) cannot lead to good performance. This is due to audio classification usually being a multi-label classification task (each audio clip usually has more than one label), which is different from the single-label image classification task.

KD Balancing Coefficient λ: As shown in Table 5 balancing the ground truth label and teacher’s soft prediction with a factor of λ = 0.5 leads to the optimal performance for both AST→CNN and CNN→AST. Merely using the soft prediction of the teacher model can still improve the model, but with a much smaller performance gain.

Consistent teacher makes a difference: We compare the student model performance with a consistent teacher \[\tau\] and a conventional teacher \[\tau\]. The consistent teacher generates predictions based on the same augmented input with the student, while the conventional teacher generates prediction based on the original, unaugmented input. We find that in the CNN→AST direction, a consistent teacher leads to a noticeable 1.3 mAP improvement while for AST→CNN, it does not hurt performance. Therefore, consistent teaching should be used as a default setting.

Separate Knowledge Distillation Head: In the vision domain, knowledge distillation with a separate distillation head \[\tau\] was shown to have better performance than conventional knowledge distillation \[\tau\]. We compare these two settings for the audio classification task. Specifically, for a KD model with a separate distillation head, for CNN→AST, we follow \[\tau\] to append a distillation token \[DIS\] to the AST token sequence and use a separate linear head to map the output of \[DIS\] to the label space. During knowledge distillation, the output of the original [CLS] token is used to generate the loss versus the ground truth label \[Loss_g\] while the output of the new [DIS] token is used to generate the loss versus the teacher prediction \[Loss_d\]. Similarly, for AST→CNN, we use two independent linear heads to map the representation of the penultimate layer to the label space, we then use the output of one head to generate \[Loss_g\] and another to generate \[Loss_d\]. As shown in Table 5, while the more complex separate distillation head solution still outperforms the baseline model, the performance gains are smaller for both AST→CNN and CNN→AST for audio classification, which is different from the finding in the vision domain. We, therefore, stick to the conventional knowledge distillation \[\tau\] and do not use a separate distillation head.

To summarize, throughout Table 5 we find that knowledge distillation with any setting improves model performance. But the optimal setting is quite different from that of the vision domain \[\tau\]. In general, multi-label audio classification knowledge distillation requires an appropriate temperature larger than 1, a balance between the ground truth label and teacher model prediction, and consistent teaching \[\tau\]. It is sufficient to just follow conventional knowledge distillation to generate both \[Loss_g\] and \[Loss_d\] using the original student model prediction without adding a separate distillation head.

4.3 How Does CMKD Improve Performance?

In the previous two sections, we see that knowledge distillation between CNN and AST models noticeably boosts model performance. It is natural to ask why it works so well. In this section, we try to answer this question with...
TABLE 6: Prediction similarity in Pearson correlation coefficient (upper part) and model representation similarity in singular vector canonical correlation analysis [39] (lower part) of various model pairs. Similarity value between KD model with corresponding teacher is underlined.

|                  | Efficient-Net-B0 | Efficient-Net-B2 | Efficient-Net-B2 | AST-Tiny | AST-Base | AST-Base |
|------------------|------------------|------------------|------------------|----------|----------|----------|
|                  | w/o KD           | w/o KD           | w/ KD            | w/ KD    | w/o KD   | w/ KD    |
| Prediction Correlation |                 |                  |                  |          |          |          |
| Efficient-Net-B2 | 0.861            | 1.000            | 0.870            | 0.804    | 0.791    | 0.865    |
| w/o KD           |                  |                  |                  |          |          |          |
| Efficient-Net-B2 | 0.862            | 0.870            | 1.000            | 0.833    | 0.810    | 0.882    |
| w/ KD            |                  |                  |                  |          |          |          |
| AST-Base w/o KD  | 0.786            | 0.791            | 0.810            | 0.544    | 1.000    | 0.880    |
| AST-Base w/ KD   | 0.880            | 0.865            | 0.882            | 0.880    | 0.880    | 1.000    |
| SVCCA            |                  |                  |                  |          |          |          |
| Efficient-Net-B2 | 0.720            | 1.000            | 0.734            | 0.705    | 0.651    | 0.706    |
| w/o KD           |                  |                  |                  |          |          |          |
| Efficient-Net-B2 | 0.724            | 0.734            | 1.000            | 0.718    | 0.695    | 0.721    |
| w/ KD            |                  |                  |                  |          |          |          |
| AST-Base w/o KD  | 0.651            | 0.651            | 0.695            | 0.779    | 1.000    | 0.784    |
| AST-Base w/ KD   | 0.746            | 0.706            | 0.721            | 0.807    | 0.784    | 1.000    |

a series of probing tests and analysis. We focus on the optimal (teacher, student) pair found in Section 4.1, i.e., AST-Tiny→EfficientNet-B2 for AST→CNN and EfficientNet-B0→AST-Base for CNN→AST, respectively. Key findings are as follows:

Knowledge distillation makes the model learn faster and be less prone to overfitting. We compare the learning curve of the CNN model (EfficientNet-B2) and the AST model (AST-Base) trained with and without knowledge in Figure 3 (left). We find that for both CNN and AST models, knowledge distillation helps the models learn faster and be less prone to overfitting. The KD models outperform the no-KD models from the first epoch, and consistently improves until the end of training while the performance of no-KD models saturate much earlier. For example, at the epoch that the no-KD AST achieves the best performance (the 21st epoch), KD AST already outperforms no-KD AST by 2.9 mAP with its faster learning; from the 21st epoch to the last epoch, KD AST further enlarges its advantage over no-KD AST from 2.9 mAP to 4.1 mAP. In Figure 3 (right), we show the training and evaluation mAP of AST and CNN models with and without KD. Both KD-AST and KD-CNN models have a higher evaluation mAP but lower training mAP, confirming they are less overfit.

Knowledge distillation narrows the gap between two classes of models. Next, we analyze the similarity between CNN and AST models before and after cross-model knowledge distillation. Specifically, we show the prediction similarity in Pearson correlation coefficient (PCC) and model representation similarity in singular vector canonical correlation analysis (SVCCA) [39]. Since FSD80K is a multi-label classification task, we average the PCC of the predictions of each evaluation sample of the two models being compared as the prediction similarity value. SVCCA is a technique to measure the similarity of two representations. It has nice properties such as affine transform invariance and supports the comparison of two representations of different dimensions. We use SVCCA with the singular vector that explains 30% variance of each representation as the model representation similarity.

As shown in Table 6, we find that cross-model distillation not only makes the student model more similar to its teacher, but also to models of the same class with its teacher. For example, for EfficientNet-B0→AST-Base, after knowledge distillation, not only the prediction similarity score between AST-Base (student) and Efficient-B0 (teacher) increases from 0.786 to 0.880, but also the similarity score between AST-Base (student) and EfficientNet-B2 (another CNN model with different architecture and independent training process) increases from 0.791 to 0.865. This phenomenon is consistent for both CNN and AST models, and for both prediction and model representation similarity, indicating that cross-model knowledge distillation not only makes the specific teacher and student model instances similar, but actually narrows the gap between two classes of models of CNN and AST.

Knowledge distillation improves model robustness. As mentioned in Section 2.3, the major properties of CNN models are translation invariance and locality while one major property of AST is non-locality as it looks at all of the context.
of earlier layers. Therefore, CNN models are more robust to input shifting but are more prone to local feature contamination while AST models are the opposite [40]. We verify this point by evaluating the models on a contaminated FSD50K evaluation set. As shown in Figure 4 when knowledge distillation is not applied, the CNN model is indeed less impacted by random time-shifting (input shifting) while the AST model is less impacted by random frequency masking and random noise (local feature contamination).

Interestingly, we find cross-model knowledge distillation not only improves models’ mean average precision on clean input, but also enhances their robustness to contaminated input, e.g., KD-AST inherits its CNN teacher’s advantage of translation invariance and is significantly more robust to random time shifts. Similarly, the CNN model inherits its AST teacher’s property and is more robust to frequency masking and random noise. It is worth noting that random time-shifting and noise are used as training data augmentation for all models, which already encourages the models to be robust. Therefore, the robustness improvement led by cross-model KD might be underestimated.

Are such robustness improvements led by the knowledge transferred from the teacher, or are they a product of the knowledge distillation process itself (e.g., the effect of the soft label and consistent teaching)? To answer this question, we further compare the robustness to random time-shifting of AST models trained with cross-model KD and self-KD. For self-KD AST, we evaluate the AST model trained with AST-Tiny, AST-Small, and AST-Base teachers. For cross-model KD, we evaluate AST model trained with EfficientNet-B0, EfficientNet-B2, EfficientNet-B6, and DenseNet-121 teachers. As shown in Figure 5 both cross-model KD and self-KD lead to a robustness improvement, but cross-model KD is noticeably more effective, demonstrating both the knowledge transferred from the teacher and the KD process contributes to robustness improvements. Our finding is consistent with previous work [41] that showed knowledge distillation can transfer model properties such as inductive bias and allow models to get advantages from each other, which is one major reason for the success of cross-model knowledge distillation.

**Knowledge distillation changes the attention map of AST.** Finally, we observe an interesting phenomenon that KD noticeably changes the attention map of the AST model. As discussed in Section 2.3, the AST model’s receptive field is learnable and can be arbitrarily large while the receptive field of the CNN model is manually set and fixed. In Figure 6 we visualize the AST model’s mean attention distance of each layer in the frequency and time dimension. The attention distance is the distance between a given query token and all other tokens averaged by the attention weight between that query token and each other token, which is analogous to the receptive field. As expected, we observe that the higher layers of AST have a larger mean attention distance, indicating AST can learn hierarchical features from the data. Interestingly, we find KD changes the attention behavior of AST. Particularly, the attention distance of the second layer almost doubled, and the 7th-10th layers slightly decrease. This means the KD-AST model captures more global information at lower layers, which potentially is one key reason for the performance improvement.

### 4.4 Multiple-Teacher Knowledge Distillation

In Sections 4.1-4.3 we use a single teacher model during knowledge distillation. In this section, we further explore whether using multiple teachers [19] improves performance. Specifically, we consider two types of multi-teacher knowledge distillation: 1) Multi-Loss KD: the student model is trained with multiple distillation losses, each corresponds to a teacher model. Each distillation loss is balanced with the coefficient of \((1 - \lambda)/n\), where \(n\) is the number of teachers. 2) Ensemble KD: The predictions of the teachers are averaged and a single distillation loss is applied. For both CNN and AST students, we test a set of different combinations of teachers. We mainly consider teacher committees that consist of models of a different class with the student model based on our finding in Section 4.1. We also try using both AST and CNN as the teachers.

As shown in Table 7, multi-teacher knowledge distillation further improves the performance of the AST model.
TABLE 7: Results with multi-teacher knowledge distillation. We consider various combinations of teachers and two types of multi-teacher knowledge distillation: 1) **Multi-Loss KD**: the student model is trained with multiple distillation losses, each corresponds to a teacher model and is balanced with the coefficient of \((1 - \lambda)/n\), where \(n\) is the number of teachers. 2) **Ensemble KD**: The predictions of the teachers are averaged and a single distillation loss is applied.

| Student Model  | Teacher Model       | Multi-Loss | Ensemble |
|---------------|---------------------|------------|----------|
| EfficientNet-B2 | AST-Tiny            | 58.2       |          |
| EfficientNet-B2 | AST-Tiny + AST-Small | 58.0       | 57.9     |
| EfficientNet-B2 | AST-Tiny + AST-Small + AST-Base | 57.4       | 58.2     |
| EfficientNet-B2 | AST-Tiny + EfficientNet-B0 | 57.7       | 58.1     |
| AST-Base | EfficientNet-B0      | 61.7       |          |
| AST-Base | EfficientNet-B0 + EfficientNet-B2 | 61.8       | 62.3     |
| AST-Base | EfficientNet-B0 + DenseNet-121 | 62.3       | 62.2     |
| AST-Base | EfficientNet-B0 + AST-Tiny | 62.1       | 61.9     |

While any teacher combination and multi-teacher KD setting leads to better performance than single-teacher KD, we again observe the importance of diversity in the teacher models. When the teacher committee consists of different model architectures (EfficientNet and DenseNet) and the teacher models' type is different from the student model's type (CNN and AST), KD leads to the best performance. Multi-teacher KD, however, does not work for AST→CNN.

### 4.5 KD with CNN-Attention Hybrid Model

In previous sections, we focus on cross-model KD between pure CNN and Transformer models. Recently, a few **CNN-attention hybrid models** have been proposed that combine CNN and attention models by integrating their model components [20], [42], [43], [44], [45]. How does cross-model KD work with such CNN-Attention hybrid models? In this section, we consider a CNN-Attention hybrid model proposed in [20]. The hybrid model uses EfficientNet as the feature extractor and adds a 4-headed self-attention attention module on top of the EfficientNet. Without knowledge distillation, the hybrid model performs slightly better than the pure CNN model on FSD50K. We apply the same default KD setting and study knowledge distillation of Hybrid→CNN and Hybrid→AST (hybrid model as teacher) as well as CNN→Hybrid and AST→Hybrid (hybrid model as student). For the hybrid model, we consider a small model hybrid-B0 and a large model hybrid-B2 with EfficientNet-B0 and EfficientNet-B2 feature extractors, respectively.

As shown in Table 8, we find the CNN-attention hybrid model is a good teacher of both pure CNN and AST models. Specifically, Hybrid→AST leads to a mAP of 61.9, which is slightly better than CNN→AST (61.7 mAP); Hybrid→CNN also achieves similar performance with AST→CNN. Interestingly, we find the small hybrid model is also a better teacher than the large model, which is consistent with our finding in Section 4.1. Conversely, the performance of the CNN-attention hybrid model can also be noticeably improved when trained with either a pure CNN or an AST teacher. Nevertheless, its performance is worse than KD-AST and KD-CNN.

To conclude, CNN-attention hybrid models are in the middle of pure CNN models and pure attention models. It is a good teacher of both CNN and AST, and conversely, its performance also boosts when trained with a CNN or AST teacher. Nevertheless, despite the more complex architecture, the hybrid model does not outperform either KD-CNN or KD-AST, demonstrating the advantage in simplicity and effectiveness of the proposed CNN-AST cross-model knowledge distillation.

### 4.6 Comparison with State-of-the-art

Finally, we compare the best KD models with state-of-the-art models. We summarize the performance improvement on the FSD50K evaluation set led by KD in Table 9. As with previous work [17], [20], we find the best CNN model is EfficientNet-B2 and the best AST model is AST-Base on FSD50K. For EfficientNet-B2, we find its optimal teacher is AST-Tiny; for AST-Base, we find its optimal KD setting is using multiple CNN teachers (EfficientNet-B0 and DenseNet-121). In previous sections, we report the evaluation set mAP of the model checkpoint that achieves the highest mAP on the validation set. In addition to that, here we also report the performance of the model with weight averaging (WA) [50] and ensemble models. For weight averaging, we average all weights of the model checkpoints of multiple epochs, the start averaging epoch is selected using the validation set and the end averaging epoch is the last epoch of training (the 50th epoch). Weight averaging does not increase the computation overhead of training and inference. For ensemble, we average the predictions of three models trained with the same setting but different random seeds. As with [20], we find weight averaging and ensembles both improve the performance of all models.

After applying weight averaging, the KD-CNN and KD-AST model achieves 58.5±0.2 and 62.9±0.1 mAP respectively, which both significantly outperform all existing models (summarized in Table 10). After ensembling, the KD-CNN and KD-AST model achieves an even better performance of 60.7 and 63.4 mAP.
which is consistent with our finding that KD models are less classification tasks. In addition, training KD models with the proposed cross-model knowledge generalizes for audio dioSet for both the KD setting with AudioSet, KD works well on Au-

Table 11. The key findings are as follows:

| Model Type | mAP |
|------------|-----|
| CNN        | 31.4 |
| CNN-Attention | 36.2 |
| CNN-Attention | 39.2 |
| CNN        | 43.9 |
| CNN-Attention | 44.4 |
| Transformer | 45.9 |
| Transformer | 47.1 |
| Transformer | 47.1 |
| CNN        | 45.4±0.1 |
| Transformer | 47.1±0.0 |

5 AUDIOSET AND ESC-50 EXPERIMENTS

Throughout Section 5, we focus on FSD50K dataset due to the reasons mentioned in Section 5.1. In order to study the generalization of the proposed KD strategy, in this section, we further evaluate on AudioSet and ESC-50.

5.1 AudioSet Experiments

AudioSet [33] is a collection of over 2 million 10-second audio clips excised from YouTube videos and labeled with the sounds that the clip contains from a set of 527 labels. The balanced training, full training, and evaluation set contain 22k, 2M, and 20k samples, respectively. To study the impact of training data size, we conduct experiments on both the balanced and full training set and evaluate on the AudioSet evaluation set. As the goal is to study the generalization of the proposed method, we do not search the KD hyperparameters with AudioSet but just re-use the optimal KD setting found with the FSD50K dataset in Table 5. We find small models such as EfficientNet-B0 and AST-Tiny do not perform well with AudioSet as the dimension of the label dimension of AudioSet (527). Therefore, we focus on larger models EfficientNet-B2 and AST-Base. As with FSD50K, we report the performance in mAP of 1) model of the last training epoch, 2) model with weight averaging (WA), and 3) ensemble three models trained with same setting but different random seeds. We show the results in Table 11. The key findings are as follows:

CMKD works out-of-the-box. Though we did not search the KD setting with AudioSet, KD works well on AudioSet for both CNN→AST and AST→CNN, demonstrating the proposed cross-model knowledge generalizes for audio classification tasks. In addition, training KD models with more epochs can lead to further performance improvement, which is consistent with our finding that KD models are less prone to overfitting. For example, if we train the AST-Base model with 5 more epochs (10 epochs in total), it achieves an mAP of 47.1, which is 0.3 mAP better than the model trained with 5 epochs. Training no-KD models with more epochs does not lead to such performance improvement.

KD leads to larger improvement on smaller datasets. In all settings, KD is more effective when the model is trained with the smaller balanced training set. This is as expected because AST and CNN models get closer with more training data and cross-model knowledge distillation thus plays a smaller role. However, even with the massive 2M training data, KD still leads to noticeable performance improvement.

The advantage of KD narrows after weight averaging and ensemble. This finding is consistent in FSD50K and AudioSet experiments. We conjecture this is because knowledge distillation limits the diversity of model checkpoints of different training epochs and trained with different random seeds as the soft labels from the trained teacher model do not perform well with AudioSet as the dimension of the label.

Comparison with State-of-the-art. As a consequence of cross-model knowledge distillation, as shown in Table 9, our KD-CNN outperforms all previous CNN and CNN-attention models.

Table 10: Comparison with previous methods on FSD50K. Since previous methods do not use ensemble, we compare with them using our best single model for fairness.

| Model                  | Mean Average Precision (mAP) |
|------------------------|-------------------------------|
| FSD50K Baseline [52]   | 43.4                          |
| Wav2CLIP [46]          | 43.1                          |
| YAMNet [47]            | 50.4                          |
| Audio Transformers [48] | 53.7                          |
| Shift-Invariant CNN [39] | 54.1                          |
| PSLA [50]              | 56.7                          |
| AST [31]               | 57.6                          |
| KD-CNN                 | 58.5±0.2                      |
| KD-AST                 | 62.9±0.1                      |

Table 11: Comparison with previous and concurrent methods on AudioSet. Since not all previous methods use ensemble and ensemble settings are usually different, we compare with them using our best single model for fairness. $\dagger$ denotes the experiment uses 32kHz audio, which can lead to about 0.4 mAP improvement [51] compared with using 16kHz audio. $\ast$ denotes concurrent efforts (arxiv preprint). We use a more commonly used and computationally efficient sampling rate of 16kHz, but still, our KD-AST outperforms or matches all previous methods while our KD-CNN outperforms all previous CNN and CNN-attention models.

| Model                  | Type | mAP |
|------------------------|------|-----|
| AudioSet Baseline [53] | CNN  | 31.4 |
| TALNet [52]            | CNN-Attention | 36.2 |
| DeepRes [51]           | CNN-Attention | 39.2 |
| PANNs [51]             | CNN  | 43.9 |
| PSLA [20]              | CNN-Attention | 44.4 |
| AST [11]               | Transformer | 45.9 |
| HTS-AT [13],*          | Transformer | 47.1 |
| PaSSIT [12],*          | Transformer | 47.1 |
| KD-CNN                 | CNN  | 45.4±0.1 |
| KD-AST                 | Transformer | 47.1±0.0 |
TABLE 13: Accuracy of CNN and AST models on ESC-50. \( a \rightarrow b \) denotes that the model achieves an accuracy of \( a \) and \( b \) without and with KD, respectively; \( \uparrow \) denotes KD improves the performance.

| Student Model | Student Model AudioSet Pretrain | KD in Student AudioSet Pretrain | ESC Fine-Tuning KD Teacher Model |
|---------------|---------------------------------|---------------------------------|---------------------------------|
|               |                                 |                                 | Teacher (AST-Base) Performance  |
|               |                                 |                                 | No Pretrain | AudioSet Pretrain w/o KD | AudioSet Pretrain w/ KD |
| EfficientNet-B2 | No                              | -                               | 88.23 | 96.07 | 96.45 |
| EfficientNet-B2 | Yes                             | No                              | 88.95 \( \rightarrow \) 89.58 \( \uparrow \) | 88.95 \( \rightarrow \) 89.80 \( \uparrow \) | 88.95 \( \rightarrow \) 89.87 \( \uparrow \) |
| EfficientNet-B2 | Yes                             | No                              | 96.25 \( \rightarrow \) 96.37 \( \uparrow \) | 96.25 \( \rightarrow \) 96.47 \( \uparrow \) | 96.25 \( \rightarrow \) 96.45 \( \uparrow \) |
| AST-Base       | No                              | -                               | 89.23 \( \rightarrow \) 89.72 \( \uparrow \) | 89.23 \( \rightarrow \) 90.27 \( \uparrow \) | 89.23 \( \rightarrow \) 90.07 \( \uparrow \) |
| AST-Base       | Yes                             | No                              | 96.07 \( \rightarrow \) 96.08 \( \uparrow \) | 96.07 \( \rightarrow \) 96.22 \( \uparrow \) | 96.07 \( \rightarrow \) 96.02 \( \downarrow \) |
| AST-Base       | Yes                             | Yes                             | 94.45 \( \rightarrow \) 96.57 \( \uparrow \) | 94.45 \( \rightarrow \) 96.67 \( \uparrow \) | 94.45 \( \rightarrow \) 96.80 \( \uparrow \) |

As discussed in Section 5.2, models trained with KD have a performance advantage over models trained without KD. When we fine-tuned the AudioSet pretrained model on ESC-50, we find such an advantage still exists. Specifically, no matter if KD is applied in the fine-tuning stage, the model trained with KD in the pretraining stage always performs better.

Nevertheless, for teacher models, KD in the pretraining stage does not impact its student’s performance. This is consistent with our finding in Section 4.1 that the performance of the teacher is not important. In fact, even for teacher models with and without AudioSet pretraining that have a great performance gap, their student models only have a small performance difference.

The state-of-the-art model \( \uparrow \) achieves 95.6\% on ESC-50. Our KD-AST and KD-CNN achieves 96.8\% and 96.5\%, respectively, both outperform \( \uparrow \). Two concurrent efforts \( \uparrow \) on improving AST architecture report 96.8\% and 97.0\% on ESC-50. Nevertheless, their results are based on 32kHz audio while our experiment is based on 16kHz audio. Using a higher sampling rate is known to improve the model performance for audio classification \( \uparrow \), but it could also increase the storage and computation cost.

6 RELATED WORK

CNN and Transformer

Convolution neural network \( \uparrow \), (21), (54), (55) is a class of neural network model that typically has a hierarchical architecture composed of convolution layers, pooling layers, and fully connected layers. In the past decade, convolution neural networks have been the de-facto model for vision and audio tasks. Transformers \( \uparrow \) is another class of neural network that is solely based on the self-attention mechanism. It was originally proposed for natural language processing tasks \( \uparrow \), but recently, the Vision Transformer \( \uparrow \) and Audio Spectrogram Transformer \( \uparrow \) have been shown to outperform deep learning models constructed with convolutional neural networks (CNNs) on vision and audio tasks, respectively, thus extending the success of Transformers to the vision and audio domain.

Besides pure CNN and pure attention based models, there is another line of research on combining CNN and
attention models by integrating convolution operations into attention models, or conversely, introducing attention mechanism into CNN models. Unlike these efforts on CNN-attention hybrid models, we show the strength of CNN and Transformer models can be combined more efficiently by simple knowledge distillation without model architecture modification. Both our KD-CNN and KD-AST model outperform the hybrid model for the audio classification tasks. We also show the proposed cross-model knowledge distillation can also be applied to CNN-attention hybrid models.

**Audio Classification** [65] is a task of identifying sound events that occur in a given audio recording. In recent years, audio classification research has moved from small single-label datasets such as ESC-50 [34] to much larger multi-label datasets such as FSD50K [32] and AudioSet [33]. With the support of large and realistic datasets, many new neural network models have been proposed including CNN models (e.g., [33], [35], [52]), CNN-attention models (e.g., [20], [62], [63], [64]), and pure attention based models [11], [12], [13]. In particular, the pure-attention-based Audio Spectrogram Transformer (AST) and its variants [11], [12], [13] were shown to outperform CNN and CNN-attention based models and achieved state-of-the-art on multiple audio classification datasets. Unlike these previous efforts, we do not propose a new model architecture but instead, focus on knowledge distillation between these existing models. We show that noticeable performance improvement can be obtained for existing models of all categories (CNN, CNN-attention, and pure attention based models) by simply letting them learn from each other.

**Knowledge Distillation** was first proposed in [28] with the goal of compressing the machine learning model. It refers to the training paradigm in which a student model uses predictions from a teacher model as soft labels instead of the hard ground truth label as the training target. In the conventional setting, the student model is smaller and typically weaker than the teacher model. Specifically for the audio classification task, knowledge distillation is mainly used for model compression purpose [53], [66], [67]. Unlike these previous efforts, our main goal is to improve the model performance with knowledge distillation. We show that a small (and weaker) teacher is in fact a good teacher in cross-model knowledge distillation.

Recent studies find knowledge distillation can also be used to transfer the inductive bias of neural networks [17], [19], [41], [68]. In particular, it was found that Transformer models can be trained more effectively with CNN teachers for vision tasks [17], [19]. Unlike these previous efforts, in this paper, we focus on the audio domain and study the bidirectional knowledge distillation between CNN and Transformer models rather than just the CNN→Transformer direction. We find that for both directions, the student model noticeably improves and, in many cases, outperforms the teacher model. With extensive experiments, we discover the optimal knowledge distillation settings for audio classification, which are different from those for the vision tasks.

7 Conclusion

In this paper, we show an intriguing interaction between CNN and Transformer models and propose cross-model knowledge distillation for audio classification. When we use any one of CNN and AST models as the teacher and train another model as the student via knowledge distillation, the student model noticeably improves and outperforms the teacher. With extensive experiments, we find a small model that has a different architecture with the student model is the optimal teacher. For CNN→AST, using multiple teachers with different architectures can further improve the model performance. Surprisingly, the performance of the teacher model is not important because cross-model knowledge distillation is beyond simple behavior copying. We observe that knowledge distillation makes the model learn faster and be less prone to overfitting as well as improving the model’s robustness. Compared with CNN-attention hybrid models, cross-model knowledge distillation is more effective and does not require any model architecture change. As a consequence, our KD-CNN model with only 8M parameters outperforms the original AST with 88M parameters on FSD50K; our KD-AST model performs even better and achieves new state-of-the-art on FSD50K, AudioSet, and ESC50.
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