Optical Flow Monocular Visual-Inertial Odometry with Online Photometric Calibration
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Abstract. Kanade-Lucas-Tomasi (KLT) optical flow algorithm based on the brightness constancy assumption is widely used in visual simultaneous localization and mapping (SLAM) and visual odometry (VO). However, the automatic adjustment of camera exposure time, the attenuation factor of sensor irradiance caused by vignetting, and the nonlinear camera response function will cause the same feature point to have different brightness values on different image frames, thus breaking this assumption. Hence, we propose a gain-adaptive KLT optical flow algorithm with online photometric calibration, and on this basis, design a monocular visual-inertial odometry which is insensitive to brightness changes. This method can calibrate the photometric parameters online in real time, meet the assumption of constant brightness in practical applications, and make the algorithm more robust and accurate in the case of dynamic changes in brightness. Experimental results on the TUM Mono and EuRoC datasets show that the proposed algorithm can reliably calibrate the photometric parameters of any video sequence and perform well in the environment with varying brightness.

1. Introduction
The visual SLAM and VO algorithms can provide the robot with accurate and robust state estimation in GPS-denied environments, which is the cornerstone of the robotic completely autonomous navigation [1,2]. According to the different ways of visual information processing, SLAM and VO can be divided into three categories: feature-based methods, direct methods, and semi-direct methods. The feature-based methods extract a set of sparse point or line features in an image, and match the features in multiple frames of images by feature descriptors or optical flow algorithms [3]. The direct methods consider pixels of the entire image or local pixels with large gradients, estimate the camera pose and scene structure by minimizing the photometric errors, so feature extraction and matching are not required [4]. The semi-direct methods have been considered to be a hybrid of the direct method and the feature-based method [5]. This method obtains the camera pose by directly aligning the feature point image blocks, and estimates the feature point depth through depth estimation. Bundle adjustment (BA) is used to further optimize the pose and depth to reduce the cumulative error caused by incremental estimation.

The direct methods, semi-direct methods and feature-based methods based on optical flow algorithm all rely on the brightness constancy assumption, that is, the same scene point maintains the same pixel brightness value on different images. However, in practical applications, the brightness constancy assumption is usually invalid [6]. Automatic exposure, vignetting factor and camera response function will break this assumption. Therefore, they need to perform photometric calibration to obtain more competitive results [7].
In this paper, we propose a gain-adaptive KLT optical flow algorithm with online photometric calibration, and on this basis, design a brightness insensitive monocular visual-inertial odometry based on nonlinear optimization. The main contributions of our work are as follows:

- Traditional photometric calibration methods need accurate feature point matching as input, but accurate feature point matching also requires accurate photometric calibration, which leads to chicken-and-egg problems. We combine the photometric calibration with the optical flow matching algorithm, so online calibration of photometric parameters and optical flow matching can be performed at the same time, thus solving the chicken and egg problem.
- We have designed a novel visual-inertial odometry, which can achieve better performance in an environment with dynamic changes in brightness.

2. Related Work

Many photometric calibration methods have been proposed, but they are mainly used in image stitching and mosaicking [8-11]. With the development of direct SLAM algorithm based on the brightness constancy assumption, photometric calibration has been applied to SLAM.

Daniel proposed an on-line photometric calibration method for visual slam based on direct method, which can improve the performance of the algorithm [12]. For cameras without photometric calibration, DSO can estimate photometric parameters online [13]. This process models the imaging process of the camera, so there will be better performance for the changes in image brightness caused by different camera exposures.

Since the direct method needs to compare image information and the result is easily disturbed by changes in illumination, the photometric calibration is mainly applied to SLAM based on the direct method. However, the SLAM algorithm based on the optical flow method also relies on the brightness constancy assumption, so it is necessary to apply photometric calibration algorithm to optical flow method. Therefore, we propose a gain-adaptive KLT optical flow algorithm with online photometric calibration, and integrate the photometric calibration algorithm into the optical flow method to make it perform better in complex and dynamic environments.

3. Front End

3.1. Algorithm Framework

As shown in Figure 1, our algorithm processes the uncalibrated image frame information from the visual sensor and the inertial information from the IMU. To accurately estimate the vignetting factor and response function, a lot of image frames need to be collected for calibration, which will result in a decrease in optimization speed. However, for online photometric calibration, it is necessary to estimate photometric correction parameters in real time. Therefore, we put the optimization of the vignetting factor and the response function in the background independently to ensure the real-time performance of the algorithm. The system has a database to store vignetting factor, response function, feature points and calibrated image frames.
When the latest image frame is collected, it is first calibrated by the vignetting factor and response function stored in the database. Then through the gain adaptive KLT optical flow algorithm, the feature point optical flow tracking and exposure time estimation are completed simultaneously. Since the exposure time can be estimated from one frame to another, our algorithm can be implemented in real time. Finally, we store the calibrated image frames and feature points in the database. As more frames arrive, the vignetting factor and response function stored in the database will be continuously updated in the background.

The inertial information from the IMU is first processed by IMU pre-integration, and then combined with the visual information for visual-inertial alignment. We minimize the re-projection error, IMU residual, and prior information in the back-end to obtain a more accurate state estimation [14].

3.2. Gain-adaptive KLT Optical Flow Algorithm
The nonlinear optimization of the back end and the on-line photometric calibration need a certain number of feature points and accurate feature matching. Therefore, we extract new FAST feature points from the latest frame to keep at least 200 feature points per frame, and use gain-adaptive KLT optical flow algorithm to match them. We adopt the reverse optical flow tracking method to eliminate the outliers generated in the tracking process. In order to accurately estimate the vignetting, the feature points are required to be evenly distributed on the image, so we divide the image into several network units. In addition, we focus on selecting the points of long tracking trajectory, which is necessary for the estimation of vignetting factor.

The spatial feature points will reflect light to space after receiving the illumination from the light source. The reflected light \( L \) captured by the camera is affected by the exposure time \( e \), vignetting factor \( V \), response function \( R \), and then the light intensity \( O \) is output on the image.

\[
O = R(eV(x)L)
\]

Suppose that the same feature point can be observed by two adjacent frames \( I, J \), the following formula can be obtained from the brightness constancy assumption.

\[
f(J)\left( x + \frac{dx}{2} \right) - f(I)\left( x - \frac{dx}{2} \right) - K = 0
\]

where \( f = \log \left( \frac{R}{V} \right) \), \( K = \log \frac{e_2}{e_1} \). The \( K \) is the logarithm of the exposure ratio between the two images. Vignetting factor and response function can be known from the database. Therefore, we only need to track the feature points and estimate the exposure ratio of two images.

We apply the Taylor expansion to Eq. (2).

\[
f(J) + f'(I)\nabla f^T \frac{dx}{2} - f(I) - f'(I)\nabla^T f^T \frac{dx}{2} - K = 0
\]
In order to increase the number of feature points, we consider all pixels in the small image block around the feature \( P_i \). We can get the displacement \([dx_i, dy_i]^T\) and exposure ratio \( K \) by minimizing the following error function:

\[
E(dx_i, dy_i, K) = \sum_{x \in P_i} (c + a \frac{dx_i}{2} + b \frac{dy_i}{2} - K)^2
\]

where

\[
\begin{align*}
a &= f(J) J_x + f(I) I_x \\
b &= f(J) J_y + f(I) I_y \\
c &= f(J) - f(I)
\end{align*}
\]

If the partial derivative of unknown quantity in Eq. (4) is zero, the following error equation can be obtained.

\[
\begin{bmatrix}
U_i \\
w_i \\
\lambda_i
\end{bmatrix}
= \begin{bmatrix}
\sum_{P_i} a^2 & \sum_{P_i} ab \\
\sum_{P_i} ab & \sum_{P_i} b^2 \\
-\sum_{P_i} a & -\sum_{P_i} b
\end{bmatrix} \begin{bmatrix}
x_i \\
y_i
\end{bmatrix}
= \begin{bmatrix}
v_i \\
m_i
\end{bmatrix}
\]

where

\[
\begin{align*}
X_i &= [dx_i, dy_i, K]^T \\
U_i &= \frac{1}{2} \sum_{P_i} a^2 + \frac{1}{2} \sum_{P_i} ab \\
w_i &= \frac{1}{2} \sum_{P_i} ab + \frac{1}{2} \sum_{P_i} b^2 \\
v_i &= -\sum_{P_i} a + \sum_{P_i} b \\
m_i &= 2 \sum_{P_i} c
\end{align*}
\]

Compared with the standard KLT optical flow algorithm, our algorithm can jointly optimize the feature point tracking and the exposure rate between image frames under the condition of image response function and vignetting factor compensation, and has better performance when the brightness changes greatly between consecutive frames.

3.3. Online Photometric Calibration

We adopt the empiric model of response (EMoR) proposed by Grossberg and Nayar [8] to model the response function.

\[
R(x) = R_0(x) + \sum_{k=1}^n c_k h_k(x)
\]

The model has been successfully applied to the estimation of response function in panorama stitching system. We select the parameter \( c_k \), and then estimate the average response function \( R_0(x) \) and the basis function \( h_k(x) \), and combine them linearly to form the global response function \( R(x) \).

We assume that the vignetting factor is symmetric around the image center, and the vignetting center is located in the image center. Model the vignetting factor as a sixth-order polynomial.

\[
V(x) = 1 + v_1 r(x)^2 + v_2 r(x)^4 + v_3 r(x)^6
\]

where \( r(x) \) is the normalized radius of the image point \( x \) with respect to the image center.

In order to accurately calibrate the photometric parameters, a lot of features matching is needed as input, which will lead to the slow optimization speed. However, the exposure time can be estimated frame by frame in real time. Therefore, we decouple the estimation of exposure time from the other two parameters. We use the gain-adaptive KLT optical flow for fast feature point tracking and exposure estimation in a sliding window. The database stores 200 tracking frames and uses one fifth of them to estimate the response function and vignetting.

Given the feature points \( p \in P \) on a series of frames \( F_p \), we can get the following formula through formula Eq. (1)
\[ E = \sum_{p \in P} \sum_{i \in F_p} w_i^p \| O_i^p - r(V(x_i^p) L_p) \|_2 \] (8)

where \( O_i^p \) represents the output intensity of \( p \) in image \( i \), \( L_p \) represents the radiance of \( p \) and \( x_i^p \) represents the spatial location of the projection of \( p \) onto image \( i \). \( w_i^p \) define a weighting factor for each residual \( r \). Solving the above formula, the vignetting coefficient and response function can be estimated.

4. Back End

The convergence speed and results of the nonlinear visual-inertial odometry depend heavily on reliable initial values. Therefore, we need to initialize the system by aligning the IMU pre-integration with the image to estimate the metric scale, gyroscope bias, gravity vector, and initial velocity for the system [15,16].

The back-end based on tightly-coupled optimization is performed in the sliding window. After tracking the current frame, it will be jointly optimized with other frames in the sliding window. To ensure the real-time performance of the algorithm, a fixed number of keyframes are optimized in the sliding window, and marginalization is used to process the keyframes removed from the sliding window [17]. The prior information generated by the marginalization will also be combined with the IMU residual error, monocular or stereo vision re-projection errors to jointly optimize the camera pose and feature point position to obtain high-precision positioning and mapping.

4.1. State Variables

In the back end, the estimated state variables are as follows:

\[
X = [X_0, X_1, \ldots, X_n, \rho_0, \rho_1, \rho_2, \ldots, \rho_m]
\]
\[
X_k = [P_{B_k}^W, V_{B_k}^W, q_{B_k}^W, b_{a_k}^B, b_{o_k}^B], \quad k \in [0,n]
\]

where the state variables \( X \) is composed of the optimization variables \( X_n \) related to the IMU and feature point depths \( \rho_m \), \( n \) represents the size of the sliding window, and \( m \) is the number of feature points observed in the keyframe in the sliding window. The \( X_k \) includes the translation \( P_{B_k}^W \), velocity \( V_{B_k}^W \), rotation quaternions \( q_{B_k}^W \), the bias of gyroscope \( b_{a_k}^B \) and accelerometer \( b_{o_k}^B \).

We can get all state variables by minimizing the following formula:

\[
\min_X \left\{ \sum \| r_B(Z_{B_{t+1}^i}, X) \|_2^2 + \sum \| r_C(Z_{F_j}^i, X) \|_2^2 + \| r_p H_p X \|_2^2 \right\}
\]

where \( r_B(Z_{B_{t+1}^i}, X), r_C(Z_{F_j}^i, X) \) and \( \{r_p, H_p\} \) are IMU residuals, re-projection errors and prior information respectively.

4.2. IMU Residuals

We use IMU pre-integration to integrate these IMU measurements into constraints for keyframe selection, visual inertial alignment, and back-end optimization [18-20]. IMU residuals are obtained by IMU pre-integration.

\[
r_B \left( Z_{B_{t+1}^i}, X \right) = \begin{bmatrix}
\delta \theta_{B_{t+1}^i}^B \\
\delta \beta_{B_{t+1}^i}^B \\
\delta \gamma_{B_{t+1}^i}^B \\
\delta \omega_{B_{t+1}^i}^B \\
\delta \alpha_{B_{t+1}^i}^B
\end{bmatrix}
\begin{bmatrix}
R_{W}^B(\vec{P}_{B_{t+1}^i}^W \vec{P}_{B_{t}^W}^W \Delta t + \frac{1}{2} \vec{g}^W \Delta t^2) \vec{\alpha}_{B_{t+1}^i}^B \\
R_{W}^B(\vec{V}_{B_{t}^W}^W \vec{V}_{B_{t+1}^W}^W + g^W \Delta t) \vec{\beta}_{B_{t+1}^i}^B \\
2 \left[ q_W^{-1} \otimes \vec{g}_B \otimes (\vec{b}_{B_{t+1}^i}^B)^{-1} \right]_{xyz} \\
\vec{b}_{a_{t+1}^B} - \vec{b}_{a_{t}^B} \\
\vec{b}_{o_{t+1}^B} - \vec{b}_{o_{t}^B}
\end{bmatrix}_{15 \times 1}
\]

(11)

where \( [\vec{\alpha}_{B_{t+1}^i}^B, \vec{\beta}_{B_{t+1}^i}^B, \vec{\gamma}_{B_{t+1}^i}^B]^T \) are the IMU pre-integration between two adjacent frames at time \( t \) and time \( t + 1 \).
4.3. Visual Re-Projection Errors

In the monocular system, when the feature point $F_1$ is first observed at the time $t$, the monocular visual re-projection error at the time $t + 1$ can be defined as:

$$r_C(Z_{F_1}^{t+1}, X) = \pi^{-1}(\begin{bmatrix} u_{F_1}^{Ct} \\ v_{F_1}^{Ct} \end{bmatrix}) - R_B^W(R_W^B)^{-1} \pi^{-1}(\begin{bmatrix} u_{F_1}^{Ct} \\ v_{F_1}^{Ct} \end{bmatrix}) + P_B^W - P_B^{Wt+1}$$

where $[u_{F_1}^{Ct}, v_{F_1}^{Ct}]$ and $[\tilde{u}_{F_1}^{Ct+1}, \tilde{v}_{F_1}^{Ct+1}]$ represents the coordinates of the pixel at time $t$ and time $t + 1$ respectively.

5. Experiment

In this section, we evaluate the performance of the algorithm and the accuracy of the online photometric calibration part on the TUM Mono and EuRoC datasets. Table 1 shows the absolute pose error (APE) root mean square error (RMSE) of PC-VIO and VINS-Fusion [21,22].

| Dataset       | VINS-Mono | PC-VIO |
|---------------|-----------|--------|
| MH_01_easy    | 0.254651  | 0.263676 |
| MH_04_difficult | 0.550573 | 0.537219 |
| MH_05_difficult | 0.678140 | 0.493640 |
| V1_01_easy    | 0.229267  | 0.209508 |
| V1_02_medium  | 0.436770  | 0.415312 |
| V1_03_difficult | 0.375504 | 0.343641 |
| V2_01_easy    | ×         | 0.170920 |
| V2_02_medium  | 0.395870  | 0.411921 |
| V2_03_difficult | 0.435668 | 0.396309 |

Optical flow algorithm is based on the brightness constancy assumption, but we find that there are strong exposure changes in some datasets (such as V1_01_easy), so the standard KLT tracker performs badly in these cases. The exposure time change of dataset V1_01_easy is shown in Figure 2.

![Figure 2. The exposure time change of dataset V1_01_easy.](image)

As shown in Table 1, in these datasets, VINS-Mono with standard KLT tracker does not perform well. In contrast, our algorithm uses gain adaptive KLT optical flow algorithm, which combines photometric calibration with optical flow matching algorithm, and realizes online calibration of photometric parameters and optical flow matching at the same time. Therefore, it can achieve good results in the environment of brightness changes. The vignetting factor and response function of the dataset V1_01_easy are shown in Figure 3. The trajectory heat map estimated by PC-VIO and VINS-Mono in MH_05_difficult are shown in Figure 4.
Figure 3. The vignetting factor and response function of the dataset V1_01_easy.

Since the EuRoC dataset does not provide the true values of photometric parameters, we evaluate the online photometric calibration of the algorithm on the TUM Mono dataset. Figures 5 and 6 show the photometric parameter calibration of sequence 50 of the TUM Mono dataset. It can be seen that our photometric calibration algorithm can converge the response function, vignetting factor and exposure time to a satisfactory solution.

Figure 4. The trajectory heat map estimated by PC-VIO and VINS-Mono in MH_05_difficult.

Figure 5. The vignetting factor and response function of the TUM Mono dataset.
6. Conclusions
In this paper, we propose a gain-adaptive KLT optical flow algorithm with online photometric calibration, and on this basis, design a tightly coupled monocular visual-inertial odometer based on nonlinear optimization. We evaluated the performance of the system in a public dataset. Compared with the traditional optical flow SLAM method, this algorithm can complete online calibration of photometric parameters and optical flow matching at the same time, so it can achieve better performance in complex and dynamic environment.
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