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Abstract

In this paper, we conduct uniform error estimates of the bi-fidelity method for multi-scale kinetic equations. We take the Boltzmann and the linear transport equations as important examples. The main analytic tool is the hypocoercivity analysis for kinetic equations, considering solutions in a perturbative setting close to the global equilibrium. This allows us to obtain the error estimates in both kinetic and hydrodynamic regimes.

1 Introduction

It is known that solving deterministic kinetic equations are time expensive due to its high-dimensional nature in the phase space. When one considers random uncertainties, which are usually described by kinetic equations with random parameters in collision kernels, scattering coefficients, initial or boundary data, forcing or source terms, the computational dimension becomes much higher thus it becomes computationally daunting. Take the Boltzmann equation with multi-dimensional uncertain variables as an example, although one can use the standard stochastic collocation method, often used to deal with high-dimensional parametric PDEs, it is not desirable to numerically solve the Boltzmann equation repeatedly, especially given the fact that the nonlinear, non-local collision operator in an integral form is so complicated.

Often there exist some approximated or less complex low-fidelity models, which contain simplified physics or are calculated on a coarser physical mesh thus have cheaper computational costs. Although their accuracy may not be high, the low-fidelity models are designed in such a way that they can capture certain important features of the underlying problem and produce reliable predictions. In the fluid regime, we are naturally motivated to choose the corresponding hydrodynamic limit equations of the considered kinetic equation as its low-fidelity model.

In [26], the authors adapt the bi-fidelity method developed in [28, 33] to efficiently compute high-fidelity solutions of the Boltzmann equation with multi-dimensional random parameters and multiple scales. They take advantage of the multiscale nature of kinetic problem and choose the low-fidelity model as the compressible Euler system and show that by using only $O(1)$ runs of the high-fidelity asymptotic-preserving...
solver for the Boltzmann equation, the bi-fidelity approximation can capture well the macroscopic quantities of the solution to the Boltzmann equation in the multi-dimensional random space.

The authors of [26] conduct the accuracy and convergence analysis by splitting the error between the high- and bi-fidelity solutions into two parts, namely the projection and the remainder. By incorporating one’s knowledge of regularity of the high-fidelity solution in the random space [11, 25], based on the best-$N$ approximation theory and [3], which provides an upper bound for the Kolmogorov $N$-width, [26] shows that the numerical error between the high- and bi-fidelity solutions decays algebraically with respect to the number of high-fidelity runs $N$. The convergence rate is independent of the dimension of the random space and regularity of the initial data. However, it is known that the multi-fidelity estimate error bounds are rarely sharp. Indeed, as the authors acknowledge in [26, Remark 4.3], their error bound derived may not be sharp, since they adopt the theoretical framework developed in [28] which treats general high- and low-fidelity solutions as vector data instead of including information on specific models or PDEs.

In this paper we provide a more refined error estimate for the bi-fidelity method proposed in [26]. Our analysis is based on the hypocoercivity analysis for the Boltzmann equation [3, 27], later extended to the multiscale Boltzmann equation with uncertainties [10, 11, 25] which provides regularity and long-time behavior of the solution in the random space in the perturbative setting, where the solution is close to the global Maxwellian. In the fluid regime, one can easily use the error between the (linearized) Boltzmann equation (the high-fidelity model) and the linearized Euler system, or rather the acoustic equations (the low-fidelity model). The more novel part of our analysis is in the rarefied regime in which the fluid limit is not valid, yet, in the perturbative setting, one can still establish an error estimate between the Boltzmann equation and its Euler limit, since their velocity moments are close. In this regime, one cannot directly adopt the scaling used in [23, 27] where the scaling coefficient of the perturbative part and the Knudsen number are the same. We need to use and keep track of a different perturbative parameter in our analysis in order to obtain the error in the rarefied regime. This allows us to obtain an error analysis even in the rarefied regime where the fluid limit (the low-fidelity) is in general not a good approximation of the Boltzmann equation. As a consequence we obtain uniform error estimates, from the kinetic and fluid regimes in the perturbative setting, for the bi-fidelity method.

Since our analysis only uses the property that the moments of the Boltzmann and its Euler limit are close in the perturbative setting, it also suggests that the bi-fidelity model does not necessarily need to be the fluid limit equation. Any moment models (for example moment closure models) which have approximately accurate moments as the Boltzmann in the perturbative setting could be used as the low-fidelity model.

As illustrative examples we use the Boltzmann and linear transport equations in the analysis. The framework can certainly be extended to other kinetic models, and to the case in which the low-fidelity model is the same kinetic model but numerically computed by using coarse meshes or large time steps, as will be seen in Section 4.
This paper is organized as follows. Section 2 gives an introduction on the bi-fidelity stochastic collocation method for PDEs with random parameters. In Section 3 we establish a uniform-in-$\varepsilon$ ($\varepsilon$ being the Knudsen number) error estimates between the high-fidelity and bi-fidelity solutions, by choosing hydrodynamic limit equations of the kinetic (high-fidelity) equations as their low-fidelity models. We take the Boltzmann equation as an example to conduct the analysis and study it in both the rarefied and fluid regime. In Section 4 other possible choices of low-fidelity models are discussed, in particular, choosing the same kinetic equation but solved by using a coarser physical mesh. As examples, we show the error estimates of discretized asymptotic-preserving schemes for the uncertain linear transport equations in the diffusive limit. The paper is concluded in Section 5.

2 A bi-fidelity stochastic collocation method

We now briefly review the efficient bi-fidelity stochastic collocation method studied in [28, 33]. The bi-fidelity algorithm consists of two stages. In the offline stage, one employs the cheap low-fidelity model to explore the random parameter space. One selects the most important parameter points $\gamma_N$ by the greedy procedure as a popular reduced-basis method for solving the parameterized partial differential equations [30].

Within the online stage, the bi-fidelity approximation is realized by applying exactly the same approximation rule learnt from the low-fidelity model for any given $z$. For any given sample point $z \in I_z$, we project the low-fidelity solution $u^L(z)$ onto the low-fidelity approximation space $U^L(\gamma_N)$:

$$u^L(z) \approx \mathcal{P}_{U^L(\gamma_N)}[u^L(z)] = \sum_{k=1}^{N} c_k(z) u^L(z_k),$$  \hspace{1cm} (2.1)

where $\mathcal{P}_{U^L(\gamma_N)}$ is the projection operator onto the space $U^L(\gamma_N)$ with the corresponding projection coefficients $\{c_k\}$ computed by the Galerkin approach

$$\mathbf{G}^L \mathbf{c} = \mathbf{f}, \quad \mathbf{f} = (f_k)_{1 \leq k \leq N}, \quad f_k = \langle u^L(z), u^L(z_k) \rangle^L. \hspace{1cm} (2.2)$$

Here $\mathbf{G}^L$ is the Gramian matrix of $u^L(\gamma_N)$,

$$\langle \cdot , \cdot \rangle^L = \langle u^L(z_i), u^L(z_j) \rangle^L, \quad 1 \leq i, j \leq N, \hspace{1cm} (2.3)$$

with $\langle \cdot , \cdot \rangle^L$ the inner product associated with the approximation space $U^L(\gamma_N)$. These low-fidelity coefficients $\{c_k\}$ serve as the surrogate of the corresponding high-fidelity coefficients of $u^H(z)$. The sought bi-fidelity approximation of $u^H$ can be constructed as follows:

$$u^B(z) = \sum_{k=1}^{N} c_k(z) u^H(z_k). \hspace{1cm} (2.4)$$

The key idea of this method is that one first writes the solution $u^L(z)$ as coordinates in the basis $u^L(\gamma)$, which is assumed to be a collection of linearly independent solutions,
followed by using exactly the same coordinates coefficients $c_n$ in the reconstruction for the bi-fidelity solution (2.4). In practice, the number of low-fidelity basis is typically small, the cost of computing the projection coefficients $c$ by solving the linear system (2.2) is negligible, thus the dominant cost of the online step is only one low-fidelity simulation run. We emphasize that the low-fidelity coefficients would be a good approximation of the corresponding high-fidelity coefficients for a given sample $z$, if the low-fidelity model can mimic the variations of the high-fidelity model in the parameter space.

Details of this bi-fidelity approximation are summarized in Algorithm 1 below. Though most of the steps are straightforward, we refer readers to [16, 28, 33] for more technical details and justifications.

**Algorithm 1: bi-fidelity approximation**

**Offline :**
1. Select a sample set $\Gamma = \{z_1, z_2, \ldots, z_M\} \subset I_z$.
2. Run the low-fidelity model $u_l(z_j)$ for each $z_j \in \Gamma$.
3. Select $N$ “important” points from $\Gamma$ and denote it by $\gamma_N = \{z_{i_1}, \ldots, z_{i_N}\} \subset \Gamma$. Construct the low-fidelity approximation space $U_L(\gamma_N)$.
4. Run high-fidelity simulations at each sample point of the selected sample set $\gamma_N$. Construct the high-fidelity approximation space $U_H(\gamma_N)$.

**Online :**
5. For any given $z$, get the low-fidelity solution $u_L(z)$ and compute the low-fidelity coefficients by projection:

$$u_L(z) \approx \mathcal{P}_{U_L(\gamma_N)}u_L = \sum_{k=1}^{N} c_k(z)u_L(z_k).$$  \hspace{1cm} (2.5)

6. Construct the bi-fidelity approximation by applying the sample approximation rule in the low-fidelity model:

$$u_B(z) = \sum_{k=1}^{N} c_k(z)u_H(z_k).$$

In order to obtain the error estimate of $u_H - u_B$ in general, we use the following way to split the total error, by inserting the information of $u^L$:

$$u_H(z) - u_B(z)$$

$$= u_H(z) - \sum_{n=1}^{N} c_n(z)u_H(z_n)$$

$$= u_H(z) - u^L(z) + \left( u^L(z) - \sum_{n=1}^{N} c_n(z)u_L(z_n) \right) + \sum_{n=1}^{N} c_n(z) \left( u_L(z_n) - u_H(z_n) \right),$$  \hspace{1cm} (2.6)

where the second term is nothing but the projection error of the greedy algorithm, and it remains to estimate $u_H(z) - u^L(z)$ in proper norms.
### 3 Error estimate for the Boltzmann equation in the perturbative setting

In this section, we take the Boltzmann equation under different scalings as an example, but our framework to obtain the error estimate of the bi-fidelity method can be applied to general multiscale kinetic equations with uncertainty.

There are usually small parameters in the kinetic equations, characterized by the Knudsen number (mean free path), defined as the average distance between two collisions of particles. When the Knudsen number (denoted by \( \varepsilon \)) goes to 0, the kinetic equations pass to the limit of their hydrodynamic equations, which describe the macroscopic behavior and own cheaper computational cost, thus can be chosen as the efficient low-fidelity models. However, when \( \varepsilon = O(1) \), although the macroscopic models may no longer be close to the kinetic ones, thus the error estimates cannot be obtained easily, we can still obtain an error estimate in the perturbative setting— in which the solutions are close to the global equilibrium, using the hypo-coercivity argument [3,25], as will be seen in subsection 3.2.

#### 3.1 The Boltzmann equation

We first give an introduction to the Boltzmann equation, known as one of the most celebrated kinetic equations for rarefied gas. There are many sources of uncertainties in the Boltzmann equation, such as the initial data, boundary data, and collision kernel. A dimensionless form with scalings reads

\[
\begin{align*}
\partial_t f + \frac{1}{\varepsilon^\alpha} v \cdot \nabla_x f &= \frac{1}{\varepsilon^{1+\alpha}} Q(f,f), \\
f(0,x,v,z) &= f_{in}(x,v,z), \quad x \in \Omega \subset \mathbb{T}^{d_x}, v \in \mathbb{R}^{d_v}, z \in I_z \subset \mathbb{R}^{d_z},
\end{align*}
\]

where \( f(t,x,v,z) \) is the probability density distribution function, modeling the probability of finding a particle at time \( t \), position \( x \in \Omega \subset \mathbb{T}^{d_x} \) (periodic box of \( d_x \) dimension), and with velocity \( v \in \mathbb{R}^{d_v} \). We assume the volume of the spatial domain \( \Omega \) is bounded. The parameter \( \varepsilon \) is the Knudsen number. The case \( \alpha = 0 \) corresponds to the acoustic scaling, and \( \alpha = 1 \) corresponds to the incompressible Navier-Stokes (INS) scaling. The collision operator \( Q \) is a quadratic integral operator modeling the binary elastic collision between particles, and is given by

\[
Q(f, f)(v) = \int_{\mathbb{R}^{d_v}} \int_{S^{d_v-1}} B(|v - v_*|, \cos \theta, z) (f(v')f(v'_*) - f(v)f(v_*)) \, d\sigma dv_*.
\]

The velocity pairs before and after the collision \( (v, v_*) \) and \( (v', v'_*) \) have the relation:

\[
\begin{align*}
v' &= \frac{v + v_*}{2} + \frac{|v - v_*|}{2} \sigma, \\
v'_* &= \frac{v + v_*}{2} - \frac{|v - v_*|}{2} \sigma,
\end{align*}
\]

with the vector \( \sigma \) the scattering direction varying on the unit sphere \( S^{d-1} \). The collision kernel \( B \) is a non-negative function depending on the modulus of the relative
velocity $|v - v^*|$, cosine of the deviation angle $\theta$ with

$$
cos \theta = \sigma \cdot (v - v^*)/|v - v^*|,
$$

and the random variable $z \in I_z \subset \mathbb{R}^d$. Periodic boundary condition is considered.

Denote $m(v) = \left(1, v, \frac{|v|^2}{2}\right)^T$, then

$$
\int_{\mathbb{R}^d} Q(f, f) m(v) \, dv = 0,
$$

which correspond to the conservations of mass, momentum and total energy of the collision operator. The celebrated Boltzmann’s H-theorem \[6\] gives:

$$
\int_{\mathbb{R}^d} Q(f, f) \ln f \, dv \leq 0.
$$

The equality holds if and only if $f$ reaches the equilibrium state known as the local Maxwellian:

$$
M(v)_{\rho, u, T} = \frac{\rho}{\left(2\pi T\right)^{d/2}} \exp \left(-\frac{|v - u|^2}{2T}\right),
$$

where $\rho$, $u$ and $T$ are the density, bulk velocity and temperature, respectively:

$$
\rho = \int_{\mathbb{R}^d} f(v) \, dv, \quad u = \frac{1}{\rho} \int_{\mathbb{R}^d} f(v) v \, dv, \quad T = \frac{1}{d\rho} \int_{\mathbb{R}^d} f(v) |v - u|^2 \, dv.
$$

We consider the case of hard potential and Maxwellian molecules, that is, the collision kernel takes the form

$$
B(|v - v^*|, \cos \theta, z) = \Phi(|v - v^*|) b(\cos \theta, z), \quad b(\cos \theta, z) > 0, \quad \Phi(|v - v^*|) = C_{\Phi}|v - v^*|^\gamma, \quad C_{\Phi} > 0, \quad \gamma \in [0, 1].
$$

**Macroscopic equations** In the acoustic scaling, we introduce the first order in $\varepsilon$ approximation to the Boltzmann equation, known as the compressible Euler system. Denote $\langle \cdot \rangle$ as the velocity averages of the argument,

$$
\langle f \rangle = \int_{\mathbb{R}^d} f(v) \, dv.
$$

Multiplying (3.1) by $m(v)$ and integrating with respect to $v$, by the conservation property of $Q$ given in (3.4), and the approximation $f \to M(v)_{\rho, u, T}$ when $\varepsilon \to 0$, one gets the compressible Euler equations of gas dynamics:

$$
\partial_t \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix} + \nabla_x \cdot \begin{pmatrix} \rho u \\ \rho u \otimes u + p \mathbf{1} \\ (E + p)u \end{pmatrix} = 0,
$$

where $E$ and $T$ given in (3.10) have the relation:

$$
E = \frac{1}{2}\rho |u|^2 + \frac{d\rho}{2}\rho T.
$$
3.2 Analysis for all $\varepsilon$

As implemented in [26], we now choose the compressible Euler equations (3.9) as the low-fidelity model. It is a first-order $O(\varepsilon)$ approximation to the Boltzmann equation, and can mimic the variations in the random space of macroscopic quantities of the Boltzmann equation up to a certain accuracy, see numerical examples in [26].

Let $u^H$ be the high-fidelity solution, which is defined by the $d_v + 2$ macroscopic moments of density, momentum and energy that are obtained from the distribution $f$ solved by the Boltzmann equation:

$$u^H = \int_{\mathbb{R}^{d_v}} \frac{1}{v} f(v) dv := \left( \begin{array}{c} \rho^H \\ \rho^H u^H \\ E^H \end{array} \right) := \left( \begin{array}{c} u_1^H \\ u_2^H \\ u_3^H \end{array} \right).$$

In the perturbative setting,

$$f = M + \delta \sqrt{M} h. \quad (3.11)$$

Denote the steady state by $u^{st} = (1, 0, \frac{3}{2})^T = (u_1^{st}, u_2^{st}, u_3^{st})$, then

$$u^H = u^{st} + \delta \int_{\mathbb{R}^{d_v}} \frac{1}{v} \sqrt{M} h(v) dv. \quad (3.12)$$

We let the low-fidelity solution

$$u^L = \left( \begin{array}{c} \rho^L, \rho^L u^L, E^L \end{array} \right) := \left( \begin{array}{c} u_1^L \\ u_2^L \\ u_3^L \end{array} \right),$$

obtained from the compressible Euler system (3.9). Since the initial condition of the high-fidelity and low-fidelity models are required to be consistent,

$$u^L(t = 0) = \int_{\mathbb{R}^{d_v}} \frac{1}{v} f_{in}(v) dv.$$

We then consider a linearization of the Euler equations (3.9) around the state $(\rho_0, u_0, T_0) = (1, 0, 1), \rho^L = 1 + \delta \tilde{\rho}, u^L = \delta \tilde{u}, T^L = 1 + \delta \tilde{T}$, and derive the following acoustic equations:

$$\begin{cases} 
\partial_t \tilde{\rho} + \nabla_x \cdot \tilde{u} = 0, \\
\partial_t \tilde{u} + \nabla_x (\tilde{\rho} + \tilde{T}) = 0, \\
\frac{d_e}{2} \partial_t \tilde{T} + \nabla_x \cdot \tilde{u} = 0,
\end{cases} \quad (3.14)$$

which is essentially a wave equation [1, 4], and obtaining $E^L$ from $T^L$ is shown in (3.10).
We first define the space and norms that will be used. The Hilbert space of the random variable is given by

\[ H(\mathbb{R}^d; \pi dz) = \left\{ f|I_z \to \mathbb{R}, \int_{I_z} f^2(z)\pi(z)dz < \infty \right\}, \]

and equipped with the inner product

\[ \langle f, g \rangle_{\pi} = \int_{I_z} fg\pi(z)dz. \]

Define the sum of Sobolev norms of the \(z\)-derivatives for a function \(h\) by

\[ \|h\|_{H^{s,r}_{x,v}}^2 = \sum_{|m| \leq r} \|\partial^m h\|_{H^{s,v}_{x,v}}^2, \]

and the norm in the \((x,v,z)\)-space:

\[\|h\|_{H^{s,r}_{x,v}L^2_z}^2 = \int_{I_z} \|h\|_{H^{s,r}_{x,v}}^2 \pi(z)dz, \quad \|h\|_{H^{s,r}_{x,v}L^\infty_z} = \sup_{z \in I_z} \|h\|_{H^{s,r}_{x,v}}. \]

We introduce the standard multivariate notation. Denote the countable set of “finitely supported” sequences of nonnegative integers by

\[ \mathcal{F} := \{ \nu = (\nu_1, \nu_2, \cdots) : \nu_j \in \mathbb{N}, \text{ and } \nu_j \neq 0 \text{ for only a finite number of } j \} \]

with \(|\nu| := \sum_{j \geq 1} |\nu_j|\). For \(\nu \in \mathcal{F}\) supported in \(\{1, \cdots, J\}\), the partial derivative in \(z\) is defined by

\[ \partial_z^\nu u = \frac{\partial^{|\nu|} u}{\partial^{|\nu|} z_1 \cdots \partial^{|\nu|} z_J}. \]

We make the following assumptions on the random collision kernel and initial data:

**Assumption 1.** Assume that each component of the random variable \(z := (z_j)_{j \geq 1}\) has a compact support. The collision kernel satisfies

\[ 0 < b(\mu, z) \leq C_b, \quad |\partial_\mu b(\mu, z)| \leq \tilde{C}_b, \quad |\partial_z^\nu b(\mu, z)| \leq C, \quad (3.15) \]

where \(\mu = \cos \theta \in [-1, 1]\), and \(|\nu| \leq r\) (the constant \(r\) is associated to the regularity of the initial data in the random space), \(C_b, \tilde{C}_b\) and \(C\) are all constants. Let \((\psi_j)_{j \geq 1}\) be an affine representer of the random initial data \(h_{in}\), which by definition means that

\[ h_{in}(z) = \tilde{h}_0 + \sum_{j \geq 1} z_j \psi_j, \quad (3.16) \]

where \(\tilde{h}_0 = \tilde{h}_0(x, v)\) is independent of \(z\), and the sequence \(\{||\psi_j||_{L^\infty(V)}\}_{j \geq 1} \in \ell^p\) for \(0 < p < 1\), with \(V\) representing the physical space.
The reason we assume (3.16) is based on [9], where the readers will see in the later of this section when we estimate the projection error of the greedy algorithm. Under the assumption for the collision kernel (3.15), we know from [25] that if the initial data satisfies
\[ \| h_{in} \|_{H_{x}^{s,r} L_{t}^{\infty}} \leq \frac{\varepsilon}{\delta} \eta, \] (3.17)
for sufficiently small \( \eta \), then at all time \( t > 0 \),
\[ \| h_{\varepsilon} \|_{H_{x}^{s,r} L_{t}^{\infty}} \leq \eta' e^{-\varepsilon^{1-\alpha} \tau t}, \quad \text{and} \quad \| h_{\varepsilon} \|_{H_{x}^{s}, H_{t}^{r}} \leq \eta' e^{-\varepsilon^{1-\alpha} \tau t}. \] (3.18)
The proof is given in Appendix A. We would like to remark that we let \( \delta \) in the perturbative setting (3.11) to be independent of \( \varepsilon \), while \( \delta = \varepsilon \) is enforced in the deterministic analysis [3]. Combined (3.17) with (3.16) in Assumption 1, we actually only need \( r = 1 \). We carry out the following estimate componentwise for \( u^{H} \) and \( u^{L} \).

By (3.12) and using the Cauchy-Schwarz inequality for each \( i \), one gets
\[ \| u_{t}^{H} - u_{t}^{st} \|_{H_{x}^{s} H_{t}^{r}} \leq \delta \| h \|_{H_{x}^{s} L_{t}^{\infty} H_{t}^{r}} \leq \delta \| h \|_{H_{x}^{s}, H_{t}^{r}} \leq \delta \eta' e^{-\varepsilon^{1-\alpha} \tau t}, \quad i = 1, 2, 3. \] (3.19)

Since the acoustic equations (3.14) is a system of linear hyperbolic equations, it is clear by the method of characteristics that if \( \| \tilde{u}_{t}^{L}(t = 0) \|_{H_{x}^{s} H_{t}^{r}} \leq \xi \) then at all time \( t > 0 \),
\[ \| \tilde{u}_{t}^{L} \|_{H_{x}^{s} H_{t}^{r}} \leq C \xi, \] (3.20)
where \( \tilde{u}_{t}^{L} \) denotes the perturbed part of the low-fidelity solution \( u_{t}^{L} \). Due to (3.2) and (3.17), the bound \( \xi \) is also sufficiently small. From (3.20), we now have
\[ \| u_{t}^{L} - u_{t}^{st} \|_{H_{x}^{s} H_{t}^{r}} = \delta \| \tilde{u}_{t}^{L} \|_{H_{x}^{s} H_{t}^{r}} \leq C \delta. \] (3.21)
If the initial data satisfies
\[ \| h_{in} \|_{H_{x}^{s}, L_{t}^{\infty}} \leq \frac{\varepsilon}{\delta} \eta, \] (3.22)
then by (3.19) and (3.21),
\[ \| u_{t}^{H} - u_{t}^{L} \|_{H_{x}^{s} H_{t}^{r}} = \| u_{t}^{H} - u_{t}^{st} - (u_{t}^{L} - u_{t}^{st}) \|_{H_{x}^{s} H_{t}^{r}} \leq \| u_{t}^{H} - u_{t}^{st} \|_{H_{x}^{s} H_{t}^{r}} + \| u_{t}^{L} - u_{t}^{st} \|_{H_{x}^{s} H_{t}^{r}} \] (3.23)
\[ \leq \eta' \delta e^{-\varepsilon^{1-\alpha} \tau t} + C \xi \delta, \]
therefore,
\[ \| u_{t}^{H} - u_{t}^{L} \|_{H_{x}^{s} L_{t}^{\infty}} \leq \max \{ \eta', C \xi \} \delta (1 + e^{-\varepsilon^{1-\alpha} \tau t}) \leq C' \delta. \] (3.24)
This indicates that the difference of density, momentum and energy obtained between the high- and low-fidelity solutions are all of \( O(\delta) \).

**Remark 3.1.** We make a remark that the estimate (3.24) still holds in the kinetic regime when \( \varepsilon = O(1) \). Our error estimate (3.20) is uniform in \( \varepsilon \). We indeed require that \( \delta \ll 1 \), i.e., the classical solution to the Boltzmann equation (3.1) is assumed to be near the global equilibrium, with sufficiently small initial data of the perturbed
solution. We use both the regularity of low-fidelity and high-fidelity solutions in the proof. Actually, in order to get the result \((3.24)\) for the Boltzmann equation, it is not necessary to choose hydrodynamic limit models, compressible Euler system in our case, as the low-fidelity models. We only require the perturbative settings \((3.11)\) and \((3.19)\) be consistent, meaning that the \(d_v + 2\) velocity moments of \(f\) (or \(u^H\)) shown in \((3.11)\) satisfies exactly the same perturbative setting as that for the low-fidelity solution \(u^L\) shown in \((3.19)\), namely, the moments of the high-fidelity kinetic model are \(O(\delta)\) away from the low-fidelity variables. This suggests that any moment closure model, as long as it has moments approximately closed to the Boltzmann equation, can serve as the low-fidelity model and our analysis applies.

Take \(\| \cdot \|_{H^2 \mathbb{L}^2}\) norm on both sides of the equality \((2.6)\), for each moment component \(i = 1, 2, 3\), we get

\[
\left\| u_i^H(z) - u_i^L(z) \right\|_{H^2 \mathbb{L}^2} = \left\| u_i^H(z) - \sum_{n=1}^{N} c_n(z) u_n^H(z_n) \right\|_{H^2 \mathbb{L}^2} \\
\leq \left\| u_i^H(z) - u_i^L(z) \right\|_{H^2 \mathbb{L}^2} + \left\| u_i^L(z) - \sum_{n=1}^{N} c_n(z) u_n^L(z_n) \right\|_{H^2 \mathbb{L}^2} + \sum_{n=1}^{N} c_n(z) \left( u_n^L(z_n) - u_n^H(z_n) \right) \right\|_{H^2 \mathbb{L}^2}.
\]

The first term is \(O(\delta)\) by \((3.24)\), and the second term is actually the projection error of the greedy algorithm when searching the most important points \(\gamma_N\) from the low-fidelity solution manifold. To estimate the third term, we first get a bound for the vector \(\|c\|\), with \(\|\cdot\|\) the matrix induced \(\ell_2\) norm.

From the definition of projection onto \(U_i^L(\gamma_N)\) for each \(u_i^L(z)\) with \(i = 1, 2, 3\), \(P_{U_i^L(\gamma_N)} u_i^L(z)\) given in \((2.1)\),

\[
(P_{U_i^L(\gamma_N)} u_i^L(z)) \right\|_{H^2 \mathbb{L}^2} = \sum_{m,n=1}^{N} c_m(z) c_n(z) u_n^L(z_m) u_i^L(z_n),
\]

thus

\[
\int_{\Omega} \left( P_{U_i^L(\gamma_N)} u_i^L(z) \right)^2 dx = \sum_{m,n=1}^{N} c_m(z) c_n(z) \int_{\Omega} u_n^L(z_m) u_i^L(z_n) dx \\
:= c^T G^L c \geq \lambda_0 \|c\|^2,
\]

where \(G^L\) is the Gramian matrix of \(u_i^L(\gamma_N)\) defined in \((2.3)\) (where \(\langle \cdot, \cdot \rangle\) applies to \(L^2_\mathbb{L}\) here), and \(\lambda_0 > 0\) is its minimum eigenvalue (we omit the \(i\) in \(G^L\), \(\lambda_0\) and \(c\) for \(i = 1, 2, 3\) here). The last inequality is due to Gramian matrices are positive-semidefinite and we assume it positive-definite (otherwise \(c\) could not be obtained by solving the system \((2.2)\)). Since for all \(z\),

\[
\int_{\Omega} \left( P_{U_i^L(\gamma_N)} u_i^L(z) \right)^2 dx \leq \int_{\Omega} [u_i^L(z)]^2 dx,
\]
then
\[
||c|| \leq \frac{1}{\sqrt{\lambda_0}} \left( \int_{\Omega} \left( \mathcal{P}_{L^2(\gamma_N)}[u^L_i(z)] \right)^2 \, dx \right)^{1/2} \leq \frac{1}{\sqrt{\lambda_0}} ||u^L_i(z)||_{L^2_x},
\]  
(3.26)

for all \( z \). Thus \( \left\| \frac{1}{\sqrt{\lambda_0}} ||c||_{L^\infty_x} \right\| \leq \frac{1}{\sqrt{\lambda_0}} ||u^L_i(z)||_{L^2_x L^\infty_x} \). Since \( \sqrt{x} \) is a monotone function,
\[
||c||_{L^\infty_x} = \left( \sum_{n=1}^N ||c_n(z)||_{L^\infty_x}^2 \right)^{1/2}.
\]  
(3.27)

By the Cauchy-Schwarz inequality, using (3.24) and (3.27), one gets
\[
\text{Term A} \leq \left( \sum_{n=1}^N ||c_n(z)||_{L^\infty_x}^2 \right)^{1/2} \left( \sum_{n=1}^N ||u^H_i(z_n) - u^L_i(z_n)||_{H^2_x}^2 \right)^{1/2}
\leq \left( \sum_{n=1}^N ||c_n(z)||_{L^\infty_x}^2 \right)^{1/2} \left( \sum_{n=1}^N ||u^H_i(z_n) - u^L_i(z_n)||_{H^2_x}^2 \right)^{1/2}
\leq \sqrt{N} \left( \sum_{n=1}^N ||c_n(z)||_{L^\infty_x}^2 \right)^{1/2} \left( \max_n ||u^H_i(z_n) - u^L_i(z_n)||_{H^2_x} \right)
\leq C' \frac{1}{\sqrt{\lambda_0}} \sqrt{N} \delta (u^a + C_\xi \delta) \lesssim C \sqrt{N} \delta,
\]
(3.28)

where \( C' \) and \( C \) are generic constants. The boundness of the random variable \( z \) is used in the first inequality.

Now we estimate the second term on the right-hand-side of (3.25) below (and omit the subscript \( i \) for \( i = 1, 2, 3 \) in \( u^L(z) \)). The Kolmogorov \( N \)-width of a functional manifold describes the “best” achievable distance for approximation from a general \( N \)-dimensional subspace. We denote \( d_N(u^L(I_z)) \) the Kolmogorov \( N \)-width of the functional manifold \( u^L(I_z) \), defined by
\[
d_N(u^L(I_z)) = \inf_{\dim(V_N) = N} \sup_{v \in u^L(I_z)} d^L(v, V_N).
\]

Denote the space \( \mathcal{H} = H^2_x \). From for example [9, 12], we recall that the projection error of the greedy algorithm satisfies
\[
\sup_{z \in I_z} ||u^L_i(z) - P_{u^L(\gamma_N)} u^L_i(z)||_H \leq C \sqrt{d_{N/2}(u^L(I_z))}.
\]
(3.29)

In [26, Section 4.2], the upper bound for the Kolmogorov \( N \)-width is obtained based on [9]. Let the \( N \)-dimensional subspace \( V_N := \text{Span} \{ c_\nu : \nu \in \Lambda_N \} \).

The analyticity of \( u^L \) is obvious. From (3.13), due to the affine dependence on \( z \) of the initial data \( h_{in} \), it is analytic in the random space. Since (3.14) is a \textit{linear} acoustic...
system, thus its solution at all time stays analytic with respect to the randomness. Similar to [26, Section 4.2], one has

\[ d_N(u^L(I_z))_{\mathcal{H}} \leq \sup_{v \in u^L(I_z)} \min_{w \in V_N} \|v - w\|_{\mathcal{H}} = \sup_{z \in I_z} \min_{w \in V_N} \|u^L(z) - w\|_{\mathcal{H}} \leq \left\| u^L - \sum_{\nu \in \Lambda_N} w_{\nu} P_{\nu} \right\|_{L^\infty(I_z, \mathcal{H})} \leq C(N + 1)^{-q}, \quad q = \frac{1}{p} - 1. \]  

(3.30)

The constant \( p \) is associated to the affine representer \((\psi_j)_{j \geq 1}\) in the random initial data shown in (3.16). The sum \( \sum_{\nu \in \Lambda_N} w_{\nu} P_{\nu} \) is the truncated Legendre expansion with \((P_k)_{k \geq 0}\) the sequence of renormalized Legendre polynomials on \([-1, 1]\), and \(\Lambda_N\) is the set of indices that corresponds to the \(N\) largest \(\|w_{\nu}\|_{\mathcal{H}}\).

**Remark 3.2.** Note that compared to [26, Theorem 4.1] where

\[ \sup_{z \in I_z} \|u^H(z) - P_{\mathcal{U}^H(\mathcal{H}_N)} u^H(z)\| \leq C \sqrt{d_N/2} \]  

is employed in their estimate, it is different here since we directly use the projection error of the greedy algorithm exploring from the low-fidelity solution manifold \(u^L(z)\). Therefore we don’t need to prove the analyticity of the high-fidelity solution solved by the Boltzmann equation, which seems a quite challenging task. However, for the sake of future research, we prove an analytic result in Appendix B for the linearized Boltzmann equation.

By (3.25), (3.28), (3.29) and (3.30) (note that \(N/2\) needs to be plugged into (3.30) due to (3.29)), we conclude that by using \(N\) high-fidelity simulation runs, the error estimate is given in the following Theorem:

**Theorem 3.3.**

\[ \|u^H(z) - u^B(z)\|_{H^\frac{1}{2} L^\infty} \leq \frac{C_1}{(N/2 + 1)^{q/2}} + \frac{1}{\sqrt{N}} \max \{\eta', C_1\} \left(1 + e^{-\varepsilon^{1-\alpha} \tau t}\right) \sqrt{N} \delta, \]  

(3.31)

where \(C_1, C_2\) are independent of \(\varepsilon\) and \(N\), and depend on the initial data of the perturbation solutions \(\eta\) and \(\xi\), which are assumed sufficiently small.

**Remark 3.4.** In typical numerical experiments carried out in [26], \(N \approx 20\). If additionally one assumes that \(\delta = o(1/\sqrt{N})\), then

\[ \|u^H(z) - u^B(z)\|_{H^\frac{1}{2} L^\infty} \leq \frac{C_1}{(N/2 + 1)^{q/2}} + C_2, \]  

(3.32)

where \(C_2 = o(1)\), and is independent of \(N\) and \(\varepsilon\).

### 3.3 Analysis for \(\varepsilon \ll 1\)

When \(\varepsilon \ll 1\), we incorporate the convergence of the perturbative solution \(h_\varepsilon\) towards its limit, as studied in [3, Section 8] and try to obtain a sharper error estimate of the bi-fidelity method.

We now generalize the result in [3, Theorem 8.1] for the deterministic problem from the INS scaling to the acoustic scaling, and consider the uncertainty. If for all
$z \in I_z$, the initial distribution $h_{i\alpha} \in \text{Null}(\mathcal{L})$, $h_{i\alpha} \in H^s_{x,v} L^\infty_{x,z}$ and is sufficiently small, with some initial layer conditions, then for each $z$, the function $h_\varepsilon$ converges strongly to

$$h(t, x, v, z) = \left[ \rho(t, x, z) + v \cdot u(t, x, z) + \frac{1}{2}(|v|^2 - d_\varepsilon)T(t, x, z) \right] M(v)$$  \hspace{1cm} (3.33)

in $L^2_{[0,T]} H^s_{x,v} L^2_{x,z}$ as $\varepsilon \to 0$, where $\rho$, $u$, $T$ are the limit of the macroscopic quantities (density, mean velocity, temperature) obtained from $h_\varepsilon$. Under the acoustic scaling, $(\rho, u, \theta)$ satisfy the acoustic system (3.14). Under the INS scaling, they are weak solutions [20] to the incompressible Navier-Stokes equations ($p$ is the pressure, $\nu$ and $\kappa$ are constants):

$$\begin{aligned}
\langle \partial_t u - \nu \Delta u + u \cdot \nabla u + \nabla p &= 0, \\
\nabla \cdot u &= 0, \\
\partial_t T - \kappa \Delta T + u \cdot \nabla T &= 0,
\end{aligned}$$

(3.34)

\[\text{together with the Boussinesq relation } \nabla (\rho + T) = 0.\]

If $h_{i\alpha}$ belongs to $H^{s+\ell}_{x,v} L^2_{x,z}$ for $\ell \in (0, 1]$, one has the convergence estimate

$$\sup_{t \in [0,T]} \| h(t) - h_{\varepsilon}(t) \|_{H^{s+\ell}_{x,v} L^2_{x,z}} \leq C \varepsilon^{1-\alpha} \max \left\{ \varepsilon^{\min(\ell,1/2)}, V_T(\varepsilon) \right\},$$

(3.35)

where $T > 0$ is the finite time, the cases $\alpha = 1$ and $\alpha = 0$ correspond to the INS and acoustic scalings, respectively. For each fixed $z$, the term $V_T(\varepsilon)$ is defined by

$$V_T(\varepsilon) = \sup_{t \in [0,T]} \| h(t) - h_{\varepsilon}(t) \|_{L^\infty_{x,v} L^2_{x,z}} \to 0, \hspace{1cm} \text{as } \varepsilon \to 0. \hspace{1cm} (3.36)$$

The linearized collision operator $\mathcal{L}$ acts on $L^2_{x,v}$ with $\text{Ker}(\mathcal{L}) = \text{Span}\{\phi_1, \cdots, \phi_{d_\varepsilon}\}$ where $(\phi_i)_{1 \leq i \leq N}$ is an orthonormal family, $\pi_\mathcal{L}$ is the orthogonal projection on $\text{Ker}(\mathcal{L})$ in $L^2_{x,v}$:

$$\forall g \in L^2_{x,v}, \hspace{0.5cm} \pi_\mathcal{L}(g) = \sum_{i=1}^N \left( \int_{\mathbb{R}^d v} g \phi_i dv \right) \phi_i,$$  \hspace{1cm} (3.37)

where $\phi_i = P_i(v)e^{-|v|^2/4}$ and $P_i$ are polynomials with $P_0 = 1$, $P_1 = v$, $P_2 = \frac{1}{v_e}(|v|^2 - d_\varepsilon)$. From [3, equation (3.2)], by the Cauchy-Schwarz inequality, we know that

$$\forall s \in \mathbb{N}, \exists C > 0, \forall h \in H^s_{x,v}, \hspace{0.5cm} \| \pi_\mathcal{L}(h) \|^2_{H^s_{x,v}} \leq C \| h \|^2_{H^s_{x,v}}.$$

Take $\pi_\mathcal{L}$ on $h - h_{\varepsilon}$ in (3.35), where $h$ is given by (3.33) which lies in $\text{Ker}(\mathcal{L})$ and satisfies $\pi_\mathcal{L}(h) = h$, thus at fixed time $T > 0$,

$$\| \pi_\mathcal{L}(h_\varepsilon)(T) - \pi_\mathcal{L}(h)(T) \|_{H^s_{x,v} L^2_{x,z}} \leq \| h(T) - h_{\varepsilon}(T) \|_{H^s_{x,v} L^2_{x,z}} \leq C \varepsilon^{1-\alpha} \max \left\{ \varepsilon^{\min(\ell,1/2)}, V_T(\varepsilon) \right\}. $$

Here all the $C$ are generic constants. The macroscopic quantities are components of the summation in the formula (3.37), therefore, at time $T > 0$,

$$\| u^H(T) - u_\varepsilon^T(T) \|_{H^s_{x,v} L^2_{x,z}} \leq C \varepsilon^{1-\alpha} \max \left\{ \varepsilon^{\min(\ell,1/2)}, V_T(\varepsilon) \right\}. $$

We now add the projection error of the greedy algorithm discussed in this subsection, in particular (3.30), then conclude the result for the case $\varepsilon \ll 1$ in the following Theorem:
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Theorem 3.5. If the initial data $h_{in}$ belongs to $H^{s+\ell}_x L^2_v L^\infty_z$, then at time $T > 0$,

$$\|u^H_t(z) - u^B_t(z)\|_{H^s_x L^2_v} \leq \frac{C_1}{(N/2 + 1)^{q/2}}$$

$$+ \min \left\{ C_2(\sqrt{N} + 1) \varepsilon^{1-\alpha} \max\{\varepsilon^{\min(\ell,1/2)}, V_T(\varepsilon)\}, C\sqrt{N}\delta \right\}.$$

If additionally $\delta = o(1/\sqrt{N})$, then it simplifies to

$$\|u^H_t(z) - u^B_t(z)\|_{H^s_x L^2_v} \leq \frac{C_1}{(N/2 + 1)^{q/2}}$$

$$+ \min \left\{ C_2(\sqrt{N} + 1) \varepsilon^{1-\alpha} \max\{\varepsilon^{\min(\ell,1/2)}, V_T(\varepsilon)\}, C_3 \right\},$$

(3.38)

with $C_3 = o(1)$.

Remark 3.6. We summarize the results in subsection 3.2 and 3.3, namely (3.32) and (3.38). Under the perturbative setting (3.11) of the solution and Assumption 1 for the random collision kernel and initial data, with the additional initial condition (3.22), we conclude that our error estimate for all cases of $\varepsilon$ is an uniform-in-$\varepsilon$ result.

4 Other choices of the low-fidelity models

As stated in Remark 3.1 for the Boltzmann equation with random parameters is that, we can also choose some types of moment closure system, for example [5], as the low-fidelity model. Then the error between the high-fidelity and bi-fidelity approximation is composed of the error in the moment system solutions, compared with obtaining moments from the distribution function solved by the Boltzmann equation, and the projection error evoked due to the greedy algorithm shown in (3.29).

Other choices of low-fidelity models include choosing the same kinetic equation as the high-fidelity model, while solve it on a coarser temporal and physical mesh, in particular, using a larger $\Delta t$, $\Delta x$, $\Delta v$ than that for the high-fidelity model, under the constraint of the CFL condition. Given that it is too challenging to conduct error estimates of a discretized scheme for the full nonlinear Boltzmann equation, we will study the linear transport and linear Boltzmann equations to illustrate our idea.

4.1 The linear transport equation

Consider the linear transport equation in one-dimensional slab geometry:

$$\begin{cases}
\varepsilon \partial_t f + v \partial_x f = \frac{\sigma}{\varepsilon} \mathcal{L} f, & \sigma(x,z) \geq \sigma_{\min} > 0,

\mathcal{L} f(t,x,v,z) = \frac{1}{2} \int_{-1}^1 f(t,x,v',z) dv' - f(t,x,v,z),
\end{cases}$$

(4.1)

where $f$ is the probability density distribution of particles at position $x \in \Omega \subset \mathbb{R}$, time $t$, and with $v \in (-1,1)$ the cosine of the angle between the particle velocity and
its position variable, $\sigma(x, z)$ is the scattering coefficient depending on a random parameter $z \in I_z$, a $d$-dimensional random variable with probability distribution $\pi(z)$ known in priori. The parameter $\varepsilon$ is the Knudsen number defined as the ratio of the mean free path over a typical length scale such as the size of the spatial domain. The initial condition is uncertain $f(0, x, v, z) = f_0(x, v, z)$. Consider the periodic boundary condition $f(t, 0, v, z) = f(t, 1, v, z)$, for the sake of analysis.

**The diffusion limit** Denote $[\phi] = \frac{1}{2} \int_{-1}^{1} \phi(v) \, dv$. Let the high-fidelity solution

$$u^H := \rho = [f].$$

For each fixed $z$, the classical diffusion limit theory of linear transport equation applies, as $\varepsilon \to 0$, $\rho$ converges to the following random diffusion equation:

$$\partial_t \rho = \partial_x (\kappa(z) \partial_x \rho),$$

where the diffusion coefficient $\kappa(z) = \frac{1}{3} \sigma(z)^{-1}$.

Define the $\Gamma$-norm in space and velocity:

$$\|f(t, \cdot, \cdot, \cdot)\|_{\Gamma}^2 := \int_{\Omega} \int_{-1}^{1} \|f(t, x, v, \cdot)\|^2_{L^2} \, dv \, dx, \quad t \geq 0.$$

In [19], Lemou and Mieussens have proposed an AP scheme for the linear kinetic equations in the diffusion limit, based on the micro-macro decomposition of the distribution function into its microscopic and macroscopic components.

By the micro-macro decomposition method, one lets

$$f = \rho + \varepsilon g,$$

where $\rho = [f]$ and $g$ is such that $[g] = 0$, then the micro-macro model reads

$$\begin{cases}
\partial_t \rho + \partial_x [\varepsilon g] = -\sigma \rho, \\
\partial_t g + \frac{1}{\varepsilon} (I - [\cdot]) (v \partial_x g) = -\frac{\sigma}{\varepsilon^2} Lg - \frac{1}{\varepsilon^2} v \partial_x \rho,
\end{cases}$$

with initial data $\rho_{in} = [f_{in}]$ and $\varepsilon g_{in} = f_{in} - \rho_{in}$.

[22] Section 4.2] studied the analysis of the convergence error in the above micro-macro decomposition framework. The study of uncertainty was done in [18]. Define the convergence errors for fixed $z$ in $\rho$ and $g$, and fixed $v$ in $g$,

$$\tilde{\rho}_i^n = \rho(t_n, x_i, z) - \rho^n_i(z), \quad \tilde{g}^i_{n+1}(v, z) = g(t_n, x_{i+\frac{1}{2}}, v, z) - g^n_{i+\frac{1}{2}}(v, z).$$

We will omit the $v$ dependence in $g$. $\rho(t_n, x_i)$, $g(t_n, x_{i+\frac{1}{2}})$ are the true solutions to the micro-macro system at $(t_n, x_i)$ and $(t_n, x_{i+\frac{1}{2}})$ respectively, $\rho^n_i$, $g^n_{i+\frac{1}{2}}$ are the corresponding numerical solutions.

Define for grid functions $\mu = (\mu_i)_{i \in \mathbb{Z}}$ and velocity dependent grid function $\phi(v) = (\phi_{i+\frac{1}{2}}(v))_{i \in \mathbb{Z}}$,

$$\|\mu\|^2 = \sum_{i \in \mathbb{Z}} \mu_i^2 \Delta x, \quad |||\phi||| = \sum_{i \in \mathbb{Z}} \left[ \phi_{i+\frac{1}{2}}^2 \right] \Delta x.$$
The authors in [22] showed that
\[
\|\tilde{\rho}^n\| + \varepsilon \|\tilde{g}^n\| \leq C \left( (1 + \varepsilon^2) \Delta t + \Delta x^2 + \varepsilon \Delta x \right),
\] (4.5)
where \( C \) is independent of \( \Delta t, \Delta x \) and \( \varepsilon \).

In our bi-fidelity method, the numerical solutions \( \rho^H, g^H \) to the discretized system (4.3) are considered as the high-fidelity solutions, with the discretization parameters \( \Delta x_1, \Delta t_1 \). The numerical solution \( \rho^L, g^L \) to (4.3) are the low-fidelity solutions, solved by using coarser physical mesh \( \Delta x_2, \Delta t_2 \), with \( \Delta x_2 > \Delta x_1, \Delta t_2 > \Delta t_1 \). Adapt (4.5) to the low- and high-fidelity solutions at time \( t_n \),
\[
\|\tilde{\rho}^{H,n}\| + \varepsilon \|\tilde{g}^{H,n}\| \leq C_1 \left( (1 + \varepsilon^2) \Delta t_1 + \Delta x_1^2 + \varepsilon \Delta x_1 \right),
\]
\[
\|\tilde{\rho}^{L,n}\| + \varepsilon \|\tilde{g}^{L,n}\| \leq C_2 \left( (1 + \varepsilon^2) \Delta t_2 + \Delta x_2^2 + \varepsilon \Delta x_2 \right).
\]

Since at each \( (t_n, x_i) \),
\[
\rho_{i}^{H,n}(z) - \rho_{i}^{L,n}(z) = \rho_{i}^{H,n}(z) - \rho(t_n, x_i, z) - \left( \rho_{i}^{L,n}(z) - \rho(t_n, x_i, z) \right),
\]
and similarly for the difference between \( g_{i+\frac{1}{2}}^{H,n} \) and \( g_{i+\frac{1}{2}}^{L,n} \), then by the Cauchy-Schwarz inequality for each fixed \( z \), we get
\[
\|\rho^{H,n}(z) - \rho^{L,n}(z)\| + \varepsilon \|g^{H,n}(z) - g^{L,n}(z)\| \leq C_0 \left( (1 + \varepsilon^2) \Delta t_2 + \Delta x_2^2 + \varepsilon \Delta x_2 \right) + \text{“interpolation errors”}
\]
\[
\leq C \left( (1 + \varepsilon^2) \Delta t_2 + \Delta x_2^2 + \varepsilon \Delta x_2 \right),
\]
where \( C_0 = 2 \max\{C_1, C_2\} \), and the small interpolation errors between different meshes is due to that the low- and high-fidelity models may not be solved simultaneously at the same time \( t_n \) and spatial point \( x_i \), however this error can be bounded by the larger discretization parameters.

The analyticity of the solution to (4.1) with respect to the uncertainty is proved in [21], under suitable assumptions for the random scattering coefficient and initial data. We paraphrase it here:

**Proposition 4.1.** [22, Theorem 8] If we assume that
\[
|\partial_x \sigma(x, z)| \leq C_1, \quad \partial_z^l \sigma(x, z) = 0 \quad \text{for } l \geq 2.
\]

Denote \( g_l = \partial_z^l f \), if the initial data satisfies
\[
\|g_l(t = 0, z)\| \leq H^l, \quad \text{for all } l \geq 0,
\] (4.6)
then \( g_l \) at time \( t \) has the following estimate for all \( l \geq 0, \)
\[
\|g_l\| \leq C e^{-\lambda t} \left( H + \frac{C_1}{\varepsilon^2} \right)^l.
\]

The above result indicates that the Taylor series
\[
f(z) = \sum_{l=0}^{\infty} \frac{g_l}{l!} (z - z_0)^l
\]
converges for any \( \varepsilon \), with the convergence radius

\[
r(z_0) = \frac{1}{\limsup_{l \to \infty} (g_l(z_0)/l)^rac{1}{l}} = \infty,
\]

thus the solution \( f \) is analytic (or holomorphic) with respect to the randomness. This analysis is performed in an one-dimensional fashion for each direction \( z_n \), in general, we assume that \( \sigma(x, z) \) has an affine dependence on \( z \):

\[
\sigma(x, z) = \sigma_0(x) + \sum_{j \geq 1} z_j \psi_j(x), \quad z := (z_j)_{j \geq 1},
\]

where the sequence \( \|\psi_j\|_{L^\infty(x)} \) \( j \geq 1 \) \( \in \ell^p \) for \( 0 < p < 1 \). With this holomorphicity, one can adopt the theory in [9], and in particular (3.29) and (3.30) as in Section 3. Therefore, the overall error of the bi-fidelity method with choosing coarse/fine meshes in the low- and high-fidelity models and using the micro-macro decomposition numerical scheme is given on a discretized level (in \( t \) and \( x \)) by

\[
\left\| \rho^H - \rho^B \right\|_{L^2_z} + \varepsilon \left\| g^H - g^B \right\|_{L^2_z} \leq \frac{C}{(N/2 + 1)^{q/2}} + C' \left( \sqrt{N} + 1 \right) \left( (1 + \varepsilon^2) \Delta t_2 + \Delta x_2^2 + \varepsilon \Delta x_2 \right),
\]

where \( C, C' \) are independent of \( \varepsilon \), and \( q \) is associated to the affine representer \( \psi_j \) in (4.7), with the relation \( q = \frac{1}{p} - 1 \). This error estimate result is uniform in \( \varepsilon \).

**Theorem 4.2.** If the initial data \( \partial_t^\varepsilon f \) satisfies (4.9), the random scattering coefficient is affine in \( z \) as shown in (4.7), then the error between the high-fidelity and bi-fidelity solutions solved by the micro-macro system (4.3) has the following estimate:

\[
\left\| \rho^H(z) - \rho^B(z) \right\|_{L^2_z} + \varepsilon \left\| g^H(z) - g^B(z) \right\|_{L^2_z} \leq \frac{C}{(N/2 + 1)^{q/2}} + C' \left( \sqrt{N} + 1 \right) \left( (1 + \varepsilon^2) \Delta t_2 + \Delta x_2^2 + \varepsilon \Delta x_2 \right),
\]

where \( \Delta x_2, \Delta t_2 \) are the coarser numerical meshes in obtaining the low-fidelity solutions, while \( \Delta x_1, \Delta t_1 \) are used in the high-fidelity solvers.

### 4.2 The linear Boltzmann equation with anisotropic scattering kernel

Consider the linear Boltzmann equation with uncertain anisotropic scattering kernel and the external potential \( V(x) \) that is independent of \( z \),

\[
\frac{\partial f}{\partial t} + \alpha \cdot \nabla f = Q(f),
\]

where

\[
Q_\sigma(f)(t, x, v, z) = \int_{v' \in D_x^2} (\sigma(x, v, v', z) f' - \sigma(x, v', v, z) f) dv'.
\]

where \( f' = f(x, v', z) \), and \( \alpha(x, v) = \begin{pmatrix} v \\ -E(t, x) \end{pmatrix} \), \( E = -\nabla_x V \), \( \nabla = \begin{pmatrix} \nabla_x \\ \nabla_v \end{pmatrix} \).

It has been shown in [21] that the solution to (4.9) is analytic in the random space.
if $\sigma$ has either an affine dependence on $z$ or arbitrary dependence on $z$ with $\left| \frac{\partial^m \sigma}{m!} \right|$ uniformly bounded.

We recall the $L^2$ error estimate of the semi-discrete discontinuous Galerkin (DG) discretization of (4.9) shown in [7, Theorem 9], in a special case when $M(v) =$ constant:

$$\|f_h(t, \cdot) - f(t, \cdot, \cdot)\|_{L^2(\Omega_D)} \leq C \sqrt{T} e^{Ch} h^{k+\frac{1}{2}} |f|_{L^\infty([0,t],H^{k+1}(\Omega_D))},$$

where $C = C \left( \text{diam}(\Omega_D), \|\alpha\|_{W^{1,\infty}(\Omega_D)} \right)$ with $\Omega_D$ the computational domain, and $C$ is independent of $h$ or $t$.

Similar to (4.8), we obtain the error estimate of the bi-fidelity method for the linear Boltzmann equation (4.9) when choosing the low-fidelity model as the same equation computed on coarser mesh $\Delta x_2$,

$$\|f^H - f^B\|_{L^2(\Omega_D)L^2_z} \leq \frac{C}{(N/2 + 1)^{q/2}} + C'(\sqrt{N} + 1) \sqrt{T} e^{C\Delta x_2 t} (\Delta x_2)^{k+\frac{1}{2}} |f|_{L^\infty([0,t],H^{k+1}(\Omega_D))}.$$ 

5 Conclusion

In this paper, we provide a general framework to study error estimates of the bi-fidelity method to solve multi-scale kinetic equations with random inputs. Our result is uniform in the Knudsen number. We take the Boltzmann and the linear transport equations as two important classes of examples to conduct the analysis. Our idea and analysis can be applied to general multiscale kinetic equations with uncertainty since the regularity analysis in the previous work [25] works for general linear or non-linear kinetic equations. Our work sheds some lights on choosing low-fidelity model for the bi-fidelity method to solve kinetic equations with random parameters.

Appendices

A Proof of (3.18)

We first discuss the incompressible Navier-Stokes (INS) scaling. The kinetic equation reads

$$\partial_t f + \frac{1}{\varepsilon} v \cdot \nabla_x f = \frac{1}{\varepsilon^2} Q(f, f),$$

and the perturbative setting

$$f = M + \delta \sqrt{M} h,$$

then $h$ satisfies

$$\partial_t h + \frac{1}{\varepsilon} v \cdot \nabla_x h = \frac{1}{\varepsilon^2} L(h) + \frac{\delta}{\varepsilon^2} F(h, h).$$

Following a similar proof as [2] for the deterministic problem and refer to [25] with the randomness, while consider the setting [26] with the small parameter $\delta$ (in [25]...
δ = ε), one finally gets
\[
\frac{d}{dt}||h||^2_{H^r_{\varepsilon,\perp}} \leq \left( \frac{\delta^2}{\varepsilon^2} K_1 C_1^2 C ||h||^2_{H^{r+}\perp} - K_0 \right) ||h||^2_{H^r_{\varepsilon,\perp}}.
\]
If
\[
||h_{in}||^2_{H^r_{\varepsilon,\perp}} \leq \frac{\varepsilon^2}{\delta^2} \frac{K_0}{2 K_1 C_1^2 C},
\]
then \(||h||_{H^{r+}_{\varepsilon,\perp}}\) always decreases, and for all \(t > 0\),
\[
\frac{d}{dt}||h||^2_{H^r_{\varepsilon,\perp}} \leq -\frac{K_0}{2} ||h||^2_{H^r_{\varepsilon,\perp}},
\]
since the \(H^r_{\Lambda}\)-norm controls the \(H^{r+}_{\varepsilon,\perp}\)-norm which is equivalent to the \(H^r_{\varepsilon,\perp}\)-norm, applying Gronwall’s lemma gives us the exponential decay in the \(H^r_{\varepsilon,\perp}\)-norm.

To conclude, if
\[
||h_{in}||_{H^r_{\varepsilon,\perp}} \leq \frac{\varepsilon}{\delta} \eta,
\]
then for all \(t > 0\),
\[
||h||_{H^r_{\varepsilon,\perp}} \leq \eta' e^{-\tau t},
\]
where \(\eta\) is sufficiently small, and the constants \(\eta, \eta', \tau\) are all independent of \(\varepsilon\) and \(\delta\). We don’t specify the \(r\)-dependence of \(\eta\) and \(\eta'\) though. Since \(\| \cdot \|_{H^r_{\varepsilon,\perp}} \sim \| \cdot \|_{H^r_{\varepsilon,\perp}}\), then (A.2)–(A.3) also hold true for \(||h||_{H^r_{\varepsilon,\perp}}\).

To conclude, consider the general kinetic problem with uncertainty and scalings,
\[
\begin{cases}
\partial_t f + \frac{1}{\varepsilon^\alpha} v \cdot \nabla_x f = \frac{1}{\varepsilon^{1+\alpha}} Q(f, f), \\
f(0, x, v, z) = f_{in}(x, v, z), \quad x \in \Omega \subset \mathbb{T}^d, v \in \mathbb{R}^d, z \in I_z \subset \mathbb{R},
\end{cases}
\]
where \(\alpha = 0\) and \(\alpha = 1\) correspond to the acoustic and INS scalings, respectively. If the initial data satisfies
\[
||h_{in}||_{H^r_{\varepsilon,\perp} L^\infty_z} \leq \frac{\varepsilon}{\delta} \eta,
\]
for sufficiently small \(\eta\), then at all time \(t > 0\),

(i) For \(\alpha = 1\) (INS scaling),
\[
||h_{\varepsilon}||_{H^{r+}_{\varepsilon,\perp} L^\infty_z} \leq \eta' e^{-\tau t}, \quad ||h_{\varepsilon}||_{H^{r+}_{\varepsilon}, H^r_z} \leq \eta' e^{-\tau t},
\]

(ii) For \(\alpha = 0\) (acoustic scaling),
\[
||h_{\varepsilon}||_{H^{r+}_{\varepsilon,\perp} L^\infty_z} \leq \eta' e^{-\varepsilon t}, \quad ||h_{\varepsilon}||_{H^{r+}_{\varepsilon}, H^r_z} \leq \eta' e^{-\varepsilon t},
\]
where all the constants \(\eta, \eta', \tau\) are independent of \(\varepsilon\) and \(\delta\).

**B Proof of analyticity for the linearized Boltzmann equation**

We prove the analyticity in the random space for the linearized Boltzmann equation with multiple scales. The perturbative solution satisfies
\[
\partial_t h + \frac{1}{\varepsilon^\alpha} v \cdot \nabla_x h = \frac{1}{\varepsilon^{1+\alpha}} \mathcal{L}(h),
\]

(19)
where $\alpha = 0$ corresponds to the acoustic scaling, and $\alpha = 1$ corresponds to the INS scaling.

For simplicity, we provide a one-dimensional analysis for each direction of $z_n$. Assume the collision cross-section $b$ has an affine dependence on $z$,

$$ b(\cos \theta) = b_0(\cos \theta) + b_1(\cos \theta) z, \quad |b_1| \leq C_b. $$

Define the operator $T\varepsilon := \frac{1}{\varepsilon^{1+\alpha}} \mathcal{L} - \frac{1}{\varepsilon} v \cdot \nabla$, and denote $h_1 := \partial^l z h$ for all $l \geq 0$. Take $\partial^l z$ of the equation (B.1), then

$$ \partial_t h_l = T\varepsilon (h_l) + \frac{1}{\varepsilon^{1+\alpha}} \mathcal{L}_b (h_{l-1}), $$

where $\mathcal{L}_b$ is defined by substituting $b(\cos \theta)$ by $b_1(\cos \theta)$ in the linearized collision operator $\mathcal{L}$. Thus

$$ \frac{d}{dt} \|h_l\|_{H^k}^2 = 2 \langle T\varepsilon (h_l), h_l \rangle_{H^k} + \frac{2}{\varepsilon^{1+\alpha}} \langle \mathcal{L}_b (h_{l-1}), h_l \rangle_{H^k}. $$

By the hypocoercivity theory and $\mathcal{L}$ being a bounded operator,

$$ \frac{d}{dt} \|h_l\|_{H^k}^2 \leq -\varepsilon C_0 \|h_l\|_{H^k}^2 + \frac{C_1}{\varepsilon^{1+\alpha}} l \|h_{l-1}\|_{H^k} \|h_l\|_{H^k}, $$

where

$$ \|h\|_{H^k}^2 = \sum_{|j| + |l| = k} \left\| \frac{\partial^2}{\partial v_j \partial x_l} h \right\|_{H^k}^2, $$

and

$$ \|h\|_\Lambda = \left\| h(1 + |v|)^{\gamma/2} \right\|_{L^2 \times \nu}, $$

with $\gamma$ shown in (3.8) on the potential part of the collision kernel. Set $g_l = \|h_l\|_{H^k}$, since $\|h_l\|_{H^k}$ controls $\|h_l\|_{H^k}$, then

$$ \frac{d}{dt} g_l \leq -\varepsilon C_0 g_l + \frac{C_1}{\varepsilon^{1+\alpha}} l g_{l-1}. $$

Using [21], Lemma 6] in a similar way, one gets

$$ g_l(t) \leq e^{-\varepsilon C_0 t} \sum_{m=0}^{l} \frac{t!}{(l-m)! m!} \left( \frac{C_1}{\varepsilon^{1+\alpha}} t \right)^m h_{l-m}(0). $$

Following [21], Theorem 5], if the initial data satisfies $\|\partial^l z h_0(z)\|_{H^k} \leq R^l$, $\forall l \geq 0$, then at time $t$,

$$ \|\partial^l z h(z)\|_{H^k} \leq C e^{-\varepsilon C_0 t} \left( R + \frac{C_1}{\varepsilon^{1+\alpha}} t \right)^l, $$

where $C$, $C_0$, $C_1$ are independent of $l$ and $\varepsilon$. The convergence radius for $h$ at any point $z_0$ is defined by

$$ r(z_0) = \limsup_{t \to \infty} \left( g_l(z_0) / l! \right)^{1/l} = \infty, $$

which is independent of $z_0$, thus $h$ (or $f$) is analytic in $z$. 20
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