Assessing mortality prediction through different representation models based on concepts extracted from clinical notes
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Abstract
Recent years have seen particular interest in using electronic medical records (EMRs) for secondary purposes to enhance the quality and safety of healthcare delivery. EMRs tend to contain large amounts of valuable clinical notes. Learning of embedding is a method for converting notes into a format that makes them comparable. Transformer-based representation models have recently made a great leap forward. These models are pre-trained on large online datasets to understand natural language texts effectively. The quality of a learning embedding is influenced by how clinical notes are used as input to representation models. A clinical note has several sections with different levels of information value. It is also common for healthcare providers to use different expressions for the same concept. Existing methods use clinical notes directly or with an initial preprocessing as input to representation models. However, to learn a good embedding, we identified the most essential clinical notes section. We then mapped the extracted concepts from selected sections to the standard names in the Unified Medical Language System (UMLS). We used the standard phrases corresponding to the unique concepts as input for clinical models. We performed experiments to measure the usefulness of the learned embedding vectors in the task of hospital mortality prediction on a subset of the publicly available Medical Information Mart for Intensive Care (MIMIC-III) dataset. According to the experiments, clinical transformer-based representation models produced better results with getting input generated by standard names of extracted unique concepts.
compared to other input formats. The best-performing models were BioBERT, PubMedBERT, and UmlsBERT, respectively.
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1 **Introduction**

A patient’s Electronic Medical Record (EMR) includes specific information about their health history, e.g., diagnoses, medicines, tests, allergies, immunizations, and treatments. EMRs are digital files containing both structured and unstructured data. Structured data are recorded in a patient’s file using standard coding systems such as laboratory tests and medications records. Examples of such data are diagnostic codes or prescriptions and laboratory tests recorded using standard terminology systems, such as ICD10\(^2\), RxNorm\(^3\), or LOINC\(^4\).

In contrast, unstructured data are the free texts written by service providers in various sheets. The unstructured data stored textually in an EMR contains valuable information such as the patient’s history or explanations about their illness when entering the hospital. However, processing these texts could be difficult because of challenges such as more syntactic differences, word choices, abbreviations, acronyms, compounds, and negation expressions, as well as speculative cues, factuality expressions, and spelling errors compared to general notes (1). The complexity of processing unstructured data has turned it into one of the most researched topics.

In this article, we focus on how to model unstructured data to make it usable as the input of patient information representation models. Two steps, i.e., named entity recognition (NER) and named entity disambiguation or entity linking, are necessary to overcome the challenges of unstructured data, which include clinical texts recorded by healthcare providers.

The NER step identifies and aligns biomedical entities to knowledge bases, enhancing decision-making efficiency (2) and reducing the diversity of clinical terms. A key goal of entity disambiguation and entity linking is to give each entity in the text a unique identifier. Through entity linking, entities extracted from the text can be mapped to corresponding unique ids from
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\(^2\) International statistical classification of diseases and related health problems  
\(^3\) Normalized naming system for generic and branded drugs  
\(^4\) Logical Observation Identifiers Names and Codes
a knowledge base such as the Unified Medical Language System (UMLS). The problem that arises in the application of NER and entity linking methods is the extraction of concepts. The extracted concepts can be repetitive and may not have the same differential value.

In this study, during the section detection step, the initial discharge sheet was split into inner sections, and after filtering more valuable sections by performing the NER process, their included notes were converted to a list of concepts mapped with the knowledge base. The produced set was very likely to contain repetitive and insignificant concepts. This research's proposed input was designed based on a unique subset of concepts extracted from each file. The extracted unique concepts were used as input to ten different textual representation methods. After the mentioned processing steps, the impacts of input type and representation model type on the final result were examined from different aspects.

In this article, we investigated how the use of external knowledge to process clinical notes could affect the quality of representation models. In summary, the contributions of this work are as follows:

1. The effect of exploiting external knowledge in the form of medical concepts' standard names as input was investigated.
2. The performance of the representation models, which received the input generated by the proposed method, was evaluated. The representation models were pre-trained on different medical vocabularies and knowledge sources.
3. The performance of different clinical representation models using different processing methods on three types of clinical notes as input was also studied.

The rest of this paper is organized as follows. Section 2 introduces the proposed framework for generating representations from different versions of text inputs and explains how the prediction model is created. The results of several organized models are examined in Section 3. Finally, Section 4 discusses the results and presents the conclusions.

### 1.1 Statement of significance

| Problem or Issue | A number of challenges are associated with converting clinical texts into comparable vectors that can be used in machine learning tasks. Clinical texts in EMR differ in their expression of specialized expressions, their writing styles, and the importance of different sections. |
|------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
2 Related works

A review of research on the use of machine learning methods on electronic file data shows that it is crucial to pay attention to both the type of input and type of representation model and design architecture to solve the downstream task.

2.1 Input data type

Regarding input data type, a review of articles on EMR representation shows that initially, only structured data recorded in electronic files were used as input to algorithms. For example, using structured information representations, Choi et al. predicted heart failure using diagnoses recorded during patient visits (3,4). In such studies, the information was represented using word2vec, which is a neural network-based method (5,6). Mittio et al. (7) showed that using unstructured data, along with structured data, improved the results reported in (3,4). They used the auto-encoder method for representation, and given the fact that using this method was reported to have no significant effect on the results in (3), the obtained improvement can be attributed to the use of textual data. Employing the transformer model, Dligach et al. showed that using unstructured data alone could provide comparable results with those of other methods that use both unstructured and structured data simultaneously (8).

2.2 NLP in clinical notes

A key step in natural language processing (NLP) is entity recognition. This process can be rule-based or a combination of methods in which machine learning models are used to reinforce rules (9). In a review study (10) published in 2016, no difference was reported between rule-
based methods and those based on machine learning. Still, in another review study conducted in 2019, the share of the machine learning method witnessed a significant growth (11). The rule-based method requires humans to handcraft specific rules to identify different types of named entities; in contrast, machine learning approaches automatically learn patterns for identifying named entities based on a large corpus of labeled training data. The main advantage of machine learning approaches over rule-based ones is their higher flexibility. However, they require large quantities of word-level annotations, which are costly and impossible to obtain within biomedical settings (12). MetaMap (12) and cTAKES (13) are examples of the first group, and BioBERT (14) and CLAMP (15) are in the second group (16).

SciSpaCy is an instance of the tools that employ the rule-based technique. It is a Python-based NLP pipeline developed by the Allen Institute for Artificial Intelligence (AI2) designed to analyze scientific and biomedical text using natural language processing (17). It includes a custom tokenizer that adds tokenization rules onto SpaCy's rule-based tokenizer (18), a POS tagger and syntactic parser trained on biomedical data, and an entity span detection algorithm. The extracted entities were mapped to the concepts defined in the ontology to reduce ambiguity. This was done in the entity linking stage. With entity linking, extracted entities from the text were mapped to corresponding unique ids from a target knowledge base. The target knowledge base in MetaMap and cTAKES is UMLS. In Scispacy, the target knowledge base could be UMLS, MeSH, RxNorm, GO, or HPO (17). This step has been made for various purposes in previous studies. For example, in (19), the definitions in Metatarsus were used to improve the quality of embedding vectors generated for concepts. Moreover, in (20), the concepts mapped to UMLS were used to design a model for identifying heart problems. In (21), the extracted concepts mapped with SNOMED-CT ontology were used to make connections between patients and treatment methods.

Despite the added value achieved through NER implementation and linking, there is always the issue that the set of concepts extracted (bag of concepts) includes concepts that do not have differentiating characteristics. In other words, more valuable concepts need to be separated from other extracted concepts. However, one of the research topics is how to use the extracted concepts and identify the key concepts (22,23).

Identifying key concepts in clinical notes is more sensitive because these notes are composed of sections that address various issues related to the patient treatment process. It is important to identify these sections before identifying the concepts. Depending on which section is
analyzed, a clinical condition may have been experienced by the patient in the past, may be ongoing at the time of the note, or the patient may be at risk of experiencing it in the future. Depending on the section type, there might be a variety of section headers spelled out or abbreviated. Accordingly, section detection is a core part of clinical NLP. MedSpaCy implements clinical section detection through rule-based matching of section titles, adapted from the default SecTag rules (24).

2.3 Representation models

Regardless of the importance of using textual data and how to process them, the clinical data in machine learning problems should be converted into a comparable format, which is done by learning embedding vectors. Over the years, researchers have developed numerous text representation techniques, which started with one-hot and bag-of-words models and expanded to RNN-based and transformer-based models. Given the general success of transformer-based pre-trained language models, many such models have been developed by pre-training on biomedical corpora. The following is a quick review of some of these models used in this paper.

The BERT-BASE (11) model has been trained on the Wikipedia and book corpus databases but has not been fine-tuned on clinical data and can therefore be considered a general model. The BioBERT architecture uses the weights of BERT-BASE but has been trained on PubMed abstracts and PubMed Central (PMC) archive, in addition to the databases mentioned above (12). Using the original vocabulary of BERT-BASE in BioBERT allows for reusability of previously created BERT-BASE models and interchangeability between BERT-BASE and BioBERT. The model named BlueBERT has used clinical notes in the MIMIC-III dataset in addition to PubMed abstracts (13). However, another model called Bio+Clinical BERT has been only trained on clinical notes in the MIMIC-III dataset (14). Unlike the above models, which all use the vocabulary of BERT-BASE, the model called SciBERT has its own vocabulary, which is about the same size as that of BERT-BASE. This vocabulary contains 30,000 sub-words and has been compiled from 1.14 million articles (15). Another model that has its own vocabulary is PubMedBERT. This vocabulary, which contains more words specific to the biomedical field than SciBERT, has been compiled from 30 million PubMed abstracts (16). The model named UmlsBERT has been developed based on the knowledge augmentation strategy and the learning of UMLS semantic groups such as anatomy and disorder (17). Although BlueBERT and Bio+Clinical BERT were also trained on clinical data, the ability to learn semantic groups is a unique feature of UmlsBERT.
3 Materials and Methods

We conducted our experiments on inpatient mortality prediction. We followed these steps: 1) collecting discharge notes from medical records in the dataset; 2) applying the clinical NLP pipelines to extract concepts from clinical notes; 3) extracting key phrases using the TF-IDF (Term Frequency - Inverse Document Frequency) method, selecting concepts with positive scores, and eliminating others; 4) creating sequences of selected key phrases; 5) generating embedded sequences through different document representation models; 6) evaluating the performances of various embedding models. Fig. 1 demonstrates the whole workflow of the study.

3.1 Processing model

The proposed workflow includes the steps shown in Fig. 1. The primary database contains patients' clinical texts. From a variety of textual information, discharge sheets were selected for processing since they tend to include a summary of the most essential information concerning the patients' medical history and current hospitalization. This is especially useful for patients undergoing multiple treatments, as the outcome of each treatment is reported in this summary.

Each of the discharges notes, consists of several components or sections (25). However, there is significant variation in sections and the descriptive phrases in section headers. This challenge in the NLP of clinical notes is named flexible formatting (37, 40). After sectionizing each note by medspaCy (26), we follow the next step, which is named-entity recognition (NER). In this step, the clinical text processing was performed through data cleansing, NER, and entity linking stages. Through NER step, biomedical entities were identified and aligned to knowledge bases, promoting decision-making efficiency (2) and reducing clinical terminology diversity. A key goal of entity disambiguation and entity linking is to give each entity in the text a unique identifier. By using entity linkage, entities extracted from the text can be mapped to corresponding unique identifiers from a knowledge base, such as the Unified Medical Language System (UMLS).

The input of the model is an unstructured text, and its output is a list of all extracted concepts and the properties related to those concepts. This list is referred to as a bag of concepts hereinafter.
There are repetitive concepts in a bag of concepts. Following the removal of repetitive concepts, the remaining unique concepts of each patient were used as inputs in the different representation models. At this step, different representation models were used to generate an embedding vector of the text resulting from the connection of concepts related to each patient. For each representation model, a database containing the patient identifier and the embedding vector generated for them by that representation model was created. These datasets were evaluated in an in-hospital death prediction problem such that the input of the model predicted the patient representation vector, and the goal was to predict the patient's death status. The XGBoost algorithm was used to predict the status of death.

Fig. 1 Workflow of the methodology
3.2 Dataset

We used a subset of the MIMIC-III, a large, freely-accessible database comprising de-identified health-related data from more than forty thousand patients admitted to one medical center between 2001 and 2012. This subset consists of the extracted discharge summary of the first visits of 1610 patients (27). This set of EMRs was randomly selected from the MIMIC dataset (28).

While processing the summary files related to these patients, first, the different sections in the form were identified, and then the concepts extracted from the sections below were defined as following (29,30):

- **Past medical history**: A patient's health status prior to presenting their problem
- **History of present illness**: A description of the development of the patient's present illness
- **Chief complaint**: A concise statement describing the reason for the encounter
- **Family history**: Past occurrences (of a medical or mental health condition) in family members or past incidences (of a type of behavior) by family members
- **Physical exam**: An examination of the bodily functions and condition of an individual

The patient death status was selected from the admission table of the MIMIC dataset.

3.3 Clinical Text Preprocessing

A large amount of the information in an EMR is unstructured free text (37). Clinical text is written by various professionals such as physicians, nurses, physiotherapists, and psychologists. It is often written under time pressure and contains misspellings, non-standard abbreviations and jargon, and incomplete sentences. The use of general natural language processing (NLP) methods is insufficient for clinical texts (31). Accordingly, the following steps were followed for the processing:

There are sections in a patient's discharge sheet that contain valuable information about their current and past medical history. In this research, a collection of discharge sheets that have not been processed is called FullNotes. In the first step, it was necessary to identify the more valuable sections of the discharge sheets and separate them from other sections. The challenge
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3 https://github.com/sebastianGehrmann/phenotyping/tree/master/data
at this stage was that the headers or titles of these sections were not the same throughout the dataset, and different headers were used to refer to a specific section. This challenge in NLP of clinical notes is categorized as flexible formatting and named variable formatting (1,32). This problem was handled using the MedSpacy library (24).

A study on the data quality of the discharged sheets showed that 36 different information sections could be recorded. However, a limited number of these sections were completed in all EMRs (33). After identifying the sections within a discharge sheet and mapping the section headers to standard headers, a number of more important sections were selected in consultation with a physician, and their text was passed to the next step. In the next step, the type of each phrase was identified in terms of being negative/positive and disease/chemical. In the last step, the identified phrases were mapped with preferred names of standard concepts in the UMLS database. Therefore, for each identified phrase, we had a standard name (preferred name) and a unique code (concept unique identifier (CUI)). This step is known as entity linking. The libraries used in the implementation of different stages of the process are listed in Table 1.

Some of these concepts were repeated more than once. Duplicate CUIs were removed at this stage. It should be noted that the processing was first done on the CUIs, and in the last step, the remaining CUIs were converted to their preferred names in the knowledge base. This was done using a dictionary that had been produced from all positive and negative concepts in the corpus. This was to preserve the phrase attributed to the concepts whose standard names consisted of several words, some of which were common between different concepts. In addition, negative expressions would appear in the final output with a "NOT" in front of their name.

A summary text for each patient was created by connecting the preferred names of the remaining concepts. The final dataset contained each patient's ID and summary text, which are referred to as a unique concept (UC) herein. The generated summary text was used as the input of the next step to generate the embedded vector by the representation models.
| Processing step                  | Tools/Python libraries | Setting                                      | Ref |
|---------------------------------|------------------------|----------------------------------------------|-----|
| Section detection               | MedspaCy               | nlp.pipe_name : 'medspaCy_sectionizer'       | (24)|
| Negation detection              | Negspacy               |                                              | (34)|
| Concept mention detection, concept encoding | scispaCy | a Python library with en_ner_bc5cdr_md model | (17)|
| XGBClassifier                   | XGBoost                 |                                              | (35)|
| Doc2Vec embedding model         | Gensim                 | vector_size = 200, window_size= 5,         | (36)|
|                                 |                        | sampling_threshold = 1e-5,                  |     |
|                                 |                        | negative_size = 5, alpha = 0.025,          |     |
|                                 |                        | minimum_alpha = 0.0001, min_count =5,      |     |
|                                 |                        | training_epochs = 10, DM=0                 |     |
|                                 |                        | and1.hs=1(for hierarchical softmax)        |     |
|                                 |                        | and negative =1 (for negative sampling)    |     |
| Transformer-based embedding model | Hugging Face           |                                              | (37)|
| NearMiss                        | Imblearn.under_sampling |                                              | (38)|

### 3.4 Representation

Different representation models were used to generate the embedding vector. These models can be classified into two groups depending on being transformer-based or not. Table 2 provides the information about the models.
Table 2. The used document representation models

| Model type         | Model       | Vocabulary                     | Domain-specific data                                      | Year   | Ref  |
|--------------------|-------------|--------------------------------|-----------------------------------------------------------|--------|------|
| Transformer-based  | BioBERT     | BERT-BASE                      | PubMed abstracts                                          | 2020   | (14) |
|                    |             |                                | PubMed Central (PMC)                                      |        |      |
|                    | BLUEBERT    | BERT-BASE                      | PubMed abstracts, clinical notes from the MIMIC III dataset| 2019   | (39) |
|                    | Bio+Clinical| BioBERT                        | Only the discharge summaries in MIMIC III                 | 2020   | (40) |
|                    |             | BERT-BASE                      | All MIMIC III                                             |        |      |
|                    | SCI-BERT    | SciVocab                       | Papers from the biomedical domain and computer science    | 2019   | (41) |
|                    | PubMed-BERT | BERT-BASE                      | PubMed (abstracts and full biomedical articles)            | 2021   | (42) |
|                    |             |                                | (3.1B words)                                              |        |      |
|                    | UMLS-BERT   | Bio+Clinical-BERT              | Patient notes and diagnostic test reports from the MIMIC III | 2020   | (43) |
|                    | BERT        | BERT-BASE                      | -                                                          | 2018   | (44) |
| Other              | USE         | -                              |                                                            | 2018   | (45) |
|                    | Doc2Vec     | -                              |                                                            | 2014   | (46) |

3.5 Downstream task

The generated representation vectors were used as the input of a classification model for predicting in-hospital deaths. The issue of predicting mortality from data recorded in EMRs is one of the common downstream tasks in many previous studies (47,48). This task can be defined as in-hospital or post-hospital mortality prediction. Identifying patients who are more likely to die allows for providing medical services on time to reduce their risk of death. According to the available dataset, this study implemented the in-hospital mortality prediction as a binary classification problem.

The XGBoost algorithm (35) was used to design the classification model. We produced separate datasets based on the representation models. Each dataset contained the patient
identifier and the embedding vector generated by the model. The embedding vector was the input to the XGBoost algorithm. The target field was the patient's death status at the same admission. XGBoost is an ensemble method to combine decisions from multiple models for improved overall accuracy. The XGBoost algorithm builds base estimators sequentially and tries to reduce the bias of the combined estimator through gradient boosting.

4 Evaluation

The experiments were designed based on the following research questions:

1. What is the effect of the type of input generated from unstructured data on the performance of a representation model?
2. What is the difference between the performance of different representation models with the same input?
3. Changing which of the two factors, i.e., the input type or the representation algorithm, has a more significant impact on the final performance of the model?

We used three types of inputs to make the evaluation. These inputs were given to ten different representation models, and their generated embedding vectors were used in the downstream prediction task. The inputs were defined as follows:

1. **The Full Notes set**: This version comprises the entire text of case summaries after a standard text cleansing. The original texts are first broken down into 20 smaller parts for conversion into representation. Then the embedding vectors obtained for different parts are averaged.
2. **The Bag-of-Concept (BOC) set**: This version consists of all clinical concepts extracted from the text of case summaries. In this version, clinical concepts extracted from each clinical note are used to construct a sequence of concepts in the order in which they appear in the original text.
3. **Unique Concepts (UC)**: This version includes a set of unique concepts extracted from selected sections of the discharge sheets.

Table 1 shows the statistical information of these inputs. The three versions of the inputs were fed to the document representation models listed in Table 2.
The evaluation was performed through K-fold cross-validation with K=2, and each model run 20 times. The same two folds were used throughout all the experiments. We took each fold as the test set and the remaining fold as the training set. Each ML algorithm learned on the training set and outputted its predictions for the test set, where evaluation metrics were calculated.

In this study, the XGBoost model was used for classification. Since the input data were imbalanced in terms of fatality, the near-miss method was used to under-sample the data (49). In transformer-based models, the last hidden state of the [CLS] token was used as the representation of the entire input sentence. The input vector size was set to 768 for transformer-based models and PV-DM and PV-DBOW for Doc2Vec and USE models, respectively. The effectiveness of the proposed representation method was evaluated in a downstream prediction task. The evaluation metrics are described below.

### 4.1 Evaluation metrics

**Precision (P):** is defined as the number of true positives ($T_p$) over the number of true positives plus the number of false positives ($F_p$).

$$ P = \frac{T_p}{T_p + F_p} \quad (1) $$

**Recall (R):** is defined as the number of true positives ($T_p$) divided by the sum of the number of true positives and number of false negatives ($F_n$).
\[ R = \frac{T_P}{T_P + F_N} \]  

(2)

**F1 score**: is defined as the harmonic mean of precision and recall.

\[ F_1 = 2 \times \frac{P \times R}{P + R} \]  

(3)

**Accuracy**: is defined as

\[ Accuracy = \frac{Sensitivity + Specificity}{2} \]  

(4)

### 4.2 In-hospital death prediction

This section presents the results of in-hospital death prediction using the embedding models listed in Table 1 on the inputs derived from patient case summaries.
The following can be concluded from the results presented in Table 4 and Table 5.

### Table 4 - Results of the prediction model (Recall and Precision)

| Representation models          | BOC  | Full Notes | UC   | BOC  | Full Notes | UC   |
|-------------------------------|------|------------|------|------|------------|------|
| BERT-BASE                     | 0.48 | 0.72       | 0.76 | 0.53 | 0.81       | 0.83 |
| BIO-BERT                      | 0.52 | 0.75       | **0.84** | **0.94** | 0.82 | 0.86 |
| BIO-CLINICAL-BERT             | 0.54 | 0.74       | 0.82 | 0.61 | 0.79       | 0.84 |
| BLUEBERT                      | 0.71 | 0.73       | 0.75 | 0.82 | 0.81       | 0.84 |
| DOC2VEC-DM-0                  | 0.73 | 0.73       | 0.71 | 0.77 | 0.71       | 0.78 |
| DOC2VEC-DM-1                  | **0.79** | **0.80** | 0.71 | 0.82 | **0.85** | 0.76 |
| PUBMED-BERT                   | 0.44 | 0.71       | 0.83 | 0.60 | 0.77       | 0.86 |
| SCI-BERT                      | 0.71 | 0.77       | 0.76 | 0.81 | 0.83       | **0.87** |
| UMLSLSBERT                    | 0.71 | 0.72       | 0.81 | 0.80 | 0.81       | 0.86 |
| USE                           | 0.69 | 0.71       | 0.78 | 0.93 | 0.79       | 0.81 |

### Table 5 - Results of the prediction model (Accuracy and F1)

| Representation models          | Accuracy | BOC  | Full Notes | UC   | BOC  | Full Notes | UC   |
|-------------------------------|----------|------|------------|------|------|------------|------|
| BERT-BASE                     | 52.15    | 77.35| 79.92      |      | 0.51 | 0.77       | 0.80 |
| BIO-BERT                      | 73.77    | 78.69| **85.04**  |      | 0.72 | 0.79       | **0.85** |
| BIO-CLINICAL-BERT             | 59.27    | 77.08| 83.38      |      | 0.59 | 0.77       | 0.83 |
| BLUEBERT                      | 77.35    | 77.42| 80.31      |      | 0.77 | 0.77       | 0.80 |
| DOC2VEC-DM-0                  | 75.73    | 71.52| 75.50      |      | 0.76 | 0.71       | 0.75 |
| DOC2VEC-DM-1                  | 80.81    | **82.73** | 74.23 |      | **0.81** | **0.83** | 0.74 |
| PUBMED-BERT                   | 55.42    | 74.77| 84.58      |      | 0.54 | 0.75       | 0.85 |
| SCI-BERT                      | 77.04    | 80.08| 82.27      |      | 0.77 | 0.80       | 0.82 |
| UMLSLSBERT                    | 76.12    | 77.46| 83.31      |      | 0.76 | 0.77       | 0.83 |
| USE                           | **81.27** | 75.50| 79.77      |      | **0.81** | 0.75 | 0.80 |

In Figures 2 and 3, the results are visually represented. Based on these results, a number of important conclusions can be drawn:

1. All transformer-based models achieved their best performance level when run with UC inputs.
2. The model offering the best results with the Full Notes inputs was Doc2Vec-PM (Doc2Vec-DM-DBOW).

3. The model achieving the best results with UC inputs in terms of (F1) score and accuracy was the transformer-based Bio-BERT ((F1) score = 0.850; accuracy = 0.852). The models with the next highest performance level with UC inputs were PubMed-BERT, followed by UMLS-BERT and Bio+Clinical-BERT.

4. According to Figure 2, all transformer-based models with BOC input had a lower average F1 metric than other input types.

5. In light of the superior results obtained from UC input, it proves the effectiveness of removing duplicate concepts from embedding vectors.
According to Figure 3, PubMed-BERT, BERT-BASE, and Bio+Clinical-BERT models were the most changeable when receiving different inputs. In contrast, models SCI-BERT, BLUEBERT and UMLSBERT are less affected by changing the type of input.
As shown in Figure. 4, all transformer-based models performed better with UC inputs than with BOC inputs (the performance difference is marked with orange color). The values given in the figure indicate that accuracy improved when the models were fed with unique concepts (UC) instead of all extracted concepts (BOC). The most remarkable improvements were provided by PubMed-BERT, which achieved 30% performance improvement by using unique concepts rather than all extracted concepts.

It can also be seen that all models except Doc2Vec-Dm-DBOW had better performance with unique concept inputs than with FullNotes inputs (the performance difference is marked with blue color). In other words, using unique concepts as the model input rather than full texts improved the performance of most models in terms of accuracy.

Fig. 4 shows that using FullNotes inputs instead of BOC inputs, which are shown with blue bars in the plot, led to better results with all transformer-based models (green bars), with the most significant performance change belonging to BERT-BASE (26%) and PubMed-BERT (21%).
Figure 4: A comparison between the representation models performance on different inputs types in terms of accuracy.
5 Conclusion

Given the widespread use of EMRs, massive amounts of clinical data are generated every day. Ongoing improvements in artificial intelligence and access to processing resources have provided a cost-effective alternative way to classify and screen patients using EMR-generated data. This study investigated the effectiveness of clinical text representation methods using new transformer-based models that have been developed in recent years.

Since the data recorded in clinical notes could be influenced by a variety of factors such as physicians' knowledge and competence, extracting key clinical concepts from these texts and mapping them with standard terminologies can be a great step toward identifying similar cases from texts. However, a great number of concepts extracted from clinical texts tend to be essentially irrelevant and useless for the purpose of text analysis. In this study, instead of using the bag-of-concepts, first, key concepts were extracted using a classical statistical method, and then the extracted concepts were used to construct summary phrases to be used as inputs in the representation methods.

The results showed that using key phrases instead of bag-of-concepts improved the performance of all transformer-based models tested in the study. This improvement can be attributed to the elimination of irrelevant and repetitive concepts. Another finding of this study was the poorer performance of all models when they were run with bag-of-concepts compared to when they were given Full Notes. This shows that extracting all concepts, including irrelevant ones, cannot compensate for the loss of word relationships.

Another finding of this study was the differences observed in the performance levels of different BERT-BASE-based models when run with different input types. The best results were obtained with Bio-BERT and PubMed-BERT when using unique concepts as input. This better performance can be attributed to the use of scientific articles in the pre-training phase of these two models. The third best performance with unique concepts as inputs (with only a 1% difference from the second-best performance) belonged to UMLS-BERT, which has been pre-trained with a UMLS knowledge base.

This study also had several limitations. The first limitation was the mapping of clinical concepts. Although the various tools that can be used for this purpose return more than one concept for each clinical term, in this study, only the concept with the highest score was picked for use in later steps. In future works, we will focus on extracting key concepts and using the different methods that exist in this area.
6 Availability of data and materials

The dataset supporting the conclusions of this article is available in phenotyping Repository, https://github.com/sebastianGehrmann/phenotyping.git.

7 REFERENCES

1. Dalianis H. Clinical text mining: Secondary use of electronic patient records. Clinical Text Mining: Secondary Use of Electronic Patient Records. Cham: Springer International Publishing; 2018. 1–181 p.

2. Hu Y, Nie T, Shen D, Kou Y, Yu G. An integrated pipeline model for biomedical entity alignment. Front Comput Sci. 2021;15(3):153321.

3. Choi E, Bahadori MT, Searles E, Coffey C, Thompson M, Bost J, et al. Multi-layer representation learning for medical concepts. In: Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. 2016. p. 1495–504.

4. Choi E, Schuetz A, Stewart WF, Sun J. Medical concept representation learning from electronic health records and its application on heart failure prediction. arXiv Prepr arXiv160203686. 2016;

5. Mikolov T, Chen K, Corrado G, Dean J. Efficient estimation of word representations in vector space. arXiv Prepr arXiv13013781. 2013;

6. Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J. Distributed representations of words and phrases and their compositionality. In: Advances in neural information processing systems. 2013. p. 3111–9.

7. Miotto R, Li L, Kidd BA, Dudley JT. Deep patient: an unsupervised representation to predict the future of patients from the electronic health records. Sci Rep. 2016;6(1):1–10.

8. Dligach D, Miller T. Learning Patient Representations from Text. arXiv Prepr arXiv180502096. 2018;119–23.

9. Yadav P, Steinbach M, Kumar V, Simon G. Mining Electronic Health Records (EHRs) A Survey. ACM Comput Surv. 2018;50(6):1–40.

10. Ford E, Carroll JA, Smith HE, Scott D, Cassell JA. Extracting information from the text
of electronic medical records to improve case detection: a systematic review. J Am Med Informatics Assoc. 2016 Sep 1;23(5):1007–15.

11. Sheikhalishahi S, Miotto R, Dudley JT, Lavelli A, Rinaldi F, Osmani V. Natural language processing of clinical notes on chronic diseases: systematic review. JMIR Med informatics. 2019;7(2):e12239.

12. Lee JY, Dernoncourt F, Uzuner O, Szolovits P. Feature-augmented neural networks for patient note de-identification. arXiv Prepr arXiv161009704. 2016;

13. Savova GK, Masanz JJ, Ogren P V, Zheng J, Sohn S, Kipper-Schuler KC, et al. Mayo clinical Text Analysis and Knowledge Extraction System (cTAKES): architecture, component evaluation and applications. J Am Med Informatics Assoc. 2010;17(5):507–13.

14. Lee J, Yoon W, Kim S, Kim D, Kim S, So CH, et al. BioBERT: a pre-trained biomedical language representation model for biomedical text mining. Bioinformatics. 2020;36(4):1234–40.

15. Soysal E, Wang J, Jiang M, Wu Y, Pakhomov S, Liu H, et al. CLAMP—a toolkit for efficiently building customized clinical natural language processing pipelines. J Am Med Informatics Assoc. 2018;25(3):331–6.

16. Bose P, Srinivasan S, Sleeman IV WC, Palta J, Kapoor R, Ghosh P. A survey on recent named entity recognition and relationship extraction techniques on clinical texts. Appl Sci. 2021;11(18):8319.

17. Neumann M, King D, Beltagy I, Ammar W. ScispaCy: Fast and robust models for biomedical natural language processing. BioNLP 2019 - SIGBioMed Work Biomed Nat Lang Process Proc 18th BioNLP Work Shar Task. 2019;319–27.

18. Honnibal M, Montani I. spaCy 2: Natural language understanding with Bloom embeddings, convolutional neural networks and incremental parsing. To Appear. 2017;7(1):411–20.

19. Chanda AK, Bai T, Yang Z, Vucetic S. Improving medical term embeddings using UMLS Metathesaurus. BMC Med Inform Decis Mak. 2022;22(1):1–12.

20. Baliyan N, Johar A, Bhardwaj P. Identification of Congestive Heart Failure Patients Through Natural Language Processing BT - Data Science: Theory, Algorithms, and Applications. In: Verma GK, Soni B, Bourennane S, Ramos ACB, editors. Singapore:
21. Dhayne H, Kilany R, Haque R, Taher Y. EMR2vec: Bridging the gap between patient data and clinical trial. Comput Ind Eng. 2021;156:107236.

22. Papagianopoulou E, Tsoumakas G. A review of keyphrase extraction. Wiley Interdiscip Rev Data Min Knowl Discov. 2020;10(2):e1339.

23. Duque A, Fabregat H, Araujo L, Martinez-Romo J. A keyphrase-based approach for interpretable ICD-10 code classification of Spanish medical reports. Artif Intell Med. 2021;121:102177.

24. Eyre H, Chapman AB, Peterson KS, Shi J, Alba PR, Jones MM, et al. Launching into clinical space with medspaCy: a new clinical text processing toolkit in Python. AMIA. Annu Symp proceedings AMIA Symp. 2022 Feb 21;2021:438–47.

25. Kind AJH, Smith MA. Documentation of mandated discharge summary components in transitions from acute to subacute care. Adv patient Saf new Dir Altern approaches (Vol 2 Cult redesign). 2008;

26. Eyre H, Chapman AB, Peterson KS, Shi J, Alba PR, Jones MM, et al. Launching into clinical space with medspaCy: a new clinical text processing toolkit in Python. arXiv Prepr arXiv210607799. 2021;

27. Gehrmann S, Dernoncourt F, Li Y, Carlson ET, Wu JT, Welt J, et al. Comparing deep learning and concept extraction based methods for patient phenotyping from clinical narratives. PLoS One. 2018;13(2).

28. Johnson AEW, Pollard TJ, Shen L, Lehman LWH, Feng M, Ghassemi M, et al. MIMIC-III, a freely accessible critical care database. Sci Data. 2016;3.

29. Swartz MH. Textbook of physical diagnosis E-book: history and examination. Elsevier Health Sciences; 2020.

30. (2002). (n.d.) McGraw-Hill Concise Dictionary of Modern Medicine. history of present illness. [Internet]. [cited 2022 Jun 19]. Available from: https://medical-dictionary.thefreedictionary.com/history+of+present+illness

31. Allvin H, Carlsson E, Dalianis H, Danielsson-Ojala R, Daudaravičius V, Hassel M, et al. Characteristics of Finnish and Swedish intensive care nursing narratives: a comparative analysis to support the development of clinical language technologies. In:
32. Leaman R, Khare R, Lu Z. Challenges in clinical natural language processing for automated disorder normalization. J Biomed Inform. 2015;57:28–37.

33. Tremoulet PD, Shah PD, Acosta AA, Grant CW, Kurtz JT, Mounas P, et al. Usability of Electronic Health Record–Generated Discharge Summaries: Heuristic Evaluation. J Med Internet Res. 2021;23(4):e25657.

34. Chapman WW, Bridewell W, Hanbury P, Cooper GF, Buchanan BG. A Simple Algorithm for Identifying Negated Findings and Diseases in Discharge Summaries. J Biomed Inform. 2001;34(5):301–10.

35. Chen T, Guestrin C. Xgboost: A scalable tree boosting system. In: Proceedings of the 22nd acm sigkdd international conference on knowledge discovery and data mining. 2016. p. 785–94.

36. Rehurek R, Sojka P. Gensim–python framework for vector space modelling. NLP Centre, Fac Informatics, Masaryk Univ Brno, Czech Repub. 2011;3(2).

37. Wolf T, Debut L, Sanh V, Chaumond J, Delangue C, Moi A, et al. Huggingface’s transformers: State-of-the-art natural language processing. arXiv Prepr arXiv191003771. 2019;

38. Lemaître G, Nogueira F, Aridas CK. Imbalanced-learn: A python toolbox to tackle the curse of imbalanced datasets in machine learning. J Mach Learn Res. 2017;18(1):559–63.

39. Peng Y, Yan S, Lu Z. Transfer learning in biomedical natural language processing: An evaluation of BERT and ELMo on ten benchmarking datasets. BioNLP 2019 - SIGBioMed Work Biomed Nat Lang Process Proc 18th BioNLP Work Shar Task. 2019;58–65.

40. Alsentzer E, Murphy JR, Boag W, Weng W-H, Jin D, Naumann T, et al. Publicly available clinical BERT embeddings. arXiv Prepr arXiv190403323. 2019;

41. Beltagy I, Lo K, Cohan A. SCIBERT: A pretrained language model for scientific text. EMNLP-IJCNLP 2019 - 2019 Conf Empir Methods Nat Lang Process 9th Int Jt Conf Nat Lang Process Proc Conf. 2019;3615–20.

42. Gu Y, Tinn R, Cheng H, Lucas M, Usuyama N, Liu X, et al. Domain-specific language
model pretraining for biomedical natural language processing. ACM Trans Comput Healthc. 2021;3(1):1–23.

43. Michalopoulos G, Wang Y, Kaka H, Chen H, Wong A. UmlsBERT: Clinical Domain Knowledge Augmentation of Contextual Embeddings Using the Unified Medical Language System Metathesaurus. arXiv Prepr arXiv201010391. 2021;1744–53.

44. Devlin J, Chang M-W, Lee K, Toutanova K. Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv Prepr arXiv181004805. 2018;

45. Cer D, Yang Y, Kong S, Hua N, Limtiaco N, John RS, et al. Universal sentence encoder for English. In: Proceedings of the 2018 conference on empirical methods in natural language processing: system demonstrations. 2018. p. 169–74.

46. Le Q, Mikolov T. Distributed representations of sentences and documents. 31st Int Conf Mach Learn ICML 2014. 2014;4:2931–9.

47. Darabi S, Kachuee M, Fazeli S, Sarrafzadeh M. TAPER: Time-aware patient EHR representation. IEEE J Biomed Heal Informatics. 2020 Dec;24(11):3268–75.

48. Sushil M, Šuster S, Luyckx K, Daelemans W. Patient representation learning and interpretable evaluation using clinical notes. J Biomed Inform. 2018;84:103–13.

49. Bao L, Juan C, Li J, Zhang Y. Boosted Near-Miss Under-Sampling on SVM Ensembles for Concept Detection in Large-Scale Imbalanced Datasets. Neurocomput. 2016 Jan;172(C):198–206.

1. Dalianis H. Clinical text mining: Secondary use of electronic patient records. Clinical Text Mining: Secondary Use of Electronic Patient Records. Cham: Springer International Publishing; 2018. 1–181 p.

2. Hu Y, Nie T, Shen D, Kou Y, Yu G. An integrated pipeline model for biomedical entity alignment. Front Comput Sci. 2021;15(3):153321.

3. Choi E, Bahadori MT, Searles E, Coffey C, Thompson M, Bost J, et al. Multi-layer representation learning for medical concepts. In: Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. 2016. p. 1495–504.

4. Choi E, Schuetz A, Stewart WF, Sun J. Medical concept representation learning from electronic health records and its application on heart failure prediction. arXiv Prepr
5. Mikolov T, Chen K, Corrado G, Dean J. Efficient estimation of word representations in vector space. arXiv Prepr arXiv13013781. 2013;

6. Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J. Distributed representations of words and phrases and their compositionality. In: Advances in neural information processing systems. 2013. p. 3111–9.

7. Miotto R, Li L, Kidd BA, Dudley JT. Deep patient: an unsupervised representation to predict the future of patients from the electronic health records. Sci Rep. 2016;6(1):1–10.

8. Dligach D, Miller T. Learning Patient Representations from Text. arXiv Prepr arXiv180502096. 2018;119–23.

9. Yadav P, Steinbach M, Kumar V, Simon G. Mining Electronic Health Records (EHRs) A Survey. ACM Comput Surv. 2018;50(6):1–40.

10. Ford E, Carroll JA, Smith HE, Scott D, Cassell JA. Extracting information from the text of electronic medical records to improve case detection: a systematic review. J Am Med Informatics Assoc. 2016 Sep 1;23(5):1007–15.

11. Sheikhalishahi S, Miotto R, Dudley JT, Lavelli A, Rinaldi F, Osmani V. Natural language processing of clinical notes on chronic diseases: systematic review. JMIR Med informatics. 2019;7(2):e12239.

12. Lee JY, Dernoncourt F, Uzuner O, Szolovits P. Feature-augmented neural networks for patient note de-identification. arXiv Prepr arXiv161009704. 2016;

13. Savova GK, Masanz JJ, Ogren P V, Zheng J, Sohn S, Kipper-Schuler KC, et al. Mayo clinical Text Analysis and Knowledge Extraction System (cTAKES): architecture, component evaluation and applications. J Am Med Informatics Assoc. 2010;17(5):507–13.

14. Lee J, Yoon W, Kim S, Kim D, Kim S, So CH, et al. BioBERT: a pre-trained biomedical language representation model for biomedical text mining. Bioinformatics. 2020;36(4):1234–40.

15. Soysal E, Wang J, Jiang M, Wu Y, Pakhomov S, Liu H, et al. CLAMP—a toolkit for efficiently building customized clinical natural language processing pipelines. J Am Med Informatics Assoc. 2018;25(3):331–6.

16. Bose P, Srinivasan S, Sleeman IV WC, Palta J, Kapoor R, Ghosh P. A survey on recent named entity recognition and relationship extraction techniques on clinical texts. Appl
17. Neumann M, King D, Beltagy I, Ammar W. ScispaCy: Fast and robust models for biomedical natural language processing. BioNLP 2019 - SIGBioMed Work Biomed Nat Lang Process Proc 18th BioNLP Work Shar Task. 2019;319–27.

18. Honnibal M, Montani I. spaCy 2: Natural language understanding with Bloom embeddings, convolutional neural networks and incremental parsing. To Appear. 2017;7(1):411–20.

19. Chanda AK, Bai T, Yang Z, Vucetic S. Improving medical term embeddings using UMLS Metathesaurus. BMC Med Inform Decis Mak. 2022;22(1):1–12.

20. Baliyan N, Johar A, Bhardwaj P. Identification of Congestive Heart Failure Patients Through Natural Language Processing BT - Data Science: Theory, Algorithms, and Applications. In: Verma GK, Soni B, Bourennane S, Ramos ACB, editors. Singapore: Springer Singapore; 2021. p. 411–34.

21. Dhayne H, Kilany R, Haque R, Taher Y. EMR2vec: Bridging the gap between patient data and clinical trial. Comput Ind Eng. 2021;156:107236.

22. Papagiannopoulou E, Tsoumakas G. A review of keyphrase extraction. Wiley Interdiscip Rev Data Min Knowl Discov. 2020;10(2):e1339.

23. Duque A, Fabregat H, Araujo L, Martinez-Romo J. A keyphrase-based approach for interpretable ICD-10 code classification of Spanish medical reports. Artif Intell Med. 2021;121:102177.

24. Eyre H, Chapman AB, Peterson KS, Shi J, Alba PR, Jones MM, et al. Launching into clinical space with medspaCy: a new clinical text processing toolkit in Python. AMIA . Annu Symp proceedings AMIA Symp. 2022 Feb 21;2021:438–47.

25. Kind AJH, Smith MA. Documentation of mandated discharge summary components in transitions from acute to subacute care. Adv patient Saf new Dir Altern approaches (Vol 2 Cult redesign). 2008;

26. Eyre H, Chapman AB, Peterson KS, Shi J, Alba PR, Jones MM, et al. Launching into clinical space with medspaCy: a new clinical text processing toolkit in Python. arXiv Prepr arXiv210607799. 2021;

27. Gehrmann S, Dernoncourt F, Li Y, Carlson ET, Wu JT, Welt J, et al. Comparing deep learning and concept extraction based methods for patient phenotyping from clinical narratives. PLoS One. 2018;13(2).

28. Johnson AEW, Pollard TJ, Shen L, Lehman LWH, Feng M, Ghassemi M, et al. MIMIC-
III, a freely accessible critical care database. Sci Data. 2016;3.

29. Swartz MH. Textbook of physical diagnosis E-book: history and examination. Elsevier Health Sciences; 2020.

30. (2002). (n.d.) McGraw-Hill Concise Dictionary of Modern Medicine. history of present illness. [Internet]. [cited 2022 Jun 19]. Available from: https://medical-dictionary.thefreedictionary.com/history+of+present+illness

31. Allvin H, Carlsson E, Dalianis H, Danielsson-Ojala R, Daudaravičius V, Hassel M, et al. Characteristics of Finnish and Swedish intensive care nursing narratives: a comparative analysis to support the development of clinical language technologies. In: Journal of Biomedical Semantics. Springer; 2011. p. 1–11.

32. Leaman R, Khare R, Lu Z. Challenges in clinical natural language processing for automated disorder normalization. J Biomed Inform. 2015;57:28–37.

33. Tremoulet PD, Shah PD, Acosta AA, Grant CW, Kurtz JT, Mounas P, et al. Usability of Electronic Health Record–Generated Discharge Summaries: Heuristic Evaluation. J Med Internet Res. 2021;23(4):e25657.

34. Chapman WW, Bridewell W, Hanbury P, Cooper GF, Buchanan BG. A Simple Algorithm for Identifying Negated Findings and Diseases in Discharge Summaries. J Biomed Inform. 2001;34(5):301–10.

35. Chen T, Guestrin C. Xgboost: A scalable tree boosting system. In: Proceedings of the 22nd acm sigkdd international conference on knowledge discovery and data mining. 2016. p. 785–94.

36. Rehurek R, Sojka P. Gensim–python framework for vector space modelling. NLP Centre, Fac Informatics, Masaryk Univ Brno, Czech Repub. 2011;3(2).

37. Wolf T, Debut L, Sanh V, Chaumond J, Delangue C, Moi A, et al. Huggingface’s transformers: State-of-the-art natural language processing. arXiv Prepr arXiv191003771. 2019;

38. Lemaître G, Nogueira F, Aridas CK. Imbalanced-learn: A python toolbox to tackle the curse of imbalanced datasets in machine learning. J Mach Learn Res. 2017;18(1):559–63.

39. Peng Y, Yan S, Lu Z. Transfer learning in biomedical natural language processing: An evaluation of BERT and ELMo on ten benchmarking datasets. BioNLP 2019 - SIGBioMed Work Biomed Nat Lang Process Proc 18th BioNLP Work Shar Task. 2019;58–65.
40. Alsentzer E, Murphy JR, Boag W, Weng W-H, Jin D, Naumann T, et al. Publicly available clinical BERT embeddings. arXiv Prepr arXiv190403323. 2019;
41. Beltagy I, Lo K, Cohan A. SCIBERT: A pretrained language model for scientific text. EMNLP-IJCNLP 2019 - 2019 Conf Empir Methods Nat Lang Process 9th Int Jt Conf Nat Lang Process Proc Conf. 2019;3615–20.
42. Gu Y, Tinn R, Cheng H, Lucas M, Usuyama N, Liu X, et al. Domain-specific language model pretraining for biomedical natural language processing. ACM Trans Comput Healthc. 2021;3(1):1–23.
43. Michalopoulos G, Wang Y, Kaka H, Chen H, Wong A. UmlsBERT: Clinical Domain Knowledge Augmentation of Contextual Embeddings Using the Unified Medical Language System Metathesaurus. arXiv Prepr arXiv201010391. 2021;1744–53.
44. Devlin J, Chang M-W, Lee K, Toutanova K. Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv Prepr arXiv181004805. 2018;
45. Cer D, Yang Y, Kong S, Hua N, Limtiaco N, John RS, et al. Universal sentence encoder for English. In: Proceedings of the 2018 conference on empirical methods in natural language processing: system demonstrations. 2018. p. 169–74.
46. Le Q, Mikolov T. Distributed representations of sentences and documents. 31st Int Conf Mach Learn ICML 2014. 2014;4:2931–9.
47. Darabi S, Kachuee M, Fazeli S, Sarrafzadeh M. TAPER: Time-aware patient EHR representation. IEEE J Biomed Heal Informatics. 2020 Dec;24(11):3268–75.
48. Sushil M, Šuster S, Luyckx K, Daelemans W. Patient representation learning and interpretable evaluation using clinical notes. J Biomed Inform. 2018;84:103–13.
49. Bao L, Juan C, Li J, Zhang Y. Boosted Near-Miss Under-Sampling on SVM Ensembles for Concept Detection in Large-Scale Imbalanced Datasets. Neurocomput. 2016 Jan;172(C):198–206.