Phase tuning of multiple Andreev reflections of Dirac fermions and the Josephson supercurrent in Al-MoTe$_2$-Al junctions.

Zheyi Zhu$^1$, Stephan Kim$^1$, Shiming Lei$^2$, Leslie M. Schoop$^2$, R. J. Cava$^2$, and N. P. Ong$^{1,5}$

$^1$Department of Physics, Princeton University, Princeton, NJ 08544, USA
$^2$Department of Chemistry, Princeton University, Princeton, NJ 08544, USA

(Dated: December 9, 2021)

When a normal metal $N$ is sandwiched between two superconductors, the energy gaps in the latter act as walls that confine electrons in $N$ in a square-well potential. If the voltage $V$ across $N$ is finite, an electron injected into the well undergoes multiple Andreev reflections (MAR) until it gains enough energy to overcome the energy barrier. Because each reflection converts an electron to a hole (or vice versa), while creating (or destroying) a Cooper pair, the MAR process shuttles a stream of pairs across the junction. An interesting question is, given a finite $V$, what percentage of the shuttled pairs end up as a Josephson supercurrent? This fraction does not seem to have been measured. Here we show, that in high-transparency junctions based on the type II Dirac semimetal MoTe$_2$, the MAR leads to a stair-case profile in the current-voltage ($I$-$V$) response, corresponding to pairs shuttled incoherently by the $n^{th}$-order process. By varying the phase $\varphi$ across the junction, we demonstrate that a Josephson supercurrent $J_s \sim \sin \varphi$ co-exists with the MAR steps, even at large $V$. The observed linear increase in the amplitude of $J_s$ with $n$ (for small $n$) implies that $J_s$ originates from the population of pairs that are coherently shuttled. We infer that the MAR steps and the supercurrent are complementary aspects of the Andreev process. The experiment yields the percentage of shuttled pairs that form the supercurrent. At large $V$, the coherent fraction is initially linear in $n$. However, as $V \to 0$ ($n \gg 1$), almost all the pairs end up as the observed Josephson supercurrent.

An active area of research is the investigation of proximity-induced pairing correlations in topological and other unconventional systems. Examples are graphene [2] 3, carbon nanotubes [4], point-contact or break junctions [5, 6], Josephson $\omega$-junctions [7], topological Bi nanowires [8], and systems exhibiting edge currents [9, 10]. In these experiments, Andreev reflections and the associated subgap or bound states play central roles. Signatures specific to topological junctions arising from Andreev subgap states have been discussed by several groups [14,15].

In the MAR process (Fig. 1a), a right-moving electron in $N$ (red circle) is Andreev reflected at the right $N$-$S$ interface as a left-moving hole (white), which is, in turn, reflected as an electron at the left interface. If the voltage $V$ is finite, both excitations gain energy $eV$ with each traversal ($e > 0$ is the elemental charge). Eventually, with $n$ traversals (the $n^{th}$-order process), the excitation acquires enough energy to surmount the potential barrier. Two successive Andreev reflections shuttle one Cooper pair across the junction (green arrows). Previously, calculations have shown that subgap states in point-contact junctions give rise to a supercurrent when $V = 0$ [11, 13, 14]. We provide evidence that, even at large $V$, a supercurrent shuttled by the MAR process persists in large $S$-$N$-$S$ junctions.

Weak subgap, subharmonic features have long been observed in numerous experiments on (single) $S$-$I$-$S$ junctions ($I$ = insulator) and ascribed to various causes [17, 18]. Their identification with MAR was made in Ref. [19, 20]. Subsequently, microscopic calculations of MAR were compared with experiments on point-contact or break junctions [20, 22]. Here we extend these pioneering experiments to a new regime, applying the powerful technique of phase tuning on high-transparency $SNS$ junctions using an asymmetric SQUID (superconducting quantum interference device) layout [5, 6, 8, 15, 23–25]. Our focus is on the MAR and the Josephson effect when $N$ is the Dirac-Weyl semimetal MoTe$_2$ (we stay above its critical temperature $T_c = 100$ mK [10]).

Flux-grown crystals of MoTe$_2$ exhibiting high residual resistivity ratios ($\sim$1 000) and mobilities (100 000 to 150 000 cm$^2$/Vs) were exfoliated in air into thin flakes of thickness 100 nm, and transferred onto a silicon substrate capped with a 90 nm-thick SiO$_2$ layer. We deposited Al wires on the surface of a flake to define four DC SQUIDs (details in Methods). As shown in Fig. 1b, inset, the (sample) $S$-$N$-$S$ junction (1), with critical current $I_c$, is fabricated in parallel with an auxiliary conventional $S$-$I$-$S$ tunnel junction (0) with critical current $I_0$ (where $S = Al$, $N = MoTe_2$ and $I = Al_2O_3$). The phases across the $S$-$N$-$S$ and $S$-$I$-$S$ junctions are $\delta$ and $\gamma$, respectively. In the 4 devices (1–4), the ratio $I_0/I_c$ is $\geq 4$. The junction width $d$ equals 200, 300, 400 and 500 nm in devices S1, S2, S3 and S4, respectively.

When the applied current $I$ exceeds the SQUID’s critical current $I_{cs}$, the voltage $V$ rises steeply. We recorded both the $I$-$V$ curve and the differential resistance $dV/dI$ vs. $I$ in a magnetic field $B$ at temperatures $T$ from 0.135 to 1.1 K. The curves of $V(B, I)$ and $dV/dI(B, I)$ are reported as color maps in the $B$-$I$ plane (the two experimentally controlled quantities).

In the regime $V = 0$ ($I < I_{cs}$), both phases $\delta$ and $\gamma$ are static and related by the constraint $\delta - \gamma = \varphi$, where $\varphi \equiv 2\pi BA/\phi_0$ is the flux-induced phase shift and $\phi_0 = \hbar/2e$ is the superconducting flux quantum ($A$ is the loop area...
and $h$ is Planck’s constant). For $V = 0$, we maximize $I_{S}$ under the constraint on $\delta - \gamma$ and find that the auxiliary phase $\gamma$ is pinned close to $\pi/2$ if $I_0 \gg I_c$. The curve of $I_{S}$ vs. $\varphi$ then yields the CPR (current-phase-relations) curve of the SNS junction. From the CPR, we obtain $I_0 = 93 \mu A$ and $I_c = 29.6 \mu A$ (see Fig. S1 in Methods).

Our focus is on the finite-$V$ regime ($I > I_{S}$) [23]. At finite $V$, $\delta(t)$ and $\gamma(t)$ wind rapidly at the same rate ($\delta = \gamma$) with their difference fixed at $\varphi$. The finite voltage across the SQUID, given by $V = h(\gamma)/2e$ ((· · ·) denotes time-averaged), drives a normal current $I_N$ that flows parallel to the supercurrents $I_{s0}$ and $I_{s1}$ in the auxiliary and sample junctions, respectively ($I = I_{s0} + I_{s1} + I_N$).

To gain insight into the MAR, it is helpful to generalize the RSJ model. We assume that, at finite $V$, the supercurrent in the $S$-$N$-$S$ junction can be approximated by $I_{s1} \approx I_A(V) \sin \delta$, with a $V$-dependent amplitude $I_A(V)$ (as $V \to 0$, $I_A(0) = I_c$). The total $t$-dependent current is then

$$I(V, \varphi, t) = \frac{h\dot{\gamma}(t)}{2eR_{||}} + I_0 \sin \gamma(t) + I_A(V) \sin(\gamma(t) + \varphi),$$

(1)

with $R_{||}^{-1} = G = G_0 + G_1$ where $G_1$ is the shunt $S$-$N$-$S$ conductance arising from the MAR and $G_0$ is the remaining background conductance.

We consider the two extremal cases when $\varphi$ equals $\varphi_+$ (with $I_{s1}$ parallel to $I_{s2}$) and $\varphi_-$ (antiparallel). At $\varphi_\pm$, we have

$$I(V, \varphi_\pm, t) = \frac{h\dot{\gamma}(t)}{2eR_{||}} + [I_0 \pm I_A(V)] \sin \gamma(t),$$

(2)

which reduces to the equation governing the phase dynamics in a single junction [23][25]. (When the geometric inductance $L$ of the SQUID is negligible, $\varphi_+ = 0$ and $\varphi_- = \pi$. As discussed in Methods, a finite $L$ shifts $\varphi_\pm$ from these values [25].)

We then have for the DC voltage

$$V(\varphi_\pm, I) = R_{||}\sqrt{I^2 - I_{S\delta}^2(\varphi_\pm)}, \quad (I > I_{S\delta}(\varphi_\pm))$$

(3)

with $I_{S\delta}(\varphi_\pm) = I_0 \pm I_A(V)$. As shown below, allowing $I_A$ and $R_{||}$ to acquire a $V$ dependence yields a close description of the measured curves $V(\varphi_\pm, I)$.

Figure 2 shows $V(B, I)$ (measured in S1 at 135 mK) plotted in the $B$-$I$ plane. The black region ($V = 0$) is bounded by the CPR curve $I_{S\delta}(B)$. At fixed $B$, $V$ is observed to increase steeply once $I$ exceeds $I_{S\delta}(B)$, approaching a linear increase at large $V$.

In Fig. 1 (main panel) we display a series of curves of $V$ vs. $I$ with $B$ as a parameter ($B \in [-24, -2] \mu T$). See Fig. S2a for curves with $B \in [0, 42] \mu T$. A series of steps are clearly seen in $V(I)$. As shown in the inset, they persist to $V = 100 \mu V$. The steps lead to narrow peaks in the derivative $dV/dI$ which follow a subharmonic sequence $V_n = V_{max}/n$. In Fig. 2, we show that as $T$ is raised to 1.1 K, the peaks converge to zero.

A key feature emerges when we investigate the effect of phase tuning on the sequence of peaks. To see this, we plot the color map of $dV/dI(B, I)$ in the $B$-$I$ plane (Fig. 3a). Above the CPR curve $I_{S\delta}(B)$, we see a sheaf of sharply defined sinusoidal curves that appear to peel off from the CPR curve. Since $B$ is linear in the phase $\varphi$, we infer that each peak is tracking a component of $I$ that varies sinusoidally with $\varphi$ – a Josephson supercurrent.

We next show that each sinusoidal curve corresponds to an abrupt change in the MAR order ($n \to n - 1$) at a fixed $V_n$. Using the $I$-$V$ curves in Fig. 1, we transform the vertical axis from $I$ to $V$. Under this transformation (Fig. 2a–2h), each sinusoidal curve in S1 collapses to a flat line. The voltage $V_n$ on each line fits the subharmonic sequence $V_n = V_{max}/n$ for $n = 2, 3, 4 \cdots$ (Fig. S2). The parameter $V_{max}$ has the $T$-independent value $200 \mu V$ below 300 mK but decreases as $T \to T_c$ ($1.2$ K), consistent with $V_{max} = 2\Delta/e$ where $\Delta$ is the energy gap of Al (Fig. S2d). These are key signatures of MAR [19].

Increasing the junction spacing $d$ strongly damps both the critical current $I_c$ and the amplitude of the sinusoidal curves. In Fig. 3 we show color maps of $dV/dI(B, I)$ for the four devices S1–S4 measured at 340 mK. Although, at 340 mK, $I_c$ (defined as half the peak-to-trough excursion) decreases steeply with $d$ (see Fig. S2 in Methods), the supercurrent is observable well beyond $d = 500$ nm at 135 mK. Hereafter, we focus on results from S1.

The striking staircase profile of $V(\varphi, I)$ (Fig. 1) provides a vital clue to the MAR charge transfer. When $V$ satisfies $V_n \leq V < V_{n-1}$, where $V_n = 2\Delta/ne$ the $n$th-order process is dominant because of the divergent DOS at the gap edge in Al. In an ideal junction ($\tau = 1$), the number of pairs shuttled is $n/2$ or $(n - 1)/2$ for $n$ even or odd, respectively (a quasiparticle is also transferred for odd $n$). In both cases, the total charge shuttled is $ne$. Identifying each pair transfer as a conductance channel, we have $n$ channels when $V_n \leq V < V_{n-1}$. At either end of the interval, the channel number abruptly changes by 1.

Since $k_BT \ll \Delta/e$ at 135 mK, the normal current $I_{N1}^{(n)}$ in the shunt conductance, $G_1^{(n)}$, derives overwhelmingly from pairs that are shuttled incoherently by MAR. As we show below (Fig. 4), the shuttled pairs give rise to both a normal current $I_{N1}^{(n)} = V G_1^{(n)}$ and a supercurrent; the former responds only to $V$ whereas the latter is sensitive to $\varphi$.

From the staircase profile we infer a simple expression for $G_1^{(n)}$. For $\tau = 1$, the abrupt change in conductance at $V = V_n$, $\Delta G_1 = G_1^{(n+1)} - G_1^{(n)}$, equals a constant $g$ (the conductance for one traversal). This implies $G_1^{(n)} = ng$.

In a non-ideal junction with $\tau < 1$, classical scattering reduces the transmission probability by the amount $(1 - \tau)$ at each reflection. Instead of $G_1^{(n)} = ng$, we have

$$G_1^{(n)} = g(1 + \tau + \cdots + \tau^{n-1}) = g(1 - \tau^n)/(1 - \tau). \quad (4)$$

As shown below, Eq. 4 leads to a quantitative description
of $V(\varphi_\pm, I)$.

We turn next to the Josephson supercurrents $I_{s0}$ and $I_{s1}$. The $n$th-order sinusoidal curve in the $dV/dI$ map traces the variation of $I$ vs. $\varphi$ with $V = V_n$ (hereafter, we use $\varphi$ in place of $B$). The maximum and minimum values attained by the current are called $I_{n+}$ and $I_{n-}$, respectively. They occur at the extremal phases $\varphi_+ = 0$ and $\varphi_-$, respectively.

By Eqs. (2) and (3) we have $I_{A}^2 = (V_n/R) |I_0 + I_A|^2$. Thus, the observed values $I_{n\pm}$ yield the observed amplitudes $I_{A\text{obs}}^n$, viz.

$$I_{A\text{obs}}^n = [I_{A+}^2 - I_{A-}^2] / (4I_0).$$

These are plotted as black circles in Fig. 4a. Initially, $I_{A\text{obs}}^n$ increases linearly with $n$ but curves downwards when $n > 6$ (inset in Fig. 4a). To us, the initial $n$-linear growth of $I_{A\text{obs}}^n$ is persuasive evidence that the supercurrent derives from the population of Cooper pairs that are shuttled coherently.

At large $n$ ($V \to 0$), we expect $I_{A\text{obs}}^n$ to saturate since it cannot exceed the critical current $I_c$ at $V = 0$. We propose that saturation occurs because of the slight attenuation of the probability current at each reflection, analogous to Eq. (4). Thus, $I_{A\text{obs}}^n \sim 1 + \tau^2 + \cdots + \tau^{n-1}$, which we write as

$$I_{A\text{obs}}^n = I_c [1 - \tau^{n-1}].$$

Using Eq. (6) to fit the data in Fig. 4a, we find that $I_c = 27 \mu A$, close to $I_c = 29.6 \mu A$ obtained in the CPR. The agreement supports the reasoning behind Eq. (6). The value of $\tau$ is found to be 0.924, slightly smaller than $\tau = 0.95$ from the CPR fit (Eq. (11)).

In Fig. 4a we also plot (as blue squares) the normal current in the sample junction $I_{A1}^n$, the product of $V_n$ and $G_1^{(n)}$ (for $g$ we use the value from the fit in Eq. (7)). Despite the step-wise increase in $G_1$ with $n$, the decrease of $V \sim 1/n$ forces $I_{A1}^n$ to decrease monotonically. By contrast, $I_{A\text{obs}}^n$ (red and black symbols) increases monotonically before saturating at $I_c$. Both currents reflect the series $1 + \tau + \cdots + \tau^n$.

Heuristically, using Eqs. (4) and (6) we can adopt the generalized RSJ model to describe the measured curves $V(\varphi_\pm, I)$ by the expressions

$$V(\varphi_\pm, I) = \sqrt{\frac{I_0^2 - |I_{A\text{obs}}|}{G_0 + G_1^{(n)}},}$$

where $n = \text{Int}[V_{\text{max}}/V]$. The fits are shown as red curves in Fig. 4a. A more sensitive test is to compare the fits to the total observed conductance $G_{\text{obs}}(\varphi_\pm, I) = [I^2 - (I_0 \pm I_{A\text{obs}})^2] / (V(\varphi_\pm, I))^{-1}$ (inset in Fig. 4b). As seen, both curves of $G_{\text{obs}}(\varphi_\pm, I)$ fit well to Eq. (7). From the fits, we find for $\varphi_-$ ($\varphi_+$)

$$\tau = 0.93 \ (0.92), \quad G_0 = 3.00 \ (2.94) \ S, \quad g = 0.32 \ (0.20) \ S.$$
I. METHODS

A. Current definitions

We provide a glossary of the current parameters and definitions. 
\( I \) is the total current applied to the SQUID. 
\( I_{S} \) is the critical current of the SQUID. 
\( I_0 \) is the critical current of the auxiliary junction. 
\( I_S \) is the critical current of the sample junction when \( V = 0 \). 
\( I_0(V) \) is the \( V \)-dependent amplitude of the Josephson supercurrent at finite \( V \). 
\( I_1 \) is the prefactor of the sample junction in Eq. (9). 
\( I_{n,\phi} \) are the maximum and minimum values of \( I \) in the sinusoidal curve with \( V = V_n \). 
\( I_{N1} \) and \( I_{N0} \) are the normal currents in the sample and auxiliary junctions, respectively, at finite \( V \). 
\( I_N \) is the total normal current in the SQUID. 
\( I_{s0} \) is the supercurrent in the auxiliary junction. 
\( I_{s1} \) is the supercurrent in the sample junction.

B. Device fabrication and measurement

We used double-layer e-beam lithography, in combination with tilted-substrate thermal evaporation, to fabricate the S-I-S junction. Initially, the substrate is spin-coated with MMA EL11 at 3 000 rpm for 30 s twice and baked at 175\(^\circ\)C for 5 min, followed by spin-coating with PMMA 950 A07 at 4 000 rpm for 60 s and then baked at 175\(^\circ\)C for 5 min. Next, the SQUID pattern was e-beam written using the Raith eLiNE writer with beam energy set at 30 kV, aperture at 10 \( \mu \)m and the dose level at \( \sim 300 \mu C/cm^2 \). After developing in MIBK solution (MIBK: IPA=1:3) for 3 min and rinsing in IPA solution for 1 min, we fabricated a suspended bridge, using a half-dose beam to remove the underlying MMA layer, while keeping the suspended upper PMMA layer intact. The chip with the pattern defined is placed inside a thermal evaporator equipped with a tiltable stage, with vacuum at \( \sim 5 \times 10^{-7} \) mbar. To remove residual resist and several (oxidized) monolayers of MoTe\(_2\), we exposed the chip to an RF Argon plasma in situ. After cleansing, the first layer of Al (60 nm) is deposited at a rate of 10 \( A/s \). Then a mixture of Ar/O\(_2\) (10\% O\(_2\)) is injected into the chamber for 30 min at \( 5 \times 10^{-3} \) mbar to oxidize the Al. A second layer of Al (120 nm) is next deposited with the angle set at a new value to define an overlapping Al-AlO\(_{2}\)-Al junction under the suspended PMMA resist bridge. Finally, the device is immersed in acetone to wash off the extra Al layer.

The \( I-V \) measurements were performed in a top-loading wet dilution refrigerator (Oxford Instruments Kelvinox TLM400) with base temperature of 15–20 mK. The dc bias and ac excitation current is provided by Agilent 33220A function generator with a bias resistance of 100 k\( \Omega \). After preamplification (NF LI-75A preamp.), the SQUID voltage \( V \) was fed to a lock-in amplifier (Stanford Research SR830) for \( dV/dI \) measurement, as well as a nanovoltmeter (Keithley 2182A) for \( I-V \) measurement. Data above 300 mK were acquired in a Heliox Helium-3 cryostat with base temperature of 340 mK.

C. The CPR curve

We describe the fitting procedure to obtain the current-phase relation (CPR) curve from measurements on Device S1 at 135 mK. The CPR is the curve of the critical current \( I_S(\varphi) \) bounding the dissipationless region where \( V = 0 \). The total supercurrent is written as

\[
I(B, \delta) = I_0 \sin(\varphi + \varphi_0) + I_1 \frac{\sin \delta}{\sqrt{1 - \tau^2 (\delta/2)^2}},
\]

where \( \varphi = 2\pi \phi/\phi_0 \) where \( \phi \) is the total flux piercing the SQUID and \( \phi_0 = h/2e \) is the superconducting flux quantum. For the SNS junction, we adopted the CPR expression \( F(\delta) \equiv \sin \delta/\sqrt{1 - \tau^2 (\delta/2)^2} \) appropriate for sub-gap states in junctions with high transparency (\( \tau \to 1 \)). Its prefactor \( I_1 \) is proportional to \( I_0 \). The total flux \( \varphi \) is the sum of the applied flux \( \phi_a \) (\( \phi_a = BA \)) and the Amperean flux “\( LI \)” produced by supercurrents flowing around the SQUID loop. We have, when \( V = 0 \),

\[
\phi = \phi_a - L_0 I_0 \sin(\varphi + \varphi_0) + I_1 I_1 F(\delta).
\]

The partial equivalent inductances \( L_0 \) and \( L_1 \) represent the partitioning of \( L \) into contributions from the two branches \( (L = L_1 + L_2) \) [24].

In our device layout, we have \( L_0 \approx L_1 \approx L/2 \). We estimate the total inductance \( L \) as that of a square loop (of sides \( 6 \mu \)m and linewidth \( 1 \mu \)m) to be 8.2 pH. (This is close to the value estimated from the shift of the minima of each sinusoidal curve in the color map of \( dV/dI \) (Fig. 2a) \( dI/dB \) which yields \( L \approx 9 \) pH as shown below.)

The total flux given by Eq. (10) the optimization of the fit by analytical means is highly unstable. Instead, we used the following numerical procedure. Starting with seed values for the 3 unknowns, \( \tau, I_0 \) and \( I_1 \), we allow \( \varphi \) and \( \delta \) to range over the full parameter space \( \varphi \in [0, 2\pi], \delta \in [0, 2\pi] \). The magnitude of \( I(\varphi, \delta) \) at each point (\( \varphi, \delta \)) (computed using Eqs. (9) and (10) with \( L = 8.2 \) pH) defines a surface \( I(\varphi, \delta) \). When we project the surface onto the \( \varphi-I \) plane, its upper boundary (maximum \( I \)) gives the CPR curve (using Eq. (10) to convert \( \varphi \) to \( B \)). The deviation of this calculated CPR from the observed CPR yields an error function (a scalar map in the space of \( \tau, I_0, I_1 \)). By iteration, we converge rapidly to the optimal fit values.

\[
\tau = 0.95, \quad I_0 = 93 \mu A, \quad I_1 = 24 \mu A.
\]

In the \( V = 0 \) regime, we define the critical current \( I_c \) of the S-N-S junction as one-half the trough-to-peak excursion of the CPR curve. From the red circles in Fig. S1 we get \( I_c \approx 29.6 \mu A \). Hence the prefactor \( I_1 \approx 0.81 I_c \).
D. Data in Device S1

Figure [S2a] shows curves of $V(B, I)$ in Device S1 for $0 < B < 42 \, \mu T$ (complements the curves in Fig. 1). Figure [S2b] shows that $V_{gap}$ in S1 has a $T$ dependence consistent with the gap order parameter in Al. In [S2c], the plot verifies that $V_n$ measured at the flat lines in Fig. 2 satisfies $V_n = V_{max}/n$. Both Panels (b) and (c) support the identification of the steps in $V(B, I)$ with MAR. In Fig. S2d, we show the decrease in $I_c$ with junction spacing $d$ ($I_c$ is inferred from the CPR curves). At $T= 135$ mK, the decrease is gradual, but at 340 mK, $I_c$ decays steeply for $d > 200$ nm.

E. RSJ model of single junction

First we apply the RSJ model to the SNS junction 1 in isolation. Treating it as an overdamped Josephson junction (JJ) (setting the inertial term $C = 0$), we have a resistance $R$ in parallel with the JJ. When the applied current $I > I_c$, winding of the phase $\theta$ leads to a time-dependent voltage $V(t) = \hbar \dot{\theta}(t)/2e$. Adding the Josephson supercurrent to $V(t)/R_1$, the total current $I$ is

$$I = \hbar \dot{\theta}/2eR + I_c \sin \theta.$$  (12)

The differential equation may be integrated to solve for the winding rate

$$\dot{\theta}(t) = \frac{p^2 - 1}{p} \left( \frac{\cos \theta}{\cos \frac{\pi}{2} \sqrt{p^2 - 1}} \right)^2$$  (13)

where $\tau = (2I_c e R/\hbar) t$, and $p = I/I_c$. The winding rate $\dot{\theta}(t)$ is a periodic function of $t$ with narrow peaks separated by the period $T$ given by

$$T = \frac{2\pi}{\sqrt{T^2 - I_c^2}}.$$  (14)

Time-averaging the winding rate $\langle \dot{\theta} \rangle$, we obtain for the DC voltage

$$\langle V \rangle = \frac{\hbar}{2e} \int \frac{\dot{\theta} \, dt}{T} = R \sqrt{T^2 - I_c^2}$$  (15)

F. Asymmetric SQUID with finite inductance $L$

In the finite-$V$ regime, we have for the total current

$$I = \frac{R \gamma}{2eR_\parallel} + I_0 \sin \gamma + I_A(V) \sin \delta.$$  (16)

where we assume that $F(\delta) \simeq \sin \delta$ and replace $I_c$ with the amplitude $I_A(V)$. The color plot in Fig. 2a shows that the sinusoidal assumption is reasonable except very close to the CPR curve ($V \rightarrow 0$). In applied $B$, the phases $\gamma$ and $\delta$ remain related by the total flux $\phi$:

$$\gamma - \delta = \varphi = \frac{2\pi}{\phi_0}.$$  (17)

In the presence of the normal currents $I_{N0} = V/R_0$ and $I_{N1} = V/R_1$ driven by $V$, Eq. 10 changes to

$$\phi = \varphi_a - L_0 I_0 (\sin \gamma + \frac{I_{N0}}{I_0}) + L_1 I_A (\sin \delta + \frac{I_{N1}}{I_A}).$$  (18)

Defining $\varphi_a = (2\pi/\phi_0) \varphi_a$ and eliminating $\phi$ using Eq. 17 Eq. 10 becomes

$$\varphi_a = \gamma - \delta + \beta_0 (\sin \gamma + \frac{I_{N0}}{I_0}) - \beta_1 (\sin \delta + \frac{I_{N1}}{I_A}).$$  (19)

with the beta parameters $\beta_0 = 2\pi I_0 L_0/\phi_0$ and $\beta_1 = 2\pi I_A L_1/\phi_0$. In Device 1, $\beta_0 \simeq 1.17$ and $\beta_1 \simeq 0.38$.

Close to the threshold ($V \rightarrow 0$), the nonlinear equations Eqs. 16 and 19 require a numerical solution, but the solutions are difficult to relate to measurable quantities. We restrict attention to the voltage regime $V > (V_{max}/n_{max})$ where $n_{max} = 11$ is the highest MAR order resolved. In this limit, $I_{N1} \simeq 0.9I$ and $I_{N0} \simeq 0.1I$, i.e. 90% of the applied current flows through the SNS junction as a normal current. Then Eq. 19 simplifies to

$$\varphi_a \rightarrow \gamma - \delta + \beta_0 \sin \gamma - \beta_1 \frac{I_{N1}}{I_A}.$$  (20)

Substituting this into Eq. 16 we see that at $\varphi_{\pm}$, when the supercurrents are parallel ($I_{\pm0} \parallel I_{s1}$) the corresponding $\varphi_a$ is

$$\varphi_{a\pm} = \beta_0 \sin \gamma - \beta_1 \frac{I_{N1}}{I_A}.$$  (21)

This shows that the maximum $I_{\pm0}^{(n)}$ in a sinusoidal curve in Fig. 2a is shifted from 0 by an amount linear in $I_{N1} = 0.9I$. Similarly, $\varphi_{-}$ is shifted from $\pi$ by the same amount as in Eq. 21.

In the large $I$ limit, Eq. 21 further simplifies to

$$\varphi_{a\pm} \simeq \frac{2\pi LV}{\phi_0 2R_1}.$$  (22)

The $V$-linear shifts of $\varphi_{\pm}$ are clearly observed in the color map of $dV/dI$ (Fig. 2a).

The primary effect of $L$ is to induce a phase shift in the sinusoidal curves without affecting the amplitude. In our fits to Eq. 7 $L$ does not enter explicitly because we use the experimentally observed shifts to locate $\varphi_{a+}$ and $\varphi_{a-}$, respectively.
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Figure Captions

Figure 1
Multiple Andreev reflections in the asymmetric SQUID layout with the sample $S$-$N$-$S$ junction based on MoTe$_2$. Panel (a) shows a sketch of the 5th-order MAR process. Right-moving electrons (red circles) are Andreev reflected as left-moving holes (white circles). After 5 traversals, the excitation gains sufficient energy to scale the gap barrier. In the process 2 pairs (green arrows) are shuttled across. The density of states (DOS) in Al are shaded grey. Panel (b) shows four devices fabricated on an exfoliated crystal of MoTe$_2$ (gray area). The sketch in the upper inset shows the $S$-$N$-$S$ ($S$-$S$-$S$) junction on the right (top) branch. The applied flux $\Phi$ = $BA$ pierces the enclosed rectangle (see scale bar). In Panel (c) the color map is comprised of 150 $I$-$V$ curves with spacing $\Delta B = 2 \mu$B (color scale in vertical bar) measured in S1 at $T = 135$ mK. At fixed $B$, $V$ increases steeply once $I$ exceeds the SQUID critical current $I_S(B)$ (the CPR curve). If $V$ is held fixed, the current varies periodically with vs. $B$ up to $V \sim 80 \mu$V (thin black curves are contours of $V(B,I)$). Panel (d) (main panel) shows the $I$-$V$ curves with $B$ varying from -24 $\mu$T to -2 $\mu$T in steps of 2 $\mu$T. Subharmonic steps ($n$ as indicated) are visible up to $V = 105 \mu$V (see inset). Peaks in $dV/dI$ at the steps occur at $V_n = V_{max}/n$ ($n = 2, 3, \cdots$). Panel (d) shows traces of $dV/dI$ vs. $V$ for $0.34 < T < 1.10$ K. As $T \to T_c^{Al}$, $V_{max} \to 0$ in accord with MAR.

Figure 2
Color maps of the differential resistance $dV/dI(B,I)$ measured in S1 at 135 mK, displayed in the $(B,I)$ plane (Panel a) and the $(B,V)$ plane (b) with scale bar on right. In Panel a, the black area ($dV/dI = 0$) is bounded by the CPR curve $I_S(B)$. Above the CPR, the series of sinusoidal curves trace the variation of narrow peaks in $dV/dI$ vs. $B$. In Panel b, the vertical axis is transformed to $V$ using the $I$-$V$ curve at each $B$. Each sinusoidal curve collapses to a flat line with $V$ fixed at the MAR $V_n = V_{max}/n$.

Figure 3
Comparison of color maps of $dV/dI(B,I)$ measured in S1–S4 at $T = 340$ mK. The junction spacing $d$ is 200, 300, 400, 500 nm in S1 to S4, respectively. As $d$ increases, the supercurrent amplitude $I_c$ inferred from the CPR decreases rapidly at 340 mK (see Fig. S2 in Methods). Unlike at 135 mK, $dV/dI$ is not strictly zero below the CPR curve because of thermally excited quasiparticles.

Figure 4
Fits to the supercurrent amplitude $I^{(n)}_{A,obs}$, the $I$-$V$ curves and total conductance $G_{obs}$ in Device S1. Panel (a): The observed supercurrent amplitude $I^{(n)}_{A,obs}$ vs. $n$ (Eq. 5, black circles) compared with $I^{(n)}_{A}$ calculated using Eq. 6 (red circles). The best fit is obtained with $I_c = 27 \mu$A and $\tau = 0.924$. The normal current $I^{(n)}_{S1} = V_nG^{(n)}_1$ is
plotted as blue squares. The data for \( I^{(n)}_{\Delta,\text{obs}} \) and fit are shown in expanded view in the inset. In Panel (b) (main panel), we compare the measured \( V(\varphi_\pm, I) \) (black curves) with the best fit to Eq. 7 (red curves). The integer \( n \) at each step is indicated. For clarity, the curve \( V(\varphi_\pm, I) \) is shifted upwards by 12.5 \( \mu \)A. The inset shows the same fits compared against the observed conductances \( G_{\text{obs}}(\varphi_\pm, I) \) defined below Eq. 7 which provide a more sensitive test for the fits.

**Figure S1**

Numerical procedure for fitting the CPR equation Eq. 9 to the curve of \( I_{cS}(B) \) measured in S1 at 135 mK. The \( x \) axis is first converted to the corrected field \( B_{\text{cor}} \) using Eq. 10. The set of values for \( I(B_{\text{cor}}, \delta) \) is calculated from Eq. 9 allowing \( \delta \) and \( \varphi \) to vary over \([0, 2\pi] \times \varphi \in [0, 2\pi] \). These values are projected onto the \( I-B_{\text{cor}} \) plane. The difference between the maximum value taken by \( I \) and the measured CPR (red circles) defines the error function. We iteratively reduce the error function to force convergence to the optimal values Eq. 11. The wavy motif in gray is an artefact of the procedure with no physical significance.

**Figure S2**

Panel (a) displays \( I-V \) curves with \( B \in [0, 42] \) \( \mu \)T in steps of \( \Delta B = 2 \mu \)T (complement of Fig. 1d). The integers \( n \) at each step is indicated. Panel (b) plots the \( T \) dependence of \( V_{\text{gap}} \) inferred from the MAR sequence at each \( T \). The \( T \) dependence is consistent with the gap profile in Al. Panel (c) shows the plot of \( V_n \) vs. \( 1/n \). The linear relationship \( V_n = V_{\text{max}} / n \) confirms the identification of the steps with MAR. Panel d: The variation of the S-N-S critical current \( I_c \) vs. junction spacing \( d \) at 135 mK (red symbols) and 340 mK (black). At 135 mK, \( I_c \) asymptotes to \( \sim 30 \mu \)A as \( d \) decreases below 200 nm.
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