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Search for GeV neutrinos associated with solar flares with IceCube
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Since the end of the eighties and in response to a reported increase in the total neutrino flux in the Homestake experiment in coincidence with solar flares, solar neutrino detectors have searched for solar flare signals. Hadronic acceleration in the magnetic structures of such flares leads to meson production in the solar atmosphere. These mesons subsequently decay, resulting in gamma-rays and neutrinos of O(MeV-GeV) energies. The study of such neutrinos, combined with existing gamma-ray observations, would provide a novel window to the underlying physics of the acceleration process. The IceCube Neutrino Observatory may be sensitive to solar flare neutrinos and therefore provides a possibility to measure the signal or establish more stringent upper limits on the solar flare neutrino flux. We present an original search dedicated to low energy neutrinos coming from transient events. Combining a time profile analysis and an optimized selection of solar flare events, this research represents a new approach allowing to strongly lower the energy threshold of IceCube, which is initially foreseen to detect TeV neutrinos.
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1. Introduction

In 1988, the Homestake experiment reported an increase in the total number of neutrino events, potentially correlated with energetic solar flares [1]. J.N. Bahcall predicted that if this increase were indeed due to solar flares, it would lead to large characteristic signals in neutrino detectors [2]. In response, experiments such as Kamiokande [3] and SNO [4] performed several studies. Using different solar flare samples and analyses, the experiments were not able to confirm the potential signal seen by Homestake.

Solar flares convert magnetic energy into plasma heating and kinetic energy of charged particles such as protons [5]. Injected downwards from the coronal acceleration region, protons can interact with the dense plasma in the lower solar atmosphere through the processes indicated in Eq. 1.1 where the energy thresholds are 280 MeV and 180 MeV for p-p and p-α respectively.

\[
p + p \text{ or } p + \alpha \rightarrow \begin{cases} 
\pi^+ + X; & \pi^+ \rightarrow \mu^+ + \nu_\mu; \\
\pi^0 + X; & \pi^0 \rightarrow 2\gamma; \\
\pi^- + X; & \pi^- \rightarrow \mu^- + \bar{\nu}_\mu; \\
\mu^- \rightarrow e^- + \bar{\nu}_e + \nu_\mu
\end{cases}
\] (1.1)

Due to their hadronic origin, solar flare neutrinos are of great interest for investigating proton acceleration and the subsequent interactions in the chromosphere. As demonstrated in several studies (see e.g. [6, 7, 8]), this neutrino flux extends from MeV up to a few GeV. Neutrino facilities sensitive to this energy regime could open a new window on solar flare physics and provide new constraints on e.g. the proton spectral index, as it is shown in these proceedings. In the following, we will focus on the IceCube Neutrino Telescope and its sensitivity to the high energy part of the neutrino spectrum from solar flares. Section 2 introduces a new event selection lowering the threshold of IceCube down to the GeV level. Combined with a dedicated time profile analysis described in Section 4, this selection allows IceCube to be sensitive to astrophysical transient events such as solar flares. The potential physics reach when applying this combination is described at the end of Section 4.

2. The IceCube Neutrino Observatory: from TeV to GeV

The IceCube Neutrino Observatory is a cubic-kilometer neutrino detector installed in the ice at the geographic South Pole between depths of 1450 m and 2450 m, completed in 2010 [9, 10]. A lower energy infill, the DeepCore subarray, includes 8 densely instrumented strings with smaller spacing between its optical modules (7 m versus 17 m in the IceCube strings) and its strings (72 m in average versus 125 m in IceCube) [11]. When a neutrino interacts in the neighborhood of the detector, the subsequent electromagnetic and/or hadronic cascade emit Cherenkov photons that can be detected by one or several of the 5160 optical modules distributed over the 1 km$^3$ volume.

Originally dedicated to observe TeV neutrinos, IceCube has demonstrated the ability to extend its sensitivity to a larger energy range by the use of DeepCore. Indeed, since the observation of the first astrophysical neutrinos in 2013 [12], the IceCube collaboration has set several noteworthy limits on, among others, the existence of sterile neutrinos [13] and the spin-dependent WIMP-nucleon cross section [15] as well as competitive measurements of neutrino oscillation parameters [14].
collaboration has also joined the worldwide multimessenger effort studying the highest energetic events in our Universe [16, 17, 18].

The work presented in these proceedings will demonstrate a new selection capable of extending the sensitivity to neutrino energies around 1 GeV as well as the use of external facilities/experiments to define a time window of interest. With these two tools, IceCube will be able to study astrophysical transient events down to GeV scales.

3. Selection of GeV events

The event selection presented here is optimized for neutrino interactions happening in the DeepCore volume. A softer trigger condition is implemented in this subdetector in order to increase the sensitivity to lower neutrino energies. Three hit optical modules satisfying a Hard Local Coincidence (HLC) \(^1\) within a 2.5 µs time window are required to define an "event". Furthermore, the sample only contains events that did not fulfill the conditions to pass the running filters [10], except for the DeepCore Filter and either of two additional filters dedicated to low-energy neutrinos: the Low-up filter (LowUp) and/or the Full-Sky-Starting filter (FSS). The LowUp filter has been designed to target low-energy neutrinos coming from the Northern sky while the FSS filter uses parts of the detector as veto for incoming muon events, allowing to search for low-energy neutrinos from all directions. This results in a significant reduction of the number of atmospheric muons – from the original rate of 1400 Hz to 15 Hz – while retaining more than 98% of signal events.

As illustrated in Fig. 1, the main difference between TeV and GeV neutrino interactions is the amount of light emitted in the ice. Putting strong constraints on the number of optical modules hit eliminates neutrinos and remaining muons with an energy exceeding 5 GeV. A distinction is made between IceCube strings (i.e. strings with a spacing of 125 m) and DeepCore strings (i.e. with a 72 m average spacing) to optimize the selection of DeepCore events. An upper limit on the number of causally connected optical modules, i.e. the DOMs that have likely observed the same physics interaction, further helps to select low energy events. A GeV neutrino interaction produces a small cascade or a short track emitting light close to the interaction vertex, resulting in a small number

---

\(^1\)At least two hit DOMs in a next- or next-to near neighbor vertical span in a time window of ±1 µs.
Table 1: Summary of the conditions required for an event to be selected as a GeV-like neutrino interaction.

| Variable                                | Passing condition                           |
|-----------------------------------------|---------------------------------------------|
| Trigger $N_{\text{HLC-DOMS}}$          | $\geq 3$                                    |
| Passing filters                         | $DeepCore$ or $DeepCore + (\text{LowUp and/or FSS})$ |
| $N_{\text{HLC-DOMS}}$ in IceCube strings | $\leq 6$                                    |
| $N_{\text{HLC-DOMS}}$ in DeepCore strings | $\leq 7$                                   |
| $N_{\text{DOMS}}$ causally connected   | $\leq 10$                                   |

of causally connected DOMs. A summary of the conditions required for an event to be selected as a GeV-like neutrino interaction is listed in Table 1.

3.1 Minimizing the contribution of pure noise events

Besides high energy muons and neutrinos that could still contaminate the low energy event sample, pure detector noise events may trigger DeepCore and pass the above selection. A detailed simulation of noise in the detector helps to estimate the potential contamination of accidental triggers caused by detector noise, hereafter referred to as "noise events". These include uncorrelated thermal noise, uncorrelated radioactive noise, and correlated scintillation noise [19]. About 6 Hz of pure noise survives the selection described above, being the dominant contribution of the event sample. It is therefore important to minimize this contribution.

Events which have hits that are causally connected are kept, while events containing many non-causally connected hits are removed. The causality between two hits is stated if their effective speed - i.e. the distance between the two hits divided by the time separation between them - is consistent with the speed of light in ice. Applying the causality condition significantly reduces the rate of detector noise events, from 15 Hz to 0.2 Hz.

3.2 Rate and detector stability

After the event selection described above, the data rate is around 0.2 Hz while more than 50% of the neutrino interactions below 5 GeV generated with Genie [20] with a generic $E^{-2}$ spectrum pass the selection.

Even if this rate is still substantially larger than the expectation of atmospheric neutrinos, estimated to occur at the mHz level, the selection is sensitive both to single transient events as for an event-stacking analysis. The sensitivity depends on the stability of the detector once the event selection is applied. Fig. 2 shows the rate, smoothed with a low pass filter, for three periods of time occurring in 2011-2013. Even though Poissonian fluctuations are present, the overall behavior of the rate is constant along the seasons and the years.

The actual sensitivity of this event selection to astrophysical transient events depends on the characteristics of the event class itself. In the next section, we focus on solar flares, defining a specific framework that allows IceCube to be sensitive in the GeV energy range.
Figure 2: Detector rate using a 10 s smoothing and an order 3 low-pass butterworth filter. Three different periods of the year in 2011 (red), 2012 (yellow) and 2013 (blue) are shown. To prevent unblinding issues with future transient searches using the same event selection, the absolute time of the data has been omitted. Even though there are Poissonian fluctuations, the mean values, 0.22 Hz (2011), 0.20 Hz (2012) and 0.20 Hz (2013), are consistent with each other.

4. Solar flare application

The work presented in these proceedings uses the event selection described above to search for neutrinos from solar flares. As described in [21], one can select solar flares with high probability of pion production in order to optimize this search for neutrinos. Due to their common production channel through the decay of pions, gamma-rays and neutrinos are expected to be emitted simultaneously. Therefore, using observations from gamma-ray detectors such as Fermi-LAT [22] allows one to define solar flare events of interest as well as precise time windows for an optimal neutrino search.

It is also interesting to note that Fermi-LAT has been able to detect the impulsive phase in some of the latest solar flare events. These impulsive phases are characterized by a small full-width at half-maximum, narrowing down the neutrino search window to a few minutes. Moreover, the analysis of the gamma rays detected during these short phases reveals a relatively hard initial proton spectrum, with a spectral index around 3, as well as an enhanced gamma ray yield [23]. The long duration emissions, on the contrary, show a softer proton spectral index (between 4 and 6) and a spread of the gamma-ray emission over several hours. Focusing on the impulsive phase of bright events of the last solar cycle therefore increases the chance of a neutrino detection in coincidence with solar flares.

These proceedings focus on an observed event on March 7th, 2012, for which the Fermi-LAT instrument was able to detect both the impulsive and long duration emissions [23]. Furthermore, the Fermi collaboration could realize a spectral analysis of the impulsive phase. One can then
define the optimal time window using gamma-rays with an energy greater than 500 MeV, focusing in this way on the energy range where the selection defined above is sensitive. In the following, the first 20 minutes of the March 7th, 2012 event as detected by Fermi-LAT will be considered.

Following the method described in [6, 24], using the proton spectral index extracted from gamma ray observations by Fermi-LAT [23] for this particular event, one can estimate the corresponding numbers of neutrino interactions detectable by IceCube. A potential upper cutoff of the proton spectrum has been discussed in several studies (see e.g. [25]). While an exponentially falling spectrum could be present after this cutoff, we use here a Heaviside step function in order to be conservative on the expected neutrino flux. The proton flux is therefore defined as
\[
\frac{d\phi}{dE} = AE^{-\delta}H(E_{\text{max}} - E),
\]
where \(A\) is a normalisation constant, \(\delta\) represents the spectral index and \(E_{\text{max}}\) is the upper cutoff. The effect of this upper cutoff on the subsequent neutrino flux is illustrated in Fig. 3, where the blue (orange) points show the average neutrino yield per injected proton with \(\delta = 3.2\) and \(E_{\text{max}} = 7\) GeV (3 GeV). A higher cutoff value leads to a higher neutrino yield in the energy range targeted by the event selection described in Section 3.

Table 2 shows the expected number of events passing the event selection described in Section 2 for different upper cutoff values. Fig. 4 illustrates these numbers together with the number of events required for a 1–, 3–, and 5–sigma deviation from the background expectation in a counting experiment. IceCube has the potential to find a signal or constrain this upper cutoff using the strength of the signal detected during this solar flare. The same procedure can and will be repeated for the brightest solar flare events from the 24th solar cycle listed in [26, 21].

5. Summary

These proceedings describe a new event selection that allows the IceCube telescope to be
Table 2: Expected number of solar flare neutrino events passing the selection described in Section 2 for different values of the upper cutoff. These numbers have been obtained assuming a proton spectral index of 3.2, averaged and derived from observations of the March 7th, 2012 event [23]. For comparison, the last line shows the background expectation.

| Value of the upper cutoff | Expected number of events in IceCube |
|---------------------------|--------------------------------------|
| 3 GeV                     | $19.5 \pm 0.3 \text{ + Bkg}$        |
| 5 GeV                     | $43.2 \pm 0.4 \text{ + Bkg}$        |
| 7 GeV                     | $94.3 \pm 0.7 \text{ + Bkg}$        |
| Bkg = No signal (2011)    | $264 \pm 16$                        |

Figure 4: Comparison of the expected number of events in IceCube for the solar flare of March 7th, 2012 and the required number of events for a 1-, 3-, and 5-sigma deviation from background expectation in a counting experiment.

sensitive to GeV neutrinos, and therefore perform low-energy searches for astrophysical transient events, such as solar flares or gamma-ray bursts. This sensitivity to low energy neutrinos can be achieved by the use of electromagnetic observations to define the optimal time window for neutrino searches. An application to solar flare events, and especially to the bright event of March 7th, 2012, was presented. In the framework of solar flares, the Fermi-LAT instrument can define the events of interest as well as the optimal time window for a neutrino search. Assuming the proton spectral index derived from the Fermi-LAT observations, the number of events expected to pass the above selection has been established as a function of the upper cutoff of the proton spectrum. As illustrated in Fig. 4, IceCube has e.g. the potential to constrain this upper cutoff using the strength of the observed signal.
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We describe the sensitivity of the IceCube Neutrino Observatory to the creation of axions in a Type II core-collapse supernova (SN II) in the Galaxy. Axions are a light dark matter candidate, and their existence is well-motivated as a solution to the strong CP problem. In a supernova, axions behave much like neutrinos, efficiently removing energy from the explosion and cooling the system. As a result, neutrino production in an SN II is suppressed in the presence of axions, mainly affecting the seconds-long tail of the SN II neutrino light curve. The IceCube Observatory is sensitive to large numbers of MeV neutrinos from an SN II, which produce a collective rise in the hit rates of all photomultipliers in the detector. We present a shape analysis that can be used with IceCube data to discriminate the axion production scenario from standard SN II models.
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1. Introduction

Axions and axion-like particles (ALPs) are very light extensions to the Standard Model [1, 2, 3]. They were first hypothesized in 1977 as a consequence of the breaking of the Peccei-Quinn symmetry [4], which eliminates finely-tuned CP violating terms in the strong interaction. The Peccei-Quinn axion is a very light ($m_a \ll 1$ eV) pion-like pseudoscalar particle. It couples to Standard Model particles with a strength $g_{ai}$ proportional to its mass $m_a$. ALPs have properties similar to axions but $m_a$ and $g_{ai}$ can be independent.

Axions and ALPs may comprise a significant portion of the cold dark matter in the Universe, and a number of laboratory and astrophysical measurements are underway to study their properties. Most of these efforts focus on the coupling of axions and ALPs to photons. In the presence of an external magnetic field, ALPs can oscillate into photons and vice-versa [5]. In the laboratory, direct searches for axion-photon mixing are carried out using the LSW technique (“light shining through a wall”), in which sub-mm photons are transported through an opaque barrier by converting them to ALPs in a strong dipole magnet, and then converting them back to photons in a second magnet on the far side of the barrier. Indirect versions of the LSW measurement can be attempted by searching for photon-ALP oscillations in astrophysical sources with natural magnetic fields; for example, measurements of the conversion of axions from the Sun to keV photons [6], or measurements of anomalously hard TeV $\gamma$-ray spectra from distant AGN [7]. In the latter case the LSW “magnets” are the $B$ fields of the AGN and Milky Way, and the “barrier” is the infrared extragalactic photon field which attenuates TeV $\gamma$ rays from cosmologically distant sources. Indirect measurements of ALP-photon mixing are also possible in searches for oscillation-induced irregularities in the GeV and TeV spectra of gamma-ray sources [8, 9, 10].

Astrophysically, axions and ALPs are expected to behave like neutrinos, efficiently removing energy from stars and altering their evolution [11, 12, 13]. These effects carry over to high-luminosity astrophysical explosions such as Type II core-collapse supernovae (SNe II). With respect to standard astrophysical models, the production of axions in SNe II will create a significant excess of gamma rays [14, 15, 16] due to ALP-photon oscillations, as well as a significant deficit of neutrinos due to axion cooling (see e.g. [17] and [18]). The extreme luminosity of SNe II means that “gamma appearance” and “neutrino disappearance” measurements in a Galactic supernova can be used to achieve order-of-magnitude improvements in limits on the mass and coupling strength of axions and ALPs [16, 19]. Observations of a neutrino deficit are of particular interest because they are uniquely sensitive to the coupling of axions to nucleons [18, 20].

In this proceeding we describe the sensitivity of the IceCube Neutrino Observatory to the deficit of neutrinos in a Galactic SN II due to the effects of axion-nucleon coupling. We describe the IceCube detector and its sensitivity to supernovae in Section 2. The analysis technique and supernova model used are described in Section 3, followed by conclusions in Section 4.

2. Supernova Detection with IceCube

IceCube is a cubic kilometer Cherenkov detector located between 1.4 km and 2.4 km in the deep Antarctic ice below the South Pole. Using its array of 5160 digital optical modules (DOMs),
the detector is triggered by the Cherenkov light produced when neutrinos $\gtrsim 100$ GeV interact in or near the detector.

The typical energy of neutrinos from a core-collapse supernova is $\sim 10$ MeV, well below the trigger threshold of the main data acquisition system. The dominant interaction for supernova detection is $\bar{\nu}_e + p \rightarrow e^+ + n$. A 10 MeV $e^+$, which is well above the Cherenkov threshold, loses its energy after traveling about 5 cm in the ice. Accounting for the Cherenkov emission of each positron, the efficiency of the DOMs, and the optical properties of the ice, a Galactic supernova will raise the count rate of each DOM by 2 Hz to 10 Hz for roughly 10 seconds, depending on the mass of the progenitor and its distance to Earth [21]. The average background count rate in the DOMs is about 280 Hz [21], and so the increase in the counts is not statistically significant at the level of individual channels. However, the correlated rise in the average background rate across the detector is highly statistically significant, with signal/background ratios $\gtrsim 10$ for an SN II located in the Milky Way [21].

In IceCube a dedicated supernova data acquisition system (SNDAQ) is used to search for neutrinos from a Galactic SN II in real time. SNDAQ monitors the background level in each DOM using a sliding 10-minute time window. In a central search window of width 0.5 s to 10 s, it maximizes the likelihood of a collective rate deviation $\Delta \mu$ across all DOMs,

$$\ln \mathcal{L}(\Delta \mu) = -\frac{1}{2} \left[ \sum_{i=1}^{N_{\text{DOM}}} \left( \frac{r_i - \langle r_i \rangle + \varepsilon_i \Delta \mu}{\sigma_i} \right)^2 + \ln \langle \sigma_i \rangle + \ln 2\pi \right], \quad (2.1)$$

where $r_i$ is the hit rate of DOM $i$ in the search window, $\langle r_i \rangle$ and $\langle \sigma_i \rangle$ are the mean and RMS uncertainty in the background rate of DOM $i$, and $\varepsilon_i$ is the DOM efficiency. The maximum likelihood estimator $\hat{\Delta \mu}$ and its uncertainty $\sigma_{\Delta \mu}$ are used to calculate the statistical significance $\xi = \Delta \hat{\mu} / \sigma_{\Delta \hat{\mu}}$. Statistically significant increases in $\Delta \mu$ produce real-time alerts for follow-up observations via the Supernova Early Warning System (SNEWS) [22].

### 3. Analysis

While SNDAQ produces alerts automatically and operates with $>99\%$ uptime, the IceCube detector has not observed a Galactic supernova, and in fact no core-collapse supernovae have been observed in the Milky Way for hundreds of years. Therefore we perform an analysis of simulated data using the SN II neutrino light curve published by Fischer et al. [18], which compares an identical explosion with and without axion production in the proto-neutron star. In the following sections we describe the models and the shape analysis used to discriminate the two scenarios.

#### 3.1 Supernova Reference and Axion Models

The process relevant for SNe II is nucleon-nucleon axion bremsstrahlung, described by the scattering $N_1 + N_2 \rightarrow N_3 + N_4 + a$. The phenomenological models used to describe axion-nucleon coupling are described in detail in [18], which assumes a Peccei-Quinn axion rather than an ALP. In brief, the coupling strength and axion mass scale like

$$g_{ai} = C_i \frac{m_N}{f_a} \approx 10^{-7} \left( \frac{m_a}{\text{eV}} \right) C_i, \quad m_a \approx 0.6 \text{ eV} \left( \frac{10^7 \text{ GeV}}{f_a} \right),$$
where $f_a$ is the Peccei-Quinn energy scale, $m_N$ is the nucleon mass, and $C_i \approx O(0.1)$ is a constant that depends on the details of the hadronic axion model. Bounds on the axion-proton coupling from SN1987A yield

$$g_{ap} \lesssim 9 \times 10^{-10}, \quad m_a \lesssim 3 \times 10^{-2} \, \text{eV}, \quad f_a \gtrsim 5 \times 10^8 \, \text{GeV}$$

for the coupling strength and mass of the PQ axion [18].

![Graph showing neutrino and axion energy luminosity and average neutrino energy as a function of time after core bounce.](image1)

**Figure 1.** Neutrino and axion energy luminosity (left) and average neutrino energy for an SN II with an $18 \, M_\odot$ progenitor, as a function of time after core bounce $t_0$ (from [18]). At $t - t_0 = 10$ s, the nonzero axion-nucleon coupling reduces the neutrino luminosity by a factor of 2 and the average energy by 30% with respect to the reference model.

![Graph showing IC86 response for different distances.](image2)

**Figure 2.** Simulated DOM hits in the completed 86-string configuration of IceCube (IC86) for a Galactic SN II located 5 kpc from Earth (left) and 10 kpc from Earth (right). A simulation using an $18M_\odot$ progenitor from [18] was used to generate the DOM hits. The contours indicate the central 68% and 95% regions for 200 realizations of an explosion with axion production (“Axions”) and without (“Reference”).

Figure 1 shows the effect of axion production on the luminosity and average energy of neutrinos in an SN II from an $18M_\odot$ progenitor [18]. An axion-proton coupling strength of $g_{ap} = 9 \times 10^{-10}$ has been assumed. While the neutrino luminosity at the breakout burst is not strongly affected by axion production, axions substantially reduce the length of the supernova cooling phase.
Ten seconds after the core bounce, the neutrino luminosity is reduced by a factor of two compared to the reference model without axion production.

Using the neutrino light curves and energy distributions shown in Figure 1, we have simulated the response of the full IceCube detector to an $18M_\odot$ SN II at a range of distances $d$ from Earth. In Fig. 2 the summed DOM hits are plotted as a function of time after the explosion for $d = 5$ kpc and $d = 10$ kpc. The peak rate is unchanged if $g_{ap} \neq 0$, but the DOM hits in the cooling tail exhibit a clear decrease with respect to the reference model ($g_{ap} = 0$) before the rates return to the background level.

**Figure 3:** Sensitivity of IC86 to a Galactic SN II with an $18M_\odot$ progenitor as a function of distance to the source, using simulation results from [18]. The reference model refers to an explosion without axion production. The filled regions indicate the central 68% distribution of 200 realizations of each model. The dashed horizontal bands refer to the $3\sigma$ and $5\sigma$ thresholds.

Figure 3 shows the distribution of the detection significance $\xi$ of Galactic SNe II as a function of distance from Earth, assuming the reference model $g_{ap} = 0$ and an axion production model $g_{ap} \neq 0$. In all cases a signal bin width of 10 s was used to compute the likelihood in eq. (2.1), and at each location 100 realizations of the SN II were generated to produce a 68% envelope for the significance distribution.

For any range of distances within 15 kpc of Earth the detection of this SN II is highly significant. The two scenarios are also relatively well-separated in that axion cooling strongly affects the strength of the signal for nearby explosions. For $d > 15$ kpc, the two scenarios become increasingly indistinguishable from each other and from fluctuations in the detector background.

### 3.2 Shape Analysis: Definition and Results

To discriminate between the reference and axion scenarios, we compute a test statistic based on the time required for 90% of the excess counts above background to be observed in IceCube. This quantity, which we denote $t_{90}$, is sensitive to relative differences in the shape of the cooling...
tail shown in Fig. 2. Simulations indicate that $t_{90}$ is insensitive to systematic uncertainties in the normalization of the neutrino emission model of up to 25%.

Given a realization of the $18M_{\odot}$ SN II at varying distances from Earth, we can construct a distribution of $t_{90}$ for the scenario with no axion production ($H_0$) and the scenario with axion production ($H_a$). The resulting distributions are shown in Fig. 4 for two representative distances: 5 kpc from Earth (left) and 10 kpc from Earth (right). The distributions are normalized to provide an estimate of $p(t_{90}|H_i,d)$, the probability of observing a particular value of $t_{90}$ given the distance $d$ distance to the supernova and the model $H_i$ under consideration.

![Figure 4](image)

**Figure 4:** Distribution of $t_{90}$, the 90th percentile of the cumulative DOM hit light curve after baseline subtraction, for SN II models with axion production and without (“reference”), for an explosion 5 kpc and 10 kpc from Earth. The dashed line indicates an optimal cut on $t_{90}$ that balances the false positive and false negative error obtained rates during model selection between the axion and reference models.

To discriminate between the two models, we construct a two-sided Neyman-Pearson hypothesis test that balances two quantities:

1. The Type I (or “false positive”) error rate $\alpha$, defined as the tail probability of falsely rejecting the reference model $H_0$. From Fig. 4,

$$\alpha = \int_{-\infty}^{t_{cut}} p(t_{90}|H_0) \, dt_{90}.$$  

2. The Type II (or “false negative”) error rate, defined as the tail probability of falsely rejecting the axion model $H_a$. From Fig. 4,

$$\beta = \int_{t_{cut}}^{\infty} p(t_{90}|H_a) \, dt_{90}.$$  

The value of $t_{cut}$ used as the decision point between $H_0$ and $H_a$ depends on the desired significance $\alpha$ and power $1 - \beta$ of the test. In Fig. 4 we indicate possible values of $t_{cut}$ with a vertical dashed line. The particular choice shown in the figure balances the error rates $\alpha$ and $\beta$, but other choices are possible. For example, we may fix $t_{cut}$ such that the test provides $\alpha \leq 0.0027$ ($3\sigma$) or $\alpha \leq 6 \times 10^{-7}$ ($5\sigma$) evidence against $H_0$, and evaluate the resulting false negative rate $\beta$.  
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The statistical significance and power of the Neyman-Pearson test is shown in Figure 5 as a function of distance $d$ to the supernova remnant. In the left panel of the figure, $t_{\text{cut}}$ has been chosen to balance the false positive and false negative error rates $\alpha$ and $\beta$, as described in Fig. 4. In the right panel $\alpha$ has been fixed to the $2\sigma$ and $3\sigma$ thresholds, and the resulting values of $t_{\text{cut}}$ and $1-\beta$ were computed.

The constructed test suggests that IceCube would not be able to easily identify the axion production scenario in a supernova occurring 8 kpc away in the Galactic Center. In the case of the “balanced” test, simulations of an explosion at the Galactic Center produce $\alpha \approx 0.1$ and $1-\beta \approx 0.8$. In the case where $\alpha = 0.0027$ ($3\sigma$), the typical threshold used for evidence against the reference hypothesis, the statistical power of the test is $\sim 40\%$; i.e., the production of axions is ruled out in the majority of realizations of the explosion.

However, the discrimination power of the test improves inversely with distance to the supernova. Simulations indicate that IceCube would exceed the $5\sigma$ discovery threshold for axion productions with supernovae located at $d \leq 3$ kpc from Earth.

4. Conclusions and Discussion

The simulation of a Galactic Type II supernova with and without the production of axions in the proto-neutron star suggests that IceCube has substantial sensitivity to the deficit of neutrinos caused by axion cooling within a limited detection horizon. The two-sided hypothesis test described in Section 3 is robust in the presence of systematic uncertainties in the model flux, and indicates that IceCube can reach the $5\sigma$ discovery threshold for SN II within 3 kpc of Earth. For an SN II in the Galactic Center, IceCube would provide $3\sigma$ evidence for axion production with moderate statistical power. Model discrimination becomes effectively impossible for distances beyond the Galactic Center.

Figure 5: Left: dependence of the statistical significance $\alpha$ and statistical power $1-\beta$ of an hypothesis test between the axion and reference models as a function of distance to the supernova, assuming a test boundary that balances the false positive and false negative error rates. The filled bands indicate the statistical uncertainties of the simulation. Right: dependence of the statistical power of the hypothesis test for fixed values of $\alpha$. For reference, the top curve shows the statistical power for the “balanced” test boundary.
Given the low rate of Type II supernovae in the Milky Way, a large degree of luck is required for IceCube to detect axion production in a Galactic SN II using the test described above. Therefore, the possibility of improving the significance of this detection, as well as extending the detection horizon, will be the subject of future work.
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The IceCube Neutrino Observatory, located in the deep ice at the South Pole, is designed to observe neutrinos above 1 TeV; however, it is also highly sensitive to low-energy neutrinos from a Galactic Core Collapse Supernova (CCSN). SNDAQ, an online data acquisition and trigger system designed to observe CCSNe neutrino bursts in real time, is running with 99% uptime. In its current implementation, the time windows used by the SNDAQ trigger are tuned to typical supernova simulations and the observed signal from SN1987A. However, no galactic supernovae have been observed with high neutrino statistics so far, and many simulations do not produce an actual explosion. Therefore, it is wise to define a trigger that is not biased by simulations. To improve the sensitivity of the trigger to a much wider range of models, as well as unusual hadronic physics or physics beyond the Standard Model, we have implemented a time-domain search using the Bayesian Blocks algorithm. This technique allows the data themselves to determine the natural timescale of excess counts above background. The Bayesian Blocks window makes the SNDAQ trigger more robust to uncertainties in CCSN neutrino emission models. In addition, it also allows for general sub-threshold transient searches. We describe the implementation and performance of the Bayesian Blocks trigger and discuss improvements in the sensitivity of IceCube to supernovae in the Galaxy and its nearest satellites.
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1. Core-Collapse Supernovae

Core-Collapse Supernovae (CCSNe) are among the most violent events in the Universe. CCSNe can be classified as any of Type Ib, Ic, or II, depending on the composition of the star. As the fuel within a massive star is synthesized into heavy nuclei, instabilities can occur which causes the star to violently collapse and then explode. A CCSN can put out $3 \times 10^{53}$ erg in about 10 s \cite{1}, which is 250 times the energy the sun will emit over its entire lifetime. While Type Ia supernovae are caused by a runaway thermonuclear explosion and emit mostly electromagnetic radiation \cite{2}, all current models of CCSNe agree that roughly 99% of the gravitational energy of the collapsing star is released through neutrinos. On February 24, 1987, 24 neutrinos were detected around the world within a 13 second interval from SN1987A \cite{3}. Hours later, the event was seen in the optical regime. Most of our current understanding of CCSNe is based upon the SN1987A neutrinos.

The detection of neutrinos from SN1987A prompted the development of CCSN theory, and the neutrinos from this event continue to be used to constrain models of core collapse. In addition, the scientific community has been building detectors waiting for the next supernova. It is estimated that only 3 galactic CCSNe happen every century \cite{1}, giving rise to thousands of neutrinos in a detector such as IceCube. With this information, we could measure the luminosity and time scales of the different stages of a core collapse and begin to differentiate between several CCSN models. In addition, we could combine pointing measurements from other detectors and localize the source. Finally, depending on the strengths and shapes of the signals we see, we could even probe the neutrino mass hierarchy \cite{4}.

The exact mechanisms behind CCSNe are currently unproven. The prevailing theory, based on 1D and 2D models, only tells us the broad sequence of events that occur during a CCSNe. The actual neutrino luminosity seen in a CCSN depends significantly on the mass of the progenitor star, the neutrino production model, and the distance to the source. Whatever method we use to detect a CCSN needs to handle a large range of unknowns.

2. Detection of Neutrinos with IceCube

The IceCube Neutrino Observatory \cite{3} is a 1 km$^3$ water ice Cherenkov detector constructed at the geographic South Pole. The detector was constructed by drilling 2.5 km holes into the Antarctic ice sheet and lowering 86 cables (known as “strings”) instrumented with photosensors into the ice in a hexagonal grid layout. Each string is spaced about 125 m apart and each contains 60 Digital Optical Modules (DOMs) vertically separated by 17 m, for a total of 5160 DOMs. The DOMs are located between 1450 m to 2450 m below the surface of the ice. Each DOM contains a 10” hemispherical Hamamatsu R7081 photomultiplier tube and a complete autonomous data acquisition system.

IceCube is designed to detect TeV neutrino events; however, the neutrinos expected from CCSNe have energies of $\mathcal{O}(10\text{MeV})$. At these energies, the neutrinos will produce on average less than one photoelectron per DOM. However, with a sufficient number of low energy neutrinos interacting in the detector volume, a Galactic CCSN will produce a correlated rise in the dark rate of all of the DOMs.
3. Supernova Trigger System

Because neutrinos from CCSNe are too low in energy to trigger the IceCube detector, we use the hit rates in the photomultipliers to search for supernova signals. The electronics in the DOMs count the number of times each DOM crosses a preset voltage threshold equivalent to 1/4 of a photoelectron. The DOMs are sampled at 40 MHz, and the threshold crossings are counted over $2^{16}$ clock cycles, which produces a hardware based fundamental time bin of 1.6384 ms. These rates are transmitted to the supernova data acquisition system (SNDAQ) and are rebinned to 2 ms time bins for ease of further analysis [3].

The current implementation of the supernova trigger takes the 2 ms DOM hit rates and rebins the data further to various bin widths. The bin widths are optimized to detect signals that are consistent with current supernova models which predict neutrino emission on a variety of timescales. The time bases $\Delta t$ are chosen to be 0.5 s, 1.5 s, 4.0 s and 10.0 s.

For each $\Delta t$, the hit rate for each DOM $i$, $r_i = N_i/\Delta t$, is calculated. Figure 2 shows the distribution of rates in a single DOM. The distribution of $r_i$ has tails and can be described by the exponentially modified Gaussian distribution. For efficient calculation online, this is approximated as a Gaussian distribution.

The data are analyzed using a sliding window centered around the bin of interest. The structure of the sliding window is shown in Figure 3. To estimate the parameters of the Gaussian background, there is a moving interval of 300 s on either side of the bin of interest. From these 300 s regions, the expectation values of the rate and standard deviation $\langle r_i \rangle$ and $\langle \sigma_i \rangle$ are computed. There is also a 30 s exclusion zone between the background rate estimation windows and the bin of interest, so that very long-tailed signals do not influence the estimation of background rates.

The likelihood of a model which embodies a “collective rate deviation” that measures the...
Sub-threshold Transients in IceCube

Robert Cross

isotropic rate deviation of all DOM noise rates \( r_i \) from their expectation values \( \langle r_i \rangle \) with a DOM-dependent correction factor \( \varepsilon_i \) is

\[
\mathcal{L}(\Delta \mu) = \prod_{i=1}^{N_{\text{DOM}}} \frac{1}{\sqrt{2\pi}\langle \sigma_i \rangle} \exp \left( -\frac{\left[ r_i - (\langle r_i \rangle + \varepsilon_i \Delta \mu) \right]^2}{2\langle \sigma_i \rangle^2} \right). \quad (3.1)
\]

The likelihood is maximized for the \( \Delta \mu \) parameter, and the “significance” of the bin is calculated as

\[
\xi = \frac{\Delta \mu}{\sigma_{\Delta \mu}}. \quad (3.2)
\]

4. Dynamic Histogramming

In this section, we discuss alternative methods to compute an optimal histogram binning which avoids the need to choose fixed values of \( \Delta t \). These methods avoid the overhead of a template-based autocorrelation and are effective non-parametric approaches to observing an excess in real time.
4.1 Methods

The act of binning data is inherently lossy since it removes information about individual data points and groups them together, making them indistinguishable. If the bin size for a histogram is chosen to be too small, the noise in the data can dominate, and the signal cannot be seen. If the bin size is chosen to be too large, then one may completely miss important features in the underlying signal.

There are many methods of determining the optimal bin width in a non-arbitrary way. Scott’s rule assumes a data set with Gaussian uncertainties, and varies the bin width while minimizing the integrated mean square error \[5\]. The Freedman-Diaconis rule expands upon Scott’s rule by relaxing the Gaussian assumption \[6\]. In 2006, Knuth introduced a method that maximizes the posterior probability when comparing the data to piecewise constant models with uniform bin sizes \[7\].

4.2 Bayesian Blocks

Bayesian Blocks (BBlocks) is a dynamic histogramming method by Scargle that extends Knuth’s rule even further. Instead of assuming that the model will consist of uniform bin widths, BBlocks allows the bin width to vary. BBlocks allows as many or as few bins as are needed in order to maximize the likelihood \[8\], \[9\].

The advantages of this method are clear: nothing needs to be assumed about the signal width or shape, gaps in data are handled seamlessly, it can easily be extended to real-time triggering, and it is very fast and lightweight. No information is wasted in generating the optimal partition. This algorithm can be applied to the detection of any transient signal, which is commonly done in the context of astrophysics. As such, there is a Python implementation of the algorithm included in AstroPy \[10\].

4.2.1 The Algorithm

The BBlocks algorithm compares the likelihood of the data to fit any of the possible piecewise constant models, or partitions. A partition is composed of one or many blocks, separated by change points. A data point or measurement is called a cell. For simplicity, the first and last cells are considered change points.

The algorithm considers every possible partition of the data. There are \(2^N\) ways that \(N\) cells can be rearranged into partitions. The optimal partition is found by maximizing the “fitness” of each partition. The fitness function of a block is the likelihood of the data fitting the block model. In order to find the optimal partition efficiently, the fitness function must be “block additive”. In other words, the fitness function for a block must only depend on the data inside the block, and the fitness of a two block model must be the sum of the fitnesses of the two blocks independently.

The algorithm works by adding one data cell at a time and storing the best values of the fitness at every step. By doing this, data cells can be easily added and the best partitions and fitness values are updated. Once all data cells have been processed, the change points for the optimal partition are simply read out from the internal state of the algorithm. Figure 4 shows the evolution of the optimal partition as data cells are added. The algorithm adds and removes change points as needed while progressing through the data set.
Figure 4: (a)-(k) shows the evolution of the best possible partition found by the Bayesian Blocks algorithm as data are added to the right hand side. Not all steps of the algorithm are shown. The dots show the data set used, generated by hand to showcase interesting behavior of the algorithm. The shaded area shows the data points included in the calculation at that step. The line shows the optimal partition found by the BBlocks algorithm using the included data points. At step (b), the algorithm finds that there is a secondary change point in the pulse, and at step (c), the change point is removed after another data point of information is added. You can see a similar thing happen as the algorithm goes from a 3-block model at step (i) to a 5-block model at step (j). The optimal piecewise constant model for the entire data set is found at the conclusion of the algorithm shown in (k).

By performing the search in this way, the algorithmic complexity of BBlocks is \(O(N^2)\). When you consider that there are \(2^N\) choices of partitions, and that BBlocks gives an exact solution for finding the optimal partition, you can see how BBlocks can be used to detect a transient signal of any size or shape in a light curve [8, 9].

4.3 Block Fitness Function

A good choice of the block fitness function is the likelihood that the data fits the block model. For independent measurements that are approximately Gaussian, we can construct the likelihood of a given block \(^1\).

\(^1\)In the future, it would be interesting to implement an exponentially modified Gaussian fitness function into the BBlocks algorithm.
The likelihood of a measurement $n$ is
\[
\mathcal{L}_n = \frac{1}{\sigma_n \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x_n - \lambda}{\sigma_n} \right)^2},
\]  
(4.1)

where $\lambda$ is the model amplitude of the block being tested. The block likelihood is therefore
\[
\mathcal{L}^{(k)} = \prod_n \mathcal{L}_n = \frac{(2\pi)^{-\frac{N}{2}}}{\prod_m \sigma_m} e^{-\frac{1}{2} \sum_n \left( \frac{x_n - \lambda}{\sigma_n} \right)^2}.
\]  
(4.2)

Maximizing the likelihood, taking the log, and removing model independent constants \[8, 9\], we get
\[
\log \mathcal{L}^{(k)}_{\text{max}} = \frac{b_k^2}{4a_k},
\]  
(4.3)

where $a_k = \frac{1}{2} \sum_n \frac{1}{\sigma_n^2}$ and $b_k = -\sum_n \frac{x_n}{\sigma_n}$. 

4.4 Prior on Number of Blocks and Type I Errors

The number of blocks $N_{\text{blocks}}$ is a free parameter in this algorithm, so we must choose a prior probability distribution for the parameter. By default, a uniform distribution is selected as the prior distribution on the number of blocks. This is not very useful, as it causes the algorithm to return a partition with one block per data cell, since adding more blocks to match the data would always increase the likelihood. To solve this problem, we must adopt a penalty for adding more blocks. Scargle chooses to use a single parameter geometric prior for efficient calculations. After normalization, for $N$ data cells, the prior is
\[
P(N_{\text{blocks}}) = \frac{1 - \gamma}{1 - \gamma^{N+1}} \gamma^{N_{\text{blocks}}}. 
\]  
(4.4)

With this choice, the log difference (ignoring the normalization, as this will be a constant in all models) in the prior is simply given by
\[
\ln \left[ \frac{P(K+1)}{P(K)} \right] = \ln \gamma. 
\]  
(4.5)

This choice of $\gamma$ effectively tunes the sensitivity of BBBlocks, which can be very useful in a trigger. The rate at which the BBBlocks algorithm will falsely identify a background fluctuation as a real change point is denoted $p_0$. By running the algorithm on large amounts of background-only simulated data, we can tune the “false positive” rate $p_0$ in terms of the parameter $\gamma$. Thus, BBBlocks can be tuned to any desired false positive rate.

4.5 Applications to SNDAQ

Simulated data were generated from the DOM noise distributions with light curves from several CCSN models positioned at various distances from Earth. The data were analyzed using the BBBlocks algorithm and the rate of true positive detections were recorded. Figure 5 shows the results of these trials.
By raising the false positive rate \( p_0 \), we can effectively extend the detection “horizon” of IceCube to more distant sources. The cost is an increase in the rate of spurious detections, but this increase is tunable and predictable. Note that the sensitivity of the detector depends strongly on the CCSN model used.

5. Future Work

We have implemented a nonparametric algorithm which allows the data themselves to choose the optimal binning scheme based on statistically significant changes in the hit rate. This allows for a tunable error rate which can be used to increase sensitivity to distant objects, with the compromise of seeing more false positives.

Given that the Galactic CCSN rate is about one in every 30 years, it is also notable that our algorithm can be used to search for many kinds of astrophysical transients (such as Fast Radio Bursts) while we wait for the next supernova. This would be a considerable advantage over the existing real-time detection system.

We are currently implementing and deploying BBloks in the live analysis system to provide real-time alerts. Additional technical changes are planned, such as using the exponentially modified Gaussian fitness function.
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Recent advances, especially in image recognition, have shown the capabilities of deep learning. Deep neural networks can be extremely powerful and their usage is computationally inexpensive once the networks are trained. While the main bottleneck for deep neural networks in the traditional domain of image classification is the lack of sufficient labeled data, this usually does not apply to physics where millions of Monte Carlo simulations exist. The IceCube Neutrino Observatory is a Cherenkov detector deep in the Antarctic ice where the reconstruction of muon-neutrino events is one of the key challenges. Due to limited computational resources and the high data rate, only simplified reconstructions limited to a small subset of data can be run on-site at the South Pole. However, in order to perform online analysis and to issue real-time alerts, a fast and powerful reconstruction is necessary. This paper demonstrates how deep learning techniques such as those used in image recognition can be applied to IceCube pulses in order to reconstruct muon-neutrino events. These methods can be generalized to other physics experiments.
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1. Introduction

The IceCube Neutrino Observatory is a neutrino detector located at the South Pole instrumenting a cubic kilometer of glacial ice. The detector consists of 5160 digital optical modules (DOMs) installed on 86 vertical strings at depths between 1450m and 2450m. These strings are deployed on an approximately triangular grid with a string-to-string spacing of about 125m. [1]

In order to perform online analyses at the South Pole and to enable rapid follow-up observations, a realtime analysis framework for the IceCube neutrino observatory was implemented. The online processing and filtering system [1] calibrates the recorded DOM waveforms, extracts pulses from the waveforms and performs some basic event reconstructions. With the help of these reconstructions about 1% of all triggered events are selected by dedicated online filters for further on-site processing (Online L2 Selection). One of the multiple online filters in place is the Level2 Online Muon Filter which aims to select well reconstructed track-like events of muons produced in charged current interactions of muon neutrinos. Given the hardware limitations at the South Pole, events from the Online L2 Selection must be processed within about 30s to prevent pileup. The limited computational resources and the high data rate pose a key challenge to obtaining an accurate event reconstruction. While more sophisticated reconstruction methods exist [2], their usage on-site becomes intractable when taking their runtime into account which can require minutes to hours for a single event. [3]

One possible solution to obtain powerful event reconstructions, while keeping the computational complexity low, is the use of deep learning techniques. Recent advances in image recognition [4] have shown the capabilities of deep convolutional networks. These networks belong to the class of representation-learning methods [5]. They are capable of processing raw data and of creating an abstract level of representation. Once the networks are trained, their usage is computationally inexpensive, while the reconstruction accuracy can be improved compared to conventional methods. The network performs a set amount of mathematical operations on the input data resulting in a very stable runtime that is essentially independent of the input. In comparison, runtimes of currently used on-site reconstructions are highly dependent on the input. These characteristics make deep learning methods an excellent candidate for powerful and fast on-site reconstructions.

2. Hexagonally shaped Data and Network Architecture

An IceCube muon-neutrino simulation dataset is used with a simulated neutrino spectrum of $E^{-1}$ and an energy range from 100GeV to 10PeV. For the results shown in this paper, the neutrino spectrum is reweighed to an unbroken power-law flux with $E^{-2.13}$ according to [6]. Only track-like events are used, where the muon resulting from the charged-current neutrino interaction comes within 60m of the detector. Approximately 34,000 events are used for each of the test and validation set, while the training dataset consists of approximately 3 million events. The framework Tensorflow[7] is used in combination with the programming language Python. Training of the convolutional neural network is performed on an NVIDIA Tesla P40 and takes about a week.

\[1\]https://www.python.org/
\[2\]https://images.nvidia.com/content/pdf/tesla/184427-Tesla-P40-Datasheet-NV-Final-Letter-Web.pdf
Figure 1 illustrates the geometry of the IceCube detector. The 86 strings of the IceCube detector, which each hold 60 DOMs, are divided into two detector parts. The first 78 strings are arranged in an hexagonal configuration. In the typical use cases of convolutional layers, the convolution is performed on orthogonal coordinate systems. The convolutional operators in Tensorflow therefore only support convolutions on such coordinate systems. In order to use the convolutional operators, the input data needs to be transformed. For this purpose, the hexagonally shaped data is transformed as described in Fig. 2. In a similar fashion, hexagonally shaped convolutional filters as shown in Fig. 1 are obtained and used for the convolutional layers.

Figure 2: Hexagonally shaped data on the left (green dots) can be transformed into an orthogonal grid on the right by padding with zeros (red dots) and then shifting the rows, so that they align. Hexagonally shaped convolution filters are obtained with the same transformation.

The input data consists of one temporal and three spatial dimensions. For every DOM there is a series of pulses of arbitrary length. Each of these pulses consists of an arrival time and a charge. The pulse series of arbitrary length are condensed into 7 variables consisting of: sum of all charges, number of pulses, time of first pulse, time of last pulse, average time of pulses,
standard deviation of pulse times and highest pulse charge. The first 78 strings are mapped onto an orthogonal $10 \times 10$ grid via the described transformation. No transformation is applied to the DeepCore strings. Instead, the x- and y-dimensions of the DeepCore strings are reduced to a single dimension representing the string number. As a result, the input tensor has dimensions $(10 \times 10 \times 60 \times 7)$ and $(8 \times 60 \times 7)$ for the hexagonally arranged strings 1 through 78 and the 8 DeepCore strings, respectively. A different approach with a binning in time, where each bin holds the sum of all charges of the pulses within that time bin, achieves a similar accuracy as the results shown in section 3.

The input of the 78 hexagonally arranged strings is fed into six 3D convolutional layers with hexagonally shaped kernels (Fig. 1), while the DeepCore input is processed by four 2D convolutional layers. The 3D convolution is performed over the three spatial dimensions $(10 \times 10 \times 60)$. Similarly, the 2D convolution is applied on the two spatial dimensions $(8 \times 60)$ of the DeepCore input. The output of these convolutional layers is flattened, combined, and used as input to seven fully connected layers. The last fully connected layer has an output node for every target label. Currently, 14 different labels are being reconstructed such as the neutrino energy, the muon energy and the arrival direction of the muon.

In addition, the input data as well as the target labels are normalized to have a mean of 0 and a standard deviation of 1. Since the use of batch normalization [8] makes the training of arbitrary activation functions tractable, a combination of different activation functions is used. The motivation for this is that each activation function has a specific use case for which it is well suited. A combination of different activation functions might, therefore, be better suited to approximate complex problems. During training of the neural network, the learning rate of the gradient descent minimizer and the dropout rate are gradually decreased from $10^{-2}$ to $10^{-7}$ and from 0.2 to 0.05, respectively. Dropout[9] is a regularization technique, where a certain rate (dropout rate) of neurons are dropped during training. This prevents overfitting and makes the network more robust, as it cannot rely on the output of a single neuron. In connection with the high amount of training data and the comparably low complexity of the model, only a small amount of dropout is needed to prevent overfitting.

It should be noted that the architecture and settings for the neural network as described above are not yet fully optimized. Improvements through further optimization are expected.

3. Runtime and Performance

As mentioned in section 1, one of the key challenges for an on-site reconstruction is the runtime requirement. The Level2 Online Muon Filter, which includes several track and energy reconstructions, is one of the multiple filters being run on the Online L2 Selection. Its average runtime is about 273 ms/event. However, the runtime is highly dependent on the event, with a standard deviation of 605 ms/event. Single, very luminous events can require several seconds to process. In comparison, the neural network as described in section 2 has a runtime of about 20 ms/event on an NVIDIA Quadro M1000M and a runtime of approximately 2 ms/event on an NVIDIA Tesla P40. For the NVIDIA Tesla P40 the bottleneck appears not to be the prediction itself, but the time needed to feed the data into the network. A direct comparison between the runtimes, however, is difficult because the Level2 Online Muon Filter is performed on a CPU. In addition, the runtime
of the neural network is very stable with a standard deviation of less than 5 ms/event. The network always performs the same number of mathematical operations regardless of how luminous the event is. Therefore, the reconstruction by the neural network could be added to the Level2 Online Muon Filter without violating the runtime restrictions. Moreover, if more severe limitations were required, the network could easily be pruned with only little effects on the reconstruction performance.

**Figure 3:** The correlation plots between Monte Carlo truth (y-Axis) and reconstructed energy (x-Axis) are shown for the current standard reconstruction (Truncated Mean [2, p. 18]) and the deep learning approach. The deep learning approach significantly improves the resolution.

One of the target labels reconstructed is the muon energy at its entry into the detector. This is currently the most widespread used proxy for the energy of the primary neutrino. In Fig. 3, the correlation plots are shown for the current standard reconstruction (Truncated Mean [2, p. 18]) and the deep learning approach. It should be noted that the results obtained here are for events of the Online L2 Selection, while additional quality cuts are applied in [2, 10]. The resolution of the reconstruction can be measured in many different ways. For a high resolution, a low standard deviation of the residuals and a high correlation between reconstruction and Monte-Carlo-Truth is expected, as well as a low mean absolute error (MAE). In comparison to the current standard, the deep learning approach can reduce the MAE and the standard deviation of the residuals by over 20%. The standard reconstruction uses the energy loss \( dE/dx \) to predict the muon energy. Therefore, it is not well suited for energies below about 1 TeV, where \( dE/dx \) is no longer proportional to the muon energy. The deep learning approach does not have this limitation. To obtain a fair comparison, only events with a muon energy above 1 TeV, indicated by the dashed line in Fig. 3, are used to calculate the resolution. The reconstruction of other energy related target labels also yields significant improvements. The directional reconstruction of events, however, currently still remains a challenge. This is further discussed in section 5.

In addition, it should be noted that the deep learning approach is able to reconstruct all events.
The standard reconstructions are only performed if certain quality criteria are fulfilled. The events on which the standard reconstruction is not performed or when it fails are often events which are hard to reconstruct. This could, for instance, be due to events clipping the instrumented volume or to low energetic and dim events. The deep learning approach is still able to reconstruct these events with a resolution comparable to the resolution of the events successfully reconstructed by the standard method.

4. Uncertainty Estimation

In order to get an estimate of the uncertainty on the reconstruction, the network architecture described in section 2 is extended by a small neural network of three fully connected layers. The first fully connected layer of the original architecture is used as input for this new, smaller network. Additionally, a gradient stop is applied to the input, so that the training of the new, smaller network will not affect the original network. The last layer of the new, smaller network has one output node for every target label. It predicts the absolute deviation between the reconstructed and the true value.

![Figure 4: Only the top 10% of events are chosen, in which the neural network estimated the smallest uncertainty. The original sample is shown in the background. In the top left corner, the number of unweighted events is shown for each sample. The uncertainty estimation performed by the neural network can be used to choose a subsample of well reconstructed events, improving the resolution of the neutrino energy by more than 50%, while keeping a tenth of all events.](image)

Although this is just a first guess of the uncertainty, the results are very promising. This can be demonstrated by using the uncertainty estimation performed by the network to select a subsample of well reconstructed events. An example is shown in Fig. 4. It should be emphasized that the reconstruction of the primary neutrino energy is an inherently difficult task.

Moreover, the estimated uncertainty for the deep learning reconstruction can also be used for the standard reconstruction as shown in Fig. 5. Events reconstructed well by the deep learning approach are also well reconstructed by the standard reconstruction. A direct estimation of the uncertainty specifically for the standard reconstruction can be performed to further improve the results. This is of special interest for the standard track reconstruction performed on-site in regard to real time alerts and follow-up observations.
5. Directional Reconstruction

The directional reconstruction of events is difficult for various reasons. In contrast to the reconstruction of energy related labels, the directional reconstruction heavily depends on the timing information in addition to the spatial dimensions. Moreover, target labels like the azimuth angle are cyclic. This is difficult in practice with regard to gradient descent minimization. One way of circumventing this is by reconstructing the coordinates of a direction vector separately.

In IceCube, the first pulse registered by a DOM is the most useful for a directional reconstruction, since the photons will have scattered the least. This fact is also used by the standard directional reconstruction currently used on-site which only uses the first pulse as well as the total number of pulses [11, pp. 35 ff]. Therefore, a deep learning approach using these values as input essentially reduces the dimensionality of the problem and should be able to reproduce comparable results. However, while the deep learning approach is able to better reconstruct the direction on average, it currently can not compete with the median and 68%-quantile resolution of the standard reconstruction. Adjusting the loss function from mean squared error to something less outlier sensitive only partially improves the result.

One possible reason for this might be the deviations of the 78 approximately hexagonally arranged strings from an exact hexagonal grid as shown in Fig. 1. The positions of the DOMs deviate up to 35 m and about 10 m on average off of the perfect virtual hexagonal grid. A convolutional layer assumes symmetry over the input data. However, the deviations break this symmetry which might lead to a worse reconstruction. Investigations are currently underway to validate this assumption. If this holds true, measures can be taken before the convolution in order to correct for these deviations.

Figure 5: The uncertainty estimation of the neural network for its prediction on the neutrino zenith angle is used to select a sample of well reconstructed events. Although the uncertainty estimation is performed for the deep learning reconstruction, it is also applicable to the standard reconstruction.
6. Conclusions and Outlook

One of the key challenges for an on-site reconstruction is the hardware limitation. The deep learning approach presented here is able to significantly improve the energy reconstruction while reducing the runtime. In addition, the neural network is able to estimate the uncertainty of its prediction as well as the uncertainty of other reconstruction methods. It is therefore well suited for an application at the South Pole. Moreover, the network architecture is not yet fully optimized, but already generates very promising results. Improvements are expected through further optimization.

Currently, a study investigating the effects of an imperfect hexagonal grid is underway. Depending on the results of this study, measures to correct the pulse times for the actual DOM positions can be undertaken. A full integration of the time dimension via a 4D convolution or a combination of a 3D convolution over the spatial dimensions and a recurrent neural network to handle the time dimension might result in an even better performance. Additionally, the third part of the IceCube detector, IceTop, can be integrated as well. Moreover, experience has shown that in most cases training on a specific subset of data with a similar topology converges faster and better than training the same, or a more complex model, on a bigger subset with more event topologies. This leads to the idea of performing an online classification into different topologies. A dedicated network for each topology could then be executed after the classification. This will effectively reduce the complexity of the problem.
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Connecting Beyond the Research Community: IceCube Education, Outreach, and Communication Efforts
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As an international organization, the IceCube Neutrino Observatory has 48 collaborating institutions, each of which carries out efforts to engage and inform the public. Examples of activities include one-time talks and posts on social media, support for local science and technology programs, and development of visualization tools and inexpensive detectors for student use. In this paper, we describe four successful examples of centrally supported IceCube education, outreach, and communication efforts to reach beyond the research community. First, we give an overview of the field deployments to the South Pole for high school teachers that we have provided in partnership with the PolarTREC program, supported by the US National Science Foundation. This program enables high school teachers to join the IceCube team and experience firsthand the challenges of doing cutting-edge research in the extreme Antarctic environment. Next we describe the IceCube Masterclass, a day-long event held at multiple IceCube Collaboration campuses for motivated high school students. It was offered for the fourth time in spring 2017. After that, we describe science news articles, short summaries of IceCube results and activities, regularly posted on the IceCube webpage and promoted via social media. The last example we discuss are IceCube videos, some produced in conjunction with prominent partners such as TED-Ed, which have been seen by more than two hundred thousand viewers. A few of the most noteworthy IceCube science results have been followed up with in-house-produced videos. For example, a video on IceCube’s sterile neutrino results has received more than ten thousand views. We will provide metrics that describe the reach of these activities along with early efforts to assess the impact of IceCube’s education, outreach, and communication activities.
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1. Introduction

The IceCube Neutrino Observatory consists of a cubic-kilometer neutrino detector installed in the ice at the geographic South Pole, between depths of 1450 m and 2450 m, and a square-kilometer surface array known as IceTop [1]. The breadth and depth of the facility’s science reach is indicated in Fig. 1 and by the number and variety of contributions submitted for ICRC2017 on behalf of the IceCube Collaboration. Science topics of particular relevance to the ICRC include measuring cosmic ray spectra, composition, and anisotropy; characterizing the astrophysical neutrino flux; searching for neutrino sources; and looking beyond the standard model physics for dark matter, sterile neutrinos, and other exotic particles.

The wide range of IceCube topics, many of which are unfamiliar to all but expert audiences, makes producing effective education, outreach, and communication both challenging and rewarding. Conveying what the IceCube project is doing and why, and telling the stories of the people who make it possible, is a central role of the IceCube project office. In addition, many IceCube Collaboration members also take on this important task, motivated by their enthusiasm for science and to meet funding agency broader impact requirements. Their efforts include giving talks to schools and community groups, hosting local science open houses, participating in associated activities arranged by others, such as the International Cosmic Day [2] or a museum exhibit on detector technology [3], and mentoring high school students. In addition, several IceCube collaborators are working on virtual reality displays of varying degrees of sophistication [4], designing and producing apps that utilize cell phones to capture cosmic ray events [5], and even developing inexpensive stand-alone detectors simple enough for classroom use [6].

This paper will focus on four successful examples of collaboration-wide education, outreach, and communication efforts. The goal is to show how we leverage central resources to reach interested audiences, including those outside the research community. Our efforts involve providing very intensive experiences for a few select K-12 teachers, hosting masterclasses for hundreds of high school students, writing articles on science news updates for our website, regularly reaching thousands, and producing short informational science videos, with 1,000s to 100,000s of views. A brief discussion at the end will describe metrics we are developing to assess the reach and impact of these efforts.

Figure 1: Science topics of the IceCube Neutrino Observatory.
2. Collaboration-wide Examples

The IceCube project maintenance and operations efforts are led by the Wisconsin IceCube Particle Astrophysics Center (WIPAC) at the University of Wisconsin. WIPAC maintains the IceCube website, Facebook and Twitter accounts, and a YouTube channel [7], as digital resources to reach broader audiences. Funding from the maintenance and operation grant is leveraged with other sources and partnerships to support collaboration-wide education, outreach, and communication activities.

2.1 PolarTREC: Field Deployments for Teachers

The NSF-supported PolarTREC program pairs educators, primarily precollege teachers, with polar researchers [8]. The aim of the project is to improve the understanding of the polar regions and the research that takes place there. Teachers are integrated into a research team, participate in a field deployment, and use their skills in translating often arcane, abstract science into accessible language and activities for the classroom. The IceCube project has had five PolarTREC teachers deploy to the South Pole, with the sixth scheduled for the upcoming 2017-18 season1 (expedition history shown in Fig. 2). We have had success both with teachers we knew prior to selection as well as with those we chose based solely on written application materials and phone interviews.

![Figure 2: IceCube project history on PolarTREC website [9].](image)

The training of a PolarTREC teacher is a collaborative effort. The IceCube PolarTREC teacher joins a new cohort of about a dozen teachers, who have been assigned to research projects in the Arctic and Antarctic, for a week in Alaska in February. They learn about expectations for the PolarTREC program and resources available for support, and they network with past PolarTREC teachers. The IceCube teachers generally deploy to the South Pole for about three weeks in late December or January. This leaves a little less than one year for the teacher to be integrated into the IceCube project. They learn about IceCube science, receive specific training for tasks they will carry out while deployed, and plan education and outreach activities to maximize the impact of their experience.

Working with the PolarTREC program enriches IceCube, the teacher, and their communities. The teachers are highly motivated, excited, and anxious to convey what they are learning. They bring their unique perspectives and skills, and they develop materials that document their experiences, including videos, journals, and photos that are posted in real time and then archived on their PolarTREC web page. In addition, their deployments provide a pulse of activity that captivates

---

1 AMANDA, the proof-in-concept project prior to IceCube, hosted three additional teachers [10].
local and national media and brings awareness of IceCube research to new and diverse audiences. For example, Puerto Rican educator Armando Caussade’s deployment received extensive coverage throughout Puerto Rico, including print and broadcast media. He posted all of his materials on his PolarTREC web page [11], in both Spanish and English, and published a book based on his trip, “A Puerto Rican in the South Pole” [12]. Other video resources produced by IceCube PolarTREC teachers are described in Sec 2.4.

2.2 IceCube Masterclass: Intensive Day-long Experiences for Students

In 2014, IceCube launched the IceCube Masterclass [13], an educational research-based program for high school students that aims to excite the next-generation of researchers in astrophysics. The IceCube Masterclass program was inspired by the International Masterclasses program, started in 2005 by the International Particle Physics Outreach Group, and supported in the U.S. by QuarkNet [14].

During a masterclass, high school students, and sometimes accompanying teachers, join an IceCube institute for a day to engage in real research and experience an authentic and international scientific environment. Students are guided through one IceCube analysis, either the discovery of astrophysical neutrinos or the measurement of the cosmic ray spectrum [15]. The focus is to illustrate how astrophysics is done by reproducing an important IceCube paper, condensing the steps to allow the exercise to be completed in a few hours and avoiding the technicalities of handling large amounts of data.

The first IceCube Masterclass hosted around 100 students at five institutions in the U.S. and Europe. The fourth edition took place in March 2017 with over 200 students in Belgium, Denmark, Germany, and the US, at a total of 14 institutions. The activities were designed for students in their last two years before college, although a few younger students who were especially interested in astrophysics have also participated.

Each year, the program is evaluated using pre- and post-program surveys containing a mix of open-ended, multiple-choice, and rating questions [16]. Students showed gains in knowledge and skills, and they left feeling more excited about science and physics. They were asked to assess each activity of the day on a scale of 1–5. The analysis activity ranked highest, with an average score per institution above 4.

2.3 Detector and Research News: a Feed for the IceCube Website and Social Networks

The IceCube website publishes on average two news articles every week. These include weekly updates about activities at the South Pole, summaries of every research paper published by the IceCube Collaboration, features on detector operations or outreach activities, and press releases and announcements about outstanding results and awards honoring the IceCube Neutrino Observatory and/or the international team behind it. These news items are the main dynamic content of the website and also feed IceCube Facebook and Twitter accounts.

These news posts consistently account for around 10% of the page views on the IceCube website, but their impact is much larger in terms of audience reach and overall IceCube awareness. Although only 50% of these articles get over 1,000 readers on the website, and less than 20% reach 3,000 readers or more, they trigger a shower of communication that can amplify our audience by a factor of 10 or more.
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On an average day, over 400 users visit the IceCube website, and 25% of those are returning visitors. This number varies considerably, with peaks that correspond to the publication of articles (see Fig. 3). The most successful news article—the press release about the discovery of astrophysical neutrinos published in *Science* in November 2013 [17]—brought in over 10,000 users in less than 48 hours. However, a closer look at the data shows that although this peak was triggered by the release, not all users came to our website to learn about the discovery. Only about half (4,702) of the 10,000 users read that news during those two days (currently the news has over 7,400 views). So, thousands of visits were triggered by the news in the media, or on social networks, and came to the website to learn more about IceCube. This effect is confirmed by comparing the page views of the first five months of 2017 with five months around the *Science* paper. The percentage of views of IceCube news was in both cases around 11%, i.e. the effect of the discovery was diluted when taking into account the views over a few months. However, the visits to the home page increased by 30%, with a huge peak around the IceCube discovery (visits to the home page usually are in the few hundreds per day, and were over 5,000 the day of the release). At the same time, the percentage of visits to static sections, such as science, outreach or the collaboration, decreased by 50% or more. The readers of content related to the South Pole remained stable at around 15%, showing the appeal of Antarctica for all audiences.

The increase in visits to the home page can be easily explained if we look at the origin of website users, who mostly reach IceCube content as a result of an organic search, i.e., after looking for content by entering key words in a browser search engine (see Fig. 4 for distribution).

A similar cascade effect is observed on IceCube social networks. On Facebook, with just over 8,000 followers, posts of research news that have one or two thousand readers, can easily reach 5,000 to 10,000 followers, and only a few of them (typically around 5%) will actually click on the news link. This amplifying effect can also be observed in the patterns of new likes on Twitter.

---

**Figure 3:** Daily page views of IceCube’s website since 2013. The largest peak corresponds to the publication in *Science* of the discovery of astrophysical neutrinos.

**Figure 4:** Top channels bringing traffic to IceCube’s website.
that mimic the impact of IceCube news on this social network. IceCube’s Twitter feed currently has around 6,200 followers. Fig. 5 shows recent Twitter activity.

**Figure 5:** Twitter impressions in May 2017 (blue) and number of tweets (grey). The yellow graph shows the number of new likes for the same period.

### 2.4 IceCube Videos: In-house and Partner Productions

In the era of mobile devices and multimedia content, it is well known that animated graphics and video productions can engage much larger audiences than text-based content and static images. However, production of multimedia resources takes more human and capital resources. IceCube uses a strategy that leverages internal resources by combining in-house and partner productions. We have worked with the TED-Ed portal (Fig. 6), Spanish filmmaker Javier Diez, the Milwaukee Public Museum, and the American Physical Society to produce several videos introducing IceCube to the public. As of May 2017, they have reached over 210,000 views [18, 19, 20, 21].

Several of the PolarTREC teachers have also produced videos prior to and during their visits to the IceCube Neutrino Observatory at the South Pole. During her deployment in January 2017, teacher Kate Miller published a video touring the South Pole station that currently has almost 175,000 views. In 2009, another PolarTREC teacher, Casey O’Hara, produced a novel stop-motion animation about IceCube that continues to be popular, and has around 23,500 views [22, 23].

During the last year, IceCube has also internally launched the regular production of short videos, including a series featuring IceCube research. The first of these videos, in conjunction with a press release about a search for sterile neutrinos, has accumulated over 14,000 views on the IceCube YouTube channel, and several thousand more viewers on the websites of Wall Street Journal and Space.com [24].
3. Education, Outreach and Communication Metrics

We are currently working on a new and broader evaluation framework to assess the impact of IceCube activities, with a special focus on measuring the accomplishment of main goals related to target audiences. The aim is to move beyond only measuring and reporting the number of web users, Facebook and Twitter followers, video viewers, or participants at outreach programs and events. This framework is mostly implemented in the evaluation of the IceCube Masterclass outreach program, with the long-term goal of measuring the impact this intensive activity (about eight hours of contact per participant) has on fostering research careers.

For other IceCube activities, we are just starting to move beyond recording the number of our participants and gather demographic information on our audiences. A common goal of IceCube communications and outreach programs is to reach and serve target communities, such as groups underrepresented in science careers, K-12 students and teachers, science aficionados, and the broader IceCube community. Online platforms such as websites and social networks have analytic tools to parse simple metrics, for example, gender and home country or language.

Preliminary studies about gender reach show a predominantly male audience, with only 22% of IceCube followers being women on Twitter, 27% on Facebook, and 32% on the IceCube website. Gender metrics are from Google Analytics summaries.

Regarding origin, IceCube’s audience is primarily from English-speaking locations. English is the language used on all IceCube official communication channels, and English-speaking countries, including the US, Canada, Australia, and the UK, host more than 50% of the IceCube institutions. However, small efforts towards multilingualism are already showing that this audience can be diversified. The minisite of the IceCube Masterclass published the same content in three languages: English, German, and Spanish. On this website, Germany is second in the number of users—it is the fourth on the main website. The list of the top 10 countries in the masterclass website also includes Spain and Mexico, countries that do not show up in the top 10 countries for the main website (see Table 1 for reference).

On a wider scope, IceCube has not yet implemented a collaboration-wide assessment model. This would allow the aggregation of data from the vast number of programs and activities run by the education and outreach office at UW–Madison, headquarters of the IceCube Neutrino Observatory, together with local programs at each IceCube institution (48 in 12 countries). A design for such a model is currently under development. It will include the identification of the relevant metrics based on recent research on the assessment of broader impacts and the creation of a flexible tool that can be used by IceCube collaborators around the world.

4. Summary and Outlook

The impact of science extends beyond the knowledge and technology produced. Increasingly, research funders are requiring scientists to engage in education, outreach, and more formal efforts...
to communicate beyond the traditional research community. The expectations and investments in these activities scale with the size of the project. Four examples of IceCube’s ongoing, centrally supported education, outreach, and communication efforts were described. These activities are providing ways to connect to IceCube science and personnel on a variety of levels and formats. They range from research experiences including field deployments for teachers and masterclasses for high school students that provide intensive, face-to-face contacts to digital resources like weekly web news and video content. We have good data on the number of people who consume media or participate in events. The next step is to learn more about who these people are to ensure that the desired audiences are being reached, and that activities are having the desired impact.
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