Modeling and Optimization for Konjac Vacuum Drying Based on Response Surface Methodology (RSM) and Artificial Neural Network (ANN)
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Abstract: To reveal quality change rules and establish the predicting model of konjac vacuum drying, a response surface methodology was adopted to optimize and analyze the vacuum drying process, while an artificial neural network (ANN) was applied to model the drying process and compare with the response surface methodology (RSM) model. The different material thickness (MT) of konjac samples (2, 4 and 6mm) were dehydrated at temperatures (DT) of 50, 60 and 70 °C with vacuum degrees (DV) of 0.04, 0.05 and 0.06 MPa, followed by Box–Behnken design. Dehydrated samples were analyzed for drying time (t), konjac glucomannan content (KGM) and whiteness index (WI). The results showed that the DT and MT should be, respectively, under 60 °C and 4 mm for quality and efficiency purposes. Optimal conditions were found to be: DT of 60.34 °C; DV of 0.06 MPa and MT of 2 mm, and the corresponding responses t, KGM and WI were 5 h, 61.96% and 82, respectively. Moreover, a 3-10-3 ANN model was established to compare with three second order polynomial models established by the RSM, the result showed that the RSM models were superior in predicting capacity ($R^2 > 0.928$; MSE < 1.46; MAE < 1.04; RMSE < 1.21) than the ANN model. The main results may provide some theoretical and technical basis for the konjac vacuum drying and the designing of related equipment.
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1. Introduction

Konjac is one of the most important high glucomannan containing perennial herbs grown in the north of the Indochina peninsula and Yunnan China and which is widely used in medicine, health care and the dyeing industry [1,2]. The newly harvest konjac is perishable, owing to its high moisture content (80–85%) and considerable amounts of the herb are wasted due to the lack of efficient preservation techniques that are unique to konjac [3]. An effective method seems to be drying to obtain a stable konjac product for further use.

Drying plays an important role in extending the shelf life of fleshy agricultural products, and it is a difficult food processing operation mainly because of the undesirable changes in quality of dried products. To maintain the quality of the dried product, various drying methods were proposed to remove the free water to halt or retard the growth of spoilage microorganisms as well as the occurrence of chemical reactions [4–7]. Vacuum drying technology has been widely used in vegetable and fruit drying owing to its high efficiency, heating uniformity and high quality of the dried product [8]. In the last few decades, numerous investigators have examined the vacuum drying characteristics.
in vegetables and fruits with a high moisture content, such as lemon slices [9], eggplant [10] and cauliflower [11]. Among the above drying experiments, the dried products show great performance in the color retention and nutritive qualities, which might due to the fact that the oxidation is prevented because the samples have no contact with air during the drying process so that the sensory and nutritive qualities of foodstuffs are effectively maintained [10]. According to the analysis above, the vacuum drying technology is suitable for the postharvest treatment of the fresh konjac, as the fresh konjac slices are easily oxidized.

Recently, further uses of konjac are receiving more and more attention by industries due to its high content of konjac glucomannan. The use of the konjac glucomannan has been reported by several researchers. Iglesias-Otero et al. [12] revealed the influence of a konjac glucomannan aqueous dispersion as ingredient, at different alkalinity levels, on the thermal stability of low-quality squid surimi. As the key operation of the fresh konjac postharvest treatment process, researchers have also paid close attention to the drying technology for konjac. For instance, an experimental study on hot air drying for konjac showed that the drying rate is significantly improved, while the quality is seriously damaged [13]. Kumar et al. [14] developed a kinetic model under different temperatures to describe the konjac moisture content changes during the hot air drying process. Wei et al. [15] also developed a mathematical model for the konjac dying process in a heat pump drying system. A characteristic of the study was that the konjac color was protected by soaking the sample in the color fixative (L-cysteine 0.25 g/L, citric acid 10 g/L, ascorbic acid 0.2 g/L) for 3 min before drying, resulting in the dried product having a stable color. Though researchers have done a lot of work on the drying process of the konjac, few quality change investigations and optimization of drying process parameters for the konjac vacuum drying process have been reported [16].

The response surface methodology (RSM) is one of the most effective tools which is widely used in optimization studies. The methodology extracts quantitative data from an appropriate experimental design to determine and simultaneously solve multivariate problems. The mathematical equations developed by the RSM can describe the effect of test variables on responses, determine interrelationships among test variables and represent the combined effect of all test variables in any response [17]. Accordingly, researchers can have a better understanding of a process or a system. Though the efficiency of the RSM in revealing interrelationships among test variables has been verified in food processes optimization [18–20], the forecasting behavior of the RSM should also be further tested. Artificial neural network is the most widely implemented methodology in forecasting [21]. In some cases, where there is no basis for linear or polynomial process modeling, modeling through an artificial neural network can be a quick and convenient solution. ANN is a data-driven technique, inspired by biological neural systems, able to compute the relationship between input and output variables. In most previous studies, ANN models have been proven to show a better predicting capacity than other models, such as Lewis, Page, and RSM models [22–24]. Comparisons of prediction performance of the ANN models and RSM models were reported in some studies related to chemical industries [25,26], however, there are few studies on comparing the ANN models and RSM models in the food drying process. Based on the background, further modeling for RSM and comparison between ANN models and RSM models are necessary.

To fully understand the drying process and the quality change rule of the dried product for konjac vacuum drying, the RSM was adopted to optimize the main parameters of vacuum drying of konjac. An experiment followed by Box–Behnken design was conducted to investigate the effects of the three process parameters, including drying temperature (DT), material thickness (MT) and vacuum pressures (DV), on the drying time (t), konjac glucomannan content (KGM) and whiteness index (WI). Artificial neural network models were established to compare the established RSM models. The main objectives of this study are as follows: (a) To obtain the optimized drying process parameters for konjac vacuum drying; (b) To analyze the influence of interactions between three independents on responses; (c) To develop the predicting models for konjac vacuum drying. This study hopes to lay some theoretical and technical basis for guiding the practical production of the konjac vacuum drying.
2. Materials and Methods

2.1. Sample Preparation

The newly harvested konjac (white konjac annual) was purchased from a local farmer (Yi bin Sichuan province China) and stored in a refrigerator at approximately 4 °C prior to the experiment [23]. The raw konjac samples with similar size and regular shape were selected for the experiment. The konjac samples were trimmed manually into cubes with 2, 4 and 6 mm for the thickness, 5 and 5 mm for the length and width, respectively. The weight of 50 ± 0.1 g for the three thicknesses of the sample were used for the experiment. The original weight of the samples were recorded in advance and then the sized samples were used for testing in the vacuum drying apparatus.

2.2. Equipment and Procedure Description

The experiments were performed in a vacuum drier (DZF-2AS, Beijing kewei yongxing instrument Co., Ltd., Beijing, China), which includes an automatic weighing system (accuracy to 0.001 g), an electrically vacuum system which could provide a negative pressure range from 0.01 MPa to 0.09 MPa, the plate electric heater was inserted into the dry chamber equably in order to offer a stable temperature (maximum to 100 °C) to dry the sample, a power control was used to monitor the energy consumption. The dryer was preheated for almost 1 h before the experiment, which could help to reduce the error caused by thermal inertia. Besides, the activated carbon was placed in the bottom of the container to keep it dry during the experimental period. During the drying experiment, the mesh and samples were weighed at 20 min intervals by a digital electronic balance (Shanghai Jingtian). Each of the experiments was completed three times under the same conditions, and the average values were used for the analysis.

2.3. The Key Indexes of the Konjac Vacuum Drying

2.3.1. Drying Time

The drying time (t) of each experiment was measured when the deviations of sample mass in the two successive experiments were less than 0.1 g [27].

2.3.2. Konjac Glucomannan

In the present work, the content of konjac glucomannan (KGM) was assessed by the existing National Standard Spectrophotometry method [28]. In detail, glucomannan is decomposed into two reducing sugars including D-mannose and D-glucose, after hydrolysis, while 3,5-Dinitrosalicylic acid and the reducing sugar co boiling in alkaline solution can produce brown amino compounds. It can be said that the content of the reducing sugar is directly proportional to the color of the reaction solution in a certain range, so the content of reducing sugar in the reaction solution can be measured by spectrophotometry [29]. To ascertain the content of the reducing sugar, a standard curve for glucose should be established to compare with the color of the reaction solution. The standard curve for glucose (Figure 1) and the non-linear equations (Equation (1)) were established in advance in order to calculate the KGM content followed by Equation (2).

\[ Y = 0.49X^2 + 1.042X + 0.017 \]  

where, \( Y \) is the glucose of the dried product, mg; \( X \) is absorbance.

\[ KGM = 5\epsilon(S - H) / m(1 - w) \]

where, \( KGM \) is the konjac glucomannan content (d.b.%); \( \epsilon \) is the ratio of mannose molecular weight to glucose \( \epsilon = 0.9 \); \( S \) is the glucose weight of glucomannan hydrolysate identified by standard curve, mg; \( H \) is the glucose weight of glucomannan extracting solution identified by standard curve, mg; \( m \) is the
sample weight, g; w is the moisture content, %; Two replicates for each of the experiment were done and the errors were limited to 5%.

2.3.3. Whiteness Index

In the present work, the whiteness index (WI) was applied to describe the color change of the dried konjac samples [30]. The WI of the dried product was measured using HunterLab UltraScan PRO (Eutin international trading Co., Ltd., Shanghai, China), the index of L*, a* and b*, respectively, are darkness degree (black to white: 0–100), redness and greenness degree and (−60–60), and yellowness and blueness degree (−60–60). The WI can be calculated by the following Hunter equation [31]. During the test, the standard white color was used for calibration and the measurements were performed for all dried samples. Besides, each of the experiments was replicated three times for statistical purposes.

\[
WI = 100 - \sqrt{(100 - L^*)^2 + a^* + b^*} 
\]  

(3)

2.4. Experimental Design

2.4.1. Response Surface Methodology

In this work, three konjac thicknesses (MT), drying temperatures (DT) and vacuum degrees (DV) were considered to be the independent variables for konjac vacuum drying, while the drying time (t), konjac glucomannan content (KGM) and whiteness index (WI) were regarded as the responses. An experimental design followed by the Box–Benhnken design was performed to analyze the effects of the interaction of independent variables (DT, MT and DV) on the responses (t, KGM and WI) and to optimize the drying process. The experimental design representing the natural and coded values of independent variables is shown in Table 1, and a total 17 experimental runs are shown in Table 2, where there are 5 central point runs in the design. The Design Expert 8.0.6 software was adopted to analyze the interactions of the independent variables on the response, while Matlab R2016a software was applied to establish the ANN model of the konjac vacuum drying. Moreover, a second-order polynomial model (Equation (4)) was used to describe the relationship between the response and the independent variables [11].

\[
Y = \beta_0 + \sum_{i=1}^{2} \beta_i X_i + \sum_{i=1}^{2} \beta_{ij} X_i^2 + \sum_{i=1}^{2} \beta_{ij} X_i X_j 
\]  

(4)
where \( Y \) is the response variable, \( X_i \) and \( X_j \) are the independent variables affecting the response, \( \beta_0 \), \( \beta_0 \) and \( \beta_{ij} \) are the regression coefficients for intercept quadratic linear and interaction terms.

### Table 1. Experimental design for vacuum drying of konjac.

| Variables                  | Code Levels | Natural Levels |
|----------------------------|-------------|----------------|
| DT (Drying temperatures, °C) | -1 0 1      | 50 60 70       |
| MT (Konjac Thicknesses, mm) | -1 0 1      | 2 4 6          |
| DV (Vacuum Degrees, MPa)   | -1 0 1      | 0.04 0.05 0.06 |

### Table 2. Experimental values of response variables for Box–Behnken design.

| Run | Std | Experimental Design | Results |
|-----|-----|---------------------|---------|
|     |     | DT (°C) | DV (MPa) | MT (mm) | \( t \) (h) | KGM (%) | WI     |
| 1   | 10  | 60(0.5)  | 0.06(1)  | 2(0)    | 5.42(0.06) | 62.5(0.99) | 81.4(0.97) |
| 2   | 16  | 60(0.5)  | 0.05(0.5)| 4(0.5)  | 6.62(0.34) | 52.8(0.43) | 75.9(0.70) |
| 3   | 12  | 60(0.5)  | 0.06(1)  | 6(1)    | 7.32(0.50) | 49.5(0.24) | 66.2(0.24) |
| 4   | 3   | 50(0.0)  | 0.06(1)  | 4(0.5)  | 6.75(0.37) | 46.8(0.09) | 65.8(0.22) |
| 5   | 4   | 70(1)    | 0.06(1)  | 4(0.5)  | 5.15(0.00) | 52.1(0.39) | 73.8(0.60) |
| 6   | 17  | 60(0.5)  | 0.05(0.5)| 4(0.5)  | 6.68(0.35) | 52.9(0.44) | 76.2(0.72) |
| 7   | 11  | 60(0.5)  | 0.04(0)  | 6(0.5)  | 6.95(0.41) | 51.0(0.33) | 68.7(0.36) |
| 8   | 6   | 70(1)    | 0.05(0.5)| 2(0)    | 5.99(0.19) | 51.2(0.34) | 70.6(0.45) |
| 9   | 15  | 60(0.5)  | 0.05(0.5)| 4(0.5)  | 7.08(0.44) | 53.2(0.45) | 76.2(0.72) |
| 10  | 8   | 70(1)    | 0.05(0.5)| 6(1)    | 6.35(0.28) | 48.2(0.17) | 63.6(0.11) |
| 11  | 2   | 70(1)    | 0.04(0)  | 4(0.5)  | 6.54(0.32) | 45.3(0.00) | 61.3(0.00) |
| 12  | 13  | 60(0.5)  | 0.05(0.5)| 4(0.5)  | 6.65(0.34) | 50.8(0.32) | 73.5(0.59) |
| 13  | 7   | 50(0)    | 0.05(0.5)| 6(1)    | 9.5(1.00)  | 48.7(0.20) | 65.4(0.20) |
| 14  | 5   | 50(0)    | 0.05(0.5)| 2(0)    | 7.12(0.45) | 62.7(1.00) | 82.1(1.00) |
| 15  | 1   | 50(0)    | 0.04(0)  | 4(0.5)  | 7.67(0.58) | 51.5(0.36) | 71.8(0.50) |
| 16  | 9   | 60(0.5)  | 0.04(0)  | 2(0)    | 6.05(0.21) | 54.2(0.51) | 78.2(0.81) |
| 17  | 14  | 60(0.5)  | 0.05(0.5)| 4(0.5)  | 6.52(0.31) | 54.2(0.51) | 76.4(0.73) |

Note: The values in bracket are the normalized values. KGM: konjac glucomannan content; WI: whiteness index.

### 2.4.2. Artificial Neural Network Modeling

In the present work, a feed-forward back propagation ANN model was established to fit the experimental data, the proposed model consists of three kinds of layers: (1) input layer with three neurons related to the independent variables (DT, DV and MT). (2) the number of hidden layers was ascertained to be 10, as described by Li et al., 2016 [32]. The Tansig function is a good tradeoff for neural networks, where speed is important and the exact shape of the transfer function is not [33], accordingly, the Tansig function was adopted to be the transfer function between the hidden layer and the output layer, while the Levenberg–Marquardt algorithm was adopted to be the training function of the network. (3) output layer with neurons associated with the responses (\( t \), WI and KGM). As for the training parameters, the number of epochs was ascertained to be 1000 while the momentum coefficient was ascertained to be 0.4. Accordingly, the topological structure of the proposed model can be ascertained to be 3-10-3 (as shown in Figure 2).
2.5. Statistical Analysis

The experimental data should be normalized before modeling by the ANN model, and the experimental value were processed by the formula: $x_i = (x - x_{\text{min}})/(x_{\text{max}} - x_{\text{min}})$, where $x_i$ is the normalized value, $x$ is experimental value, $x_{\text{max}}$ is the maximal value and $x_{\text{min}}$ is the minimum value. The experimental value and the normalized value were tabulated in the Table 2. The performance of the prediction models (RSM models and ANN models) were statistically evaluated by the determination coefficient ($R^2$), mean absolute error (MAE), mean square error (MSE) and root mean square (RMSE), which can be, respectively, calculated followed by the Equations (5)–(8) [34,35]:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (Y_{\text{pred}},i - Y_{\text{exp}})^2}{\sum_{i=1}^{n} (Y_{\text{exp}},i - \bar{Y}_{\text{exp}})^2}$$ (5)

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |Y_{\text{pred}},i - Y_{\text{exp}},i|$$ (6)

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_{\text{pred}},i - Y_{\text{exp}},i)^2$$ (7)

$$\text{RMSE} = \sqrt{\text{MSE}}$$ (8)

where, $Y_{\text{pred}},i$ is the value predicted by the models, $Y_{\text{exp}},i$ is the experimental value, $\bar{Y}_{\text{exp}}$ is the mean of the experimental values and $n$ is the number of the data points.

3. Results

In the present work, the RSM was adopted to investigate the influence of the independent variables (DT, MT and DV) on the dependent variables ($t$, KGM and WI). ANOVA was employed to analyze the significant terms that effect on $t$, KGM and WI, and multiple linear regression analysis of the experimental data yielded second order polynomial model (Equation (4)) for predicting the optimal $t$, KGM, and WI. The $p$-value, Lack of fit, coefficient of variation (C.V.%), coefficient of determination ($R^2$), Adj $R^2$, Pred $R^2$, Adeq Precision, PRESS and residuals obtained by the ANOVA were adopted to determine the significance of the terms or the models. A regression equation coefficient of the proposed models with statistical significance of the main responses was calculated for each response and their significance values ($p \leq 0.05$) were judged, as tabulated in Table 3. The interactions of any
two independent variables that effect $t$, KGM and WI were visualized with the response 3D surface plots for the fitted model as the function of two independent variables. The main results of the effect of the drying parameters on responses are as follows:

**Table 3.** ANOVA evaluation of linear, quadratic and interaction terms for response and coefficient of prediction models.

| Source          | Drying Time       | Konjac Glucomannan Content | Whiteness Index |
|-----------------|-------------------|----------------------------|-----------------|
|                 | Sum of Squares    | Coefficient $p$-Value      | Sum of Squares  | Coefficient $p$-Value | Sum of Squares  | Coefficient $p$-Value |
| Model           | 13.68             | 3.832                      | 0.0023 *        | 316.99             | 52.29           | 0.0022 *        | 591.03             | 5.1375             | 0.0004 *        |
| DT              | 6.14              | −0.28217                   | 0.0003 *        | 20.90             | 0.96962         | 0.037 *        | 31.20             | 3.38              | 0.0203 *        |
| DV              | 0.83              | 498.125                    | 0.0448 *        | 9.70              | −129.125        | 0.1233         | 6.48              | −287.5            | 0.2157           |
| MT              | 3.84              | 0.83075                    | 0.0012 *        | 136.95            | −9.69875        | 0.0003 *        | 292.82            | −7.0125           | <0.0001 *        |
| DT×DV           | 0.055             | −1.175                     | 0.5482          | 33.01             | 28.725          | 0.0178 *        | 85.56             | 46.25             | 0.0017 *        |
| DT×MT           | 1.02              | −0.02525                   | 0.0301 *        | 30.03             | 0.137           | 0.0144 *        | 23.52             | 0.12125           | 0.0338 *        |
| DV×MT           | 0.25              | 12.5                       | 0.2214          | 24.30             | −123.25         | 0.0276 *        | 8.12              | −71.25            | 0.1714           |
| $DT^2$          | 0.37              | 2.9525 × 10$^{−3}$         | 0.1479          | 28.38             | −0.025962       | 0.0201 *        | 118.83            | −0.053125         | 0.0006 *        |
| $DV^2$          | 1.09              | −5097.5                    | 0.0262 *        | 4.14              | −9912.5         | 0.2903         | 18.79             | −21125            | 0.0536           |
| $MT^2$          | 0.17              | 0.050687                   | 0.3009          | 32.69             | 0.69656         | 0.0146 *        | 0.08              | 0.034375          | 0.8844           |
| Residual        | 0.97              |                            |                | 22.14             |                |                | 24.49             |                  |                |
| Lack of Fit     | 0.83 (NS)         |                            |                | 18.35 (NS)        |                |                | 18.91 (NS)        |                  |                |
| Pure Error      | 0.15              |                            |                | 3.79              |                |                |                  |                  | 5.58             |
| Std. Dev.       | 0.37              |                            |                | 1.78              |                |                | 1.87              |                  |                  |
| Mean            | 6.74              |                            |                | 52.14             |                |                | 72.17             |                  |                  |
| $R^2$           | 0.9337            |                            |                | 0.9347            |                |                | 0.9602            |                  |                  |
| Adj $R^2$       | 0.8485            |                            |                | 0.8508            |                |                | 0.9091            |                  |                  |
| Pred $R^2$      | 0.0825            |                            |                | 0.1168            |                |                | 0.4943            |                  |                  |
| Adep Precision  | 14.499            |                            |                | 13.693            |                |                | 14.865            |                  |                  |
| C.V. %          | 5.53              |                            |                | 3.41              |                |                | 2.59              |                  |                  |
| PRESS           | 13.44             |                            |                | 299.53            |                |                | 311.28            |                  |                  |

Note: **"*" characterizes significant terms of the model and "NS" presents not significant.

Based on the ANOVA analysis shown in Table 3, three second order polynomial models (Equations (9)–(11)) were established. The models were further utilized for each response in order to determine the specified optimal drying conditions. Similar methodology has been adopted for optimizing the drying process of *Pleurotus eryngii* in a microwave-vacuum dryer [36].

\[
t = 3.832 - 0.28217DT + 498.125DV + 0.83075MT - 1.175DT \cdot DV - 0.02525 DT \cdot MT + 12.5DV \cdot MT + 2.9525 \times 10^{-3}DT^2 - 5097.5DV^2 + 0.050687MT^2
\] (9)

\[
KGM = 52.29 + 0.96962DT - 129.125DV - 9.69875MT + 28.725DT \cdot DV + 0.137DT \cdot MT - 123.25DV \cdot MT - 0.025962DT^2 - 9912.5DV^2 + 0.69656MT^2
\] (10)

\[
WI = 5.1375 + 3.38DT - 287.5DV - 7.0125MT + 46.25DT \cdot DV + 0.12125DT \cdot MT - 71.25DV \cdot MT - 0.053125DT^2 - 21125DV^2 + 0.034375MT^2
\] (11)

### 3.1. Drying Time

The ANOVA of drying time—shown in Table 3—presents that drying time was significantly affected by the three independent variables and the effects of three factors on drying time in descending order are as follows: drying temperature (DT), material thickness (MT), drying vacuum degree (DV). The terms $R^2$, Adj $R^2$, Pred $R^2$, Adep Precision, C.V. % and PRESS shown in Table 3 are used to check the suitability of the model. It was found that the $p$-value of the model for the drying time is 0.0015, indicating that the model is significant. The value of the determination coefficient ($R^2$) is 0.9337,
which implies that 93.37% of the variations can be explained by the fitted model. The Adj $R^2$ of 0.8485 is close to the $R^2$ of 0.9337. The lack of fit for the model is not significant and a relatively low value of C. V. (5.63%) also indicates a good reliability of the experiment’s data. In conclusion, the fitted model demonstrates good suitability and can be adopted to describe the variation of the drying time.

It can be seen that an interaction term (DT•MT) and a quadratic term (DV$^2$) significantly affected the drying time. The combined effect of DT and MT affected the drying time was analyzed with the help of the response surface shown in Figure 3a. It can be obviously observed that drying time reduces with the increase in DT, while the drying time reduces with the reduction in the MT when the DT is under 65 °C. However, as shown in Figure 3b, when the DT is above 65 °C, interestingly the drying time reaches the minimum value (5.12 h), where the MT is 3 mm instead of the thinnest MT (2 mm), which might be caused by the material surface hardening shrinkage phenomenon, as reported by Fengying et al. in *Litchi chinensis Sonn* vacuum and selective far-infrared radiation superheat drying process [37], and similar findings were also reported by Xingyi et al. for shiitake mushroom [38], and Li Biansheng et al. for candied prunes [39].

![Figure 3. Response surface (a) and contour (b) for drying time with respect to interaction term DT•MT at a constant vacuum degree of 0.06 MPa.](image)

**3.2. Konjac Glucomannan Content**

It can be obviously seen from Table 3 that KGM was significantly affected by the DT, MT, combined effect of MT and DT, MT and DV, DT and DV, DT$^2$ and MT$^2$ terms. The values of evaluation indexes including $R^2$, Adj $R^2$, Pred $R^2$, Adeq Precision, C.V.% and PRESS are 0.9347, 0.8508, 0.1168, 13.693, 3.41% and 299.53, respectively. The indexes indicate that the model is significant and can be used for further analysis.

Figure 4a depicts the effects of the interaction term DT•DV on the KGM content, the maximum value of KGM content (53.86%) is found at 60 °C and 0.058 MPa for a constant material thickness of 2 mm, as shown in Figure 4b. Figure 5a depicts the effects of the interaction term DT•MT on the KGM content, as can be seen from the figure, the KGM content reaches a lower value when the MT is above 4 mm, in addition to the DT being above 60 °C than that of under 4 mm and 60 °C, respectively, which might have been caused by the negative influence on glue strength when the drying temperature is high, as reported by Iglesias-Otero et al. [12]. The results indicate that the appropriate MT and DT should be under 4 mm and 60 °C in the drying process, and the maximum KGM content is observed when the MT is 2 mm and DT is 50 °C, indicating that a low drying temperature and thin MT might be beneficial to retain the quality of fresh konjac samples, similar results for black turmeric [40], mango cubes [41] and tomato [42] have been reported in the last few years. Figure 6a depicts the effects of the interaction term DV•MT on KGM content, similar to Figure 5a, the KGM value is lower when
the MT is above 4 mm than that of under 4 mm. The optimal KGM content is observed at 0.06 MPa, 2mm with a temperature of 60 °C, as shown in Figure 6b. It can be concluded that a higher vacuum degree and thinner material thickness could promote a drying rate that is conductive to glue strength of the konjac glucomannan content [12].

Figure 4. Response surface and (a) contour (b) for KGM content with respect to interaction term DT•DV at a constant initial material thickness of 2 mm.

Figure 5. Response surface and (a) contour (b) for KGM content with respect to interaction term DT•MT at a constant DV of 0.05 MPa.
Figure 6. Response surface and (a) contour (b) for KGM content with respect to interaction term DV•MT at a constant DT of 60 °C.

3.3. Whiteness Index

ANOVA analysis clearly depicts that the WI is significantly affected by the terms of DT, MT, DT•DV, DV•MT and DT\(^2\), the \(p\)-value (0.0004) of the model shows that the model is significant. Additionally, the significance of the model is also judged by the evaluation indexes mentioned above, and all the behaviors indicate that the model shows good suitability.

Figure 7a depicts the combined effect of MT and DT on WI, obviously it can be seen that the WI increases with the decrease in the MT, it can be deduced that a thinner MT and a proper a DT are favorable for increasing the whiteness index of the sample. The drying time will be extended if the sample is too thick, which might cause the increase in contact time between the samples and the external oxygen, thus intensifying the occurrence of oxidative browning and decreasing the WI. Similar findings have been reported by Song X et al. for infrared drying of Chinese yam [43]. Moreover, the WI increases with the increase in DT when the DT is under 60 °C while WI decreases with the increase in DT when DT is above 60 °C, which might be due to the fact that a higher temperature might make the konjac sample carbonized and further decrease the whiteness index of the sample. As can be seen from the Figure 7b, the optimal value of WI is found to be 82.8 at DT of 57.3 °C and DV of 0.06 MPa, and MT of 2mm, it can be concluded that the drying temperature should be in a reasonable range from 52 to 63 °C. Figure 8 depicts the 3D response surface (a) and the corresponding contour (b) for WI with respect to interaction term DT•DV at a constant MT of 2 mm, as can be seen from the figure, the WI gets the optimal value (75.8) when the DT is 57.3 °C, DV is 0.05 MPa and MT is 2 mm.
similar, the best optimized e and 2–6 mm, respectively. Although all the five solutions are similar, the best optimized conditions obtained for the given criteria are 60.34 and 2.00 mm, respectively. As tabulated in Table 4, five solutions are found for the optimum covering criteria with a desirability value above 0.980—by using the desirability function method. A similar methodology has been applied for olive leaves drying optimization [44]. The optimized variables were close to each other such as drying temperature, drying vacuum and material thickness varied between 58.73–61.58 °C, 0.04–0.06 MPa and 2–6 mm, respectively. Although all the five solutions are similar, the best optimized conditions obtained for the given criteria are 60.34 °C, 0.06 MPa and 2.00 mm on the basis of maximum desirability (0.984). For the optimized combination of drying parameters, the predicted t, KGM and WI are 5 h, 61.96% and 82, respectively.

**3.4. Optimization of Process Parameters**

Optimal drying conditions for konjac vacuum drying were determined on the basis of the following criteria: maximum KGM, minimum t and maximum WI. The optimization function in the software was applied to optimize the drying parameters in the range of 50–70 °C for drying temperature, 0.04–0.06 MPa for vacuum degree and 2–6 mm for material thickness. As tabulated in Table 4, five solutions are found for the optimum covering criteria with a desirability value above 0.980—by using the desirability function method. A similar methodology has been applied for olive leaves drying optimization [44]. The optimized variables were close to each other such as drying temperature, drying vacuum and material thickness varied between 58.73–61.58 °C, 0.06–0.06 MPa and 2.00–2.00 mm, respectively. Although all the five solutions are similar, the best optimized conditions obtained for the given criteria are 60.34 °C, 0.06 MPa and 2.00 mm on the basis of maximum desirability (0.984). For the optimized combination of drying parameters, the predicted t, KGM and WI are 5 h, 61.96% and 82, respectively.

**Figure 7.** Response surface (a) and contour (b) for WI with respect to interaction term of DT•MT at a constant drying vacuum of 0.06 MPa.

**Figure 8.** Response surface (a) and contour (b) for W with respect to interaction term of DT•DV at a constant MT of 2 mm.
Table 4. Optimization solutions for the konjac vacuum drying.

| Solution Number | Parameters | Responses | Desirability |
|-----------------|------------|-----------|--------------|
|                 | DT         | MT        | DV | t | KGM | WI |       |
| 1               | 60.34      | 2.00      | 0.06 | 5 | 61.96 | 82 | 0.984 |
| 2               | 59.92      | 2.00      | 0.06 | 5 | 62.03 | 82 | 0.983 |
| 3               | 60.99      | 2.00      | 0.06 | 5 | 61.82 | 82 | 0.981 |
| 4               | 60.37      | 2.02      | 0.06 | 5 | 61.85 | 82 | 0.980 |
| 5               | 58.73      | 2.00      | 0.06 | 5 | 62.17 | 82 | 0.980 |

3.5. ANN Modeling for Konjac Vacuum Drying

Based on the established 3-10-3 artificial neural network in Section 2.4.1, the 17 sets of experimental data shown in Table 2 were used for the training, and the training results are depicted in the following Figure 9. As can be seen from the figure, the ANN model shows the best training performance when the training epochs are two, where the MSE of the model is 0.00545, the R values for the train, validation and test data, respectively, are 0.960, 0.959 and 0.952, indicating that the established ANN model has sufficient reliability and can be used for predicting the drying performance of the konjac vacuum drying. Moreover, to achieve the repeatability of the model, the weights of the established ANN model are listed in the Table 5.

![Figure 9. The training results of the 3-2-10-3 artificial neural network (ANN) model.](image)

Table 5. The weights of the established model.

| Weight | Matrix |
|--------|--------|
| $i_w[1,1]$ | $[-1.5485, -1.1886, 1.2995, -0.1283, 0.88355, -1.8239, -1.0092, 1.4292, 2.3875, 1.5284]^{T}$ |
| $i_w[2,1]$ | $[-2.2486, -1.6935, -2.3644, -0.16251, -2.8041, 1.7806, -2.2935, -2.0127, -0.1276, 1.6143]$ |
| $b[1]$ | $[0.11719, -0.20031, -0.92857, 0.24623, 0.25743, 0.50884, 1.1206, -0.16612, 0.87807, 0.12095]$ |
| $b[2]$ | $[-0.24653, 0.28233, 0.44907, 1.1557, -0.2302, 0.46417, 0.42098, -0.35108, -0.6603, 0.801]$ |
| $b[1]$ | $[0.19157, 0.4472, 0.93092, 0.97381, -1.0095, 0.6018, -0.017862, 0.997757, -0.30043, -0.15305]$ |
| $b[2]$ | $[3.1099, 2.5969, -1.7251, 1.1526, 0.52729, -0.82056, -1.0568, 1.5445, 2.8732, 2.869]^{T}$ |
3.6. Comparison of the Established RSM Models and the ANN Model

Based on the ANOVA analysis shown in Table 3, three second order polynomial models (Equations (9)–(11)) were established. The experimental data were fitted by the established RSM models and the ANN model, and the comparison of values predicted by RSM models, ANN models and experimental values are presented in Figure 10, and the performance of the models were evaluated by the specific evaluation criterion ($R^2$, MAE, MSE, and RMSE), and the results are tabulated in Table 6.

![Figure 9](image-url)

![Figure 10](image-url)

**Table 6.** Statistical parameters for comparing RSM and ANN models.

| Parameters                        | RSM Models | ANN Model |
|-----------------------------------|------------|-----------|
|                                   | $t$ (h)    | KGM (%)   | WI        | $t$ (h)    | KGM (%)   | WI        |
| Determination coefficient ($R^2$) | 0.9312     | 0.9286    | 0.9591    | 0.9796     | 0.9982    | 0.9896    |
| Mean-square error (MSE)           | 0.0595     | 1.4399    | 1.4648    | 0.2116     | 2.5676    | 6.2089    |
| Mean absolute error (MAE)         | 0.2092     | 1.0262    | 1.0427    | 0.1823     | 0.6773    | 1.2922    |
| Root-mean-square error (RMSE)     | 0.2439     | 1.1999    | 1.2103    | 0.4600     | 1.6024    | 2.4918    |

Figure 10. The comparison of experimental values and predicting results for the $t$ (a), KMG (b) and WI (c). RSM: response surface methodology.
The artificial neural network model often shows a better prediction ability in some reported studies [45–48], however, RSM models are demonstrated to have a better predicting ability than ANN models in the present work. Obviously, it can be seen from the Figure 10 that the experimental plots are closer to the RSM curves than to the ANN one. The error of RSM model ranges between $-0.453$ to $-0.449$ h, $-1.98$ to $-1.97\%$ and $-2.1$ to $-2.15$ for the $t$, KGM and WI, respectively, while the error of the ANN model ranges $-0.37$ to $-1.82$ h, $-1.35$ to $-5.96\%$ and $-2.66$ to $-7.41$ for the $t$, KGM and WI, respectively, which indicates the errors of the values predicted by the RSM model are within a smaller range than by the ANN model. In other words, the established RSM models showed a better predicting ability than the established 3-10-3 ANN model.

The statistical results of the parameters for comparing RSM and ANN models are tabulated in Table 6, as can be seen from the table, the values of $R^2$ for the three RSM models vary from 0.929 to 0.959, while the values of $R^2$ for the ANN model are all greater than 0.980. However, the values of MAE, MSE and RMSE for RSM models are smaller than the values of corresponding responses predicted by the ANN model. The same behavior was reported by Thyagarajan, et al. [49], who introduced a comparable performance of ANN and RSM models in phytase production modeling. Above all, it can be concluded that the predicting ability of the RSM model is better than the ANN model in the present work and the established RSM models may provide some practical guidance for the konjac vacuum drying process.

4. Conclusions

In the present work, RSM was adopted to analyze the drying process and optimize the drying conditions for konjac vacuum drying. Artificial neural network was applied to compare he established RSM models. The main conclusions, depending on the results of the present work, are summarized as follows:

1. Three second order polynomial models (KGM, $t$, WI) were established in this study, though the models show good predicting performance, the results at the significance level showed that the WI performs a better performance than the KGM and $t$.

2. The results of the interaction analysis indicated that the drying temperature and the material thickness of the konjac should be, respectively, under 60 $^\circ$C and 4 mm for quality and efficiency purposes.

3. The optimal drying conditions obtained based on the given criteria are 60.34 $^\circ$C, 0.06 MPa and 2.00 mm. For the optimized combination of drying parameters, the $t$, KGM and WI are 5 h, 61.96% and 82, respectively. In order to facilitate the practical production, the optimal drying parameters were adjusted as 60.00 $^\circ$C, 0.06 MPa and 2.00 mm.

4. Though both models provided good quality predictions, the results confirmed that the established RSM models in this work are superior in predicting capacity compared ($R^2 > 0.928$; MSE $< 1.46$; MAE $< 1.04$; RMSE $< 1.21$) with the ANN model. Such a result may suggest that the performance may be a problem-specific issue and might provide some theoretical and technical basis for guiding the konjac vacuum drying and the designing of related equipment.
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