Improving Distinguishability of Photoplethysmography in Emotion Recognition Using Deep Convolutional Generative Adversarial Networks
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ABSTRACT We propose an emotion recognition framework based on ResNet, bidirectional long- and short-term memory (BiLSTM) modules, and data augmentation using a ResNet deep convolutional generative adversarial network (DCGAN) with photoplethysmography (PPG) signals as input. The emotions identified in this study were classified into two classes (positive and negative) and four classes (neutral, angry, happy, and sad). The framework achieved high recognition rates of 90.34% and 86.32% in two- and four-class emotion recognition tasks, respectively, outperforming other representative methods. Moreover, we show that the ResNet DCGAN module can synthesize samples that do not just look like those in the training set, but also capture discriminative features of the different classes. The distinguishability of the classes was enhanced when these synthetic samples were added to the original samples, which in turn improved the test accuracy of the model when trained using these mixed samples. This effect was evaluated using various quantitative and qualitative methods, including the inception score (IS), Fréchet inception distance (FID), GAN quality index (GQI), linear discriminant analysis (LDA), and Mahalanobis distance (MD).

INDEX TERMS Augmentation, DCGAN, emotion recognition, PPG.

I. INTRODUCTION

The study of coronary artery heart disease (CAD) has been a focus of clinical health and engineering research. In Taiwan, heart disease ranks second among the top ten causes of death. And among heart diseases, 52% deaths are due to CAD, according to a report by the Ministry of Health and Welfare. Besides physiological risk factors, psychosocial factors such as strong emotions, including anger, hostility, anxiety, and depression, have also been identified as leading causes of CAD. Rosengren et al. [1] confirmed that psychosocial risk factors cause long-term and repeated psychophysiological responses that affect the autonomic nervous system (ANS) and neuroendocrine system, leading to CAD. With the development of AI techniques, it is hoped that negative emotions can be identified in the early stages so that appropriate psychological intervention can be activated.

In automated emotion recognition, many studies have focused on visual or auditory signals such as facial expressions [2], [3], [4], [5], [6], [7], [8], [9], [10].
text [10], [11], [12], and gestures [13], [14], [15]. This is intuitive because these signals are most often involved in human-human interactions. More recently, AI systems based on physiological signals, such as photoplethysmography (PPG) [16], electrocardiography (ECG) [17], galvanic skin response (GSR) [18], electroencephalography (EEG) [19], [20], electromyography (EMG) [21], and respiratory pattern (RSP) [22] have been studied, and these physiological changes that correlate with different emotional states are often more truthful than externally expressed [23].

PPG in particular can be conveniently measured either directly using a small device attached to the finger or remotely through facial video [24]. PPG is a low-cost and noninvasive optical technique that measures blood volume changes at the skin surface. The pulsatile component of PPG correlates strongly with each heartbeat and so has often been used as an alternative to ECG to provide information about the cardiac system [25]. More importantly, the frequency-domain features of short-time PPG have been shown to respond significantly to emotion changes [26]. Therefore, we selected PPG as the input signal and converted it into time-frequency domain spectrogram images to classify the short-term emotions.

Various techniques have been developed for automated emotion recognition, and the following research motivated this study. Lee et al. [27] used single-pulse PPG signals from the DEAP database to identify two types of emotion. They employed a one-dimensional convolutional neural network (1D CNN) to extract PPG features for classification and obtained satisfactory results. Etienne et al. [28] used the EMOCAP speech dataset and designed an architecture with multiple convolutional layers to extract high-level features, and a bidirectional long- and short-term memory network (BiLSTM) to model long-term dependencies. To further address the overfitting problem due to small datasets, as is often the case in emotion classification problems, Eskimez et al. [29] designed data augmentation based on a deep convolutional generative adversarial network (DCGAN) to generate synthetic speech spectrogram images to classify emotions and showed that using purely GAN-generated data to train the model could also obtain comparable results.

We combined the advantages of these studies and proposed an emotion recognition framework based on PPG signals using ResNet BiLSTM architecture and ResNet DCGAN data augmentation. The ResNet module extracts complex and detailed features from the spectrogram, whereas the BiLSTM module captures the long-term dependencies between the features extracted at different time points. The ResNet BiLSTM architecture was shown to achieve good emotion classification results in our previous study [30].

In this study, we extended our earlier work and addressed the generalization problem by employing the DCGAN technique. Specifically, this paper proposes ResNet DCGAN data augmentation, which generates synthetic spectrograms that not only simulate the distribution of the original training samples, but also emphasize the discriminative features of the different classes when synthesizing new samples, thereby improving the final classification accuracy. Five different metrics were used to evaluate the DCGAN module: the inception score (IS), Fréchet inception distance (FID), GAN quality index (GQI), linear discriminant analysis (LDA), and Mahalanobis distance (MD).

The remainder of this paper is organized as follows. Section 2 briefly summarizes ResNet, BiLSTM, and the results of our previous study using this architecture for emotion recognition. Section 3 describes the data augmentation method proposed in this study using DCGAN and the five evaluative methods mentioned above. Section 4 outlines the proposed emotion recognition framework, as well as the data collection, preprocessing, and experimental procedures. The results and discussions on sample generation and emotion classification, together with the ablation study and a comparison with relevant studies, are detailed in Section 5. We conclude the paper in Section 6.

The contributions of this study are twofold:

1. We demonstrated the efficacy of the proposed emotion recognition framework which employed the ResNet BiLSTM architecture and ResNet DCGAN data augmentation using PPG spectrograms as the input. High emotion recognition accuracy was achieved.
2. Using various quantitative and qualitative metrics, we demonstrate the ability of the ResNet DCGAN module to generate samples that go beyond the training sample distribution, but also identify discriminative features of each class, and thus enhance the distinguishability of classes when mixed with the original samples.

II. RELEVANT METHODOLOGICAL BACKGROUND

A. RESNET MODULE

One of the most notable contributions of the ResNet architecture proposed by He et al. [31] in 2015 is the shortcut connection, which effectively overcomes the vanishing gradient and degradation problems of deep neural networks with many layers. These shortcut connections add the input feature map to the output after the next few layers, which forces the in-between layers to learn the residual function, such that the layers either improve or retain the current feature map. Thus, regardless of the depth of the model, only the layers that contribute to improving the model are learned, and the remaining layers can be effectively reduced to identity mapping, thereby mitigating the degradation problem owing to the large number of layers in the network. This architecture has been successfully implemented in various image-related problems; therefore, it was selected as the main feature-extraction module in this study.

B. BILSTM MODULE

BiLSTM is a recently developed architecture under the category of recurrent neural networks (RNN) that aims to model dependencies among data points of a sequence of data,
often temporal in nature. However, traditional RNN fail to capture long-term dependencies due to vanishing gradient problem, which led researchers Hochreiter and Schmidhuber [32] to develop the long- and short-term memory (LSTM) architecture in 1997. The LSTM incorporates gated memory, including the “input gate,” “output gate,” and “forget gate” which effectively retains in its internal state memory useful information from previously encountered tokens to be considered when future tokens arrive. However, this only modeled dependencies with tokens encountered earlier, not later than the current token, which is a limitation in many situations. Schuster et al. [33] in 1997 proposed a bidirectional recurrent neural network that ran the input sequence in both forward and backward directions. The same was applied to the LSTM architecture to form BiLSTM, which was shown to perform better than its unidirectional version [34].

We combined the above-mentioned ResNet and BiLSTM modules to capture the complex features within the PPG spectrogram images as well as their temporal dynamics. The resulting ResNet BiLSTM model is shown in Table 1. Experimental results from our preliminary study [30] showed that the proposed ResNet BiLSTM model was capable of recognizing two- and four-class emotions with accuracies of 89.15% and 84.70%, respectively.

III. DATA AUGMENTATION USING DCGAN AND ITS EVALUATION
A. DCGAN
The generative adversarial network (GAN) architecture was first invented by Goodfellow et al. [35] in 2014 and originally used multilayer perceptron in the generator and discriminator modules. Radford et al. [36] adapted the framework in 2015 and proposed deep convolutional generative adversarial networks (DCGAN), which employed convolution and fractionally strided convolution layers (some call deconvolution) in place of multilayer perceptron in the discriminator and generator modules. The generator module samples values from the Gaussian distribution as input to its latent variables and generates faithful synthetic samples that resemble the originals, whereas the discriminator module learns to distinguish fake from real ones. Through this two-player game, the two modules iteratively improve each other, eventually producing a generator module that is effective at generating samples that capture the essence of the original samples.

This study compares two different DCGAN architectures. The first model is the standard DCGAN proposed by Radford et al. [36], and is outlined in Table 2. The second architecture incorporates ResNet into the DCGAN using shortcut connections to mitigate vanishing gradient and degradation problems, as detailed in Table 3.

Latent variables of length 100 were sampled from a Gaussian distribution as inputs to the generator module to generate synthetic samples. These generated samples were then mixed with true samples to be fed into the discriminator module of the DCGAN to differentiate true from fake. In each iteration, the parameters of the modules were updated, as shown in Fig. 1.

The objective function of the DCGAN model is defined in (1) below.

\[ V(D, G) = E_x [\log(D(x))] + E_z [\log(1 - D(G(z)))]. \]  

where \( D(x) \) is the discriminator’s probability of predicting real sample \( x \) as the true sample, and \( D(G(z)) \) refers to the probability of predicting the synthetic sample \( G(z) \) generated by the generator module as the true sample. \( z \) is the input to the generator module, sampled from a Gaussian distribution. The

| TABLE 1. ResNet BiLSTM architecture and parameter settings. |
| Layer name | Parameters |
|------------|------------|
| Input layer | [64 x 64 x 1] |
| Conv layer | [10 x 10, 64, stride2] |
| Pooling layer | Max Pooling |
| Conv layer | [3 x 3, 64, stride2] x 2 |
| Conv layer | [3 x 3, 128, stride2] x 2 |
| Conv layer | [3 x 3, 256, stride2] x 1 |
| Pooling layer | Global Average Pooling |
| Flatten layer | |
| BiLSTM layer | Hidden unit: 128 |
| BiLSTM layer | Output mode: sequence |
| Activation Layer | Tanh |

| TABLE 2. Original DCGAN parameter settings. |
| Layer name | Parameter |
|------------|------------|
| Input layer | [64 x 64 x 1] |
| Conv layer | [4 x 4, 16, stride2] |
| Conv layer | [4 x 4, 32, stride2] |
| Conv layer | [4 x 4, 64, stride2] |
| Conv layer | [4 x 4, 128, stride2] |
| Conv layer | [4 x 4, 256, stride2] |
| Conv layer | [4 x 4, 1, stride1] |
| Activation Layer | Tanh |

| TABLE 3. ResNet DCGAN parameter settings. |
| Layer name | Parameter |
|------------|------------|
| Input layer | [64 x 64 x 1] |
| Conv layer | [4 x 4, 16, stride2] |
| Conv layer | [4 x 4, 32, stride2] |
| Conv layer | [4 x 4, 64, stride1] |
| Conv layer | [4 x 4, 128, stride1] |
| Conv layer | [4 x 4, 256, stride1] |
| Conv layer | [4 x 4, 1, stride4] |
| Activation Layer | Tanh |
generator module of the DCGAN was trained to minimize the objective function, whereas the discriminator maximized it.

In this study, four types of emotion were recognized: neutral, angry, happy, and sad. We intend to augment each set of samples to double the original number, and employ five metrics to evaluate the performance of the generator modules. The metrics include the inception score (IS), Fréchet inception distance (FID), GAN quality index (GQI), linear discriminant analysis (LDA), and Mahalanobis distance (MD).

B. EVALUATING THE GENERATOR MODULE (IS, FID, GQI, LDA, MD)

Evaluation methods to test the effectiveness of DCGAN in generating convincing samples have been widely explored. Although a straightforward method involves experts looking at the generated samples to evaluate their credibility, it can be polluted by subjective opinions. Therefore, in this study we considered five different objective metrics: inception score (IS) [37], Fréchet inception distance (FID) [38], GAN quality index (GQI) [39], linear discriminant analysis (LDA) [40], and Mahalanobis distance (MD) [41].

1) INCEPTION SCORE (IS)

The inception score was first proposed by Salimans et al. [37]. The idea is to use a pretrained InceptionNet-V3 as the classifier and grade the quality of the synthetic samples produced by the generator module of the DCGAN using the prediction probability distribution. Barratt et al. [42] advised in their note on the inception score that InceptionNet-V3 was pretrained using images from ImageNet; therefore, the inception score based on such a pretrained InceptionNet-V3 can only be used for samples similar to those in ImageNet. In our case, the samples were medical spectrograms, which are quite different from the natural images in ImageNet. To mitigate this problem, we substituted the InceptionNet-V3 model with the ResNet model trained on our dataset to determine the quality of the generator. The score is calculated in two parts as follows:

\[ IS = \exp \left( \frac{1}{N} \sum_{i=1}^{N} D_{KL} \left( p \left( y \mid x^{(i)} \right) \| p \left( y \right) \right) \right) \]  

where the values in each dimension represent the conditional probability \( p \left( y \mid x^{(i)} \right) \) of a given sample belonging to a certain class. Ideally, a good-generated sample should have a high probability of belonging to one class and a low probability of belonging to all other classes.

2) FRÉCHET INCEPTION DISTANCE (FID)

The Fréchet inception distance was proposed by Heusel et al. [38]. Compared with IS, FID mitigates the problem of InceptionNet-V3 being trained on ImageNet which is different from the actual task at hand. The FID uses the pretrained InceptionNet-V3 to extract features from synthetic samples and compares their distribution with the features extracted from the true samples. Again, we replaced InceptionNet-V3 with our own ResNet model, which was trained using the samples from this study. The FID was calculated as follows:

\[ \text{FID} = \left\| \mu_r - \mu_g \right\|^2 + \text{Tr} \left( \Sigma_r + \Sigma_g - 2 \left( \Sigma_r \Sigma_g \right)^{1/2} \right) \]  

In this study, the 256-dimension vector output after the average pooling operation of the ResNet model was considered as the feature vector. \( \mu_r \) and \( \mu_g \) represent the mean feature values, whereas \( \Sigma_r \) and \( \Sigma_g \) represent the covariance matrices of the real and generated samples, respectively. The FID ranges from 0 to infinity; the smaller the value, the better is the generator module.

FIGURE 1. Block diagram of DCGAN.
3) GAN QUALITY INDEX (GQI)
Ye et al. proposed the GAN quality index [39]. The idea is that if the generated samples have a similar distribution to the original samples, then training a classifier from the same number of either the generated or original samples should yield a similar prediction accuracy. The calculation is defined in (6).

\[
GQI = \frac{Acc(C_{GAN})}{Acc(C_{real})} \times 100
\]  

(6)

Consider a dataset that contains \( N \) distinct categories, a classifier \( C_{real} \) can be trained using this dataset of real samples to obtain an accuracy \( Acc(C_{real}) \) when evaluated against a test dataset. Subsequently, a generative model was trained using the same dataset. Synthetic samples of the same amount were then generated and fed into the classifier trained earlier, \( C_{real} \), to obtain the categories to which these generated samples should belong. A probability threshold can be set to filter out the samples that do not belong to any class. A new classifier, \( C_{GAN} \), was trained using the newly obtained dataset of generated samples. The accuracy achieved by evaluation against the test dataset \( Acc(C_{GAN}) \) was obtained. Using these two accuracy values, the GQI value can be calculated using (6). The GQI values range from 1 to 100; the larger the value, the closer the distribution of the generated samples to the original real samples.

4) LINEAR DISCRIMINANT ANALYSIS (LDA)
In contrast to the three evaluation methods outlined earlier, linear discriminant analysis (LDA) allows the evaluation of generated samples using a visual method instead of a score. LDA is a supervised learning method, the main usage of which is dimensionality reduction and classification [40]. LDA projects the samples onto a lower dimension and calculates the within-class and between-class scatter of the projected data. To maximize the separation between different classes, LDA maximizes the Fisher criterion to minimize the within-class differences and maximize the between-class differences. This study employed LDA to reduce the dimensionality of the 256-dimensional features extracted from the ResNet model to 2-dimensions so that class distinguishability can be visually observed from a 2D plot. The detailed LDA procedure is as follows.

We assume a binary classification problem and consider a dataset with 200 samples, with 100 samples in each set, namely, sets 1 and 2:

1. Calculate the mean of the two sets \( \mu_1 \) and \( \mu_2 \), and then the mean of all samples \( \mu_3 \) as given in (7), where \( p_1 \) and \( p_2 \) are a priori probabilities.

\[
\begin{align*}
\mu_3 &= p_1 \times \mu_1 + p_2 \times \mu_2 \\
&= \text{mean of all samples}
\end{align*}
\]

(7)

2. The within-class scatter \( S_w \) and between-class scatter \( S_B \) were then calculated using (8) and (9), respectively, where \( j \) is the index for the classes. The covariance for the samples of each class can then be calculated using (10).

\[
S_w = \sum_j p_j \times (\text{cov}_j)
\]

(8)

\[
S_B = \sum_j (\mu_j - \mu_3) \times (\mu_j - \mu_3)^T
\]

(9)

\[
\text{cov}_j = (x_j - \mu_j)(x_j - \mu_j)^T
\]

(10)

The calculation is defined in (11).

\[
\text{criterion}_j = \text{inv}(S_w) \times S_B
\]

(11)

5) MAHALANOBIS DISTANCE (MD)
The Mahalanobis distance (MD) was proposed by Indian statistician P.C. Mahalanobis [41] and can be regarded as an improved version of Euclidean distance. The Mahalanobis distance corrects the problem of inconsistent scaling in various dimensions when viewed using the Euclidean distance. This method is effective in calculating the similarity between two unknown sample sets. This study employed Mahalanobis distance to evaluate the distance between various categories of samples in the dataset. The calculation process is as follows:

1. Find the mean for each class of samples \( \mu_{Loc} \) and for all samples \( \mu_{Glo} \).
2. Find the covariance matrix for all samples \( \text{cov}_{Glo} \).
3. Find the Mahalanobis distance between the mean of each class and the mean of all samples, as shown in (12), where \( c \) is the index for each class.

\[
MD_c(\mu_{Loc}, \mu_{Glo}) = \sqrt{\text{cov}_{Glo} \cdot (\mu_{Loc} - \mu_{Glo}) \cdot (\mu_{Loc} - \mu_{Glo})^T}
\]

(12)

4. Find the average Mahalanobis distance across all classes \( MD_c \), as shown in (13), where \( nc \) is the number of classes.

\[
MD = \frac{\sum_{c=1}^{nc} MD_c}{nc}
\]

(13)

IV. EXPERIMENTAL PROCEDURE AND DATA COLLECTION
A. EMOTION RECOGNITION FRAMEWORK
A block diagram of the proposed emotion recognition method is shown in Fig. 2. The PPG signals were first preprocessed.
FIGURE 3. The data collecting procedure.

to remove the background noise and baseline fluctuations. The time signals were then converted into spectrograms to train the ResNet DCGAN model and to generate synthetic spectrogram images to augment the original dataset. The mixed spectrogram dataset was then inputted into the proposed ResNet BiLSTM model for training and validation. All computations were coded using Python software.

B. DATA COLLECTION

The dataset used in this study was collected in collaboration with Kaohsiung Medical University Chung-Ho Memorial Hospital (KMUH), Taiwan, under IRB number KMUHIRB-E(I)_20180327. A total of 40 participants (21 men and 19 women) aged 25–90 years, referred by hospital cardiologists, were included in this study.

The experiments were conducted with the assistance of two clinical psychologists from KMUH. The participants were required to complete self-report questionnaires that included demographic characteristics (including age, sex, education, and marital status) before experiments. The data collection procedure is illustrated in Fig. 3.

First, a baseline signal was collected before emotion activation. Then, guided by a clinical psychologist, the participant was asked to state for 180 s and recall for another 180 s a specific emotional experience in alignment with the required emotion category. Subsequently, the participant was allowed to recover and rest for 300 s. This was repeated for four emotional categories (neutral, angry, happy, and sad) using a counterbalanced experimental design. Throughout the entire procedure, a noninvasive PPG sensor (BVP-Flex/Pro) was placed on the participant’s thumb for greatest signal quality [43] and recorded continuously using ProComp InfinitiTM version 6 (Thought Technology Ltd., Montreal, Quebec, Canada). The sensor generates infrared light pulses against the skin surface and measures the amount of reflected light. The PPG sensor was filtered using a 0.1 Hz to 50 Hz bandpass filter and acquired into the device at a sampling rate of 256 samples/s.

An emotional checklist was used to evaluate the specific emotion during the emotional recall tasks, and an emotion rating scale was used to evaluate the emotional intensity (from 1 = not at all to 5 = very) in the past event and during the experimental stages. The data of participants who were unable to recall the target emotions were excluded from the dataset.

In this study, only the 180 s recall period was used as it is more stable than the statement period. In the case of two-class emotion classification, neutral and happy were grouped as the positive category, while angry and sad were grouped as the negative category.

C. PREPROCESSING

As the envisioned use case for this study is in home application, where emotion recognition based on PPG should be performed within a short duration, we set the length of PPG segments to 20 s. The 180 s strips of PPG signals were cropped into 20 s segments with 5 s overlapping to the right. As a result, 1400 segments were obtained for each of the four emotion categories for the 40 participants, totaling 5600 segments. We then converted the 1D PPG segments into spectrograms in the time-frequency domain through continuous wavelet transform (CWT), which has higher precision in time and frequency positioning than the conventional short-time Fourier transform [44]. The continuous wavelet transform is calculated over a finely discretized time-frequency grid, which generates smoothly changing spectrogram images from a 1D signal that can be fed into the image recognition model [45]. The absolute value of the CWT was calculated using the analytic Morse wavelet with a symmetry parameter (gamma) equal to 3 and a time bandwidth product equal to 60. Nearest-neighbor interpolation was then employed to resize the spectrograms to 64 × 64 pixels.

D. CLASS LABELING FOR GENERATED SAMPLES

The synthetic samples generated by the DCGAN model were fed into the ResNet model trained using the original samples. If the output of one of the classes had a probability higher
TABLE 4. Evaluation of quality of generative model.

|                | IS (Mean/Std) | FID  | GQI  |
|----------------|---------------|------|------|
| Original Sample| 3.34 / 0.07   |      |      |
| Standard DCGAN | 3.14 / 0.11   | 5.61 | 49.23|
| ResNet DCGAN   | 3.05 / 0.06   | 14.34| 33.46|

TABLE 5. Evaluating class distinguishability of generative model.

|                | MD  |
|----------------|-----|
| Original Samples| 2.71|
| Standard DCGAN  | 4.57|
| ResNet DCGAN    | 6.52|
| Original Samples + Standard DCGAN | 3.35|
| Original Samples + ResNet DCGAN    | 4.61|

than 0.90, the sample was labeled as the emotion category. This process is illustrated in Fig. 4.

V. RESULTS

A. EVALUATION OF THE GAN MODELS

1) EVALUATING SIMILARITY OF GENERATED SAMPLES TO ORIGINAL SAMPLES

The IS, FID, and GQI were employed to assess the similarity of the generated samples to the original samples. The larger the IS and GQI values and the smaller the FID value, the more similar is the quality and distribution of the resulting sample to the original samples. Table 4 presents the quality assessment of the generative model. As the IS, FID, and GQI values for the standard DCGAN model were superior to those of the ResNet DCGAN model, we considered the synthetic samples generated by the standard DCGAN model to be closer to the original samples than those generated by the ResNet DCGAN model.

2) EVALUATING CLASS DISTINGUISHABILITY OF GENERATED SAMPLES

In addition to assessing the proximity of the generated sample to the original samples, we also assessed the distance between the classes of the generated samples to evaluate their class distinguishability. This is performed by extracting the 256-dimensional features after the generated and original samples pass through the ResNet classifier and calculating their Mahalanobis distance to measure the distance between classes for the generated and original samples. The higher the MD values, the greater the distance between the classes, that is, the higher the distinguishability.

As shown in Table 5, the MD value of the ResNet DCGAN generated samples was significantly higher than those of the original samples and standard DCGAN generated samples. By employing LDA to reduce the dimensionality of the samples to 2-dimensions then plotting the distributions, we obtain Fig. 5. It can be observed that the four classes of the original samples (Fig. 5(a)) were clustered closely together, with samples from different classes overlapping each other such that classification among them was difficult. In contrast, samples generated by the ResNet DCGAN model (Fig. 5(b)) were much easier to distinguish into the four categories. For the samples generated by standard DCGAN (Fig. 5(c)), the distribution appeared similar to that of the original samples.

From the above analysis, we see that the standard DCGAN achieves better results in terms of the IS, FID, and GQI metrics, meaning that its samples are closer in distribution to the original samples, but at the same time, it also inherits the indistinguishability of the original with lower MD values. For the samples generated by the ResNet DCGAN, although less similar to the original samples, its MD is much higher, and from the visualization after dimensionality reduction, it can be seen that the four classes are much more distinguishable. Therefore, the ResNet DCGAN model generated samples with better distinguishability than the standard DCGAN model.

In addition, we calculated the Mahalanobis distance between classes after mixing the generated samples with the original samples to evaluate whether the distinguishability between classes would improve. It can be observed from Table 5 that by mixing the original samples with the samples
generated by ResNet DCGAN, the MD value increased from the original 2.71 to 4.61. Comparatively, if the original samples were mixed with samples generated by the standard DCGAN, the MD value increased only moderately to 3.35. A similar conclusion can be drawn from the distribution plot of the mixed samples, as shown in Fig. 6.

Fig. 6(a) shows the distribution of the four-class original samples; the points are clustered together. In contrast, samples from different emotion categories were more separated when samples generated by ResNet DCGAN were mixed with the original samples (Fig. 6(b)), whereas mixing with samples from the standard DCGAN only slightly separated the samples (Fig. 6(c)). This indicates that the ResNet DCGAN proposed in this study can increase the distinguishability of the original sample categories.

B. CLASSIFICATION RESULT USING MIXED SAMPLES

Because the main objective of this study was to investigate whether mixing synthetic samples generated using GAN with original samples could improve the classifier, we fixed the classifier architecture to the ResNet BiLSTM architecture, which was shown to achieve good emotion classification results in our previous study [30], and compared the classification accuracy before and after data augmentation using synthetic samples.

This study employed the 80:20 validation technique, where 80% of the samples used for training were also used to train the DCGAN module. The synthetic samples generated by the DCGAN module were then mixed with the 80% training samples, but not with the validation samples (see Fig. 7). We also varied the proportion of the generated samples mixed with the original samples to determine whether different ratios would affect the classification results. To maintain a reasonable portion of the original samples, we set the maximum number of generated samples to be no more than double the number of original samples.

The method for calculating the proportion value was based on (14). For example, given 5600 original samples, we set aside 80% for training, which is 5600 × 0.8 = 4480 samples. We generated 8960 synthetic samples (double the original samples) and mixed a Portion, where Portion ∈ \{0.2, 0.4, 0.6, 0.8, 1\}, of these synthetic samples with the original samples. Therefore, for the case where we mix 4480 original samples with 8960 × 0.2 = 1792 synthetic samples, the proportion of generated samples would be 28.5%.

\[
\text{proportion of generated samples} = \frac{\# \text{ generated} \times \text{Portion}}{\# \text{ original} \times (0.8) + \# \text{ generated} \times \text{Portion}} \tag{14}
\]

Multiclass accuracy was employed as the comparison metric for both two-class and four-class classifications, calculated in the following manner:

\[
\text{multiclass accuracy} = \frac{\text{correctly classified}}{\text{sample size}} \tag{15}
\]

1) TWO-CLASS CLASSIFICATION RESULT

Table 6 outlines the classification accuracy results for the two-class emotion classification (positive and negative) using the ResNet BiLSTM architecture with datasets mixed with different proportions of synthetic samples. The highest accuracy was achieved with synthetic samples generated by the ResNet DCGAN architecture using a mixing proportion of 44.44%, and the accuracy increased from 87.47% to 90.34%. From Fig. 8 the trend of the classification accuracy for different mixing proportions shows an inverted U-shape for both samples generated by the standard DCGAN or ResNet DCGAN. This trend can be attributed to overfitting, where the classifier begins to overfit the set of generated samples, and thus no longer generalizes as well as it should. We can conclude that the addition of synthetic samples generated using the proposed DCGAN method improved the performance of the classifier.

2) FOUR-CLASS CLASSIFICATION RESULT

Table 7 and Fig. 9 present the results of the four-class classification (neutral, angry, happy, and sad). The highest
classification accuracy was again achieved at a mixing proportion of 44.44%, with ResNet DCGAN improving the accuracy from 82.06% to 86.32%, whereas the standard DCGAN achieved 85.96%.

From both the two-class and four-class classification tasks, we can conclude that the two proposed DCGAN modules generate samples that improve the classification accuracy using the ResNet BiLSTM model. The ResNet DCGAN outperformed the standard DCGAN in generating more distinguishable samples for emotion classification.

C. ABLATION STUDY
To study the individual impact of each module (ResNet, BiLSTM, and DCGAN) on the classification accuracy, an ablation study was performed using the 80:20 validation method, and the results are summarized in Table 8. It is evident that the integration of ResNet and BiLSTM outperforms individual classifiers, including the baseline model VGG-16 [46], and using ResNet or BiLSTM alone. The use of DCGAN for data augmentation further increased the accuracy of both two-class and four-class emotion classifications. Each individual module contributed to better accuracy, whereas the joint effect provided the best classification result, substantiating the efficacy of the proposed architecture and DCGAN data augmentation. Comparatively, the ResNet DCGAN generates more distinguishable samples than the standard DCGAN, as depicted in Fig. 5 and Fig. 6, and contributes to a relatively higher accuracy.

D. COMPARISON WITH RELEVANT WORKS
Most previous studies employing PPG or heart-related signals performed two-class emotion recognition, namely positive and negative, in the valence dimension. Therefore, we compared these with the two-class recognition results in this study, as shown in Table 9.

The work of Lee et al. [27] is most closely related to our work because PPG is used as the physiological signal of choice. The DEAP dataset was used in this study. However, they used the 1D PPG signal directly as the input to the model, in contrast to our method that converts PPG signals into spectrogram images for classification. A 1D convolutional neural network (1D CNN) was used to extract features from the 1D PPG signal and yielded 75.3% classification accuracy in the valence dimension. Santamaria-Granados et al. [47] employed ECG and GSR signals from the AMIGOS dataset and used CNN with features extracted from the R peaks of ECG and skin conductance response (SCR) peaks of GSR, which yielded 71% recognition accuracy, also in the two-class valence dimension.

However, it should be noted that these studies used different datasets and validation methods, and DCGAN data augmentation was used in our case. Therefore, a direct comparison may not be as meaningful. Nevertheless, the performance of the proposed ResNet BiLSTM model with DCGAN data augmentation with 90.34% accuracy in two-class emotion recognition in the valence dimension using only PPG signals remained promising.
VI. CONCLUSION

This study proposed a data augmentation method based on the ResNet DCGAN model to generate synthetic PPG spectrograms to improve emotion classification using the ResNet BiLSTM classifier. We compared the ResNet DCGAN with the standard DCGAN to augment the tasks of two- and four-class emotion classification. The experimental results show that synthetic samples generated by the ResNet DCGAN improve emotion classification for two-class from 87.47% to 90.34% and for four-class from 82.06% to 86.32%, which are better than those achieved by the standard DCGAN.

Five different measures were employed to evaluate the quality of the generated samples: the IS, FID, GQI, LDA, and MD. The results show that the samples generated by the standard DCGAN have better values for the IS, FID, and GQI measures, indicating that their distributions are closer to the original samples than those generated by the ResNet DCGAN. However, by comparing the MD values and visualizing the class distribution after performing LDA dimension reduction, we observed that the ResNet DCGAN was capable of identifying discriminative features of different classes, which translated into synthetic samples that better captured the qualities of each class, thereby improving the distinguishability of the classes. This explained the improved accuracy achieved by the classifier when it was trained with the addition of these synthetic samples. By comparing different proportions of generated samples when mixed with the original samples, the experimental results showed that mixing at 44.44% to 54.54% achieved the best improvement in classification accuracy.

However, the fact that the classification accuracy saturated at some mixing proportions and began to decrease when more synthetic samples were added to the mixture suggests that mode-collapse may have occurred. The generator over-optimized to the discriminator so that it synthesized only a few modes of output that suited the discriminator. Different GAN models that address the mode-collapse problem such as WGAN [48], VEEGAN [49] and NuGAN [50] may be studied. Transferring the proposed framework onto a mobile device for emotion recognition in different use cases may also be explored.
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