Smoothed Wigner transforms in the numerical simulation of semiclassical (high-frequency) wave propagation.
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Abstract. The numerical simulation of wave propagation in semiclassical (high-frequency) problems is well known to pose a formidable challenge. In this work, a new phase-space approach for the numerical simulation of semiclassical wave propagation, making use of the smoothed Wigner Transform (SWT), is proposed. There are numerous works which use the Wigner Transform (WT) in the study of a variety of wave propagation problems including high-frequency limits for linear, nonlinear and/or random waves. The WT however is well known to present significant difficulties in the formulation of numerical schemes. Working with concrete examples for the semiclassical linear Schrödinger equation it is seen that the SWT approach is indeed significantly faster (in a well-defined sense) to work with than the WT and than full numerical solutions of the original equation in the semiclassical regime. Comparisons with exact and numerical solutions are used to keep track of numerical errors.
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1 Introduction

Phase space methods for wave propagation, such as these presented here, are in the junction between time-frequency analysis [6, 7, 8, 13, 14, 20, 21, 22, 27], microlocal analysis [3, 16, 17, 23, 36, 40], PDEs [3, 4, 9, 10, 12] and physics
Distributions from Cohen’s class (i.e. Wigner Transforms convolved with various smoothing kernels) have been long well known and used in signal processing contexts, as semi-empirical ways to ‘clean up’ the time-frequency structure of various chirps, e.g. [13]. Microlocal measures have evolved in the last twenty years, in close connection with PDEs, in fact with a very similar job in mind, e.g. [16, 17]. The need to extend powerful spectral-density-based ideas from stationary to nonstationary stochastic problems gave birth to various nonstationary spectral densities [3, 10, 14, 19, 35]. These three lines of work all converge to the Wigner Transform (WT), and explain the recent explosion in the literature for WT methods for wave propagation (see e.g. [2, 3, 4, 5, 9, 10, 12, 17, 19, 23, 24, 25, 26, 28, 29, 33, 36, 41]). One soon discovers however that, despite the analytic and asymptotic power of these methods, there has been much less work in computing with WTs (for numerical analysis with WTs see [1, 3, 4]). This is not an accident, and many people complain that it is not at all practical to compute with WTs, see e.g. [5, 21]. Computations with Wigner measures are feasible, but this is a different thing, and we discuss it below. In this work we propose a way to go around the WTs ‘bad’ features, and exploit its ‘good’ features in the numerical solution of semiclassical wave propagation problems. To do that, we work with a particular distribution from Cohen’s class, which we will call the Smoothed Wigner Transform (SWT).

This paper is a continuation of [2]. The two papers are complementary in the following way: in [2] the results corresponding to individual numerical experiments were presented in some detail. The objective there was to present direct evidence that ‘the SWT approach works’. However, as is discussed in section 4.2 the efficiency of the method can only be compared to the more conventional approaches when working with a population of numerical experiments for different values of the semiclassical parameter $\varepsilon$. In this work we focus on this synoptic question, and present clear evidence that the SWT approach is indeed more efficient – in a well defined sense – than more conventional approaches.

Historically, the WT

$$W^\varepsilon [f, g] (x, k) = \int_{y \in \mathbb{R}^n} e^{-2\pi i ky} f \left( x + \frac{\varepsilon y}{2} \right) \bar{g} \left( x - \frac{\varepsilon y}{2} \right) dy$$

was introduced for the study of the semiclassical limit of quantum mechanics.
i.e. the high-frequency Schrödinger equation. Consider the system of linear equations

$$\varepsilon \frac{\partial}{\partial t} u^\varepsilon (x, t) + L^\varepsilon (x, \varepsilon \partial_x) u^\varepsilon (x, t) = 0,$$

$$(u^\varepsilon_i (x, 0))_{i=1,\ldots,d} = (u^\varepsilon_{i,0} (x))_{i=1,\ldots,d}$$

for the complex-valued $d$-component wavefield $u^\varepsilon (x, t) = (u^\varepsilon_i (x, t))_{i=1,\ldots,d}$, where $x \in \mathbb{R}^n$ and the $d \times d$ matrix-valued Weyl symbol $L^\varepsilon (x, k)$ of the spatial pseudodifferential operator $L^\varepsilon (x, \varepsilon \partial_x)$ is anti-Hermitian, $L^\varepsilon (x, k) = - (L^\varepsilon (x, k))^T$. This is a natural way to quantify the requirement that equation (1) is a wave equation; indeed many interesting linear wave equations have anti-Hermitian Weyl symbols. The use of the Weyl pseudodifferential calculus with WTs is natural, see e.g. [18, 33]. The small parameter $\varepsilon$ scales the typical wavelength of the wavefunctions; the length scale at which the coefficients vary (or equivalently one over the slopes of the coefficients), as well as the typical propagation distance we’re interested in are significantly larger than $\varepsilon$. Many semiclassical problems in quantum mechanics and long distance propagation problems in (classical) continuum mechanics can be cast in the form (1) [17, 35, 38]. For the remainder of this paper when we refer to a high-frequency wave propagation problem we will mean a problem that can be cast in the form (1) with anti-Hermitian Weyl symbol.

There can be (at least) two problems associated with the IVP (1): The high-frequency-limit problem: recover the limits of certain observables of the wavefield, such as the $L^2$-norm density,

$$N^0 (x, t) := \lim_{\varepsilon \to 0} \left| \sum_{i=1}^d u^\varepsilon_i (x, t) \right|^2$$

and the energy density

$$E^0 (x, t) := \lim_{\varepsilon \to 0} \left\langle L^\varepsilon (x, \varepsilon \partial_x) u^\varepsilon (x, t), u^\varepsilon (x, t) \right\rangle_{\mathbb{R}^d}.$$

On the other hand, the high-frequency problem consists in solving for the observables at a given nonzero $\varepsilon \ll 1$; naturally, simplifications making use of the fact that $\varepsilon$ is small can be made, but the idea is not to lose all the $\varepsilon$-dependent information. The difference is nontrivial; for example it is often the case that limit-observables have singularities (become infinite) while for any $\varepsilon > 0$ the same observables stay finite for all spacetime points.
WT methods for high-frequency wave propagation problems consist in studying the Wigner matrix $W^\varepsilon(x, k, t) = [W^\varepsilon[u_i^\varepsilon, u_j^\varepsilon](x, k, t)]_{i, j=1, \ldots, d}$ instead of the wavefields $(u_i^\varepsilon(x, t))_{i=1, \ldots, d}$ themselves. It can be said that this is a good idea for two reasons: first of all, due to ‘time-frequency density’ character of the WT wave-like functions are in principle ‘nicely’ represented in phase space. Moreover, the operator for the evolution in phase space is (asymptotically) simpler, and becomes a Hamiltonian flow in many cases. In fact this is a general theme in WT-based methods; there are ‘two transforms’: one of the ‘data’ $u^\varepsilon(x, t) \mapsto W^\varepsilon(x, k, t)$, and one of the ‘dynamics’ under which the data evolve.

A formidable tool for high-frequency-limit problems consists in Wigner measures (WM),

$$W^0(x, k) := w - \lim_{\varepsilon \to 0} \left[ W^\varepsilon [u_i^\varepsilon, u_j^\varepsilon](x, k) \right]_{i, j=1, \ldots, d}$$

[16, 26]. Pretty much all bilinear observables of the wavefields can be expressed (in the limit) in terms of the WM. Recently computational methods for the high-frequency-limit wave propagation based on the WM have been developed [23, 24, 25].

Although often discussed in the context of the WT, the question of smoothing phase-space dynamic models and its implications has only rarely been actually studied in a deterministic context - see however [6, 31].

The remainder of this paper is structured as follows: in section 2 we review the WM approach for the limit problem; SWTs and the phase-space reformulations of problem (1) in terms of them are reviewed in section 3. Numerical results on the SWT methods for the high-frequency problem are presented in section 4; conclusions and further work are discussed in section 5.

## 2 The WM approach for the high-frequency-limit problem

For an excellent (defining) overview of the WM approach one should refer to [17] and for a comparison with WKB-based asymptotic techniques to [36]. WMAs are a refinement of microlocal concepts related to microlocal defect measures, H-measures etc [16, 17, 29]. They provide a description for ‘asymptotic signals’: properly speaking, an asymptotic signal is a family
of functions \( \{ u^\varepsilon (x) \} \) that in some sense share the same time-frequency structure. A prototype asymptotic signal is given by the WKB ansatz

\[
\left\{ u^\varepsilon (x) = A(x) e^{\frac{2\pi i}{\varepsilon} S(x)} \right\} _{\varepsilon > 0},
\]

and the corresponding WM is

\[
W^0 (x, k) = |A(x)|^2 \delta (k - \nabla_x S(x)),
\]

unfolding amplitude and ‘local wavenumber’ (often referred to as ‘instantaneous frequency’ in time-frequency analysis) information in phase space. Naturally, a unique ‘local wavenumber’ doesn’t always exist, as e.g. for multi-WKB signals

\[
u^\varepsilon (x) = \sum_{n=1}^{N} A_n(x) e^{\frac{2\pi i}{\varepsilon} S_n(x)}.
\]

In fact an aspect of the WKB ansatz is that the number of ‘branches’ \( N \) at each point \((x, t)\) is a ‘hidden’ parameter. This becomes very important when seeking a solution of \((1)\) in the form

\[
u^\varepsilon (x, t) = \sum_{n=1}^{N} A_n(x, t) e^{\frac{2\pi i}{\varepsilon} S_n(x, t)},
\]

because at different points of spacetime \((x, t)\) there are different unknown numbers of (nonzero) branches \( N = N(x, t) \). The fact that WMs treat this (i.e. the ‘number of different local wavenumbers’) in a more subtle way is an important advantage in the study of high-frequency limits \[36\].

For multicomponent wavefields the WM is a positive-definite-Hermitian-matrix-valued measure on phase space \[17\]. To link matrix-valued WMs with physical quantities in general one must work in the context of a wave problem like \((1)\). In that case

\[
N^0 (x) = \int_{k \in \mathbb{R}^n} tr \left( W^0 (x, k) \right) dk
\]

is the total (i.e. taking into account all components of the wavefield) limit norm density and

\[
E^0 (x) = \int_{k \in \mathbb{R}^n} tr \left( L^0 (x, k) W^0 (x, k) \right) dk
\]

the total limit energy density \[17, 35\]. Observe that the WT allows the construction of phase space densities, ‘elaborating’ on the more traditional physical space densities, i.e.

\[
N^0 (x, k) = tr \left( W^0 (x, k) \right), \quad E^0 (x, k) = tr \left( L^0 (x, k) W^0 (x, k) \right).
\]
The derivation of exact equations for the evolution in time of the WT $W^\varepsilon(x, k, t)$ corresponding to a problem of the form (1) is a well studied topic [17, 26, 28, 29, 30, 35, 39, 40]. From them, asymptotic equations governing the evolution of WMs $W^0(x, k, t)$ can be obtained. In simple cases they consist in decoupled Liouville equations in phase space for scalar phase-space measures [17, 26]. Therefore, WT-based numerical methods for the high-frequency-limit problem deal with the numerical solution of the Liouville equation in phase space when the initial condition is an appropriate measure. Moment and level set methods have been formulated and used in this connection [9, 23, 24, 25].

A natural question arises here: can’t these methods be used for the small $\varepsilon > 0$ problem? So far the answer seems to be negative. The $\varepsilon \to 0$ weak limit ‘kills’ a lot of fine scale features. If they are not killed, but included in the numerical problem, we get an overly heavy problem, that typically is slower to solve than a full numerical solution of (1), thus beating its purpose. The need to put the extra data under control clearly emerges; this is possible in terms of the SWT.

3 The SWT approach for the high-frequency problem

3.1 The WT vs. the SWT

The Wigner Transform is defined as a sesquilinear mapping,

$$W^\varepsilon : f(x), g(x) \mapsto W^\varepsilon [f, g](x, k).$$

When $f = g$ it is called the Wigner distribution of $f$, and denoted as $W^\varepsilon [f](x, k)$. The Wigner distribution of a wavefunction $f(x)$ is a good way to realize a joint breakdown of the wavefunction’s $L^2$-norm over space $x$ and wavenumber $k$ - with the caution that it takes on negative values as well. The books [13, 15] are two very important sources on the WT and its properties, [13] emphasizing the signal processing point of view, and [15] the relation between the WT and pseudodifferential operators.

Cohen’s class of distributions [7, 8, 13, 21, 22] is defined as the class of
all sesquilinear transforms of the form

\[ C \left[ f, g \right] (x, k) = \int_{y, u, z} f \left( u + \frac{y}{2} \right) \bar{g} \left( u - \frac{y}{2} \right) e^{-2\pi i [ky + zx - zu]} \phi_C (z, y) dydudz \]

for any distribution \( \phi_C (z, y) \) (restricting \( f, g \) to test functions). An equivalent definition is the class of transforms that results from convolving the WT with a distributional kernel

\[ K_C (x, k) = \mathcal{F}_{(\zeta, \eta) \rightarrow (x, k)}^{-1} [\phi_C (z, y)] \]

\[ C \left[ f, g \right] (x, k) = \int_{x', k' \in \mathbb{R}^n} K_C (x - x', k - k') W \left[ f, g \right] (x', k') dx'dk'. \]

Among them there are many attractive alternatives to the WT. When the kernel is chosen to be the Wigner distribution of some function \( h \), \( K_C (x, k) = W [h] (x, k) \), and if \( f = g \), we get the spectrogram of \( f \) with window \( h \). Smoothing WTs with an appropriate kernel tames the interference terms, but doesn’t necessarily kill them completely; there is a balance between smoothing enough and not smoothing too much. In this connection we define the scaled SWT as the sesquilinear transform

\[ \widetilde{W}^{\sigma_x, \sigma_k; \varepsilon} [f, g] (x, k) = \]

\[ = \frac{2}{\varepsilon \sigma_x \sigma_k} \int_{x', k' \in \mathbb{R}^n} e^{-\frac{2\pi |x-x'|^2}{\varepsilon \sigma_x^2} - \frac{2\pi |k-k'|^2}{\varepsilon \sigma_k^2}} \widetilde{W}^{\varepsilon} [f, g] (x', k') dx'dk'. \quad (2) \]

This is a (scaled) WT convolved with a tensor-product Gaussian with space-domain variance proportional to \( \varepsilon \sigma_x^2 \) and wavenumber-domain variance proportional to \( \varepsilon \sigma_k^2 \). The scaling is selected with the problem \( \Pi \) and the semiclassical regime in mind; see Figures 1,2 for intuition on the scale of smoothing. The SWT provides coarse-scale\(^1\) description of the time-frequency structure of the underlying signal / wavefield; its resolution, i.e. how much information is effectively discarded, can be tuned through the smoothing parameters.

\(^1\)Different authors favor different terms, e.g. slow-scale, coarse-scale, macroscopic, homogenized etc. Each of these terms stands for a description which contains information for the underlying object, understood to be sufficient in terms of certain qualitative criteria, but which is not complete – usually it is essentially less than complete, thus leading to compression as well.
Figure 1: Wigner Transform of the ‘tanh chirp’, 

\[ f(x) = A(x) e^{\frac{2\pi i}{\epsilon} S(x)} \]

with 

\[ A(x) = e^{-25(x-0.5)^2} \]

and 

\[ S(x) = -\frac{1}{5} \log \left( e^{10(x-0.5)} + e^{-10(x-0.5)} \right) \]

(Remark: Image quality has to do with – the very understandable – arXiv size limits, and does not represent the quality of the output; see e.g. [2]).

Figure 2: Smoothed Wigner Transform of the ‘tanh chirp’, corresponding to the scaling \( \sigma_x, \sigma_k = O(1) \) (Remark: Image quality has to do with – the very understandable – arXiv size limits, and does not represent the quality of the output; see e.g. [2]).
3.2 Equations for SWTs

In [2] (an early version of which can be found in the arXiv) we presented the derivation of exact equations for the SWT of a wavefunction. That result essentially stated that, given the multicomponent problem (1), its smoothed Wigner matrix satisfies

$$\varepsilon \frac{\partial}{\partial t} \tilde{W} + A + B^T = 0,$$

where

$$A = L^\varepsilon \left( x - \frac{\varepsilon}{4\pi i} \partial_k - \frac{\varepsilon \sigma^2}{4\pi} \partial_x, k + \frac{\varepsilon \sigma^2}{4\pi} \partial_x - \frac{\varepsilon \sigma^2}{4\pi} \partial_k \right) \tilde{W},$$

$$B = L^\varepsilon \left( x + \frac{\varepsilon}{4\pi i} \partial_k - \frac{\varepsilon \sigma^2}{4\pi} \partial_x, k - \frac{\varepsilon \sigma^2}{4\pi} \partial_x - \frac{\varepsilon \sigma^2}{4\pi} \partial_k \right) \tilde{W}^T,$$

with initial data

$$\tilde{W} (x, k, t = 0) = \left[ \tilde{W}_{\sigma_x, \sigma_k; \varepsilon} [u_{i,0}, u_{j,0}] (x, k) \right]_{i,j=1,...,d}.$$

We have used the abbreviation $$\tilde{W} = \left[ \tilde{W}_{\sigma_x, \sigma_k; \varepsilon} [u_{i}, u_{j}] (x, k, t) \right]_{i,j=1,...,d},$$ and, as we discussed earlier, the Weyl PDO calculus. For concreteness we will now focus on the (scalar) linear Schrödinger equation on $$\mathbb{R},$$ i.e.

$$\varepsilon \frac{\partial}{\partial t} u^\varepsilon (x, t) - i \frac{\varepsilon^2}{2} \Delta u^\varepsilon (x, t) + i V (x) u^\varepsilon (x, t) = 0,$$

$$u^\varepsilon (x, 0) = u_{0}^\varepsilon (x).$$

In that case (3) becomes

$$\frac{\partial}{\partial t} \tilde{W} (x, k, t) + \left( 2\pi k \frac{\partial}{\partial x} + \frac{\varepsilon \sigma^2}{2} \frac{\partial^2}{\partial x^2} \right) \tilde{W} (x, k, t) +$$

$$+ \frac{2}{\varepsilon} \text{Re} \left( i V \left( x - \frac{\varepsilon}{4\pi i} \partial_k - \frac{\varepsilon \sigma^2}{4\pi} \partial_x \right) \tilde{W} (x, k, t) \right) = 0,$$

$$\tilde{W} (x, k, t) = \tilde{W}_{\sigma_x, \sigma_k; \varepsilon} [u_{0}^\varepsilon] (x, k, t).$$

This is the exact equation, not an asymptotic approximation. Observe that the smoothing parameters $$\sigma_x, \sigma_k$$ are now part of the data of the phase-space equation. ‘Little’ smoothing, i.e. a regularized WT, corresponds to
\( \sigma_x, \sigma_k \leq 1 \) in the scaling \((2)\). In that case the asymptotic phase space equation is

\[
\frac{\partial}{\partial t} \tilde{W}(x, k, t) + \left( 2\pi k \frac{\partial}{\partial x} - \frac{V'(x)}{2\pi} \frac{\partial}{\partial k} \right) \tilde{W}(x, k, t) + \\
+ \varepsilon \left( V''(x) \frac{\sigma_x^2}{8\pi^2} + \frac{\sigma_k^2}{2} \right) \frac{\partial^2}{\partial x \partial k} \tilde{W}(x, k, t) = O(\varepsilon^2).
\] \( (6) \)

In particular, the leading order part is a Liouville equation, and is the same as the corresponding leading-order equation for the WT.

The numerical solution of these equations for the SWT are expected to provide a way for a very efficient coarse-scale solver for wave propagation problems. Indeed, in the more standard approach of solving the original wave equation – in this case equation \((4)\) – we need to keep track of the wavefunction ‘exactly’. That is, even if a coarse-scale amplitude is all we are looking for, in order to be able to predict how the coarse-scale amplitude will evolve, we need as well to keep track of the fine-scale features of the wavefunction – up to numerical errors of course. The SWT approach on the other hand, enables us to formulate (exactly or asymptotically) a numerical problem for a coarse-scale description of the wavefield. Thus, we have to keep track of significantly less information, and ultimately we are able to carry out the computations significantly faster.

## 4 Numerical results

### 4.1 The numerical scheme

The subject of this paper is the formulation of a numerical method suitable for the simulation of semiclassical problems in terms of the SWT, and the investigation of its efficiency as compared to more conventional methods for the same problem. The test cases we work with is the IVP \((4)\), up to time \(t_{\text{max}}\), independent of \(\varepsilon\), with initial data scaled with \(\varepsilon\), for different initial conditions and potentials. The model we discretize is the Liouville equation for the SWT with \(\sigma_x, \sigma_k \leq 1\), i.e. the leading order part of \((6)\). The conclusions of this investigation, based on the numerical results of sections 4.2 and 4.3 are discussed in section 5. An outline of the algorithm follows.

The WT is computed on a Cartesian grid in phase space with the FFT, with complexity \(O(N^2 \log N)\) \[27\]. The complexity for the computation of the SWT is \(O(L^2 N^2 \log N)\) where \(L\) is the number of sampling points needed.
for the smoothing kernel. When $\sigma_x, \sigma_k = O(1)$, $L$ is of $O(1)$. Adaptive computation of the SWT that doesn’t spend much time on regions of phase space with no energy is also possible [32], and might be essential for two- and higher dimensional problems.

The Liouville equation is solved numerically with the use of particles, i.e. the numerical implementation of the method of characteristics (related, but not identical, to [1 11 34]). An initial population of particles is created, so that the SWT can be interpolated up to an error tolerance from its values on them. The trajectory of each particle is computed according to Hamilton’s ODEs with a Runge-Kutta solver; the value of the density on each particle remains unchanged in time. The solution at each moment in time is constructed by interpolating the density from its values on the particles.

4.2 SWT computations vs. solutions of the original problem (4)

The results of the SWT method are compared with exact as well as numerical solutions of the corresponding Schrödinger equation (4). Being able to compute faster with the SWT than by numerical methods for the original problem (4) (or (1) in general), is essential to our point of view. So far, the method we present here appears to be significantly faster than WT methods and numerical solutions of (4); however first we have to make precise what exactly we mean by that.

It is well known that as the semiclassical parameter $\varepsilon$ becomes smaller, the numerical solution of (4) eventually becomes intractable. Saying that a numerical method is slower or faster than another in the $\varepsilon \ll 1$ regime we mean the computation time for the ‘same’ problem grows slower or faster in $\varepsilon$ for the one method than for the other. Hence we’re looking for the semiclassical complexity $T = T(\varepsilon)$, that is the asymptotic dependence of the total computation time on the semiclassical parameter. In the same way, we’re interested in the rate of growth of the degrees of freedom needed for each numerical method $D = D(\varepsilon)$. That way we can compare numerical methods that are implemented in very different ways, and still get a well defined, meaningful result.

As was shown in [4], meaningful numerical solutions by means of finite differences methods for (4) can be obtained with two different meshing strategies: a finer meshing strategy is needed for the correct $L^2$ approximation of
the wavefunction, while a coarser meshing strategy can lead to correct slow-scale observables (but wrong fast-scale information due to numerical dispersion). As we discussed earlier, the SWT method can only recover slow-scale information. Independent numerical experiments, carried out by Kostas Politis (NTUA), lead to findings consistent with those of [4]: the semiclassical complexity of standard finite differences methods appears to be $O(\varepsilon^{-3})$ or more, depending on the meshing strategy.

A wavelet method developed by K. Politis shows a rate of growth of computation time around $O(N^{2.5})$, where $N$ is the number of points (i.e. translated versions of the finest-scale wavelets) used; $N$ is proportional to $\varepsilon^{-1}$. Thus wavelet methods seem very promising for semiclassical computations as well. Wavelet based solutions also appear to be better behaved than finite differences in terms of numerical dispersion, and can be accelerated with thresholding.

In the numerical experiments carried out so far, the SWT approach successfully captures the slow-scale observables of the wavefunction with semiclassical complexity no more than $O(-\varepsilon^{-2}\log(\varepsilon))$; see Figures 3, 4. It is in that sense that our preliminary investigation shows that the SWT method is faster than full solutions of the problem [4]. (In all examples considered the SWT was significantly faster than the wavelet method, although the rates of growth of computation time in $\varepsilon^{-1}$ are relatively close for the two methods). A more thorough study of this question of semiclassical complexity, including more theoretical aspects as well as different numerical methods (e.g. time-splitting spectral methods, which seem to be particularly well adapted to semiclassical computations) is in order, and in fact in progress, in collaboration with other groups as well.

### 4.3 SWT vs. WT computations

WT methods are slower than either full solutions of [4] or SWT solutions. As compared with the SWT method we propose, the only difference would be another, more complicated initial condition. Apart from being represented with more points, the initial WT is qualitatively different than the SWT. It features many short waves with important amplitude, being a high-frequency 2-d wavefunction itself.

Our numerical experiments indicate that WT methods are in any case one order of magnitude in $\varepsilon^{-1}$ slower, and sometimes even more. One particular phenomenon we observed in those numerical experiments is that, especially
Figure 3: Total computation time against $\varepsilon^{-1}$. All problems are special cases of (4); Problem 1 corresponds to $u_\varepsilon^0(x) = A(x)e^{2\pi i S(x)}$, $A(x) = \frac{1}{4}(tanh(6.87(x + 2.42)) + 1) (tanh(6.87(2.42 - x)) + 1)$, $S(x) = -\frac{x^4}{4} - x^2 + 2x$; $V(x) = 0$; Problem 2 corresponds to $u_\varepsilon^0(x) = A(x)e^{2\pi i S(x)}$, $A(x)$ as above, $S(x) = -\frac{x^4}{4} + 2x$; $V(x) = x$; Problem 3 corresponds to $u_\varepsilon^0(x) = e^{-\frac{1}{10}x^2} + e^{-\frac{2}{10}x^2} + e^{-\frac{3}{10}x^2}$; $V(x) = x$; Problem 4 corresponds to $u_\varepsilon^0(x) = e^{-(1+\frac{3}{2}i)x^2 - 2x - 4} + e^{-(1+\frac{1}{2}i)x^2 - x - 1} + e^{-(1+\frac{i}{2})x^2 - \frac{2}{3}x - \frac{1}{2}}$; $V(x) = 0$. The SWT solutions are found to be valid slow-scale representations of full numerical solutions of Problems 1,2,3 (courtesy of K. Politis), and of the exact solutions of Problem 4. Quantifying in a satisfactory way how good a ‘slow-scale representation’ is has proved somewhat subtle, and is in progress; see [2] for qualitative comparisons. The time for the computation of the SWT of the initial condition, although asymptotically important, is very small in this examples. Certain normalizations were necessary to fit all the data in the same axes; in any case the slopes are not affected.
in problems with strong interference terms, in order to recover a meaningful approximation of the evolution of the WT many more points are required than in order to represent it initially. That is, if we use just enough particles to approximate the initial WT well, then often our numerical solution evolves to something very noisy; we need to use many more particles than that. This point is in contrast with the respective behavior for the SWT, and in fact we have no precise understanding at this point of how the number of particles for a given WT should be selected. (When this behavior kicks in, the complexity of the WT solution seems to be more than $O(\varepsilon^{-3})$).

5 Conclusions – Further work

Semiclassical computations are well known to be a very demanding numerical problem. However, it seems that the more precise study of how different methods, in general solving for different things, behave as the semiclassical parameter goes to zero has started only recently. In this work we carry out a preliminary numerical investigation of a recently formulated SWT-based method for semiclassical simulations [2], and find that it is in general faster than full solutions of the original (physical space) PDE, based on numerical experiments, consistently with analysis of the more traditional methods [4].
Also, that – as expected – SWT based computations are significantly faster and better behaved than WT computations.

As we mentioned earlier, equation (5) is in fact a whole family of phase-space models, which can then be asymptotically treated to create a hierarchy of approximations for each phase-space model. In this paper we have only worked in a specific asymptotic regime, the semiclassical regime. One reason for this is that it allows direct comparisons with existing WT-based studies; also the history and evolution of phase-space methods draws heavily on semiclassical problems. However it should be clear that the principal reason for the SWT being ‘faster’ is the fact that it is, and remains as time passes, a much simpler function than the WT. In other words homogenization here comes from the smoothing, and it is an essentially different thing than asymptotics.

These insights lead to the following conclusion: numerical methods corresponding to the exact equations should be formulated and compared to full solutions for different problems (e.g. ‘any’ linear problem) and various smoothing choices; we can then look for practical, possibly problem specific, ‘slow-scale solvers’. Thus, further work at hand includes the treatment of different models included in (5). Numerical methods for such models are needed; parallel implementation might be crucial for higher-dimensional problems.
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