Bratter: An Instruction Set Extension for Forward Control-Flow Integrity in RISC-V

Seonghwan Park 1, Dongwook Kang 2, Jeonghwan Kang 1,1 and Donghyun Kwon 1,1,*

1 Computer Security Laboratory, School of Computer Science & Engineering, Pusan National University, Busan 609-735, Korea; starjara@pusan.ac.kr (S.P.); jeonghwan@pusan.ac.kr (J.K.)
2 Cyber Security Research Division, Electronics and Telecommunications Research Institute, Daejeon 305-700, Korea; dkang@etri.re.kr
* Correspondence: kwondh@pusan.ac.kr

Abstract: In recent decades, there has been an increasing number of studies on control flow integrity (CFI), particularly those implementing hardware-assisted CFI solutions that utilize a special instruction set extension. More recently, ARM and Intel, which are prominent processor architectures, also announced instruction set extensions for CFI called branch target identification (BTI) and control-flow enhancement technology (CET), respectively. However, according to our preliminary analysis, they do not support various CFI solutions in an efficient and scalable manner. In this study, we propose Bratter, a new instruction set extension for forward CFI solutions on RISC-V. At the center of Bratter, there are Branch Tag Registers and dedicated instructions for these registers. We implemented well-known CFI solutions (i.e., branch regulation and function signature check) using Bratter to evaluate its performance. Our experimental results show that, by using Bratter, even when these two solutions work together, they impose only 1.20% and 5.99% overhead for code size and execution time, respectively.
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1. Introduction

In recent decades, control-flow integrity (CFI) has been considered to effectively prevent a number of control hijacking attacks such as return-oriented programming (ROP) and jump-oriented programming (JOP) attacks. Basically, CFI thwarts these attacks by checking whether the target address of control transfer instruction (CTI) is legitimate before executing the instruction. CFI solutions can be categorized into forward CFI for indirect call/jump and backward CFI for return. In general, it is known that backward CFI can be safely guaranteed by using shadow stack [1], however, in the case of the forward CFI, various methods have been conducted. For example, to check whether the target address of indirect calls is valid, some studies have utilized a control flow graph (CFG) [2] whereas others make use of the function type [3].

To implement such various policies, some researchers have proposed a software-based approach in which additional instructions are inserted to every CTI to prevent control hijacking attacks exploiting the instruction. As the added instructions consist of a couple of arithmetic and memory instructions, this approach is applicable regardless of the processor architecture and software type (e.g., OS kernel and user application). However, the added instructions promote considerable performance overhead. Thus, to relieve such overhead, several commodity processor architectures introduced instruction set extensions for CFI, such as ARM branch target identification (ARM BTI) [4] and Intel CETs [5]. By enforcing CFI with special instructions, the amount of added instructions for check operation can be reduced and the performance can be improved.

However, according to our preliminary analysis, these extensions do not provide sufficient programmability to implement various CFI policies. In short, BTI and CETs only enforce that the instruction after executing indirect CTIs (i.e., indirect call and indirect
jump) should be the special instruction (bti in ARM BTI and endbranch in Intel CETS). Thus, they cannot be used to implement finer-grained CFI solutions that enforce different rules for every indirect CTI. Although researchers [6–10] have proposed an extension that can define multiple rules to address this issue, it cannot efficiently support context-sensitive rules. More details are provided in Section 3.1.

In this study, we present Bratter, an instruction set extension for supporting forward CFI solutions in RISC-V. Similarly to existing works, Bratter also provides special instructions to verify the behaviors of CTIs. Bratter introduces a branch tag register and provides special instructions that allow developers to set and verify the value of the register. However, unlike previous studies, the branch tag register supports multiple 8-bit long branch tags; thus, it can effectively support various CFI policies simultaneously. We implemented the prototype of Bratter on RISC-V, which is an open source instruction set architecture. To verify the feasibility of Bratter, we implemented well-known CFI policies (i.e., branch regulation and function-type based CFI) using Bratter. Our evaluation indicated that Bratter can efficiently support these CFI solutions.

2. Background

In this section, we provide background information for Bratter, such as jump instructions and the reserved elements of the RISC-V [11].

2.1. Control Transfer Instructions

There are two types of CTIs: direct and indirect. In RISC-V, beqz, bnez, j and jal correspond to direct CTIs, whereas jalr and jr are indirect CTIs. Note that in the direct CTIs, the target address is obtained from the offset (±4 KiB ranges) embedded in the instruction encoding, whereas in the case of indirect CTIs, the target address is loaded from the general purpose register specified in the instruction encoding.

Consequently, attackers typically exploit indirect CTIs by tampering with the target address in the register, and they manipulate the control flow of the victim process to launch control-flow hijacking attacks such as ROP [12], JOP [13] and call-oriented programming (COP) [14]. Indirect CTIs can be categorized according to their expression in the CFG. Specifically, in CFG, indirect branches and indirect calls are called forward-edges, and a return instruction is called backward-edge. Consequently, CFI solutions can also be divided into forward-edge and backward-edge CFIs according to what they aim to protect.

2.2. Hints Instruction

RISC-V instruction set architecture (ISA) provides hint instructions, which are composed of instructions that do not require processing under particular circumstances. The hint instructions are treated as nop instructions when the behavior is not implemented. Table 1 shows the table of several examples of hint instructions with constraints and code points. The column constraints explains the conditions for the hint instruction. The column code points indicates the range of the value provided by the instruction. Moreover, these hint instructions can be divided into two ways: for future standard use, which means reserved for extending the ISA in the future, and for custom use, which means for user custom. For instance, when srli instruction has the register x0 as the rd field, srli can be used for the hint instruction. Because x0 is the zero register in RISC-V, the result will be discarded. Moreover, the developer can configure 10 bits of the srli instruction except for opcode and rd.
Table 1. Hint instruction table in RISC-V. The first column presents the base instruction. The second shows the constraints’ conditions. The third shows the number of possible expressions with programmable bits in each instruction. The last presents the purpose of the hint instruction.

| Instructions | Constraints | Code Points | Purpose |
|--------------|-------------|-------------|---------|
| LUI          | rd = x0     | 2⁰         | Reserved for future standard use |
| AND          | rd = x0     | 2¹⁹        | Reserved for custom use |
| SLLI         | rd = x0     | 2¹⁹        | Reserved for custom use |
| SRLI         | rd = x0     | 2¹⁹        | Reserved for custom use |

2.3. Control Status Register

In RISC-V, control status registers (CSRs) are special purpose registers that represent system configurations, such as MMU and architecture extensions. RISC-V provides a different set of CSRs to each privilege level (user, supervisor, machine). The higher privilege level instruction can access lower-level CSRs. However, the opposite is not true. Unlike general purpose registers, CSRs can only be accessed by special instructions, not by any arithmetic and memory instructions. RISC-V provides a 12-bit encoding space for CSRs, and among them, several CSR numbers are reserved for custom use.

3. Design and Implementation

In this section, we first explain the motivation and design goals, followed by the design and implementation of Bratter.

3.1. Problem Statement

Recently, commercial processor architectures (ARM and Intel) announced special instruction set extensions, i.e., ARM BTI and indirect branch tracking (IBT), to defend against control-flow hijacking attacks. In Intel IBT, the instruction located at the target address of the branch instruction should be a special landing pad instruction, that is, an endbranch. Otherwise, the processor generates a control protection fault. Similarly, ARM BTI also provides a special landing pad instruction, i.e., bti. However, in ARM BTI, developers can configure a branch type that can jump to each landing pad instruction by configuring the corresponding operand. For example, as shown in Figure 1a, an indirect call (i.e., blr x0) at line 3 in the main function can jump to line 7 and line 11, which are the entries of functions (i.e., foo and goo), as there is a landing pad instruction with operand c, which means a call branch type. However, if the indirect call attempts to execute the code that begins with bti j, such as in line 4, the processor would generate a fault (i.e., branch target exception) because operand j means the jump branch type. In addition, when an indirect control transfer occurred, targeted to a not-bti instruction, such as in line 8, the processor also generates a fault. Consequently, by using these extensions, developers can reinforce the program against control-flow hijacking attacks. However, according to our preliminary analysis, these extensions are not capable of implementing sophisticated defense solutions. For example, in Figure 1a, the functions foo and goo have the same operand c, and the indirect call instruction in the main (line 3) can branch to both functions. In other words, because they do not distinguish between landing pad instructions with the same branch types, an attacker can exploit the indirect call instruction to execute arbitrary functions, that is, a function reuse attack [15].

Meanwhile, some researchers have proposed an extension that can define multiple rules, unlike ARM BTI and Intel CET. Figure 1b shows the application of the extension to ensure the control-flow integrity of indirect calls. This extension provides a value for each function and stores it in the dedicated register (i.e., label state register (LSR)) before indirect control-flow transfer (line 3). Subsequently, the entry point of the function compares the given function signature value with the value stored in the register (line 7). It provides control-flow integrity more precisely than ARM BTI because the signature value is stricter than the jump types. For example, line 4 can jump to the function foo; however, it cannot jump to the function goo, unlike ARM BTI.
Figure 1. Simple example for ARM BTI [4] and SWT [6]. Assume that the indirect call in the main function is intended to invoke the foo function: (a) ARM BTI; and (b) SWT.

However, this extension also has some limitations in terms of programmability and security. For example, we assume a multi-level system that has a context-sensitive path as shown in Figure 2a. This must distinguish between paths from user to user-ex and admin to admin-ex that pass through auth function. Moreover, management function can only be executed using the admin function. auth function can be executed both by the user and admin; therefore, they need the same tag value, that is, A. Thus, user function can execute the manage function because the user and the admin have the same tag value. Furthermore, the auth function can invoke both _ex functions. From this point, both functions need to have the same tag value, that is, B. Therefore, the user can execute the admin_ex function through auth function. These unintended paths are represented by dotted lines in Figure 2a.

Figure 2b uses a trampoline to solve this problem; In the tram function, it checks the tag for the admin function and sets a tag that will be checked in auth function. Therefore, the user cannot invoke the manage function because admin and user have different tag values. However, the user can still invoke admin_ex because both _ex functions have the same tag value while they are both invoked by auth function.

Then, Figure 2c shows a solution in which the auth function is duplicated for user and admin. By having a relationship with the admin function, a tag value B is demanded; at this point, auth for admin, that is, auth_d, demands B and sets the tag value C for admin_ex. Therefore, the user cannot invoke the auth_d function because the user function has a tag value A, which means that user can only execute the auth function. However, this approach wastes memory space for the same function duplicated differently, for only one signature value.

3.2. Design Goals

We designed Bratter with the following design goals.

**G1. Programmability.** In existing CFI studies, the legitimacy of changing the control flow is evaluated based on various criteria such as function signature [3] and code range [16]. Therefore, we designed Bratter as a flexible instruction-set extension to support such CFI policies.

**G2. Security.** Bratter is an instruction set extension similar to other extensions, such as cryptography. Thus, to enforce the control flow integrity of the target program, developers should develop their solutions using Bratter instructions. However, if Bratter instructions can be exploited by an attacker, the security guarantee of the solution would be neutralized. Thus, we designed Bratter to be safe from such software exploitation.
G3. Compatibility. We designed a Bratter to minimize changes to the existing processor architecture. Otherwise, Bratter cannot be a widely used extension.

Figure 2. Control-flow sensitive example. Each line style represents a different path level. The solid shows user-level and the dashed shows admin-level. The red dotted line means unintended malicious paths: (a) problem state; (b) trampoline; and (c) duplication.

3.3. Overview

To check the legitimacy of control transfers, Bratter introduced a branch tag into the system. Specifically, as shown in Figure 3, Bratter is composed of the following: branch tag register (BTR), Bratter instructions and branch tag mismatch exception. The BTR is a CSR register dedicated to holding branch tag values. Bratter provides special instructions, sbtag, i.e., set branch tag register, and cbtag, i.e., check branch tag register, to manage the branch tag values in the BTR. Specifically, sbtag is an instruction to assign a tag value to BTR, and cbtag is an instruction to check whether this value is legitimate. The detailed implementation and operation of the BTR and Bratter instructions are explained in Sections 3.4 and 3.5. To detect control-flow hijacking attacks that violate the security policy of Bratter, we added a new exception to the RISC-V architecture, described in Section 3.6.

Figure 3. Overview of the Bratter architecture and behavior model.
3.4. Branch Tag Register

In Bratter, BTR is the storage for branch tags. As shown in Figure 4, the BTR is a 32-bit register and it has four fields for four 8-bit branch tag values (tag–tag3). In the current implementation of Bratter, there is a single BTR in the system. However, the number of BTR can be increased depending on the required number of branch tag values. The changes in Bratter when there are multiple BTR are described in Section 7. For software compatibility (G1) and security (G2), we implemented the BTR as a reserved CSR in the RISC-V architecture. In other words, should we reserve one of the general-purpose registers as BTR, it will not be compatible with the software that uses the reserved register; however, in Bratter, we are able to obtain software compatibility by using the unused CSR. Furthermore, unlike general purpose registers, CSR can only be accessed through special instructions (see Section 3.5), preventing unintended access to the BTR.

![Figure 4](image-url). Encoding of the branch tag register.

3.5. Bratter Instructions

To enforce CFI using branch tag values, developers should be able to assign values to the branch tags and check their validity. For this, Bratter provides two dedicated instructions, \texttt{sbtag} and \texttt{cbtag}. These instructions take two operands, 2-bit \texttt{id} and 8-bit \texttt{value}. As a consequence, \texttt{sbtag} assigns a \texttt{value} to the \texttt{id}-th branch tag and \texttt{cbtag} checks whether the assigned value is the same. We added two dedicated instructions, that is, \texttt{sbtag} and \texttt{cbtag}, to access the BTR. We implemented these by extending \texttt{slli} and \texttt{srli} instructions because these are hint instructions when the rd field is x0 and provide 10 bits of code points, which we need. Owing to this feature, Bratter instructions are performed when the rd field is x0. Furthermore, we provide compatibility with legacy machines because it behaves like \texttt{nop} when the Bratter is not adopted. Before the control transfer (e.g., indirect jump, indirect call), we inserted the \texttt{sbtag} instructions to store the tag value into the BTR. After the control transfer, the \texttt{cbtag} instruction guarantees CFI by using the tag value and tag number. Figure 5 depicts the encoding form of the instruction, which consists of six fields. The form is almost the same as that of the base instruction. However, the rd field is x0 as we extend the hint instruction. Then, we use 10-bits of code points for taking the two operands, the \texttt{value} and the \texttt{id}.

![Figure 5](image-url). Encoding of Bratter instructions.

Figure 6 shows that our approach can solve the problem. Let us describe the aspects of the user function. First, we set the tag value A in tag0 at the user function and C in tag1. Therefore, the auth function can check tag1 with value C to verify the legitimate functions (i.e., user and admin) and set tag value D in tag1. Then, user\_ex is invoked, and it checks tag value A with tag0 and D with tag1. Owing to multiple fields, both ex functions check the two tag values (A, D) and (B, D). Therefore, the user function cannot invoke functions exclusive to the admin.
3.6. Changes in RISC-V Processor

To ensure CFI, the processor needs to guarantee `cbtag` instruction after the control transfer. This means that after the control transfer, when the next instruction is not `cbtag`, the processor should halt the process and an exception occurs. For this, we leverage the internal counter; furthermore, when the tag mismatch occurs, we raise the same exception, and halt the process. The best approach to address the exception is by adding a new exception to the architecture. However, it is challenging to implement and the available exception numbers are difficult to find. Therefore, we use a similar exception: illegal instruction. The exception will be realized in future work when it is implemented in hardware.

4. Use Cases

To show the programmability of Bratter (G1), we implemented two well-known CFI solutions, function signature check and branch regulation, using Bratter.

4.1. Function Signature Check

The function signature check [3] is a solution to prevent an attack that exploits indirect calls. Specifically, it verifies the behavior of indirect calls by checking whether the target function has a valid function signature. For this, this solution calculates the signature values for all functions in the program by analyzing the source code or program binary code. The function signature is typically derived from the number of parameters and the data type of the return value and parameters. Then, it inserts instructions before indirect calls to check whether the called function has a legitimate signature of the indirect call. If the signature of the called functions is not same as the legitimate one for the indirect call, then the program execution is halted or an exception arises.

To implement this solution using Bratter, we insert instructions to the target function entries and before indirect calls. Specifically, the `sbtag` instruction is inserted before the indirect call, and the `cbtag` instruction is inserted at the first function entry point (note that some functions can be called not only by indirect calls but also by direct calls; in this case, for compatibility, we also insert `sbtag` instructions before those direct calls). For example, as shown in Figure 7a, the indirect call in line 3 is written to call any function that has an integer return value and no argument. For this, in line 2, the instruction is inserted to calculate the signature value for line 8. Subsequently, line 8 shows the instruction that verifies the signature value and tag number. As each function (foo and goo) has a different argument, line 3 cannot call line 13.
4.2. Branch Regulation

Branch regulation [16] prevents attacks that exploit indirect branches, such as indirect calls, indirect jumps and returns. Specifically, it enforces the branch to target only the entry point of the function or the basic block. However, the solution of the indirect call is provided in Section 4.1; moreover, as the return is not the focus of our study, we focus on the indirect jump case. Branch regulation also analyzes the source code or program binary. However, rather than calculating the signature values, it only calculates the jump boundaries within the function and the right target of the jump, that is, the entry point of a basic block. In other words, the indirect jump can only target the basic block entry point within a function where the jump instruction locates. Therefore, it provides the same block ID to each basic block in a function.

To implement the branch regulation by using Bratter, we insert instructions to the basic block entries and before the indirect jumps. For example, as shown in Figure 7b, the indirect jump in line 3 is written to jump any basic block in the function main. Therefore, all the basic blocks within the function main have the same block ID, that is, A, and the same tag number, that is, tag0. From this point, the indirect jump in line 3 can only target bb1 and bb2 because they have a legitimate signature value and tag number at the entry point. Furthermore, a fault will occur when targeted out of bound, for example, out of the main function such as foo in line 14, because it has an illegitimate block ID or tag number.

5. Evaluation

5.1. Experimental Setup

To evaluate Bratter based on use cases in Section 4, we extended the LLVM [17] compiler framework. In detail, we made a custom machine instruction level pass that inserts sbtag and cbtag instructions according to the security solutions described in Section 4. This machine instruction level pass runs on all functions and each basic block right after the IR is converted to machine IR. We utilized the machine instruction builder interface (i.e., BuildMI()) provided by LLVM to insert Bratter instructions.

We implemented Bratter on top of a spike RISC-V ISA simulator [18] and used the Beebs benchmark suite [19] to measure the code size and performance overheads when security solutions in Section 4 are applied in benchmark program. Bratter_FS and Bratter_BR
denote the cases in which the function signature check approach and the branch regulation approach are applied, respectively. \textit{Bratter\_Both} shows the result that two approaches are simultaneously adopted. The code size was measured using riscv-gnu-toolchain [20]. The execution time was obtained by logging the executed instructions in sequence and by multiplying the weighted cycle with each instruction.

5.2. Code Size Overhead

The code size overhead of \textit{Bratter} is shown in Figure 8. The Bratter\_FS case shows an average code size overhead of 0.15%, whereas the Bratter\_BR and Bratter\_Both cases show average overheads of 1.05% and 1.20%, respectively.

The Bratter\_FS case showed a code size overhead ranging from 0% to 0.66%. In the normal Bratter\_FS case, sb\texttt{tag} and cb\texttt{tag} are pairing as caller and callee, respectively. From this feature, the term \texttt{bitcount} shows the most significant overhead in the Bratter\_FS case and has the most numerous caller–callee pairs. On the other hand, \texttt{trio-sscanf} has a data structure with function pointers, and sb\texttt{tag} (48) and cb\texttt{tag} (3) are not paired. Furthermore, although it has the most numerous added instructions, it does not show the most significant code size overhead since the added instruction size is very small compared to the original code size.

In Figure 8, the Bratter\_BR case showed a code size overhead ranging from 0% to 11.10%. In this case, the main factor causing overhead is the number of candidate blocks that can be a target of indirect jumps. From this feature, term \texttt{cover} represents the most significant code size overhead. As represented in Table 2, \texttt{cover} has just three sb\texttt{tag}; however, it also has 190 cb\texttt{tag} instructions. Furthermore, the basic blocks are constructed by three instructions, including CTI; from here, the added cb\texttt{tag} means 125% overhead to that basic block. After that, the Bratter\_Both case shows an overhead of 0.02% to 11.33%, and this case represents the result of adding Bratter\_FS and the Bratter\_Both—since the Bratter\_FS and Bratter\_BR approaches are exclusive.

5.3. Execution Time Overhead

The execution time overhead of \textit{Bratter} is shown in Figure 9. The execution time overhead measurement was performed by logging the executed instruction histogram of the spike simulator and multiplying the weighted cycle represented in Table 3 to each instruction. We weighted two cycles for both instructions, i.e., sb\texttt{tag} and cb\texttt{tag}, considering the BTR register access. On average, Bratter\_FS showed 0.43%, Bratter\_BR and the Bratter\_Both show 5.59% and 5.99% execution time overhead, respectively.
The Bratter_FS case showed an increase from 0% to 3.32%. The sglib families showed a code size overhead in Section 5.2 since they include a library with a function that has one or two indirect CTIs. Nevertheless, they showed 0% overhead in execution time because they did not invoke these functions in practice. After that, term crc32 showed the most significant overhead in the Bratter_FS case. In this term, Bratter added four instructions; however, in a loop, it calls the function that includes cbtag with sbtag; therefore, each instruction is executed 2050 times.

The case Bratter_BR shows overheads from 0% to 33.74% and Bratter_Both shows overhead from 0% to 33.76%. In Bratter_BR case, the term trio-sscanf executed less added instructions than the Bratter_FS case; nevertheless, it shows the most significant overhead. Because, when in the Bratter_BR case, the trio-sscanf executed memory access instructions, e.g., st, ld, more than the Bratter_FS case. Subsequently, the term sha executed the most number of instructions in the Bratter_BR case; however, the original executed instruction count was enormous—so the execution time overhead was very low. The term duff executed more cbtag than sbtag because it has continuous basic blocks and each basic block can be a target of the indirect jump. Since the Bratter_BR case restricts the jump boundary into the function region, then each basic block in a function has the same tag values; thanks to this feature, the term duff does not violate the policy.

![Figure 9. Execution time overhead of the Bratter.](image)

Table 2. The number of added and executed instructions table during Bratter benchmark.

| Benchmark    | the # of Added Instructions | the # of Executed Instructions |
|--------------|------------------------------|--------------------------------|
|              | Bratter_FS | Bratter_BR | Bratter_FS | Bratter_BR | Bratter_FS | Bratter_BR |
|              | sbtag      | cbtag      | sbtag      | cbtag      | sbtag      | cbtag      |
| bitcount     | 5          | 5          | 1          | 8          | 4          | 4          | 160        | 160        |
| cover        | 2          | 2          | 3          | 190        | 2          | 2          | 360        | 360        |
| crc32        | 2          | 2          | 0          | 0          | 2050       | 2050       | 0          | 0          |
| cti-stack    | 1          | 1          | 0          | 0          | 2          | 2          | 0          | 0          |
| cti-vector   | 1          | 1          | 0          | 0          | 2          | 2          | 0          | 0          |
| duff         | 0          | 0          | 1          | 8          | 0          | 0          | 2          | 76         |
| jfdctint     | 1          | 1          | 0          | 0          | 2          | 2          | 0          | 0          |
| lcdnum       | 0          | 0          | 0          | 0          | 16         | 16         | 0          | 0          |
| qurt         | 3          | 1          | 0          | 0          | 6          | 6          | 0          | 0          |
| sglib-dlllist| 2          | 0          | 0          | 0          | 0          | 0          | 0          | 0          |
| sglib-hashtable| 1        | 0          | 0          | 0          | 0          | 0          | 0          | 0          |
| sglib-listinsort| 1       | 0          | 0          | 0          | 0          | 0          | 0          | 0          |
| sglib-rbtree | 2          | 0          | 0          | 0          | 0          | 0          | 0          | 0          |
| sha          | 2          | 2          | 2          | 16         | 2          | 2          | 3070       | 3070       |
| trio-sscanf  | 48         | 3          | 7          | 65         | 80         | 80         | 64         | 64         |
Table 3. Weighted cycles for measuring the Bratter execution time overhead.

| Instruction | sbtag | cbtag | slli | srli | id | st | div | reg | ecall | others |
|-------------|-------|-------|------|------|----|----|-----|-----|-------|--------|
| Cycle       | 2     | 2     | 2    | 2    | 3  | 2  | 1   | 1   | 10    | 1      |

6. Related Work

Prior to Bratter, numerous studies have been conducted on CFI. In this section, we briefly explain how these studies relate to Bratter.

6.1. Software-Based Approach

Abadi et al. [2] first proposed a code-instrumentation-based CFI mechanism. They assigned a label ID to each valid target address and verified the legitimacy of the label ID before every call site. However, for such fine-grained CFI policies, the mechanism had to execute a series of additional memories and compare instructions; thus, it suffered from a high performance overhead. Later works [21–23] focused on addressing the performance issue by enforcing coarse-grained CFI policies. However, this strategy inevitably creates a security hole, and several studies have indicated that an attack is possible on coarse-grained CFI [24,25]. In contrast, because Bratter provides special instructions for CFI, developers can implement fine-grained CFI policies using these.

6.2. Instruction Set Extension for CFI

In the software-based approach, the main factor of the performance overhead is that whenever a control transfer occurs at runtime, they must perform a couple of instructions for checking CFI rules. Thus, some studies have proposed a special instruction set that can efficiently check the CFI rules. These works typically provide instructions that set the CFI rules before the control transfer instructions and check the CFI rules at the target address. However, as explained in Section 3.1, there is a problem in HCFI [8], SWT [6] and EXCEC [26]. In short, they have to add a trampoline code through complex code analysis to support context-sensitive CFI rules. ABCFI [10] relieves the need for the trampoline by introducing a slot containing legitimate target addresses. Concretely, they make the indirect branch instructions jump to one of the valid addresses in the slot, not just one target address. However, to allocate multiple slots, they have to align the program code, so they suffer from high code size overhead. In Bratter, unlike existing works, Bratter provides special storage (i.e., branch tags) that can hold multiple CFI rules at runtime, so Bratter can efficiently enforce context-sensitive CFI policies without trampolines and slots. HAFIX [7] enforces CFI through backward-edge protection based on labels for each function that are stored in a dedicated memory area; thus HAFIX is orthogonal with Bratter since Bratter is designed to enforce forward-edge CFI.

6.3. Trace-Based Approach

Several works have utilized the debug feature of the processor architecture such as ARM ETM [27–29], Intel PT [30–35] and RoCC [9,36]. They typically extract the control trace of the target process and verify whether an attack occurred through the trace. To efficiently address the tremendous amount of trace at runtime, some studies introduced a special co-processor [9,29,37,38] and they can alleviate the performance overhead to some degree. However, this approach cannot prevent the attack because it detects the attack after analyzing the trace in the separate hardware.

7. Discussion

Currently, the implementation of Bratter provides one 32-bit branch tag register (including four 8-bit branch tags). Furthermore, this configuration has been sufficient to cover two security solutions in our benchmark program, as shown in Table 2. However, in some programs, the number of this tag configuration cannot be enough to express complex CFI rules. To deal with this, Bratter can be extended to support multiple branch tag registers as follows. At first, we have to introduce additional branch tag registers in
the system. According to the RISC-V instruction set manual, they provide encodings for 256 custom CSRs, so we believe that this number of CSRs is sufficient to support complex CFI rules. Then, we need to change the special instructions to manipulate branch tag registers. Because if the number of tags or the number of ids is increased, more bits are required to express the id–tag value pair. Fortunately, we found some hint instructions that provide more code points than srli and slli. For instance, slti and sltiu provide 2^{17} code points for custom use.

8. Conclusions

This paper presents Bratter, an instruction extension for the forward CFI on RISC-V. Specifically, Bratter introduces branch ID registers to store the identifiers of the branch instructions to be executed. Bratter also adds dedicated instructions to set these registers and verifies the control-flow integrity based on them. The evaluation results confirm that Bratter can support CFI solutions in an efficient and scalable manner.

Author Contributions: Conceptualization, D.K. (Dongwook Kang) and D.K. (Dongwook Kwon); methodology, D.K. (Dongwook Kang) and D.K. (Dongwook Kwon); software, S.P.; validation, S.P. and J.K.; formal analysis, S.P. and J.K.; investigation, D.K. (Dongwook Kang) and D.K. (Dongwook Kwon); resources, D.K. (Dongwook Kwon); data curation, S.P. and J.K.; writing—original draft preparation, D.K. (Dongwook Kang) and D.K. (Dongwook Kwon); writing—review and editing, S.P. and D.K. (Dongwook Kwon); visualization, S.P.; supervision, D.K. (Dongwook Kwon); project administration, D.K. (Dongwook Kwon); funding acquisition, D.K. (Dongwook Kwon). All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Institute of Information & Communications Technology Planning & Evaluation (IITP) grant funded by the Korea government (MSIT) (No.2021-0-00724, RISC-V based Secure CPU Architecture Design for Embedded System Malware Detection and Response).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data for the experiments are available from the authors on request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Burow, N.; Zhang, X.; Payer, M. SoK: Shining light on shadow stacks. In Proceedings of the 2019 IEEE Symposium on Security and Privacy (SP), San Francisco, CA, USA, 19–23 May 2019; pp. 985–999.
2. Abadi, M.; Budiu, M.; Erlingsson, U.; Ligatti, J. Control-flow integrity principles, implementations, and applications. ACM Trans. Inf. Syst. Secur. (TISSEC) 2009, 13, 1–40. [CrossRef]
3. Van Der Veen, V.; Göktas, E.; Contag, M.; Pawoloski, A.; Chen, X.; Rawat, S.; Bos, H.; Holz, T.; Athanasopoulos, E.; Giuffrida, C. A tough call: Mitigating advanced code-reuse attacks at the binary level. In Proceedings of the 2016 IEEE Symposium on Security and Privacy (SP), San Jose, CA, USA, 22–26 May 2016; pp. 934–953.
4. ARM. Arm Armv9-A A64 Instruction Set Architecture. 2021. Available online: https://developer.arm.com/documentation/ddi0602 (accessed on 9 February 2022).
5. Patel, B.V. A Technical Look at Intel’s Control-Flow Enforcement Technology. 2020. Available online: https://www.intel.com/content/www/us/en/developer/articles/technical/technical-look-control-flow-enforcement-technology.html?wapkw=control-flow%20enforcement%20technology (accessed on 9 February 2022).
6. Sullivan, D.; Arias, O.; Davi, L.; Larsen, P.; Sadeghi, A.R.; Jin, Y. Strategy without tactics: Policy-agnostic hardware-enhanced control-flow integrity. In Proceedings of the 2016 53rd ACM/EDAC/IEEE Design Automation Conference (DAC), Austin, TX, USA, 5–9 June 2016; pp. 1–6.
7. Davi, L.; Hanreich, M.; Paul, D.; Sadeghi, A.R.; Koeberl, P.; Sullivan, D.; Arias, O.; Jin, Y. HAFIX: Hardware-assisted flow integrity extension. In Proceedings of the 2015 52nd ACM/EDAC/IEEE Design Automation Conference (DAC), San Francisco, CA, USA, 8–12 June 2015; pp. 1–6.
8. Christoulakis, N.; Christou, G.; Athanasopoulos, E.; Ioannidis, S. HCFL: Hardware-enforced control-flow integrity. In Proceedings of the Sixth ACM Conference on Data and Application Security and Privacy, Louisiana, NO, USA, 9–11 March 2016; pp. 38–49.
9. De, A.; Basu, A.; Ghosh, S.; Jaeger, T. FIXER: Flow integrity extensions for embedded RISC-V. In Proceedings of the 2019 Design, Automation & Test in Europe Conference & Exhibition (DATE), Florence, Italy, 25–29 March 2019; pp. 348–353.
10. Li, J.; Chen, L.; Shi, G.; Chen, K.; Meng, D. ABCFI: Fast and Lightweight Fine-Grained Hardware-Assisted Control-Flow Integrity. *IEEE Trans. Comput. Aided Des. Integr. Circuits Syst.* 2020, 39, 3165–3176. [CrossRef]

11. Waterman, A.; Asanovic, K. The RISC-V Instruction Set Manual, Volume I: User-Level ISA; Document Version 2.2; RISC-V Foundation: San Francisco, CA, USA 2017.

12. Roemer, R.; Buchanan, E.; Shacham, H.; Savage, S. Return-oriented programming: Systems, languages, and applications. *ACM Trans. Inf. Syst. Secur. (TISSEC)* 2012, 15, 1–34. [CrossRef]

13. Bletsch, T.; Jiang, X.; Freeh, V.W.; Liang, Z. Jump-oriented programming: A new class of code-reuse attack. In Proceedings of the 6th ACM Symposium on Information, Computer and Communications Security, Hong Kong, China, 22–24 March 2011; pp. 30–40.

14. Carlini, N.; Wagner, D. ROP is still dangerous: Breaking modern defenses. In Proceedings of the 23rd USENIX Security Symposium (USENIX Security 14), San Diego, CA, USA, 20–22 August 2014; pp. 385–399.

15. Guo, Y.; Chen, L.; Shi, G. Function-oriented programming: A new class of code reuse attack in C applications. In Proceedings of the 2018 IEEE Conference on Communications and Network Security (CNS), Beijing, China, 30 May–1 June 2018; pp. 1–9.

16. Kayaalp, M.; Ozsoy, M.; Abu-Ghazaleh, N.; Ponomarev, D. Branch regulation: Low-overhead protection from code reuse attacks. In Proceedings of the 2012 39th Annual International Symposium on Computer Architecture (ISCA), Portland, OR, USA, 9–13 June 2012.

17. llvm. llvm-project. 2021. Available online: https://github.com/llvm/llvm-project (accessed on 9 February 2022).

18. RISC-V. Spike, a RISC-V ISA Simulator. 2019. Available online: https://github.com/riscv/riscv-isa-sim (accessed on 9 February 2022).

19. Pallister, J.; Hollis, S.; Bennett, J. BEEBS: Open Benchmarks for Energy Measurements on Embedded Platforms. *arXiv* 2013, arXiv:cs.PF/1308.5174.

20. RISC-V Software Collaboration Riscv-Gnu-Toolchain. 2021. Available online: https://github.com/riscv/riscv-gnu-toolchain (accessed on 9 February 2022).

21. Pappas, V.; Polychronakis, M.; Keromytis, A.D. Transparent ROP exploit mitigation using indirect branch tracing. In Proceedings of the 22nd USENIX Security Symposium (USENIX Security 13), Washington, DC, USA, 14–16 August 2013; pp. 447–462.

22. Cheng, Y.; Zhou, Z.; Miao, Y.; Ding, X.; Deng, R.H. ROPecker: A generic and practical approach for defending against ROP attack. In Proceedings of the 21st Network and Distributed System Security Symposium, San Diego, CA, USA, 23–26 February 2014.

23. Yao, F.; Chen, J.; Venkataramani, G. Jop-alarm: Detecting jump-oriented programming-based anomalies in applications. In Proceedings of the 2013 IEEE 31st International Conference on Computer Design (ICCD), Asheville, NC, USA, 6–9 October 2013; pp. 467–470.

24. Carlini, N.; Barresi, A.; Payer, M.; Wagner, D.; Gross, T.R. Control-flow bending: On the effectiveness of control-flow integrity. In Proceedings of the 24th USENIX Security Symposium (USENIX Security 15), Washington, DC, USA, 12–14 August 2015; pp. 161–176.

25. Schuster, F.; Tendyck, T.; Liebchen, C.; Davi, L.; Sadeghi, A.R.; Holz, T. Counterfeitr object-oriented programming: On the difficulty of preventing code reuse attacks in C++ applications. In Proceedings of the 2015 IEEE Symposium on Security and Privacy, San Jose, CA, USA, 17–21 May 2015; pp. 745–762.

26. Telesklav, M.; Tauner, S. Comparative Analysis and Enhancement of CFG-based Hardware-Assisted CFI Schemes. *arXiv* 2021, arXiv:2103.04456.

27. ARM. Embedded Trace Macrocell Architecture Specification ETMv4.0 to ETMv4.6. 2020. Available online: https://developer.arm.com/documentation/ihii0064/h (accessed on 9 February 2022).

28. Lee, J.; Heo, I.; Lee, Y.; Paek, Y. Efficient security monitoring with the core debug interface in an embedded processor. *ACM Trans. Des. Autom. Electron. Syst. (TODAES)* 2016, 22, 1–29. [CrossRef]

29. Oh, H.; Yang, M.; Cho, Y.; Paek, Y. Actimoon: Unified JOP and ROP detection with active function lists on an SoC FPGA. *IEEE Access* 2019, 7, 186517–186528. [CrossRef]

30. Guide, P. Intel® 64 and ia-32 Architectures Software Developer’s Manual Volume 3B: System Programming Guide, Part 2. 2011. Available online: https://www.semantischolar.org/paper/Intel-%C2%AE-64-and-IA-32-Architectures-Soft ware-%E2%80%99-s-3-A-License-Disclaims/08293a1041fd2d513f2cb71b30da04346ebb04f4 (accessed on 30 December 2021).

31. Hu, H.; Qian, C.; Yagemann, C.; Chung, S.P.H.; Harris, W.R.; Kim, T.; Lee, W. Enforcing unique code target property for control-flow integrity. In Proceedings of the 2018 ACM SIGSAC Conference on Computer and Communications Security, Toronto, Canada, 15–19 October 2018; pp. 1470–1480. [CrossRef]

32. Kwon, D.; Seo, J.; Baek, S.; Kim, G.; Ahn, S.; Paek, Y. VM-CFI: Control-flow integrity for virtual machine kernel using Intel PT. In *International Conference on Computational Science and Its Applications*; Springer: Cham, Switzerland, 2018; pp. 127–137.

33. Gu, Y.; Zhao, Q.; Zhang, Y.; Lin, Z. PT-CFI: Transparent backward-edge control flow violation detection using intel processor trace. In Proceedings of the Seventh ACM on Conference on Data and Application Security and Privacy, Scottsdale, AZ, USA, 22–24 March 2017; pp. 173–184.

34. Ding, R.; Qian, C.; Song, C.; Harris, B.; Kim, T.; Lee, W. Efficient protection of path-sensitive control security. In Proceedings of the 26th USENIX Security Symposium (USENIX Security 17), Vancouver, Canada, 16–18 August 2017; pp. 131–148.

35. Ge, X.; Cui, W.; Jaeger, T. Griffin: Guarding control flows using intel processor trace. *ACM SIGPLAN Not.* 2017, 52, 585–598. [CrossRef]
36. Asanovic, K.; Avizienis, R.; Bachrach, J.; Beamer, S.; Biancolin, D.; Celio, C.; Cook, H.; Dabbelt, D.; Hauser, J.; Izraelevitz, A.; et al. *The Rocket Chip Generator*; Technical Reports UCB/EECS-2016-17; EECS Department, University of California: Berkeley, CA, USA, 2016.

37. Lee, Y.; Lee, J.; Heo, I.; Hwang, D.; Paek, Y. Integration of ROP/JOP monitoring IPs in an ARM-based SoC. In Proceedings of the 2016 Design, Automation & Test in Europe Conference & Exhibition (DATE), Dresden, Germany, 14–18 March 2016; pp. 331–336.

38. Chaudhari, A.; Abraham, J.A. Effective control flow integrity checks for intrusion detection. In Proceedings of the 2018 IEEE 24th International Symposium on On-Line Testing Furthermore, Robust System Design (IOLTS), Platja d’Aro, Spain, 2–4 July 2018; pp. 1–6.