Map-based cosmology inference with lognormal cosmic shear maps
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ABSTRACT

Most cosmic shear analyses to date have relied on summary statistics (e.g. $\xi_+$ and $\xi_-$. These types of analyses are necessarily sub-optimal, as the use of summary statistics is lossy. In this paper, we forward-model the convergence field of the Universe as a lognormal random field conditioned on the observed shear data. This new map-based inference framework enables us to recover the joint posterior of the cosmological parameters and the convergence field of the Universe. Our analysis properly accounts for the covariance in the mass maps across tomographic bins, which significantly improves the fidelity of the maps relative to single-bin reconstructions. We verify that applying our inference pipeline to Gaussian random fields recovers posteriors that are in excellent agreement with their analytical counterparts. At the resolution of our maps — and to the extent that the convergence field can be described by the lognormal model — our map posteriors allow us to reconstruct all summary statistics (including non-Gaussian statistics). We forecast that a map-based inference analysis of LSST-Y10 data can improve cosmological constraints in the $\sigma_8$-$\Omega_m$ plane by $\approx 30\%$ relative to the currently standard cosmic shear analysis. This improvement happens almost entirely along the $S_8 = \sigma_8\Omega_m^{1/2}$ directions, meaning map-based inference fails to significantly improve constraints on $S_8$. 
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1 INTRODUCTION

Weak lensing is the distortion of galaxy shapes by the large-scale structure in their foreground. Due to its sensitivity to large scale structures at different redshifts, weak lensing observations can be used to constrain the cosmological parameters governing structure growth. It is therefore one of the key probes used to understand the nature of dark matter and dark energy. The current stage-III surveys (Troxel et al. 2018; Hamana et al. 2020; Heymans et al. 2021) and the upcoming stage-IV surveys such as the Rubin Observatory$^1$, Roman Observatory$^2$ and Euclid$^3$ will probe the Universe with weak lensing with exquisite precision.

Traditional cosmological analysis of galaxy shear data typically compress the data into two-point statistics, i.e. either the correlation function (Troxel et al. 2018) or the power spectrum (Hikage et al. 2019). However, two-point statistics are sub-optimal unless the underlying density field is Gaussian. Because non-linear gravitational growth introduces non-Gaussian features in the density field, extracting this non-Gaussian information can provide tighter constraints on the cosmological parameters. For example, using non-Gaussian statistics can substantially tighten the constraints on neutrino masses (Liu & Madhavacheril 2019; Marques et al. 2019; Ajani et al. 2020; Boyle et al. 2021) and the dark energy equation of state (Martinet et al. 2021). As we move to Stage-IV cosmic shear surveys, the reduced shape noise in these future data sets will further enhance the relative utility of these non-Gaussian features. Current methods for capturing non-Gaussian information in weak lensing data include: the weak lensing one point PDF (Liu & Madhavacheril 2019; Thiele et al. 2020; Boyle et al. 2021); 3 point statistics (Takada & Jain 2004; Sembolini et al. 2011; Halder et al. 2021); Minkowski functionals (Kratchvil et al. 2012; Petri et al. 2013); moments of mass maps (Gatti et al. 2020, 2021); peak counts (Liu et al. 2015; Harnois-Déraps et al. 2021; Zürcher et al. 2022); and wavelet transforms, (Cheng et al. 2020; Cheng & Ménard 2021; Ajani et al. 2021) among others. Recently, machine learning based methods have also been proposed as tools for extracting the non-Gaussian information content in weak lensing data (Ribli et al. 2019; Fluri et al. 2019; Matilla et al. 2020; Jeffrey et al. 2021; Fluri et al. 2022).

We propose an alternate method to extract the non-Gaussian cosmological information directly from the mass maps at the field level. Our method relies on a Bayesian forward-modelling framework. This type of field level forward-modelled analysis methods have recently gained increasing prominence in the literature (e.g. Jasche & Wandelt 2013; Millea et al. 2020; Boruah et al. 2021). In Leclercq & Heavens (2021), it was shown using a toy model that a field level analysis is both more precise and accurate than a two-point function analysis. Such field level analysis methods have also been proposed for weak lensing. For example, Alsing et al. (2016, 2017) proposed a Bayesian forward modelling framework to infer cosmological parameters from shear maps assuming a Gaussian prior on the 2D convergence field. Böhmi et al. (2017) used a lognormal prior on the 3D density field to forward-model the convergence field. Recently, in Porqueres et al. (2021, 2022), the full 3D density field was forward modelled and
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reconstructed using the \textsc{voor} algorithm (Jasche & Wandelt 2013; Jasche & Lavaux 2019).

In this paper, we extend the framework of the \textsc{KarRMa} algorithm we developed in Fiedorowicz et al. (2022) to enable map-based inference of cosmological parameters. The \textsc{KarRMa} algorithm samples the real-space values of the convergence field subject to a log-normal prior and conditioned on cosmic shear data. We have already shown \textsc{KarRMa} maps are nearly unbiased and accurately reproduce the 1-point and 2-point statistics of the convergence field, as well as the peak and void statistics of the same. These successes mark a dramatic point of convergence in the matter field in the foreground of a source galaxy. The convergence field, $\gamma$, galaxy images are noisy observations of the underlying cosmological shear.

2 THEORY BACKGROUND

2.1 Weak lensing Theory

Galaxy shapes are noisy observations of the underlying cosmic shear field, $\gamma$. The shear field is in turn related to the convergence, $\kappa$. The convergence along a given direction in the sky is sensitive to the matter field in the foreground of a source galaxy. The convergence field in the $i$-th tomographic bin can be written as

$$\kappa^{(i)}(\theta) = \int_0^{\chi_H} d\chi \, g^{(i)}(\chi) \delta(\chi \theta, \chi),$$

where $g^{(i)}(\chi)$ is the lensing efficiency for the $i$-th tomographic bin,

$$g^{(i)}(\chi) = \frac{3 H_0^2 \Omega_m}{2 c^2} \frac{\chi}{a(\chi)} \int_0^{\chi_H} d\chi' \frac{\chi'' - \chi}{\chi''} p^{(i)}(\chi').$$

Here, $p^{(i)}(\chi)$ is the source redshift probability distribution of the galaxies in the $i$-th tomographic bin, $\chi$ denotes the comoving distance and $\chi_H$ is the comoving horizon distance. The above expression assumes a spatially flat Universe. The shear field is related to the convergence field through the Kaiser-Squires transformation. In order to avoid confusion with Kaiser-Squires inversion (Kaiser & Squires 1993), we call the convergence-to-shear relation, the ‘forward’ Kaiser-Squires relation. The forward Kaiser-Squires relation relates the Fourier transform of the convergence field to the Fourier transform of the two components of the shear fields via

$$\hat{\gamma}^{(i)}_l = \frac{l^2 - l_0^2}{l^2} \hat{\kappa}^{(i)}_l,$$

$$\hat{\gamma}^{(i)}_2 = \frac{2 l_0}{l^2} \hat{\kappa}^{(i)}_2.$$

In our notation, we denote our Fourier modes with $[\cdot]$. These are related to the real space field via

$$\hat{\kappa}^{(i)}_l = \frac{1}{\Omega_s} \int d^2 \theta \, e^{-il \cdot \theta} \kappa^{(i)}(\theta),$$

where, $\Omega_s$ denotes the survey area on the sky. Due to homogeneity and isotropy, the covariance of the Fourier modes is diagonal, i.e.,

$$\langle \hat{\kappa}^{(i)}_l \hat{\kappa}^{(j)}_{l'} \rangle = \Omega_s C^{(ij)}_{l} \delta_{l,l'},$$

where, $C^{(ij)}_{l}$ is the (cross-) correlation for the Fourier modes of convergence between the $i$-th and the $j$-th tomographic bin and $\delta_{l,l'}$ is the Kronecker delta symbol.

2.2 The Lognormal Model

In cosmological applications, non-Gaussian fields are commonly modelled as lognormal fields. This includes the modelling of the 3D density field (Coles & Jones 1991; Jasche & Kitaura 2010; Böhm et al. 2017) as well as the 2D convergence field (Taruya et al. 2002; Clerkin et al. 2017). While the lognormal model does not approximate the 3D density field well (Klypin et al. 2018) it does accurately describe the 2D convergence field (Clerkin et al. 2017; Xavier et al. 2016).

In the lognormal model the convergence field of the $i$-th redshift bin, $\hat{\kappa}^{(i)}$, is an exponential transformation of a Gaussian field, $\gamma_i$. The two variables are related via

$$\kappa_i(\theta) = e^{\gamma_i(\theta)} - \lambda_i,$$

where $\lambda_i$ is referred to as the shift parameter of the lognormal distribution. The shift parameter depends on the scale at which the field is smoothed/pixelized. Once the shift parameter is determined, the correlation function of $\gamma$ is related to the correlation function of $\kappa$ via

$$\xi^{(ij)}_\gamma(\theta) = \log \left[ \frac{\xi^{(ij)}_\kappa(\theta)}{\lambda_i \lambda_j} + 1 \right].$$

In Fourier space, the power spectrum of the variable $\gamma$ is

$$C^{(ij)}_\gamma(\ell) = 2\pi \int_0^{\pi} d\theta \, \sin \theta P_\ell(\cos \theta) \xi^{(ij)}_\gamma(\theta),$$

where $P_\ell$ is the Legendre polynomial of order $\ell$. The covariance of the variable $\gamma$ is diagonal and given by

$$\langle \gamma^{(i)}_\gamma \gamma^{(j)}_\gamma \rangle = \Omega_s C^{(ij)}_{\gamma \gamma}. $$

Thus, the non-Gaussian convergence field can be modelled using a deterministic transformation of the Gaussian $\gamma$ variables. One of the important features of the lognormal model is that it allows us to simultaneously constrain the convergence fields in multiple tomographic bins while accounting for the covariance between the bins, as is evident from equation 9.
3 MAP-BASED COSMOLOGY INFERENCE AND FORWARD-MODELLED MAP RECONSTRUCTION

The objective of our analysis is to simultaneously sample the convergence maps $\kappa$ and cosmological parameters $\Theta$ given the weak lensing data $\mathcal{D}$. More precisely, we want to sample from the posterior, $\mathcal{P}(\kappa, \Theta | \mathcal{D})$. We do so using a block sampling scheme: we first sample from $\mathcal{P}(\kappa | \Theta, \mathcal{D})$, i.e. we sample the convergence maps given a set of cosmological parameters $\Theta$. In the second step, the updated mass maps are held fixed while the cosmological parameters are sampled from the conditional posterior $\mathcal{P}(\Theta | \kappa, \mathcal{D})$.

3.1 Map sampling

3.1.1 Reparameterization of $\kappa$

We find that naive block sampling of the convergence fields is highly inefficient due to strong degeneracies between the $\kappa$ field and the cosmological parameters. Fortunately, this is easily overcome through a reparameterization of the $\kappa$ field. Specifically, we perform an eigenvalue decomposition of the power spectrum of the convergence field, $C_\ell$, as,

$$C_\ell = \frac{1}{\Omega_\Lambda} R_\ell^T \Lambda R_\ell,$$

where $\Lambda$ and $R$ contain the eigenvalues and eigenvectors of the power spectrum matrix. Note that $C_\ell, \Lambda, R$ are all functions of the cosmological parameters and the wave number, $\ell$. However, for brevity, we do not explicitly show the cosmology dependence. We can now define a transformed variable, $\tilde{\kappa}_\ell$ such that

$$\tilde{\kappa}_\ell = R_\ell^T \Lambda_\ell^{1/2} \kappa_\ell.$$

By construction, $\tilde{\kappa}_\ell$ is a random variable with unit variance and therefore has no cosmological information. This reparameterization helps decorrelate the map variables from the cosmological parameters, improving sampling efficiency. For code development and testing, we have $\tilde{\kappa}_\ell$ in each pixel is independent of other pixels. Thus, given the pixelized values of the observed shear field, we can write the likelihood term for $X$ as,

$$\mathcal{P}(\mathcal{D}|X, \Theta) \propto \prod_{j=1}^{N_{\text{bin}}} \exp \left[ -\frac{1}{2} \sum_{i=1}^{N_{\text{pix}}} \sum_{a=1}^{2} \frac{(\gamma_i^a(X, \Theta) - \gamma_i^{\text{obs}, a})^2}{\sigma_{\epsilon, i}^2} \right],$$

where, $\sigma_{\epsilon, i}$ is the shape noise per ellipticity component in the $i$-th pixel. $N_{\text{bin}}$ is the number of tomographic bins and $N_{\text{pix}}$ is the number of pixels in each redshift bin. Here, we have assumed that the noise in each pixel is independent of other pixels.

Next, we discuss the prior, $\mathcal{P}(X|\Theta)$. By construction, $\mathcal{P}(X|\Theta)$ is independent of cosmology and has unit variance for all the Fourier modes. In this work we consider both a Gaussian and a lognormal model for $\kappa$, which impacts the deterministic relation between $X$ and $\kappa$ as described above.

We use Hamiltonian Monte Carlo (HMC, Neal 2012) to sample the posterior distribution for $X$. HMC is a sampling scheme that uses gradient information to suppress the random walk nature of traditional Monte Carlo methods, and can be used to sample from very high dimensional posteriors. To do so, HMC introduces a set of auxiliary ‘momentum’ variables. By following the energy preserving ‘Hamiltonian’ trajectories in the extended parameter space, the algorithm achieves very high acceptance rate. We implement our code in the Python package lmap (Bradbury et al. 2018), where the gradients of the functions are accessible using automatic differentiation.

The performance of HMC is very sensitive to the choice of the ‘mass matrix’. It has been shown that the optimal choice of the mass matrix is the inverse of the covariance matrix of the target (posterior) distribution (Taylor et al. 2008). Because $X$ is sampled from a unit Gaussian distribution, the posterior for prior-dominated runs have unit variance. This can be used as an initial guess for the HMC mass matrix. We run an initial chain with this mass matrix. However, if the likelihood term dominates, the variance in the posterior will be different. Therefore, after the initial run, we estimate our final mass matrix numerically from samples of this initial HMC chain. In this estimation, we assume that the covariance matrix of the $X$-modes is diagonal as per the homogeneity constraint, equation (10), and that this matrix is cosmology independent. However, we account for the correlation in wave modes across different tomographic bins.

3.2 Map-based cosmology sampling

In our block sampling scheme, the cosmological parameters are sampled keeping the $X$ maps fixed. Using Bayes Theorem, the conditional posterior for the cosmological parameters can be written as

$$\mathcal{P}(\Theta|X, \mathcal{D}) \propto \mathcal{P}(\mathcal{D}|X, \Theta)\mathcal{P}(\Theta).$$

The first term on the right hand side of this equation is the likelihood term given in equation (14). Note that while the $X$ fields are held fixed in this step, the convergence/shear field is not. The same $X$ field can result in different convergence/shear fields for different cosmological parameters since the power spectrum and the shift parameters of the convergence fields depend on cosmological parameters. We calculate the convergence power spectrum using the camb package (Lewis et al. 2000; Howlett et al. 2012). For the lognormal prior, we also need to calculate the lognormal shift parameter. We use the cosmomomentum code, that uses perturbation theory to calculate the cosmology-dependent shift parameters. Note that the calculation of the shift parameter in the code
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assumes a cylindrical window function, while for our case, the pixels are rectangular. We calculate the shift parameters at a characteristic scale, $R_{\text{cut}} = \Delta L / \sqrt{\pi}$, where, $\Delta L$ is the resolution of the pixels. Since this code is based on perturbation theory, it may not be accurate at small-scales. However, since the main objective of this paper is to present the code and test the feasibility of this method, this is not a major issue. In the future, we will fit the shift parameters directly from $N$-body simulations.

We use an emulator to speed up the calculation of the cosmology dependent power spectrum and shift parameters. To calculate a cosmology dependent quantity $D(\Theta) —$ e.g. power spectrum or shift parameters — we first create a Latin hypercube sampling, $\{\Theta_i\}$ of the cosmological parameter space. We then calculate the associated data vectors, $D_i = D(\Theta_i)$ at the sampled cosmological parameters and do a Principal Component Analysis (PCA) decomposition of the calculated data vectors,

$$D_i = \sum_{j=1}^{N_{\text{PCA}}} c_{ij} Q_j. \quad (16)$$

We then interpolate the PCA coefficients, $c_{ij}$ as a function of the multidimensional cosmological parameter space using a polynomial chaos expansion (PCE) emulator. We do so using the Python package, chaospy. PCE emulators have previously been used for cosmological applications in Euclid Collaboration et al. (2019); Kokron et al. (2021). After we train our emulator, we can compute the cosmology dependent power spectrum/shift parameters extremely fast.

To assess the accuracy of the emulator we perform a ‘leave-one out’ test on our emulator. We remove one data point from the training set, retrain the emulator with the remaining data, and then test the accuracy of the emulator at the “missing” data point. Our emulator predicts the power spectrum (shift parameters) at $\leq 0.2\%$ ($0.5\%$) accuracy, more than sufficient for our purposes.

We use an adaptive slice sampler (Neal 2000) to sample from the posterior of the cosmological parameters, equation (15). In this paper, we only sample the cosmological parameters, $\Omega_m, \sigma_8$. Since we impose a lognormal prior on the convergence field, our cosmological inference scheme is sensitive to the non-Gaussian information present in the lensing maps. As we will see in section 5, using the lognormal prior improves cosmological parameter inference over power spectrum only inference.

Figure 1. An illustration of the steps involved in the transformation of the $\chi^2$ variable to pixelized shear. Here, ‘KS’ refers to the forward Kaiser-Squires transformation, ‘IFFT’ is the Fourier transform, ‘exp’ is exponentiation. Note that the reparameterization technique described in section 3.1.1 works on different variables for the cases of the Gaussian prior and the lognormal prior. While sampling using our HMC code, the gradient of the likelihood is calculated using automatic differentiation which is propagated back through each of the involved steps.

Figure 2. Comparison of the cosmology contours obtained from our map-based inference code (black contours) and the analytic marginalization of the mass maps (solid red contours) as described in section 4. In this comparison, we mask the Nyquist frequencies of the KS matrix, $A$, since these frequencies are rendered non-Hermitian due to resolution effects. The resulting contours from the HMC code and the analytical marginalization based code are remarkably similar. The standard deviation in the two parameters ($\Omega_m$ and $\sigma_8$) calculated from the samples are accurate to $< 1\%$ and the shift in the mean of $\Omega_m$ and $\sigma_8$ is less than 0.01.$\sigma$.

4 CODE VALIDATION WITH ANALYTIC POSTERIORS

We wish to verify that our code correctly marginalizes the cosmological posteriors over the map distribution. If the convergence field $\kappa$ is Gaussian, the $k$ field can be marginalized analytically. This allows us to compare our sampling-based results to the analytic posteriors. Let us then derive the results of analytical marginalization for a Gaussian prior. Using Bayes Theorem, we can write the posterior on the cosmological parameters, $\Theta$, as

$$P(\Theta|D) \propto P(D|\Theta) P(\Theta), \quad (17)$$
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where, $P(\Theta)$ is the prior on the cosmological parameters. The likelihood term involves a marginalization over the convergence maps, $\kappa$ and can be written as,

$$P(D|\Theta) = \int d\kappa \ P(D|\kappa)P(\kappa|\Theta).$$  

(18)

In the above equation, we have assumed that the data depends on $\Theta$ only through its dependence on $\kappa$. Assuming $\kappa$ is a Gaussian random field we have that

$$P(\kappa|\Theta) = \frac{1}{\sqrt{\det(2\pi S_\kappa)}} \exp\left[-\frac{1}{2} \kappa^T S_\kappa^{-1} \kappa\right].$$  

(19)

where the covariance matrix of the map, $S_\kappa$, depends on the cosmological parameters. The shear field depends on the convergence field through the forward Kaiser-Squires transformation, equation (3). The discretized version of this transformation can be expressed as a matrix multiplication by the transformation matrix $A$, where

$$\gamma = A\kappa.$$  

(20)

So far, we have not assumed any explicit basis representation of the $\kappa$ maps. Since the shear field is non-local, the matrix $A$ is dense in real space. However, in Fourier space, the transformation is diagonal and can be expressed as,

$$\hat{A}_{ij} = \frac{l_x^2 \delta_{x,i} - l_y^2 \delta_{y,j} + 2il_x l_y \delta_{x,i} \delta_{y,j}}{l_x^2 + l_y^2} \delta_{ij}^K.$$  

(21)

Assuming Gaussian shape noise, the probability of the observed shear field is

$$P(D|\kappa) = \frac{1}{\sqrt{\det(2\pi N)}} \exp\left[-\frac{1}{2} (\gamma_{\text{obs}} - A\kappa)^T N^{-1} (\gamma_{\text{obs}} - A\kappa)\right].$$  

(22)

where $N$ is the covariance matrix describing the noise. Combining equations (19) and (22), we arrive at

$$P(D|\kappa)P(\kappa|\Theta) \propto \frac{1}{\sqrt{\det(2\pi N)}} \exp\left[-\frac{1}{2} (\kappa - \kappa_{WF})^T S_\kappa^{-1} (\kappa - \kappa_{WF})\right]$$

$$\exp\left\{ \frac{1}{2} \kappa_{WF}^T S_{WF}^{-1} \kappa_{WF} \right\},$$

(23)

where

$$S_{WF} = (S_\kappa^{-1} + AN^{-1}A^T)^{-1},$$

(24)

and $\kappa_{WF}$ is the Wiener-filtered convergence field. This is given by

$$\kappa_{WF} = A\gamma_{\text{obs}}.$$  

(25)

In the above equation the Wiener filter $W$ is defined via

$$W = S_\kappa^{-1} + AN^{-1}A^T.$$  

(26)

Plugging equation (23) into equation (18) we arrive at an expression for the likelihood of the data given the cosmological parameters,

$$L(\Theta) \propto P(D|\Theta) \propto \frac{\det(2\pi S_{WF})}{\det(2\pi S_\kappa)} \exp\left[\frac{1}{2} \kappa_{WF}^T S_{WF}^{-1} \kappa_{WF}\right].$$  

(27)

We can use the above equation to analytically evaluate the likelihood of the cosmological parameters given the data. Note that to do so we must perform Wiener Filtering of the maps at each step in the sampling of the cosmological parameters. In general, there is no basis in which both the $S_\kappa$ and $N$ are sparse. Therefore, Wiener filtering of the convergence field is not trivial (see Elsner & Wandelt 2013). $S_\kappa$ is diagonal in the Fourier basis, while the noise covariance, $N$

is diagonal in the real basis. However, we can simplify by assuming that the number of galaxies in each pixel are the same. In that case, the noise covariance matrix is diagonal in both the real and Fourier basis and we can perform fast Wiener filtering of the convergence field.

Note that the Kaiser-Squires inversion matrix, $A$ becomes non-hermitian for the Nyquist frequencies due to resolution effects. Therefore, in order to compare the cosmological contours of our HMC code and the analytically-marginalized posterior, we mask the Nyquist frequencies in our simulations and in our inference. We compare the cosmological contours obtained from the HMC-based posterior and the analytical posterior for an LSST-like survey with 5 tomographic bins (described in detail in section 5.4) and a pixel resolution of 20 arcminutes in Figure 2. In the HMC-based code we sample a total of $\geq 46000$ dimensions, while for the analytical posterior, we sample only 2 dimensions. As we can see from the Figure, the two contours are remarkably similar. The standard deviation in $\Omega_m$ and $\sigma_8$ as calculated using $\sim 5000$ independent samples are different by $\leq 1\%$. Furthermore, the differences in the mean value of $\Omega_m$ and $\sigma_8$ in the samples are $0.01\sigma$ and $0.004\sigma$ respectively. The excellent agreement of the two posterior establishes the feasibility and accuracy of our proposed map-based cosmology inference method.

5 RESULTS

5.1 Survey Assumptions

We characterize the performance of our map-based inference algorithm at a variety of source densities and resolutions. We assume a redshift distribution similar to that expected for the LSST-Y10 data set. Specifically, the source redshift distribution is parameterized using the Smail distribution (Smail et al. 1995) as

$$n(z) \propto z^2 \exp[-(z/z_0)^\alpha].$$

(28)

where the values of $z_0$ and $\alpha$ used are: $(z_0, \alpha) = (0.11, 0.68)$ for LSST-Y10 (The LSST Dark Energy Science Collaboration et al. 2018). We assume a photometric redshift error of $\sigma_z = 0.005/(1 + z)$,
and create mock catalogues assuming three different source number densities: 10, 30 and 50 arcmin$^{-2}$. These correspond roughly to DES-Y6 like, LSST-Y10 like, and Roman Observatory like source densities respectively. The sources are then split into 5 tomographic bins with equal numbers of galaxies. The resulting source redshift distribution is shown in Figure 3. All of our mock surveys have an area of (32 deg)$^2 \approx 1000$ deg$^2$. We characterize the impact of resolution on our results by considering maps with three different resolutions, corresponding to pixel sizes of 5, 10, and 20 arcminutes.

For this paper, we perform our inferences on lognormal mocks. We generate our lognormal mocks using the power spectrum calculated assuming the above redshift distribution and tomographic binning. The shift parameter used in the generation of the mocks is calculated using the cosmomomentum code.

### 5.2 Tomographic mass map reconstruction

We first illustrate the improvements in mass mapping obtained by including cross-correlation information between different redshift bins. To do so, we jointly constrain the mass maps for two redshift bins: bins 1 and 3 of our LSST-Y10 like redshift distribution defined in section 5.1. In this section, we use a DES-Y6 like source density of 10 arcmin$^{-2}$, corresponding to source density of 2 arcmin$^{-2}$ per bin. We adopt a pixel resolution of 10 arcminutes. Figure 4 illustrates the fidelity of our two mass maps. We find the 1- and 2-point functions recovered from our posterior map distributions are unbiased relative to truth. Moreover, we successfully recover the cross power spectrum between the two tomographic redshift bins. This last success is only possible because we explicitly account for the covariance between the two mass maps, a condition that is often ignored in the literature.

To further demonstrate the importance of taking into account the covariance between tomographic bins we make 3 runs of our code as follows: i) foreground bin alone (Bin 1 in the LSST-Y10 tomographic binning); ii) background bin alone (Bin 3 in the LSST-Y10 tomographic binning); and iii) both bins together, accounting for the cross-correlations in the sampled maps. In all of the runs, we simultaneously sample the cosmological parameters.

Figure 5 shows the true convergence maps along with the mean maps obtained from the three different runs. Note that in the mean maps, the small-scale structures are smoothed out due to shape noise. This is similar to the Wiener filtering of the maps. Comparing our single bin reconstructions of the foreground and background bins (middle column in Figure 5), it is clear that despite the two bins having the same number of source galaxies, small scale structure is better resolved in our high redshift bin. This is because the more distance bin has a stronger lensing signal, and therefore higher signal-to-noise.

The third column in Figure 5 shows the mean mass maps obtained when simultaneously sampling both tomographic bins. Comparing these to the maps in the second column (i.e. the single bin reconstructions), we see that the small scale structure is better resolved when we jointly sample both tomographic bins. The improvement is particularly pronounced in the case of the foreground bin.

Figure 6 formalizes our visual impression, demonstrating that including the cross-correlations in the mass mapping procedure results in substantially improved cross-correlations between the sampled maps and the true maps. That is, accounting for the covariance across tomographic bins improves the fidelity of the reconstructed mass maps.

### 5.3 Importance of Marginalizing Cosmology in Mass Mapping

The original KaRMA algorithm assumed a fixed cosmology when performing mass map reconstruction. This is an important drawback: fixing the cosmological parameters imposes a tight prior on the convergence maps, especially for the small scale modes that are prior-dominated. Since we do not in fact know the cosmological parameters a priori, this prior leads to unrealistically tight posterior distributions for the mass maps. Thus, to capture the true uncertainty in the mass maps we need to simultaneously vary the cosmological parameters.

We demonstrate the impact of cosmology marginalization on the mass maps for the same two sample bins from the previous section. Figure 7 shows the signal-to-noise (SNR) ratio of the inferred power spectrum as a function of $\ell$ in two scenarios. In the first scenario, we sample the cosmological parameters simultaneously with the mass maps, while in the second scenario, we keep the cosmological parameters fixed to their fiducial value. We define the SNR ratio as

$$\text{SNR}(\ell) = \frac{\text{Mean}[C(\ell)]}{\text{Std. dev}[C(\ell)]},$$

where $C(\ell)$ is the binned power spectrum measured from the reconstructed mass map samples. As we see from the figure, the SNR ratio at low $\ell$ (large-scales) is minimally impacted by the simultaneous sampling of the cosmological parameters. This reflects the fact that the large scale modes are likelihood dominated. On the other hand, the SNR of the small scale (large $\ell$) modes is substantially overestimated if the cosmological parameters are held fixed. Underestimating the uncertainty of these modes may impact, e.g., the assessment of significance of cross-correlations with other cosmological probes (e.g., Nguyen et al. 2020). These results demonstrates that accurately capturing the full posterior distribution of our mass maps necessitates marginalizing over the unknown cosmological parameters. Conversely, improvements in our knowledge of the background cosmology from external probes (e.g. CMB) can further improve the fidelity of mass map reconstruction.

### 5.4 Map-based cosmological parameter inference

We now use the 5 tomographic bin set-up discussed in section 5.1 to test our map-based cosmology inference pipeline. We will run chains with 3 different number densities (10/30/50 arcmin$^{-2}$) and 3 different pixel resolutions (20/10/5 arcmin) to assess the impact of these parameters on our results. Specifically, we create 25 lognormal mock realizations for each of the 3 source number densities (10/30/50 arcmin$^{-2}$) and the 3 pixel resolutions (20/10/5 arcmin). We use these mocks in section 5.4.2 to characterize the bias in the inferred cosmological parameters, while section 5.4.3 discusses the improvement in our posteriors relative to standard two-point analyses.

#### 5.4.1 Posterior Validation

We begin our discussion of the map-based cosmology inference by verifying that our cosmological posteriors adequately characterize the uncertainty in the inferred cosmological parameters. To do so, we produce 200 lognormal realizations of our mock survey with

---

7 For a comparison to simulations and further discussion, see Fiedorowicz et al. (2022).
8 A notable exception is the mass mapping method of Alsing et al. (2016, 2017)
**Figure 4.** Summary statistics of the reconstructed maps and comparison with the true maps. *(Top left):* The true binned power spectrum of the mock data shown with solid lines and dots. The blue and the red curves show the auto power spectrum for the foreground and background bins respectively, while the green curve shows the cross power spectrum between the two bins. *(Top right):* The one point PDF of the sampled maps compared to the true one point PDF. *(Bottom):* The residual plots for the power spectra (left) and the one point function (right). The shaded regions denote the 95% confidence intervals in the power spectrum and the PDF calculated from the posterior map samples. As can be seen, our algorithm recovers both the one point and two point statistics in an unbiased manner.

**Figure 5.** *Left:* The true convergence maps. *Centre:* the mean maps obtained using single bin reconstruction. *Right:* the mean maps obtained from a tomographic reconstruction that properly accounts for the covariance between the bins. The top row shows the maps for the foreground bin (bin 1 of the LSST-Y10 like redshift distribution) and the bottom row show the maps for the background bin (bin 3 of the LSST-Y10 like redshift distribution). The small scale structures in the maps are smoothed out due to the presence of shape noise. This is most prominent for the foreground bin in the single bin reconstruction. However, notice that smaller structures are recovered when the cross-correlations are used in the reconstruction, as can be seen by comparing the right and centre panels of the top row.
a source density of 30 arcmin$^{-2}$ and 20 arcmin pixel resolution. For each of these 200 realizations, we run our map-based inference code assuming a Gaussian and a lognormal prior. Each run yields cosmological parameters sampled from the cosmology posterior. Consider a confidence contour containing $X\%$ of the posterior. If our posteriors are correct, then for $X\%$ of our mocks we should find that the true cosmological parameters are contained within the $X\%$ posterior estimated from our chains. To verify this is indeed the case, we calculated the fraction of mocks for which the true cosmological parameters are contained within a given confidence contour along a grid of percentiles, and plot the resulting fraction as a function of the input values. If our posteriors are correct, the resulting plot should trace the $y=x$ line. This plot is sometimes referred to as a $P$-$P$ plot (e.g. Gibbons & Chakraborti 2011). Unfortunately, because each run requires running a full MCMC, we are limited to relatively few (200) mocks when applying this test.

We rely on Gaussian simulations to quantify the uncertainty in the $P$-$P$ plot. We draw the mean of 200 Gaussian distributions from a unit normal distribution. Given the mean and the standard deviation, we can calculate the percentile value of the true mean. This is similar to the 200 realizations of the lognormal mocks used for map-based inference. We make 5000 sets of such realizations to quantify the uncertainty in the $P$-$P$ curve computed from the set of 200 Gaussian simulations. We can see from Figure 8 that for the case of lognormal prior, the resulting $P$-$P$ plot is within the 95% confidence interval at all percentiles. On the other hand, the $P$-$P$ plots in which we use a Gaussian prior to analyze log-normal simulations clearly reach outside the 95% confidence level. This demonstrates that an incorrect prior can bias the resulting posteriors (see below for further discussion).

5.4.2 Cosmological Biases and Log-Normality

To quantify the bias in a parameter $\Theta$ we compute the quantity,

$$B_\Theta = \frac{\langle \Theta \rangle - \Theta_{\text{true}}}{\sigma_\Theta},$$

(30)

where, $\langle \Theta \rangle$ is the sample mean and $\sigma_\Theta$ is the standard deviation computed from the cosmological parameter samples. If the inferred cosmological parameters are unbiased, we will obtain a value of $B_\Theta$ consistent with zero. In Figure 9, we plot the bias in the parameters $\Omega_m$ and $\delta_8$ as a function of the source number density and the pixel resolution. We compute the bias $B_\Theta$ for the 25 realizations for each configuration of number density and pixel resolution. The uncertainty in the bias estimates is calculated from the scatter in the bias across the 25 mock realizations. The different columns in Figure 9 correspond to map-based inference using a lognormal prior (left panel), a Gaussian prior (central panel), and power spectrum inference (right panel, discussed in section 5.4.3). When using the lognormal map-based inference, we do not see any significant bias for any of the survey parameters considered. On the other hand, when
using a Gaussian map-based inference, we can see that the inferred value of $S_8$ is biased low. The maximum bias is seen at the highest source density and resolution we considered, $\bar{n} = 50$ arcminute$^{-2}$ and a pixel resolution of 5 arcminute. For this scenario, we find the Gaussian map based inference of $S_8$ is biased low by $\sim 0.8\sigma$. The statistical significance of this detection is $\sim 4\sigma$. Our results demonstrate that an incorrect prior can bias the inferred cosmological parameters. Consequently, it is possible our log-normal approach is itself biased when applied to simulation-based maps. We postpone an investigation of these possible biases to future work, noting only that the log-normal model has been shown to accurately reproduce a variety of mass map clustering statistics.

We also notice a small bias ($\sim 0.4\sigma$) when we infer the cosmological parameters using power spectrum. This is similar to the results obtained by Leclercq & Heavens (2021) who found that a likelihood-based power spectrum analysis of lognormal maps leads to biases in the inferred cosmological parameters.

### 5.4.3 Comparison to Standard Methods

We now characterize the improvement in the cosmological parameters constraints derived using the lognormal map-based inference over Gaussian map-based inference and power spectrum only inference. To perform power spectrum only inference, we use a Gaussian likelihood calculated with the Gaussian covariance of the binned power spectrum.\(^9\) It has been shown that for future stage-IV surveys, the super-survey part of the non-Gaussian power spectrum covariance will play an important role in power spectrum based inference, while the connected trispectrum contribution will likely be negligible (Barreira et al. 2018). Note that for our map based inference, it is straightforward to include the super sample effects by including the super-survey mode in the inference. However, in this work, we do not include the super-survey modes in our inference.

Figure 10 illustrates our results. For ease of visualization, we center all contours at zero by subtracting the mean value of the parameters. We notice immediately that the contours obtained with a lognormal prior are tighter than those obtained using either the power spectrum or the Gaussian map based inference. This becomes especially clear as we go to higher resolution (5 arcminute resolution) and higher source number density (50 arcminute$^{-2}$). On the other hand, the Gaussian map-based inference and the power spectrum based contours are of similar size. Furthermore, we see improvement in the constraints along the $S_8$ degeneracy direction.

To quantify the gain in the constraining power of the map based inference, we compute three quantities:

(i) The figure-of-merit (FoM) in the $\Omega_m$-$\sigma_8$ plane defined as,

$$\text{FoM}(\sigma_8, \Omega_m) = \det(\text{Cov}(\sigma_8, \Omega_m))^{-1/2},$$

(ii) The standard deviation in $\Omega_m$,

(iii) The standard deviation in $S_8 = \sigma_8 \sqrt{\Omega_m/0.3}$.

We then compute the ratio of the map-based inference methods (both using Gaussian and lognormal priors) to the power-spectrum inference for each of these three quantities. Our results are shown in Figure 11. We see that the ratio of the Gaussian map-based inference to the power spectrum inference is consistent with 1 for all number densities and pixel resolutions. On the other hand, assuming a lognormal prior can lead to substantial gains in the cosmological parameter constraints. We find up to $\sim 30\%$ improvement in the FoM and the standard deviation of $\Omega_m$ when using lognormal map-based inference.

---

\(^9\) We also tested our power spectrum inference using a numerical covariance calculated from lognormal mocks and using the multivariate student-$t$ likelihood of Sellentin & Heavens (2016). We do not see any significant difference between the inference using the analytic covariance and the numerical covariance. Therefore, we only report the results with the analytic Gaussian covariance.
Figure 10. Cosmology contours obtained for a set of mock lognormal realizations. For easy visualization, we subtract the mean from each of the cosmological contours so that the contours are centred on (0, 0). The three columns correspond to three different pixel resolutions: 20′ (left), 10′ (center) and 5′ (right) and the three rows correspond to the three different source number densities: \( \bar{n} = 10 \) arcmin\(^{-2}\) (top), \( \bar{n} = 30 \) arcmin\(^{-2}\) (middle) and \( \bar{n} = 50 \) arcmin\(^{-2}\) (bottom). The black line shows the result of power spectrum inference, red contours corresponds to the map-based inference assuming a lognormal prior, the blue dashed lines are the results from the map-based inference assuming a Gaussian prior. We immediately notice that the lognormal contours are more constrained than the power spectrum or the Gaussian map based contours. On the other hand, the power spectrum and the Gaussian map-based cosmology contours are of similar size.

The gains we find from lognormal field-level inference is modest compared to other results in the literature. For example, Ribli et al. (2019) found \( \sim 2-3 \) times improvement in cosmological constraints using convolutional neural networks for an LSST like survey. Other results found similar results using non-Gaussian statistics (e.g., Cheng et al. 2020). However, these results consider scales much smaller than the ones considered in this work. Furthermore, while the lognormal model is able to capture the one-point and two-point statistics of the convergence field, the full non-Gaussian information content has not been studied comprehensively to the best of our knowledge.\(^{10}\) A field-level approach that considers similar scales as us is that of Porqueres et al. (2022) who find that their field-level inference improves the cosmological constraining power by factors of a few, many times more than our results. We have verified that this is driven primarily by different assumptions in the calculation of the power spectrum covariance. The two covariances differ in two ways: We include the off-diagonal terms in the covariance which is discarded by Porqueres et al. (2022). ii) The diagonal terms differ in their shape noise. We find that the difference in the constraint is driven by a combination of the two factors, with the latter being the dominant effect. A detailed comparison of the two methods will be performed in a future work.

\(^{10}\) Note however that the one-point function is sensitive to the full hierarchy of \( N \)-point functions.
6 CONCLUSION

In this paper, we introduced a new map-based cosmology inference method for constraining cosmological parameters from weak lensing survey data. In our method, we forward model the weak lensing data at the field level. Many such forward-modelled frameworks have been proposed in the literature. For example, Böhm et al. (2017) used a 3D lognormal density field to forward model the weak lensing data. Another promising 3D forward modelling framework proposed in Porqueres et al. (2021, 2022) uses the initial condition reconstruction code a mor to forward model the weak lensing data. The 3D reconstruction from the Gaussian initial conditions provides a unique way to capture the non-Gaussianity introduced by the structure formation process. The method presented here reconstructs the 2D convergence field. Forward-modelled reconstruction methods for 2D convergence field reconstruction has previously been presented in Alsing et al. (2016, 2017). However, unlike the method presented here, their method does not capture the non-Gaussian information in the convergence field. The 2D reconstruction methods are faster than simulation-based methods and provide a complementary way of performing field level inference. Furthermore, it is easier to combine 2D map-level approaches with other cosmological probes such as CMB lensing.

Our method reconstructs the mass maps assuming that the convergence field can be approximated as a multivariate lognormal distribution, thus recovering the correct one point and two point statistics, as well as peak and void counts, as measured in simulations (Fiedorowicz et al. 2022). Our method also consistently accounts for cross correlations between different tomographic bins. This leads to improvements in the reconstruction of the mass maps as illustrated in section 5.2. The sensitivity to the one point function means that our method accounts for non-Gaussian information in the cosmology inference, resulting in tighter constraints on cosmological parameters relative to two-point function methods. We used mock lognormal simulations resembling the source galaxy distributions of LSST-Y10 to forecast the bias and gain in cosmological parameter constraints from using our map based inference framework as compared to power spectrum only inference. As expected, the gain in constraining power increases at higher resolutions. We find that at 5 arcminute resolution, the lognormal map-based inference can result in up to 30% improvement in the cosmological constraints.

While the lognormal model is an excellent approximation for the field level distribution of convergence at modest scales, it breaks down on small scales. As we saw in section 5.4.2, incorrect priors can lead to biases in cosmological parameter inference. Therefore, improved modeling of small scale structure is desirable. One can use machine learning based generative models such as generative adversarial networks (GANs, Mustafa et al. 2019; Perraudin et al. 2020), neural score matching (Remy et al. 2020, 2022) or normalizing flows (Dai & Seljak 2022) to learn the full probability distribution at small scales. Other avenues to improve the small scale reconstruction may involve combining the lognormal prior with a sparsity prior for the mass maps (Lanusse et al. 2016; Starck et al. 2021) or Gaussianizing transforms (Hall & Mead 2018).

In this work, we worked entirely in the flat sky approximation. However, the future surveys considered here are wide surveys which will require curved sky analysis. We will extend the code to work on the curved sky in a future work. The first steps towards a curved sky implementation of mass mapping using a lognormal prior were already presented in Fiedorowicz et al. (2022). Furthermore, we performed our inference assuming no systematic effects are present. However, weak lensing data sets may be substantially impacted by various systematic effects such as intrinsic alignment, baryonic effects, photometric redshift bias, etc. Map-level approaches can provide a unique way to model systematics including spatial variations (Cragg et al. 2022) and using the full field level information (e.g, Tsaprazi et al. 2021; Harnois-Déraps et al. 2021). In the future, we will extend our modelling to include these systematics to enable application of our method to existing and future data sets.
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