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**ABSTRACT**

Since the introduction of the transformer model by Vaswani et al. (2017), a fundamental question has yet to be answered: how does a model achieve extrapolation at inference time for sequences that are longer than it saw during training? We first show that extrapolation can be enabled by simply changing the position representation method, though we find that current methods do not allow for efficient extrapolation. We therefore introduce a simpler and more efficient position method, Attention with Linear Biases (ALiBi). ALiBi does not add positional embeddings to word embeddings; instead, it biases query-key attention scores with a penalty that is proportional to their distance. We show that this method trains a 1.3 billion parameter model on input sequences of length 1024 that extrapolates to input sequences of length 2048, achieving the same perplexity as a sinusoidal position embedding model trained on inputs of length 2048 but training 11% faster and using 11% less memory. ALiBi’s inductive bias towards recency also leads it to outperform multiple strong position methods on the WikiText-103 benchmark.

1 I N T R O D U C T I O N

When constructing a transformer-based language model, a major design decision is the length of training sequences, denoted $L$ herein, which has to date been equivalent to the length of inference sequences. More context, achieved by larger $L$, improves predictions at inference time. But longer sequences are more expensive to train on.

Before transformers, RNN language models were trained on shorter-$L$ sequences and assumed to generalize to longer contexts at inference time (Mikolov et al., 2010; Mikolov & Zweig, 2012; Zaremba et al., 2014; Vaswani et al., 2017), introducing the transformer, speculated that it "may [...] extrapolate to sequence lengths longer than the ones encountered during training." We define extrapolation as a model’s ability to continue performing well as the number of input tokens during validation increases beyond the number of tokens on which the model was trained. We find that transformer language models (LMs) that use sinusoidal position embeddings have very weak extrapolation abilities; see Figure 1.

We demonstrate that this failure to extrapolate is caused by the position embedding method. As shown in Figure 1, recent alternatives to the original sinusoidal position method (Su et al., 2021; Raffel et al., 2020) have improved extrapolation. However, the better of these, the T5 bias, is considerably slower than the sinusoidal approach and uses extra memory and parameters (Figure 2).

We therefore introduce Attention with Linear Biases (ALiBi) to facilitate efficient extrapolation. ALiBi negatively biases attention scores with a linearly decreasing penalty proportional to the distance between the relevant key and query. Our simple approach eliminates position embeddings.

---

1 Code & models: https://github.com/ofirpress/attention_with_linear_biases  
2 Figure 2 in the appendix plots training speed, in words per second, against $L$. 
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Figure 1: Extrapolation: as the (validation-set’s) input sequence gets longer (x-axis), current position methods (sinusoidal, rotary, and T5) show degraded perplexity (y-axis, lower is better), but our method (ALiBi) does not. Models were trained on WikiText-103 with sequences of \( L = 512 \) (left) or \( L = 1,024 \) (right) tokens. T5 ran out of memory on our 32GB GPU. For more detail on exact perplexities and runtimes, see Tables 2 and 3 in the appendix.

Compared to a sinusoidal model trained on the same input length, our method requires no additional runtime or parameters and incurs a negligible (0–0.7%) memory increase. ALiBi can be implemented by changing only a few lines of existing transformer code.

Using ALiBi, a transformer LM can be trained on short-\( L \) sequences and therefore at much lower cost, and it can still be reliably applied to long sequences at runtime. For example, a 1.3 billion parameter LM trained on \( L = 1024 \) tokens with ALiBi achieves the same perplexity as a sinusoidal model trained on \( L = 2048 \) when both are tested on sequences of 2048 tokens, even though our model is 11% faster and uses 11% less memory.

Though performance peaks at around two times the number of tokens that the model was trained on, ALiBi maintains strong performance even on sequences of length 10,000. In recently explored settings where NLP training examples are given as context to an LM (Brown et al., 2020), our approach will allow exposure to more examples. Additionally, it enables generation of longer outputs.

2 CURRENT APPROACHES DO NOT EXTRAPOLATE EFFICIENTLY

We show for the first time that the sinusoidal position method, which technically should be able to extrapolate, in practice has very limited extrapolation capabilities. Though the rotary position method improves over the sinusoidal one, it still does not achieve satisfying results. Holding everything else constant, we are the first to observe that the T5 bias method leads to better extrapolation than either of these, and so we conclude that extrapolation ability depends heavily on the position embedding. Unfortunately, the T5 bias is computationally costly (Figure 3).

2.1 BACKGROUND AND EXPERIMENTAL SETUP

A transformer LM receives a list of tokens and outputs a probability distribution representing its prediction for the next token. We call the input list the current input subsequence since the inputs to language models are typically subsequences from (much longer) training or evaluation sequences. During both training and perplexity evaluation (i.e., scoring a fixed sequence), many predictions can be calculated at once; this is done using a “causal mask” that ensures each position’s prediction is influenced only by tokens to its left. Let \( L \) be the length of each input subsequence during training; it includes \( L \) predictions, which on average have access to \( \frac{L+1}{2} \) tokens of (left) context. To explore a model’s extrapolation abilities, we are interested in cases where sequences of length \( L_{\text{valid}} > L \) are considered at evaluation time. When \( L \) differs between inference and training, we use \( L \) to refer to the length of subsequences during training and \( L_{\text{valid}} \) to refer to their length at validation.
Figure 2: A comparison of batched training, inference speed and memory use of the sinusoidal, rotary, T5 bias, and our ALiBi position methods. The speed differences between our method and the sinusoidal are within 1% during training and 3% for inference, which is insignificant on our hardware. ALiBi uses 100MB of extra memory when training on input lengths 1024 and 3072 in this setting. Memory usage is lower in all approaches when training on 3072 tokens (compared to 1024) since we break batches into multiple updates. See Table 1 in the appendix for exact numbers.

Nonoverlapping Inference To train on or evaluate a sequence longer than $L$ tokens, it is typical to segment the sequence into $L$-length subsequences and train on or evaluate them independently. Unless otherwise stated, we use nonoverlapping inference to report perplexity scores.

Extrapolation During Inference Formally, the functions that define a transformer layer are agnostic to input length; they map from some arbitrary, unfixed number of input vectors to the same number of output vectors. When transformers are applied to data that is inherently sequential, like text, positional information is injected into the inputs in various ways.

Vaswani et al. (2017) discussed two options for embedding positions into vectors to be added to word embeddings: learning embeddings for specific positions and unlearned sinusoidal embeddings. They observed similar performance between these two but preferred the sinusoidal approach, which they argued might extrapolate to longer input sequences during inference. We find that this model cannot extrapolate to more than a few dozen tokens beyond $L$.

Experiment Setup We first test the extrapolation abilities of various position methods on the WikiText-103 corpus (Merity et al., 2016) using the transformer language model of Baevski & Auli (2018). We use this model because of its prominent role in recent language modeling developments (Khandelwal et al., 2020; Press et al., 2021). The training set is about 103 million tokens from English Wikipedia (half a gigabyte). The model has 16 transformer layers of dimension 1024, with 8 heads, and a feedforward inner dimension of 4096. This model ties the word embedding and softmax matrices (Press & Wolf, 2017; Inan et al., 2017). In our experiments, other than varying the position method and training subsequence length, we modify no other hyperparameters, including the random seed and number of training epochs (205).

2.2 Measuring Extrapolation

Sinusoidal Position Embeddings Sinusoidal position embeddings (Vaswani et al., 2017 §3.5) are constant, non-learned vectors that are added to token embeddings on input to the first layer of the transformer. They are frequently used in transformer language modeling (Baevski & Auli, 2018; Lewis et al., 2021) and machine translation (Vaswani et al., 2017; Ott et al., 2018) models. We first consider the unmodified model of Baevski & Auli (2018), which uses sinusoidal position embeddings, and train it on $L = 512$ tokens; we then run inference with it on the validation set on $L + k$ tokens, with $k$ ranging from 0 to 15,000. Figure 1 (left) and the corresponding Table 2 (in the appendix) show that while the model improves perplexity up to $k = 20$, performance stops improving and stays steady from $k = 20$ to $k = 50$ and then begins degrading. Similar results are obtained for a model trained with $L = 1024$ tokens (Figure 1 (right) and Table 3 in the appendix). That model improves for up to $L_{\text{valid}} = L + 50$ tokens, after which performance declines.

These include the embedding lookup, feedforward sublayer, and softmax layer, which act independently on vector inputs, as well as the attention sublayers, whose parameters do not depend on input length (and which must handle variable-length inputs, e.g., due to causal masking).

The learned positional embedding approach does not have a way to encode positions greater than $L$; it therefore has no ability to extrapolate.
Rotary Position Embeddings  The rotary method was introduced by Su et al. (2021) and has recently been popularized by the open source GPT-3 (Brown et al., 2020) implementation GPT-J (Wang & Komatsuzaki, 2021). Instead of adding sinusoidal embeddings at the bottom of the transformer, they multiply the keys and queries of every attention layer by sinusoidal embeddings. Unlike the sinusoidal or learned positional embedding approach, the rotary method injects position information into the model at every layer, not just at the initial one. In addition, it adds no position information to the values of the self-attention sublayer. The output of a self-attention sublayer is a linearly transformed, weighted sum of the input value vectors; therefore, by not inserting position information into the values, the outputs of each transformer-layer contain no explicit position information. We suspect that this segregation of position information may be beneficial for extrapolation, and we draw inspiration from it in the design of our method (§3).

We apply the rotary position embedding method to our Baevski & Auli baseline. The perplexity results (Figure 1 and Appendix Tables 2 and 3) are better than the sinusoidal approach: the model with $L = 512$ ($L = 1024$) improves perplexity with up to $k = 200$ ($k = 100$) more tokens than it saw during training, but this comes at the cost of slower training and inference (Figure 2).

T5 Bias  Though most models use trained or sinusoidal position embeddings, the T5 model of Raffel et al. (2020) uses a relative position method (Shaw et al., 2018; Huang et al., 2019) that adds no position information to word embeddings (as in the previous method). Instead, it modifies the way attention values are computed. We refer to this as the “T5 bias” method. To compute attention values in the unmodified transformer, we compute the dot product of every query with every relevant key and then softmax these attention values. In this method, we compute the attention values as before, but then we add a learned, shared bias to each query-key score that is dependent on just the distance between the query and key. Therefore, all query-key scores where the query and key distance are zero (i.e., the query and key represent the same token) get a specific learned bias, all scores where the query and key are one word away get a different learned bias, and so on, up to a certain point, from where multiple different distances share the same learned bias (which might be beneficial for extrapolation). As in the rotary method, the T5 bias injects position information into the model at every layer and integrates no explicit position information into the self-attention value vectors.

Raffel et al. (2020) propose that the T5 bias may allow extrapolation, but they did not report experiments testing this. Here, we show that the T5 bias does allow language models to extrapolate. We do this by again modifying the Baevski & Auli model, this time to insert the T5 bias into it. As Figure 1 shows, the T5 bias improves perplexity with longer sequences than the ones it was trained on, i.e., $k = 600$ ($k = 800$) extra tokens for a model trained on $L = 512$ ($L = 1024$) input tokens. Unfortunately, this impressive performance comes at a cost: training is at least twice as slow as with the sinusoidal model. Therefore, this model’s extrapolation ability provides no efficiency advantage. For example, to do inference on 1024 tokens, we could either train the sinusoidal model with $L = 1024$ or train the T5 bias model on $L = 512$ tokens and extrapolate to 1024 for inference. However, the $L = 1024$ sinusoidal model runs at 28.5k words per second (WPS), while the $L = 512$ T5 bias model runs at 14.4k WPS (Appendix Table 1), so there is no speedup when training on shorter sequences with this method.

---

5Our rotary method implementation is based on the code in https://github.com/JunnYu/RoFormer_pytorch, which is linked to from the official repository of Su et al. (2021): (https://github.com/ZhuiyiTechnology/roformer). After we finished running our experiments with the rotary method, we were informed that the runtime of the code linked above could be optimized, making it only 2% slower than the sinusoidal approach. This optimization would not change extrapolation performance.

6This method is similar to the one used in Parikh et al. (2016, Equation 7).

7Our T5 bias implementation is based on the one used in HuggingFace Transformers (Wolf et al., 2020), which in turn is based on the official Mesh Tensorflow T5 code.

8Narang et al. (2021) benchmarked the T5 bias as being just 8.7% slower than the sinusoidal approach; thus, while always incurring a runtime penalty, this method’s runtime could be faster depending on the choice of hardware and software frameworks used. Narang et al. used the Tensorflow T5 library running on TPUs, while we used the PyTorch Fairseq library running on GPUs.
3 ATTENTION WITH LINEAR BIOS (ALiBi)

In the transformer model of Vaswani et al. (2017), position embeddings are added to the word embeddings at the bottom of the network. For an input subsequence of length $L$, the attention sublayer computes the attention scores for the $i$th query $q_i \in \mathbb{R}^{1 \times d}$, $(1 \leq i \leq L)$ in each head, given the first $i$ keys $K \in \mathbb{R}^{i \times d}$, where $d$ is the head dimension:

$$\text{softmax}(q_iK^\top)$$

These attention scores are then multiplied by the values to return the output of the attention sublayer$^9$

When using ALiBi, we do not add position embeddings at any point in the network. The only modification we apply is after the query-key dot product, where we add a static, non-learned bias$^{10}$

$$\text{softmax}(q_iK^\top + m \cdot [-1, \ldots, -2, -1, 0])$$

where scalar $m$ is a head-specific slope fixed before training. Figure 3 offers a visualization.

For our models with 8 heads, the slopes that we used are the geometric sequence: $\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{4}}, \ldots, \frac{1}{\sqrt{8}}$.

For models that require 16 heads, we interpolate those 8 slopes by geometrically averaging every consecutive pair, resulting in the geometric sequence that starts at $\frac{1}{\sqrt{2}}$ and has the ratio of $\frac{1}{\sqrt{2}}$: $\frac{1}{2\sqrt{2}}, \frac{1}{2\sqrt{4}}, \ldots, \frac{1}{2\sqrt{8}}$. In general, for $n$ heads, our set of slopes is the geometric sequence that starts at $\frac{1}{\sqrt{2^n}}$ and uses that same value as its ratio.

In §4, we observe that this set of slopes works on a wide variety of text domains and model sizes. Therefore, we do not believe that it is necessary to tune these slope values every time a new model is trained on a new dataset. This makes our method similar to the sinusoidal approach, where the hyperparameters (the start and end of the geometric progression of wavelengths) were set once by Vaswani et al. (2017) and then reused in different models of different sizes on different datasets.

ALiBi has an inductive bias towards recency; it penalizes attention scores between distant query-key pairs, with the penalty increasing as the distance between a key and a query grows. The different heads increase their penalties at different rates, depending on the slope magnitude.

We initially experimented with making the slopes trainable, but this did not yield strong extrapolation results$^6$. A brief manual exploration of around ten slope sets led us to discover the set of slopes that we finally picked. Our main insight from this exploration is that the slope sets that work best are those with slopes in the $(0, 1)$ range, with the slopes’ density increasing as we get closer to 0. We also found our method to be robust to slope choice. Even randomly sampling from the exponential distribution worked well in some cases (although that method had high variance).

Since ALiBi is a relative position method, we add position information at every layer to the keys and queries but not to the values, as is done in the T5 bias and rotary methods. We hypothesize that these properties might be beneficial for extrapolation.

---

$^9$For simplicity we omit the key, query, value and final output projections, dropout, and the scaling factor.

$^{10}$The ALiBi bias is not multiplied by the $\sqrt{d_k}$ scaling factor from Equation 1 of Vaswani et al. (2017).

$^{11}$In our experiments, trainable slopes also slowed down the training speed by 3%. 

Implementation. ALiBi is easy to implement, with all changes accomplished in a few lines of code. We implement it by modifying the mask matrix by adding the linear biases to it (in practice, when training a transformer LM, query \( q_i \) attends only to keys 1 to \( i \); this is implemented by adding a mask matrix to the query-key dot product before the softmax operation is applied). This means that there is no runtime penalty when using our method since we add no operations to the network.

Compared to the sinusoidal model trained on the same input lengths, ALiBi incurs a memory increase (up to 100MB in some of our experiments): in the unmodified transformer, the mask is of size \( L \times L \); when using ALiBi, the mask is a slightly larger \( n \times L \times L \) (where \( n \) is the number of heads) since the linear biases added for each head uses a different slope. But, as we show, ALiBi enables training on much smaller sequences while still achieving (and occasionally surpassing) results obtained using sinusoidal embeddings on longer sequences, which saves multiple gigabytes of memory.

4 Results

We first show that on WikiText103 ALiBi is efficient and enables training models with short input subsequences that outperform strong baselines even when the ALiBi models extrapolate to more than six times the number of tokens that they were trained on. We then take the same hyperparameters for our method (the set of slopes) that worked on WikiText-103 and show that – with no modification – they provide strong results on a dataset in a very different domain: books. Finally, we show that a 1.3B parameter model trained with ALiBi on a much larger (461 GB) dataset with much more compute provides a superior alternative to the sinusoidal method since it achieves similar perplexity scores while running faster and using less memory (since it is trained on shorter inputs).

While multiple alternatives to the position methods presented in Vaswani et al. (2017) have been proposed, few have been adopted in large (1B or more parameter) LMs since that setting is much more challenging than the smaller scale experiments. GPT-3 and Jurassic-1 (Lieber et al., 2021) use the learned position embedding method from Vaswani et al., and GPT-J uses the rotary method. Our results on the 1.3B parameter model show our method’s ability to generalize to larger models, dataset sizes and training durations without retuning the hyperparameter.

4.1 Results on WikiText-103 and Toronto BookCorpus

Figure 4: ALiBi models trained and evaluated on varying sequence lengths on the WikiText-103 validation set and the sinusoidal baseline (not evaluated on longer sequences). All of our models outperform the sinusoidal ones even when trained on fewer tokens. Appendix Table 5 has exact perplexities, more ALiBi models (trained on fewer tokens), and results for rotary and T5 bias models.

We first develop our method on the WikiText-103 corpus (Merity et al., 2016), replacing the sinusoidal position embeddings in the language model of Baevski & Auli (2018) with ALiBi.

Figure 4 (and the corresponding Appendix Table 5) show our results for models trained with varying numbers of input subsequence tokens \( L \), extrapolating to longer subsequence lengths on the validation dataset. Our first observation is that, without extrapolation, for every \( L \), our models outperform those using the sinusoidal method, sometimes by a significant amount. For example, the Baevski & Auli model achieves 18.67 ± 0.24 (std. dev.) perplexity when trained with \( L = 3072 \) input tokens, but our \( L = 3072 \) model achieves 17.60 perplexity (when both models evaluate with \( L_{\text{valid}} = 3072 \)).
Our second observation is that all of our models can extrapolate, and they obtain improved perplexity scores when handling more tokens than they observed during training. For example, our model trained on 512 tokens (which achieves 19.73 perplexity when evaluating subsequences of length 512 in the development set) achieves a perplexity score of 18.40 on the development set when extrapolating to subsequences of length 3072. Surprisingly, this surpasses the score that the $L = 3072$ sinusoidal model obtains on the development set by a statistically significant margin. Note that all our models trained on $L = 512$ to $L = 2048$ outperform the sinusoidal baseline trained on $L = 3072$ when extrapolating to $L_{\text{valid}} = 3072$ even though those models all take much less time to train since they train on shorter subsequences (Appendix Figure 8 compares training speed to perplexity for these models)! The $L = 512$ model is 1.84 times faster to train and yet still outperforms the $L = 3072$ sinusoidal model when extrapolating to $L_{\text{valid}} = 3072$. In addition, training the $L = 3072$ sinusoidal model requires a GPU with more than 16 GB of memory to fit the large attention matrices, which our $L = 512$ outperforms even though it can be trained on a GPU with much less memory due to much smaller attention matrices.

Additionally, Table 5 (in the appendix) also shows that, for $L$s of 1024 and 3072, our method performs better than the rotary and T5 bias models even when $L_{\text{valid}} = L$ (i.e., no extrapolation is occurring). Figure 1 (and the corresponding Appendix Tables 2 and 3) more broadly explore our method vs. the other position methods. They show that the T5 bias (the best of the baselines) improves perplexity until $L_{\text{valid}}$ is around 2$L$, but on the WikiText-103 dataset our method continually improves perplexity until at least around 3$L$, with the $L = 512$ model improving perplexity even when $L_{\text{valid}}$ exceeds 12k tokens. Even when unable to improve perplexity given longer sequences, ALiBi always maintains strong performance as more tokens are added.

Appendix Table 6 shows that our results on the validation set also transfer to the test set of WikiText-103. Currently, almost all models that present results on WikiText-103 use sliding window evaluation (defined in §B) to compute perplexities. We apply that method to our (and to the sinusoidal, rotary and T5 bias) models in Appendix Table 7. We find that our $L = 3072$ model surpasses the performance of Transformer-XL (Dai et al., 2019), the Sandwich (Press et al., 2020), and Shortformer (Press et al., 2021) models. Our results are similar to the ones obtained with staged training (Press et al., 2021) but fall short of results obtained by Routing Transformer (Roy et al., 2020) and kNN-LM (Khandelwal et al., 2020). The methods used in those models are orthogonal to ours, and we hypothesize that combining them with ours might lead to even larger performance increases.

After developing our method on WikiText-103, in Appendix Section A.3, we run one set of experiments on a different domain (books) using a similar model architecture and without modifying any of the ALiBi hyperparameters (the slopes) and show that our results fully transfer to this new domain. Our models are able to both surpass the sinusoidal baseline when not extrapolating while also outperforming it when extrapolating to longer sequences.

4.2 Results on the CC100+RoBERTa Corpus

Our final set of experiments investigates whether ALiBi transfers to a larger model trained with a larger computational budget on a larger dataset than the ones we previously used. We show that our method achieves strong results in this more challenging setting, obtaining similar performance to the sinusoidal baseline while using significantly less memory, since we train on shorter subsequences.

The dataset we choose is a combination of the datasets used to train the RoBERTa (Liu et al., 2019) implementation of BERT (Devlin et al., 2019) and the English part of the CC-100 corpus introduced in Conneau et al. (2020), for a total of 461 GB. The RoBERTa training corpus—i.e., the Toronto Book Corpus (Zhu et al., 2015), English Wikipedia, CC-News (Nagel, 2016), OpenWebText (Gokaslan & Cohen, 2019) and Stories (Trinh & Le, 2018)—is 161 gigabytes, and the English part of the CC-100 corpus is 300 gigabytes. The validation set contains 649K tokens.

Our models for this dataset have 25 transformer layers with 16 heads and a dimension of 2048, with an 8192 hidden dimension of the feedforward sublayers. These models have 1.3B parameters. We train our models for one epoch, which is 50k updates on 128 V100 GPUs.

In Figure 5 (left), we compare the validation perplexity for $L_{\text{valid}} = 1024$ throughout the training process for an ALiBi model trained with $L = 512$ compared to the sinusoidal model trained with $L = 1024$. Since our model is trained on shorter sequences, it is 7% faster and uses 1.6 GB less
Figure 5: On the left (right), a 1.3B-parameter ALiBi model trained on 512 (1024) and evaluated on 1024 (2048) tokens during training, compared to the sinusoidal baseline trained on 1024 (2048) tokens. The ALiBi models obtain strong results even though they use 6%-11% less memory since they train on shorter sequences. Appendix Table 11 shows memory use and end-of-training perplexities.

memory. We halt training of the sinusoidal baseline when our model reaches the end of its training (one epoch). At that time, our model is just 0.06 perplexity away from the baseline even though it was trained on sequences that are half the length of those the baseline used and requires less memory.

In Figure 5 (right), results become even more impressive, showing that our model trained on \( L = 1024 \) outperforms by 0.09 perplexity the sinusoidal model trained on \( L = 2048 \) (when evaluating with \( L_{\text{valid}} = 2048 \)) even though our model uses 3.1 GB less memory. Our model maintains a lead in perplexity over the sinusoidal model during the entire training process. By sampling five evenly distributed points across the training process, we compute that our \( L = 1024 \) model reaches a given perplexity value, on average, 11% faster than the sinusoidal model does.

Since our models in these comparisons use much less memory, they allow for stacking more layers, which would further improve performance (with negligible, if any, runtime cost). To keep our experiments as straightforward as possible, however, we do not add layers to our models.

Appendix Table 12 presents additional results comparing our models to the sinusoidal baseline when both are trained on the same \( L \), showing that ALiBi performs similarly to the sinusoidal baseline when not extrapolating. This contrasts with the results presented on the smaller datasets, where ALiBi consistently outperforms other position methods even when not extrapolating, suggesting that ALiBi’s inductive bias provides additional benefits for lower-resource language modeling.

Figure 6: The ALiBi and sinusoidal models (with both \( L = 512 \) and 1024) trained for 50k updates (1 epoch) on the CC100+RoBERTa corpus, extrapolating on the validation set. ALiBi achieves the best results at around 2\( L \) but maintains strong performance even up to 10000 tokens in these experiments.

Figure 6 shows that our models trained on \( L = 512 \) and \( L = 1024 \) achieve the best results when extrapolating to about double the tokens that they were trained on. Specifically, the \( L = 512 \) model (that obtains 9.79 perplexity when \( L_{\text{valid}} = 512 \)) achieves its best score (9.3) when extrapolating to
1012 tokens, and the $L = 1024$ model (that obtains 9.16 perplexity when $L_{\text{valid}} = 1024$) achieves its best score (8.9) when extrapolating to 2024 tokens.

One possible explanation is that the subsequences the model observes during training are up to $L$ tokens long. When performing inference on subsequences of length $2L$, half of the subsequences the model consumes are as long as the examples seen during training. When inference is performed on subsequences of length $2L + 1$ or longer, less than half of the predictions the model makes are on subsequences of lengths seen during training, and that might degrade performance.

The sinusoidal model cannot extrapolate at all in this setting, with its performance degrading for both the $L = 512$ and 1024 models as soon as one token more than $L$ is added during evaluation.

In Appendix B, we find that ALiBi’s edge over sinusoidal embeddings is largely explained by its improved avoidance of the early token curse. We posit that future work building on ALiBi might achieve further gains by more efficiently exploiting longer histories.

5 RELATED WORK

In parallel with our work, Wennberg & Henter (2021) introduce a relative position method that, like our method, adds a bias to attention scores that is a function of the distance between the key and query elements. Unlike our ALiBi method, which uses a non-learned linear function, their method uses a radial-basis function, with multiple trainable parameters (in our experiments, this led to a slight decrease in runtime). In addition, they present experiments on text classification, not on language modeling. They do not explore extrapolation. The Distance Aware Transformer (Wu et al., 2021) multiplies attention scores by a bias that is a function of the distance between the key and query. This function uses a different, learned parameter in every head. They show results only on text classification. In our experiments (not presented), multiplying attention scores by the bias (instead of adding, as in ALiBi) degraded performance.

Transformer-XL (Dai et al., 2019) presented a language model that uses a cache and can attend to more tokens during inference than it was trained on (by increasing the length of the cache). However, this work presents results only where output length is limited to the $L$ (the training length), and their relative position method is very slow (Press et al., 2021). The Longformer (Beltagy et al., 2020) adapts models trained on shorter sequences to document-level tasks. However, to achieve this they had to partially train their models on longer sequences. Our ALiBi method enables extrapolation without any additional training on longer sequences.

To our knowledge, extrapolation has not been previously explored in transformer language modeling, but it has been investigated previously and concurrently with transformers on other tasks, such as machine translation (Rosenthal et al., 2019; Neishi & Yoshinaga, 2019; Newman et al., 2020; Kiyono et al., 2021), sequence-to-sequence models trained on an artificial dataset (Hupkes et al., 2020), pretrained sequence-to-sequence models tested on arithmetic tasks (Nogueira et al., 2021, Appendix C), models trained with reinforcement learning (Lampinen et al., 2021), image, speech recognition, and machine translation models (Likhomanenko et al., 2021), and protein structure prediction (Jumper et al., 2021, Appendix 1.5).

6 CONCLUSION

We showed that the sinusoidal position embedding approach does not enable transformers to extrapolate to inputs longer than the ones they were trained on. We then established that extrapolation in transformers can be enabled by just changing the position method. We showed that our ALiBi method offers an extremely simple replacement for existing position approaches and allow models to extrapolate. In addition, when not extrapolating, our method achieves either better perplexity than the sinusoidal method (in models smaller than 1B parameters, trained on less data) or similar perplexity (in larger, billion parameter models trained on much more data). ALiBi is simple to implement and does not slow down runtime or require extra parameters (but does occasionally require a negligible amount of extra memory). Using our method, we sped up the training of a 1.3 billion parameter model evaluated on the same input sequence length as GPT-3 (2048).
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A APPENDIX

A.1 INTRODUCTION

The training speed of transformer LMs gets slower as the input subsequence length $L$ increases. Figure 7 visualizes this.

Figure 7: Training speed of our model and the sinusoidal baseline trained on different amounts of input subsequence tokens $L$.

Table 1 contains the runtimes and memory use statistics for models using the various position methods discussed in this work.

Table 1: The speed (during training and evaluation, in words per second) and memory usage (during training) of the rotary, T5 bias, and ALiBi models compared to the sinusoidal baseline on WikiText-103. Training and inference are batched, and speeds are shown for one V100 GPU.

| Position Method | Train Length | Speed (↑) | Memory (↓) |
|-----------------|--------------|-----------|------------|
|                 |              | Train     | Eval.      |            |
| Sinusoidal      | 512          | 28.5k     | 82.1k      | 15.3 GB    |
|                 | 1024         | 26.0k     | 77.8k      | 19.2 GB    |
|                 | 3072         | 15.3k     | 42.4k      | 15.1 GB    |
| Rotary          | 512          | 20.0k     | 43.4k      | 17.8 GB    |
|                 | 1024         | 17.7k     | 39.4k      | 22.8 GB    |
|                 | 3072         | 11.5k     | 29.5k      | 17.8 GB    |
| T5 Bias         | 512          | 14.4k     | 21.8k      | 16.9 GB    |
|                 | 1024         | 13.0k     | 20.2k      | 20.9 GB    |
|                 | 3072         | 4.3k      | 4.9k       | 15.9 GB    |
| ALiBi           | 512          | 28.3k     | 85.8k      | 15.3 GB    |
|                 | 1024         | 25.8k     | 76.4k      | 19.3 GB    |
|                 | 3072         | 15.5k     | 42.2k      | 15.2 GB    |

Tables 2, 3, and 4 show the perplexity and runtime of models using the sinusoidal, rotary T5 bias, and ALiBi position methods when extrapolating to sequences longer than the ones they were trained on. The models used in these tables were trained on $L = 512, 1024$ and 3072 tokens.
Table 2: The sinusoidal, rotary, T5 bias and ALiBi models trained on $L = 512$ on WikiText-103 and evaluated with different values of $L_{\text{valid}}$ on the validation set. **Bold** shows the best score for each model. Inference speeds (in words per second) are from inference on a GPU with batch size of one.

| Inputs | Sinusoidal | Rotary | T5 Bias | ALiBi |
|-------|-----------|--------|---------|-------|
|       | PPL (↓)   | WPS (↑)| PPL (↓) | WPS (↑)| PPL (↓) | WPS (↑)| PPL (↓) | WPS (↑)|
| 512   | 20.05     | 15046  | 20.07   | 10839 | 19.65   | 11724 | 19.73   | 14726 |
| 513   | 19.98     | 14925  | 20.01   | 10806 | 19.57   | 10491 | 19.62   | 14965 |
| 522   | 19.93     | 15116  | 20.02   | 11295 | 19.57   | 9970  | 19.64   | 15316 |
| 532   | **19.91** | 15358  | 19.98   | 10854 | 19.53   | 10382 | 19.61   | 15383 |
| 542   | **19.91** | 15076  | 19.94   | 10795 | 19.47   | 12270 | 19.57   | 15301 |
| 552   | **19.91** | 16394  | 19.93   | 12267 | 19.47   | 13000 | 19.54   | 16540 |
| 562   | **19.91** | 16646  | 19.87   | 12481 | 19.39   | 12201 | 19.49   | 16385 |
| 572   | 19.95     | 16934  | 19.83   | 12668 | 19.36   | 12851 | 19.46   | 16881 |
| 582   | 20.13     | 16961  | 19.88   | 12594 | 19.41   | 13904 | 19.48   | 17064 |
| 592   | 20.18     | 17243  | 19.84   | 13007 | 19.36   | 13706 | 19.43   | 17289 |
| 602   | 20.40     | 17502  | 19.81   | 12788 | 19.33   | 14102 | 19.38   | 17141 |
| 612   | 20.59     | 17637  | 19.81   | 12601 | 19.27   | 14573 | 19.38   | 17661 |
| 622   | 24.86     | 15614  | **19.79** | 12676 | 19.10   | 13818 | 19.14   | 15637 |
| 632   | 30.82     | 17151  | 20.17   | 13954 | 18.94   | 14377 | 18.99   | 17210 |
| 642   | 37.42     | 17200  | 20.73   | 13887 | 18.86   | 15345 | 18.88   | 17619 |
| 652   | 43.54     | 16304  | 21.37   | 13759 | 18.79   | 14240 | 18.73   | 16059 |
| 662   | 50.36     | 16424  | 22.01   | 13891 | **18.77** | 14014 | 18.68   | 16659 |
| 672   | 58.01     | 17294  | 23.02   | 15245 | 18.87   | 14589 | 18.67   | 17372 |
| 682   | 63.62     | 15314  | 23.93   | 13698 | 18.84   | 13138 | 18.60   | 15698 |
| 692   | 70.75     | 15663  | 24.81   | 13928 | 18.87   | 12857 | 18.59   | 15860 |
| 712   | 76.23     | 15812  | 25.99   | 14248 | 18.91   | 13752 | 18.52   | 16225 |
| 722   | 132.41    | 15254  | 31.58   | 13456 | 20.41   | 9948  | 18.41   | 15204 |
| 732   | 178.97    | 13293  | 35.54   | 11850 | 22.91   | 7847  | 18.40   | 13329 |
| 742   | 209.37    | 11767  | 39.15   | 10485 | 25.91   | 6146  | 18.41   | 11738 |
| 752   | 240.44    | 10168  | 43.14   | 9020  | 29.54   | 5309  | 18.36   | 9986  |
| 762   | 271.40    | 9052   | 47.81   | 8108  | 34.48   | 4680  | 18.35   | 9022  |
| 772   | 293.02    | 8315   | 51.12   | 7483  | 39.29   | 4102  | 18.33   | 8324  |
| 782   | 305.65    | 7259   | 54.98   | 6718  | 43.08   | 3660  | 18.34   | 7366  |
| 792   | 336.02    | 6672   | 57.85   | 6211  | 48.90   | 3370  | 18.34   | 6555  |
| 802   | 341.53    | 6126   | 60.77   | 5575  | 52.95   | 3010  | 18.32   | 6030  |
| 812   | 362.74    | 5994   | 66.62   | 5445  | 61.38   | 2873  | 18.32   | 5882  |
| 822   | 373.17    | 5421   | 69.70   | 4988  | 64.94   | 2602  | **18.31** | 5287 |
| 832   | 382.91    | 5174   | 73.27   | 4692  | OOM     | -     | **18.31** | 4962 |
| 842   | 399.98    | 4351   | 75.52   | 4103  | OOM     | -     | **18.31** | 4352 |
| 852   | 406.01    | 4291   | 79.25   | 3969  | OOM     | -     | **18.31** | 4289 |
Table 3: The sinusoidal, rotary, T5 bias and ALiBi models trained on $L = 1024$ on WikiText-103 and evaluated with different values of $L_{\text{valid}}$ on the validation set. **Bold** shows the best score for each model. Inference speeds (in words per second) are from inference on a GPU with batch size of one.

| Inputs | Sinusoidal | Rotary | T5 Bias | ALiBi |
|--------|------------|--------|---------|-------|
|        | PPL (↓)    | WPS (↑)| PPL (↓) | WPS (↑)| PPL (↓) | WPS (↑)| PPL (↓) | WPS (↑) |
| 1024   | 19.34      | 17002  | 19.33   | 14690  | 18.80   | 14973  | 18.66   | 16951   |
| 1025   | 19.33      | 16630  | 19.34   | 14423  | 18.82   | 14635  | 18.67   | 16690   |
| 1034   | 19.27      | 16589  | 19.28   | 14351  | 18.74   | 14435  | 18.60   | 16707   |
| 1044   | 19.26      | 16760  | 19.27   | 14491  | 18.72   | 14644  | 18.60   | 16667   |
| 1054   | 19.23      | 16747  | 19.26   | 14503  | 18.71   | 14800  | 18.58   | 16833   |
| 1064   | 19.21      | 16676  | 19.22   | 14623  | 18.70   | 14498  | 18.55   | 16941   |
|        | **19.19**  | 16879  | 19.19   | 14464  | 18.65   | 14670  | 18.49   | 16936   |
| 1074   | 19.22      | 16942  | 19.23   | 14650  | 18.70   | 14607  | 18.56   | 17090   |
| 1094   | 19.24      | 16771  | 19.22   | 14629  | 18.69   | 14517  | 18.54   | 16880   |
| 1104   | 19.28      | 16870  | 19.27   | 14837  | 18.69   | 14635  | 18.52   | 17009   |
| 1114   | 19.29      | 16795  | 19.27   | 14879  | 18.69   | 14540  | 18.52   | 17050   |
| 1124   | 19.26      | 17312  | **19.18** | 15121 | 18.62   | 14480  | 18.46   | 17571   |
| 1224   | 20.54      | 17901  | 19.38   | 15584  | 18.58   | 14956  | 18.40   | 18013   |
| 1324   | 23.13      | 16308  | 19.96   | 14386  | 18.52   | 13726  | 18.33   | 16422   |
| 1424   | 26.45      | 16217  | 21.27   | 14385  | 18.48   | 13516  | 18.28   | 16121   |
| 1524   | 29.82      | 16377  | 22.59   | 14693  | 18.42   | 13587  | 18.22   | 16659   |
| 1624   | 34.27      | 15928  | 24.34   | 14228  | 18.40   | 12979  | 18.17   | 16053   |
| 1724   | 38.24      | 16640  | 25.66   | 14686  | 18.35   | 12976  | 18.15   | 16607   |
| 1824   | 42.23      | 16840  | 27.63   | 14918  | **18.30** | 13071 | 18.08   | 16846   |
| 1924   | 46.46      | 15071  | 29.64   | 13452  | 18.31   | 11843  | 18.08   | 15118   |
| 2024   | 51.09      | 15591  | 31.17   | 13706  | 18.34   | 11906  | 18.05   | 15557   |
| 3024   | 96.46      | 13639  | 35.67   | 12256  | 18.62   | 8480   | 17.92   | 13668   |
| 4024   | 144.00     | 12441  | 44.30   | 11203  | 19.44   | 7443   | 17.95   | 12402   |
| 5024   | 182.31     | 11431  | 48.31   | 10324  | 20.47   | 6384   | **17.92** | 11394   |
| 6024   | 214.02     | 10238  | 54.78   | 9117   | 21.76   | 5577   | 18.01   | 10119   |
| 7024   | 261.86     | 8785   | 62.83   | 7950   | 23.64   | 4867   | 17.93   | 8779    |
| 8024   | 284.88     | 8132   | 64.91   | 7355   | 25.79   | 4377   | 17.96   | 8086    |
| 9024   | 310.04     | 7045   | 71.91   | 6380   | 27.54   | 3787   | 17.98   | 7001    |
| 10024  | 337.48     | 6633   | 77.70   | 6016   | 29.54   | 3582   | 17.97   | 6583    |
| 11024  | 358.43     | 5722   | 81.15   | 5219   | 31.94   | 3170   | 18.02   | 5641    |
| 12024  | 375.95     | 5560   | 87.51   | 5072   | 33.35   | 2940   | 18.01   | 5294    |
| 13024  | 393.57     | 4691   | 94.74   | 4383   | OOM    | -      | 17.98   | 4621    |
| 14024  | 403.52     | 4905   | 96.10   | 4546   | OOM    | -      | 18.01   | 4827    |
| 15024  | 431.66     | 4518   | 99.78   | 4170   | OOM    | -      | 17.96   | 4447    |
| 16024  | 453.32     | 4239   | 106.99  | 3878   | OOM    | -      | 17.98   | 4153    |
Table 4: The sinusoidal, rotary, T5 bias and ALiBi models trained on $L = 3072$ on WikiText-103 and evaluated with different values of $L_{\text{valid}}$ on the validation set. **Bold** shows the best score for each model. Inference speeds (in words per second) are from inference on a GPU with batch size of one.

| Inputs | Sinusoidal PPL (↓) | Rotary PPL (↓) | T5 Bias PPL (↓) | ALiBi PPL (↓) |
|--------|-------------------|----------------|-----------------|---------------|
| 3072   | 18.67             | 13380          | 18.57           | 12548         |
| 3073   | 18.67             | 13773          | 18.57           | 12474         |
| 3082   | 18.62             | 13741          | 18.54           | 12388         |
| 3092   | **18.60**         | 13742          | 18.48           | 12458         |
| 3102   | 18.65             | 13701          | 18.52           | 12365         |
| 3112   | 18.64             | 13809          | 18.51           | 12449         |
| 3122   | 18.68             | 13722          | 18.52           | 12432         |
| 3132   | 18.67             | 13825          | 18.54           | 12490         |
| 3142   | 18.69             | 13543          | 18.52           | 12230         |
| 3152   | 18.66             | 13520          | 18.56           | 12240         |
| 3162   | 18.71             | 13501          | 18.56           | 12253         |
| 3172   | 18.72             | 13563          | 18.55           | 12297         |
| 3272   | 18.87             | 13453          | 18.55           | 12148         |
| 3372   | 19.46             | 13533          | 18.50           | 12254         |
| 3472   | 20.55             | 13047          | 18.52           | 11868         |
| 3572   | 21.84             | 13128          | 18.50           | 11882         |
| 3672   | 23.04             | 13106          | 18.49           | 11859         |
| 3772   | 24.47             | 13287          | 18.54           | 11942         |
| 3872   | 25.85             | 12621          | **18.40**       | 11272         |
| 3972   | 27.21             | 12379          | 18.48           | 11151         |
| 4072   | 28.59             | 12178          | 18.59           | 11019         |
| 5072   | 45.53             | 11076          | 18.80           | 9887          |
| 6072   | 65.01             | 10114          | 19.50           | 9049          |
| 7072   | 85.96             | 8647           | 20.60           | 7861          |
| 8072   | 102.74            | 7755           | 21.60           | 6991          |
| 9072   | 125.99            | 6953           | 22.14           | 6360          |
| 10072  | 133.68            | 6646           | 23.21           | 6068          |
| 11072  | 161.29            | 5663           | 24.39           | 5158          |
| 12072  | 169.55            | 5567           | 26.70           | 5111          |
| 13072  | 189.43            | 5044           | 29.33           | 4658          |
| 14072  | 203.86            | 4915           | 32.21           | 4616          |
| 15072  | 221.14            | 4561           | 33.47           | 4292          |
| 16072  | 231.29            | 4382           | 34.51           | 4099          |
A.2 ALiBi RESULTS ON WIKI TEXT-103

Figure 8: The training speed and validation perplexity (with $L_{\text{valid}} = 3072$) for ALiBi models and the sinusoidal model trained with $L = 3072$. All our models trained on 512 or more tokens achieve better perplexity than the sinusoidal model even though all of them (except the $L = 3072$) require less time and memory to train.

Figure 8 depicts a cross section of Figure 4, showing our models with different train lengths and the sinusoidal baseline, all evaluated on $L_{\text{valid}} = 3072$ tokens. We observe that all our models with $512 \leq L < 3072$ are faster to train than the sinusoidal model with $L = 3072$, but they all achieve greater perplexity scores on the validation set. Our model with $L = 3072$ trains just as fast as the sinusoidal one but bests its score by more than one perplexity point; (the standard deviation for the the sinusoidal model with $L = 3072$ is 0.24).

Table 5 shows the perplexity values obtained when 8 different ALiBi models, trained on $L$ values between 64 and 3072, extrapolating to $L_{\text{valid}}$ values longer than the ones they were trained on. In addition, we present results for the sinusoidal, rotary and T5 bias models, with $L_{\text{valid}} = L$.

Table 5: Perplexity when ALiBi extrapolates on the WikiText-103 development set. *For results we present for the sinusoidal, rotary and T5 bias models, $L = L_{\text{valid}}$ (so we do not test the extrapolation abilities of those baselines here).

| ALiBi Evaluation Length | Train Length  | 64   | 128  | 256  | 512  | 1024 | 1536 | 2048 | 3072 |
|-------------------------|--------------|------|------|------|------|------|------|------|------|
| 64                      | 28.46        | 24.70| 22.88| 22.09| 21.73| 21.63| 21.59| 21.53|      |
| 128                     |              | 23.98| 21.70| 20.67| 20.36| 20.29| 20.31| 20.28|      |
| 256                     | -            |      | 21.29| 19.89| 19.29| 19.13| 19.10| 19.03|      |
| 512                     | -            |      |      | 19.73| 18.81| 18.50| 18.48| 18.40|      |
| 1024                    | -            |      |      |      | 18.66| 18.20| 18.05| 17.96|      |
| 1536                    | -            |      |      |      |      | 18.12| 17.90| 17.72|      |
| 2048                    | -            |      |      |      |      |      | 17.91| 17.64|      |
| 3072                    | -            |      |      |      |      |      |      | 17.60|      |

| Sinusoidal*             | 28.03        | 23.81| 21.45| 20.05| 19.34| 19.05| 18.87| 18.67|      |
| Rotary*                 |              |      |      |      | 20.07| 19.33|      |      |      |
| T5 Bias*                |              |      |      |      |      |      |      |      | 18.01|

Table 6 compares ALiBi to the sinusoidal, rotary and T5 bias baselines on the test set of WikiText-103, and Table 7 compares ALiBi to the current state of the art models on that test set.
Table 6: Test perplexity and runtime on WikiText-103 for two of our ALiBi models and models that use the sinusoidal, rotary and T5 bias methods.

| Model                  | Param. ↓ | Train Speed ↑ | Inference Speed ↑ | Valid ↓ | Test ↓ |
|------------------------|----------|---------------|-------------------|---------|--------|
| Sinusoidal, $L = 3072$ | 247M     | 15.3k         | 13.6k             | 18.67   | 19.38  |
| Rotary, $L = 3072$     | 247M     | 11.5k         | 12.2k             | 18.57   | 19.28  |
| T5 Bias, $L = 3072$    | 247M     | 4.3k          | 7.3k              | 18.01   | 18.73  |
| ALiBi $L = 512$, $L_{valid} = 3072$ | 247M     | 28.3k         | 13.6k             | 18.40   | 19.08  |
| ALiBi $L = 3072$, $L_{valid} = 3072$ | 247M     | 15.5k         | 13.6k             | 17.60   | 18.30  |

Table 7: Valid and test perplexity scores on WikiText-103 for two of our ALiBi models and models that use the sinusoidal, rotary and T5 bias methods with sliding window evaluation (§B and $S=512$ following (Baevski & Auli, 2018; Khandelwal et al., 2020; Press et al., 2021)). The sinusoidal model presents our results from training and inference with the model of Baevski & Auli.

| Model                                      | Param. ↓ | Valid ↓ | Test ↓ |
|--------------------------------------------|----------|---------|--------|
| Adaptive Inputs (Baevski & Auli, 2018)     | 247M     | 17.97   | 18.70  |
| Transformer-XL (Dai et al., 2019)          | 257M     | -       | 18.3   |
| Shortformer (Press et al., 2021)           | 247M     | 17.47   | 18.15  |
| Sandwich Transformer (Press et al., 2020)   | 247M     | -       | 17.96  |
| Staged Training (Press et al., 2021)       | 247M     | -       | 17.56  |
| Compressive Transformer (Rae et al., 2020)  | 329M     | -       | 17.1   |
| Routing Transformer (Roy et al., 2020)     | -        | -       | 15.8   |
| kNN-LM (Khandelwal et al., 2020)           | 247M     | 15.81   | 15.79  |
| Sinusoidal, $L = 3072$                     | 247M     | 17.95   | 18.67  |
| Rotary, $L = 3072$                         | 247M     | 17.98   | 18.72  |
| T5 Bias, $L = 3072$                        | 247M     | 17.37   | 18.12  |
| ALiBi $L = 512$, $L_{valid} = 3072$       | 247M     | 18.30   | 19.01  |
| ALiBi $L = 3072$, $L_{valid} = 3072$      | 247M     | 16.97   | 17.66  |

A.3 RESULTS ON THE TORONTO BOOK CORPUS

To ensure that our results are not specific to the WikiText-103 corpus, we next apply our model and the baselines to a different domain while using a similar model architecture and the same ALiBi slopes as those used in the previous subsection.

We emphasize that our set of slopes was chosen by running experiments on the WikiText-103 corpus, and here we apply that set of slopes to a model trained on a very different text domain. Throughout the entire process of developing this method, we ran only one set of experiments on this domain using the previously selected set of slopes.

Specifically, we use the Toronto BooksCorpus (Zhu et al., 2015), which has been used to train BERT (Devlin et al., 2019) (in conjunction with the English Wikipedia). The corpus is about 700M tokens (2.9 GB).

We use the same train/validation/test split as Khandelwal et al. (2020) and their tokenization, which uses BERT’s vocabulary of 29K byte-pair encodings. Since the vocabulary is much smaller than WikiText-103’s, we replace the adaptive word embedding and softmax of Baevski & Auli (2018) with a tied word embedding and softmax matrix (Press & Wolf, 2017; Inan et al., 2017).

Our results in Figure 9 and Table 8 replicate our success on the WikiText-103 dataset. Our model surpasses the sinusoidal baseline when trained on the same amount of input tokens ($L$) and, in
addition, our model is able to extrapolate to longer sequences at inference. This occurs even though our set of slopes was not tuned on this dataset. This result establishes the generality of ALiBi and the particular set of slopes we found and suggests that they may be used on different text domains without further hyperparameter tuning.

Tables 9 and 10 present the perplexities for our ALiBi models, the baselines, and the current state of the art on the Toronto BookCorpus validation and test sets. Our results here mirror our results on WikiText-103: we improve over the sinusoidal baseline even when AliBi is trained on fewer tokens.

Table 8: ALiBi models extrapolating on the Toronto BookCorpus development set. *For the results of the sinusoidal models, \( L = L_{\text{valid}} \) (so we do not test the extrapolation abilities of those models here).

| Train Length | Evaluation Length |
|--------------|-------------------|
|              | 512 | 1024 | 3072 |
| 512          | 14.29 | 13.64 | 13.55 |
| 1024         | - | 13.86 | 13.52 |
| 3072         | - | - | 13.15 |

Sinusoidal* 14.80 14.73 14.46

Table 9: Validation and test perplexities on the Toronto BookCorpus dataset.

| Model                  | Param. \( \downarrow \) | Valid \( \downarrow \) | Test \( \downarrow \) |
|------------------------|--------------------------|-----------------------|----------------------|
| Sinusoidal, \( L = 3072 \) | 247M                     | 14.46                 | 11.67                |
| ALiBi, \( L_{\text{train}} = 512, L_{\text{valid}} = 3072 \) | 247M                     | 13.55                 | 10.98                |
| ALiBi, \( L_{\text{train}} = 3072, L_{\text{valid}} = 3072 \) | 247M                     | 13.15                 | 10.73                |

A.4 Results on the CC100+RoBERTa Corpus

Table 11 compares our 1.3 billion parameter ALiBi models when extrapolating to two times the number of tokens that they were trained on. We use the sinusoidal model as our baseline, and train it for the same amount of time as we train the ALiBi model that we compare it to (and so since our ALiBi models run faster in this setting, the sinusoidal models complete less updates).
Table 10: Validation and test perplexities on the Toronto Book Corpus dataset with a sliding window (§B). Following (Baevski & Auli, 2018; Khandelwal et al., 2020; Press et al., 2020, 2021), we set the sliding window stride $S=512$.

| Model                  | Param. | Valid | Test |
|------------------------|--------|-------|------|
| kNN-LM (Khandelwal et al., 2020) | 247M   | 14.20 | 10.89 |
| Shortformer (Press et al., 2021) | 247M   | 13.40 | 10.88 |
| Sandwich (Press et al., 2020) | 247M   | -     | 10.83 |
| Staged Training (Press et al., 2021) | 247M   | 12.80 | 10.48 |
| Sinusoidal, L = 3072  | 247M   | 14.06 | 11.40 |
| ALiBi, $L = 512, L_{valid} = 3072$ | 247M   | 13.76 | 11.11 |
| ALiBi, $L = 3072, L_{valid} = 3072$ | 247M   | 12.70 | 10.40 |

Table 11: Perplexity, memory, and train time on the CC100+RoBERTa corpus for our ALiBi models and the sinusoidal baseline. We run our $L = 512$ (1024) model and the sinusoidal model with $L = 1024$ (2048) for the same amount of time. We show that our models achieve strong results even though they use 6–11% less memory.

| Training | Valid PPL ↓ |
|----------|-------------|
| Memory ↓ Updates | $L_{valid} = 1024$ | $L_{valid} = 2048$ |
| Sinusoidal, $L_{train} = 1024$ | 26.2 GB | 46.7k | 5.5k | 9.24 | - |
| ALiBi, $L_{train} = 512$ | 24.6 GB | 50.0k | 5.5k | 9.30 | - |
| Sinusoidal, $L_{train} = 2048$ | 29.3 GB | 44.2k | 5.9k | - | 9.01 |
| ALiBi, $L_{train} = 1024$ | 26.2 GB | 50.0k | 5.9k | - | 8.92 |

Table 12 compares our 1.3 billion parameter ALiBi models to the sinusoidal baselines, with and without extrapolation, with all models completing 50,000 updates.

| Training | Valid PPL ↓ |
|----------|-------------|
| Memory ↓ Updates | $L_{valid} = 512$ | $L_{valid} = 1024$ | $L_{valid} = 2048$ |
| Sinusoidal, $L_{train} = 512$ | 24.6 GB | 50.0k | 5.5k | 9.71 | 37.05 | 105.42 |
| ALiBi, $L_{train} = 512$ | 24.6 GB | 50.0k | 5.5k | 9.79 | 9.30 | 9.54 |
| Sinusoidal, $L_{train} = 1024$ | 26.2 GB | 50.0k | 5.9k | - | 9.15 | 48.85 |
| ALiBi, $L_{train} = 1024$ | 26.2 GB | 50.0k | 5.9k | - | 9.16 | 8.92 |
| Sinusoidal, $L_{train} = 2048$ | 29.3 GB | 50.0k | 6.7k | - | - | 8.83 |
| ALiBi, $L_{train} = 2048$ | 29.4 GB | 50.0k | 6.7k | - | - | 8.84 |

B Analysis

In this section we investigate why ALiBi works so effectively. We find that ALiBi’s decrease in perplexity when given longer sequences is largely explained by its improved avoidance of the early token curse. We hypothesize that future work building on ALiBi might achieve further gains by more efficiently exploiting longer histories.
B.1 Defining Sliding Window Evaluation and the Early Token Curse

The big gray cat sat on the mat

Figure 10: Sliding window evaluation (top; blue) compared to nonoverlapping evaluation (bottom; red) on a sequence of 8 words using a model with \( L_{\text{valid}} = 4 \). Nonoverlapping evaluation is much faster since it requires just two inference passes (as opposed to the five passes required by the sliding window approach). But the sliding window approach provides more context for each prediction.

**Sliding Window Inference** As mentioned in Section 2, nonoverlapping inference is commonly used to evaluate sequences longer than \( L \) (the number of tokens in each training subsequence). An alternative is to use a sliding window during evaluation (Baevski & Auli, 2018).

A stride \( S \) is picked between 1 and \( L - 1 \), and the window is advanced by \( S \) tokens after each forward pass. This means that \( L - S \) tokens from the previous subsequence are re-encoded, and only \( S \) new tokens are output. The advantage is that all outputs in each subsequence after the first have at least \( L - S \) previous tokens to condition on. However, since tokens must be re-encoded multiple times, this approach is much slower than the nonoverlapping one. When \( S = 1 \), we output one token every inference pass, each using the maximal context window that the model can handle; however, this is the slowest approach. Figure 10 is a visualization of the nonoverlapping and sliding window evaluation approaches.

We use sliding window inference as a tool to analyze our models, but we note that it is normally prohibitively slow in practice (Press et al., 2021).

**Early Token Curse** Splitting an evaluation set into subsequences means that predictions occurring early in each subsequence cannot access many previous context tokens (appearing at the end of the previous subsequence). The result, referred to as the *early token curse* (Press et al., 2021), increases (i.e., degrades) perplexity scores. A workaround is to evaluate the model using a sliding window, giving each prediction more context. This solution is slow since it requires many more forward passes of the model.

B.2 Extrapolation reduces the Early Token Curse

We presented results showing that our ALiBi method (and, to a lesser extent, the T5 bias) allows LMs to extrapolate during inference. Two reasons could explain why these methods enable LMs to achieve better perplexity given longer input subsequences:

1. Performance improves because the models can use longer contexts to make more accurate predictions. For example, the average article length in the WikiText-103 corpus is about 3600 tokens; therefore, if a model trained on \( L = 512 \) tokens extrapolates to \( L_{\text{valid}} = 3072 \) tokens during inference and achieves better results, that might be because it can spot patterns occurring across more than 512 tokens.

2. Performance improves because longer input sequences mean the early token curse is reduced. For example, during nonoverlapping evaluation on sequences of length \( L_{\text{valid}} = 1000 \), 10% of predictions have 100 tokens of context or less. If we rerun nonoverlapping evaluation on that model with \( L_{\text{valid}} = 2000 \) tokens, now only 5% of predictions have 100 tokens of context or less.

---

12 Nonoverlapping inference can be viewed as sliding window inference with stride \( L \).
tokens of context or less. So, by simply being able to handle longer sequences, a model can substantially reduce the early token curse and improve performance.\(^\text{13}\)

To better understand what might be occurring, we re-evaluate the development set of WikiText-103 with our models and the sinusoidal baseline with \(L = 512, 1024, 3072\). However, this time we use sliding window evaluation with a stride of \(S = 1\), meaning that we move the sliding window just one token after every inference pass, giving each prediction the maximum number of context tokens that the model can use.

![ALiBi and Sinusoidal Evaluation (w/ Sliding Window) on WikiText-103](image)

**Figure 11:** ALiBi models evaluated on different input lengths on WikiText-103 with sliding window evaluation (with stride \(S = 1\)). Unlike results shown in Figure 4 where performance improves in each of our models as we increase the validation sequence length, here performance stays relatively flat as we increase \(L_{\text{valid}}\). This might mean that ALiBi increases performance when \(L_{\text{valid}} > L\) not because it uses longer contexts, but because fewer tokens suffer from the early token curse. Note that as in \(\S 2\), the perplexity of the sinusoidal model explodes when \(L_{\text{valid}} > L\) even when using sliding window evaluation.

The results are shown in Figure 11 and in the corresponding Tables 13 (sinusoidal) and 15 (ALiBi). Unsurprisingly, for the sinusoidal model, as in \(\S 2\), increasing \(L_{\text{valid}}\) causes an explosion in perplexity even when using sliding window evaluation. Our ALiBi models cannot improve perplexity when looking at longer sequences in this setting, but they keep perplexity flat when \(L_{\text{valid}}\) increases.

This leads us to believe that our perplexity improvement when increasing \(L_{\text{valid}}\) and using nonoverlapping evaluation is caused by explanation 2, not explanation 1. Because sliding window evaluation provides long context windows for every prediction made, it curtails the early token curse. In this setting, ALiBi’s performance remains flat when \(L_{\text{valid}}\) increases, leading us to hypothesize that the gains seen while increasing \(L_{\text{valid}}\) in \(\S 4\) were the result of larger \(L_{\text{valid}}\) values mitigating the early token curse.

Our ALiBi results mirror what occurs in the model using the T5 bias: when using sliding window evaluation, perplexity remains relatively flat when evaluating longer sequences (see Table 14).

Our analysis reveals that when \(L_{\text{valid}} > L\), ALiBi might not be using contexts longer than the ones it was trained on. This highlights a research direction that could be pursued in future work.

These findings do not lessen the value of ALiBi. When \(L_{\text{valid}} = L\), ALiBi achieves either superior or similar results to the sinusoidal method and other alternatives even though it is simpler and requires no learned parameters. When evaluating \(L_{\text{valid}} > L\) tokens, even if ALiBi does not attend to more than \(L\) tokens, it yields better results than the other alternatives that can be used in this case, i.e., standard nonoverlapping inference (which is cheap, but does not perform as well) and the more accurate sliding window approach (which is very slow).

\(^{13}\)100 tokens is an arbitrary small number used here to represent a short history context, i.e., one in which making predictions for the next output token would be harder.
Table 13: Perplexities of the **sinusoidal** models evaluated with sliding window evaluation with stride $S = 1$ on the WikiText-103 validation dataset.

| Train Length | Evaluation Length ($S = 1$) | 512 | 1024 | 1536 | 2048 | 3072 |
|--------------|-------------------------------|-----|------|------|------|------|
| 512          |                               | 18.35 | 204.42 | 264.74 | 306.19 | 360.12 |
| 1024         |                               | -     | 18.05 | 206.55 | 302.6 | 393.71 |
| 3072         |                               | -     | -    | -     | -    | 18.03 |

Table 14: Perplexities of the **T5 bias** models evaluated with sliding window evaluation with stride $S = 1$ on the WikiText-103 validation dataset.

| Train Length | Evaluation Length ($S = 1$) | 512 | 1024 | 1536 | 2048 | 3072 |
|--------------|-------------------------------|-----|------|------|------|------|
| 512          |                               | 17.92 | 18.51 | 20.36 | 22.62 | 30.77 |
| 1024         |                               | -     | 17.65 | 17.87 | 18.51 | 20.66 |
| 3072         |                               | -     | -    | -    | -    | 17.41 |

Table 15: Perplexities of the **ALiBi** models evaluated with sliding window evaluation with stride $S = 1$ on the WikiText-103 validation dataset.

| Train Length | Evaluation Length ($S = 1$) | 512 | 1024 | 1536 | 2048 | 3072 |
|--------------|-------------------------------|-----|------|------|------|------|
| 512          |                               | 17.98 | 17.92 | 18.2 | 18.28 | 18.3 |
| 1024         |                               | -     | 17.46 | 17.47 | 17.62 | 17.92 |
| 3072         |                               | -     | -    | -    | -    | 16.96 |