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FNet: A Two-Stream Model for Detecting Adversarial Attacks against 5G-Based Deep Learning Services
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With the extensive application of artificial intelligence technology in 5G and Beyond Fifth Generation (B5G) networks, it has become a common trend for artificial intelligence to integrate into modern communication networks. Deep learning is a subset of machine learning and has recently led to significant improvements in many fields. In particular, many 5G-based services use deep learning technology to provide better services. Although deep learning is powerful, it is still vulnerable when faced with 5G-based deep learning services. Because of the nonlinearity of deep learning algorithms, slight perturbation input by the attacker will result in big changes in the output. Although many researchers have proposed methods against adversarial attacks, these methods are not always effective against powerful attacks such as CW. In this paper, we propose a new two-stream network which includes RGB stream and spatial rich model (SRM) noise stream to discover the difference between adversarial examples and clean examples. The RGB stream uses raw data to capture subtle differences in adversarial samples. The SRM noise stream uses the SRM filters to get noise features. We regard the noise features as additional evidence for adversarial detection. Then, we adopt bilinear pooling to fuse the RGB features and the SRM features. Finally, the final features are input into the decision network to decide whether the image is adversarial or not. Experimental results show that our proposed method can accurately detect adversarial examples. Even with powerful attacks, we can still achieve a detection rate of 91.3%. Moreover, our method has good transferability to generalize to other adversaries.

1. Introduction

Deep learning has recently led to significant improvements in many fields, such as computer vision [1–3], speech recognition [4, 5], and natural language processing [6, 7]. With the continuous development of 5G communication and artificial intelligence technology, the two have developed from mutual independence to deep integration. The artificial intelligence promotes the intelligent development of the communication network itself, and the industry widely believes that 5G and artificial intelligence are general-purpose technologies (GPTs) [8]. Many have explored the application of artificial intelligence in 5G communication in the form of investigation or empirical research [9, 10]. Under this trend, communication artificial intelligence has developed rapidly and vigorously. For example, Chinese operators provide services to users and partners by AI center [11]. The AI center is based on artificial intelligence algorithms, encapsulates scene-oriented services, and provides applications and services in customer sales and customer service.

Although deep learning is powerful, there are security risks in deep learning services provided by neural network models. For example, in customer sales services deployed on 5G platforms, the main application of artificial intelligence technology is image classification. This service effectively recognizes the image data through the image classification model. Although the image classification model provides great convenience for users, the inherent fragile of deep learning is a weakness of the service. Recent studies [12, 13]
have shown that an attacker can create adversarial samples by adding small disturbances to the original data. The disturbances are very small, and they are almost invisible to the human eye. If the attacker inputs adversarial samples into the recognition model, the model will not correctly recognize the samples.

The deep learning model deployed on the 5G platform provides intelligent image recognition services. Hackers attack the deep learning model, causing errors in the deployed image recognition service. Specifically, the attacker adds a small disturbance to the original input to cause a huge change in the output of model. Most adversarial attacks currently existing are aimed at image classification. To ensure the security of 5G-based deep learning services, we mainly research the detection method of adversarial samples to protect against image classification models. Although methods [14–17] are proposed to detect adversarial examples, these methods always fail when faced with a powerful attack like the CW. To solve the adversarial attack on the image classification service based on the 5G platform, we mainly research the detection method of adversarial samples. In our method, we regard adversarial disturbances as special noise features that could provide additional evidence for adversarial sample detection. Since adversarial disturbance and image steganography both modify the picture directly, destroying the correlation between the original image pixels, we can apply the method of steganalysis to the field of adversarial sample detection. In fact, Goodfellow et al. also proposed that adversarial attacks can be regarded as accidental steganography [18].

In this paper, we use rich features extracted from the spatial rich model (SRM) [19] to help the deep learning model for detecting adversarial examples. The SRM is a traditional approach to extract noise features in steganalysis [20]. The emergence of steganography promoted the development of steganalysis. Steganography is to add secret information to the original carrier, making the information hidden in the carrier difficult to detect [21]. The steganography of the picture changes the pixel value of the picture, which will destroy the correlation between adjacent pixels of the original image. Therefore, steganalysis can be performed according to this. Steganalysis determines whether the image has steganalysis by modeling the correlation between adjacent pixels of the image. Traditional steganalysis algorithms are based on manual feature extraction. After continuous research by many scholars, SRM has been able to extract 30,000 multidimensional features from the data through improved high-pass filters (HPFs) [22]. The design of these high-pass filters is mostly based on experience. SRM uses 30 different pixel predictors. The pixel predictor is linear or nonlinear. Each linear predictor is a shift-invariant finite-impulse response filter which is described by a kernel matrix \(K^{\text{pred}}\). The residual \(R\) is a matrix which has the same dimension as \(Y\):

\[
R = K^{\text{pred}} \ast Y - Y \triangleq K \ast Y, \quad (1)
\]

where the symbol \(\ast\) denotes the convolution with \(Y\) mirrorpadded. Thus, \(R\) has the same dimension as \(Y\).

There are six types of residuals: first-order, second-order, third-order, SQUARE, EDGE 3 × 3, and EDGE 5 × 5 [19]. Table 1 shows the calculation methods of first-order, second-order, and third-order linear residuals. For example, one simple linear residual is \(R_{ij}^{0} = y_{ij+1} - y_{ij}\), which is the difference between a pair of horizontally adjacent pixels. In this case, the residual kernel is \(K = (-1, 1)\), which means that the pixel value is predicted as its horizontally neighboring pixel. We can use this method to extract the noise features of other directions.

SQUARE, EDGE 3 × 3, and EDGE 5 × 5 linear residuals use more directional neighborhood pixels in their calculations. Tables 2 and 3 show SQUARE, EDGE 3 × 3, and EDGE 5 × 5 SRM filter kernels.

Our model consists of a two-stream network and a decision network. The RGB stream is used to capture subtle differences, such as contrast differences of a RGB image. The SRM noise stream is used to capture the noise inconsistency between clean samples and adversarial samples. We use 30 typical SRM filters to extract noise features from adjacent pixels. The noise features are used as the SRM noise input of the two-stream model. Then, we use bilinear pooling [23] to fuse the features extracted from the two streams. Bilinear pooling used for it can fuse the features of the two streams while preserving spatial information. Finally, we use the fully connected layer as a decision network to detect adversarial samples.

Our contributions are summarized as follows:

1. To improve the security of 5G-based deep learning services, we propose a new two-stream adversarial example detection model and perform end-to-end training. This method can obtain rich feature information from noise features and provide additional evidence for adversarial example detection. Even with a powerful CW attack, we can still achieve a detection rate of 91.3%.

2. We choose the spatial rich model (SRM) to generate linear and nonlinear noise features. The 30 SRM filters could amplify the difference in the noise domain and get additional rich information to help detect adversarial samples.

The rest of this paper is organized as follows. Section 2 describes the related work about adversarial sample attacks and against deep learning models. Section 3 introduces the proposed two-stream network. Section 4 analyzes the experimental results. Finally, Section 5 concludes the paper.

2. Related Work

We briefly review the related work in adversarial attack and adversarial defense in this section.

2.1 Security Issues of 5G-Based Deep Learning Services.

Due to the inherent vulnerability of neural networks, 5G-based deep learning services face the same threat of adversarial attacks. Deep learning (including deep reinforcement learning) is vulnerable to adversarial examples
Carlini and Wagner [27] proposed the CW method to generate adversarial examples. CW is an adversarial example attack algorithm based on objective function optimization. It restricts the $L_\infty$, $L_2$, and $L_0$ norms to make the disturbance undetectable. Experiments show that defensive distillation is completely unable to defend against these three kinds of attacks. The CW method is a strong attack which is difficult to defend.

2.3. Deep Learning Defense. Recent research [29] has shown that adversarial examples not only mislead classifiers in electronic data but also have the same effect in the physical world. In view of the great harm of adversarial examples, many scholars have studied the defense of adversarial examples.

The adversarial training proposed by GoodFellow et al. [18] is an earlier measure to defend against samples. The main method is to train the adversarial samples and the normal samples simultaneously in the training stage to enhance the robustness of the model. However, confrontational training requires a large number of adversarial examples to ensure a high detection rate, which will lead to huge training costs.

Hinton et al. [15] first introduced the distillation defense method for small models to imitate large models. Later, Papernot et al. [30] adopted the distillation method to defend adversarial samples. This method makes the decision boundary of the model smoother and can effectively defend against the adversarial samples generated by FGSM, BIM, and other algorithms. Compared with adversarial training, its training cost is lower. However, this method is not effective against CW attacks.

Dziugaite et al. [16] studied the defensive effect of JPG feature compression against FGSM attacks. The limitation of this defense method is that large-scale compression which will lead to the decline of the accuracy of legal sample classification. For the sample with large interference, it is not enough to eliminate interference.

Due to the difficulty of reclassification of antagonistic samples, many researchers turn to the detection of adversarial samples.

Liang et al. [17] proposed an adversarial sample detection method based on adaptive denoising. In this method, antagonistic interference is regarded as artificial noise, and noise reduction technology is used to reduce its adversarial effect. Liu et al. [31] proposed to apply steganalysis to detect adversarial examples. This work found a relevant connection between computer vision and adversarial examples of steganalysis. Feinman et al. [32] proposed a method to detect adversarial examples using the Bayesian uncertainty of the network and the method of kernel density estimation.

2.4. Proposed Method. We designed a two-stream network to detect adversarial examples. As shown in Figure 1, the RGB stream directly uses the RGB image for input and the SRM stream uses the noise features extracted by the SRM filter as the input. Then, we use bilinear pooling to fuse

| Table 1: The SRM linear residual filters, where $R^h_{ij}$ denotes the linear residual of pixel at the position $(i, j)$ in horizontal direction and $y_{ij}$ the pixel at the position $(i, j)$. |
|-----------------|---|---|
| Residual type   | HPF | Linear residual |
| First-order     | (1, -1) | $R^h_{ij} = y_{ij+1} - y_{ij}$ |
| Second-order    | (1, -2, 1) | $R^h_{ij} = y_{ij-1} - 2y_{ij} + y_{ij+1}$ |
| Third-order     | (1, -3, 3, -1) | $R^h_{ij} = y_{ij-1} - 3y_{ij} + 3y_{ij+1} - y_{ij+2}$ |

| Table 2: The SQUARE SRM filter kernels. |
|----------------------------------------|
| $[-1 2 -2 2 -1]$                       |
| $[2 -6 8 -6 2]$                        |
| $[2 -8 8 -12 8 -2]$                    |
| $[-1 2 -2 2 -1]$                       |

| Table 3: The EDGE SRM filter kernels. |
|--------------------------------------|
| $[-2 2 -1]$                          |
| $[8 -6 2]$                           |
| $[-12 8 -2]$                         |
| $[2 -6 2]$                           |
| $[-2 2 -1]$                          |

[24]. These modified inputs can trick the model into making the wrong decision. Hackers may use this vulnerability to attack services based on deep learning [25]. Adversarial attacks can be divided into black-box attacks and white-box attacks. The black-box attack can only obtain the identification result of the inputs through the API interface of the platform but cannot get the internal parameters of the model. The white-box attack can get all the parameters of the neural network model deployed on the platform. Therefore, white-box attacks also represent the highest level of attack.

2.2. Deep Learning Attack. The deep learning algorithm is a weakness of deep learning services based on 5G. Because of the inherent vulnerability of neural networks [26], a small adversarial disturbance can cause a huge change in the output of the model. In addition, scholars have proposed attacks on the model optimization process and regularization process [27, 28].

Goodfellow et al. [18] proposed fast gradient notation (FGSM) to generate adversarial examples. The main idea of FGSM is to make the disturbance direction consistent with the gradient direction to maximize the change in the loss function value and then maximize the change in the classification result of the classifier.

Moosavi-Dezfooli et al. [28] proposed DeepFool to find the shortest distance from the clean images to the decision boundary of the adversarial images. DeepFool is a non-targeted attack method to generate an adversarial example by iteratively perturbing an image. Experiments show that the DeepFool method produces less interference than FGSM and has similar fool rates.
the features extracted by the two CNNs. Finally, we input the final features into the decision network for classification. In addition, our trained model maintains a good detection rate against the adversarial examples generated by black-box models.

2.5. SRM Feature Extraction. Both adversarial attacks and steganography on images make perturbations on the pixel values, which alter the dependence between pixels. However, steganalysis can effectively detect modifications caused by steganography via modeling the dependence between adjacent pixels in natural images. So, we can also take advantage of steganalysis to identify deviations due to adversarial attacks. Inspired by the work of Liu [31] and Zhou [33], we decided to use the SRM filter to amplify the local noise disturbance of the image and use it as additional evidence to assist the decision-making network.

Although the work of Liu et al. [31] has used the SRM filter for adversarial sample identification and proved the effectiveness of the method, these works only consider the linear SRM noise features. In our work, we simulated the manual extraction method of SRM linear residuals. The linear residuals are obtained by convolving the image with a high-pass filter with a shift-invariant kernel. Specifically, we used 30 basic SRM filters and then convolved this convolution kernel with the original image to gather the basic noise features. The definition of residual filters is shown in Tables 1–3. Further, we divided the filters into five categories: first-order, second-order, third-order, SQUARE $3 \times 3 + \text{EDGE} 3 \times 3$, and SQUARE $5 \times 5 + \text{EDGE} 5 \times 5$. The number of filters for each category is 8, 4, 8, 5, and 5, according to the different directions of pixel feature extraction. Specifically, for the first- and third-order, we used 8 filters to extract pixel features in eight directions $\{\uparrow, \downarrow, \leftarrow, \rightarrow, \searrow, \nwarrow, \nearrow, \swarrow\}$; for the second-order, EDGE $3 \times 3$, and EDGE $5 \times 5$, 4 filters were used to extract pixel features in four directions $\{\uparrow, \downarrow, \leftarrow, \rightarrow\}$; for SQUARE $5 \times 5$ and SQUARE $5 \times 5$, we used 1 filter to extract pixel features. Based on the point view of more comprehensive characteristics of SRM’s nonlinear residual statistical characteristics, we used the linear residual features obtained by SRM filters in the spatial domain to obtain nonlinear residual features by nonlinear processing.

We take the features extracted by the second-order SRM filter as an example to introduce how to obtain nonlinear residual features. First, we can predict pixel $Y_{ij}$ from its horizontal or vertical neighboring pixels, thus obtaining 2 horizontal and 2 vertical residuals. Second, we can use these 4 residuals to compute 2 nonlinear “minmax” residuals as follows:

$$
R_{ij}^{(\max)} = \max\left(R_{ij}^{-}, R_{ij}^{+}, R_{ij}^{\uparrow}, R_{ij}^{\downarrow}\right), \\
R_{ij}^{(\min)} = \min\left(R_{ij}^{-}, R_{ij}^{+}, R_{ij}^{\uparrow}, R_{ij}^{\downarrow}\right).
$$

The other four types of nonlinear residual features are calculated in the same way. In this way, the nonlinear residual features of the 10 channels are obtained. Finally, we get the linear features of 30 channels and the nonlinear
features of 10 channels. Then, we combine the nonlinear and linear features to get noise features of 40-channel as the input of the noise stream.

2.6. Two-Stream Network. We adopt a two-stream network with RGB stream and spatial rich model (SRM) noise stream to detect adversarial images. The model structure designed is shown in Figure 1. The role of the RGB input in our network is to catch significant disturbances. However, for tampered images that have been carefully processed to hide stitching boundaries and reduce contrast differences, it will be difficult to accomplish the task using RGB streams alone. In addition, when generating adversarial samples, we often use the $L_\infty$ norm to restrict adversarial disturbances. Therefore, the generated adversarial sample disturbances are often invisible to the human eye. In this case, it is difficult to complete the detection of antagonistic samples only by relying on the RGB stream. Inspired by the work of Liu [31] and Zhou [33], we adopt SRM noise features as additional evidence to determine whether the input image is adversarial or not.

In our model, we used RGB stream to simulate visual tampering and detect image disturbance with large disturbance; SRM noise stream is used to extract and amplify noise features by SRM filters, which is used as the additional evidence for adversarial image detection (see Table 4 for the specific network structure). In the structure of the SRM noise stream network, we add an ABS layer to reduce the influence of symbols on the model decision. Then, we use bilinear pooling [23] to fuse the SRM noise stream and the RBG stream. Bilinear pooling is proposed for the fine-grained classifier. It has two CNN network structures, and the features extracted by the two CNN networks are fused through bilinear pooling. After the fused features pass through a decision network consisting of two fully connected layers, the final predicted result is obtained (see Figure 1). We use cross-entropy loss that leads to the following objective function:

$$L = L_{\text{cross}} (f_D (BP (f_{\text{RGB}} (x), f_N (f_{\text{SRM}} (x)))), y),$$

where $x$ is the input image, $y$ is $x$’s label, $f_{\text{SRM}}$ denotes the SRM network with fixed weights, $f_{\text{RGB}}$ and $f_N$ are the RGB stream network and the noise stream network, $BP$ denotes the bilinear pooling, $f_D$ denotes the decision network, and $L_{\text{cross}}$ denotes the cross-entropy loss.

The model accepts $32 \times 32 \times 3$ (width $\times$ height $\times$ channels) images and inputs two types of labels. This model is trained by the SGD optimizer. The parameters of the SGD optimizer are set as follows: momentum = 0.9 and weight_decay = 0. The hyperparameters of the network are set as follows: $lr = 0.1$ and batch_size = 64, and the training is designed to be 100 epoch, and lr is automatically changed to 0.1 times the original value every 30 epoch.

3. Experiments

In this section, we present an experimental evaluation of our method and compare it with several detection methods.

3.1. Experimental Setting

3.1.1. Dataset. We evaluate the detection method on the CIFAR-10 dataset. The CIFAR-10 dataset contains 60,000 $32 \times 32$ color pictures, of which include 50,000 images for training and 10,000 images for testing.

For adversarial example datasets, we adopted three attack methods of FGSM, CW, and DeepFool. We used three methods to attack VGG16 [34], ResNet50 [35], and LeNet [36] and finally got 9 adversarial example datasets. For convenience, we named the adversarial example dataset generated by the VGG16 as “Adv-VGG16-Set.” We used the Adv-VGG16-Set to train the two-stream network model (FNet) and baseline models. The datasets generated by attacking ResNet50 and LeNet are used for black-box testing to test the models trained on Adv-VGG16-Set. The parameter settings of the three attack methods are shown in Table 5. Previous work showed that non-targeted attack is easier to succeed, results in smaller perturbations, and transfers better to different models. So, we tested our method by non-targeted adversarial examples.

3.1.2. Classifier. For the CIFAR-10 dataset, we trained three models: VGG16 [34], ResNet50 [35], and LeNet [36]. These models were trained by the SGD optimizer (momentum = 0.9; weight_decay = 0), and the hyper-parameters are set as follows: $lr = 0.01$, batch_size $= 64$, epoch $= 30$, and set lr to be multiplied by 0.1 times for every 10 epochs.

3.1.3. Baseline Models. We compared our method (FNet) with other detection methods including RGB-Net, SRM-Net, and KD + BU [32]. RGB-Net is a single-stream network that only inputs RGB images for judgment. It has the same network structure as the RGB stream part of the two-stream network we designed; similarly, SRM-Net only has the SRM part of our network. KD + BU [32] uses Bayesian uncertainty and model kernel density estimation to determine whether the sample is adversarial. For convenience, we use FNet to refer to our method.

3.1.4. Attack Methods. We adopted three attack methods from the Adversarial Robustness Toolbox designed by Microsoft [37]: FGSM [18], CW [27], and DeepFool [28]. For RGB-Net, SRM-Net, KD + BU, and FNet, we all used Adv-VGG16-Set for training. In training, we train a new detector using only one attack method each time.

3.1.5. Evaluation Metric. We use precision score, recall score, and area under ROC curve (AUC) score as the evaluation metric of the model [38]. The closer the AUC score is to 1, the larger the area under ROC curve and the better the model.

The calculation formula of the metric is as follows:
where TP denotes true positive rate, FP denotes false positive rate, and FN denotes false negative rate.

4. Experimental Results

On the CIFAR-10 dataset, Tables 6–8 show the precision and recall scores of different detection methods on the normal images and adversarial images. The bold values in tables represent the results of experiments conducted by our method (FNet). We can see that RGBNet and our method (FNet) have excellent effects in defending against both white-box attacks and black-box attacks. The precision score of FNet reaches 93.2% on adversarial images generated by DeepFool on VGG16. Experimental results show that it is difficult to detect adversarial examples generated by the CW method. SRM-Net is almost invalid against CW. KD + BU and RGB-Network achieve low scores when detecting CW. However, FNet improves KD + BU by more than 30%, and the precision score of FNet reaches 90.8% on detecting adversarial examples generated by CW. As we mention above, all detectors are trained on Adv-VGG16-Set. In addition, we can see that our method with good transferability can well detect adversarial samples generated by black models. SRM-Net and KD + BU are almost invalid against adversarial examples generated on black models, while the precision score of FNet reaches 90.1% against CW.

Figure 2 shows ROC curves of detection methods on CIFAR-10. The figures in the first row show the detector performance of the three attack methods of different detection methods on the adversarial samples generated by the white-box model (VGG16). We can see that the AUC score of FNet is from 0.963 to 0.976, and the AUC score of KD + BU is 0.795 to 0.837. The figures show that it is difficult to detect CW attack. The AUC score of SRM-Net is 0.525, and the AUC score of KD + BU is 0.795. Our method achieves the best performance when detecting the adversarial samples generated by the white-box model. The figures in the second and third rows show the detector performance of different methods on the adversarial samples generated by the black-box model. Experimental results show that the AUC score of FNet reaches 0.954. KD + BU and SRM-Net achieve low AUC score when detecting samples generated by the black-box model. The best AUC score of KD + BU is 0.715 when detecting DeepFool attack on ResNet.

Combining precision, recall, and AUC scores, RGBNet performs second to our method (FNet) and KD + BU ranks third. In Figure 2, we can clearly see that the performance of FNet is better than that of other detection
Table 6: Performance of normal images and their adversarial examples generated by FGSM on CIFAR-10.

| Model       | Method | Normal images | Adv images |
|-------------|--------|---------------|------------|
|             |        | Precision     | Recall     | Precision | Recall |
| White model | VGG16  | 0.896         | 0.928      | 0.864     | 0.807  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.748         | 0.773      | 0.643     | 0.926  | 0.868  | 0.868  |
| Black model | ResNet | 0.888         | 0.928      | 0.874     | 0.809  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.692         | 0.773      | 0.643     | 0.926  | 0.879  | 0.854  |
| LeNet       |        | 0.731         | 0.773      | 0.543     | 0.440  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.697         | 0.643      | 0.269     | 0.319  |

The bold values represent the results of experiments conducted by our method (FNet).

Table 7: Performance of normal images and their adversarial examples generated by CW on CIFAR-10.

| Model       | Method | Normal images | Adv images |
|-------------|--------|---------------|------------|
|             |        | Precision     | Recall     | Precision | Recall |
| White model | VGG16  | 0.912         | 0.856      | 0.843     | 0.903  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.539         | 1.000      | 0.000     | 0.000  |
|             |        | 0.852         | 0.525      | 0.000     | 0.000  |
| Black model | ResNet | 0.916         | 0.856      | 0.840     | 0.906  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.544         | 1.000      | 0.000     | 0.000  |
|             |        | 0.545         | 0.525      | 0.457     | 0.478  |
| LeNet       |        | 0.625         | 1.000      | 0.000     | 0.000  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.589         | 0.525      | 0.330     | 0.390  |
|             |        | 0.903         | 0.922      | 0.865     | 0.835  |

Table 8: Performance of normal images and their adversarial examples generated by DeepFool on CIFAR-10.

| Model       | Method | Normal images | Adv images |
|-------------|--------|---------------|------------|
|             |        | Precision     | Recall     | Precision | Recall |
| White model | VGG16  | 0.913         | 0.861      | 0.848     | 0.905  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.766         | 0.776      | 0.734     | 0.724  |
|             |        | 0.857         | 0.526      | 0.619     | 0.898  |
| Black model | ResNet | 0.917         | 0.861      | 0.845     | 0.907  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.649         | 0.776      | 0.650     | 0.498  |
|             |        | 0.554         | 0.526      | 0.466     | 0.495  |
| LeNet       |        | 0.868         | 0.944      | 0.926     | 0.828  |
|             |        | RGB-Net       | SRM-Net    | KDBU [32] | FNet   |
|             |        | 0.940         | 0.861      | 0.806     | 0.913  |
|             |        | 0.661         | 0.776      | 0.510     | 0.370  |
|             |        | 0.577         | 0.526      | 0.341     | 0.390  |
|             |        | 0.881         | 0.944      | 0.900     | 0.798  |

The bold values represent the results of experiments conducted by our method (FNet).
Figure 2: ROC curves of detection methods on CIFAR-10. We choose to display the ROC curves of detection methods on three different attacks. We can intuitively see that our method (FNet) is better than other methods in all cases.
methods in all cases. RGB-Net and KD + BU perform well when defending against white-box attacks, but they do not perform well against black-box attacks.

5. Conclusion

In this paper, we propose a two-stream model including RGB stream and SRM residual stream to improve the security of deep learning services based on 5G. We use 30 SRM filters to extract linear noise features and perform nonlinear processing to obtain rich features of 40 channels. We input these noise features into the network as additional evidence for detection. Experiments show that our method performs well against both black-box and white-box attacks. Moreover, our method has good transferability.

Although our method is effective to detect adversarial examples on images, the method is not effective on all types of data. The spatial rich model (SRM) feature extraction method is suitable for image data. Our two-stream network adopts SRM steganalysis to obtain features as additional evidence for adversarial detection, which is only effective for images. Therefore, our method is only effective for deep learning services which provide services such as image recognition. In the future work, we will explore more effective methods of adversarial sample detection and recovery.
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