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Abstract
This study investigated the neural dynamics associated with short-term exposure to different virtual classroom designs with different window placement and room dimension. Participants engaged in five brief cognitive tasks in each design condition including the Stroop Test, the Digit Span Test, the Benton Test, a Visual Memory Test, and an Arithmetic Test. Performance on the cognitive tests and Electroencephalogram (EEG) data were analyzed by contrasting various classroom design conditions. The cognitive-test-performance results showed no significant differences related to the architectural design features studied. We computed frequency band-power and connectivity EEG features to identify neural patterns associated to environmental conditions. A leave-one-out machine-learning classification scheme was implemented to assess the robustness of the EEG features, with the classification accuracy evaluation of the trained model repeatedly performed against an unseen participant’s data. The classification results located consistent differences in the EEG features across participants in the different classroom design conditions, with a predictive power (test-set accuracy: 51.5\%-61.3\%) that was significantly higher compared to a baseline classification learning outcome using scrambled data. These findings were most robust during the Visual Memory Test, and were not found during the Stroop Test and the Arithmetic Test. The most discriminative EEG features were observed in bilateral occipital, parietal, and frontal regions in the theta (4-8 Hz) and alpha (8-12 Hz) frequency bands. Connectivity analysis reinforced these findings by showing that there were changes in the transfer of information from centro-parietal to frontal electrodes in the different classroom conditions. While the implications of these findings for student learning are yet to be determined, this study provides rigorous evidence that brain activity features during cognitive tasks are affected by the design elements of window placement and room dimensions. The ongoing development of this EEG-based approach has the potential to strengthen evidence-based design through the use of solid neurophysiological evidence.
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1. INTRODUCTION

1.1. Overview and research objectives

The indoor environmental quality of classrooms has been linked to students' physical and mental health and learning outcomes. This includes factors such as the room’s lighting, color-scheme, maintenance level, noise level (Klatte et al., 2010), temperature (Mendell & Heath, 2005; Wargocki & Wyon, 2007), furniture quality and layout (Castellucci et al., 2017), air quality (Daisey et al., 2003), and the incorporation of connections to nature (Kidger et al., 2012; Ulrich, 2006). In addition to ambient environment variables, the design of the physical classroom, such as seating arrangement (Wannarka & Ruhl, 2008), seating type (Harvey & Kenyon, 2013), access to technology (Radcliffe, 2008), color (Engelbrecht, 2003), and building quality (Maxwell & Schechtman, 2012) have been shown to impact student attitudes, achievements, and behaviors, even when controlling for socioeconomic variables.

However, this prior literature on student health, behaviors, and outcomes has not focused as extensively on specific measurements of cognitive performance in relation to the indoor environmental features of classrooms. Cognitive performance refers to the fluency, efficiency, and accuracy of carrying out cognitive tasks (Demetriou et al., 2020). Higher cognitive performance indicates more effective reasoning, problem-solving, and decision-making skills, and has been associated with better information recall and long-term mental acuity (Salthouse, 2005). Researchers have shown that some environmental features, such as suboptimal thermal conditions and poor air quality, can impair cognitive performance, most likely through an interconnected combination of physical pathways and psychological distraction (Adam et al., 2008; Bandelow et al., 2010; Mäkinen et al., 2006; Martin et al., 2019; Morley et al., 2012; Parker et al., 2013; Spitznagel et al., 2009; Taylor et al., 2014; Zhang et al., 2019; Zhu, Liu, & Wargocki, 2020). The data on these readily measured environmental quality factors is compelling, but much less is known about the ways in which specific architectural features, such as room size, window locations, or furniture layout, may impair or improve cognitive performance.

The growing movement toward evidence-based approaches in architectural design has yielded promising results, but this is a challenging field in which to create scientifically robust studies (Cama, 2009; Edelstein & Macagno, 2012; Hamilton & Watkins, 2008). The current study’s approach is commensurate with an incipient neurocognitive direction in the field, in which researchers seek not only to gather solid behavioral and performance data but also to describe the underlying brain mechanisms that mediate human responses to architectural features (Vartanian et al., 2013). In recent years several “neuroarchitectural” studies have investigated brain responses to different architectural styles (Choo et al., 2017), contours (Vartanian et al., 2013), height and enclosure (Vartanian et al., 2015), architectural façade and landmark recognition (Rounds et al., 2020), interior space design (Banaei et al., 2017), lighting (Shin et al., 2015; Lu et al., 2020), ambient conditions (Choi, et al., 2015; Guan et al., 2020; Choi, et al., 2019), and color (Küller et al., 2009). Other researchers have taken a neural approach to examine the impact of the built environment on human memory (Sternberg, 2010, p. 147) and comparative human responses to built vs. natural environments (Banaei et al., 2017; Roe et al., 2013). In the context of the learning environment, Kim et al. (2020) used EEG measurement to investigate the effect of indoor thermal conditions on college students’ learning performance.

Due to a lack of opportunities (and the very high expense) for enacting precise architectural changes in real-world structures, the most scientifically robust studies in this area have been carried out by measuring participants’ neural responses while they view 2D images of architectural designs. As a result, the existing neurological research may not fully capture the relevant brain responses associated with experiencing an immersive three-dimensional environment (Coburn et al., 2017; Vecchiato et al., 2015). While virtual-reality (VR) experiences are also limited in their ability to mimic embodied engagements with architecture, they do allow for a more dynamic and immersive experience and a much
richer sense of presence, compared with 2D stimuli (Makransky et al., 2020). Research that uses an immersive, three-dimensional VR approach is thus likely to capture a more accurate reflection of brain responses to these environments compared to studying participants who are looking at two-dimensional pictures. The use of VR in the current study allowed the researchers to precisely adjust architectural variables in a way that would not be feasible in real-world contexts (Kalantari & Neo, 2020), for example by adding different window placements in an otherwise identical classroom. It also allowed us to hold constant other environmental variables that may strongly affect neural processes, such as temperature, noise, and air quality.

In a previous study from our group (Kalantari et al., 2021), we compared EEG data taken while participants completed cognitive tests in a real classroom vs. an identical virtual classroom. The results indicated that EEG frequency band-power was not significantly altered between the real-world and virtual environments. Early results show a promising indication that today’s high-resolution, immersive VR technologies can provide a good proxy for estimating neural responses to in-person, real-world architectural design factors (Kalantari et al., 2020; Kalantari et al., 2019; Kjellgren & Buhrkall, 2010; Palanica et al., 2019; Yin et al., 2018, 2020).

The current study is to the best of our knowledge the first that uses EEG data to evaluate neural responses to precise changes in window placement and room width. We have also adopted a comprehensive approach to analyzing this data to find robust and generalizable brain-activity features associated with performing cognitive tasks in rooms with different architectural design factors. We analyze a combination of the two common types of features used to represent EEG time signals (Lotte et al., 2018): frequency band-power features (Ravindran et al., 2019; Rounds et al., 2020), and connectivity between electrodes (Cruz-Garza, 2020) at the scalp level. The current research takes a data-driven, bottom-up approach to EEG analysis by using feature extraction algorithms and machine learning. This technique is a post-hoc analysis that seeks to identify the specific brain measurements that contain the most relevant and least redundant information (i.e., what neural signals have changed the most in the different classroom conditions). The machine-learning algorithm thus allows the researchers to find the most relevant neural data, i.e. those neural patterns most affected by specific architectural design changes, while minimizing the bias introduced by a priori assumptions.

1.2. Prior research on the impact of classroom windows and room dimension on cognitive performance

Received wisdom has long held that students gazing out of windows are likely to be neglecting their studies. Recent research has challenged this assumption, suggesting that when students of many different ages have access to window views in their classrooms they tend to exhibit both reduced stress and increased attention to educational materials (Bagot et al., 2015; Collado & Corraliza, 2015; Faber Taylor & Kuo, 2009; Li & Sullivan, 2016; Matsuoka, 2010). Empirical testing in this area remains limited, particularly due to the difficulties in isolating window placement variables apart from other confounding classroom factors. In addition to the presence or absence of a window, there is also the question of the effects of different window locations, such as in the front of the classroom, to the side of students, and/or above the line of sight. The variable of what kind of view can be seen from the window (natural scenery, a parking lot, a busy street, etc.) is also likely to be an important factor. In the current study three different window options were evaluated: (a) no window view, designated as the “neutral” condition, (b) a side view tangential to the instruction, and (c) direct forward views located behind the instruction area. In both of the window conditions (b and c), the same image of natural exterior scenery was used, consisting of a view of tree-tops and clouds with no motion distractions, buildings, or other human-made elements.

Views of nature were chosen for the current study because they have been previously associated with increased cognitive performance in dormitory, classroom, and workplace settings (Barrett et al., 2015; Benfield et al., 2015; Chen, 2016; Tennessen & Cimprich, 1995). Other researchers have found that views to nature can mitigate the performance-eroding effects of unpleasant environmental conditions such as hot temperatures (Ko et al., 2020). However, the window locations, exterior view conditions, and other environmental variables were not controlled in these prior studies. The predominant theoretical basis that
helps explain the beneficial effect of natural views on cognitive performance is Attention Restoration Theory (Kaplan, 1995). This outlook holds that the ability to maintain mental focus can become fatigued or depleted through sustained use, and that this capacity can be restored through the relaxed attention promoted by natural environments (Kaplan, 1995, p. 70).

As with other architectural design variables, empirical research on how room dimensions affect student performance has proven difficult to quantify due to the unique and complex construction of different classrooms. Most of the work in this area is several decades old and is based on less than robust methodologies. For example, Moore et al. (1996) speculated that ceiling heights of less than eight feet would probably lead to more subdued and focused behavior among students, whereas ceilings above eight feet would probably lead to more active and social behavior. These conclusions were based on observations of child-care centers and interviews with caretakers. Read and colleagues (1999) found that lower ceiling heights were associated with greater cooperative behavior levels among preschool children—a conclusion that somewhat contradicts Moore and colleagues (1996). Many other researchers identified ceiling height as an important variable that is likely to affect student performance, but did not make any specific suggestions about what that relationship might be (Glen I. Earthman, 2004; Olds, 1989; Winchip, 1991). To the best of our knowledge, there is no research literature at all on room width dimensions and cognitive performance, though one early study found that smaller rooms were associated with greater stress, compared to larger rooms with the same number of occupants (Sundstrom, 1975).

While adjusting classroom widths and the ceiling heights has been suggested by various researchers as a way to add value to the learning environment, it is difficult to ascertain, on the basis of the existing evidence, in which direction it should be altered, what specific effects could be expected from dimensional changes, and what confounding variables such as crowdedness, empty space, or symmetry might contribute. In the current study, two options for the classroom dimensions were evaluated: (a) narrow classroom of 15 ft. by 50 ft., designated as the “neutral” condition, and (b) wide classroom of 22 ft. by 50 ft. The ceiling’s height was not manipulated in the current study; it was held constant at 12 ft. in each of the classroom variants. The room size (width, length, and height) for neutral condition was selected based on the most common classroom size in the site of the current study.

1.3. List of hypotheses

Hypothesis 1. Isolated changes in architectural design variables in a virtual classroom setting will be associated with significant effects in EEG signatures, as well as with cognitive task performance.

Hypothesis 2. Direct window views to natural scenery added behind the instruction area will improve cognitive task performance and will have a significant effect on EEG features.

Hypothesis 3. Views to natural scenery from a window added on the side-wall will improve cognitive task performance and will have a significant effect on EEG features.

Hypothesis 4. Expansion of the classroom’s width will improve cognitive task performance and will have a significant effect on EEG features.

2. MATERIALS AND METHODS

All participants gave informed written consent before participating in the experiment and were compensated with a $25 gift card at the end of the study. The overall study protocol was approved by the Institutional Review Board at the University of Houston.

2.1. Participants

Twenty-nine healthy human adults with normal or corrected-to-normal vision were recruited for the study using a convenience sampling method (word-of-mouth and announcements on departmental e-mail lists).
Five of the participants had to be excluded due to technical issues during the physiological data-recording (missing/incomplete data), and two additional participants were excluded due to extremely low task accuracy scores (< 10%) across all conditions. The remaining 23 participants ranged in age from 18 to 55 years (M = 26.17, SD=10.4). The majority were university students (n=21), the other participants were faculty members. Eight participants identified as female, and 13 identified as male, and none as other. All of the participants were associated with the University of Houston, representing departments in Architecture, Engineering, Biological Sciences, Humanities, Economics, and Computer Sciences. The participants had a variety of national backgrounds—U.S., India, and Mexico were the most common—as well as different ethnic backgrounds. Eleven participants reported as Asian, seven as Latinx and/or Hispanic, one as Middle Eastern, and four as White non-Hispanic.

The participants were also asked to report their sleep patterns and rate their mental fatigue level at the beginning of the experiment. Twenty-six percent reported getting seven or more hours of sleep the previous night, 30% reported between six and seven hours of sleep, and 44% reported four to six hours of sleep. Reported fatigue levels were relatively low (M=4.1, SD=1.9, on scale from 1 = low fatigue to 10 = high fatigue). Participants also verified that to the best of their knowledge they were free of current neurological conditions, and had abstained from any psychoactive substances prior to the study (except for two who had recently consumed caffeine, within 1 hour prior to the study).

Participants were asked in a post-experiment survey to indicate their level of stress or discomfort with the virtual reality experience and the EEG headset, (1=comfortable with no stress; 10 = uncomfortable and stressful), and to report how realistic the virtual environment seemed (1=not similar to reality; 10=very similar to reality). Reported discomfort levels were relatively low for the VR system (M=4.1, SD=2.3) and for the EEG headset (M=3.8; SD=2.3). Participants found the VR environment to be reasonably realistic (M=6.2; SD=1.5).

2.2. VR development

The virtual environment was developed using Epic Games’ Unreal Engine (www.epicgames.com), which is one of the most sophisticated virtual-reality simulation programs available today. The Unreal Engine uses blueprint scripting and thus allows for a quick learning curve on the part of researchers and designers, making the construction and modification of the new virtual-reality architectural models a relatively easy process. For each of the different classroom conditions, one architectural element of the control environment was modified (the window placement or room width). A widget was used to display cognitive tests on a virtual projector screen at the front of the classrooms (Figure 1). The experience was presented to the research participants using an Oculus Rift head-mounted display, a lightweight, high fidelity headset with a strong market share. The headset uses a 1920 x 1080 pixel (960 x 1080 pixel per eye) low-persistence OLED display with a refresh rate up to 75 Hz.
2.3. Classroom design conditions

Four design conditions were evaluated. First, the researchers constructed an exact VR rendering of a real university classroom with no windows; this was designated as the “neutral” or default classroom. Second, the neutral classroom was altered by adding one window to the left-hand wall, with a view of partly sunny skies and treetops. Third, the neutral classroom was altered by extending the room width and adding two windows at the front of the room, with a similar tree-top view (no side-window in this condition). Fourth, the neutral classroom was altered by extending the front wall to create a wider space, with no added windows (Figure 2A). All four of these design conditions were experienced by each participant; the order in which they appeared for any given participant was randomized.

2.4. Cognitive tests

In each of the four classroom design conditions, the participants performed five cognitive tests (Figure 2B). The selection of the tests was based on neuropsychological tests commonly used in literature related to cognitive performance evaluation among students (e.g. Nigg et al., 1999; Kim et al., 2020). These were presented in the same order in each classroom variation: the Digit Span Test (DST), the Benton Test (BT), the Stroop Color Interference Test (ST), an Arithmetic Test (AT), and then a Visual Memory Test (VMT) (Kalantari et al., 2020). The DST, BT, and VMT tests ended when a certain number of responses were submitted (22, 4, and 22, respectively). The ST and AT were time-limited at 25 s.

The DST (Wechsler, 1981) is an instrument frequently used by researchers to assess working memory, attention, encoding, and auditory processing. Participants listened to a spoken sequence of random digits and then repeated the sequence by selecting the correct digits on the screen. The study used four sequences of progressively greater lengths (four, five, six, and seven digits). Participants were given
visual and auditory feedback indicating correct and incorrect answers. There was no time limit for this test. Participants were scored based on the total number of correct digits (out of 22 total possible through all four sequences) and on their longest complete span of correct numbers (up to a maximum of seven).

The BT (Benton, 1945; Sivan, 1992) is a measure of visual perception, visual memory, and the capacity for visual discrimination. Participants were shown a complex geometric visual stimulus for three seconds, followed by a set of four visual options (correct answer plus three similar variations), and were asked to select the one that was identical to the original stimulus. Each BT session for a classroom condition included four trials, each showing a different geometric test stimulus, and different incorrect options on the response screen. No feedback was given about the correct or incorrect answers. There was no time limit. Participants were scored on the number of correct trials (out of 4).

The ST consists of quickly identifying the font color of a textually congruent or incongruent word presented on a screen; for example the word “red” presented in a green-colored font represents the incongruent condition (Stroop, 1935). Words were presented serially, with a new word presented immediately after each response; the frequency of congruent and incongruent conditions was balanced, and the words and text colors were counterbalanced in order across sessions. Participants were given 25 seconds and asked to complete as many trials as possible. Visual and auditory feedback was given for correct and incorrect answers. Participants were scored on the ratio of correct answers to total attempted answers.

The AT was developed by the current researchers for this study based on a commonly used quantitative skills format; it presented participants with two simple arithmetic expressions (e.g., 8 – 6 and 6 / 3), and asked them to determine which of the two expressions was greater or if they were equal. Participants were given 25 seconds to complete as many comparisons as possible, with a new question presented immediately after each response. Visual feedback for correct and incorrect answers was provided. Participants were scored on the number of correct responses.

The VMT presents participants with a grid of light and dark squares for two seconds, after which the participant is asked to recreate the pattern on a blank grid (Della Sala et al., 1999). This test was repeated four times. During the first two trials 4 dark squares were randomly placed on a 3 x 3 grid, and during the second two trials 7 dark squares were randomly placed on a 4 x 4 grid. There was no time limit on this test, and audio and visual feedback were provided for correct and incorrect answers. Participants were scored on the total number of correct squares out of 22 possible correct answers.

2.5. Data collection

This study was made possible by the use of synchronization tools to collect and collate multiple data streams, specifically the Lab Streaming Layer (LSL) software package (Kothe, 2014). LSL incorporated data from multiple physiological sensors, participant task responses, and video screen recordings, as well as the insertion of event markers and participant responses. This video data was used to calculate the test response scores as well as to create a complete list of events to correlate with the physiological data.

EEG activity was measured using a 63-channel actiCHamp (Brain Products GmbH). Fifty-seven electrodes were devoted to scalp EEG recordings, an additional 4 electrodes to EOG data (two placed laterally 1 cm outside the eyes, and two vertically from the right eye), and the final 2 electrodes for EKG measurement (Figure 1A). The BrainVision Recorder software package was used for all electrophysiological data-recording, and EEGLAB software, including custom scripts in MATLAB (Mathworks, Natick, MA) was used for data-cleaning and analysis. The current analysis only involves the 57 scalp electrodes.

Participants interacted with the virtual environment by using an Xbox handheld controller. This features a small joystick that was used to toggle between multiple-choice answers, and buttons that were pressed to indicate the selection of the answer. Participants were able to look around the 3D space of the
virtual classrooms by moving their heads, but they were not able to change their position within the virtual classroom. Head-accelerometer data was collected, but not analyzed or reported here.

A. Four classroom design conditions

![Diagram of four classroom design conditions: Neutral, One Window, Two Windows, Wide.]

B. Five cognitive tests performed

- **Digit Span Test (DST)**
  - Duration: 45-103 s
- **Benton Test (BT)**
  - Duration: 12-58 s
- **Stroop Test (ST)**
  - Duration: 25 s
- **Arithmetic Test (AT)**
  - Duration: 25 s
- **Visual Memory Test (VMT)**
  - Duration: 15-75 s

C. Experiment timeline

![Timeline of the experiment showing rest periods and tests.]

**Figure 2.** Overview of the study design. A. Four classroom design conditions were evaluated, and B. five cognitive tests were performed. C. The experiment’s timeline included a familiarization period followed by exposure to each classroom environment in a random order.

2.6. Experimental procedure

Prior to beginning their individual session, each participant was provided with an introduction to the study and its goals, provided their written consent and completed a demographic questionnaire. The participant was then fitted with the EEG cap and the VR headset, and allowed to “play” with the headset using a non-test environment for a few minutes to become accustomed to the equipment. At the start of the formal experiment, baseline EEG readings were taken by asking the participant to focus on a spot on the wall for one minute with eyes open, and then to rest for one minute with eyes closed. The participant was then given a ten-minute period to become familiar with the cognitive tests to be performed and to practice the input methods for submitting test answers (Figure 2C).

The participant was then asked to complete the five cognitive tests in each different virtual classroom environment. The testing took place in two stages, with one minute of rest in between. In the first stage, participants completed the DST and then the BT in each of the four different classroom settings. While the order of the tasks was constant, the classroom variations appeared in a randomized...
sequence. After each classroom design, participants were asked to rate their mental fatigue and stress level on a scale from 1–10 (1=“not at all” and 10=“extremely”). After completing the first round of tasks, the participants were given a 60-second break with the headset on, during which time they were encouraged to relax while looking at a virtual beach scene.

In the second stage, participants were again asked to complete cognitive tasks in the different classrooms, this time including the Stroop test, the AT, and the VMT. Similar to the first stage, the order of the tests was constant while the order of the room conditions was randomized, and after each classroom the participants were asked to rate their mental fatigue and stress level using the same 1–10 scale. Commonly measured environmental indicators, such as heat, noise, and air quality, were held constant throughout the experiment, thus allowing for a controlled investigation of the effects of window placements and room dimensions.

2.7. Analysis of test performance data

Response accuracy, defined as the total number of correct responses divided by the total number of submitted responses, was utilized as a metric to evaluate the participants’ performance on all cognitive tests. Additional test performance metrics were also measured: total number of correct responses, for the two tests that were time-limited at 25 s (the ST and AT), and total test duration, for those tests that were not time-limited (DST, BT, and VMT). For these latter three tests, the researchers also computed participants’ Inverse Efficiency Scores following Townsend and Ashby (Townsend & Ashby, 1978). This is calculated as IES = RT/(1-PE), where in our case RT is the overall task duration in one environment (not reaction-time), and PE is the proportion of error (1 – PercentCorrect). This is an appropriate measure to use when the proportion of error is low (Bruyer & Brysbaert, 2011; Vandierendonck, 2017), as was the case in the current experiment.

The distributions of the test performance metrics between the four classroom design conditions were compared using a Kruskal-Wallis test at a significance level of p < 0.05 and p < 0.0025 (Bonferroni-correction for p < 0.05 / 20 comparisons).

2.8. EEG data processing

The EEG data were analyzed using the EEGLAB software package (Delorme & Makeig, 2004). Raw .xdf data files were imported at their original sampling rate of 500 Hz. The data were band-pass filtered between 0.5 Hz and 50 Hz using the EEGLAB function pop_eegfiltnew (FIR, Hamming windowed, transition bandwidth 0.5 Hz).

Artifact subspace reconstruction (ASR) (Chang et al., 2019; C. A. E. Kothe & Jung, 2016) was carried out through its EEGLAB implementation in the function clean_artifacts. This function was used to remove channels that showed no signal activity (flat line threshold: 10 s), noisy signals (noisy line threshold: 4 std), or a poor correlation with adjacent channels (correlation threshold: 0.75). ASR was also used to remove short-time high amplitude artifacts in the continuous data, with a cut-off threshold of 20 standard deviations for identification of corrupted subspaces. Removed channels were then reintroduced to the data using spherical interpolation from neighboring channels. The data were common-average referenced over all of the scalp channels.

The data were then run through an independent component analysis (ICA) using the extended Infomax algorithm (Onton et al., 2006). Artifactual components representing eye-movements, head movements, and other gross non-brain components were removed automatically using the ICLabel EEGLAB plugin, with a label probability threshold of 0.90 for muscle, eye, heart, and channel-noise related artifacts (Pion-Tonachini et al., 2017, 2019). This automated pre-processing method was verified through visual inspection.
2.9. Analysis of EEG features between design conditions

The researchers examined EEG features in these preprocessed datasets during the first 25 s for each of the five cognitive tests, within each of the four environmental conditions (20 classes in total). We used various spectral (frequency-band power) and sensor-based connectivity EEG features to train a classifier to distinguish the neutral classroom condition from each of the other design variations. Thus, the three design condition comparisons were: (a) Neutral vs One-Window, (b) Neutral vs Two-Windows, and (c) Neutral vs Wide. These three comparisons were carried out separately for each of the five cognitive tests.

We chose a machine-learning classification approach to address the question of how different classroom environments affect cognitive performance for two reasons. First, we were agnostic to the potential cognitive impacts of these architectural design features, and machine-learning classifier methods can reveal statistically rigorous group differences even when a priori hypotheses are not clear. Second, given the possibility of finding no significant differences in task-performance across the classroom designs, a machine-learning approach was believed to be appropriate to help identify neural responses to the environments that might not correlate with behavioral performance in our current experimental paradigm.

2.9.1. EEG feature extraction

Two types of EEG features were analyzed at the sensor level: frequency band-power and partial directed coherence (PDC). These features were calculated over a 4-second sliding window with a 2-second overlap. The EEG features were taken as the relative change from baseline (1 min rest with eyes open) from each participant. The resulting features were each standardized by subtracting the mean and dividing by the standard deviation among all participants’ data.

Frequency band-power features provide information about neural synchronization or desynchronization observed at scalp locations (Pfurtscheller & Lopes Da Silva, 1999; Sharma et al. 2017b). This results in an indication of how strongly a particular frequency range contributes to an EEG time-series signal. The Multitaper power spectral density estimate function (Thomson, 1982) in Matlab (pmtm) was used to calculate the frequency-band power, with a time-half-bandwidth product of 4. The band power features were calculated for all 57 electrodes for five typical EEG frequency bands: Delta (1–4 Hz), Theta (4–8 Hz), Alpha (8–12 Hz), Beta (12–30 Hz), and Gamma (30–40 Hz). This method produced a total of 285 frequency band-power features.

PDC provides a metric for functional interactions observed between electrodes (Cruz-Garza et al., 2020). It is based on the concept of partial coherence (Baccalá & Sameshima, 2001), a technique that quantifies the relationship between two signals while avoiding volume conduction. PDC measures directional (i.e. causal) influences between two EEG signals, which determines if there is transfer of information from one electrode to another. PDC was estimated using a multivariate autoregressive model (MVAR) using 28 electrodes distributed across the scalp, to reduce the number of comparisons to be made and still evaluating connectivity across the scalp. We used an MVAR model order of 15 (30 ms), which was obtained by using the ARFIT algorithm (Schneider and Neumaier, 2001) and evaluating the SBC criterion, which is least affected by noise (Porcaro et al., 2009). The observed PDC estimates were evaluated bidirectionally for all pairs of electrodes in the five frequency bands, yielding a total of 3920 PDC features.

2.9.2. EEG feature selection

The discriminant power of each EEG feature was estimated using the non-parametric Kruskal-Wallis test, which does not assume the data are normally distributed. The features across all study participants were ranked based on the p-values obtained from the Kuskal-Wallis tests for each two-class design condition comparison. The features that yielded a p-value smaller than $2.4 \times 10^{-6}$ (Bonferroni correction of $p < 0.01$ for 4205 features) were selected for visualization and analysis.
2.9.3. Machine learning classification

Support vector machines (SVMs) and linear discriminant analyses are the most common classifiers used in EEG-based brain-computer interfaces (Lotte et al., 2018). They are often used as baseline comparisons for the performance of emergent classifiers (Nakagome et al., 2020). The machine learning classifier used for the EEG data in the current experiment was the kernel support vector machine (k-SVM), with a polynomial kernel of degree 2 and box-constraint set to 1.

We defined 20 classes to be analyzed (based on five cognitive tests, each of which was conducted in four different classroom variations). The goal of the machine learning process was to evaluate if it could reliably differentiate a person’s brain activity between two design settings; and if this differentiation was dependent on the cognitive test being performed (Hypothesis 1). To achieve class balance (Cruz-Garza et al., 2014, Hernandez et al., 2014), we randomly selected 40 data samples (where one data sample is a 4-second window of EEG data) from each participant for each of these 20 classes.

All comparisons were done in a pair-wise fashion (2-class problems), comparing the data samples from one of the three altered design conditions against data from the “neutral” classroom. The comparisons were done independently for each cognitive test. For each of the two-class comparisons, the most discriminant features from the EEG data were ranked, then sequentially added to the classification model and tested for predictive performance (Cruz-Garza et al., 2014). Along with the behavioral performance results (e.g. participant accuracy and reaction time, etc.), these EEG machine-learning analyses allowed the researchers to determine if the alterations in each classroom design had any significant effect on the neural correlates of participants’ cognitive processes (Hypotheses 2, 3, and 4).

2.9.4. Training data set and testing data set

The machine learning procedure was conducted so that the identified EEG features could be tested for predictive power in an unseen participant. Thus, one of the participants was selected to be excluded from the training set. The data from the rest of the participants (n=22) was used as the training set to create the k-SVM classification model, using 5-fold cross-validation.

The process was iterated 23 times, excluding each participant in turn from the training set, and then evaluating the model based on its ability to predict the excluded individual’s data. This approach provides strong verification of the model’s predictive power. In each iteration, the training set contained 880 samples per class (22 participants), and the test set contained 40 samples per class (1 participant).

2.9.5. Classification model evaluation

The distribution of the classification accuracy for the testing set was used as the main metric for evaluating the machine learning classification performance. The distribution of the classification accuracy was compared to classification models and test data obtained from class-label scrambled EEG data (Agashe et al., 2015), within each comparison test. Statistical significance was evaluated between the classification accuracy in the test set and in the scrambled data with a Kruskal-Wallis test at a significance threshold of $p < 0.003$ and $p < 0.0006$ ($p < 0.05 / 15$ comparisons, and $p < 0.01 / 15$ comparisons, respectively), which applied the Bonferroni correction for multiple comparisons. The full machine learning process is summarized in Figure 3. The ranked EEG features were incrementally used to create classification models and test them to evaluate classification accuracy, using the top 400 best-ranked features.
Figure 3. EEG data analysis and machine learning classification implementation, with sample data from one participant as it goes through the classification pipeline. A. EEG feature classification flowchart. The black marks on the top right corner indicate that a visual example of the process is shown in sections B-G.

B. EEG data from one participant, in the Wide classroom design condition, for 2 s in all cognitive tests.

C. Feature extraction: frequency band-power for each channel; and connectivity using PDC.

D. Most relevant feature selection

E. Iter. 1 ... Iter. 23

F. Train classification model

G. ROC curve

The 14
most discriminant features to classify between the Neutral vs Wide design conditions. The classifier model shown corresponds to the VMT. D. Machine learning data distribution in the Training and Testing sets for 23 iterations. In each iteration, the data from an unseen participant was used for the Testing set. E. Machine learning example for one iteration. A classification model (k-SVM polynomial degree 2) was built from the Training set, and evaluated in the Testing set. G. The receiver operating characteristic curve (ROC), classification matrix (with number of samples and percentage representations), and classification accuracy are used to evaluate the classification performance.

3. RESULTS

3.1. Cognitive test performance results

No overall significant effects were found for the different classroom conditions in relation to the participants’ test response accuracy, the number of responses, completion time, or inverse efficiency scores, based on a Kruskal-Wallis test at a significance level of $p < 0.05$ and $p < 0.01$ (Figure 4). The response accuracy showed a strong skewness toward perfect scores for the BT, the VMT, the ST, and the AT. These results suggest that the participants were not challenged by these tasks, had achieved, via practice, mastery of them, and/or were very focused on completing these tasks successfully. The DST showed a broader distribution for the response accuracy metric, which may have been influenced by the feedback conditions and/or the nature of the test; if a participant selected a wrong number in the pattern, then frequently the following numbers selected would also be incorrect.

A. Response accuracy (%)

B. Num. Correct responses

C. Inverse Efficiency Score

D. Completion time (s)

Neutral | Two Windows | One Window | Wide
**Figure 4.** Cognitive test performance for all participants across the different classroom design conditions. No significant differences were found among the different classroom designs in regard to: **A.** response accuracy, **B.** total number of correct responses (for time-limited tests), **C.** Inverse Efficiency Scores, and **D.** completion time.

### 3.2. EEG data-analysis results

The machine learning method used frequency band-power and connectivity features of the EEG data to attempt to classify the different classroom design conditions. The resulting model was evaluated based on its ability to predict the EEG patterns of any participant that was excluded from the training set, in comparison against a control prediction based on scrambled data. The test-set classification accuracy distributions for each comparison are shown in **Figure 5.**

The classification results show that the different classroom design conditions were associated with consistent changes in the participants’ EEG data, and that a classification model could be built with the predictive power to identify which design condition a new participant is experiencing. These results support Hypothesis 1.

The predictive power of the EEG features to identify the classroom design condition was specific to the cognitive test performed. When the participants were engaged in the VMT, the classifier could identify any of the three design conditions compared to the Neutral classroom with statistically significant success ($p < 0.003$). Specifically, the test-set median classification accuracies for the three design conditions evaluated were: 55.0% Neutral vs One-Window, 57.5% Neutral vs One-Window, 61.3% Neutral vs One-Window. The classifier also distinguished, significantly higher than chance ($p < 0.003$), the design conditions evaluated for the Benton Test in the Neutral vs One-Window comparison, and in the Neutral vs Two-Windows comparison; with test-set median classification accuracies of 61.3% and 56.3%, respectively.

The Digit Span Test also yielded EEG features that differed between the Neutral vs One-Window comparison, and in the Neutral vs Two-Windows comparison; with test-set median classification accuracies of 53.8% and 51.3%, respectively. These results partially support Hypothesis 2, 3, and 4, as the changes in EEG frequency band-power and connectivity associated with the design alterations were found only during the cognitive tests that required short-term memory encoding: the Digit Span Test, the Benton Test, and the Visual Memory Test. The ranked classification models were evaluated incrementally using 1 to 400 best-ranked features in each comparison. At 180 features, we observed the most comparisons reaching classification accuracies that were statistically significantly higher than chance levels (Supplementary Materials Figure 1).
Figure 5. EEG classification accuracy results. A k-SVM (polynomial degree 2) classification model was created from the training data of 22 participants; and tested on unseen data from 1 participant for 22 iterations. Each dot indicates the classification accuracy in one of the test sets based on the classification model obtained from its corresponding training set. To assess the validity of our results, we also calculated chance levels by scrambling the EEG data class labels in each 2-class comparison. The distribution for the scrambled class labels data is shown in gray. EEG classification accuracies are above the chance levels in most of the classes, and are significantly higher than the chance levels in 5 of the classes, supporting the validity of our method. Statistical significance was calculated using a pair-wise Kruskal-Wallis test.

The 180 most relevant features supporting the k-SVM classifiers where the classification models proved robust across participants are shown in Figure 6. This indicates the intra-participant changes in EEG as a percentage change from baseline “rest with eyes open”, in response to the different classroom environments. Only those features that achieved a statistical significance threshold of \( p < 2.4 \times 10^{-6} \) are displayed. The distribution of frequency band-power features showed significant differences in centro-parietal and frontal regions when they were compared between the Neutral design and the three alternative design conditions: One Window, Two Windows, and Wide classroom. Connectivity analysis reinforces this finding by showing that there are changes in the transfer of information from centro-parietal to frontal electrodes in the different classroom design conditions. Frequency band-power features were more discriminative between design conditions than the PDC connectivity features evaluated here. For the Neutral vs. One-Window comparison, the EEG band-power feature changes were characterized by an increase in relative alpha and beta power in the centro-parietal and frontal regions of the scalp. In contrast, the Neutral vs. Two Windows, and the Neutral vs Wide, both showed a decrease in relative alpha and beta power in these same regions. The VMT was the only cognitive test for which the occipital electrodes had the most discriminative power between the different design conditions (Figure 6).

The features that drive this classification performance are found in centro-parietal and frontal electrode locations (Figure 6). Additionally, connectivity analysis reinforces that there are changes in the
The transfer of information from centro-parietal to frontal electrodes. These features are found mostly in the theta and alpha frequency bands (4-12 Hz). The features that reach the statistical significance level, and their distributions, are different between the design conditions vs the neutral condition, are predominantly frequency band-power features. Connectivity features, measured using PDC, reach the threshold at a lower rate.
**Figure 6.** EEG statistically significant feature distribution. The number of features statistically significant features \((p < 2.4 \times 10^{-6})\) corresponding to frequency band-power and connectivity are displayed as bar graphs, for all five frequency bands analyzed. The scalp maps show the spatial distributions of the features, and the number of times an electrode reached the significance threshold.

**Figure 7.** EEG alpha band-power feature visualization. The topographic plots display the alpha band features that reached a statistical significance level of \(p < 2.4 \times 10^{-6} (p < 0.01 \text{ Bonferroni-corrected for 4205 features})\). These plots show the difference between the design conditions compared with the Neutral classroom design; evaluated in three cognitive tests: DST, BT, and VMT.

The frequency band-power features were further visualized by plotting the difference in the features’ distribution between the design conditions and the neutral classroom in specific frequency bands. In **Figure 7**, we display the difference in the distribution median for the alpha band. Only those comparisons that yielded robust classification performance in our inter-participant machine learning approach are displayed. The pattern of relevant features, synchronization and desynchronization in the alpha band, was different for each cognitive test evaluated; with an overall consistent pattern within the cognitive tests: the DST shows significant features in bilateral parietal and right frontal regions of the scalp; the BT shows the most significant features in centro-parietal regions and right-frontal regions; while the VMT shows significant features across a network of bilateral occipital, central, and medial frontal regions of the scalp. These results suggest that the assessment of an architectural design element in an indoor environment is dependent on the task performed by the participants.

For the DST, there was alpha-band synchronization within the parietal area, and among right-frontal electrodes, identified by an increase in band-power in the Design condition compared with the Neutral classroom (**Figure 7**). In the BT a similar pattern was found as for the DST, but parietal and right-frontal locations showed desynchronization in the alpha band in the design condition evaluated. The VMT was found to yield the largest number of features that reached the significance threshold. These features are distributed across the scalp, with an overall desynchronization in alpha power with the largest
decrease in power in centro-parietal and mid-frontal electrodes. This overall desynchronization is coupled with localized right-parietal and right-frontal alpha-band synchronization.

4. DISCUSSION AND CONCLUSIONS

This study aimed to address logistical challenges that have limited the robust empirical study of indoor environment design and in particular classroom design. Using an immersive VR environment allowed for precise adjustments in isolated architectural variables, and was combined with an EEG-based approach to collect objective neural data from participants as they completed cognitive tests in these varied environments. A post-hoc machine-learning approach helped identify the EEG signals that best differentiated classroom architectural design conditions.

The cognitive test performance results showed no significant differences in accuracy or response times, response time, or related measures resulting from the architectural design features studied (window placement and classroom width). It is notable that this outcome is not commensurate with previous work that has found, for example, views of nature to be associated with improved working memory and decreased mental fatigue (Bratman et al., 2015; Gladwell et al., 2012; Li & Sullivan, 2016). One possible explanation for these contradictory results may be the length of exposure. Kaplan’s (1995) Attention Restoration Theory and Ulrich and colleagues’ (1991) Stress Reduction Theory both propose that the beneficial effects of nature enable involve the attenuation of certain cognitive, affective and physiological functions — e.g. directed attention (Kaplan), or stress response of the sympathetic nervous system (Ulrich and colleagues) — resulting from time spent viewing nature. In the current study, participants remained in each virtual classroom for less than two minutes and were constantly under mild stress while completing tests in quick succession. Thus, there may not have been enough contemplative time for the window views to have a restorative effect. It is also possible that the virtual environment may have omitted some of the holistic features responsible for cognitive restoration (such as robust complexity in the environment, a sense of physical/tactile relationship, and the conscious awareness of connections to nature), though additional research would be needed to verify if such factors are of primary significance. Another possible explanation for the lack of significant differences in the cognitive test results might be related to the fact that participants skewed strongly toward perfect scores (Figure 4A), which may result from their advanced cognitive ability as part of an academic. It is also potentially an indication of the participants’ consistent engagement with the cognitive tasks, and/or due to the practice effects of having substantial time to master each task before this evaluation.

The study found consistent and significant changes in EEG features during exposure to the architectural design variables, more prominently for cognitive tasks that required short-term memory encoding. This is a promising result, as it indicates a pathway toward the more robust scientific study of the effects of architectural design on cognitive processes. The fact that the classifier could successfully distinguish environments based on brain activity, despite no significant behavioral differences, in a sense strengthens this conclusion. Had the different classroom environments been associated with dramatically different response accuracies or reaction times, the classifier results could be interpreted as simply a reflection of participants’ task performance. Instead, the classifier results can be interpreted as representing subtle cognitive, neural and/or psychological effects of the different architectural designs themselves. The leave-one-participant-out strategy is a robust method of cross-validating a classifier (Peng et al., 2019). The leave-one-out cross-validation strategy in the test set (unseen participant’s data) provides a robust estimation for the generalization potential of the k-SVM classifier. This method produces a slightly different training dataset and classification boundary (Figure 3F) in each iteration of the training and test sets.

It is important to reflect on why the classroom design features which seemed to induce differentiated neural differences only did so in tasks that required maintaining presented stimuli in working memory (Benton, Visual Memory, and Digit Span; Figure 5). In contrast to the Stroop Test and
the Arithmetic Test, which rely on executive control and arithmetic ability, respectively, the three working memory tasks (Benton, Visual Memory, and Digit Span) involve holding recently presented information in memory, in accordance with the encoding-specificity hypothesis. This likely involved storing some aspects of the context surrounding the task-relevant information (Staudigl & Hanslmayr, 2019), potentially strengthening the mental representations of the different classroom designs. It would follow that if the mental representation of the surrounding environment was stronger, a classifier could more effectively distinguish mental activity from short-term memory tasks occurring in those different environments. Additionally, it may not necessarily be just the mental representation of the task context that is strengthened. Other downstream cognitive processes may be subtly affected by each environment to the extent that does not dramatically affect the accuracy and response-time results, but which a sufficiently robust EEG classifier can detect.

Research on the encoding-specificity hypothesis contributes to this interpretation (Grissmann et al., 2020; Vogelsang et al., 2018; Zhou et al., 2017). The encoding specificity hypothesis proposes that memory recall is greater when the recall conditions or environment are similar to the original conditions or environment during memory encoding. A prominent related explanation to account for the ample evidence supporting the encoding specificity hypothesis is the neural reinstatement hypothesis, which proposes that the reoccurrence of neural activity during recall that was happening in the encoding stage should enhance and support memory recall (Crowley et al., 2019). This suggests that neural activity associated with a context and environment may be stronger when a memory task is involved than when a non-memory task is involved. Furthermore, the strongest encoding-specific effects are expected when the memory task and the context are in the same sensory modality (Staudigl & Hanslmayr, 2019). This supports our observation that the EEG classifier seemed to find more significantly classifiable neural features for the Benton Test and Visual Memory Test, than for the auditory Digit Span Test. This increased number of informative features in the VMT and BT, vs the DST, was observed across all three classroom comparisons (Figure 7 and Supplementary Materials Figure 1), although further statistical analyses and experiments are needed to replicate and verify this observation. An open question remains, however, regarding whether the encoding-specificity hypothesis would account for classifier performance in “real-world” environments, in which design features are not carefully controlled. Regarding the general effect of each design on neural activity across cognitive tasks, further experiments and analyses are needed. Such experiments should use longer sessions in each design condition, and should measure baseline resting activity within each classroom environment, before and/or after doing tasks.

The specific features of the recorded EEG activity – the different frequency band-power values and transfer of information between different scalp electrodes – that were found in the present study to be most informative for the environment-classifier, converge with other theories about the role of the environment in task-specific cognitive functioning, such as the Parietal-Frontal Integration Theory (Vakhtin et al., 2014). Other source-localization methods, or studies using neuro-imaging modalities with a higher spatial resolution (e.g. fMRI), are needed in order to make strong conclusions about the role of specific anatomical and functional regions in cognitive performance differences caused by different environments. However, our machine-learning classifier results suggest that the Dorsal Attention Network is implicated, specific connectivity between dorso-medial pre-frontal cortex and superior parietal areas (Figure 6; Spreng et al., 2013), including alpha power differences in expected visual and motor-planning networks (Figure 7; Zumer et al., 2014). However, the lack of behavioral differences between classrooms does suggest that the most predictive neural features did not involve performance-enhancing or task-performance-supporting neural activity. Nevertheless, it is possible that the practice effects – the fact participants had already achieved high proficiency in these tasks due to previous exposure – dominate the performance results. In that case, perhaps the different classrooms could lead to performance differences in the right conditions (such as prolonged exposure, or using less familiar or repetitive tasks), which in turn might change or enhance the classifiable different neural responses.
An additional set of questions to answer regards the specific effects of each classroom environment. First, we must consider that it is possible the unique demands of each task dominate the results, obscuring the cognitive effects of the different classroom designs. For example, among the tasks, the classifier found the most significant scalp regions when distinguishing the Visual Memory Test from the control classroom. We postulate (as discussed above) that this is explained in part by the encoding specificity hypothesis. Nevertheless, the classifier seemed to require unique EEG features for each experimental contrast, suggesting each classroom design had a unique influence on participants’ neural dynamics. For example, a wider classroom seemed to modulate alpha power in left posterior temporo-parietal cortex compared to the control classroom in all three contrasts (wide > control, in the Digit Span Test; but wide < control in the two visual memory tests); this cortical area contributed no significant distinguishing alpha band features in the One-window and Two-window contrasts. Another example of a room-specific feature of interest is the seemingly bilateral distribution of occipital, central, and frontal cortex features (both spectral and connectivity features) that distinguished the Two-window condition, across cognitive tasks (Figure 6). The occipital bilaterality, as well as the parietal cross-hemispheric connectivity patterns, might be the result of the symmetrical distribution of the two windows across the visual field, but further work is needed to replicate and explain the bilateral distribution of relevant spectral features across other cortical areas.

The novel experimental/analytical approach and the results of this project may be of interest to researchers in multiple fields. Designers are likely to be excited to consider the wealth of useful findings that will emerge as this neural approach to evaluating user responses continues to evolve. The analysis conducted here, showing rigorous evidence that brain activity responses can be classified in association with specific architectural design elements, points toward a promising future for the use of physiological data in evidence-based design. This approach may someday be used to evaluate the impact of important environmental design decisions prior to physical construction, by collecting the physiological as well as conscious reactions of the intended user population. In the field of human neuroscience, the results of the current study expand on previous work showing that sensor-level feature extraction combined with machine learning can meaningfully distinguish environmental and cognitive variables, ultimately leading toward the implementation of more mobile, low-density EEG headsets to take the technology into real-world settings (Cruz-Garza et al., 2020; Ravindran et al., 2019; Rounds et al., 2020).

4.1. Limitations

The number of participants in this study was relatively small, which can increase the likelihood of a type II error (false negative findings). Furthermore, a large majority of the participants were male university students, with a relatively high degree of computer experience. A recent study on the effectiveness of VR learning as compared to hands-on learning reported that individuals who identified as male, and those having prior experience with computer games, performed better in the VR learning environment compared to their female and non-gamer counterparts, even when controlling for level of VR experience (Madden et al., 2020). This raises the possibility that responses to architectural designs in VR environments could be mediated by sex and/or gender, driven by prior VR experience. Future studies in the area of virtual classroom design can benefit from using larger and more diverse participant pools, with a special emphasis on considering gender and previous gaming experience as possible mediating variables. These factors should also be considered in ongoing work to confirm correspondences between real-world and VR neural patterns.

The cognitive tests that were used in this experiment are well studied and have been shown to have high reliability and validity in laboratory studies. However, the implications of such performance measures for long-term learning outcomes is not straightforward. Future studies may focus on context-relevant tasks that are more directly related to realistic learning experiences. The exposure duration for each environmental condition was very short in our study (1-2 minutes), which may have limited any restorative effect of the window views. Additionally, the “ceiling effect”, in which many participants
scored nearly perfectly on many tasks, limits some of the conclusions that can be drawn about the influence of these different environments.

4.2. Future directions

According to *The State of Technology in Education Report* (Promethean, 2020), virtual reality is now seen as the third most important growth area for technology in education, after cloud computing and online assessment, and its adoption will likely increase dramatically as a result of the COVID-19 pandemic. How should these new learning spaces be designed? Empirical tests of controlled changes in virtual environments could lead to the optimization of design elements to better support distance learning. Future studies in this area can examine even more granular interventions (for example by examining many small changes in the width, depth, and height of classrooms) to optimize such parameters for the general population, or even for specific demographic groups or individuals. It may turn out that different kinds of educational tasks and different student learning styles may be supported best by different classroom design features. In the virtual context where the environment can be quickly and readily adjusted, it may be possible for students to effortlessly switch between environments that optimize their performance on different tasks. It is even technologically feasible for each student to be immersed in a customized virtual learning space suited to his or her needs, while still interacting with teachers and peers in their own customized environments. The optimization of these virtual environments will lead to findings that can later be translated and tested in the physical world.
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