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Abstract. The large number of top quarks produced at the CERN Large Hadron Collider makes it possible to measure the top-quark pair production cross-section differentially with respect to different observables. Differential measurements are important for precision tests and comparisons with Monte Carlo simulations and theoretical calculations. Top-quark pair production in particular is also an important process to study because it is a large background for many analyses. In this paper, several top-quark pair production differential measurements, performed with the ATLAS detector, are described including measurements of the kinematics of the top-quark pair system, of the jet multiplicity, and of the jet activity accompanying the top-quark pair system.

1 Introduction

The cross-section for top-quark pair production in \(pp\) collisions at the LHC, \(\sigma_{t\bar{t}} = 177^{+10}_{-11}\) pb at \(\sqrt{s} = 7\) TeV \cite{1}, is about a factor of 20 larger than it was at the Tevatron. This large increase in statistics means that more precise differential cross-section measurements are possible. These enable test of Monte Carlo simulations, theoretical predictions, and can provide data-driven constraints for various modeling systematic effects.

The ATLAS detector, described in detail elsewhere \cite{2}, is a multipurpose particle detector operating at the Large Hadron Collider. The ATLAS physics goals include making Standard Model measurements and searching for new particles or evidence of physics beyond the Standard Model.

This paper will review three ATLAS differential cross-section analyses using proton-proton collision data at a center-of-mass energy of 7 TeV. The first two analyses focus on the \(t\bar{t}\) lepton+jets channel in which both top quarks decay to \(W\) bosons and \(b\) quarks and then one of the \(W\) bosons decays to a lepton and a neutrino and the other decays to two quarks. The first measures the differential cross-section with respect to the invariant mass \((m_{t\bar{t}})\), rapidity \((y_{t\bar{t}})\), and transverse momentum \(p_T^{t\bar{t}}\) of the \(t\bar{t}\) system \cite{3} while the second measures the jet multiplicity in \(t\bar{t}\) events \cite{4}. The third analysis focuses on the \(t\bar{t}\) dilepton channel in which both \(W\) bosons decay to leptons and measures jet activity accompanying the \(t\bar{t}\) system \cite{5}.

2 Differential cross-section measurements with respect to \(t\bar{t}\) system kinematics

The differential cross-sections for \(t\bar{t}\) pair production with respect to \(m_{t\bar{t}}\), \(y_{t\bar{t}}\), and \(p_T^{t\bar{t}}\) were measured by ATLAS using data collected at 7 TeV in 2011 with an integrated luminosity of 2.0 \(\text{fb}^{-1}\). The observed...
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spectra were compared to the predictions from different Monte Carlo generators [3] and \(m_{t\bar{t}}\) and \(y_{t\bar{t}}\) were compared to predictions determined using different parton distribution function (PDF) sets at NLO [6].

2.1 Event Selection and Reconstruction of the \(t\bar{t}\) System

In order to select events in the lepton+jets channel, events are required to have exactly one lepton (electron or muon), at least four jets, of which at least one is identified as originating from a \(b\) quark (tagged). Electrons are required to have \(E_T > 25\) GeV, muons are required to have \(p_T > 20\) GeV, and jets are required to have \(p_T > 25\) GeV. In addition, requirements are placed on the missing transverse momentum (\(E_{\text{miss}}^T\)) and the transverse \(W\) boson mass (\(m_W^T\)) which is defined as

\[
m_W^T = \sqrt{2p_T^\ell p_T^{\nu}(1 - \cos(\phi^\ell - \phi^{\nu}))}
\]

where \(p_T^\ell\) and \(\phi^\ell\) are calculated from the direction and magnitude of \(E_{\text{miss}}^T\). The requirements placed on the electron channel are stronger due to the need to reduce the larger fake-lepton background.

The \(t\bar{t}\) system is reconstructed using a kinematic likelihood fitter which uses as input the five jets with the highest \(p_T\) as well as the energy and direction of the lepton, the \(E_{\text{miss}}^T\), and the \(b\)-tagging information. Out of the possible jet permutations, the one that best suits the \(t\bar{t}\) decay topology is retained. The likelihood function includes Breit-Wigner terms which constrain the reconstructed \(W\) boson and top quark to be near their known masses, and transfer functions derived from Monte Carlo which related the measured energies of the jets to the decay products of the \(t\bar{t}\) system. The observed and predicted likelihood distribution is shown for the \(e+\text{jets}\) channel in Fig. 1. A requirement is made that the variable plotted, −\(\ln(\text{likelihood})\), be less than 52 in order to promote well-reconstructed events.

To perform differential measurements as a function of a given kinematic quantity, the background contributions must be subtracted. The largest background to this measurement originates from \(W\) boson production. This is referred to as \(W+\text{jets}\) in Fig. 1. Other significant backgrounds originate from \(Z\) bosons, dibosons, single top quark, and the multijet background (referred to as fake leptons). The \(W+\text{jets}\) and multijet background are determined using data-driven techniques while the other backgrounds are all estimated from Monte Carlo simulations.
2.2 Unfolding

To compare to theoretical calculations, detector acceptance and resolution effects have to be corrected using an unfolding procedure. This can be done by constructing a migration matrix which relates the reconstructed level information to the truth level information using Monte Carlo simulation. The migration matrix in the $\mu^+\text{jets}$ channel is shown in Fig. 2.

This analysis uses an unregularized unfolding method, inverting the migration matrix, and applying it to the measured spectra [7]. The measured spectra are also corrected to account for the branching ratio from $t\bar{t}$ to decay in the lepton+jets channel, and the efficiency for events to pass all requirements mentioned in Section 2.

After unfolding, the electron and muon channels are combined using the Best Linear Unbiased Estimator method. The final results are normalized to the integrated cross-section to reduce the total uncertainty.

2.3 Results

The final unfolded results are shown for the $m_{t\bar{t}}$ and $p_T^{\ell}\ell$ spectra in Fig. 3. The measured spectra are compared with predictions from the ALPGEN [8] and MC@NLO [9] generators and from NLO QCD predictions and all spectra agree within uncertainties. These generators are interfaced with HERWIG [10] and JIMMY [11] for parton showering.

The $m_{t\bar{t}}$ and $y_{t\bar{t}}$ spectra are also compared with predictions at NLO using different PDF sets interfaced with MCFM [12]. The PDF sets vary for a variety of reasons: the value of the strong coupling constant, the fitting procedure, and the input data used. For example, CT10 [13], NNPDF2.3 [14], and HERA PDF 1.5 [15] use $\alpha_S$=0.118, 0.118, and 0.1176 respectively while MSTW 2008 [16] and ABM 11 [17] determine $\alpha_S$ simultaneously as part of the fit and get values of 0.1202 and 0.1134. Comparisons to these different PDF sets are shown in Fig. 4. Some differences between different PDF sets are observed, but the uncertainties on the measured spectra presented in this paper are too large to discriminate. The $m_{t\bar{t}}$ and $y_{t\bar{t}}$ variables were chosen for this comparison because they were observed to have the greatest sensitivity to the effects of different PDF sets.
3 Jet multiplicity measurement

The jet multiplicity spectra in $\bar{t}t$ events were measured differentially with the ATLAS detector using the full 7 TeV 2011 dataset corresponding to an integrated luminosity of 4.7 fb$^{-1}$ [4]. The jet multiplicity is measured for jets over four different $p_T$ thresholds: 25, 40, 60 and 80 GeV, using a kinematic selection very close to that described in Sec. 2.1. The measured jet multiplicity is shown in the $e+$ jets channel for jets above 40 GeV in Fig. 5. The largest systematic uncertainties come from the jet
energy scale at high jet multiplicity, and from the uncertainty on the background predictions at low jet multiplicity.

Unlike the previous measurement which was corrected to obtain a full phase-space result, the jet multiplicity spectrum was corrected to particle-level, obtaining a fiducial cross-section measurement. A migration matrix was constructed, and the observed spectra were unfolded iteratively using the Bayesian method [18].

3.1 Results

Final distributions are shown in the muon channel after background subtraction and unfolding for jets above \( p_T \) thresholds of 25 and 80 GeV in Fig. 6. Good agreement is observed with respect to the predictions from several generators (ALPGEN+HERWIG, ALPGEN+PYTHIA [19], and POWHEG [20]+PYTHIA) while MC@NLO+HERWIG predicts too few jets in the high multiplicity bins.

4 Measurement of \( t\bar{t} \) production with a veto on additional central jet activity

The jet activity in \( t\bar{t} \) events was measured differentially in the dilepton channel with the ATLAS detector using a data collected at a center-of-mass energy of 7 TeV in 2011 with an integrated luminosity of 2.05 fb\(^{-1}\). This measurement as well as the previous measurement of jet multiplicity can be used to constrain systematic uncertainties due to the theoretical description of quark and gluon radiation accompanying the \( t\bar{t} \) system. The fraction of events which do not contain an extra jet above a \( p_T \) threshold \( Q_0 \) or that do not contain extra jets whose \( p_T \) scalar sum exceeds \( Q_{\text{sum}} \) can be defined as:

\[
 f(Q_0) = \frac{n(Q_0)}{N} = \frac{\sigma(Q_0)}{\sigma}, \quad f(Q_{\text{sum}}) = \frac{n(Q_{\text{sum}})}{N} = \frac{\sigma(Q_{\text{sum}})}{\sigma}
\]

(2)

where \( N \) is the total number of events. In this context, \( f(Q_0) \) is sensitive to the leading jet momentum while \( f(Q_{\text{sum}}) \) is sensitive to all jet activity. Both are measured as fiducial cross-sections.
Figure 6. Unfolded jet multiplicity distributions in the muon channel for jets with $p_T$ above 25 GeV (left) and 80 GeV (right). The measured distributions are compared with the predictions from several generators: ALPGEN+HERWIG, MC@NLO+HERWIG, ALPGEN+PYTHIA, and POWHEG+PYTHIA [4].

4.1 Event Selection

The analysis is based on the dilepton $t\bar{t}$ channel: two oppositely charged high $p_T$ leptons are required as well as at least two b-tagged jets. Additional requirements are made depending on the flavors of the leptons. For events with two electrons or two muons significant $E_{\text{miss}}$ is required and the invariant mass of the lepton pair must be greater than 15 GeV and must not be near the $Z$ boson mass. For events with one electron and one muon the $H_T$ for the event, defined as the scalar sum of the transverse momenta of all jets and leptons, is required to be greater than 130 GeV.

The measured jet veto distribution is unfolded by applying a bin-by-bin correction factor $C(x)$ where $x$ is either $Q_0$ or $Q_{\text{sum}}$

$$C(x) = \frac{f_{\text{truth}}(x)}{f_{\text{reco}}(x)}$$

These fractions are determined from Monte Carlo simulations. The dominant sources of systematic uncertainties for this measurement come from jet energy scale, jet energy resolution and the uncertainty associated with these correction factors.

4.2 Results

The final results for $f(Q_0)$ in the rapidity intervals $1.5 \leq |y| < 2.1$ and $|y| < 2.1$ are shown in Fig. 7 and the final result for $f(Q_{\text{sum}})$ in the interval $|y| < 0.8$ is shown in Fig. 8. For both $f(Q_0)$ and $f(Q_{\text{sum}})$ good agreement is found between the measured spectra and predictions over the full rapidity interval. However, all models are found to overestimate the amount of extra radiation in the forward detector region and MC@NLO+HERWIG in particular, produces too little activity in the central region. Comparisons with the AcerMC generator [21] such as in Fig. 8 were able to greatly reduce the systematic uncertainties associated with initial and final state radiation in $t\bar{t}$ analyses.
Figure 7. The unfolded jet veto measurement for $f(Q_0)$ in the rapidity intervals $1.5 \leq |y| < 2.1$ (left) and $|y| < 2.1$ (right). The yellow band represents the combined statistical and systematic uncertainties on the measurement and comparisons are shown to several different Monte Carlo generators [5].

Figure 8. The unfolded jet gap fraction measurement for $f(Q_{sum})$ in the central rapidity interval $|y| < 0.8$. The yellow band represents the combined statistical and systematic uncertainties on the measurement and comparisons are shown with the AcerMC generator using different settings for the PYTHIA parton shower parameters [5].

5 Conclusion

Several $t\bar{t}$ differential cross-section measurements have been made using proton-proton collision data at a center-of-mass energy of 7 TeV collected by the ATLAS detector. These are key results to test theoretical predictions and improve the modeling and related uncertainty of top-quark pair signal events in Monte Carlo simulation. In addition these measurements constitute a promising window for searching for beyond the Standard Model physics effects.
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