Optimization of N-PERT Solar Cell under Atacama Desert Solar Spectrum
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Abstract: In the Atacama Desert, the spectral distribution of solar radiation differs from the global standard, showing very high levels of irradiation with a particularly high ultraviolet content. Additionally, the response of photovoltaic (PV) technologies is spectrally dependent, so it is necessary to consider local conditions and type of technology to optimize PV devices since solar cells are usually designed for maximum performance under standard testing conditions (STC). In this work, we determined geometrical and doping parameters to optimize the power of an n-type bifacial passivated emitter and rear totally diffused solar cell (n-PERT). Six parameters (the thicknesses of cell, emitter, and back surface field, as well as doping concentration of emitter, base, and back surface field) were used to optimize the cell under the Atacama Desert spectrum (AM 1.08) and under standard conditions (AM 1.5) through a genetic algorithm. To validate the model, the calculated performance of the n-PERT cell was compared with experimental measurements. Computed and experimental efficiencies showed a relative difference below 1% under STC conditions. Through the optimization process, we found that different geometry and doping concentrations are necessary for cells to be used in the Atacama Desert. Reducing the thickness of all layers and increasing doping can lead to a relative increment of 5.4% in the cell efficiency under AM 1.08. Finally, we show the potential effect of metallization and the viability of reducing the thicknesses of the emitter and the back surface field.
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1. Introduction

Simulations of solar cells are very helpful to understand and predict the effect of fabrication parameters on the final performance [1,2]. In addition, they are very useful to assess the potential operation of photovoltaic (PV) devices under different environmental aspects, such as temperature or solar irradiance [3–5]. Furthermore, the cells’ geometrical and chemical properties, in terms of layer thicknesses, doping, and others, offer infinite possibilities, thus, optimization methods are required to improve devices.

Regardless of the simulation process, one of the most common ways to optimize parameters is through sweeping [6]. However, this method requires many simulations, given by the product of all the calculations performed for each free parameter. Conversely,
genetic algorithms (GA) offer a more efficient path for optimization. These algorithms maximize a given objective, finding the optimal combination of variables without sweeping all possibilities, which significantly reduces computational requirements and time. This is possible through the emulation of natural selection, implementing selection, crossover, and mutation for consecutive generations until optimum is achieved [7].

Genetic algorithms were successfully used to find optimal design parameters for PV devices [6,8,9]. Vincent et al. [6] showed that using a GA is more accurate and significantly faster than the sweeping method for a multi-layer optimization of organic solar cells. They were able to reduce the number of simulations by 60% when starting with the correct parameters. If the initial parameters were not good enough, the GA needed a similar number of simulations, compared to sweeping, but never more than sweeping. Razzaq et al. [8] used a genetic algorithm combined with the rigorous coupled-wave analysis method to improve perovskite/c-Si tandem cells. They optimized five interdependent parameters (related to optical elements) and were able to maximize absorption in the perovskite and in the c-Si absorber layer. Attari et al. [9] optimized the design of GaAs solar cells through GA. They tested thicknesses and doping of the five layers of the cell at the same time, resulting in the ideal junction configuration for the highest efficiency.

In crystalline silicon (c-Si) solar cells, bifaciality has gained great interest, offering the possibility to increase production per unit area by 20% to 30% [10,11]. In particular, the n-type bifacial passivated emitter and rear totally diffused solar cell (n-PERT) have achieved a bifaciality of 95%, showing efficiencies of 22% under standard conditions [12].

Spectral irradiance is a key parameter in the performance of solar devices, especially those that have a spectrally dependent response. Since spectral distribution of solar irradiance can vary markedly over time and from place to place, there exists an important need to analyze the potential performance of PV technologies under local solar spectral irradiance [13–17].

In the present work, we determined the doping and geometrical parameters of an n-PERT solar cell to optimize its power output. The cell was modeled based on the drift-diffusion and continuity equations. Through a genetic algorithm, we were able to optimize the cell thickness, base doping, emitter depth and doping concentration, and thickness and doping of the back surface field, considering a representative Atacama Desert solar spectrum (AM 1.08) and separately under the standard reference spectrum (AM1.5G). We compared the obtained parameters with the actual parameters of the solar cells and showed how they change depending on the spectrum. We also discussed the effect that metallization could have on the obtained thicknesses and cell performance.

2. Materials and Methods

The approach to accomplish the goals of this work consists of two steps: validation of the model and cell optimization. The validation consists of comparing experimental measurements of an n-PERT cell with the model’s numerical results under the reference spectra in both cases. The optimization consists of finding optimal values in the selected parameters for maximum performance when illuminated with the mean Atacama Desert solar spectrum (AM1.08) and when illuminated with the AM1.5G standard spectrum.

Originally, the standard reference spectrum was created in 1992 from spatio-temporal averages of one-year databases of atmospheric parameters for the United States of America (U.S.A.). From these averages and using the SMARTS [18,19] radiative transfer model, standard spectra were obtained for the direct normal and global tilted (at 37°) spectral irradiances under 1.5 airmass. The 37° slope of the inclined surface facing the sun was chosen to represent the average latitude of the 48 contiguous United States. In the latest version of the 2020 standard, they make the SMARTS model available (as a complement (ADJG173CD 3) to the standard).

In 2018, the mean solar spectra for the Atacama Desert were calculated from the spatio-temporal averages of the long-term databases of local atmospheric parameters [13]. The long-term databases contained satellite and model retrievals data, from MODIS [20–22],
In 2018, the mean solar spectra for the Atacama Desert were calculated from the spatio-temporal averages of the local atmospheric parameters [13]. See Figure 1.

Figure 1. Atacama Desert AM1.08 (blue line) and reference AM1.5G (red line) solar spectra.

2.1. Model Validation at STC

For validation, we used the experimental characterization of n-PERT solar cells, published in Ferrada et al. [27]. Table 1 shows the geometrical, doping and Shockley-Read-Hall (SRH) parameters of the cell, while the output current–voltage characteristics are shown in Table 2 (in the Results section). Values for the SRH carrier lifetimes were obtained from Edler [18] and Fell et al. [19] [1,28], while the metal fraction, $f_{\text{met}}$, corresponds to the ratio of the cell’s front surface covered by metallization. In addition, the spectral reflectance ($R_\lambda$) of the metallized solar cell, shown in Figure 2, was obtained using a Perkin Elmer 950 Spectrophotometer [3]. See the Appendix A for the full parameter list.

Table 1. Input parameters obtained through measurements [17–19].

| Name          | Value       | Description                      |
|---------------|-------------|----------------------------------|
| $d_{\text{cell}}$ | 180 µm      | Solar cell thickness             |
| $d_E$         | 0.65 µm     | Emitter depth                    |
| $d_{\text{BSF}}$ | 0.45 µm     | Thickness of BSF                 |
| $N_E$         | $2.44 \times 10^{19}$ cm$^{-3}$ | Emitter surface conc.          |
| $N_B$         | $8.436 \times 10^{14}$ cm$^{-3}$ | Base doping                      |
| $N_{\text{BSF}}$ | $6.17 \times 10^{19}$ cm$^{-3}$ | BSF surface conc.               |
| $\tau_n$     | 1.5 ms      | SRH Carrier lifetime             |
| $\tau_p$     | 1.5 ms      | SRH Carrier lifetime             |
| $f_{\text{met}}$ | 0.052       | Metal fraction front side        |
The analysis was applied to certain number of mesh elements did not vary significantly for more mesh elements. The analysis indicates that above 600 mesh elements, the output parameters match almost perfectly with the parameters computed using the extremely fine mesh. A fine mesh (which means 210 elements) can be used since it produces a variation only at the third significant figure.

Table 2. Measured and calculated JV parameters.

| Parameter | JV Measurement | JV Simulation |
|-----------|----------------|--------------|
|           | Front          | Rear         | Front          | Rear         |
| $J_{sc}$ (mA/cm²) | 39.2 ± 0.03    | 34.6 ± 0.03  | 39.2           | 34.2         |
| $V_{oc}$ (mV)    | 653.1 ± 2      | 649.7 ± 2    | 646.4          | 654.6        |
| $P_{mpp}$ (W)    | 4.9 ± 0.02     | 4.3 ± 0.09   | 5.3            | 4.6          |
| $FF$ (%)         | 78.3 ± 0.2     | 78.2 ± 0.16  | 78.7           | 78.7         |
| $\eta$ (%)       | 20 ± 0.08      | 17.6 ± 0.1   | 20.0           | 18.0         |

Figure 2. Spectral reflectance of the n-PERT solar cell [3].

A 1D model (detailed in the Theory section) was developed in the semiconductor module of COMSOL Multiphysics v6 and tested in laboratory under STC considering AM1.5G reference spectra. Once the current–voltage characteristics (IV) were calculated, electrical output parameters, such as the short circuit current density ($J_{sc}$), open circuit voltage ($V_{oc}$), fill factor ($FF$), power ($P_{mpp}$, where $mpp$ stands for maximum power point), and efficiency ($\eta$), could be compared to the measured IV parameters. Note that in this work, current density is used instead of current. A summary of the measured and calculated JV curves under STC is shown in Table 2 of the results section.

A mesh independence study was conducted to identify the minimum number of elements, which led to satisfactory results. That is, an output parameter obtained with a certain number of mesh elements did not vary significantly for more mesh elements. The analysis was applied to $J_{sc}$, $V_{oc}$, $P_{mpp}$, and $\eta$. The mesh study is shown in Figure 3, where the electrical parameters are normalized to those using the largest number of mesh elements. The analysis indicates that above 600 mesh elements, the output parameters match almost perfectly with the parameters computed using the extremely fine mesh. A fine mesh (which means 210 elements) can be used since it produces a variation only at the third significant figure.

To compare the model with experimental results, two main factors were considered:

1. The model assumes flat surfaces; thus, a correction factor must be introduced to match the short current density. However, the increase in surface area is accompanied by an increment in the saturation current density $J_0$ due to recombination. Fell et al. [1] considered both issues and defined correction factors ($f_{corr}$) for different solar cells. In this work, the calculated short current density under STC conditions, $J_{sc,cal}$, was
multiplied by \( f_{\text{corr}} = 1.17 \) for comparison with the measured short current density, \( J_{\text{sc,meas}} \).

(2) The model does not consider metal induced recombination. Therefore, the open circuit voltage \( V_{\text{oc}} \) may be higher than the experimental result. These differences were quantified and fully described by Edler et al. [29]. They quantified the reduction in the open circuit voltage \( \Delta V_{\text{oc}} \) of n-PERT solar cells by varying the metal fraction \( f_{\text{met}} \) and quantifying the dark saturation current density at the metal/semiconductor interfaces.

For the metal fraction of n-PERT solar cells in this work (0.099 and 0.052 for the front and rear side, respectively), the estimation indicates that the \( V_{\text{oc}} \) can decrease 45 mV due to the front side metallization and 35 mV due to the rear side metallization. It is pointed out that the effect of series and shunt resistances, \( R_{\text{ser}} \) and \( R_{\text{shunt}} \), is observable in the shape of the IV curve, and thus, on the FF and \( P_{\text{mpp}} \) [30]. Based on the referenced experimental work, metal induced recombination can be applied after the model is solved, by subtracting \( \Delta V_{\text{oc}} \) for the corresponding metal fraction. In addition, ohmic losses will affect \( P_{\text{mpp}} \) and FF. For power, \( P_{\text{mpp}} = P_{\text{mpp,0}} - R_{\text{ser}} I_{\text{mpp}}^2 \), where \( P_{\text{mpp,0}} \) is the power without resistance effects. For the fill factor, \( FF = FF_0 (1 - r_{\text{ser}}) \), where \( FF_0 \) is the fill factor without resistive effects, \( r_{\text{ser}} \) is the normalized series resistance to the characteristic resistance \( (r_{\text{ser}} = R_{\text{ser}} / R_{\text{CH}} \) and \( R_{\text{CH}} = V_{\text{oc}} / I_{\text{sc}} \) [31].

\[
\begin{align*}
J_{\text{sc}} & \quad V_{\text{oc}} & \quad P_{\text{mpp}} & \quad \eta
\end{align*}
\]

\[\text{Mesh independence study of the main output JV parameters as a function of the mesh elements for a 1D model.}\]

2.2. Determination of the Optimal Solar Cell Parameters

Six optimization parameters were defined to maximize the output power of the solar cell. These parameters are the cell, emitter, and back surface field thicknesses \( (d_{\text{cell}}, d_E, \) and \( d_{\text{BSF}}, \) respectively) as well as emitter, base, and BSF doping concentration \( (N_E, N_B, \) and \( N_{\text{BSF}}, \) respectively). To find the optimal parameters, we used a particular genetic algorithm (GA) with the following stages (described in detail by Katoch et al. [7]); see Figure 4.

Stage 1

First, we randomly produced a first generation of individuals in the search space \( \Omega \). That means, given a fixed population size \( N_p \in \mathbb{N} \), we randomly generated \( N_p \) points: \( X^0 = \{ x_1^0, \ldots, x_{N_p}^0 \} \), in such way that \( x_i^0 \in \Omega \), with \( i = 1 \ldots N_p \), where \( X^0 \) is called the initial generation (or generation 0).

Stage 2
During a fixed number of iterations \( N_g \in \mathbb{N} \), called generations, several sub processes were repeated. For each generation \( n = 0 \ldots N_g \), considering \( X^n \), we applied the following processes.

### Figure 4. General procedure of the considered genetic algorithm.

| A | B | C |
|---|---|---|
| Selection | Crossover | Elitism |
| Mutation |  |  |
| Optimal solution |  |  |
| Yes | |  |
| No |  |  |

#### a. Selection: We calculated the value of the cost function \( g \) of all points \( x^n_i \), and it was denoted as \( g^n_i = g(x^n_i) \), with \( i = 1, \ldots N_p \). For each \( x^n_i \), a probability \( p^n_i \) to be selected, was assigned. The probability can be written in terms of the cost function, \( p^n_i = p(g^n_i) \). Once the probability was computed, \( 2N_p \) elements called parents were randomly chosen, and they were denoted as \( y^n_i \), with \( i = 1, \ldots 2N_p \). This procedure assumed that the region of the points with the lowest value of \( g \) is explored with a larger frequency.

#### b. Crossover: We created \( N_p \) elements called children and denoted as \( e^n_i \), with \( i = 1, \ldots N_p \), from the values of the parents \( y^n_i \) by considering a random point included in the segment defined by two parents. This step was intended to explore a zone included between two parents' points and determine if there was a better element.

#### c. Mutation: We modified randomly some components of the \( e^n_i \) elements. The goal was to explore some areas of the search space randomly. In addition, this step allowed for escape from possible local minima, which may attract too many elements of the population.

#### d. Elitism: We aimed to ensure that the convergence of the GA was always decreasing, that is, the value of \( g \) of the best element from each generation was decreasing from one generation to another. Thus, we directly copied the best element from the previous generation \( X^n \) and it was denoted as \( \bar{x}^n \).

After implementing these steps, the next generation \( X^{n+1} = \{e^n_1, \ldots , e^n_{N_p}\} \) was obtained. Once the GA was finished, it led to the point \( \bar{x}^n \), where \( n \) was the last calculated generation. This solution is an approximation for the optimization problem. In general, this algorithm can rapidly find a zone near the global optimum. However, it can lack of precision [32].

Once the algorithm was defined, the parameters: \( N_p, N_s, p_m \), were chosen. Additionally, the stopping tests were defined. If, during \( N_s \) iterations, the value of \( \bar{x}^n \) remained unchanged, the GA was stopped. Once the solution was obtained, a convergence curve was constructed. Finally, the performance of the solar cell was computed using the optimized parameters for each solar spectrum. In this case the model was executed under the Atacama AM1.08 and the standard reference spectrum AM1.5G.

### 3. Theory

The J-V curve of the c-Si cells can be calculated through the following model based on:

(i) net charge relation, (ii) holes and electrons transport, and (iii) continuity equations.

#### i. Net charge density relation

The net charge density relation is \( \nabla \cdot (-\varepsilon_r \nabla V) = \rho \), where \( \varepsilon_r \) is the relative permittivity of the semiconductor, \( V \) is the electric potential, and \( \rho \) is the charge density given by
\[ \rho = q\left(p - n + N_{d}^{+} - N_{a}^{-}\right) \]

in which \( q \) is the elementary charge, \( n \) and \( p \) are the electron and hole concentrations, and \( N_{d}^{+} \) and \( N_{a}^{-} \) the ionized impurity concentration. See Equation (1).

\[ \nabla \cdot (- \varepsilon \nabla V) = \rho = q\left(p - n + N_{d}^{+} - N_{a}^{-}\right) \quad (1) \]

ii. Transport equations

The transport equations for electrons and holes in terms of the currents densities \( J_n \) and \( J_p \), are as shown in Equations (2) and (3), respectively. The quantities \( \mu_n \) and \( \mu_p \) are the electron and hole mobilities and \( E_C \) and \( E_V \) are the conduction and valence band edges. In addition, \( k_B \) is the Boltzmann’s constant, \( T \) is the temperature, \( N_C \) and \( N_V \) are the effective density of states in the conduction and valence bands and \( G \) is the ratio of the Fermi integrals, \( G(n/N_C) = F_{1/2}(\zeta)/F_{-1/2}(\zeta) \) with \( \zeta = F^{-1/2}(n/N_C) \). In the last terms, \( D_{n,th} \) and \( D_{p,th} \) correspond to the thermal diffusivities.

\[ J_n = qn\mu_n\nabla E_C + \mu_n k_B T \frac{N}{N_C} \nabla n + qnD_{n,th}\nabla \ln(T) \quad (2) \]

\[ J_p = qp\mu_p\nabla E_V - \mu_p k_B T \frac{p}{N_V} \nabla p - qpD_{p,th}\nabla \ln(T) \quad (3) \]

The first and second terms in Equations (3) and (4) stand for the drift and diffusion model for electrons and holes; whereas the third term corresponds to corrections related to Fermi–Dirac statistics \([33]\). Carrier mobilities, affected by scattering of charge carriers due to impurities and phonons, are computed through the empirical Arora mobility model \([34]\) (Equation (4)). The Arora model includes the dependency on the impurities but also on the cell temperature through \( \mu_{min}, \mu_0 \) and \( m \), which are \( T \)-dependent (details in \([35]\)). See the Appendix A for the extended form of the Arora model equations.

\[ \mu = \mu_{min} + \frac{\mu_0}{1 + \left(N/N_{ref}\right)^m} \quad (4) \]

iii. Continuity equations

The continuity equations for electron and holes are Equations (5) and (6), where \( U_n \) and \( U_p \) are the net electron and hole recombination rates, given by \( U_n = \sum R_{n,i} - \sum G_{n,j} \) and \( U_p = \sum R_{p,i} - \sum G_{p,j} \), where \( R \) and \( G \) denotes recombination and generation, respectively

\[ \frac{\partial n}{\partial t} = - \frac{1}{q} \left( \nabla \cdot J_n \right) - U_n \quad (5) \]

\[ \frac{\partial p}{\partial t} = - \frac{1}{q} \left( \nabla \cdot J_p \right) - U_p \quad (6) \]

The generation rate \( G \) is obtained through the Lambert–Beer’s law: \( \phi(\lambda, z) = \phi_0 e^{-\alpha(\lambda) z} \), where \( \phi(\lambda, z) \) is the number of photons of wavelength \( \lambda \) per unit area and time at a given point in the cell. The term \( \phi_0 \) corresponds to the incident photon flux, \( \alpha \) is the absorption coefficient (in \( \text{cm}^{-1} \)), and \( z \) the spatial coordinate. Assuming that each photon leads to an electron–hole pair, dismissing reflection, the generation rate \( \phi(\lambda) \) (in \( \text{cm}^{-3} \text{s}^{-1} \)) is computed as the derivative of \( \phi(\lambda, z) \) with respect to \( z \) and integrating over \( \lambda \) (Equation (7)). A similar process was used by Chowdhury et al. \([36]\).

\[ \phi(\lambda) = \int_0^\infty \alpha(\lambda)\phi(\lambda) e^{-\alpha(\lambda) z} d\lambda \quad (7) \]

The absorption coefficient is given by \( \alpha(\lambda) = 4\pi\kappa(\lambda)/\lambda \), where \( \kappa(\lambda) \) is the extinction coefficient. The photon flux is linked to the solar spectral irradiance, \( F(\lambda) \) via \( \phi(\lambda) = \lambda F(\lambda)/(hc) \), where \( h \) is Planck’s constant and \( c \) the speed of light in vacuum. The next step is to consider the metallized fraction of the cells, \( f_{met} \), and the spectral reflection
of the non-metallized region of the solar cell, $R_\text{ser}$. Then, the generation rate becomes Equation (8):

$$G(z) = \frac{4\pi}{hc} (1 - f_\text{met}) \int_{\lambda_1}^{\lambda_2} \kappa(\lambda) F(\lambda) e^{-\frac{4\pi \kappa(\lambda)}{\lambda} \frac{1}{hc} [1 - R(\lambda)]} d\lambda \quad (8)$$

Losses due to Auger ($R_\text{Auger}$), trap-assisted (Shockley–Read–Hall, $R_\text{SRH}$) and band-to-band ($R_\text{B}$) recombination are included through Equations (9)–(11). In these equations, $C_n$, $C_p$, and $C$ are material constants; $\gamma_n$ and $\gamma_p$ are degeneracy factors obtained in terms of Fermi integrals; $n_{\text{eff}}$ is the intrinsic carrier concentration; $\tau_p$ and $\tau_n$ are hole and electron lifetimes, respectively; and $p_1$ and $n_1$ are hole and electron expressions, depending on the trap energy level $E_t$. The intrinsic carrier concentration is obtained via $n_{\text{eff}}^2 = N_C N_V e^{-E_g/(kT)}$, where $E_g$ is the semiconductor’s bandgap.

$$R_\text{Auger} = (C_n + C_p)(np - \gamma_n \gamma_p n_{\text{eff}}^2) \quad (9)$$

$$R_\text{SRH} = \frac{np - \gamma_n \gamma_p n_{\text{eff}}^2}{\tau_p(n + n_1) + \tau_n(p + p_1)} \quad (10)$$

$$R_\text{D} = C(np - \gamma_n \gamma_p n_{\text{eff}}^2) \quad (11)$$

The $n_1$ and $p_1$ are defined as Equations (12) and (13) show, where $\Delta E_g$ is the band gap narrowing energy, $V_{th}$ is the thermal voltage, and $E_t$ is the trap energy level.

$$n_1 = \gamma_n \sqrt{N_C N_V} \exp\left(-\frac{E_g - \Delta E_g}{2V_{th}}\right) \exp\left(-\frac{\Delta E_t}{V_{th}}\right) \quad (12)$$

$$p_1 = \gamma_p \sqrt{N_C N_V} \exp\left(-\frac{E_g - \Delta E_g}{2V_{th}}\right) \exp\left(-\frac{\Delta E_t}{V_{th}}\right) \quad (13)$$

4. Results

4.1. Measurements and Simulation of the Solar Cell at Standard Conditions

The validation step is performed through a direct comparison between the measured and computed JV parameters. The obtained values from both methods are presented in Table 2. Measurements were performed for the front and rear side of a set of six solar cells leading to the standard deviations indicated in the Table 2. The area of the measured solar cells was 244.3 cm². Using the value of the series resistance $R_\text{ser} = 0.45 \Omega cm^2$ from the experimental measurements, the following results were obtained.

According to the values in the table, relative differences $\Delta X$ for a parameter $X$ were determined as $\Delta X = (X_{\text{calc}} - X_{\text{meas}}) / X_{\text{meas}}$, where $X_{\text{calc}}$ and $X_{\text{meas}}$ stand for calculated and measured, respectively. The $I_{sc}$ and $V_{oc}$ show relative differences between calculated and measured values below 1% for the front side and below 2% for the rear side. The power $P_{\text{mpp}}$ is the parameter experimenting the largest discrepancy between measured and calculated values, being 8% for the front and 7% for the rear side. However, the $FF$ and efficiency exhibit relative differences below 1% for both sides. In summary, the error of the simulated JV parameters is below 2%, except for maximum power, which reached values up to 8% when illuminated with the reference solar spectrum AM1.5G. Since the maximum power point is calculated considering the series resistance through $P_{\text{mpp}} = P_{\text{mpp},0} - R_\text{ser} I_{\text{mpp}}^2$, the corresponding error $\delta P_{\text{mpp}}$ includes the value of $R_\text{ser}$ and the propagation of the short current density error, $\delta J_{\text{sc}}$. With $R_{\text{ser}} = 0.45 \Omega cm^2$, the propagation error can reach 16%, which explains the discrepancy of 8% with the measurement.

4.2. Optimal Solar Cell Parameters

As stated in the methodology, the optimization aimed to obtain maximum output power $P_{\text{mpp}}$ for front side illumination at the AM1.5G standard and the AM1.08 spectra
through the selected control parameters. The initial values and range for these parameters are summarized in Table 3. The parameters of the GA are found in Table 4.

Table 3. Thickness and doping parameters of the cell.

| Solar Cell Parameters | Initial Values | Range               |
|-----------------------|----------------|---------------------|
| $d_E$ (nm)            | 650            | 50–750              |
| $d_{cell}$ (nm)       | $180 \times 10^3$ | $150 \times 10^3$–$200 \times 10^3$ |
| $d_{BSF}$ (nm)        | 450            | 50–750              |
| $N_E$ (cm$^{-3}$)     | $2.44 \times 10^{19}$ | $1 \times 10^{19}$–$10^{20}$ |
| $N_B$ (cm$^{-3}$)     | $8.44 \times 10^{14}$ | $1 \times 10^{14}$–$10^{15}$ |
| $N_{BSF}$ (cm$^{-3}$) | $6.16 \times 10^{19}$ | $1 \times 10^{19}$–$10^{20}$ |

Table 4. Parameters of the genetic algorithm (GA).

| GA Parameters        | Value |
|----------------------|-------|
| Population size      | 70    |
| Generations          | 110   |
| Stopping criterium   | 10    |
| Mutation probability | 10%   |

Figure 5 shows the simulation of the optimized (full line) and non-optimized (dotted curve) n-PERT solar cell at the AM1.5G (blue) and AM1.08 (red) solar spectra. The calculation shows that for both spectra, the short circuit current density of the optimized solar cell is increased with respect to that of the non-optimized cell, while keeping the open circuit voltage nearly at the same value. Thus, the power output is also increased. The implications of this result suggest that the global optimization, performed through a genetic algorithm, was successful in finding solar cell parameters that increase the power output though the current density and reducing recombination.

![Figure 5](image_url)

Figure 5. Current–voltage curve of the optimized and non-optimized n-PERT solar cell at the AM1.5G and AM1.08 spectra.

Based on the JV curves, Table 5 shows the JV parameters of the optimized and the non-optimized cases for both spectra; and the relative increment after optimization. The relative percentual increment in each electrical parameter $X$ obtained from the optimization is computed as $100(X_{opt} - X_{non-opt}) / X_{non-opt}$. The terms $X_{opt}$ and $X_{non-opt}$ refer to optimal and non-optimal values. Under both spectra, optimized cells show increments in all parameters except for the open circuit voltage, as previously observed in the IV curves. The largest improvements due to optimized parameters are observed under the Atacama spectrum, reaching an increment of 5.7% in the maximum power and of 5.4% in efficiency. This is expected since solar cells are optimized for STC.
Table 5. Output electrical parameters extracted from the optimized solar cell.

| Parameter       | Non-Optimized | Optimized | Increment |
|-----------------|---------------|-----------|-----------|
|                 | STC AM1.5G    | ATA AM1.08| STC AM1.5G| ATA AM1.08| STC AM1.5G| ATA AM1.08|
| $J_{SC}$ (mA/cm²) | 39.2          | 42.2      | 40.7      | 44.3      | 3.7%      | 4.9%      |
| $V_{OC}$ (mV)   | 646.4         | 647.0     | 641.7     | 640.1     | −0.7%     | −1.1%     |
| $P_{MPP}$ (W)   | 5.3           | 5.7       | 5.5       | 6.1       | 4.3%      | 5.7%      |
| FF (%)          | 78.7          | 78.9      | 79.1      | 80.1      | 0.5%      | 1.5%      |
| η (%)           | 20.0          | 21.6      | 20.8      | 22.7      | 4.3%      | 5.4%      |

Table 6 shows the obtained geometrical and doping parameters for the optimized solar cell under both spectra in comparison with the experimental values of the n-PERT device. The optimal thickness found for the emitter is in both cases thinner than the initial case (approximately 1/3). This fact may increase the probability of recombination caused by the minority carrier diffusion towards the unpassivated interface, leading to a lower open circuit voltage [37]. On the other hand, making a thinner emitter means that at the same temperature (to produce $d_E = 650$ nm or $d_E = 200$ nm), a shorter time is required [38]. In the case of the thickness of the BSF, the same reasoning as above follows. Regarding the thickness of the silicon wafer (cell thickness), optimal values are smaller than the initial one. The use of thinner wafers implies a more efficient use of material (cost reduction) and the possibility of better heat management under illumination [39]. Additionally, the voltage benefits from a lower thickness [40].

Table 6. Summary of initial and optimized solar cell parameters.

| Description          | Parameter       | Exp. Values | AM1.5G          | AM1.08          |
|----------------------|-----------------|-------------|-----------------|-----------------|
| Emitter thickness    | $d_E$ (nm)      | 650         | 200.2           | 201             |
| Cell thickness       | $d_{cell}$ (nm) | 180 $\times$ 10³ | 154.2 $\times$ 10³ | 165.1 $\times$ 10³ |
| BSF thickness        | $d_{BSF}$ (nm)  | 450         | 330             | 250             |
| Emitter doping       | $N_E$ (cm$^{-3}$) | 2.44 $\times$ 10¹⁹ | 9.89 $\times$ 10¹⁹ | 9.36 $\times$ 10¹⁹ |
| Base doping          | $N_B$ (cm$^{-3}$) | 8.44 $\times$ 10¹⁴ | 9.83 $\times$ 10¹⁴ | 9.81 $\times$ 10¹⁴ |
| BSF doping           | $N_{BSF}$ (cm$^{-3}$) | 6.16 $\times$ 10¹⁹ | 3.87 $\times$ 10²⁰ | 4.92 $\times$ 10²⁰ |

Table 6 indicates that the emitter doping concentration is slightly lower at AM1.08 compared to that at the standard spectrum. This result can be interpreted as a requirement to reduce recombination caused by the high-power density spectrum in Atacama. A higher intensity means a larger number of photons impinging the solar cell, significantly increasing the excess minority carrier density and, thus, the Auger recombination [41] at the front side. Therefore, reducing the doping concentration is needed to keep recombination low enough.

Table 6 also shows that the thickness of the BSF is thinner and heavier doped at AM1.08 compared to the value at STC. The BSF was linked to recombination reduction at the rear side through a junction of same polarity ($n$-$n^+$) in this case [42] (where the “+” denotes higher doping concentration). This result for the BSF is inverse to that at the emitter because photons are mostly absorbed in the emitter and base. Thus, limiting doping concentration at the rear side is not necessarily due to a lower excess of minority carrier density compared to the front side, allowing a thinner and heavier doped BSF. Studies regarding the optimal thickness for a phosphorus doped layer, such as the BSF of the n-PERT solar cell, indicate that for low doping concentration, the thickness is higher compared to that at higher doping concentration, where thickness needs to be limited to avoid recombination [43]. Stem and Sid [42] found that the optimal thickness for the P-doped layer is below 1 µm for doping concentrations from $5 \times 10^{19}$ cm$^{-3}$ to $1 \times 10^{20}$ cm$^{-3}$, reaching highest efficiency in the range of 0.2 to 0.4 µm.
5. Discussion

5.1. Solar Spectrum

Our findings show that the solar spectrum has an important effect on the cell performance. The solar cell shows a different response under the Atacama Desert spectrum, due to the larger ultraviolet content (blueshift) and its higher intensity compared to AM 1.5G. Thus, the optimal set of parameters under a local spectrum, i.e., the AM 1.08, are different compared to AM 1.5G illumination. Cells fabricated for the Atacama Desert could use thinner Si wafers, with lower thicknesses for the base, the emitter, and BSF. At the same time, emitter doping has to increase by ~4 times and BSF doping by ~8 times. Through this optimization, the specially designed cell could further increase the performance of PV devices under the Atacama spectrum reaching efficiencies of 22.7% instead of the 21.6% computed for the non-optimized cell and of the 20% measured at STC.

The increment in the short current density under the Atacama Desert spectrum agrees with previous works [3,13,44,45]. In Marzo et al. [13], two c-Si solar cells with different sheet resistance, and showing different external quantum efficiencies, were evaluated under both spectra by means of the photogenerated current density ($J_{ph}$). Equation 14 corresponds to the model used in that work, where $q$ is the elementary carrier charge, $h$ is the Planck’s constant, $c$ is the speed of light in vacuum, EQE is the external quantum efficiency, and $F$ is the solar spectral irradiance.

$$J_{ph} = \frac{q}{hc} \int_{\lambda_1}^{\lambda_2} \text{EQE}(\lambda)F(\lambda)\lambda d\lambda$$ (14)

In that case, under AM 1.08, the increment in $J_{ph}$, due only to the UV range, was in the order of 50%. While, in the visible (VIS) and infrared (IR) spectral ranges, it also led to an increase of 10% and 1.4%, in the photocurrent density. The main difference between both solar cells was a larger blue response in the one with 100 Ohm/sq vs. the other with 50 Ohm/sq sheet resistance. A similar calculation was performed for five c-Si technologies under the standard and Atacama spectra [3]. Additionally, the effects of different encapsulant materials were evaluated, and in all cases, $J_{ph}$ was larger in the Atacama Desert compared to the standard spectrum. A different insight into the discussion regarding the impact of the Atacama AM1.08 solar spectrum was provided by Diaz et al. [44]. Their approach enabled the estimation of the maximum photogenerated current density in terms of internal parameters of the cell and its optical performance. For this purpose, an effective optical pathlength enhancement factor, $Z(\lambda)$, was introduced. The methodology was applied for crystalline silicon devices and for dye-sensitized solar cells under the standard AM 1.5G (with cells tilted 37°) and the Atacama AM1.08 (with cells tilted 18°). In the case of Si technologies, there is an important photocurrent increase under AM1.08, while the difference is small for dye-sensitized solar cells. An experimental work [45] with indoor (STC) and outdoor (Atacama) measurements performed on c-Si cells showed different results. In the experiment, under outdoor conditions in the Atacama Desert, the short circuit current was 2.8% lower than under indoor (standard) testing. The authors explain the result is due to the greater resistance effects from cables and contacts in the outdoor experiment, which was observed in a 10% larger fill factor.

Figure 6 shows the spectral response in the studied cell. The average SR values for the front side are 0.19, 0.44, and 0.53 A/W in the UV, VIS, and in the IR spectral range. Similarly, for the rear side, average values are 0.11 A/W, 0.40 A/W, and 0.46 A/W, respectively. Through this measurement, we can calculate the photogenerated current density, $J_{ph}$, and compare it with the measured $J_{sc}$ and with the computed $J_{sc}$ obtained with COMSOL. The equation to obtain $J_{ph}$ when SR is known is expressed in Equation (15).

$$J_{ph} = \int_{\lambda_1}^{\lambda_2} \text{SR}(\lambda)F(\lambda) d\lambda$$ (15)
explain the result is due to the greater resistance effects from cables and contacts in the outdoor experiment, which was observed in a 10% larger fill factor.

Figure 6 shows the spectral response in the studied cell. The average SR values for the front side are 0.19, 0.44, and 0.53 A/W in the UV, VIS, and in the IR spectral range. Similarly, for the rear side, average values are 0.11 A/W, 0.40 A/W, and 0.46 A/W, respectively. Through this measurement, we can calculate the photogenerated current density, $J_{\text{ph}}$, and compare it with the measured $J_{\text{sc}}$ and with the computed $J_{\text{ph}}$ obtained with COMSOL. The equation to obtain $J_{\text{ph}}$ when SR is known is expressed in Equation (15).

$$ J_{\text{ph}} = n \, \text{SR}(\lambda) \cdot F(\lambda) \, d\lambda $$

Figure 6. Spectral response of an n-PERT solar cell, measured for the front and rear sides under 1 sun.

Table 7 shows the measured and calculated current density for front and rear sides of the cell under both spectra. For the front side, through the COMSOL calculation, the same value of the measurement is obtained, while there is a relative difference of 0.8% for the calculated $J_{\text{ph}}$. In the case of rear-side illumination, the relative differences between the measurements are 1.2% for $J_{\text{sc}}$ via COMSOL and 0.9% for the calculated $J_{\text{ph}}$.

Table 7. Measured and calculated current density values.

|                  | n-PERT Front (AM 1.5G) | n-PERT Rear (AM 1.5G) | n-PERT Front (AM 1.08) | n-PERT Rear (AM 1.08) |
|------------------|------------------------|-----------------------|------------------------|-----------------------|
| Measured $J_{\text{sc}}$ (mA/cm²) | 39.2                   | 34.6                  | X                      | X                     |
| Calculated $J_{\text{sc}}$ via COMSOL (mA/cm²) | 39.2                   | 34.2                  | 44.3                   | X                     |
| Calculated $J_{\text{ph}}$ (mA/cm²) | 38.9                   | 34.3                  | 42.2                   | 37.1                  |

5.2. Metallization

With the aim to analyze the feasibility of the optimal parameters found for the solar cell, the focus of this section is to look deeper into the metallization step, which was not implemented in the optimization but explored experimentally. For this purpose, characterization and modeled results regarding the metallization step are considered.

To experimentally investigate the effect of metallization and doping concentration, we chose the rear side of n-PERT solar cells because the flat surface facilitates characterization (see Ag finger in Figure 7a). During metallization, silver pastes etch the SiNx layer, and Ag crystallites penetrate the BSF [27]. Both processes influence the cell performance. The etched area due to the action of the glass frit of the metallization paste was determined by field emission scanning electron microscopy (FE-SEM), followed by image analysis (Figure 7b). The surface was prepared using a HNO₃ + HF + HNO₃ treatment to remove the fingers’ glass and silver and allow the etched SiNx area to be visible. It was found that the etched area can vary between 51% and 67% depending on paste composition. The more aggressive paste led to poorer solar cell performance, expressed in the efficiency. In both cases, this etching process meant that the passivation underneath the metal contact was removed, leading to an enhanced recombination at the metal–Si interface [29]. Penetration of Ag
crystallites is the main contributor to the current transport between Ag and c-Si [46]. Based on 60 atomic force microscopy (AFM in Figure 7c) measurements at different locations, it turned out that Ag crystallites reached a penetration depth up to $40 \pm 5$ nm. As shown in Table 4, the emitter thickness of around 200 nm is large enough to avoid substantial recombination due to the metallization.

![Figure 7](image)

Figure 7. (a) SEM image of a silver finger of the n-PERT solar cell with a width around 50 µm and height of 10 µm after a single print. This structure was removed for the interface analysis. (b) Image of the SiNx etched area due to metallization; the light gray areas correspond to the etched areas (for further details, see [27]). (c) AFM image and depth profile of Ag imprints left behind after the chemical treatment.

The most critical factor affecting $V_{oc}$ in this experiment was the doping profile. The largest $V_{oc}$ was obtained for the shallowest profile, regardless of the silver paste. The highest obtained $V_{oc}$ were 657 mV and 655 mV depending on the paste. In all cases, these experimental results support the specified optimal thickness of the doping layer as well as the surface concentration, that is, thinner and lower surface concentrations with respect to the experimental value shown in Table 1.

Another study based on modeling and supported by experimental measurements reported that if the doped layer is etched partially over a large fraction beneath the contact, it is a possible scenario when the glass frit is etching into the emitter during the firing step or when the Ag crystallites cover a larger fraction under the contact. This effect is more significant as the junction depth is reduced, which translates into a shallow doping profile due to the less effective shield for minority charge carriers at the non-passivated surface [47].
6. Conclusions

In the present work, a model of a passivated emitter and rear totally diffused (n-PERT) crystalline silicon solar cell was obtained based on the drift-diffusion and continuity equations with the semiconductor module of COMSOL Multiphysics v6. The computational results were in good agreement with the experiments. The model can be used to study a $p^+nn^+$ structure and, thus, a family of cases, where $p^+$ refers to the emitter, $n$ is the base, and $n^+$ is the back surface field (BSF). Additionally, the model can work for the case of monofacial and bifacial solar cells under any illumination, which means, only front, only rear, or simultaneous front and rear side illumination.

Applying a genetic algorithm (GA) in MATLAB to the solar cell model, six cell parameters were optimized for obtaining maximum output power when illuminated by a representative spectrum of the Atacama Desert (AM1.08). For comparison, the optimization to the standard reference global solar spectrum AM1.5G was also carried out. The control variables were thickness and doping concentration of the emitter, cell, and back surface field (BSF). Given that the Atacama and reference spectra differ, the optimal parameters of the n-PERT solar cell resulted to be distinct for each illumination. Under AM1.08 illumination, the BSF is required to be thinner and lightly doped compared with values under the AM1.5G spectrum. Moreover, the doping of the emitter needs to be heavier compared to the doping under the AM1.5G spectrum. In summary, the optimized solar cell under the AM1.08 spectrum led to a gain of +4.9% for the short circuit current density $J_{sc}$, +5.7% for the power $P_{mpp}$, and +5.4% for the efficiency $\eta$, with a loss in the open circuit voltage $V_{oc}$ of 1%.

These results show that considering the shape of the typical local solar spectrum in PV cell design vs. the standard solar spectrum defined under US parameters can improve cell efficiency.
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Appendix A

In this section, input parameters used for the solar cell simulation are provided.
Table A1. Summary of input parameters. Note that the shown \(d_\text{E}, d_{\text{cell}}, d_{\text{BSF}}, N_\text{E}, N_\text{B}, \) and \(N_{\text{BSF}}\) values were used for the mesh and validation study. However, these parameters were control variables in the optimization step.

| Input Parameter                          | Value                                      |
|------------------------------------------|--------------------------------------------|
| Emitter thickness, \(d_\text{E}\) (nm)   | 650                                        |
| Wafer thickness, \(d_{\text{cell}}\) (\(\mu\text{m}\)) | \(180 \times 10^3\)                      |
| BSF thickness, \(d_{\text{BSF}}\) (nm)   | 450                                        |
| Simulated area, \(A\) (cm\(^2\))        | 1                                          |
| Relative dielectric constant, \(\varepsilon_r\) | 11.7                                       |
| Electron affinity, \(\chi\) (eV)        | 4.05                                       |
| Bandgap, \(E_g\) (eV)                   | 1.12                                       |
| Effective conduction band density, \(N_\text{E}\) (cm\(^{-3}\)) | \((T/300\text{[K]}\)^{3/2} \times 1.04 \times 10^{39} \text{[cm}^{-3}\)] |
| Effective valence band density, \(N_\text{V}\) (cm\(^{-3}\)) | \((T/300\text{[K]}\)^{3/2} \times 2.8 \times 10^{39} \text{[cm}^{-3}\)] |
| Electron mobility, \(\mu_\text{n}\) (cm\(^2\)V\(^{-1}\)s\(^{-1}\)) | Arora model                                |
| Hole mobility, \(\mu_\text{p}\) (cm\(^2\)V\(^{-1}\)s\(^{-1}\)) | Arora model                                |
| Front-side surface doping, \(N_\text{F}\) (cm\(^{-3}\)) | \(2.44 \times 10^{19}\)                 |
| Base doping concentration, \(N_\text{B}\) (cm\(^{-3}\)) | \(8.44 \times 10^{14}\)                |
| Rear-side surface doping, \(N_{\text{BSF}}\) (cm\(^{-3}\)) | \(6.17 \times 10^{19}\)                |
| c-Si density, \(\rho\) (kg/m\(^3\)) | 2329                                       |
| Auger Recombination coefficient for electrons, \(C_\text{n}\) (cm\(^6\)s\(^{-1}\)) | \(2.80 \times 10^{-31}\)               |
| Auger Recombination coefficient for holes, \(C_\text{p}\) (cm\(^6\)s\(^{-1}\)) | \(9.90 \times 10^{-32}\)               |
| Direct band-to-band recombination coefficient, \(C\) (cm\(^3\)s\(^{-1}\)) | \(4.73 \times 10^{-15}\)               |
| Tau trap for electrons and holes, \(\mu_\text{n}, \mu_\text{p}\) (ms) | 1                                          |

Table A2. Summary of input parameters for the Arora model for the mobility of electrons \(\mu_\text{n}\) and holes \(\mu_\text{p}\), taken from [34]. The Arora model equations are shown below the table.

| Input Parameter                          | Value                                      |
|------------------------------------------|--------------------------------------------|
| Electron mobility reference, \(\mu_{\text{n,0}}\) (cm\(^2\)/Vs) | 1252                                       |
| Hole mobility reference, \(\mu_{\text{p,0}}\) (cm\(^2\)/Vs) | 407                                        |
| Electron mobility reference minimum, \(\mu_{\text{n,min}}\) (cm\(^2\)/Vs) | 88                                         |
| Hole mobility reference minimum, \(\mu_{\text{p,min}}\) (cm\(^2\)/Vs) | 54.3                                      |
| Electron reference impurity concentration, \(N_{\text{n,0}}^{\text{ref}}\) (1/cm\(^3\)) | \(1.26 \times 10^{17}\)               |
| Hole reference impurity concentration, \(N_{\text{p,0}}^{\text{ref}}\) (1/cm\(^3\)) | \(2.35 \times 10^{17}\)               |
| Alpha coefficient, \(\alpha_0\) | 0.88                                       |
| Mobility reference minimum exponent, \(\beta_1\) | -0.57                                     |
| Mobility reference exponent, \(\beta_2\) | -2.33                                     |
| Impurity concentration reference exponent, \(\beta_3\) | -2.33                                     |
| Alpha coefficient exponent, \(\beta_4\) | -0.146                                    |
| Reference temperature, \(T_{\text{ref}}\) (K) | 300                                        |

Arora model equations [34,35]:

\[
\mu_\text{n} = \mu_{\text{n,min}} + \frac{\mu_{\text{n,0}}}{1 + \left(\frac{N_{\text{n}}}{N_{\text{n,0}}}\right)^{\beta_1}}
\]

\[
\mu_\text{p} = \mu_{\text{p,min}} + \frac{\mu_{\text{p,0}}}{1 + \left(\frac{N_{\text{p}}}{N_{\text{p,0}}}\right)^{\beta_1}}
\]

\[
\mu_{\text{n,min}} = \mu_{\text{n,ref}} \left(\frac{T}{T_{\text{ref}}}\right)^{\beta_1}
\]
\[ \mu_{p,\text{min}} = \mu_{p,\text{min}}^{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^{\beta_1} \]

\[ \mu_{n,0} = \mu_{n,0}^{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^{\beta_2} \]

\[ \mu_{p,0} = \mu_{p,0}^{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^{\beta_2} \]

\[ N_{n,0} = N_{n,0}^{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^{\beta_3} \]

\[ N_{p,0} = N_{p,0}^{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^{\beta_3} \]

\[ N = N^{-}_{n} + N^{+}_{d} \]
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