The geodesics on de Sitter and anti-de Sitter spacetimes of any dimensions are derived in terms of conserved quantities. With their help the mesoscopic systems on these manifolds are studied finding the general solutions of the Boltzmann-Marle model in both these cases.
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I. INTRODUCTION

The (1 + 3)-dimensional hyperbolic manifolds, the de Sitter (dS) and anti-de Sitter (AdS) spacetimes, are interesting because of their isometries which generate a large collection of conserved quantities which may be used for studying classical systems on these manifolds [1, 2].

In our investigations we observed that on dS and AdS spacetimes there are special static charts [3, 10] in which the geodesic equations can be expressed simply, in terms of conserved quantities, without using explicitly initial conditions [4, 5, 7]. This encourage us to try to generalize our previous results, obtained in 1+3 dimensions, to any dS or AdS spacetimes with arbitrary 1+d dimensions, i.e. time and d space dimensions.

We study the geodesic motion of massive particles deriving the general form of the geodesic equations on (1 + d)-dimensional dS and AdS spacetimes in terms of conserved quantities with a plausible physical meaning, e.g. energy, angular momentum, etc.. Furthermore, we apply these results for studying the mesoscopic systems on the mentioned manifolds, trying to solve the Boltzmann equation in the Marle and Anderson-Witting models. Starting with the Maxwell-J"uttner distribution we have recently studied [8] we obtain the general form of the Boltzmann equations of these models succeeding to find the general solutions for the Boltzmann-Marle models on the hyperbolic spacetimes.

Therefore, the principal new results we report here are: the form and the properties of the conserved quantities generated by the Killing vectors of the dS and AdS spacetimes of any dimensions; the geodesic equations on these manifolds written in terms of conserved quantities; the simplified Boltzmann equations of the Marle and Anderson-Witting models. The classical geodesic motion on dS and AdS spacetime can be studied exploiting the rich sets of conserved observables associated to their isometry groups. We shall show that with their help and by choosing special static charts with suitable Cartesian coordinates [3, 10] we can write down the general form of the geodesic equations in arbitrary dimensions.

II. PARTICLES ON HYPERBOLIC SPACETIMES

The (1 + d)-dimensional dS and AdS spacetimes can be defined as hyperboloids of radius 1/ω embedded in the same [2 + (d + 1)]-dimensional flat manifold (M, η) of coordinates z^A, labeled by the indices A, B, ..., = −1, 0, 1, 2, ..., d+1, whose pseudo-Euclidean metric reads

\[ \eta = \text{diag}(1, 1, -1,-1,..,-1) \ . \]

The (1 + d)-dimensional dS spacetime, denoted simply dS(1 + d) = M_+, is defined as the intersection of the null cone of equation \[ z^2 = \eta_{AB} z^A(x) z^B(x) = 0 \] with the subspace of fixed \( z^{-1} = \frac{1}{ω} \). Similarly we define the intersection of the null cone with the subspace given by \( z^{d+1} = \frac{1}{ω} \).

The embedding manifold M carries the fundamental representation of the group G = SO(2, d+1) whose transformations \( g \in G \) change the Cartesian coordinates of M.
as $z \to g z$. According to our above definitions, it is obvious that the subgroup $G_+ = SO(1, d + 1) = I(M_+)$ is the isometry group of $M_+$ while $G_- = SO(2, d) = I(M_-)$ plays the same role in $M_-$. The group $G_0 = G_+ \cap G_- = SO(1, d)$ is the gauge group of the metric

$$
\eta_0 = \text{diag}(1, -1, -1, \ldots, -1)
$$

(2.2)
of the flat model $M_0$ of the spacetimes $M_+$ and $M_-$ whose isometry group, $I(M_0) = T(1 + d) \mathbb{R}^d$, generalizes the Poincaré group of the case $d = 3$. Note that the hyperbolic spacetimes have the coset structure $M_\pm \sim G_+/G_0$ we have exploited for building the dS and AdS relativity $3, 4, 7$.

For the group $G$ and its subgroups we use the canonical parametrization

$$
g(\xi) = \exp \left( -\frac{i}{2} \xi^{AB} \mathcal{G}_{AB} \right) \in SO(2, d + 1)
$$

(2.3)
with skew-symmetric parameters, $\xi^{AB} = -\xi^{BA}$, and the covariant generators $\mathcal{G}_{AB}$ of the fundamental representation of the $so(2, d + 1)$ algebra carried by $M$. In the Cartesian basis of $M$ these generators have the matrix elements,

$$
(\mathcal{G}_{AB})^C_D = i \left( \delta^C_A \eta_{BD} - \delta^C_B \eta_{AD} \right).
$$

(2.4)

According to our previous interpretations, we say that the dS energy is $E_0 = \mathcal{G}_{0,+}$ while $E_- = \mathcal{G}_{-,-}$ is the AdS one. In both these cases, the $so(d)$ generators, $\mathfrak{g}_{ij} = \mathcal{G}_{ij}$, play the role of a generalized angular momentum while $\mathfrak{r}_{i} = \mathcal{G}_{0,i}$ generalize the Lorentz boosts such that the set $\{\mathfrak{g}_{ij}, \mathfrak{r}_i\}$ forms a basis of the $so(1, d)$ Lie algebra of $G_0$. A Runge-Lenz-type vector of components $\mathcal{K}_i = \mathcal{G}_{0,i} + s \mathcal{G}_{-,-}$ generate the $SO(d + 1)/SO(d)$ transformations of $G_+$ while $\mathcal{K}_i = \mathcal{G}_{-,-}$ generate supplemental boost transformations in $M_-$. The local charts $\{\chi\}$ of coordinates $x^\mu$ $\mu, \nu, \ldots = 0, 1, 2, \ldots, d$ can be introduced on the spacetimes $M_\pm$ giving the set of functions $z^A(x)$ which solve the above conditions. Here we consider only Cartesian space coordinates which satisfy the condition $z^i \propto x^i$ such that at least the $SO(d)$ symmetry becomes global, any quantity carrying space indices $i, j, k, \ldots = 1, 2, \ldots, d$ transforming as $SO(d)$ vectors and tensors. For this reason we shall use some Euclidean notations as the scalar product $(a \cdot b) = a_i b_i$ of the vectors $a, b \in \mathbb{R}^d$ and the squared Euclidean norm, $a^2 = (a \cdot a)$.

In what follows we use only the special static charts, $\{x_+\} = \{t_+, x\}$ on $M_+$ and $\{x_-\} = \{t_-, x\}$ on $M_-$, having the same space coordinates for pointing out the symmetry of the spacetimes $M_+$ and $M_-$ with the same radius $\frac{1}{\omega} (\omega' = \omega)$. The embedding equations defining the special static charts of these manifolds are

$$
M_+ = dS(1 + d) : \quad M_- = \text{AdS}(1 + d) : \\
\begin{align*}
E_+ &= \frac{1}{\omega} \quad E_- = \frac{\cos \omega t_+}{\omega \chi} \\
\zeta^+ &= \frac{\sinh \omega t_+}{\omega \chi} \\
\zeta^- &= \frac{\sin \omega t_-}{\omega \chi} \\
\zeta^i_+ &= \frac{x^i}{\chi} \\
\zeta^d_+ &= \frac{\cos \omega t_+}{\omega \chi} & \zeta^d_- &= \frac{1}{\omega}
\end{align*}
$$

(2.5)

where $\chi = \sqrt{1 + \omega^2 x^2}$. The corresponding line elements can be calculated according to the general rule as

$$
dx^2_\pm = \eta_{AB}dx^A_\pm dx^B_\pm = g^{\pm}_{\mu \nu}dx^\mu_\pm dx^\nu_\pm
$$

$$
= \frac{1}{\chi^2_\pm} \left[ dt^2_\pm - (\delta_{ij} + \omega^2_\pm x^i x^j) dx^i dx^j \right].
$$

(2.9)

Note that the special static charts introduced here are not quite popular since in many applications one prefers the standard static charts $\{t_\pm, x_\pm\}$ with static Cartesian coordinates $x_\pm$ related to our coordinates $x^i$ as in the Appendix.

The transformation $g_\pm$ in $G_\pm$ generates the isometry $x_\pm \to x'_\pm = g\pm_{0} x_\pm$ derived from system of equations $z_\pm(\phi_\pm(x)) = g_\pm z_\pm(x)$ that have to be solved in a given chart of $M_\pm$ or $M_-$. These isometries give rise to the principal conserved quantities associated to the $so(2, d + 1)$ generators. The conserved quantities along the geodesics of $M_\pm$ are given by the Killing vectors associated to the $G_\pm$ isometries. In the charts $\{x\} \pm$ of $M_+$ or $M_- \pm$ the components of the Killing vectors are defined (up to a multiplicative constant) as $[11]$, $k_{AB}^\pm = z_\pm A \partial_\mu z_\pm B - z_\pm B \partial_\mu z_\pm A$,

(2.10)

where $z_\pm A = \eta_{AC} z_\pm^C$. Then the conserved quantities along a timelike geodesic of a particle of mass $m$ have the form $k_{AB}^\pm p_\pm^A$ where

$$
p_\pm^A = m \frac{dx_\pm^A}{ds_\pm},
$$

(2.11)
are the components of the covariant momenta which satisfy $p_\pm^A = g^{\pm}_{\mu \nu} p_\pm^\mu p_\pm^\nu = m^2$ in both the charts under consideration.

### B. Timelike geodesics

With these preparations, we may express the equations of the timelike geodesics exclusively in terms of $2d$ conserved quantities which replace completely the $2d$ initial conditions determining usually a geodesic in a $(1 + d)$-dimensional manifold.
We focus first on the dS spacetime calculating the components of the Killing vectors and defining with their help the conserved quantities,

\begin{align}
E^+ &= \omega k^+_{(0,d+1)} \mu p^\mu_+ = \frac{p^0_+}{\chi^2_+}, \\
L^+_{ij} &= k^+_{(i,j)} \mu p^\mu_+ = \frac{x^i_+ p^j_+ - x^j_+ p^i_+}{\chi^2_+}, \\
K^+_i &= k^+_{(0,i)} \mu p^\mu_+ = \frac{x^i_+ p^0_+ - p^i_+}{\omega \chi^2_+}, \\
R^+_i &= k^+_{(i,d+1)} \mu p^\mu_+ = \frac{x^i_+ p^0_+}{\omega \chi^2_+} \sin \omega t_+ - \frac{p^i_+}{\omega \chi^2_+} \cosh \omega t_+.
\end{align}

where $E^+$ is the energy and $L^+$ is the generalized angular momentum corresponding to the $SO(d)$ generators. The vector $K^+$ is associated to the generalized Lorentz boost of the group $G_0$ while the vector $R^+$ is specific for the dS isometries being associated to the space rotations involving the coordinate $z^{d+1}$. These quantities are not independent since the generalized angular momentum can be written as

\begin{align}
L^+_{ij} = \frac{\omega}{E^+} (R^+_i K^+_j - R^+_j K^+_i),
\end{align}

and we have the identity corresponding to the first Casimir invariant of the $so(1,d+1)$ algebra,

\begin{align}
(E^+)^2 - \omega^2 [(L^+)^2 + (R^+)^2 - (K^+)^2] = m^2,
\end{align}

depending on the Euclidean squared norms $(L^+)^2 = L^+_{ij} L^+_{ij}$, $(R^+)^2 = R^+_i R^+_i$, etc.. Hereby we conclude that there are only $2d$ independent conserved quantities, $(K^+_i, R^+_i)$, which form a convenient algebraic basis generating freely all the other conserved quantities.

Now we can exploit the above results for expressing the geodesic equations on $M_4$ in terms of conserved quantities instead of using 2d arbitrary initial conditions. Indeed, from Eqs. (2.12), (2.14) and (2.15) we obtain the geodesic equation in a closed form as

\begin{align}
x^i(t_+) = \frac{1}{E^+} (K^+_i \cosh \omega t_+ - R^+_i \sinh \omega t_+) \quad (2.18)
\end{align}

which represents a hyperbola in the plane $(K^+, R^+)$ whose asymptotes are oriented along the vectors

\begin{align}
\frac{1}{2 \omega E^+} (K^+ - R^+), \quad \frac{1}{2 \omega E^+} (K^+ + R^+). \quad (2.19)
\end{align}

We recover thus our previous result obtained recently for $d = 3$ [3]. In addition, we obtain the momentum components,

\begin{align}
p^i_+(t_+) = \omega \chi^2_+ (K^+_i \sinh \omega t_+ - R^+_i \cosh \omega t_+) \quad (2.20)
\end{align}

that can be used in applications.

In a similar manner we calculate the components of the Killing vectors in the chart $\{x_+\}$ of the SdS spacetime, defining the conserved quantities,

\begin{align}
E^- &= \omega k^-_{(-1,0)} \mu p^\mu_+ = \frac{p^0_-}{\chi_-^2}, \\
L^-_{ij} &= k^-_{(i,j)} \mu p^\mu_+ = \frac{x^i_- p^j_- - x^j_- p^i_-}{\chi_-^2}, \\
K^-_i &= k^-_{(0,i)} \mu p^\mu_+ = \frac{x^i_- p^0_- - p^i_-}{\omega \chi_-^2}, \\
N^-_i &= k^-_{(i,d+1)} \mu p^\mu_+ = \frac{x^i_- p^0_-}{\omega \chi_-^2} \sin \omega t_- - \frac{p^i_-}{\omega \chi_-^2} \cosh \omega t_-.
\end{align}

The quantities $L^-$ and $K^-$ correspond to the $so(1,d)$ basis generators while $E^-$ is the AdS energy. The vector $N^-$ is associated to the boosts involving the second time coordinate $z^1$ which generate only AdS isometries. As in the previous case we find that

\begin{align}
L^-_{ij} = \frac{\omega}{E^-} (N^-_i K^-_j - N^-_j K^-_i),
\end{align}

while the identity corresponding to the first Casimir invariant of the $so(2,d)$ algebra reads

\begin{align}
(E^-)^2 + \omega^2 [(L^-)^2 - (N^-)^2 - (K^-)^2] = m^2.
\end{align}

Therefore, the $2d$ independent conserved quantities $(K^-_i, N^-_i)$ represent a natural basis. Furthermore, according to Eqs. (2.21), (2.23) and (2.24), we obtain the geodesic equation in a closed form,

\begin{align}
x^i(t_-) = \frac{1}{E^-} (K^-_i \cos \omega t_- - N^-_i \sin \omega t_-),
\end{align}

which represents an ellipse in the plane $(K^-, N^-)$ just as in the case of $d = 3$ [6, 7]. Moreover, we can derive the momentum components as

\begin{align}
p^i_-(t_-) = -\omega \chi^-_2 (K^-_i \sin \omega t_- + N^-_i \cos \omega t_-).
\end{align}

Finally we note that here we respected up to signs our previous definitions given in the cases of $d = 3$ for the dS [2, 4] and AdS [6, 7] manifolds. Therefore, we find similar flat limits (for $\omega \to 0$) that read

\begin{align}
\lim_{\omega \to 0} E^+ = E = p^0, \\
\lim_{\omega \to 0} L^+_{ij} = L_{ij} = x^i p^j - x^j p^i, \\
\lim_{\omega \to 0} K^+_i = K_i = x^i p^0 - tp^i, \\
\lim_{\omega \to 0} \omega R^+_i = \omega N^+_i = -p^i.
\end{align}

where $(p^\mu, L_{ij}, K_i)$ are the conserved quantities on $M_0$ corresponding to the basis generators of its isometry group $I(M_0)$. 
III. MESOSCOPIC SYSTEMS

The above results allow us to continue our previous study [8] of the mesoscopic systems on $M_{\pm}$ considering distributions which depend only on time and $2d$ conserved quantities and, consequently, satisfy simplified Boltzmann equations.

A. Boltzmann equations on $M_{\pm}$

A mesoscopic system constituted by identical particles of mass $m$ on a $(1+d)$-dimensional curved background is successfully described by the (general) relativistic Boltzmann equation [12],

$$\frac{\partial f_B(x,p)}{\partial x^\mu} p^\mu - \Gamma^i_{\alpha\beta} p^\alpha p^\beta \frac{\partial f_B(x,p)}{\partial p^i} = J[f_B],$$

(3.1)
giving the scalar distribution $f_B(x,p)$ which depends on the local coordinates $x^\mu$ and momentum components $p^\mu$ along geodesics. These satisfy the geodesic equation and the normalization condition $g_{\mu\nu} p^\mu p^\nu = m^2$ such that we remain only with $d$ independent momentum variables, say $p^\mu$, such that the function $f_B$ depends on $2d+1$ variables, i.e. the time $t$ and $2d$ canonical variables, $(x^i, p^i)$. These variables can be changed at any time if we have $n$ vectors fields $K^a$, $a,b,...,1,2,...,n$ defining new quantities $k^a = K^a_b(x) p^b$ that can play the role of new variables. Then we can substitute $n$ canonical variables with new ones by solving the above system of $n$ equations for expressing $n$ canonical variables in terms of the new variables $k^a$ and the remaining $2d-n$ canonical variables. If $n > d$ we can replace all the momentum components by the functions $p^\mu(t,x,k) = p^\mu(t,x^1,...,x^d,k^1,k^2,...,k^n)$ where $s = 2d-n$. In this manner we obtain a new function $f(t,x,k)$ depending on the new variables which satisfies now

$$\frac{df}{ds} = \frac{\partial f}{\partial x^\mu} u^\mu + \frac{\partial f}{\partial k^a} \frac{dk^a}{ds}.\quad (3.2)$$

On the other hand, we observe that

$$\frac{dk^a}{ds} = K^a_\mu \frac{du^\mu}{ds} + \frac{\partial K^a_\mu}{\partial x^\nu} u^\nu u^\mu = K^a_\mu u^\mu,$$  
(3.3)
since $u$ satisfy the geodesic equation. Thus we obtain the new general equation

$$\frac{\partial f}{\partial x^\mu} p^\mu + \frac{\partial f}{\partial k^a} K^a_\mu p^\mu = J[f],$$

(3.4)
depending on the variables $(t,x,k)$. This procedure is useful when $K^a_\mu$ are Killing vector fields since then the Killing equations $K^a_\mu, p^\mu p^\nu = 0$ drop out all the terms containing derivatives $\partial_k f$, remaining with a simpler equation depending only on time and space coordinates.

Important applications can be worked out on the hyperbolic spacetimes which offer us just $n = 2d$ independent conserved quantities allowing us to write on $M_{\pm}$ simple Boltzmann equations depending only on time,

$$\frac{\partial f_\pm(t,\pm k)}{\partial t_\pm} = J[f_\pm],$$

(3.5)

where $k_\pm = (K_\pm^+, R_\pm^+)$ on $M_+$ and $k_- = (K_-^-, N_-^-)$ on $M_-$. The components

$$p_\pm^0 = E_\pm \chi_\pm^2 = E_\pm [1 \pm \omega^2 x(t) t_\pm^2]$$

(3.6)
have to be calculated by using the geodesic equations (2.18) and (2.21).

The equation (3.5) can be solved now analytically if the collision term $J$ is approximated according to the Marle or Anderson-Witting models. In both these cases the distributions on $M_{\pm}$ have the general form

$$f_\pm = f_\pm^{(eq)}(k_\pm) + \delta f_\pm(t,\pm k_\pm),$$

(3.7)

where $f_\pm^{(eq)}$ are the Maxwell-Jüttner equilibrium distributions on $M_{\pm}$ while the corrections $\delta f_\pm$ give the local transport effects have to be calculated from Eq. (3.5) by using the above mentioned approximations.

Let us first analyze the Maxwell-Jüttner distributions on $M_{\pm}$ which must have the general form [8]

$$f_\pm^{(eq)}(k_\pm) = \frac{Z}{(2\pi)^d} \exp \left[-\beta E_\pm(x) p_\pm^0 U_\pm \right],$$

(3.8)

where $U$ is the macroscopic field of velocities of the macroscopic system. Since this distribution is independent on time, a rapid inspection shows that there is only one obvious choice, namely $U_0^\pm = 0$ and, consequently, $U_0^\pm = (\chi^\pm)^{-1}$. Then, bearing in mind that $p_\pm^0$ are given by Eq. (3.10), we obtain

$$p_\pm^0 U_\mu = p_\pm^0 (t_\pm)^\mu = E_\pm \chi_\pm,$$  
(3.9)
such that the local temperature reads

$$\beta E_\pm(x) = \frac{\beta_0}{\chi_\pm} = \frac{\beta_0}{\sqrt{1 + \omega^2 x_\pm^2}},$$

(3.10)

where $\beta_0$ is the temperature in origin. Therefore, the final form of the Maxwell-Jüttner distribution reads

$$f_\pm^{(eq)}(k_\pm) = \frac{Z}{(2\pi)^d} \exp(-\beta_0 E_\pm).$$

(3.11)

This result is not surprising since it is natural to find that the mesoscopic systems which are in equilibrium in static charts must stay at rest as we have show recently in Ref. [8].

B. Marle and Anderson-Witting models

The simplest approximation of the collision term of Eq. (3.5) is given by the Marle model which defines

$$J_M[f_\pm] = -\frac{m}{\tau} \left( f_\pm - f_\pm^{(eq)} \right),$$

(3.12)
where the relaxation time $\tau$ is a new parameter. Therefore, we may find the functions $\delta f^W_\pm$ by solving the equations
\[
E^\pm \div \frac{\partial f^M(t, k_\pm)}{\partial t_\pm} \chi_\pm^2 = -\frac{m}{\tau} \delta f^M(t, k_\pm), \quad (3.13)
\]
resulted from Eqs. (3.12), (2.16) and (2.17).

Another useful approximation of the collision term is given by the Anderson-Witting model where
\[
J_{AW}[f_\pm] = -\frac{p^\mu U^\mu}{\tau} \left(f_\pm - f_\pm^{(eq)}\right). \quad (3.14)
\]
Then, by taking into account that the quantity $p^\mu U^\mu$ was already evaluated in Eq. (3.9), we obtain the equations
\[
\frac{\partial \delta f^AW(t_\pm, k_\pm)}{\partial t_\pm} \chi_\pm = -\frac{1}{\tau} \delta f^AW(t_\pm, k_\pm), \quad (3.15)
\]
satisfied by the distributions $\delta f^AW$ of this model.

Obviously, in the case of the hyperbolic spacetimes, the Marle and Anderson-Witting models give different time-dependent distributions. In what follows we discuss the solution of both these models in the dS and AdS spaces separately such that the notation $\pm$ is no longer needed.

1. Distributions in dS spacetimes

Let us consider first the dS spacetime $M_+$ where we denote now by $\{t, x\}$ the special static chart. Then by using algebraic codes on computer and Eqs. (3.14), (2.11) and (2.10) we find the distribution of the Marle model
\[
\delta f^M(t, K, R) = h(K, R) \times \exp \left[ -\frac{1}{\omega} \text{arctanh}(A\tanh(\omega t + B)) \right], \quad (3.16)
\]
where
\[
A = \frac{E^2 - \omega^2 R^2}{mE}, \quad B = \frac{\omega^2(K \cdot R)}{mE}. \quad (3.17)
\]
The quantity $h(K, R)$ which plays the role of an integration constant has to be specified according to the needs of the concrete physical model. When $\delta f$ is a small correction we can take $h(K, N) = \kappa f^{(eq)}_\perp$ where the equilibrium distribution is given by Eq. (3.11) while $\kappa$ is a new parameter. Thus we obtain the distribution (3.7) of the Marle model depending on $(t, E, K_i, R_i)$. The last step is to turn back to the canonical variables $(x^i, p^i)$ by substituting the conserved quantities according to Eqs. (2.12), (2.14) and (2.15). We obtain thus the definitive form
\[
\delta f^M(t, x, p) = h(K, R) \times \exp \left[ -\frac{1}{\omega} \text{arctanh}\left(\frac{p^0}{m}\tanh(\omega t - \frac{\omega}{m} (x^i \cdot p^i))\right) \right], \quad (3.18)
\]
where $p$ is the covariant momentum (2.11).

Unfortunately, the Anderson-Witting equation (3.15) cannot be integrated in the general case on $M_+$ by using only algebraic codes. This means that we must study more carefully this equation resorting to refined mathematical methods, the last chance being the use of the numerical ones.

2. Distributions in AdS spacetimes

On the AdS spacetime $M_-$, in the special static chart denoted by $\{t, x\}$, the Eq. (3.13) can be solved obtaining the Marle distribution that reads
\[
\delta f^M(t, K, N) = h(K, N) \times \exp \left[ -\frac{1}{\omega} \text{arctanh}(A'\tanh(\omega t + B')) \right], \quad (3.19)
\]
where
\[
A' = \frac{E^2 - \omega^2 N^2}{mE}, \quad B' = \frac{\omega^2(K \cdot N)}{mE}, \quad (3.20)
\]
while the integration constant can be taken as $h(K, N) = \kappa f^{(eq)}$ or in accordance to other physical needs. Thus the Marle distribution on $M_-$ is completely determined by Eq. (3.17) and we get back to the canonical variables finding the final result,
\[
\delta f^M(t, x, p) = h(K, N) \times \exp \left[ -\frac{1}{\omega} \text{arctanh}\left(\frac{p^0}{m}\tanh(\omega t - \frac{\omega}{m} (x^i \cdot p^i))\right) \right], \quad (3.21)
\]
resulted from Eqs. (2.21), (2.23) and (2.24).

As in the previous case there are major difficulties in integrating the Eq. (3.15) of the Anderson-Witting model which requires a careful study in each particular case separately.

IV. CONCLUSION

This paper is a technical piece whose principal purpose was to find new general results concerning the classical motion on hyperbolic spacetimes of any dimensions. The generalization of the geodesic equations expressed in terms of conserved quantities, from $d = 3$ \cite{1, 7} to any dimensions, is somewhat natural since we used Cartesian coordinates. Nevertheless, our method of exploiting conserved quantities was more productive allowing us to derive the general form of the distributions of the Boltzmann-Marle model on the dS and AdS spacetimes. This represents the principal new results that may be used in further applications to concrete physical systems of various dimensions.
Appendix A: Static charts

The Cartesian coordinates of the standard static charts are related to our coordinates used here as

\[ x^i_{\pm} = \frac{x^i}{\sqrt{1 \pm \omega^2 x^2}} \]  

(A1)
such that the local temperatures (3.10) take the form

\[ \beta^\pm_E = \beta_0 \sqrt{1 \mp \omega^2 x^2} \]  

(A2)
we found in Ref. [8]. The line elements in the standard static charts with Cartesian coordinates of \( M_+ \) and \( M_- \) read

\[ ds^2_{\pm} = (1 \mp x^2_\pm) dt^2 - \left[ \delta_{ij} \pm \omega^2 x^i_{\pm} x^j_{\pm} \right] dx^i_{\pm} dx^j_{\pm} \]  

(A3)
giving the familiar expressions in spherical coordinates.
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