Dynamical stability of giant planets: the critical adiabatic index in the presence of a solid core
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ABSTRACT

The dissociation and ionization of hydrogen, during the formation of giant planets via core accretion, reduces the effective adiabatic index $\gamma$ of the gas and could trigger dynamical instability. We generalize the analysis of Chandrasekhar, who determined that the threshold for instability of a self-gravitating hydrostatic body lies at $\gamma = 4/3$, to account for the presence of a planetary core, which we model as an incompressible fluid. We show that the dominant effect of the core is to stabilize the envelope to radial perturbations, in some cases completely (i.e. for all $\gamma > 1$). When instability is possible, unstable planetary configurations occupy a strip of $\gamma$ values whose upper boundary falls below $\gamma = 4/3$. Fiducial evolutionary tracks of giant planets forming through core accretion appear unlikely to cross the dynamical instability strip that we define.
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1 INTRODUCTION

One of the ways by which giant planets are thought to form is through “core accretion” (CA; e.g., Safronov 1972; Perri & Cameron 1974; Harris 1978; Mizuno 1980; Stevenson 1982; Bodenheimer & Pollack 1986), a sequential process whereby the planet is assembled from a solid core that builds a surrounding, gaseous envelope through accretion from a protoplanetary disc. Quantitative studies of the CA model show that it proceeds via two or three evolutionary phases (Pollack et al. 1996). In the first phase planetesimals form (Youdin & Goodman 2005; Chiang & Youdin 2010; Johansen et al. 2014; Heinischt et al. 2019) and then grow into larger rocky cores by the accretion of pebbles and/or other planetesimals and growing cores (Wetherill & Stewart 1993; Goldreich et al. 2004; Ormel & Cuzzi 2007; Youdin & Kenyon 2013; Liu et al. 2019). In the second phase the core accretes a low mass (relative to the core) gas envelope from the circumstellar disc by radiative cooling on the Kelvin-Helmholtz (KH) timescale, which causes the envelope to contract and permits further gaseous accretion (Piso & Youdin 2014; Lee & Chiang 2015). Initially, the KH timescale increases as the envelope grows in mass, and thus the evolution is slow. The recycling of gas between the disc and the bound envelope, a three-dimensional effect that is not captured in classical models, may modify the cooling timescale at this stage (Machida et al. 2008; Tamigawa et al. 2012; Lambrechts & Lega 2017). If and when the atmospheric mass becomes comparable to that of the core, the self-gravity of the gas envelope becomes significant, and the KH timescale decreases. This transition leads to the third phase of rapid “runaway growth” of the gas envelope, which (in classical one-dimensional models) begins as a more rapid, but still hydrostatic, KH contraction (e.g., Bodenheimer & Pollack 1986; Ikoma et al. 2000). The end of runaway growth again involves hydrodynamics, as the growing planet carves a gap in the disk, which lowers gas accretion and eventually sets the final planet mass (Lubow et al. 1999; Lissauer et al. 2009; Ginzburg & Chiang 2019).

Qualitative and potentially observable changes to the giant planet formation process would occur if, at any point, the planet became dynamically unstable. This is in principle possible if the effective adiabatic index of the gaseous envelope, which we denote as $\gamma$, drops below a critical value. Chandrasekhar & Milne (1933) demonstrated that for a gaseous, self-gravitating spherical body, dynamical instability to radial perturbations occurs if $\gamma < 4/3$. This result has well-studied implications for the stability of massive stars, which are dominated by radiation pressure and hence have $\gamma \approx 4/3$, but it can also come into play for cooler, gas pressure dominated bodies. As a gas envelope contracts and its temperature rises, molecular hydrogen first dissociates, and is then ionized. These two transitions can reduce the adiabatic index from 7/5 (appropriate to a diatomic molecular gas) to values near unity (Saumon et al. 1995). In the star formation context it has long been suggested that this drop in adiabatic index as gas heats up leads to dynamical instability and collapse (Larson 1969), and it is natural to ask whether the same phenomenon can occur in planet formation. Early work on core accretion noted...
that the existence of low $\gamma$ regions could bring proto-planets close to dynamical instability (Perri & Cameron 1974), which could lead to pulsations (Wuchterl 1991). More recently, Ginzburg & Chiang (2019) speculated that the presence of $\gamma < 4/3$ regions in enough of the planet might accelerate planet formation. We emphasize that this potential dynamical instability is distinct from the established effect that dissociation has in reducing gas accretion rates during the slow, hydrostatic phase (Piso et al. 2015).

The key difference between the structure of a star and that of a forming giant planet is that the latter possesses a rocky or icy core that is much less compressible than the gaseous envelope. It is thus inaccurate to treat the entire planet as a single adiabatic gas, and Chandrasekhar’s simple $\gamma < 4/3$ criterion for instability need not apply. A more realistic – though still highly idealized – model is to treat the planet as having a gaseous envelope of fixed adiabatic index, that is truncated radially at a finite inner core radius. Our goal in this paper is to calculate a modified Chandrasekhar-like stability criterion for this model system, which will depend on the size and mass of the rocky core. We consider the outer radius of the planet embedded in the disc to be less than the smaller of the Hill radius or the Bondi radius, and ignore any non-radial perturbation from the stellar tidal force.

In Section 2.1 we describe the model and write down the fluid equations that govern the evolution of the planetary envelope in the presence of the massive core, and in Section 2.2 we present hydrostatic solutions to these equations in the limit that the envelope can be modeled as polytropic. In Section 3 we derive the equations that describe the response of the envelope to radial perturbations and we delimit the region of instability as a function of the core properties. We discuss the implications of our findings and directions for future work in Section 4.

2 ATMOSPHERIC MODEL

We model a giant planet as a spherical object that consists of an incompressible core of radius $R_c$ and a compressible envelope that extends from $R_c$ to $R$, outside of which the density is zero (see Figure 1). As we noted in Section 1, the processes of ionization and molecular dissociation that occur within the envelope imply that energy can be transferred from one species to another. Instead of modeling these processes explicitly, we treat the gas as adiabatic with an effective adiabatic index that – owing to these processes – can be less than $4/3$. In this way, we do not account for the time dependence that accompanies these non-ideal processes, but instead gain some understanding as to the combined effects of the smaller adiabatic index and the presence of the incompressible core on the hydrodynamic stability of the envelope.

2.1 Fluid equations

With this set of assumptions, the hydrodynamical evolution of the envelope is governed by the continuity of mass, radial momentum, and entropy, the conservation laws for which read respectively:

$$\frac{\partial \rho}{\partial t} + \frac{1}{r^2 \frac{\partial}{\partial r}} \left( r^2 \rho v \right) = 0, \quad (1)$$

$$\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial r} + \frac{1}{\rho} \frac{\partial p}{\partial r} = -\frac{GM_e}{r^2} - \frac{GM}{r^2}, \quad (2)$$

$$\frac{\partial}{\partial t} \ln \left( \frac{p}{\rho \gamma} \right) + v \frac{\partial}{\partial r} \ln \left( \frac{p}{\rho \gamma} \right) = 0. \quad (3)$$

Figure 1. A qualitative illustration of our model of a giant planet, which is a spherical object that consists of a core of radius $R_c$ and mass $M_c$ and a compressible envelope that extends from $R_c$ to $R$. The envelope has a mass of $M_e$, such that the total mass of the planet is $M_e + M_c + M_0$ and the relative mass of the core is $\mu = M_c / (M_e + M_c)$.

Here $\rho$ is the gas density within the envelope, $v$ is the radial velocity, $r$ is spherical radius from the origin, $p$ is the gas pressure, and $\gamma$ is the adiabatic index. On the right-hand side of Equation (2) we accounted for the gravitational presence of the core that has mass $M_c$, and

$$M = \int_{r_c}^{r} 4\pi r^2 \rho \, dr \quad (4)$$

is the total atmospheric mass contained within radius $r$. It is mathematically convenient to write the continuity equation (1) in terms of $M$, which is (upon using Equation (4) to write $\rho$ in terms of $M$):

$$\frac{\partial M}{\partial t} + v \frac{\partial M}{\partial r} = 0. \quad (5)$$

While we did not write it explicitly, all of the fluid variables are functions of both spherical radius $r$ and time $t$; we do not consider angular perturbations here.

We anticipate finding solutions to Equations (2) – (5) that are hydrostatic, such that the radial velocity $v$ and time dependence are identically zero, on top of which we impose perturbations that induce radial motion and temporal evolution. The solutions for the fluid variables are therefore characterized by the existence of a surface $R(t)$ that, when the perturbations are small and the motions are subsonic, is approximately independent of time and separates the planetary interior from the ambient gas (which is assumed to have a negligible impact on the dynamics of the envelope). In our model we neglect accretion from the surrounding, protoplanetary disc, and hence the total mass of the planet $M_e + M_c + M_0$ is conserved, where $M_e$ is the core mass and $M_0$ is the total mass of the gaseous envelope. The characteristic speed within the envelope is governed by the sound speed $c_s$, which – owing to the approximately hydrostatic nature of the envelope – is comparable to the freefall speed, or $c_s \approx \sqrt{G (M_e + M_0) / R}$. The characteristic timescale that parameterizes the temporal evolution of the planet is then the sound crossing time, being $R/c_s \approx R^{3/2} / \sqrt{G (M_e + M_0)}$. 
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Given these considerations, we analyze the fluid equations in terms of the following (dimensionless) space-like and time-like variables:

$$
\xi = \frac{r}{R(t)},
$$

$$
d\tau = \frac{1}{R}\left(\frac{G(M_c + M_\ast)}{R}\right) dt.
$$

We further non-dimensionalize the mass coordinate by defining

$$
M = M_0 m(\xi, \tau),
$$

from which it follows that

$$
p = \frac{M_e}{4\pi R^3} \frac{1}{\xi^2} \frac{\partial m}{\partial \xi} \equiv \frac{M_e}{4\pi R^3} g(\xi, \tau),
$$

where

$$
g(\xi, \tau) = \frac{1}{\xi^2} \frac{\partial m}{\partial \xi}.
$$

Similarly, we non-dimensionalize the pressure $p$ and the radial velocity $v$ by introducing the functions $h$ and $f$, defined via

$$
p = \left(\frac{GM_e(M_c + M_\ast)}{4\pi R^4}\right) h(\xi, \tau),
$$

$$
v = \left(\frac{G(M_c + M_\ast)}{R}\right) f(\xi, \tau).
$$

We can now write the hydrodynamic equations (2), (3) and (5) in dimensionless form by introducing these coordinate transformations. To further simplify the resulting equations, we maintain that the fluid motions are subsonic, such that the dimensionless function $f$ satisfies $f \ll 1$ and $\partial R/\partial \tau \ll c_s$. In this limit, we can also linearize the hydrodynamic equations in the assumed-small quantities $f$ and $1/c_s \times \partial R/\partial \tau$, such that we keep only leading-order terms in these quantities and omit any non-linear contributions. Doing so yields the following three dimensionless, fluid equations:

$$
\frac{\partial m}{\partial \tau} + (f - V\xi) \frac{\partial m}{\partial \xi} = 0,
$$

$$
\frac{\partial f}{\partial \tau} + \frac{1}{g} \frac{\partial h}{\partial \xi} = -\frac{\mu}{\xi^2} - (1 - \mu) \frac{m}{\xi^2},
$$

$$
\frac{\partial}{\partial \tau} \ln \left(\frac{h}{g^\gamma}\right) + V(3\gamma - 4) + (f - V\xi) \frac{\partial}{\partial \xi} \ln \left(\frac{h}{g^\gamma}\right) = 0.
$$

Here we defined

$$
\mu \equiv \frac{M_c}{M_c + M_e},
$$

as the ratio of the mass of the core to the total mass of the planet, and

$$
V \equiv \frac{\partial R}{\partial \tau} \left(\frac{G(M_c + M_\ast)}{R}\right)^{-1/2}
$$

is the ratio of the velocity of the surface of the envelope to the escape speed.

In the absence of conduction, the surface of the planet is a contact discontinuity that separates the planetary interior from the ambient gas, across which the pressure and fluid velocity (in the comoving frame of the contact discontinuity) are continuous. We further reduce the parameter space of our solutions by assuming that the ambient gas does not play a dominant role in providing further pressure confinement of the planetary envelope, and therefore the ambient pressure is set to zero. With these assumptions, the boundary condition on the fluid velocity at the surface is

$$
v(\xi = 1, \tau) = \frac{\partial R}{\partial \tau} \Rightarrow f(\xi = 1, \tau) = V.
$$

In addition, the pressure perturbation at the surface must vanish smoothly match onto the surrounding medium, and if the planet is subject to only radial perturbations, the fluid velocity at the core radius must be zero. In the next two sections, we seek solutions to the above set of equations that satisfy these boundary conditions by treating the envelope as a hydrostatic medium with small, time-dependent perturbations, where “small” implies that the radial velocity is subsonic. As such, we write

$$
h(\xi, \tau) = h_0(\xi) + h_1(\xi, \tau),
$$

$$
g(\xi, \tau) = g_0(\xi) + g_1(\xi, \tau),
$$

$$
f(\xi, \tau) = f_1(\xi, \tau)
$$

with subscript-0 quantities representing the unperturbed, hydrostatic solutions and subscript-1 quantities the perturbations. Note that, because the background upon which we impose such perturbations is hydrostatic, there is no zeroth-order velocity (i.e., $f_0$ is absent from the above expressions). Below we will also work with the functions $m_0$ and $m_1$, which are directly related to $g_0$ and $g_1$ via Equation (10).

### 2.2 Hydrostatic Solutions

The hydrostatic solutions to Equations (12) - (14) are independent of time and possess no radial velocity, meaning that $V \equiv 0$ and $f_0 = 0$. In this case, the continuity and entropy equations are trivially satisfied, and the radial momentum equation yields the dimensionless equation of hydrostatic balance that relate the subscript-0 functions:

$$
\frac{1}{g_0} \frac{\partial h_0}{\partial \xi} = -\mu \frac{1}{\xi^2} - (1 - \mu) \frac{m_0}{\xi^2},
$$

To close this system, we need a relationship between the hydrostatic pressure and the density, for which we adopt a polytropic equation of state and let

$$
h_0 = K_0 g_0^\gamma,
$$

where $K_0$ is the dimensionless specific entropy of the atmospheric gas. The equation for $m_0$ is then

$$
\frac{1}{\gamma - 1} K_0 \frac{\partial m_0}{\partial \xi} \left(\frac{1}{\xi^2} \frac{\partial m_0}{\partial \xi}\right)^{\gamma - 1} = -\mu \frac{1}{\xi^2} - (1 - \mu) \frac{m_0}{\xi^2}.
$$

Note that, if the first term on the right-hand side of this equation were absent, this would just be the Lane-Emden equation written in terms of the enclosed mass $m_0$. When $\mu \neq 0$, the first term represents the gravitational contribution from the core.
We can numerically solve Equation (23) by following the procedure outlined in Coughlin & Nixon (2020): the solutions to this equation must satisfy the requirement that the total mass of the envelope be equal to \( m_0 \), so that \( m_0(m) = 1 \). We can therefore expand the function \( m_0 \) in powers of \((1 - \xi)\) and equate like powers on the left and right sides of Equation (23); this results in the following, leading-order approximation to \( m_0 \) near the surface of the planet:

\[
m_0(\xi) = 1 - \frac{\gamma - 1}{\gamma \gamma} \left( \frac{\gamma - 1}{\gamma K_0} \right) \left( 1 - \xi \right) \left( 2^{1/2} \right) \times \left[ 1 - \frac{2^{1/2} \gamma - 3}{2^{1/2} \gamma - 1} (1 - \xi) \right].
\]

This expression can be used to evaluate \( m_0(\xi \approx 1) \) and \( dm_0/d\xi(\xi \approx 1) \), which can be used as boundary conditions to integrate Equation (23) inward for a given, dimensionless specific entropy \( K_0 \). When the polytropic envelope is assumed to extend to the geometric center of the planet, \( K_0 \) is fixed by requiring that the enclosed mass equal zero at the origin. For a given \( \gamma \), there is then a unique value of \( K_0 \) for which the density terminates at the surface \((\xi \approx 1)\) and the enclosed mass equals zero at the origin, which is just the usual solution to the Lane-Emden equation (e.g., Liu 1996; Chavanis 2002). This value of \( K_0 \) can be determined iteratively through a brute-force, trial-and-error method in which one successively changes the value of \( K_0 \) until the boundary condition near the origin is satisfied (see the discussion in Section 2 of Coughlin & Nixon 2020).

For our application here, however, the existence of an incompressible core of relative mass \( \mu \) modifies the solution from the usual, Lane-Emden function. In particular, if we let the core have some associated, relative radius \( \xi_c \) (i.e., \( \xi_c \) is the radius of the core, \( R_c \), divided by the total radius of the planet \( R \)), then the total enclosed mass of the envelope must instead be zero at \( \xi_c \). In addition to the relative mass of the core \( \mu \), there is thus an additional, free parameter contained in these solutions, which is the inner radius \( \xi_c \) (presumed greater than zero) at which the core terminates and the envelope begins. The solutions to Equation (23) are therefore determined by three parameters, being the core mass \( \mu \), core radius \( \xi_c \), and adiabatic index \( \gamma \); once these three parameters are fixed, the value of \( K_0 \) that satisfies the inner boundary condition \((m_0(\xi_c) = 0)\) can be determined by – as for the standard Lane-Emden equation described above – iteratively looping over \( K_0 \) in a trial-and-error manner.

In principle, the solutions for the envelope extend asymptotically close to \( \xi = 1 \) where the density is exactly zero and the mass satisfies \( m = 1 \). However, the envelope becomes extremely tenuous near the surface once \( \gamma \) nears unity – the case of interest here – owing to the fact that the density declines approximately as \( \propto (1 - \xi)^{(1/\gamma - 1)} \) (e.g., for \( \gamma = 1.1 \), the density reaches \( \sim 10^{-10} \) at \( \xi = 0.9 \)). In practice and to avoid any numerical artifacts associated with initializing the integration of Equation (23) too close to the surface, we integrate Equation (23) from the location where leading-order solution for the unperturbed density (i.e., using Equation (24)) satisfies \( \rho_0 = 10^{-8} \), and outside of this location we replace the numerically obtained solution with the leading-order, series expansion given in Equation (24). We have verified that increasing or decreasing the threshold, lower limit on the density that sets the outer boundary does not noticeably change the hydrostatic solution or the eigenmodes (see below). Examples of the hydrostatic solutions are shown in Figure (2). To isolate the impact of the relative core mass \( \mu \), radius \((\xi_c)\), and polytropic index \( \gamma \) on the hydrostatic solutions, we fix all but one parameter for each of the plots. The left panel of Figure (2) shows five different solutions for the dimensionless density \( \rho_0 \) (on a logarithmic scale) as a function of the normalized spherical radius variable \( \xi \), obtained by setting the adiabatic index \( \gamma = 1.3 \), the dimensionless core radius \( \xi_c = 0.05 \) and varying the fractional core mass \( \mu \), successively for each curve. Comparing these five curves (as we move from \( \mu = 0.9 \) to \( \mu = 0.05 \)) we observe two contrasting behaviors: the configuration that receives the highest contribution from core to its total mass \((\mu = 0.9)\), is the densest configuration near the core \((\xi \approx \xi_c)\) and as we move toward the outer edge \((\xi \approx 1)\) its density ranks to be the least dense one. This is due to the fact that the gravitational field is more centrally concentrated for a larger core mass, and all the material piles up near the inner boundary.

In the middle panel of this figure we show solutions obtained by varying the size of the core (successively as we move from one curve to the next) while maintaining \( \gamma = 1.3 \) and \( \mu = 0.05 \). We see that the envelope is denser on average, for a more voluminous core. This trend is expected because as the core grows in size, it leaves less space to be occupied by the envelope that – for the same \( \mu \) – contains the same mass, resulting in an increase in density.

In the right panel of this figure we vary the adiabatic index \( \gamma \) while maintaining a fixed dimensionless core radius \( \xi_c = 0.05 \) and fractional core mass \( \mu = 0.05 \). We see the same contrasting behavior between regions near the inner and outer boundaries. We notice the most compressible envelope (the one with the smallest adiabatic index \( \gamma = 1.15 \), ranks to be the densest, closer to the core \((\xi \approx \xi_c)\), and the least dense near the outer edge of the planet \((\xi \approx 1)\). This behavior occurs because the increased compressibility of the gas causes more matter to pile up near the core.

The non-dimensionalized equations we derived demonstrate that hydrostatic solutions to the fluid equations in the absence of an entropy gradient are manifestly scale-free; this is exploited in the standard analysis of the Lane-Emden equation by defining

\[
a^2 = \frac{\gamma}{\gamma - 1} \frac{K \rho_c}{4\pi G}\frac{\gamma - 1}{\gamma - 3}.
\]

where \( K \) is the adiabatic constant related to the central pressure \( p_c \) and density \( \rho_c \) as \( \frac{K \rho_c}{4\pi G} \). The surface of the planet then occurs at some fixed number times \( a \). However, it is a choice to work in coordinates normalized by \( a \) and the central properties of the planet, and we can instead – as we have done here – choose to work with a radial coordinate that is relative to the surface and the average properties of the planet. In this case the dimensionless entropy variable \( K_0 \) that ensures the regularity of the solutions at the center of the planet is a function of the adiabatic index, and here it is also a function of the core mass and radius. Owing to the self-similarity of the equations, the same solution is valid for any choice of physical planet radius \( R \) provided that the radius is scaled by \( R \), the pressure is scaled by \( M/R^3 \), and the density by \( M/R^3 \).

3 PERTURBATION ANALYSIS

3.1 Eigenmode Analysis

With the polytropic solution as the unperturbed state, the perturbation equations are

\[
\frac{\partial m_1}{\partial \tau} = (V \xi - f_1) \frac{\partial m_0}{\partial \xi}.
\]

\[
\frac{\partial f_1}{\partial \tau} - \frac{g_1}{g_0} \frac{\partial h_0}{\partial \xi} + \frac{1}{g_0} \frac{\partial h_1}{\partial \xi} = -(1 - \mu) \frac{m_1}{\xi^2}.
\]
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Figure 2. Left: The unperturbed and dimensionless density \( g_0 \) as a function of radius for the relative core masses \( \mu \) shown in the legend and a polytropic index \( \gamma = 1.3 \) and a core radius of \( \xi_c = 0.05 \). Middle: Identical to the left panel but with fixed \( \gamma = 1.3 \) and \( \mu = 0.05 \) and the inner radii shown in the legend. Right: Identical to the left panel but with fixed \( \mu = 0.05 \), fixed \( \xi_c = 0.05 \), and variable adiabatic indices as shown in the legend.

Figure 3. Top-left panel: The lowest-order eigenfunctions as a function of the dimensionless radius for the polytropic index \( \gamma = 1.3 \) and core radius \( \xi_c = 0.05 \) for different values of the fractional core mass \( \mu \) shown in the legend.

Figure 4. The square of the lowest-order eigenvalue as a function of the adiabatic index, \( \gamma \). The left panel corresponds to a core mass of \( \mu = 0.05 \), while in the right panel we set \( \mu = 0.1 \).

\[
\frac{\partial}{\partial \tau} \left[ \frac{h_1}{h_0} - \frac{V h_1}{g_0} \right] - V(4 - 3\gamma) = 0. \tag{28}
\]

Note that, in the last of these expressions, the Brunt-Vaisala frequency is identically zero – and the solutions are therefore buoyantly neutral – because of the isentropic nature of the envelope. We can now take the Laplace transform of Equations (26)–(28), where the Laplace transform of \( f_1 \) is

\[
\tilde{f}_1(\xi, \sigma) = \int_{-\infty}^{\infty} f_1(\xi, \sigma) \exp(-\sigma \tau) \, d\tau \tag{29}
\]

and similarly for all other fluid variables. We can understand the linear response of the envelope to a given perturbation by letting there be, for example, an initial, non-zero velocity with some underlying radial dependence; this function then appears on the right-hand side of the Laplace-transform of Equation (27) and serves to initialize the motion of the gas. The resulting response is then able to be written as a sum over the eigenmodes of the set of Laplace-transformed equations, where the eigenmodes are solutions to this set of equations that possess eigenvalues. The eigenvalues are complex numbers that we denote \( \sigma_n \) where the perturbations to the fluid variables diverge as simple poles in the complex plane. Importantly, even though the coefficients in such an eigenmode expansion depend on the nature of the initial perturbation, the fact that the fluid variables diverge at the eigenvalues implies that the eigenmodes themselves do not (see Coughlin & Nixon (2020) for explicit expressions for the coefficients). Defining \( f_{n,v} = f_1/N \) as the ratio of the perturbation to the fluid velocity to the perturbation to the surface velocity and taking the limit
as $\sigma \to \sigma_n$, a single, second-order equation for $\tilde{f}_n$ can be derived by combining the Laplace-transformed equations; the equation is
\[
\sigma_n^2 \tilde{f}_n + \frac{\partial}{\partial \xi} \left( \frac{g_0}{g_0 \xi^2} \frac{\partial}{\partial \xi} \left( \xi - \tilde{f}_n \right) \frac{\partial m_0}{\partial \xi} \right) + \left( 4 - 3 \gamma \right) \frac{1}{g_0} \frac{\partial g_0}{\partial \xi} + \frac{1 - \mu}{\xi^2} (\xi - \tilde{f}_n) \frac{\partial m_0}{\partial \xi} = 0.
\] (30)

The fluid velocity must be continuous across the surface of the planet, which gives the first boundary condition on the eigenfunction (cf. Equation 17)
\[ f_n(\xi = 1) = 1. \] (31)

We also demand that the solutions for the eigenmodes be non-trivial and expandable about the surface; taking the leading-order terms in the series expansion of Equation (30) then shows that the derivative of $f_n$ satisfies
\[ \frac{\partial \tilde{f}_n}{\partial \xi} \bigg|_{\xi = 1} = \frac{1}{\gamma} \left( \sigma_n^2 + 2 (\gamma - 2) \right) . \] (32)

Finally, the fluid velocity must be equal to zero at $\xi_c$ owing to the incompressible nature of the core, which gives the additional boundary condition
\[ f_n(\xi_c) = 0 . \] (33)

This third boundary condition determines the eigenvalues $\sigma_n$, as we start with some initial guess for the eigenvalue, integrate equation (30) inward from a point near the surface ($\xi \approx 1$) using boundary conditions (31) and (32) with this guess, and determine the value of $f_n(\xi_c)$. We then perturb the guess for $\sigma_n$, calculate the new function and the corresponding residual of $f_n(\xi_c)$, and continue to iterate on the value of $\sigma_n$ until we satisfy the third boundary condition $f_n(\xi_c) = 0$. The set of eigenvalues $\sigma_n$ that delimit the solutions that satisfy the boundary conditions near the surface of the planet and at the inner core. Since Equation (30) is in the form of a Hermitian operator equation (e.g., Hansen et al. 2004), the eigenvalue squares $\sigma_n^2$, are purely real, and the corresponding solutions vary as $\exp(\sigma \xi)$. Thus, if $\sigma_n^2 < 0$, the solutions are stable and oscillate in time, whereas if $\sigma_n^2 > 0$ the envelope is unstable and small perturbations grow exponentially with time. The lowest-order mode $f_1$ has no zero crossings, and each higher-order mode has one more zero crossing than the previous one.

As for the hydrostatic solutions, we set the outer boundary (at which we evaluate the boundary conditions 31 and 32) at the location within the hydrostatic envelope at which the dimensionless, unperturbed density satisfies $g_0 = 10^{-8}$. We have verified that changing this small parameter by an order of magnitude (increasing or decreasing) has no effect on the eigenvalues or the eigenfunctions. To further mitigate any numerical errors, in practice in the eigenmode equation (30) we replace any derivatives of $m_0$ higher than the first with the lower-order values that result from the equation of hydrostatic equilibrium (23).

### 3.2 Solutions

In Figure 3 we present the lowest-order eigenfunction for the hydrostatic solutions presented in Figure 2; the eigenvalues that characterize these solutions are given in Table 1 (along with other properties of the hydrostatic envelope). We see from this figure that, as the eigenvalue appropriate to the lowest-order mode becomes increasingly negative, the eigenfunction decreases more rapidly from the surface of the envelope (which can be seen directly from the boundary condition on the derivative of $f_n$ in Equation 32). This feature is a familiar property of the $p$-modes of linearly stable stars (e.g., Hansen et al. 2004), and illustrates that the majority of the power of these modes resides in the outer layers of the planetary envelope. Thus, a solution that is characterized by only very negative eigenvalues responds to a homologous initial velocity perturbation (i.e., such that the initial velocity profile is $\propto \xi$) by oscillating violently and stochastically – albeit stably and sinusoidally in time – in its outermost extremities (see the end of Section 3.1 of Coughlin & Nixon 2020 for further discussion).

On the other hand, as the lowest-order eigenvalue becomes less negative, the eigenfunction is better approximated by a linear function of $\xi$ that extends from the core to the planet radius. Indeed, if $\gamma = 4/3$ and the inner boundary extends to the origin, then an exact solution to Equation (30) and the boundary conditions (31)–(33) is $f_n = \xi$ with $\sigma_n^2 = 0$, which is just the familiar Chandrasekhar limit. Thus, a linear initial velocity perturbation for this specific case retains its linear profile, and the entire envelope expands or contracts homologously with time. As the square of the eigenvalue becomes positive, the leading-order eigenfunction attains a relative maximum in the interior of the envelope. This feature illustrates that a contraction of the envelope results in the acceleration of the fluid in the interior of the planet, which increases the gravitational potential and further accelerates contraction, resulting in a runaway collapse of the gas that proceeds exponentially rapidly with time. In the opposite scenario of an initial expansion, the very slow decline of the pressure results in the outward acceleration of the envelope.

### 3.3 Region of Instability

It is clear from Figure 3 and Table 1 that, in addition to the singular case of the Chandrasekhar instability where $\sigma^2 = 0$ for $\xi_c = \mu = 0$ and $\gamma = 4/3$, there is a region of parameter space within which the leading-order eigenvalue is positive and the envelope is dynamically unstable to radial perturbations. Qualitatively we expect that as the adiabatic index softens, the envelope should become more susceptible to instability, as the increase in the gas pressure is less pronounced (and less able to resist the increase in self-gravity) for an initial, radial contraction; an analogous argument for the existence of the instability exploits the less rapid decline in the pressure for an initial expansion of the envelope. Eventually, for a fixed core mass and radius, we expect this Chandrasekhar-like instability to arise once the adiabatic index crosses a sufficiently small, threshold value. To support this prediction, Figure 4 shows the square of the leading-order eigenvalue as a function of $\gamma$ for a fixed core mass ($\mu = 0.05$ for the left panel and $\mu = 0.1$ for the right panel). Each curve in this figure is for a different value of the core radius $\xi_c$, with the core radii appropriate to each curve given in the legend. We observe from the left panel that as we go to smaller values of $\gamma$, the leading-order eigenvalue becomes less negative, and provided that the core radius satisfies $\xi_c \leq 0.06$, crosses $\sigma^2 = 0$ and the envelope becomes unstable. This zero crossing represents the generalization of the Chandrasekhar limit to a envelope that possesses a core (modeled as incompressible) in its interior.

For finite (i.e., non-zero) $\xi_c$ and $\mu$, the $\gamma$ at which the envelope transitions from stable to unstable in going from large to small $\gamma$ is always less than $\gamma = 4/3$ (e.g., for $\xi_c = \mu = 0.05$, from Figure 4 the adiabatic index that separates stable and unstable envelopes is $\gamma \approx 1.3$). This finding demonstrates that the effect of an incompressible core in the planetary interior is to stabilize the envelope against the
Chandrasekhar-like instability. This stabilizing influence arises from the fact that, because it is incompressible, there is no change in the gravitational potential associated with the core when we impose a perturbation to the planet. Thus, the destabilizing increase in self-gravity is always lessened in comparison to a core-less envelope, implying that the critical \( \gamma \) that yields an unstable envelope must be less than the one that characterizes an envelope without a solid core.

Interestingly, Figure 4 also shows that the leading-order eigenvalue does not increase monotonically as the adiabatic index decreases, and instead there is a most unstable envelope that is characterized by a largest \( \sigma_2^2 \). As \( \gamma \) continues to decrease below this most-unstable value, the square of the eigenvalue starts to decline, and crosses below zero to yield stable solutions once \( \gamma \) is sufficiently small. Moreover, for values of the core radius that are large enough, the envelope never becomes unstable, even for very small values of \( \gamma \), which disagrees with our naive expectation that sufficiently small adiabatic indices should give rise to an unstable envelope.

This behavior arises because as \( \gamma \) decreases, all of the mass of the envelope becomes increasingly concentrated near the core, as can be seen from the right-most panel of Figure 2. However, since the fluid cannot penetrate the planetary core, any perturbation to such an envelope cannot result in a large change in the distribution of its mass and its corresponding gravitational potential (i.e., the eigenfunction satisfies \( f'(\xi_c) = 0 \), hence the vast majority of the mass is not displaced when acted upon by any perturbation, and the resulting change in the gravitational potential – proportional to the change in the mass interior to radius \( r \) – is likewise small). Therefore, for sufficiently small \( \gamma \), the envelope can effectively be considered a non-self-gravitating fluid with the entirety of the planetary mass located at the edge of the core; since the change in the self-gravity of this configuration must be effectively zero for any physical perturbation that does not displace the core, such an envelope cannot exhibit any Chandrasekhar-like instability.

The shaded region in the left-hand panel of Figure 5 shows the range of adiabatic indices within which the envelope is unstable as a function of the inner radius \( \xi_c \) when \( \mu = 0.05 \), and the curve that encloses this region delimits the combination of \( \gamma \) and \( \xi_c \) – for a fixed \( \mu \) – at which the eigenvalue crosses the \( \sigma_2^2 = 0 \) instability threshold. As the inner radius decreases, a larger range of adiabatic indices is unstable. The right-hand panel of this figure shows a set of such curves (within each of which the envelope is unstable) for a range of core masses. As the core mass increases, the envelope becomes stable to a larger range of inner radii, which arises from the fact that the perturbation to the self-gravity of the planet declines as more of the planetary mass is contributed by the incompressible core. To show our results in explicit astrophysical units, we map out the instability region in Figure 6 for planetary parameters (the parameters shown in legends) similar to those appropriate to the gas giants in our solar system.

### Table 1

| \( \gamma \) = 1.3, \( \xi_c = 0.05 \) | \( \gamma \) = 1.3, \( \mu = 0.05 \) | \( \mu = 0.05, \xi_c = 0.05 \) |
|---|---|---|
| \( \mu \) | \( K_0 \) | \( \sigma_2^2 \) | \( \xi_c \) | \( K_0 \) | \( \sigma_2^2 \) | \( \gamma \) | \( K_0 \) | \( \sigma_2^2 \) |
| 0.1 | 0.202 | -1.20 | 0.05 | 0.190 | 0.03 | 1.4 | 0.136 | -1.93 |
| 0.3 | 0.238 | -4.81 | 0.3 | 0.108 | -4.80 | 1.33 | 0.168 | -0.95 |
| 0.5 | 0.263 | -5.86 | 0.5 | 0.0633 | -6.48 | 1.25 | 0.246 | 3.11 |
| 0.7 | 0.282 | -6.23 | 0.7 | 0.0303 | -10.0 | 1.2 | 0.333 | -8.89 |
| 0.9 | 0.298 | -6.42 | 0.9 | 0.00683 | -27.7 | 1.15 | 0.439 | -40.9 |

Figure 5. The curve that delimits where \( \sigma_2^2 = 0 \) in the \( \gamma - \xi_c \) plane that separates the stable and unstable behavior. The left panel fixes \( \mu = 0.05 \) and the shaded region denotes where the solutions are unstable, while the right panel varies the core mass.

Figure 6. The \( \sigma_2^2 = 0 \) curve separating stable and unstable behavior. We have simulated three model planetary configurations having similar properties to the gas-giants in our solar system: Jupiter(Blue), Saturn(Green), Neptune(Orange). The model parameters are shown in legends.
3.4 Non-radial perturbations

We consider the analysis of non-radial perturbations to be beyond the scope of this paper, but it may be useful to outline some of the considerations. To study angular perturbations with rigor, one can treat the solutions we obtained due to radial perturbations as the radial component of a total solution of the form

\[ f(\xi, \theta, \phi, \tau) = f_r(\xi) Y_{\ell m}^r(\theta, \phi) \exp(\sigma \tau) \]  

(Coughlin & Nixon 2020), where \( Y_{\ell m}^r(\theta, \phi) \) is a spherical harmonic; the angular dependence of non-radial velocities can be written as derivatives of spherical harmonics (e.g., Cox 1980; Hansen et al. 2004). In general, the surfaces will neither move uniformly nor oscillate in and out regularly because the displacement of a typical mass element from its unperturbed state is not radial. Thus, the motion can be complicated, for example, some regions of the surface expanding and some other region contracting at the same instant of time. In non-radial oscillations gravity is also a restoring force, implying that the spectrum will have both gravity (g-mode) and pressure (p-mode) eigenmodes (unless the envelope is modeled as a pure polytrope, in which case the vanishing of the entropy gradient removes the presence of g-modes). The detail of these considerations demand separate study and will be analyzed in future works. We also ignored the gravitational presence of the host star here, and hence the tidal force — which will contribute an \( \ell = 2 \) perturbation to the envelope — was not accounted for in our analysis.

4 SUMMARY AND IMPLICATIONS

The formation of giant planets generically involves regions where hydrogen becomes dissociated and then ionized, leading to a reduction in the average adiabatic index of the envelope. In this paper, we analyzed the stability (to radial perturbations) of hydrostatic solutions for a class of models, composed of an incompressible core and a polytropic envelope, that capture to leading-order how a reduced \( \gamma \) affects planetary stability. We demonstrated that the presence of a core within a planetary interior supplies a net stabilizing effect, relative to the usual Chandrasekhar criterion of \( \gamma = 4/3 \) that is calculated for polytropic gaseous spheres with no central mass. The stabilizing effect of the incompressible solid core is due to the fact that the core-occupied region does not contribute to the self-gravity variations, while the pressure remains approximately the same compared to the core-less configuration. Stability depends upon the core-to-total-planet mass ratio \( \mu = m_c / M_p \), and the adiabatic index \( \gamma \). As shown in Figure 5, depending upon the values of these parameters the core can either stabilize the envelope, or lead to a strip of unstable \( \gamma \) values whose upper boundary lies below the classical value of \( \gamma = 4/3 \).

Our model considers a single, effective adiabatic index for the entire envelope, though the motivating physics for treating small values of the adiabatic index — partial ionization and dissociation — implies that should, more physically, change as a function of radius and time. A radically varying adiabatic index implies that the background state is no longer polytropic, and buoyancy terms will modify the eigenvalues. In Appendix A we derive the eigenvalue equation that accounts for the effects of a time-dependent (perturbed) adiabatic index, and demonstrate that such effects can be quite important in determining the stability of a planetary envelope. We have also adopted inner boundary conditions for the envelope that correspond to a strictly incompressible core. In reality, rocky cores are compressible (e.g., Helled & Stevenson 2017) and may not have a sharp boundary (Wähl et al. 2017; Stevenson 2020), and this finite compressibility becomes increasingly important as the majority of the gas piles up near the core surface (as occurs for the small-\( \gamma \) solutions and that eventually inhibits the formation of the Chandrasekhar-like instability). When the core is compressible, its stabilizing influence on the envelope lessens, as more mass is able to penetrate deeper into the interior of the planet and increase the perturbation to self-gravity (which is ultimately responsible for generating the instability). At the outer envelope boundary, we have ignored any effects that the ambient disc might have on either the stability of the envelope to radial perturbations, or to the generation of Kelvin-Helmholtz-like interface instabilities alongside the Chandrasekhar-like instability analyzed here.

The possibility of dynamical instability in the envelope of planets that form via core accretion is distinct from the existence of a maximum (or “critical”) core mass within that theory. Generally, in core accretion, solutions to the planetary structure exhibit a maximum in a plot of core mass versus total mass (Perri & Cameron 1974; Cameron 1978; Mizuno 1980; Pollack et al. 1996; Papaloizou & Terquem 1999). This class of solution is derived by matching the interior structure to background disc conditions at the Bondi or Hill radius, in contrast to the zero-pressure outer boundary conditions considered here. Papaloizou & Terquem (1999) included detailed structure calculations (with energy transport by both radiation and mixing length theory convection), as well as a detailed disc model to specify how planet envelope conditions vary with disc radius. They noted that the core instability — which occurs in steady state calculations — would not directly cause dynamical collapse, but would instead give an enhanced rate of cooling and Kelvin-Helmholtz contraction, as in the time-dependent structure calculations of Bodenheimer & Pollack (1986) and as noted in the introduction. Simpler adiabatic models of the “core accretion instability” show that it does depend on the adiabatic index (e.g. Béthune 2019), but there is no straightforward reason to expect that the two types of instability would show similar trends or thresholds in \( \gamma \).

The outcome of a Chandrasekhar-like dynamical instability, were it to occur in a forming giant planet, cannot be addressed in linear theory. It appears likely, however, that any nascent collapse would change the interior density and temperature sufficiently as to restore a stable value of \( \gamma \). As a consequence, we expect the maximum degree of radial compression of the envelope to be bounded, and gas that initially collapses will rebound and exhibit a large-scale oscillation. In principle, this could lead to the formation of an outward-propagating shock wave at some depth in the interior of the planetary envelope. Depending on its strength, this shock could then eject a fraction of the planetary envelope. Alternatively, the planet could exhibit “breathing modes,” or large-amplitude oscillations, formed analogously to the oscillations of classical Cepheids (Wuchterl 1991).

Our model does not include the accretion of material onto the core or the gaseous envelope. Accounting for the accretion of mass onto the core, and the corresponding loss of mass from the envelope, could be relatively simply accomplished by changing the inner boundary condition from \( f_1(\xi_c) = 0 \) to some non-zero value. The change in the envelope mass then comes out of the continuity equation self-consistently by integrating from \( \xi_c \) to \( \xi \) and imposing a non-zero \( f_1(\xi_c) \), and there would then be an additional perturbation that arises from the time-dependent mass of the core (which arises from the finite flux at the core radius) that appears in the momentum equation. This change in the boundary condition would likely serve to further stabilize the envelope, as self-gravitating mass is lost to the core, the time dependence of which serves as a source term in the equations (and hence doesn’t affect the eigenvalues). Alternatively, one could simply impose a time-dependent core mass and neglect
the complicating issue of self-consistently accounting for the flux from the envelope. In this case the eigenvalues are unaltered as the time-dependent core mass is just a source term in the equations. Allowing for accretion onto the planet from the surrounding disc is not as straightforward because our hydrostatic solutions terminate at a radius where the density is zero. To maintain a finite mass flux at the surface would therefore require an infinite velocity there, which, in addition to being obviously non-physical, cannot be done self-consistently in our model where the velocity is considered a perturbation. One would therefore need to change the background solution such that either the gaseous envelope extends out indefinitely, or that the envelope terminates at a location with finite density and that is not a contact discontinuity (to permit accretion). A natural way to do the latter would be to join the envelope onto an accretion shock, meaning that the hydrostatic nature of the envelope would only be approximate\(^2\). Doing the former could be possible if the adiabatic index is small enough (e.g., \(\gamma = 1.2\) in the core-less case leads to an envelope of infinite radius), though the eigenvalues describing the perturbations to such a system would be continuous, further complicating the analysis. In either case the problem differs substantially from the one considered here, and the eigenvalues would likewise be quite different. For example, a non-zero initial velocity gradient in the unperturbed solution leads to complex eigenvalues because the operator equation is no longer Hermitian (e.g., Coughlin et al. 2019).

Our stability maps – or more refined versions of them that included some of the neglected effects discussed above – would need to be combined with planetary evolution models to fully assess whether dynamical instability occurs during giant planet formation. It is immediately obvious, however, that the formation of a Jupiter-like planet via a standard core accretion channel is rendered highly stable by the presence of its core. The diversity of proto-planetary interior structures that can be formed, whether by standard core accretion, its variants, or via gravitational instability, is broad. It remains possible that the evolutionary tracks of some giant proto-planets cross into the instability strip that we have defined, leading to potentially observable time-dependent dynamics.
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Code to reproduce the results in this paper is available upon reasonable request to the corresponding author.
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APPENDIX A: VARYING ADIABATIC INDEX

When the adiabatic index of the fluid is non-uniform and variable in time, the entropy equation takes a slightly different form that incorporates derivatives of the adiabatic index. In particular, if we start with the gas-energy equation in spherical symmetry,

\[
\frac{de}{dt} + (e + p) \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \nu \right) = 0, \tag{A1}
\]

where \(\frac{d}{dt} = \frac{d}{dt} + \frac{v\phi}{\partial r}\) is the advective derivative, then using the continuity equation turns this into

\[
\frac{de}{dt} - (e + p) \frac{d}{dt} \ln \rho = 0. \tag{A2}
\]

We now define

\[
e = \frac{1}{\gamma} - 1, p,
\]

and let \(\gamma\) (the adiabatic index) vary with both space and time. Then the previous equation becomes, after some algebraic rearranging,

\[
\frac{d}{dt} \ln \left[ \frac{1}{\gamma} - 1, p, \right] + \ln \rho \frac{d}{dt} \ln \rho = 0. \tag{A4}
\]

We now introduce the non-dimensionalized density, pressure, and velocity as we did in Section 2.1 and we perturb the variables about a background, hydrostatic state. We also allow variation in the adiabatic index and therefore write

\[
\gamma = \gamma_0(\xi) + \gamma_1(\xi, \tau). \tag{A5}
\]

Since the continuity and momentum equations are unaltered, the linearized versions of these equations are also unchanged from those found in Section 3 (specifically Equations 26 and 27). The linearized entropy equation is recovered by inserting our definitions for the velocity, density, and pressure into Equation (A4), changing variables to \(\tau\) and \(\xi\), and maintaining first-order terms. The result is

\[
\frac{\partial}{\partial \tau} \left[ \frac{h_1}{h_0} \frac{\gamma_0 g_1}{g_0} \right] + f \left( \frac{1}{h_0} \frac{\partial h_0}{\partial \xi} \gamma_0 \frac{g_0}{g_0} \frac{\partial g_0}{\partial \xi} - g_0 \frac{\partial g_0}{\partial \xi} \right) = (4 - 3\gamma_0) V = \left( \frac{1}{\gamma_0 - 1} - \ln g_0 \right) \frac{\partial \gamma_1}{\partial \tau} + \left( f - V \xi \right) \frac{1}{\gamma_0 - 1} \frac{\partial \gamma_0}{\partial \xi}. \tag{A6}
\]

We notice now the entropy equation is indeed modified accommodating the variability of the adiabatic index \(\gamma\). The Equation A6 collapses into Equation (28) when the gradient of entropy vanishes. We can now take Laplace transformation of our perturbed equations and combine them into a single, second-order equation for \(\tilde{f}_1\); upon dividing by \(\tilde{V}\) – the Laplace transform of the velocity of the surface relative to the escape speed – this equation for the eigenmodes is

\[
\sigma_n^2 \tilde{f}_1 + \frac{1}{\varepsilon_0^2} \frac{\partial h_0}{\partial \xi} \left( \gamma_0 - 1 \right) \frac{\partial}{\partial \xi} \left( \xi - \tilde{f}_1 \right) \frac{\partial \gamma_0}{\partial \xi} \frac{\partial \gamma_0}{\partial \xi} = \frac{1}{\varepsilon_0^2} (\xi - \tilde{f}_1) \frac{\partial \gamma_0}{\partial \xi} \frac{\partial \gamma_0}{\partial \xi} = (4 - 3\gamma_0) V = \left( \frac{1}{\gamma_0 - 1} - \ln g_0 \right) \frac{\partial \gamma_1}{\partial \tau} + \left( f - V \xi \right) \frac{1}{\gamma_0 - 1} \frac{\partial \gamma_0}{\partial \xi}. \tag{A7}
\]

Without an additional expression that relates the perturbation to the adiabatic index to the other fluid variables, which could, for example, come from a microphysical model, we cannot make further

---

\(^2\) There is a time-steady, self-similar solution that does this and that has been studied in the context of neutron star accretion; see Houck & Chevalier (1992); Blondin et al. (2003).
progress on Equation (A7). However, in general we expect changes in the adiabatic index to be most sensitive to changes in the gas temperature; if we therefore assume that the fractional change in the adiabatic index, $\gamma_1 / \gamma_0$, is proportional to the fractional change in the temperature, $T_1 / T_0$, then we can use our definitions of the fluid quantities to construct an additional relationship among $\tilde{\gamma}$ and the Laplace-transformed (dimensionless) fluid variables. The result is that the eigenmode equation is no longer Hermitian, and hence the eigenvalue squares $\sigma^2$ are no longer (in general) purely real. Time-dependent changes in the adiabatic index of the fluid can therefore generate distinct instabilities in the planetary interior, as is derived (much) more rigorously in Cox (1980). We also see that, in the area of interest here where $\gamma_0$ is close to one, the importance of time-dependent changes to the adiabatic index is amplified by the factor of $1 / (\gamma_0 - 1)$ on the right-hand side of Equation (A7). Changes to the adiabatic index can be quite important for understanding the generic stability of a giant-planet envelope.
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