LS-SVM based solution for delay differential equations
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Abstract. In this paper a new approach based on Least Squares Support Vector Machines (LS-SVMs) is proposed for solving delay differential equations (DDEs) with single-delay. The proposed method provides a closed form approximate model based solution without using any interpolation techniques. The result of this paper can be extended for DDE with multi-lags. The results of some numerical experiments are presented and compared with analytic solutions to confirm the validity and applicability of the proposed method.

1. Introduction
Delay differential equations (DDEs) can be found in the mathematical formulation of real life phenomena in a wide variety of applications especially in science and engineering such as population dynamics, infectious disease and control problems [1]. In contrast with ordinary differential equations (ODEs) where the unknown function and its derivatives are evaluated at the same time instant, in a DDE the evolution of the system at a certain time, depends on the state of the system at an earlier time. A general form of first order multi-delay DDE is given by:

\[
\dot{x}(t) = f(t, x(t), x(t - \tau_1), \ldots, x(t - \tau_n)), \quad t \geq t_{in},
\]

\[
x(t) = g(t), \quad t \leq t_{in}
\]

(1)

where \(g(t)\) is the initial function and \(\{\tau_i\}_{i=1}^n\) are the delays or lags which are non-negative and can be constant, time dependent or state dependent. The term \(x(t - \tau_i)\) is called the delay term. Due to the presence of the delay term, numerical methods that provide only discrete solutions at the grid points are not suitable for DDE and one needs to apply interpolation techniques, for approximating the delay term, in order to advance the solution of the given DDE.

Least Squares Support Vector Machines (LS-SVMs) is a methodology which has been applied in a wide variety of fields such as regression and classification [3]. Like in support vector machines [6], in this method one maps the data into a high dimensional feature space using a feature map. Solving ordinary differential equations (ODEs) and differential algebraic equations (DAEs) using LS-SVMs have been discussed in [4, 5]. In this paper the method developed in [4] is extended to approximate the solution of a scalar DDE. The method provides a closed form approximate model based solution without using any interpolation techniques.

Making use of Mercer’s Theorem [6], derivatives of the feature map can be written in terms of derivatives of the kernel function.
Let us define the following differential operator which will be used in the subsequent section

$$\nabla^m_{\eta} = \frac{\partial^{n+m}}{\partial p^n \partial q^m}. \quad (2)$$

When $\varphi(p)^T \varphi(q) = K(p, q)$, one can show that

$$[\varphi^{(n)}(p)]^T \varphi^{(m)}(q) = \nabla^m_{\eta} [\varphi(p)^T \varphi(q)] = \nabla^m_{\eta} [K(p, q)] = \frac{\partial^{n+m} K(p, q)}{\partial p^n \partial q^m}. \quad (3)$$

Using formula (3), it is possible to express all derivatives of the feature map in terms of the kernel function itself (provided that the kernel function is sufficiently differentiable).

Consider a scalar linear DDE with single-delay of the form

$$\dot{x}(t) = a(t) + b(t)x(t) + c(t)x(t - \tau(t)), \quad t_{in} \leq t \leq t_f, \quad x(t) = g(t), \quad t \leq t_{in}, \quad (4)$$

where $\dot{g}(t^-_{in}) = \dot{x}(t^+_{in})$. Assume that a general approximate solution to equation (4) is of the form $\hat{x}(t) = \mathbf{w}^T \varphi(t) + d$, where $\varphi(\cdot) : \mathbb{R} \to \mathbb{R}^h$ is the feature map and $h$ is the dimension of the feature space. To obtain the optimal value of $\mathbf{w}$ and $d$, a collocation method is used [2] with a discretization of the interval $[t_{in}, t_f]$ into a set of points $\{t_i\}_{i=1}^N$. The estimated solution follows from

$$\min_{\mathbf{w}, d, e_i} \frac{1}{2} \mathbf{w}^T \mathbf{w} + \sum_{i=1}^{m} e_i^2$$

s.t. $\mathbf{w}^T \varphi(t_i) - b_i \varphi(t_i) - c_i \varphi(s_i) = a_i + e_i, \quad i = 2, \ldots, N$

$$\mathbf{w}^T \varphi(v_k) + d = g(v_k), \quad k = 1, \ldots, M \quad (5)$$

where $s_i = t_i - \tau(t_i)$ and $v_k = \{s_k \mid s_k \leq t_{in}\}$. $N$ is the number of collocation points (which is equal to the number of training points). Furthermore $a_i = a(t_i), b_i = b(t_i)$ and $c_i = c(t_i)$. Problem 5 is obtained by combining the LS-SVM cost function with constraints constructed by imposing the approximate solution $\hat{x}(t) = \mathbf{w}^T \varphi(t) + d$, given by the LS-SVM model, to satisfy the given differential equation with corresponding initial function at collocation points $\{t_i\}_{i=1}^N$. Problem (5) is a quadratic minimization under linear equality constraints, which enables a straightforward solution.
Lemma 2.1. Given a positive definite kernel function $K: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ with $K(t, s) = \varphi(t)^T \varphi(s)$ and a regularization constant $\gamma \in \mathbb{R}^+$, the solution to (5) is obtained by solving the following dual problem:

$$
\begin{bmatrix}
K + I_{N-1}/\gamma & U & -\mathcal{H} \\
\mathcal{H}^T & \gamma \Omega_0 & 1_M \\
-\mathcal{H}^T & 1_M & 0
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta \\
d
\end{bmatrix}
= \begin{bmatrix}
F_a \\
0 \\
G
\end{bmatrix}
$$

(6)

with

$$\alpha = [\alpha_2, \ldots, \alpha_N]^T, \beta = [\beta_2, \ldots, \beta_N]^T, F_a = [a(t_2), \ldots, a(t_N)]^T \in \mathbb{R}^{N-1},$$

$$F_b = [b(t_2), \ldots, b(t_N)]^T \in \mathbb{R}^{N-1}, F_c = [c(t_2), \ldots, c(t_N)]^T \in \mathbb{R}^{N-1}, G = [g(t_2), \ldots, g(t_N)]^T \in \mathbb{R}^{N-1},$$

$$\mathcal{K} = \bar{D} \Omega \tilde{D}^T, \mathcal{U} = \bar{D} \Delta^T, \mathcal{H} = F_b + F_c.$$

$D_b$ and $D_c$ are diagonal matrices with the elements of $F_b$ and $F_c$ on the main diagonal respectively. $I$ is the identity matrix. In addition $S = \{s_i\}_{i=2}^N, V = \{v_i\}_{i=1}^M$ and $T = \{t_i\}_{i=2}^N$.

The solution in the dual form becomes:

$$\dot{x}(t) = \sum_{i=2}^N \alpha_i \left( [\nabla_1^0 K](t_i, t) - b(t_i) [\nabla_0^0 K](t_i, t) - c(t_i) [\nabla_0^0 K](s_i, t) \right) + \sum_{k=1}^M \beta_k [\nabla_0^0 K](v_k, t) + d,$$

where $[\nabla_0^0 K](t, s) = K(t, s) = \varphi(t)^T \varphi(s)$ is the kernel function and $[\nabla_1^0 K](t, s) = \varphi'(t)^T \varphi(s)$ is its derivative. Here the Gaussian RBF kernel is used. $\alpha_i$ and $\beta_k$ are Lagrange multipliers associated with (3). The result of this paper can be extended for linear DDE with multi-lags.

3. Numerical Result

Problem 3.1: Consider the following scalar DDE,

$$\dot{x}(t) = -x(t - 1 + \exp(-t)) + \sin(t - 1 + \exp(-t)) + \cos(t), \quad t \geq 0,$$

$$x(t) = \sin(t), \quad t \leq 0$$

The problem is solved on domain $t \in [0, 40]$ for $N = 200$. Figure 1 shows the residuals $e(t) = x(t) - \hat{x}(t)$.

Problem 3.2: Consider the delay equation with asymptotically vanishing-lag:

$$\dot{x}(t) = \frac{t^4 - 3}{(t^5 + t) \ln(t - t^{-3} + [t - t^{-3}]^{-3})} x(t - t^{-3}), \quad t \in [2, 30],$$

$$x(t) = \ln(t + t^{-3}), \quad t \in [1.5, 2]$$

whose exact solution is $x(t) = \ln(t + t^{-3})$. The result obtained by the proposed method method, with $N = 400$, is depicted in Figure 2.

4. Conclusion

In this paper, we have presented a method based on LS-SVMs for the numerical solution of delay differential equations. The proposed method provides a close form approximate solution for the problem without using any interpolation techniques.
Figure 1. (a) Numerical results for Problem 3.1, when 200 equidistant points in [0,40] are used for training. (b) Obtained model errors for problem 3.1.

Figure 2. (a) Numerical results for Problem 3.2, when 400 equidistant points in [2,30] are used for training. (b) Obtained model errors for problem 3.2.
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