Texture-Dependent Frequency Selective Reconstruction of Non-Regularly Sampled Images
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Abstract—There exist many scenarios where pixel information is available only on a non-regular subset of pixel positions. For further processing, however, it is required to reconstruct such images on a regular grid. Besides many other algorithms, frequency selective reconstruction can be applied for this task. It performs a block-wise generation of a sparse signal model as an iterative superposition of Fourier basis functions and uses this model to replace missing or corrupted pixels in an image. In this paper, it is shown that it is not required to spend the same amount of iterations on both homogeneous and heterogeneous regions. Hence, a new texture-dependent approach for frequency selective reconstruction is introduced that distributes the number of iterations depending on the texture of the regions to be reconstructed. Compared to the original frequency selective reconstruction and depending on the number of iterations, visually noticeable gains in PSNR of up to 1.47 dB can be achieved.

I. INTRODUCTION

Digital images are typically defined on a regular grid which is in many cases caused by the acquisition systems. A regular grid is in most cases required for a further processing of these images and also for displaying them. There are, however, many scenarios where pixel information is available only on a non-regular subset of pixel positions. This might be caused for example by a specific acquisition system [1] or intentionally in order to reduce the influence of aliasing [2]. Another example can be found in [3] where the spatial resolution of an imaging sensor is increased by a non-regular masking of the sensor. In Figure 1 an example for the task of reconstructing non-regularly sampled image data on a regular grid is shown. On the left, an image that is taken by a non-regular sampling sensor can be seen. The idea behind such a non-regular sampling sensor is that a low resolution sensor can be used in order to obtain a high resolution image [3]. Therefore, each pixel of the low resolution sensor is divided into four parts where three of them are randomly covered. In doing so, an image with twice the resolution in both spatial dimensions is acquired. Due to the masking, however, 75% of the pixels are missing and have to be reconstructed by a suitable reconstruction algorithm in order to obtain the full high resolution image. Besides frequency selective reconstruction (FSR) [4], there are many other reconstruction algorithms like linear interpolation (LIN), steering kernel regression (SKR) [5], the constrained split augmented Lagrangian shrinkage algorithm (CLS) [6], or sparsity-based wavelet inpainting (WI) [7] that can be used for such reconstruction tasks. However, it has been shown in [4] that for a non-regular subsampling problem like this, FSR yields a better reconstruction quality than the other mentioned state-of-the-art image reconstruction algorithms. The basic idea behind FSR is the block-wise generation of a sparse signal model as an iterative superposition of Fourier basis functions, where the number of iterations is fixed for each block. Missing or corrupted pixels are then replaced by utilizing the generated model. The advantage of a non-regular subsampling is that compared with a regular subsampling, dominant basis functions can still be identified in the available non-regularly subsampled signal. A detailed discussion of this topic can be found in [4].

In this paper, the number of iterations per block used by FSR is adapted to the texture of the block to be reconstructed. Since homogeneous blocks need only fewer iterations and heterogeneous blocks which contain more structure need more iterations, firstly, an image segmentation is required in order to divide the image into homogeneous and heterogeneous areas. By applying a linear mapping to this segmentation, the resulting number of iterations per block can be determined. Hence, the same number of iterations that would be employed by the original FSR can now be distributed in a more sophisticated way over all blocks. By using the new texture-dependent FSR, an improved image reconstruction quality is achievable especially in scenarios where only few iterations can be spent which might be the case for example in mobile devices with low computational power.

The paper is organized as follows: The next section introduces the state-of-the-art image reconstruction algorithm FSR and Section III presents the proposed texture-dependent FSR. Comprehensive simulations and results are given in Section IV and Section V concludes this contribution.
II. FREQUENCY SELECTIVE RECONSTRUCTION

In this section, frequency selective reconstruction (FSR) is introduced. It is a general algorithm for signal reconstruction and it is based on frequency selective extrapolation [8]. It has been used for example in error concealment scenarios [9] or the reconstruction of non-regularly sampled video data [10]. FSR performs a block-wise reconstruction and Figure 2 shows the reconstruction area

\[ \mathcal{L} = \mathcal{A} \cup \mathcal{R} \cup \mathcal{B} \]  

(1)

which consists of the block \( \mathbf{I}_b(u, v) \) that is currently to be reconstructed (red frame, block size) and a certain surrounding (border width). The reconstruction area \( \mathcal{L} \) is depicted by the coordinates \((m, n)\) and is of size \( M \times N \). \((u, v)\) depict the coordinates of the block that is currently to be reconstructed which is of size \( U \times V \). The reconstruction area \( \mathcal{L} \) is divided into three areas, where all originally acquired pixels are located in the support area \( \mathcal{A} \) and all already reconstructed pixels in area \( \mathcal{R} \). Area \( \mathcal{B} \) contains all missing pixels that have to be reconstructed.

The basic idea of FSR is to generate the sparse signal model

\[ g[m, n] = \sum_{(k,l) \in \mathcal{K}} \hat{c}_{(k,l)} \varphi_{(k,l)}[m, n] \]  

(2)

as a superposition of Fourier basis functions \( \varphi_{(k,l)}[m, n] \) weighted by the expansion coefficients \( \hat{c}_{(k,l)} \). The set \( \mathcal{K} \) contains the indices \((k,l)\) of all basis functions that have been used for model generation. In every iteration, one basis function is selected and before being added to the model, its corresponding weight is estimated. Additionally, the weighting function

\[ w[m, n] = \begin{cases} \hat{\rho} \left( \frac{m-N-1}{2} \right)^2 + \left( \frac{n-N-1}{2} \right)^2 & \forall (m,n) \in \mathcal{A} \\ \delta \hat{\rho} \left( \frac{m-N-1}{2} \right)^2 + \left( \frac{n-N-1}{2} \right)^2 & \forall (m,n) \in \mathcal{R} \\ 0 & \forall (m,n) \in \mathcal{B} \end{cases} \]  

(3)

is used to control the influence that each pixel has on the model generation. Pixels in the support area \( \mathcal{A} \) that are farther away from \( \mathbf{I}_b(u, v) \) get less weight than pixels closer to it. \( \hat{\rho} \) controls this decay. Since pixels in area \( \mathcal{R} \) are not as reliable as pixels in area \( \mathcal{A} \), they have an additional attenuation factor \( \delta \). Pixels in the loss area \( \mathcal{B} \) are neglected for model generation and therefore set to zero. After a fixed number of iterations, \( g[m, n] \) is used to replace missing pixels in the corrupted image.

III. PROPOSED TEXTURE-DEPENDENT FREQUENCY SELECTIVE RECONSTRUCTION

FSR requires a certain number of iterations \( i_b \) for each block \( \mathbf{I}_b(u, v) \) in order to generate an adequate signal model. Up to now, FSR uses a fixed number of iterations \( i_{b,f} \) for each block. This leads to a total amount of iterations

\[ i_{b,f} = \sum_{b=1}^{B} i_{b,f} \]  

(4)

for the entire image, where \( B \) is the number of blocks that have to be reconstructed. As it can be seen from the upper part of Figure 3, homogeneous blocks do not need as many iterations as heterogeneous blocks in order to obtain a good reconstruction quality. By choosing \( i_{b, f} = 10 \) for example, the reconstruction quality of homogeneous blocks already has reached its maximum, whereas for heterogeneous blocks, more iterations are required. Image detail examples for the reconstruction of homogeneous and heterogeneous blocks are given in the lower part of Figure 3. It can be seen that for a homogeneous area like sky, very few iterations are sufficient to obtain a satisfactory visual quality. For heterogeneous areas like fences, however, many more iterations have to be spent to get visually pleasing results. As a consequence, FSR should spend less iterations on homogeneous blocks and more
iterations on heterogeneous blocks. FSR using such variable iterations is from now on referred to as texture-dependent frequency selective reconstruction (TD-FSR). To adapt the iterations \(i_b\) to the texture of the block to be reconstructed, a segmentation is required. Therefore, for each block \(I_b(u,v)\), the variance

\[
\sigma_b^2 = \frac{1}{U-1} \frac{1}{V-1} \sum_{u=1}^{U} \sum_{v=1}^{V} |I_b(u,v) - \mu_b|^2, \tag{5}
\]

where

\[
\mu_b = \frac{1}{UV} \sum_{u=1}^{U} \sum_{v=1}^{V} I_b(u,v) \tag{6}
\]

is the mean of \(I_b(u,v)\), is calculated. A lower variance corresponds to a homogeneous block and a higher variance to a heterogeneous block. For the calculation of the variance, the block \(I_b(u,v)\) is enlarged to the block size plus \(p\) pixels in order to have a more reliable calculation of the variance. Pixels from the loss area \(B\) are again neglected for the calculation. In Figure 4 a typical histogram of the variances of different blocks \(I_b(u,v)\) of an image is shown, where the variances of all blocks are normalized to values between 0 and 1. It can be seen that the number of homogeneous blocks (fewer variance) is higher than the number of heterogeneous blocks (higher variance). Now, the mapping function

\[
i_{b,v} = (i_{\text{max}} - i_{\text{min}}) \cdot \sigma_b^2 + \frac{1}{B} \left( i_{t,f} - \sum_{b=1}^{B} (i_{\text{max}} - i_{\text{min}}) \cdot \sigma_b^2 \right) \tag{7}
\]

is applied in order to obtain the variable iterations \(i_{b,v}\) for each block depending on the corresponding variances \(\sigma_b^2\). In this paper, a linear mapping \((i_{\text{max}} - i_{\text{min}}) \cdot \sigma_b^2 + i_{\text{min}}\) is used, however, other mapping functions are also possible. On the one hand, the mapping function is employed to set a minimum number of iterations \(i_{\text{min}}\) to totally homogeneous blocks in order to obtain a reasonable reconstruction quality. On the other hand, it is used to spend more iterations of up to a maximum of \(i_{\text{max}}\) on heterogeneous blocks which require more iterations for visually pleasing results. Depending on the content of the image to be reconstructed and the parameters of the mapping function, not all iterations \(i_{b,t}\) that the original FSR uses are distributed by TD-FSR. Therefore, the second term of \(i_{b,v}\) ensures that all remaining iterations are uniformly distributed over all blocks. It follows that

\[
i_{t,v} = \sum_{b=1}^{B} i_{b,v} = \sum_{b=1}^{B} i_{b,t} = i_{t,f}. \tag{8}
\]

This means that TD-FSR spends the same amount of iterations \(i_{t,v}\) as the original FSR. They are, however, distributed depending on the texture of the blocks to be reconstructed.

IV. SIMULATIONS AND RESULTS

In the following, the performance of the proposed TD-FSR is evaluated. In general, TD-FSR and all other comparative algorithms may be applied on arbitrarily shaped loss regions as shown in [11], however, in this contribution only non-regularly sampled images are regarded. For simulation and evaluation, two image data sets are used, where the first one, the KODAK data base [12], consists of 24 images of size 768 × 512 pixels and is employed for the parameter training. It turned out that a surrounding of \(p = 2\) should be taken for the calculation of the variance \(\sigma_b^2\) and \(i_{\text{min}} = 10\) and \(i_{\text{max}} = 300\) as parameters for the mapping function. The second test set, the TECNICK data base [13], consists of 100 images of size 1200 × 1200 pixels and is employed for the actual simulation. Only the luminance component of the images is considered and all images are first multiplied with the same non-regular sampling mask, where 75% of the pixels are missing and reconstructed afterwards using different algorithms.

To determine the reconstruction quality, PSNR and SSIM [14] are calculated between the original image and the reconstructed image. For a comprehensive evaluation, TD-FSR is not only compared to FSR, but also to other algorithms that can be used for this reconstruction task. Namely, linear interpolation (LIN), steering kernel regression (SKR) [5], the constrained split augmented Lagrangian shrinkage algorithm (CLS) [6], and sparsity-based wavelet inpainting (WI) [7]. For all mentioned algorithms, source code and parameters are taken from the literature. Both FSR and TD-FSR use the parameters shown in Table I, where only the average number of iterations per block \(i_b\) is varied from 20 to 100 in order to see the effect of the variable iterations of TD-FSR. This is denoted by FSR\(_{i_b}\) and TD-FSR\(_{i_b}\).

| Parameters Used by FSR and TD-FSR. | 
|-------------------------------|---|
| Block size | 4 x 4 |
| Border width | 14 |
| FFT size | 32 x 32 |
| Average number of iterations per block \(i_b\) | 20 ... 100 |
| Decay factor \(\rho\) | 0.7 |
| Orthogonality deficiency compensation \(\gamma\) | 0.5 |
| Weighting of already reconstructed areas \(\delta\) | 0.5 |

Figure 4. A typical histogram of an image (Kodim19) showing the number of blocks over the corresponding normalized variance.

Table I

| Parameters Used by FSR and TD-FSR. | 
|-------------------------------|---|
| Block size | 4 x 4 |
| Border width | 14 |
| FFT size | 32 x 32 |
| Average number of iterations per block \(i_b\) | 20 ... 100 |
| Decay factor \(\rho\) | 0.7 |
| Orthogonality deficiency compensation \(\gamma\) | 0.5 |
| Weighting of already reconstructed areas \(\delta\) | 0.5 |
The PSNR and SSIM results of the simulations are shown in Figure 5. In the left graph, it can be seen that for 20 iterations, TD-FSR achieves a PSNR gain of 1.47 dB compared to FSR and a better reconstruction quality than LIN, CLS, and WI. Despite the fact that TD-FSR achieves a significantly better reconstruction quality than most of the other algorithms, it is slightly below SKR. However, the reconstruction quality of both FSR and TD-FSR gets better with an increasing number of iterations. With at least 40 iterations both algorithms give better results than LIN, SKR, CLS, and WI. Additionally, TD-FSR with 40 iterations has a PSNR gain of 0.68 dB compared to FSR. For a higher number of iterations, however, the reconstruction quality of TD-FSR is only slightly better than the reconstruction quality of FSR. This means that if a very high number of iterations is spent, both algorithms should converge to the same reconstruction quality. Compared to the best of the other comparative algorithms, namely SKR, TD-FSR achieves a gain in PSNR of up to 1.44 dB. As a second quality measure, SSIM values are displayed in the right graph of Figure 5. It can be seen that SSIM shows almost the same behavior as PSNR. It shows the gains in reconstruction quality of TD-FSR compared to FSR especially for a small number of iterations and a similar quality for a higher number of iterations.

For a more precise statement regarding the complexity of the different algorithms, the average reconstruction time for one image of the TECNICK data base is measured. The tests are carried out on an Intel Core i7-3770 @ 3.40 GHz, equipped with 32 GB of RAM and running MATLAB R2015b. The results can be seen in Table II. LIN is a very fast reconstruction algorithm (7.60 s), whereas WI requires a lot of processing time (9565 s). SKR (189 s) and CLS (70 s) are algorithms with moderate speed. Using FSR (96...331 s) or TD-FSR (98...333 s), the processing time depends on the number of iterations, but it is still moderate.

In Figure 6, an image detail example is given for a visual comparison of the proposed TD-FSR with the other comparative reconstruction algorithms. The given PSNR values and processing times are measured on the entire image. It can be seen that LIN and CLS fail to reconstruct sharp edges or fine details. SKR and WI are able to preserve sharp edges, but introduce other artifacts. FSR with only 20 iterations gives a higher PSNR value than LIN, SKR, CLS, and WI, yielding, however, a similar visual quality which is still improvable. With the proposed TD-FSR and also only 20 iterations the best PSNR value is obtained and a high visual quality can be achieved where fine details and sharp edges are reconstructed. The processing time of TD-FSR is faster than WI and SKR and comparable to CLS. Only LIN is faster, yielding, however, a very poor reconstruction quality.

The evaluations show, that compared to other state-of-the-art reconstruction methods, the proposed TD-FSR gives the best reconstruction quality in terms of PSNR, SSIM and also visually. Compared to the original FSR, the highest gains in PSNR and SSIM can be achieved for a small number of iterations. This means, that TD-FSR is especially suitable in scenarios where only little computational power is available, for example in mobile devices. It can also be stated that the additional processing time of TD-FSR that is introduced due to the image segmentation and distribution of the iterations is negligible.

V. CONCLUSION

In this paper, a new texture-dependent approach for frequency selective reconstruction has been introduced. Frequency selective reconstruction is used for many signal reconstruction tasks like image restoration or object removal, but

![Figure 5. Average PSNR and average SSIM results for the proposed TD-FSR compared to different comparative reconstruction algorithms plotted over the average number of iterations per block $\bar{i}_b$.](image-url)
it can also be applied for the reconstruction of non-regularly sampled images. Since frequency selective reconstruction is an iterative algorithm and it has been shown that it is not required to spend the same amount of iterations to both homogeneous and heterogeneous regions, it has been proposed to distribute the number of iterations depending on the texture of the blocks that have to be reconstructed. Compared to other state-of-the-art reconstruction algorithms, this leads to a visually noticeable gain in PSNR of up to 1.44 dB and compared to the original frequency selective reconstruction, gains of up to 1.47 dB depending on the number of iterations can be achieved.

Future work might extend the texture-dependent approach to the 3-dimensional frequency selective reconstruction. Since many more iterations are required for the 3-dimensional sparse model generation, more gains from a sophisticated distribution of the number of iterations per cube are expected.
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Figure 6. Image detail example for a visual comparison of the proposed TD-FSR with other comparative reconstruction algorithms including PSNR and runtime values (measured on the entire image).