An automated and fast system to identify COVID-19 from X-ray radiograph of the chest using image processing and machine learning
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Abstract
A type of coronavirus disease called COVID-19 is spreading all over the globe. Researchers and scientists are endeavoring to find new and effective methods to diagnose and treat this disease. This article presents an automated and fast system that identifies COVID-19 from X-ray radiographs of the chest using image processing and machine learning algorithms. Initially, the system extracts the feature descriptors from the radiographs of both healthy and COVID-19 affected patients using the speeded up robust features algorithm. Then, visual vocabulary is built by reducing the number of feature descriptors via quantization of feature space using the K-means clustering algorithm. The visual vocabulary train the support vector machine (SVM) classifier. During testing, an X-ray radiograph’s visual vocabulary is sent to the trained SVM classifier to detect the absence or presence of COVID-19. The study used the dataset of 340 X-ray radiographs, 170 images of each Healthy and Positive COVID-19 class. During simulations, the dataset split into training and testing parts at various ratios. After training, the system does not require any human intervention and can process thousands of images with high precision in a few minutes. The performance of the system is measured using standard parameters of accuracy and confusion matrix. We compared the performance of the proposed SVM-based classifier with the deep-learning-based convolutional neural networks (CNN). The SVM yields better results than CNN and achieves a maximum accuracy of up to 94.12%.
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1 | INTRODUCTION

COVID-19 is a pathogen that has a high fatality rate, exponential propagation ability, and the lack of definite medical treatment. The COVID-19 is a beta-coronavirus with a 70% similarity in genetic sequence to SARS. It is different from MERS and SARS-CoV. COVID-19 is the member of the family of coronaviruses that infect humans and highly contagious. Radiography of the chest/lungs uses an X-ray to help diagnose the cause of several lungs disorders including COVID-19. Figure 1 shows the sample X-ray radiographs of Healthy and Positive COVID-19 cases.

Early and correct detection of coronavirus can play a decisive factor in saving human lives. A visual inspection
of a radiograph by the radiologist can identify the presence of the COVID-19. However, this requires manual examination that is time-consuming and not possible for a very large number of images. This work describes an intelligent system to determine the absence or presence of COVID-19. The underlying assumption of the study is that COVID-19 affects the lungs most that exhibit certain characteristics (features) in the lungs tissues. Image processing and machine learning algorithms can detect the COVID-19 using the X-ray radiographs of the chest. As a supervised machine learning-based system, the predetermined Healthy and COVID-19 radiographs are used to train a classifier. After training, the system can be used to test an unknown radiograph. There are three main stages in the proposed system. In the first stage, feature descriptors are extracted from the radiographs. Then, in the next step, the K-means clustering algorithm is applied to reduce a large number of feature descriptors into K clusters. In the third stage, either we train the classifier (SVM) using labeled images or identify unlabeled images using an already trained classifier. The main contributions of this work are summarized as follows:

1. Describe the architecture of an intelligent and automated system to detect COVID-19.
2. Implementation of a fast system that can process thousands of images in a few minutes with high accuracy.
3. Determination of optimal parameters for speeded up robust features (SURF), K-means clustering, and SVM algorithms.
4. Detail statistics of results with analysis to provide a benchmark for future research.

2 | RELEVANT WORK

Machine learning is used in a wide range of imaging and text analysis applications, such as cancer or abnormality detection in breast,\textsuperscript{1-3} detection of fractures,\textsuperscript{4} and detection of crimes from tweets.\textsuperscript{5} In the work of Sha et al,\textsuperscript{2} they used deep learning convolutional neural network (CNN) to detect breast cancer from mammogram images. Optimized feature extraction is achieved using the Grasshopper algorithm.\textsuperscript{6} The method yields 96% sensitivity and 93% specificity rates.

Two recent papers that used the deep learning (CNN) method to distinguish COVID-19 from pneumonia and healthy cases using X-ray radiographs are proposed by References 7 and 8. In his work,\textsuperscript{8} uses three types of X-rays images healthy, pneumonia, and COVID-19. Their proposed DL-CRC framework applies data augmentation to the radiograph images to generate synthetic radiographs via zoom and rotation operations. The customized CNN model combines real and synthetic radiographs. The CNN model used in Reference 8 consists of convolution layers for feature extraction and dense layers for classification. The authors report the classification accuracy of 94.61%. The deep learning model of\textsuperscript{7} uses ResNet-101 architecture, a CNN with 101 layers that operates on images of size 224 × 224 × 3. The readymade ResNet-101 is pretrained to recognize objects from a million images.
In their work, [azemin2020] retrained fully connected, softmax, and classification output layers of ResNet-101 to detect abnormality in chest X-ray images. The authors report an accuracy of 71.9%.

A study that compares the human experts’ evaluation with an artificial intelligence system’s using chest radiographs of COVID-19 is presented by Murphy et al.9 In this study, radiographs were independently analyzed by six readers (human evaluation) and by the AI system (machine evaluation). This study’s AI system is CAD4COVID-XRay,10 developed by Thirona (Nijmegen, the Netherlands). The AI system’s performance was determined using the receiver operating characteristic curve. The authors conclude that the AI system’s performance is comparable with that of human readers.

Some of the researchers used chest CT scans to identify COVID-19. A deep learning method based on a CNN to detect COVID-19 from CT scan is presented by Li et al.11 The system takes as input a series of CT slices and generates a classification prediction of the CT image. The method extracts local and global features from the chest CT exams. A clinical investigation of COVID-19 pneumonia is presented by Song et al.12 The study used the chest CT of 51 patients (25 men and 26 women; age between 16 and 76 years from Wuhan, China) with COVID19 diagnosed. A radiologist identifies the chest CT lesions in each patient. The study determines a lung lesion in the CT scan of patients with 5 days or more from the COVID-19 inception. The authors summarize that fever, cough, and chest CT findings are characteristic of COVID-19.

Authors of developed a smartphone-based app AI4COVID-19 to detect COVID-19 from the cough sounds of participants. The method uses deep transfer learning to classify four types of coughs, that is, normal, bronchitis, pertussis, and COVID-19. The overall accuracy of the system is 88.76%.

Our method to identify COVID-19 relies upon the detection of features and descriptors from a chest radiograph. Some of the well-known algorithms to extract features or patterns from images are the difference of Gaussians,14 Laplacian of Gaussians,15 Harris corner detector,16 and so forth. Similarly, a variety of algorithms to find descriptors can be found in the literature such as SURF,17,18 Scale Invariant Feature Transform (SIFT)19,20 and discriminative feature description,21 and so forth.

We employed the support vector machine (SVM) for the classification of X-ray radiograph. SVM is a supervised machine learning technique that is widely used to analyze and classify data.22–24 The root of the SVM algorithm goes back to 1963 when it was proposed by Vladimir N. Vapnik and Alexey Ya. Chervonenkis, while the modified version of the algorithm published in 1995 by Corinna Cortes and Vapnik.22 The earlier version of SVM has the restriction that training data can be separated without errors, while the new version of the algorithm extends it to nonseparable training data.22

3 | SYSTEM ARCHITECTURE AND METHODOLOGY

Figure 2 describes the architecture of the COVID-19 detection system. There are three major modules of the system training, testing, and classifier. During training, one set of each Healthy and Positive COVID-19 images are feed to the system. The feature extraction module extracts the local features of the image sets, builds the visual vocabulary (using K-means clustering), and train the SVM classifier. To find the class of an unknown X-ray radiograph, the system extracts its feature descriptors, builds the visual vocabulary, and finally predicts the class using the pretrained classifier. The training and testing algorithms of the system are listed in Figure 3.

The system uses the following three main steps to classify and identify the radiographs.

1. Extraction of feature descriptors.
2. Clustering of feature descriptors.
3. Classification of radiographs.

The following subsections give the details of the above steps.

3.1 | Extraction of feature descriptors

A feature refers to a significant point, that is, a point of interest in an image. A feature descriptor is a set of values that describes the image patch around the point of interest. Local features extractors, for example, SURF, SIFT, and so forth, detects patterns or structures such as a corner, curvature, or edges in a grayscale image via local minima/maxima of some function. We used the SURF algorithm to detect the local features of radiographs. SURF offers a computationally efficient approximation of the second-order Gaussian derivatives via a set of integral images. For the detection of feature points, instead of relying on perfect Gaussian derivatives, the computation is based on simple two-dimensional box filters. SURF employs a scale-invariant blob detector that relies on the determinant of the Hessian matrix for selection of scale selection. The SURF algorithm returns the following information for a feature descriptor:
Spatial coordinates, that is, $(x, y)$ of the feature point.

2. The scale at which the feature point is detected.

3. Strength of the feature point.

4. Sign of the Laplacian operator. This value must be an integer $-1$, $0$, or $1$.

5. The orientation of the feature point in radian.

Figure 4 shows a few feature points (detected using the SURF algorithm) of two classes of radiographs. The image is cropped and enlarged to give a clear and closer view of the pixels that encompass the feature points. Feature points are shown as + sign in green color inside a circle. The large circle size is due to zoom operation.

3.2 Clustering of feature descriptors

The system detects a very large number of feature descriptors from chest radiographs. This big feature descriptor-vocabulary needs to be reduced to some...
manageable size. The clustering groups the feature descriptors of similar characteristics in the same group. We group the descriptors obtained from all the radiographs into 500 clusters using the K-means algorithm. The clusters are mutually exclusive and smaller in number compared to the number of descriptors. The center of each cluster represents a **visual-word**. The centers of all the clusters of all the radiographs build the **visual-vocabulary**. The following are the main steps of a general K-means clustering algorithm:

1. Randomly choose centroid of each of the $K$ clusters.
2. Allocate $i$th pixel of the radiograph image to a cluster that minimizes the Euclidean distance between the $i$th pixel and the centroid.
3. Recompute the centroid of each cluster by averaging all the pixels in the cluster.
4. Repeat steps 2 and 3 until convergence is achieved, that is, any pixel does not change its centroid.

### 3.3 Classification of images

We used SVM for the classification of chest radiographs. Initially, the SVM classifier is trained for two labeled (known) radiograph sets of Healthy and Positive COVID-19. During the testing, the system is inquired to find the class of an unlabeled (unknown) test radiograph. The SVM classifier compares the feature descriptors of the test radiograph with the visual vocabulary of the classifier. The class of the test radiograph is predicted based on the optimal match.

A binary SVM constructs an optimal hyperplane in high-dimensional space that separates data into two classes labeled as $-1$ and $1$. The optimal hyperplane is one that maximizes the margin-width between two classes. The equation of hyperplane $H$ can be written as follows.

$$H : w \cdot x - b = 0,$$

where $b \in \mathbb{R}$ is called the bias and $w \in \mathbb{R}^n$ is referred to as the weight vector. Let sample data are a set of points $x_i$ with their classes $y_i \in \{1, -1\}$. Then, for every sample $i = 1, 2, ..., m$, the following conditions are satisfied:

$$w \cdot x_i - b > 0, y_i = 1,$$  \hspace{1cm} (2)

$$w \cdot x_i - b \leq 0, y_i = -1.$$  \hspace{1cm} (3)

Various standard solutions exist to solve the above problem of finding $(b, w)$ such as $^{25-27}$.

### 4 EVALUATION MATRICES

Let $X$ be one of the two radiograph classes (Healthy or Positive COVID-19). Then, the following parameters are used to measure the performance of our system:

- **True negative** ($TN$) are those radiographs that correctly classified as not of class $X$.
- **True Positive** ($TP$) are those radiographs that correctly classified as of class $X$.
- **False negative** ($FN$) are those radiographs that incorrectly classified as not of class $X$.
- **False Positive** ($FP$) are those radiographs that incorrectly classified as of class $X$.
- **Accuracy** is the ratio of correctly classified radiographs to the total number of radiographs classified. Mathematically, the following is the equation of percentage accuracy. ($A$):
\[ A = \frac{(TN + TP)}{(TN + TP + FN + FP)} \times 100. \] (4)

5 | EXPERIMENTS

The datasets of 340 X-ray radiographs used in the experiments belong to the two sources. Original images are of various resolutions (255 × 249 512 × 512 657 × 657 651 × 6 591 279 × 998). We resize them to 360 × 320 (width × height). Resizing the images also speed up both the training and testing algorithms.

Let there are total \( N \) radiographs in the dataset such that \( N_1 \) radiographs belong to the Healthy class, while \( N_2 \) radiographs are of positive COVID-19 cases. During each round of the simulation, the dataset is partition into training and testing sets. We randomly partitioned each type of radiograph into two groups such that \( P \) percent of the radiographs are taken as the training set, and the remaining (100 – \( P \)) percent of radiographs are part of the testing set. Then, at any given value of \( P \), the following is the distribution of radiographs:

\[
U_1 = \left\lfloor \frac{N_1 \times P}{100} \right\rfloor \tag{5a}
\]

\[
U_2 = \left\lfloor \frac{N_2 \times P}{100} \right\rfloor \tag{5b}
\]

\[
V_1 = N_1 - U_1 \tag{5c}
\]

\[
V_2 = N_2 - U_2 \tag{5d}
\]

where \( U_1 \) is the number of radiographs of Healthy class in the training set, \( U_2 \) is the number of radiographs of COVID-19 class in the training set, \( V_1 \) is the number of radiographs of Healthy class in the testing set, \( V_2 \) is the number of radiographs of COVID-19 class in the testing set.

Features are extracted from the training set's radiographs using the SURF algorithm to train the SVM classifier. Let \( x_1 \) and \( x_2 \) be the number of extracted features of Healthy and COVID-19 classes. Then, 20% weakest features are discarded from \( x_1 \) and \( x_2 \) and remaining 80% strongest features, that is, \( y_1 \) and \( y_2 \) are taken, mathematically,

\[
y_1 = x_1 \times 0.8, \tag{6a}
\]

\[
y_2 = x_2 \times 0.8, \tag{6b}
\]

In our experiments, number of Healthy and COVID-19 radiographs are equal, that is, \( N_1 = N_2 = 170 \), consequently, \( U_1 = U_2 \) and \( V_1 = V_2 \). We take an equal number of features from both the classes to make a unified set of features, that is, \( x_1 = x_2 \) and \( y_1 = y_2 \). Table \( 1 \) provides the details of \( U_1, \ U_2, \ V_1, \ V_2, \ x_1, \ x_2, \ y_1, \ y_2, \) and \( z \) at various values of \( P \).

The \( z \) features are passed to the K-means clustering algorithm to create 500 mutually exclusive clusters. The center of a cluster is called the visual word. The bag of visual-words consists of all the visual-words. Next, the bag of visual-words is the pass to the SVM classifier for training. Finally, the error-correcting output codes framework is used to encode radiographs into a visual-words histogram.

Once the SVM classifier's training is complete, the next step is to evaluate its accuracy using the testing set of radiographs. Note that the classes of radiographs are unknown in the testing set. For each radiograph in the testing set, the system extracts its feature descriptors, group feature descriptors into clusters, builds the visual vocabulary, and finally predicts the radiograph class using the pretrained SVM classifier.

6 | CLASSIFICATION USING DEEP-LEARNING-BASED CNN

Although this work’s main contribution is to build a SVM-based system to identify positive and negative COVID-19 cases, we also implemented deep learning-based CNN to classify COVID-19 images for comparison. CNN learns feature representations from COVID-19 radiographs using layers of neurons. Since no pretrained network of COVID-19 samples is available to us, we trained the deep learning CNN from scratch. Following layers are used to build the CNN:

1. The input-layer feed radiographs to a network and applies data normalization.
2. The convolutional-layer applies convolutional filters to the radiographs by moving the filters along the rows and columns of images and computing the dot product of the weights and the input and then adding a bias term.
3. The Batch-normalization-layer first normalizes each channel’s activations by subtracting the mini-batch mean and dividing by the mini-batch SD. Then, the layer shifts the input by learning offset \( \beta \) and scales it by learning scaling factor \( \gamma \).
4. The rectified linear unit layer set all the negative input elements to zero.
5. The fully connected-layer multiplies the input by a weight matrix and then adds a bias vector.
6. The softmax-layer applies a softmax function to the input.
7. The classification-layer computes the cross-entropy loss for multiclass classification problems with mutually exclusive classes.

### RESULTS

Table 2 and Figure 5 show the accuracy of SVM and CNN-based methods at various training data values. For each technique, accuracies to detect healthy and positive COVID-19 radiographs are given separately, along with the mean accuracy (see Equation (4)). In our case, the mean accuracy is the average accuracy of two classes (health and positive COVID-19) of radiographs at the particular training data value.

Figure 6 shows the run-time for both training and testing modules. There are two graphs (upper and lower) for both CNN and SVM. The upper graph shows the runtime of the training-module, while the lower graph shows the runtime of the testing-module. To test the training-module, we used only training images. Similarly, to test the testing-module, we used only testing images. The X-axis only provides information, how the dataset is divided into training and testing parts. For example, in the dataset of 340 images, at 20% training data, 68 training images are used to compute the testing-module run-time. Similarly, at 20% training data, 272 testing images (80% testing data) are used to calculate the testing-module run-time.

### DISCUSSION

Comparative results suggest that SVM-based method performs better than the deep-learning-based CNN method. SVM performs mapping of image features into high-dimensional feature spaces and then determines the decision boundary, that is, where to draw the best hyperplane that divides the space into two subspaces, that is, healthy and COVID-19. The CNN algorithm does not provide the optimal division of features and yield low accuracy compared to SVM. In general, deep-learning-based methods works better for massive data sets (thousands of images).

Figure 4 shows the features points of Healthy and Positive COVID-19 radiographs. A closer look at this figure reveals that lesions (cloud like white areas) in the Positive COVID-19 radiograph are much stronger than the Healthy radiograph. These lesions assist the machine learning algorithm, that is, SVM classifier to distinguish between two classes of radiographs.

Now let analyze some statistics related to confusion matrices (CMs) of Figure 7. The CM in Figure 7B belongs...
to the SVM method at 50:50 training: testing data, that is, out of 170 radiographs of each class, 85 are randomly chosen for training and the remaining 85 for testing. Statistics ($TN$, $TP$, $FN$, and $FP$) shown in Figure 7B correspond to testing data. Therefore, the sum of each row is 85. For example, in row 1 of this CM, out of 85 ($77 + 8$) radiographs, 77 are classified as Healthy while 8 as Positive COVID-19. It means that out of 85 test radiographs, 77 are correctly classified, while 8 Healthy radiographs are incorrectly classified as Positive COVID-19. Similarly, in row 2 of the CM, out of 85 ($4 + 81$) radiographs, 4 radiographs are incorrectly classified as Healthy, while 81 radiographs are correctly classified as Positive COVID-19. The number of correctly classified radiographs, that is, 77 and 81 are written in the diagonal cells, that is, $(1, 1)$ and $(2, 2)$ of the Figure 7B. The accuracy to identify Healthy class is $(77/85) \times 100 = 90.59\%$, while the accuracy to identify COVID-19 class is $(81/85) \times 100 = 95.29\%$. Therefore, the mean accuracy of SVM at 50% training: testing data are $(90.59 + 95.29)/2 = 92.94\%$. The CM of CNN at 50:50 training: testing data ratio is shown in Figure 7C. For CNN: $TN = 67$, $TP = 59$, $FN = 26$, and $FP = 18$. Therefore, according to Equation (4) mean accuracy is: $A = (67 + 59)/(67 + 59 + 26 + 18) \times 100 = 74.12\%$. The mean accuracy of SVM is comparatively quite higher than CNN at 50:50 training: testing data ratio.
Table 2 indicates that the maximum classification accuracy occurs at 70% of the training data. After 70%, the overfitting problem causes a decline in accuracy value. To build a fast and automatic system, we did not apply preprocessing steps such as noise filtering and cropping to remove unwanted parts from the radiographs. These preprocessing steps may improve accuracy but slow down the system speed or need human intervention.

It can be inferred from Figure 6 that with the increasing percentage of training data, the training-time increases, while the testing-time decreases. However, testing-time is much smaller than the training-time, which is one of the objectives of this research, that is, to devise a fast method to detect COVID-19. In terms of running time, deep-learning-based CNN performs better than the proposed SVM-based method. However, both approaches are fast and suitable for real-life systems.

Table 2 indicates that the maximum classification accuracy occurs at 70% of the training data. After 70%, the overfitting problem causes a decline in accuracy value. To build a fast and automatic system, we did not apply preprocessing steps such as noise filtering and cropping to remove unwanted parts from the radiographs. These preprocessing steps may improve accuracy but slow down the system speed or need human intervention.

It can be inferred from Figure 6 that with the increasing percentage of training data, the training-time increases, while the testing-time decreases. However, testing-time is much smaller than the training-time, which is one of the objectives of this research, that is, to devise a fast method to detect COVID-19. In terms of running time, deep-learning-based CNN performs better than the proposed SVM-based method. However, both approaches are fast and suitable for real-life systems.

9 | LIMITATIONS AND FUTURE WORK

COVID-19 almost affected the lives of all the people in the world. Due to the topic’s importance, we deem it worth investigating the COVID-10 detection of the system using the well-established image processing techniques (SURF and K-mean clustering) and machine learning algorithms (SVM classifier). However, more novel ideas need to explore in the future, and the system needs evaluation with a larger dataset, preferably in thousands of radiographs. Currently, the polymerase chain reaction is the most reliable and standard test to detect and diagnose COVID-19.

10 | CONCLUSIONS

This work presents an image processing and machine learning-based system to detect COVID-19 from the chest X-ray radiographs. The system can process thousands of images in a few minutes and produce results with high accuracy. Initially, radiographs are feed to the system that divides them into training and testing sets. Then, feature descriptors are extracted from the training set using the SURF algorithm. A visual-vocabulary is constructed by grouping descriptors into clusters using the K-means clustering algorithm. Feature-descriptors train the SVM classifier. During the testing phase to determine an unknown test radiograph class, its features are extracted and clustered then sent to the pretrained SVM classifier. The classifier identifies the type of test radiograph (Healthy or COVID-19 positive). The performance of the system is validated using 340 X-ray radiographs. The most suitable value of K for the K-means clustering algorithm is out to be 500. We compared the performance of our SVM-based method with the deep-learning-based CNN method. The proposed SVM-based system achieves a maximum average accuracy of 94.12% at 70:30 training: testing data ratios. After training, the system does not require any human intervention and can process thousands of images with high accuracy in a few minutes.
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