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We develop a family of perfect quantum error correcting codes that correct for phase errors that arise on any qubit, at any time, during a perfect state transfer experiment. These ensure that we find the optimal operating regime for corrected state transfer. For a specific class of system, we further show that while dephasing noise can be corrected, depolarising noise cannot.

Near-future realisations of quantum technologies, from simple state-generation tasks to analogue quantum simulation, will be small scale and will rely on intrinsic properties of the system to facilitate as much of their functionality as possible, rather than trying to impose error-prone operations to strong-arm the system into performing tasks. For example, existing quantum simulators such as [5], while scaling to larger numbers of qubits, are not universal computational devices; they are Hamiltonian-based systems with some ability to tune their parameters. Other systems similarly sacrifice computational universality to achieve their ends, from quantum key distribution systems [6] to the Dwave quantum computer [7], being tuned to do precisely what they need to, with minimal controls. The difficulty is that Hamiltonian evolution is not obviously compatible with future scaling ambitions. Error correction is a particular challenge given that noise, whose initial action may be well localised, rapidly evolves into potentially destructive correlated errors across an entire device. Can we guard against these effects? The question is especially pertinent when we recognise that interest quantum computers was largely spurred on by the development of a theory of error correction [8, 9]. It had previously been suggested that the continuum of possible errors would make quantum error correction vastly more challenging, if not impossible, compared to the discrete errors of classical theory. Implementation of Hamiltonian-based technologies might be similarly inhibited.

In this paper, we study the error correction of one particular protocol, perfect state transfer [10–12], which is well suited to this scenario since the relevant observables will be well localised at particular times. We show that error correction is possible with remarkable efficiency by specifying perfect quantum codes, those which are maximally efficient in that every element in the state space is involved in detecting errors, massively improving the operating regime compared to the preliminary results in [13]. Perfect quantum state transfer is the process whereby an unknown quantum state is transported perfectly from one node of a network to another simply via the evolution of a time-invariant Hamiltonian, often across a one-dimensional spin chain in order to maximise the transfer distance. By suitably engineering the Hamiltonian, this transfer can in principle be achieved over arbitrary distances. In the real-world, including the recent experimental demonstrations [14, 15], there are always errors, whether these are the result of manufacturing imperfections or noise. Perhaps more worryingly, while these errors might manifest as local Pauli errors, their time-evolved versions, as observed on output from the state transfer, are far from being well-localised.

There are a number of techniques that can compensate for manufacturing imperfections. One option is to make multiple chains and test which is the best before using that one and discarding the others. Alternatively, we encode a state across multiple spins. Optimal encodings can be found across a set of input spins on a single chain [16], or multiple chains can be used in parallel [17]. We are interested in the case where one uses a single chain, encodes in an encoding region, which should be a small fraction of the total chain length, and decodes in a similar sized decoding region at the opposite end of the chain at the end of the evolution.

The challenge of how to deal with noise during the transfer has largely been neglected, perhaps aside from some toy models that have sufficient symmetries that the decoherence is easily avoided [18]. Some early steps were taken in [19], showing how an encoding can help ensure a transferring state “misses” being at a particular position on the chain at a particular time, but still needed an identification of when and where errors were likely to occur. Then [13] recently showed that a certain class of standard error correcting code can be adapted to correct for many of the types of error that do arise – dephasing noise, manufacturing imperfections and timing errors. The codes were unable to tolerate bit-flip noise, and thus relied on the assumption that noise has a dominant direction (the Z direction), which is often reasonable since the $T_2$ decoherence times, corresponding to dephasing noise respectively, can be the dominant one [20, 22].

An important feature of the previous study is whether the system outside the encoding area can be initialised in some specific state, such as the all-zeros state (which should be easier to prepare than any arbitrary state). If so, [13] constructed codes of just 15 qubits. If not, the smallest construction given was 36 qubits. Continuing to assume the presence of dephasing noise, we improve the analysis, enabling massive efficiency savings. We provide the smallest possible codes, utilising just 13 or 15 qubits respectively. These codes can also be ap-
plied to compensate for Hamiltonian perturbations and timing errors. Moreover, by specialising slightly more to a class of state transfer chains and just dephasing noise, we find a family of perfect codes in Section IIA, the simplest of which encodes a single logical qubit into just 7 qubits, and protects against a single dephasing error. Such efficiency savings provide an opportunity for radically changing the operating regime for error correction and perfect state transfer. There is only one previously known perfect quantum code [23], in spite of their potential utility. Certainly their classical counterparts, the Hamming and Golay codes, have become ubiquitous.

Following [14], this work relies on there being a dominant noise direction. In Section V we show a single bit-flip event occurring at an arbitrary time and position during the state transfer process cannot be corrected, making the assumption unavoidable.

I. SETTING

We consider one-dimensional Hamiltonians of the form

$$ H = -\frac{1}{2} \sum_{n=1}^{N} B_n Z_n + \frac{1}{2} \sum_{n=1}^{N-1} J_n (X_n X_{n+1} + Y_n Y_{n+1}), $$

where the couplings $J_n$ and magnetic fields $B_n$ are selected such that the quantum state $|1\rangle |0\rangle^{\otimes (N-1)}$ evolves in a fixed time $t_0$ into the state $|0\rangle^{\otimes (N-1)} |1\rangle$ (up to a known phase factor), as this ensures that an arbitrary state transfers from one end of the chain to the other. It also implies perfect mirroring of any arbitrary state on the whole chain [12, 24], up to a sequence of controlled-phase gates applied between every pair of qubits. There are many such solutions, with the necessary and sufficient conditions being well understood [12], but a particularly favourable choice is given by $B_n = 0$ and $J_n = \lambda \sqrt{m(N-n)}$ for any positive value $\lambda$, giving $t_0 = \pi/(2\lambda)$ [11, 25, 26]. We will refer to this solution as the ‘standard’ state transfer solution.

Of particular relevance to these calculations is the representation of $H$ in the single excitation subspace,

$$ h_1 = \sum_{n=1}^{N} B_n |n\rangle \langle n| + \sum_{n=1}^{N-1} J_n (|n+1\rangle \langle n| + |n+1\rangle \langle n|). $$

The Majorana fermions, defined as

$$ c_n = X_n \prod_{m=1}^{n-1} Z_m, \quad c_{n+N} = Y_n \prod_{m=1}^{n-1} Z_m, $$

each evolve independently under the action of $H$ as

$$ c_n(t) = \sum_{m=1}^{2N} \langle m | e^{-2i \Lambda \otimes h_1 t} | n \rangle c_m. $$

If a dephasing event, described by $Z_n$, occurs at some time $t$ this is equivalent to $c_n c_{n+N}$ (we ignore phase factors for clarity), and after the end of the state transfer, this is the same as $c_n(t_0 - t)c_{n+N}(t_0 - t)$ acting on the final state. Thus, any single dephasing event may be described as pairs of Majorana fermion errors. Similarly, timing errors or Hamiltonian perturbations will manifest as a small number of Majorana fermions. We thus aim to find error correcting codes for these errors, when an initial encoding is restricted to a small block of $M$ qubits at the start of the chain, and decoding removes the same $M$ qubits from the opposite end of the chain a time $t_0$ later. In particular, we aim to construct error correcting codes that are distance 5 for Majorana errors.

A. Stabilizer Codes

We refer to the standard quantum error correcting codes as “Pauli codes” to represent the fact that they can correct a certain distance of Pauli errors. Instead, we need to work with Majorana errors in order to tolerate dephasing noise during a state transfer.

Let $S$ be an $(M-k) \times (2M)$ binary matrix that describes the stabilizers of the $[[M, k, d]]$ code – each row $i$ specifies a stabilizer $S_i$ via the binary vector $(z, x)$ for $z, x \in \{0, 1\}^M$, by composing terms

$$ S_i = \prod_{n=1}^{M} Z_n^{z_n} X_n^{x_n}. $$

For $S$ to be a stabilizer, the $S_i$ must mutually commute:

$$ S \cdot \Lambda \cdot S^T \equiv 0 \mod 2, \quad \text{where } \Lambda = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right). $$

In the case of Pauli errors, $S$ reduces to a standard form [27] via a combination of row reduction (a product of stabilizers is also a stabilizer) and permutation of qubits. Permutation of qubits is straightforward for Pauli errors because swapping a pair of qubits just exchanges error terms, $X_n \leftrightarrow X_m$ and $Z_n \leftrightarrow Z_m$. However, permutations do not preserve Majorana errors, meaning that this standard form does not apply for Majorana errors. Searches for good error correcting codes consequently span far too large a space to be practical, and we must therefore look at simplified situations.

B. Initial State

Although we control the first $M$ qubits of the chain, what about initialisation of the rest of the qubits? Here we categorise three options:

Case (i): the state of the system can be initialised to some fixed state, such as $|0\rangle^{\otimes (N-M)}$, or any density matrix that commutes with $Z^{\otimes (N-M)}$.

Case (ii): the initial state is arbitrary, but we prepare the system suitably by acting only on the encoding and decoding regions.
Case (iii): the initial state is entirely arbitrary, and we have no ability or desire to prepare it. Case (i) is not unreasonable as preparing such a state may be significantly easier than preparing an arbitrary state of the rest of the chain. By setting an appropriate (uniform) magnetic field as part of the Hamiltonian, the all-zero state is the ground state, so some form of cooling should be sufficient preparation. Alternatively, measurement of the magnetic field projects into an eigenstate of fixed excitation number which, again, is sufficient.

However, no matter how strong the magnetic field, there will always be some thermal fluctuations, introducing excitations on the chain. Clearly, then, case (iii) is the safest option provided its overheads are not too large. Operation in regime (iii) requires that all stabilizers and logical operators contain an even number of bit flips. So, the action of the pair-wise controlled all stabilizers and logical operators contain an even number of bit flips. So, the action of the pair-wise controlled stabilizer (were it to be a logical operator, it would have to commute with all logical operators, and the stabilizers, it must itself be a stabilizer (were it to be a logical operator, it would have to anti-commute with another logical operator in order to generate the algebra of a qubit). This is a feature that is easy to impose when searching for candidate codes.

Case (ii) is intermediate between (i) and (iii), and prepares the initial state of the system for state transfer without having to control anything outside the encoding and decoding regions. Here, we take one of the logical operators to be $Z^\otimes M$. All the stabilizers commute with it, but the logical $X$ operator does not. To demonstrate, consider no errors, and no error correction. We first prepare a state $|+\rangle = |0\rangle + |1\rangle$ on the last qubit of the chain, wait the perfect state transfer time, and measure the first qubit in the $X$ basis. Had the rest of the chain been in the +1 eigenstate of $Z^\otimes (N-1)$, the $|+\rangle$ state arrives perfectly. Had it been in the opposite state, it arrives as $|-\rangle$, hence projection in the $X$ basis acts to project the rest of the chain into an eigenstate of $Z^\otimes (N-1)$. That means an unknown state can now be placed on the encoding region and sent perfectly, no matter what the initial state of the whole system was. In practice, we would have to use the error correcting itself. Given $Z_L = Z^\otimes M$ is a logical operator of the code, we prepare an eigenstate of the other logical operator, $X_L$, on the decoding region, wait the perfect transfer time, and then perform error correction on the encoding region, ultimately projecting onto $X_L$, exactly mirroring the unencoded case. The codes in Sec. [III A] are an example of this. To our knowledge, this usage scenario has not previously been expressed.

II. DEPHASING CODES FROM PAULI CODES

If the matrix $\tilde{S}$ describes the stabilizers of some code, how do we know what distance the code has for a particular set of errors? Let us use the binary matrix $E$ to describe these errors, each of which is a product of Paulis. Each column, of length $2M$ is a different error. The first $M$ bits specify the locations of the $Z$ errors, while the second set convey the locations of the $X$ errors. For example, the $E$ corresponding to the $X$ and $Z$ Pauli errors on the $M$ qubits is just a $2M \times 2M$ identity matrix. Each column of $S \cdot \Lambda \cdot E$ (all arithmetic is calculated modulo 2) tells us which stabilizers give a violation for that error (the +1 values). If the code is distance $d$ then all sets of $(d-1)$ columns are linearly independent. A convenient way to explore the possible $\tilde{S}$ when $E$ corresponds to the Majorana errors is to look at possible matrices $S = \tilde{S} \cdot \Lambda \cdot E$, and then invert the relation. Moreover, we already know a useful set of possible matrices – the Pauli error correcting codes of distance $d$, because these are matrices such that their columns are $(d-1)$-wise linearly independent by definition. Of course they satisfy extra properties that we may not need ($S \cdot \Lambda \cdot \tilde{S}^T \equiv 0$), and do not automatically give back the commutation $\tilde{S} \cdot \Lambda \cdot \tilde{S}^T \equiv 0$.

For Majorana errors, the most natural way of writing down $E$ makes the mapping

$$X_n \leftrightarrow c_n \quad Z_n \leftrightarrow c_{N+n},$$

perhaps up to different labellings. This means that

$$E = \begin{pmatrix} J^U & J^U + I \\ 1 & 1 \end{pmatrix} P,$$

where $P$ is a permutation matrix that controls those labellings, and $J^U$ denotes a matrix whose upper triangular elements (not including the diagonal) are all ones, and zero otherwise. In [13], we implicitly chose a different mapping between Pauli errors and the Majorana fermions: $c_n \leftrightarrow X_n$ and $Z_n = c_{N+n} \leftrightarrow Z_n$, giving

$$E' = \begin{pmatrix} 1 & J^U \\ 0 & 1 \end{pmatrix} P.$$

The different choices may be best situated for different instances. For example, if we wish to correct for a generic two-fermion error, the code associated with $E$ would have to be distance 5. However, with the types of error described by $E'$, we will show in Section [II A] that it is sufficient to have a distance 5 code for $X$-type errors, but only a distance 3 code for the $Z$ errors in spite of the fact that there can be pairs of $Z$ errors. This permits the design of a smaller code. Nevertheless, there are further simplifications that can be made in certain special cases for which $E$ is optimal (once the required code distance has been updated appropriately) by virtue of constructing a perfect code, see Section [III A].

We will now prove that if $S$ is a CSS code, it has the same distance for Majorana errors as it does for Pauli errors. Let us therefore consider a CSS form for $S$ wherein

$$S = \begin{pmatrix} H_1 & 0 \\ 0 & G_2 \end{pmatrix}.$$
$H_1$ represents the parity check matrix for a code $C_1$ of distance $d_1$, while $G_2$ represents the generator matrix for a code $C_2$ that satisfies $C_2 \subseteq C_1$ (i.e. $H_1 \cdot G_2^T \equiv 0$). $G_2$ is also the parity check matrix for the dual to $C_2$, $C_2^\perp$, which has distance $d_2$. We use $G_1$ to denote the generators of $C_1$. By construction, $S$ is distance $d_1$ for $X$ errors and distance $d_2$ for $Z$ errors. Upon calculating the stabilizer violations in the two possible cases of $E$ and $E'$, we have (neglecting the permutation matrices, which simply reorder the columns) respectively

$$
\begin{pmatrix}
H_1 & H_1 \\
G_2 J^U & G_2 (J^U + 1)
\end{pmatrix}, \quad
\begin{pmatrix}
0 & H_1 \\
G_2 & G_2 J^U
\end{pmatrix}.
$$

In either case, the minimum number of columns required to find linear dependence is preserved. Take the $E'$ case. An error $c_n$ gives stabilizer violations described by column $N + n$ in the above matrix. What is the smallest number of other errors that would have to occur in order to make the set of stabilizer violations 0? In order to make the top half 0 (even ignoring the bottom half), you have to introduce a further $d_1 - 1$ errors of the form $c_m$. Thus, the code is at least distance $d_1$ to the $c_n$ errors. An error $Z_n$ gives a stabilizer violation corresponding to column $n$. It would take a further $d_2 - 1$ $Z$ errors in order to get a linearly dependent set, so the code is distance $d_2$ to $Z$ errors. Similar arguments can be made for $E$.

We thus conclude that it is sufficient to directly select $\tilde{S}$ to be a CSS code. There are two different ways in which we might represent our final codes. Once we find a suitable CSS code, we can either use it as the set of stabilizer violations ($S$) and calculate the stabilizers themselves from $\tilde{S} = S \cdot E^{-1}$, or we set the stabilizers $\tilde{S}$ to be of the CSS form and we calculate the stabilizer violations to be $S = \tilde{S} \cdot E$. We will use the latter.

We can now simply search through possible CSS codes. For case (iii), we need the stabilizer of the Majorana code to contain $Z^{\otimes M}$, while case (ii) requires commutation with $Z^{\otimes M}$. Both impose that the row weights of $G_2$ must be even, while in the former case, if we use the standard form $H_1 = \begin{pmatrix} A & \mathbb{1} \end{pmatrix}$, then the only way to create the all-ones row is to take a linear combination of every row, implying that the columns of $A$ have odd weight.

### A. Code Distance for CSS Codes and Majorana Fermion Error Correction

As observed in [13], a distance 5 CSS code is, in principle, capable of correcting for any single phase error that occurs during the evolution of a perfect state transfer spin chain [11,12], simply requiring modification of how to act based on the error syndrome. This is mathematically described above, but conceptually, it boils down to the idea illustrated in Fig. 1 if we use an $X$-error correcting part of a CSS code first, we detect the positions of the $X$ or $Y$ operators in the decoding region. Since we know these represent the ends of Majorana fermions, these also tell us where there are sequences of $Z$ rotations.

The construction of asymmetric quantum codes, including CSS codes, has already received some attention in the literature [28,31]. The code tables [32] show that the smallest $M$ for which both $C_1$ and $C_2^\perp$ can exist is $M = 13$. While this does not guarantee a solution satisfying $C_2 \subseteq C_1$, [31] states its existence. We have found a suitable example, corresponding to case (i), and verified that there are no case (ii) examples (and hence no case (iii) examples either). The generators for the CSS code for $G_1$ and $G_2$ (above the line) are:
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III. RESTRICTED NOISE MODELS

In special cases, different assignments to the permutation \(P\) can have benefits, facilitating a far more powerful application of CSS-based constructions. We will now restrict to perfect state transfer chains where the spectrum is symmetric about 0. This symmetry property is a feature of the standard perfect state transfer chain [11], and is used more broadly as it has the useful consequence that the chain has 0 magnetic field (\(B_n = 0\)).

**Lemma 2.** Define the odd-parity fermions to be \(\{c_{2n-1}\}_{n=1}^{N/2} \cup \{c_{N+2n}\}_{n=1}^{N/2}\). For a chain with a symmetric spectrum, time evolution preserves the parity of fermions.

**Proof.** Define the matrix \(D = \sum_{n=1}^{N} (-1)^n |n\rangle \langle n|\). We recognise that this anti-commutes with \(h_1\). Hence, \(Z \otimes D\) commutes with \(Y \otimes h_1\). The eigenvalues of \(Z \otimes D\) are therefore constants of the motion. Thus \(c_1\), for example, can only evolve into a superposition of \(c_{2n-1}\) or \(c_{N+2n}\).

A dephasing error \(Z_n \equiv c_n c_{N+n}\) is an even and odd pair of fermions, and this is preserved by the time evolution. Identifying \(X_n\) with even parity fermions and \(Z_n\) with odd-parity fermions (i.e. using the choice \(E\)), we need only correct for up to one error of each parity.

In comparison, the Hamiltonian \(H\) is composed of pairs of fermions of the same parity. As such, this restricted noise model is not appropriate to timing errors (described as a power series expansion in \(H\)), or to perturbations in the coupling strengths. The existence of codes specialised to these usage scenarios, improving upon Sec. [1A] remains open.

A. Perfect Quantum Codes

Our target is thus to design a code that can correct for up to \(r\) bit flip errors and up to \(r\) phase flip errors, as Gottesman achieved in [27]. A CSS construction where both codes are distance \(2r + 1\) is sufficient because the two error types are corrected independently. What is remarkable is just how efficient the code becomes.

**Lemma 3.** A perfect classical code with parity-check matrix \(H\) has a corresponding quantum code \(H_1 = G_2 = H\), which is a perfect case (ii) solution for dephasing noise on spectral-symmetric chains.

**Proof.** The definition of a perfect code is that every state in the space is used for detecting a different error, i.e. for the classical codes, \(2^M = 2k \sum_{\ell=0}^{(d-1)/2} \binom{M}{\ell}\), while for our quantum code, it would mean

\[
2^M = 2^{2r-M} \left( \sum_{\ell=0}^{(d-1)/2} \binom{M}{\ell} \right)^2.
\]

The latter trivially follows from the former. The only non-trivial perfect codes are the Golay code and the Hamming codes. These are all weakly self-dual, meaning that \(HH^T \equiv 0 \mod 2\), as required for the CSS construction. The row weights are all even, showing that all the stabilizers commute with \(X \otimes M\) and \(Z \otimes M\). Clearly these terms cannot be contained within the code because they mutually anti-commute – they are logical operators of an encoded qubit. This means they are solutions for case (ii) (and consequently case (i)), but not case (iii).

The Hamming (7,4,3) yields the usual Steane [[7, 1, 3]] code [9]. The other Hamming codes yield [[2r−1, 2r−2r−1, 3]] codes that have capacity approaching 1, while correcting for one phase error during transfer. Meanwhile, the Golay code gives a [[21, 3, 7]] code, whose additional distance hints at exciting prospects.

Codes such as the 7 qubit Steane code are not usually considered to be perfect because the ability to correct for combinations of \(X\) and \(Z\) errors over and above the basic distance of the code is usually irrelevant, but it is absolutely essential in the present context.

While the best case (iii) solution is not a perfect code, the reduction to 10 qubits, with generators

\[
\begin{array}{cccccccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 \\
\end{array}
\]

also represents a marked improvement.

IV. SIMULATIONS

We have proven that the [[7, 1, 3]] code can always correct for a single dephasing error, occurring at an unknown
We expect the code to be effective here as well – for all pure single qubit input states, and no encoding. The rest of the chain was initialised as $|0\rangle^\otimes(N-M)$.  

position and time during the transfer. However, it is more natural to consider dephasing noise, with dephasing rate $\gamma$, described by a Master equation

$$\frac{d\rho}{dt} = -i[H, \rho] + \gamma \sum_{n=1}^{N} Z_n \rho Z_n - N\gamma \rho.$$  

We expect the code to be effective here as well – for sufficiently small error rates ($2M\gamma t_0 \sim 1$, recalling that $t_0 \sim N$ if the maximum coupling strength of the chain is bounded), only one dephasing error is expected, which we know can be corrected. One can immediately see the critical importance of minimising $M$. The numerical simulation of Fig. 2 shows that there is an operating regime for small dephasing rates such that the encoding outperforms no encoding. To generate this, we selected the standard solution of perfect state transfer, $J_n = \sqrt{n(N-n)}$. Simulation of other similar chain lengths yielded indistinguishable curves, consistent with the predictions of [13].

Other scenarios in which a small number of Majorana fermions can be expected include Hamiltonian perturbations and timing errors. However, neither of these preserves the parity of the fermions involved, so our perfect codes cannot be used. The optimal codes of [11] (consisting of 13 or 15 qubits) yield qualitatively similar performance to those presented in [15] (for a 15 qubit code).

V. IMPOSSIBILITY OF CORRECTING BIT-FLIP NOISE

So far, we have concentrated on showing how to correct for errors that can be described as a small number of Majorana fermions. While it is not uncommon that one particular type of noise dominates another, a frequently studied noise model is depolarising noise, wherein errors of $X$, $Y$ and $Z$ types all act with equal likelihood. If we are to tolerate such noise, we must be able to correct for a single $X$ error occurring at any site, at any time. The purpose of this section is to argue that it is impossible to do this perfectly unless the encoding region is at least half the size of the whole spin chain, for which there are trivial solutions. We assume that the system outside the encoding and decoding regions is initialised to the all-zero state. To achieve this, we will specialise to showing that an error $X_{N/2+1}$ ($N$ even) at time $t_0/2$ cannot be perfectly corrected. This is expected to be the most destructive instance, requiring the largest number of fermions (by symmetry), maximising the proportion of a single transferring excitation on that site.

Rewriting the error $X_{N/2+1}$ as $Z_1 Z_2 \ldots Z_{N/2} c_{N/2+1}$, we can treat the evolution of the $c_{N/2+1}$ independently from the other terms, so let us neglect it for now. Instead, consider the time evolution of everything else:

$$U = e^{-iH(2t_0-t_0/2)} Z_1 Z_2 \ldots Z_{N/2} e^{-iHt_0/2}.$$  

We made the total evolution time $2t_0$ (perfect revival) instead of $t_0$ (state transfer) for simplicity; it does not affect the ultimate conclusion. We need a basis of states on the encoding region (of $M$ qubits), and while we could select the computational basis, there is a more natural basis to choose. Inspired by [10], we calculate the $M \times M$ matrix $W = \Pi_m \Pi_1$, where $\Pi_m$ projects onto the first excitation subspace of the input spins. The eigenvectors of $W$, $\sum_{m=1}^{M} \lambda_{nm} |m\rangle$, define creation operators

$$a_m^\dagger = \frac{1}{2} \sum_{m=1}^{M} \lambda_{nm} (c_m - i c_{N+m}),$$  

which provide the requisite basis. Moreover, the corresponding eigenvalues $\lambda_n$ indicate the probability amplitude with which such an excitation returns to the encoding region at the revival time. These act independently, hence the probability amplitude that a pair of excitations both return is the product of the two eigenvalues.

Encoding a qubit requires two logical states, at least one of which must have some excitations. So, consider the component of that state which has the maximum number of excitations. Unless there is a value $|\lambda_n| = 1$, there is a non-zero probability that none of these excitations arrive on the encoding/decoding region. Hence, there is a term $|0\rangle|0\rangle^\otimes M$ in the arrival density matrix (we chose the maximum excitation number to ensure that this component gives no off-diagonal terms). Since both logical states have at least some component of $|0\rangle|0\rangle^\otimes M$, they cannot be perfectly distinguished. We conclude that the logical qubit cannot be perfectly error corrected.

We now reintroduce the evolution of $c_{N/2+1}$. Provided there is no value $|\lambda_n| = 1$, the time evolution of $c_{N/2+1}(t_0/2)$ cannot localise onto just the encoding region – that result would provide one such eigenvector. Considering the component that does not arrive on the encoding region, there continues to be a $|0\rangle|0\rangle^\otimes M$ element in the density matrix of each logical state.

The only assumption that remains is that there is no value $|\lambda_n| = 1$. Let

$$R = \Pi_1 U \Pi_1 = e^{ih_1 t_0/2} \tilde{D} e^{-ih_1 t_0/2},$$  

FIG. 2. For a chain of length $N = 12$, comparison of state transfer success for perfect encoding ($M = 7$, averaged over all pure single qubit input states), and no encoding. The rest of the chain was initialised as $|0\rangle^\otimes(N-M)$. The only assumption that remains is that there is no value $|\lambda_n| = 1$. Let

$$R = \Pi_1 U \Pi_1 = e^{ih_1 t_0/2} \tilde{D} e^{-ih_1 t_0/2},$$  

where $\Pi_1$ is the projection onto the qubit which is to be encoded, $U$ is the evolution of the rest of the chain and $\tilde{D}$ is the density matrix of the encoded qubit. The only assumption that remains is that there is no value $|\lambda_n| = 1$. Let

$$R = \Pi_1 U \Pi_1 = e^{ih_1 t_0/2} \tilde{D} e^{-ih_1 t_0/2},$$  

where $\Pi_1$ is the projection onto the qubit which is to be encoded, $U$ is the evolution of the rest of the chain and $\tilde{D}$ is the density matrix of the encoded qubit.
\( \hat{D} = \text{diag}(-1, -1, \ldots, -1, 1, 1, \ldots, 1) \), and \( \Pi_1 \) is the projector onto the single excitation subspace for the whole chain. Given that \( W \) is the \( M \)th principal sub-matrix of \( R \), its eigenvalues are contained within the range of eigenvalues of \( R \), which are \( \pm 1 \) given that \( R^2 = 1 \). For Hermitian matrix \( W \), with entries \( w_{ij} \), the eigenvalues are contained within the discs

\[
 w_{ii} \pm \sqrt{\sum_{j \neq i} |w_{ij}|^2}.
\]

However, Lemma 4 will prove that \( w_{ii} = 0 \). Moreover, if we took the entire row of \( R \), then the sum-mod-square is 1. Since Lemma 4 proves that \( |w_{1,N+1-i}| > 0 \), and hence

\[
 \sum_{j=1}^{N/2} |w_{ij}|^2 < 1,
\]

for \( i \leq N/2 \), \( W \) does not have any singular values equal to 1 if the size of the encoding region is \( M \leq N/2 \).

**Lemma 4.** Assuming \( h_1 \) has a symmetric spectrum, the elements \( \langle n | R | m \rangle = 0 \) for all \( n \).

**Proof.** If we let \( e^{-ih_1t_0/2} |n\rangle = \sum_m \alpha_m |m\rangle \), then it is sufficient to show that \( |\alpha_m| = |\alpha_{N+1-m}| \) for all \( m \).

By symmetry, we have that

\[
e^{-ih_1t_0/2} |N+1-n\rangle = \sum_m \alpha_{N+1-m} |m\rangle.
\]

Since \( Dh_1 D = -h_1 \) provided \( h_1 \) has a symmetric spectrum, up to a \( \pm 1 \) phase,

\[
e^{ih_1t_0/2} |N+1-n\rangle = D \sum_m \alpha_{N+1-m} |m\rangle.
\]

However, by the perfect state transfer property, we have \( e^{ih_1t_0/2} |N+1-n\rangle = e^{-ih_1t_0/2} |n\rangle \), up to a global phase. Thus, up to a global phase, we have

\[
 \sum_m \alpha_m |m\rangle = D \sum_m \alpha_{N+1-m} |m\rangle,
\]

as required.

**Lemma 5.** Assuming \( H \) is the standard perfect state transfer chain of \( \mathbb{I} \), and \( N \) even, the elements \( \langle n | R | N+1-n \rangle \neq 0 \) for all \( n \).

We believe this to be true more generally, but the extension remains unproven.

**Proof.** Given that

\[
e^{ih_1t_0/2} = -\frac{1}{2^{(N-1)/2}} \sum_{n,m=0}^{N-1} |n+1\rangle \langle m+1| \times
\]

\[
 \times \sqrt{\binom{N-1}{n} \binom{N-1}{m}} t^{n+m} \frac{\varphi(0, t; 1-N)}{e^{t}}
\]

for the standard perfect state transfer chain, we can compare this to the eigenvectors of the system, explicitly given in [2]. This reveals that \( e^{-ih_1t_0/2} |n\rangle \) and \( |\lambda_n\rangle \) have amplitudes on each site of equal magnitude. Hence,

\[
 \langle n | R | m \rangle = \langle n | \hat{D} | \lambda_m \rangle
\]

Since the diagonal matrix flips the symmetry of a vector, the elements \( \langle n | R | m \rangle = 0 \) if \( n, m \) have the same parity, subsuming Lemma 4. Furthermore, \( R \) is Hermitian (and imaginary). Concentrating on \( m = N+1-n \)

\[
 \langle n | \hat{D} | \lambda_{N+1-n} \rangle = -2 \sum_{k=1}^{N/2} \lambda_{n,k}^2 (1)^{k+1},
\]

since we know that the eigenvector elements satisfy \( \lambda_{N+1-n,k} = (-1)^{k+1} \lambda_{n,k} \). Substituting the eigenvector relation \( \lambda_n \lambda_{n,k} = J_{k-1} \lambda_{n,k-1} + J_k \lambda_{n,k+1} \) causes neighbouring terms in the sum to cancel, leaving only

\[
 \langle n | \hat{D} | \lambda_{N+1-n} \rangle = 2 \lambda_n^2 (N/2+1) \sum_{k=1}^{N/2} (-1)^{N/2+1}.
\]

For even \( N \), the eigenvalues cannot be 0, as eigenvalues occur in \( \pm \lambda \) pairs and are non-degenerate. Furthermore, since \( |\lambda_{n,N/2+1}| = |\lambda_{n,N/2}| \), if it were the case that \( \lambda_{n,N/2+1} = 0 \), there would be two consecutive 0s, and the only possible solution in that case is for the entire eigenvector to be 0. We therefore conclude that \( \langle n | \hat{D} | \lambda_{N+1-n} \rangle \neq 0 \) for all \( n \).

In contrast to this result that error correction of a single bit flip is impossible unless \( M > N/2 \), [19] explicitly shows, once \( M > N/2 \), how to find states that at time \( t_0/2 \) are entirely localised on the first half of the spin chain, and are hence entirely unaffected by the act error operation. Indeed, with \( M = N/2 + 1 \), at least 2 \( a_i \)’s return perfectly, call them \( a_1 \) and \( a_2 \). Define the two logical states to be \( |0\rangle^{\otimes N} \) and \( |1\rangle^{\otimes M} \otimes |0\rangle^{\otimes (N-M)} \). After the evolution, the encoding/decoding region of the first logical state never contains more than 1 excitation (coming from \( c_{N/2+1} \)), while the second always has at least 2 excitations (as the original encoding certainly contained \( a_1 \) and \( a_2 \), neither of which can be moved by \( c_{N/2+1} \)), so this guarantees that this specific error can be corrected, and indeed any single \( X \) error at any position and time because while the appropriate \( a_1 \) and \( a_2 \) are different for every position and time, no matter the basis, the state \( |1\rangle^{\otimes M} \) always contains them. An alternative perspective is that if \( M = N/2 + 1 \), then even if the maximum number of excitations \( (N/2 - 1) \) are left outside the encoding/decoding region, there must be at least 2 remaining on the encoding/decoding region.

We have therefore exactly determined when error correction of a single unknown bit-flip error is possible, at least for the standard instance of perfect state transfer. However, it requires such a large encoding region that trivial solutions arise (encode on a single common spin,
and decode from that spin immediately), and we consider it outside the bounds of interest for spin chains, for which the encoding/decoding regions should be much shorter than the length of the chain.

VI. CONCLUSIONS

In this paper, we have studied the error correction of perfect state transfer, improving markedly upon the results of [13] for dephasing noise by specifying optimal error correcting strategies. It is important to note that the method of error correction is largely independent of the spin chain; we used the fact that the chain was capable of perfect state transfer, and the best error correcting codes required a perfect state transfer chain with no magnetic field. One typically expects that CSS codes are not the best, and that they can be out-performed by error correcting codes that do not separate out the X and Z errors into distinct cases. The perfect 5-qubit code [23] is one such example of an improvement over the best, 7 qubit, CSS code [9]. There is also an 11 qubit, distance 5, non-CSS code [27]. However, in the present context, we used CSS codes far more efficiently than in the usual Pauli-error context and, indeed, the fact that the resultant codes are perfect for Majorana errors proves that there can be no better.

This study was predicated on the assumption of choosing a perfect state transfer system. However, as soon as there is noise present, transfer is not perfect. At that point, we should assess whether there are imperfect transfer schemes that are more tolerant of noise. Indeed, there are. Solutions such as [33] provide high fidelity transfer at shorter times. Since the time is shorter, the dephasing has less effect, and this difference can more than compensate for the imperfect transfer fidelity in the non-noisy case. The crucial step for future studies, in terms of improving the operating regime depicted in Fig. 2, is to optimise the chains used. That said, this will require a non-trivial step in the theory because solutions such as those of [33] are unsuitable without further modification. Those schemes are tuned specifically for end-to-end transfer. They generate high transfer fidelity between |1⟩ → |N⟩ at a higher speed, at the cost of the transfer fidelity between intermediate sites. However, error correction requires high quality transfer for all pairs |n⟩ → |N + 1 − n⟩ where n ≤ 7 is in the encoding region. For example, the optimal N = 42 solution from [33] has a 1 → 42 excitation transfer fidelity of 0.993 in a time 0.77t₀ (where t₀ is the perfect transfer time for a system with the same maximum coupling strength), but the fidelity for 5 → 38 is less than 0.4.

While error correction of phase errors is possible, we have shown that exact error correction of other errors, such as a single bit-flip, is not possible during a perfect state transfer. We are thus constrained to using systems for which phase noise is dominant over depolarising noise, and for which state transfer can be achieved in a time shorter than the depolarising time. Importantly, this proof is not contingent upon the description of the error correction in terms of Majorana fermions – there is no description that permits error correction of these bit flip errors. That said, while perfect correction of even a single bit flip is impossible, the effects can be mitigated via an approximate error correction. A repetition code followed by majority vote can be expected to have some advantage. For example, on a chain of 21 qubits, and a single X error occurring at t₀/2 on qubit 11, an un-encoded transfer has an error probability of 85%, while a 3-qubit repetition code reduced that to 7%, while a 5-qubit code yields a further improvement to 0.0006%. Clearly, this has the potential to be extremely effective against bit-flip errors, and could be combined with the codes developed here for phase flips in order to provide reasonable robustness against depolarising noise.

Some aspects of the formalism, although not the setting, are similar to that developed in [34], discovered as this work was being finalised.

References:

[1] A. Kay, New J Phys 19, 043019 (2017).
[2] A. Kay, Quantum 1, 24 (2017).
[3] A. Kay, arXiv:1710.04932 [quant-ph] (2017), arXiv:1710.04932 [quant-ph].
[4] M. Sarovar, J. Zhang, and L. Zeng, EPJ Quant. Tech. 4, 1 (2017).
[5] H. Bernien, S. Schwartz, A. Keesling, H. Levine, A. Omran, H. Pichler, S. Choi, A. S. Zibrov, M. Endres, M. Greiner, V. Vuletić, and M. D. Lukin, Nature 551, 579 (2017).
[6] B. Kozh, C. W. Lim, R. Houlmann, N. Gisin, M. J. Li, D. Nolan, B. Sanguinetti, R. Thew, and H. Zbinden, Nat. Photonics 9, 163 (2015).
[7] J. King, S. Yarkoni, J. Raymond, I. Ozfidan, A. D. King, M. M. Nevisi, J. P. Hilton, and C. C. McGeoch, arXiv:1701.04579 [quant-ph] (2017), arXiv:1701.04579.
[17] D. Burgarth and S. Bose, New J. Phys. 7, 135 (2005).
[18] D. Burgarth and S. Bose, Phys. Rev. A 73, 062321 (2006).
[19] C. Marletto, A. Kay, and A. Ekert, Quantum Inf Comput 12, 648 (2012).
[20] G. Ithier, E. Collin, P. Joyez, P. J. Meeson, D. Vion, D. Esteve, F. Chiarello, A. Shnirman, Y. Makhlin, J. Schriefl, and G. Schönh, Phys. Rev. B 72, 134519 (2005).
[21] L. M. K. Vandersypen, M. Steffen, G. Breyta, C. S. Yannoni, M. H. Sherwood, and I. L. Chuang, Nature 414, 883 (2001).
[22] O. Astafiev, Y. A. Pashkin, Y. Nakamura, T. Yamamoto, and J. S. Tsai, Phys. Rev. Lett. 93, 267007 (2004).
[23] R. Laflamme, C. Miquel, J. P. Paz, and W. H. Zurek, Phys. Rev. Lett. 77, 198 (1996).
[24] C. Albanese, M. Christandl, N. Datta, and A. Ekert, Phys. Rev. Lett. 93, 230502 (2004).
[25] M.-H. Yung, Phys. Rev. A 74, 030303 (2006).
[26] A. Kay, Phys. Rev. A 73, 032306 (2006).
[27] D. Gottesman, Stabilizer Codes and Quantum Error Correction, Ph.D. thesis, Caltech (1997), arXiv:quant-ph/9705052.
[28] M. F. Ezerman, S. Ling, and P. Sole, IEEE Trans. Inf. Theory 57, 5536 (2011).
[29] Z. W. E. Evans, A. M. Stephens, J. H. Cole, and L. C. L. Hollenberg, arXiv:0709.3875 [quant-ph] (2007), arXiv:0709.3875 [quant-ph].
[30] A. M. Stephens, Z. W. E. Evans, S. J. Devitt, and L. C. L. Hollenberg, Phys. Rev. A 77, 062335 (2008).
[31] P. K. Sarvepalli, A. Klappenecker, and M. Rötteler, Proc. R. Soc. Lond. Math. Phys. Eng. Sci. 465, 1645 (2009).
[32] M. Grassl, “CodeTables.de: Bounds on the parameters of various types of codes,” http://codetables.de/.
[33] T. J. G. Apollaro, L. Banchi, A. Cuccoli, R. Vaia, and P. Verrucchi, Phys. Rev. A 85, 052319 (2012).
[34] S. Vijay and L. Fu, arXiv:1703.00459 [cond-mat, physics:quant-ph] (2017), arXiv:1703.00459 [cond-mat, physics:quant-ph].