The acceptable range of roughness instrument calibration factor
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Abstract. There were no studies that show an acceptable range of calibration factor value on precision surface roughness instruments. It is generally known that the calibration factor plays an essential role in precision surface roughness instruments. This study demonstrates the acceptability range for the calibration factor using the Shewhart control chart method. Calibration factor data were obtained by comparing the calibration certificate of a type A artifact with the measurement results obtained from a surface roughness instrument. During the last five years, the calibration factor data from the Talysurf i120 surface roughness machine were analysed using the Shewhart control chart to determine the lower (LCL) and upper control limits (UCL) the range of acceptability. The results showed that the acceptance range was between 0.849 and 1.041, with a doubt level of 1%. These results are expected to be useful for metrologists, industries, and surface roughness practitioners in general to analyse the reliability of their surface roughness instruments/profiliometer.

1. Introduction
The finger is one of the senses useful for assessing an object's surface's roughness or softness. The disadvantage is that the fingers cannot measure surface roughness quantitatively. Currently, there are many surface roughness machines on the market, from linear variable displacement transformer (LVDT) based up to laser-based, both with contact and non-contact sensors [1, 2, 3]. Several roughness measurements were also published, such as LVDT, machine vision, and laser [4, 5, 6].

Surface roughness is one of the quality control parameters of the object's surface by providing an overview of the quality of the rough or soft level of a test object. The surface roughness of the fuselage directly plays a role in its aerodynamic system [7]. The beverage can industry makes the cans' surface roughness one of the parameters determining its consumers' comfort level. The surface roughness of the engine block also determines in engine rating systems [8]. Moreover, surface roughness also plays a role in surface finish checking, detecting wears and defects in the automotive and manufacturing world [9, 10, 11], medical implant polishing quality [12, 13], rock and semiconductor analysis [14, 15], up to quality control in additive manufacturing technology [16, 17, 18].

A National metrology institute (NMI) tasks in assuring the quality of measurements in a country, including measuring surface roughness. Based on data from the international measurement bureau (BIPM), there are 77 out of 106, or more than 70% of its member countries that have measurement and calibration capability (CMC) in the field of surface roughness [19]. It indicates that the surface
roughness is an essential parameter to maintain so that, in the end, it minimizes technical trading barriers among the countries [20, 21].

In the world of surface roughness metrology, the calibration factor is commonly known for correcting surface roughness machine readings in the calibration process. Inaccuracy in determining the calibration factor has a direct impact on the calibration results. No article describes the acceptability range of calibration factors on surface roughness machines. The paper provides an overview of determining the acceptability range of a surface roughness machine in the SNSU-BSN laboratory, NMI of Indonesia. Calibration factor data for the past five years were analyzed in advance to determine the acceptability ranges. Hopefully, it is useful for metrology practitioners at NMI, calibration laboratories, and industries to determine their surface roughness machines' quality limits.

2. Method
A surface contour is quantified digitally via an analog to digital converter. This work is initiated by a stylus tracing the contoured surface. The stylus must have a small enough radius (usually less than 5 µm) to fit into the surface's crevices. A transducer converts the stylus's signal into an electric signal, then sent to the analog to digital (A/D) converter. Finally, the computer does further analysis of the digitally quantified surface contour signal. Figure 1 shows the process of surface roughness measurement, as described before. The computer analysed the surface traced profile into various parameters such as average roughness ($R_a$), maximum profile height ($R_t$), depth ($d$), and many more parameters as described on [22].

Electronic systems are certainly not free from errors. Moreover, the transducer on a surface roughness machine converts the stylus shift (due to tracing a surface's profile) into an electronic signal. The transducer works based on the LVDT principle, an iron core that moves in the coil. The mechanical energy of the shift is converted into electrical energy by a transducer. Ideally, the movement of the iron core is proportional to the output voltage generated by the transducer. In many cases, it never met the ideal conditions, which is why a calibration factor (CF), or 'gain' in some terms, needs to be applied as a corrector to the surface roughness machine readings. The calibration factor of the roughness measuring machine ($f$) is attained from the comparison of the certificate value of depth(s) ($d_{\text{cert}}$) and the measured values of depth(s) by using a roughness machine ($d_{\text{meas}}$) [24, 25], as mentioned in equation 1.

$$f = \frac{d_{\text{cert}}}{d_{\text{meas}}}$$

According to [26], there are five types of surface roughness standard artifacts, namely Type A, B, C, D, and E. Type B application is to check the shape and condition of the stylus, while types C, D, and E applications are to determine overall system performance. Type A is useful for measuring the sensor's linearity by analyzing several grooves' depth in the profile. Based on the bottom shape, type A divided into two types, namely A1 for the flat bottom and A2 for the round bottom. Figure 2 shows the three artifacts used in this study. *Halle* A1 has 6 valleys namely (in µm) 0.239, 0.748, 2.403, 7.501,
23.992, and 75.277; Halle A2 with 6 grooves namely (in µm) 0.229, 0.537, 1.179, 2.683, 5.570, and 9.079; Taylor Hobson (TH) A1 with 2 valleys namely 0.418 µm and 2.315 µm. Type A artifacts were measured in five different sections using a surface roughness machine to obtain the depth values. Each part is measured five times repeatedly and then averaged.

Checking the CF using three alternating artifacts reduces the risk of wear on artifacts and allows for cross-checking. The guarantee of the trueness of the three artifacts' value is illustrated in the measurement traceability chain diagram to the international system of a unit (SI) of the three standards (see Figure 3). Halle A1 was calibrated to another NMI, which had direct traceability to SI, while the other two artifacts, Halle A2 and TH A1, were traced to SI via Halle A1. Hand-carry instrument and roughness specimen from calibration laboratories or industries calibrated using Halle A2 or TH A1.

The research began with analyzing the CF of the Talysurf i120 roughness machine made by Taylor Hobson. It is equipped with a 2 µm stylus radius and 90° arm angle. It also embedded ultra software v.5.14.8.29.2006 for data acquisition and analysis. For the last five years, the CF data distribution was analyzed using a control chart to determine the acceptable range of the CF values.

\[
UCL = \bar{x} + (k \cdot \sigma) \\
LCL = \bar{x} - (k \cdot \sigma)
\]

Equations 2 and 3 expressed the calculation of UCL and LCL, respectively [32, 33]. Where the average and standard deviation of five years CFs are denoted by \( \bar{x} \) and \( \sigma \), respectively. \( k \) is the...
coverage factor. The estimation of \( k=2 \) will produce about 5% of the CF out of control, while \( k=3 \) is of approximately 1%. CFs are plotted on the chart versus a timeline. CFs that are outside the limits considered to be out of control limit.

3. Result and Discussion

The CFs have been analysed by equation 1 using three types A artifacts over the past five years. Table 1 shows typical of it in different time ranges. The results show that the CF values of 0.9421, 0.9173, and 0.9945 for the Halle A1, Halle A2, and TH A1 artifacts. It shows how varied the CF value of surface roughness machines was (about 9%) over the last five years. If this variation is uncontrolled, it undoubtedly results in more inaccuracy in measuring surface roughness in the measurement traceability chain (see Figure 3). The critical point is, regardless of the CF values, as long as it is applied as a correction value of surface roughness machine reading, the measurement results are valid. However, as quality control and preventive action in surface roughness systems, the determination of the CF's acceptability range is a must.

**Table 1. Typical calibration factor measurements at SNSU-BSN**

| Halle A1 (10-Jan-2020) | Halle A2 (26-Mar-2018) | TH A1 (9-Jun-2016) |
|------------------------|------------------------|---------------------|
| \( d_{\text{cert}} \) (µm) | \( d_{\text{meas}} \) (µm) | Cal. factor | \( d_{\text{cert}} \) (µm) | \( d_{\text{meas}} \) (µm) | Cal. factor | \( d_{\text{cert}} \) (µm) | \( d_{\text{meas}} \) (µm) | Cal. factor |
| 0.239 | 0.277 | 0.229 | 0.310 | 0.9421 | 0.418 | 0.424 | 0.9945 |
| 0.748 | 0.841 | 0.537 | 0.572 | 2.403 | 2.617 | 1.179 | 1.253 | 0.9173 |
| 7.501 | 8.043 | 2.683 | 1.456 | 23.992 | 25.543 | 5.570 | 5.879 | 2.315 | 2.332 |
| 75.277 | 79.953 | 9.079 | 9.597 | 75.277 | 79.953 | 9.079 | 9.597 |

**Figure 4. Calibration factor control chart**
Figure 4 shows a graph of the CF's distribution concerning time, from 26 May 2015 to 12 August 2020. The most considerable CF value occurred in May 2015 at 1.0012, and the lowest was 0.9125 in October 2017. Average of CF ($\bar{\chi}$) was 0.9454 with a standard deviation ($\sigma$) of 0.0961. Using equations 2 and 3 for $k=2$, the acceptable range for CF was achieved between LCL=0.881 and UCL=1.009. Using the same equations, for $k=3$, the LCL and UCL were acquired between 0.849 and 1.041. It also obtained that none of the CF was out from the limitations for both values of $k$.

The three most recent CF values were taken in a short time difference (less than 3 hours, in September 2020) using three types of A artifacts (see Figure 2) to convince the artifacts' stability and validity. The CF data were 0.9422, 0.9484, and 0.9441 for Halle A1, Halle A2, and TH A1 artifacts. As a result, the CF values obtained were very close to the average of CF ($\bar{\chi}$) and it still in the CF acceptance range, as previously described.

4. Conclusion
The process of determining the acceptance range of calibration factor value using the Shewhart control chart on an electronic-based transducer surface roughness machine was described. In the last five years, data shows that the Calibration factor's acceptable value was between 0.849 and 1.041, with a doubt level assumption of 1%. The surface roughness machine users need to evaluate their machines if the Calibration factor value deviates from it. Moreover, it is necessary to investigate the variation of optical-based transducer surface roughness machines' calibration factor value in the future.
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