Metabolic basis of neuronal vulnerability to ischemia; an *in vivo* untargeted metabolomics approach
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Understanding the root causes of neuronal vulnerability to ischemia is paramount to the development of new therapies for stroke. Transient global cerebral ischemia (tGCI) leads to selective neuronal cell death in the CA1 sub-region of the hippocampus, while the neighboring CA3 sub-region is left largely intact. By studying factors pertaining to such selective vulnerability, we can develop therapies to enhance outcome after stroke. Using untargeted liquid chromatography-mass spectrometry, we analyzed temporal metabolomic changes in CA1 and CA3 hippocampal areas following tGCI in rats till the setting of neuronal apoptosis. 64 compounds in CA1 and 74 in CA3 were found to be enriched and statistically significant following tGCI. Pathway analysis showed that pyrimidine and purine metabolism pathways amongst several others to be enriched after tGCI in CA1 and CA3. Metabolomics analysis was able to capture very early changes following ischemia. We detected 6 metabolites to be upregulated and 6 to be downregulated 1 hour after tGCI in CA1 versus CA3. Several metabolites related to apoptosis and inflammation were differentially expressed in both regions after tGCI. We offer a new insight into the process of neuronal apoptosis, guided by metabolomic profiling that was not performed to such an extent previously.

Metabolomics is the study of metabolite composition of cells, tissues or biological fluids. Recent technological advances in this field has allowed the discovery of new biomarkers of diseases such as coronary artery disease, septic shock and brain tumors as well as the discovery of new drugs¹–³. Metabolicomic analysis has also deepened our understanding of several disease models, leading to the discovery of new pathways or targets for drug therapies that could later be applied to the treatment of various diseases⁴–¹¹. Indeed, metabolomics are closer to the phenotype of a given disease compared with transcriptomic or proteomic analysis, both of which are prone to downstream modifications and changes in activities¹,¹².

Several techniques, tools and software platforms exist to study metabolomics, all of which complement each other¹³. The application of these tools has greatly enhanced our understanding of the pathophysiology of diseases in almost every field of research¹⁴. In the field of neuroscience, metabolomic analysis is used to study stroke¹⁵, brain tumors¹⁶, traumatic brain injury (TBI)¹⁷,¹⁸, neurodegenerative diseases¹⁹, hypoxic-ischemic encephalopathy¹⁰ and depression¹ⁱ to name a few²². The application of metabolomic tools to study brain diseases have greatly enhanced our understanding of different pathologies, for example; we demonstrated the upregulation of the ceramide “Cer(d18:0/18:0)” and phosphocreatine following transient ischemia-reperfusion in mice using a mass spectrometric imaging approach¹⁵. Several studies have highlighted an array of small molecules, amino acids and lipids that were linked to stroke severity, progression or post-stroke cognitive deficits²³–²⁸. Moreover, linoleic acid
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metabolism, amino acid metabolism, galactose metabolism, and arachidonic acid metabolism were disturbed in the plasma of rats subjected to TBI18. Another study revealed a decrease of citrate and aconitate in TBI patients’ plasma amongst other disturbed metabolites17. Alzheimer’s disease (AD) and other neurodegenerative diseases are among the most studied by metabolomic approaches in the field of neuroscience22 and a magnitude of amino acids, energy metabolites, fatty acids, lipids and other metabolites were identified to be disturbed in AD22,26–28. The aforementioned examples clearly show the value of metabolomic analysis in enhancing our understanding of various diseases and how it enriched the field of neuroscience and led to new pathways and targeted therapies’ discovery.

Transient global cerebral ischemia (tGCI) model in rats is produced surgically by near total cessation of blood flow to the brain, inducing a state of global hypoxemia6,29,30, resulting in neuronal cell death in the CA1 sub-region of the hippocampus while other areas of the hippocampus are largely intact6. This contrast between the CA1 area and other areas of the hippocampus is particularly interesting when searching for pathways involved in neuronal vulnerability or resistance to ischemia, and can lead to the discovery of targets that can be used to modify the neuronal fate6,31. Moreover, the delayed nature of cell death after tGCI, contrary to focal ischemia models, allows the studying of pre-apoptosis events that cannot be otherwise studied6. Several mechanisms were discovered to be responsible for the selective vulnerability of CA1 to tGCI stress6,32,33. Studies have also highlighted the role of several phospholipids and sphingolipids species in the mechanism of neuronal response after tGCI6,31,34,35, however, a comprehensive metabolomics approach to study the neuronal changes after tGCI is yet to be performed.

In this work, we benefited from the unique features of the tGCI model to try and answer several questions related to neuronal vulnerability to ischemia. First, we wanted to explore what metabolites and pathways would change significantly following tGCI in each CA1 and CA3 sub-regions, and how these enriched pathways could be related to the neuronal phenotype following tGCI using an untargeted metabolomics analysis approach. Second, we wanted to explore how early can we detect changes at the level of the metabolome following tGCI, and how can these changes be relevant to the subsequent apoptosis or survival in CA1 or CA3 respectively.

Results

**tGCI induces cell death in CA1 sub-region only.** Histologic staining with Hematoxylin and Eosin showed that tGCI induced cell death in CA1 sub-region of the hippocampus 72 hours after tGCI, while the CA3 sub-region was largely unaffected as we previously reported6,30 [Fig. 1B]. After 72 hours of tGCI CA1 hippocampal neurons became small, pyknotic and dense, indicating that the neuronal damage is mainly due to apoptosis [Fig. 1B, Lower row].

**tGCI induced widespread metabolome changes in CA1 and CA3.** LC-MS/MS analysis in both positive and negative modes was conducted on CA1 and CA3 samples at 1, 6, 24, 48 and 72 hours plus sham operated animals. In both regions there were significant changes in metabolites observed throughout the time course from initiation of global ischemia to apoptosis. In both region; metabolite changes showed clustering between
48 hours and 72 hours in a cluster, Sham and 1 hour in another cluster and 6 hour and 24 hours in a third cluster [Fig. 2]. The clustering was more discrete in the CA1 region compared to CA3. This clustering pattern was further confirmed using principle component analysis (PCA). Again, a more discrete and robust clustering pattern was observed in CA1 compared to CA3 [Fig. 3A,B].

In the next step we performed statistical analysis in both CA1 and CA3 independently to highlight the significant metabolites. These metabolites were subjected to manual annotation and Fragmented compounds or unknown compounds were excluded from the downstream analysis. In the CA1 sub-region, there was a total of 384 significant features out of an initial pool of 3369 feature hits at the beginning of the analysis. Out of these 384 features, 64 compounds were successfully annotated [Fig. 4, Supplementary Table 1]. In the CA3 sub-region, there was a total of 834 significant features out of the initial pool of 3369 features. Of these compounds, 74 compounds were successfully annotated [Fig. 5, Supplementary Table 2]. Annotated compounds showed the same pattern of clustering observed when plotting the full dataset of compounds [Supplementary Figs. 1 and 2].

Analysis of differential pathway enrichment between CA1 and CA3. Since PCA showed that CA1 and CA3 sub-regions’ metabolome profile to be more divergent at early time points, we attempted to evaluate this notion in light of the top enriched pathways in each region. We selected the statistically significantly enriched pathways, based on the MetaboAnalyst pathway analysis function, and identified compounds pertaining to each pathway in our dataset. Next, we compared these compounds at each time point starting from 1 hour to before the onset of apoptosis (i.e. 48 hours) between the 2 sub-regions using Student’s t test. Overall, there were 9 significantly enriched pathways in CA1 and CA3. The analysis of metabolites related to each pathway revealed that the most significant differences were at the earlier time points of 1 and 6 hours. While minimal to no changes were
observed in later time points. Purine metabolism, pyrimidine metabolism, amino sugar and nucleotide sugar metabolism, arginine biosynthesis and alanine, aspartate and glutamate metabolism pathways showed significant differences between CA1 and CA3 in some of the metabolites related to these pathways. The list of metabolites and details statistical analysis can be found in Supplementary Table 5.

Figure 3. Principle component analysis for CA1 (A) and CA3 (B) confirming a more discrete and robust clustering pattern in CA1 that CA3.

Figure 4. Heatmaps of statistically significant and successfully annotated compounds in CA1. Details of the metabolites are provided in Supplementary Table 1.
**Figure 5.** Heatmaps of statistically significant and successfully annotated compounds in CA3. Details of the metabolites are provided in Supplementary Table 2.

**Figure 6.** Pathway enrichment and topology analysis; (A) in CA1 sub-region and (B) in CA3 sub-region. Several pathways are enriched after tGCI, especially purine and pyrimidine metabolism, Pantothenate and CoA biosynthesis, Arginine biosynthesis and amino-acyl tRNA biosynthesis. The list of pathways is available in the Supplementary Tables 3 and 4.
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72 hours after tGCI, the time point at which apoptosis sets in our model and also microglia are recruited to
CA1 subregion, as we previously demonstrated6,30; comparing CA1 and CA3 showed distinctly 1 metabolite to be
upregulated in CA1 vs CA3, namely: 4-Amino-5-imidazole carboxamide and 1 metabolite to be downregulated:
Deoxyuridine-5′-triphosphate, both of which had a fold change increase of >2 and p < 0.05 but did not satisfy the cut-off value

One hour after tGCI, 12 compounds were significantly differentially enriched (Fold change >2, p < 0.05) in
CA1 vs CA3, with 6 of these compounds upregulated and 6 downregulated in CA1 vs CA3 \[Table 2\].

Table 1. Significantly enriched Pathways in CA1 and CA3.

| Pathway                        | Total | Expected | Hits   | Raw p  | −logP  | Holm adjust | FDR   | Impact |
|-------------------------------|-------|----------|--------|--------|--------|-------------|-------|--------|
| Purine metabolism             | 66    | 2.0994   | 9      | 0.000146 | 8.835  | 0.012227    | 0.012227 | 0.05958 |
| Pantothenate and CoA biosynthesis | 19    | 0.60437  | 4      | 0.00246 | 6.0074 | 0.20422     | 0.093769 | 0.17857 |
| Aminoacyl-tRNA biosynthesis   | 48    | 1.5268   | 6      | 0.003349 | 5.6991 | 0.27461     | 0.093769 | 0 |
| beta-Alanine metabolism       | 21    | 0.66799  | 3      | 0.026865 | 3.6169 | 1           | 0.5499  | 0     |
| Pyrimidine metabolism         | 39    | 1.2406   | 4      | 0.032732 | 3.4194 | 1           | 0.5499  | 0.1142 |
| CA3                           |       |          |        |        |        |             |       |        |
| Arginine biosynthesis         | 14    | 0.44533  | 4      | 0.000715 | 7.2436 | 0.060039    | 0.034261 | 0.22843 |
| Purine metabolism             | 66    | 2.0994   | 8      | 0.000816 | 7.1114 | 0.067706    | 0.034261 | 0.13571 |
| Alanine, aspartate and glutamate metabolism | 28    | 0.89066  | 5      | 0.001494 | 6.5066 | 0.12248     | 0.041821 | 0.3125 |
| Pantothenate and CoA biosynthesis | 19    | 0.60437  | 4      | 0.00246 | 6.0074 | 0.1993      | 0.051669 | 0.17857 |
| Aminoacyl-tRNA biosynthesis   | 48    | 1.5268   | 5      | 0.016121 | 4.1276 | 1           | 0.27083 | 0.16667 |
| Taurine and hypotaurine metabolism | 8    | 0.25447  | 2      | 0.024554 | 3.7069 | 1           | 0.33038 | 0.42857 |
| Amino sugar and nucleotide sugar metabolism | 37    | 1.1769   | 4      | 0.027531 | 3.5924 | 1           | 0.33038 | 0.07631 |

Metabolomics reveal very early changes after tGCI. In this step, we decided to explore the early changes in metabolomic profiles of both CA1 and CA3 sub-regions that can be detected prior to the overt apoptosis phenotype observation beyond the metabolites belonging to particular enriched pathways and with more stringent parameters. We performed Student's t-test statistical analysis-based comparison between CA1 and CA3 one hour after tGCI with all the compounds in our dataset. Compounds with fold change >2 and p < 0.05 were considered significant.

Time point comparison between CA1 and CA3 reveals distinct metabolic signatures. Next, we performed statistical comparison between CA1 and CA3 at each time point until the onset of apoptosis. Using the same cut-off statistical values as before, we found out that after 6 hours of tGCI induction, 3 metabolites were upregulated in CA1 vs CA3, and 3 were downregulated \[Table 2\]. After 24 and 48 hours of tGCI we did not observe statistically significant metabolite differences between CA1 and CA3 based on our cut-off values. Some metabolites showed trends of increase and decrease with significant p < 0.05 but did not satisfy the cut-off value of fold change = 2 \[Data not shown\].

PCA analysis for time point comparison. To confirm our observation that most of the changes after tGCI occur early, PCA analysis for each time point showed that at 1 and 6 hours, CA1 and CA3 clustered significantly opposite to each other, signifying differential metabolic profile in these two regions \[Supplementary Figs. 1 and 2\]. At 24 and 48 hours, the differences were not as clear, with samples from both regions overlapping, indicating less demarcation at the metabolome level \[Supplementary Figs. 3 and 4\]. At 72 hours, the differences became more apparent once again, especially in the positive mode, however not as sharp as the earlier time points \[Supplementary Fig. 5\]. These data confirm the patterns and trends observed with the statistical analysis.

Discussion

Transient global cerebral ischemia is known to induce selective sub-acute neuronal apoptotic cell death in the CA1 sub-region of the hippocampus, with an interesting contrasting pattern of neuronal survival in the neighboring CA3 sub-region36,37,38,39. This contrast allows the study of factors that may contribute to neuronal vulnerability to ischemia, especially the subacute apoptotic pattern that allows the analysis of events prior to overt neuronal apoptosis6. The neuronal apoptosis in the CA1 sub-region follows the intrinsic pathway, with the release of Cytochrome c from the mitochondria, following mitochondrial outer membrane depolarization, as the initiating event of downstream apoptotic cascade33. Several mechanisms were reported to contribute to the selective vulnerability of the CA1 sub-region to tGCI, including; mitochondrial damage38, insufficient proteasome activity35, anomalies in Ca2+ homeostasis39, continuous neuronal agitation40 and phospholipid metabolic changes31,35. In a previous report we used LC-MS/MS to evaluate sphingosine-1-phosphate \(\text{S1P}\) metabolism, combined by gene analysis of members of the cascade of \(\text{S1P}\) synthesis, degradation and export6. In that report, we observed an early upregulation of \(\text{S1P}\) in CA3 which was not observed in CA1, and we hypothesized that this intracellular \(\text{S1P}\) upregulation is one of the mechanisms by which the CA3 sub-region evades cell death after tGCI. Previous studies using global cerebral ischemia model have observed several metabolic changes to occur in the hippocampus, such as changes in phosphatidylcholine31 and other phospholipids35 as well as small metabolites and amino acids41, however, none of these studies attempted an approach as wide-scoped as the one reported here.
| Compound | \( m/z \) | Detected | Formula | M+H | Status | Mode | p-value | q-value | Fold Change CA1/CA3 |
|----------|----------|----------|---------|------|--------|------|---------|---------|----------------------|
| Guanosine | 4.17, 282.0863 | C10H13N5O5 | 283.0917 | M-H | Positive | 6802 | 12761.734 | (12973.578) | 5899.647 (3794.538) | 0.0297 0.1708 3.17 |
| Adenosine | 5.04, 558.0632 | C15H23N3O4P2 | 559.0717 | M-H | Negative | 11988267 | 162701.269 | (19108.538) | 52407.297 (43361.399) | 0.0396 0.186 2.42 |
| Deyoxycytidine | 1.54, 274.0926 | C10H11N3O3 | 274.0911 | M+Na | Positive | 13730 | 380.422 | (180.680) | 166.099 (68.652) | 0.0438 0.5932 2.29 |
| UDP-hexose | 2.58, 565.0467 | C15H24N2O17P2 | 566.0555 | M-H | Negative | 8629 | 115999.829 | (50441.561) | 25673.996 (10356.594) | 0.0413 0.188 2.15 |
| Nucleotidase | 2.95, 664.1144 | C21H28N7O14P2 | 664.1149 | M-H | Negative | 928 | 1018.984 | (298.928) | 495.805 (266.467) | 0.0193 0.5932 2.06 |
| GDP-hexose | 3.58, 604.0691 | C10H13N5O3 | 605.0773 | M-H | Negative | 644106 | 11726.265 | (4704.345) | 5822.106 (2562.261) | 0.039 0.186 2.01 |
| Dehydroascorbic | 1.49, 283.1180 | C15H18N4O3 | 283.1195 | M-H | Negative | 928 | 1018.984 | (298.928) | 495.805 (266.467) | 0.0193 0.5932 2.06 |
| 2-Methylcytidine | 1.49, 205.0348 | C5H6O3 | 205.0354 | M-H | Negative | 515 | 31632.192 | (35502.350) | 34275.941 (21684.961) | 0.0264 0.1708 2.12 |
| PE38(4) | 2.62, 885.5477 | C47H83O13P | 886.5571 | M-H | Negative | 75181166 | 8606071.917 | (455371.866) | 18321615.444 (7251849.721) | 0.0349 0.1773 2.13 |
| cis-Acetylcysteine | 2.18, 97.0281 | C6H6N2O2 | 97.0281 | M-H | Negative | 5281015 | 41.152 | (12.371) | 94.678 (12.508) | 0.0107 0.5932 2.19 |
| Ribose | 3.72, 283.1180 | C15H24N2O17P2 | 283.1180 | M-H | Negative | 1403569 | 2571.256 | (3512.565) | 12410.674 (4728.477) | 0.0266 0.1708 2.35 |
| Hexose | 4.52, 241.0115 | C6H13O9P | 241.0115 | M-H | Negative | 123912 | 1734.493 | (1187.248) | 540.648 (4137.128) | 0.0023 0.1227 3.11 |

CA1 vs CA3 after 6 hours of tGCI

| Compound | \( m/z \) | Detected | Formula | M+H | Status | Mode | p-value | q-value | Fold Change CA1/CA3 |
|----------|----------|----------|---------|------|--------|------|---------|---------|----------------------|
| 2H-Deoxythymidine | 4.66, 494.2011 | C2H3N7O6S | 455.2342 | M+K | Positive | 5280606 | 24.728 | (12.515) | 9.881 (7.549) | 0.0528 0.6772 2.5 |
| 4-Amino-5-imidazole | 4.12, 109.0510 | C4H6N4O2 | 109.0510 | M-H | Negative | 9679 | 71.731 | (20.892) | 30.899 (8.235) | 0.0036 0.6772 2.32 |
| N1- Acetylcysteamine | 0.82, 188.1762 | C9H21N3O2 | 188.1762 | M+H | Negative | 496 | 191.185 | (64.335) | 84.299 (42.357) | 0.0146 0.6772 2.27 |
| Oxaloacetic acid | 3.59, 189.0038 | C6H6O7 | 189.0038 | M-H | Negative | 927 | 189.0041 | (392.596) | 1157.188 (198.478) | 0.0159 0.4383 2.07 |
| Hydroxy-Phenylalanine | 1.40, 283.1180 | C15H18N4O3 | 283.1180 | M-H | Negative | 446133 | 6495.458 | (4806.461) | 1307.953 (410.117) | 0.0295 0.5589 2.11 |
| PE(P-36:4) | 1.37, 722.5114 | C14H7NO7P | 723.5203 | M-H | Negative | 52925126 | 406885.955 | (245192.024) | 865959.714 (229153.326) | 0.0135 0.4383 2.13 |

Table 2. Differentially enriched and significant metabolites at each time point following tGCI between CA1 and CA3. Pos: positive mode. Neg: negative mode.

In our work, we highlighted several pathways that were enriched following transient global cerebral ischemia in both CA1 and CA3 sub-regions. In the CA1 sub-region, several purine and pyrimidine molecules were differentially expression early after tGCI compared to CA3, and purine and pyrimidine pathways were amongst the highest enriched pathways in this area following tGCI. Purine and pyrimidine metabolism perturbations may lead to, or reflect, defective DNA synthesis or repair, further shifting the neurons towards apoptosis. Amino sugar and nucleotide sugar metabolic pathway, which was enriched in CA3 subregion, also showed an interesting trend following tGCI. This pathway is involved in glycosylation protein modifications, which is the most abundant post-translational protein modification, in the Golgi apparatus and is related to host-pathogen responses in plants and mammals. Nucleotide sugars are important for the glycosylation of proteins, lipids and proteoglycans, and perturbation in these processes can lead to defects in development, organogenesis and immunity. Nonetheless, we could not find a causal relationship between perturbations in this pathway and neuronal apoptosis in the literature, however, it will be interesting to study it in depth as it may be related to cell stress pathways during neuronal apoptosis.

We also wanted to identify metabolites that can be linked to apoptosis or resistance to ischemia in each topographic region and can also be linked to early or delayed events leading to apoptosis. Interestingly, when we used all our dataset and compared between CA1 and CA3 subregions at each time point studied, we observed the most significant metabolite changes to occur very early after tGCI, prior to any phenotypically observable changes. Notably, the metabolites upregulated in CA1 after 1 hour of tGCI included several nucleotides such as Adenosine diphasate ribose, Deyoxycytidine and Guanosine, which are purine metabolites, and are linked to ribonucleic
acid synthesis, and their upregulation maybe be linked to increased transcription in the CA1 subregion to cope with the oxidative stress induced by tGCI. Interestingly, in a previous report\(^6\) we observed that HSP-70, one of the main cytosolic chaperones and a heat shock response and unfolded protein response regulator\(^48,50\), was several hundred folds upregulated in CA1 vs CA3 after 6 hours of tGCI. Thus, we can from these 2 observations, plus the aforementioned upregulation of several nucleotide sugars, hypothesize that the upregulation of HSP-70 observed previously to possibly be a response to an increased and aberrant transcription and translation occurring in the CA1 after tGCI in order to correct the resulting disruption of the protein homeostasis. Notwithstanding, the exact cause of this hypothesized mechanism is not clear at the moment, but it sure warrants additional research.

After 72 hours of tGCI, we consistently observed neuronal apoptosis in the CA1 sub-region only, and recruitment of microglia to clear the small pyknotic dead neurons from this region was reported previously at the same time point\(^6\). We compared CA1 and CA3 subregions’ metabolite signature at this time point to evaluate changes pertaining to such a process. In the CA1, there were 1 upregulated and 1 downregulated metabolite compared to the CA3. 4-Amino-5-imidazole carboxamide, a purine metabolite upregulated in the CA1 after 72 hours of tGCI, was reported to have apoptotic effects\(^49,50\), therefore its decrease in the CA3 compared to the CA1 may represent a mechanism by which the CA3 evades apoptosis. However, Deoxyuridine-5’-triphosphate, downregulated in CA1 vs CA3, is another metabolite which accumulation is linked to a commitment to apoptosis and cell growth retardation\(^51\). These seemingly contradictory expression of the 2 metabolites might be due the fact that 72 hours after tGCI microglia are recruited to clear out the apoptotic neurons\(^6\). Therefore, the metabolic pattern maybe a reflection of microglial activity and not only neuronal apoptosis.

Indeed, certain inherent limitations of this work should be considered. We employed an untargeted metabolomics approach. While we followed a very stringent protocol for identification and statistical analysis, errors in annotation (which is performed putatively and manually in some compounds) are a possibility. While we do not believe these errors will affect the results at large (such as the pathway analysis for example), we recommend that any follow-up work building on these findings to confirm the results of the target metabolite using a targeted metabolomics approach as a first step. Additionally, the presented metabolic profiling was limited by following a methodology regarding extraction and detection of non-polar and neutral metabolites because of the simple process of deproteinization using methanol. This method should be improved to cover a wider range of metabolites in future studies.

In summary, we offer a new metabolomics-based insight into the basis of selective vulnerability of a subset of hippocampal neurons to global cerebral ischemia, by employing metabolomic profiling tools. Through this approach, we were able to identify several enriched pathways, not reported previously in this context, that can be linked to selective neuronal vulnerability or resistance to ischemia, which can be further explored and possibly exploited for targeted therapy in cerebral ischemia. Moreover, we showed that metabolomic analysis can capture very early changes pertaining to neuronal apoptosis, well before any phenotypical evidence of such apoptosis. Strikingly, we observed most significant metabolic changes to occur very early after tGCI, contrary to our expectations, indicating that very early metabolic changes dictate neuronal cell fate after ischemia. This finding should be considered in future metabolomic work aiming to assess neuronal cell death and also the death of non-neuronal cell types.

**Methods**

**tGCI model.** tGCI model was performed by bilateral common carotid artery occlusion coupled with severe hypotension as described previously\(^6,30\). Seven weeks old male Sprague–Dawley rats weighing 280–320 g were used in this study. Animals were bought from a local vendor (Kumagai-Shoten Sendai) and housed in a controlled environment with 12 hours light/dark cycle and temperature regulated at 23 °C. Animals were housed in clear plastic cages with free access to water and food. A maximum of 4 animals were housed in a single cage. Animals were allowed to acclimatize for at least 48 hours before any experimental procedures. All experiments were conducted according to protocols approved by the animal care facility of Tohoku University (Ethical approval number 2017MDA-137–3) and according to the ARRIVE (Animal Research: Reporting In Vivo Experiments) guidelines. All animal surgeries were performed between 9am and 4 pm. No blinding was performed for this work.

**Surgery.** Briefly; the animals were anesthetized by a gas mixture of 70% nitrous oxide and 30% oxygen containing 1.5% isoflurane. The femoral artery was cannulated and connected to a blood pressure monitor, and blood was then aspirated through the external jugular vein until the blood pressure dropped to around 25 mmHg. Both common carotid arteries were occluded for 5 min using aneurysm clips, while maintaining the blood pressure in the range of 25–30 mmHg (mean: 28 mmHg). Animals were allowed to recover slowly after surgery undisturbed. tGCI does not induce any overt motor deficits or long-lasting distress in the animals. No pain medications were given after the surgery for pain control in order not to interfere with the metabolomics analysis.

Following reperfusion, the animals were sacrificed at the designated time points (1 hour, 6 hours, 24 hours, 48 hours and 72 hours). Sham control animals were prepared using the same procedure, omitting the ischemia/hypoperfusion step and were sacrificed after 72 h. A total of 60 animals were used for this study, 10 at each time point. All animals were included in the study. There were no predetermined exclusion criteria. No animals died after tGCI or during the surgery.

Animals were randomized based on a simple randomization scheme. Each animal was randomly assigned a number between 1 to 60, and the random number generator function of Excel (Office 365, Microsoft) (=RANDBETWEEN(1, 60)\) was used to match this number with a time-group which was arranged chronologically in the next column and to an experimental group (histology versus mass spectrometry).

**Histology.** Animals were sacrificed after 1, 6, 24, 48 and 72 hours of tGCI plus sham operated animals (N = 5 at each time point, total 30), by overdose inhalation of isoflurane and transcardiac perfusion with ice-cold
saline followed by transcardiac perfusion of 4% paraformaldehyde (PFA) in 0.1 M phosphate-buffered saline (PBS; pH 7.4) [Nacalai tesque. Catalog # 09154–85]. Brains were dissected, cut on a matrix, and stored in 4°C in 4% paraformaldehyde. Brains were prepared as paraffin blocks. Paraffin blocks were cut at a thickness of 5 µm, de-paraffinized and stained with Hematoxylin and Eosin (H&E) stain. Sections were observed and photographed using a multi-channel microscope (BZ-9000, Leica. RRID:SCR_015486).

Tissue preparation procedure for LC-MS/MS. A total of 30 animals were used for metabolomics analysis (N = 5 per time-point). Animals were sacrificed after 1,6, 24, 48 and 72 hours of tGCl, plus sham operated animals, by overdose inhalation of isoflurane and transcardiac perfusion with ice-cold saline. The brains were extracted and sliced into 2 mm sections on a matrix and the CA1 and CA3 sub-regions dissected under microscope on a glass plate placed on ice. Collected tissues were flash frozen in liquid nitrogen, weighed and stored at −80°C until the time of a high-performance liquid chromatography Fourier transform mass spectrometry (LC-FTMS) and an ultra-high-performance liquid chromatography quadrupole time-of-flight mass spectrometry (UHPLC-QTOF/MS) analysis. Between 0.02 and 0.045 grams were collected per sample. Methanol containing 0.1% formic acid (200 µL) was added to the samples. After homogenization with beads at 5,500 rpm for 20 sec (2 pieces of 2.8 mm zirconium oxide beads) and sonication in an ultrasonic bath for 10 min, the samples were centrifuged at 16,400 × g for 20 min at 4°C. Then, the supernatant (120 µL) was transferred to a 96-well plate (700 µL round well, Waters Corp., Milford, MA) and diluted (x2) with water containing 0.1% formic acid. The preparation of study quality control (SQC) and dilution quality control (dQC) and the run order of samples for G-Met analysis were performed as described in a previous report52.

LC-FTMS and UHPLC-QTOF/MS analyses. Tandem Mass spectrometry was performed as previously described52. The UHPLC-QTOF/MS analysis was performed on an Acquity Ultra Performance LC I-class system, equipped with a binary solvent manager, a sample manager, and a column heater (Waters Corp.). This system interfaced with a Waters Synapt G2-Si QTOF MS with electrospray ionization (ESI) system, operated in positive mode. LC separation was performed using a C18 column (Acquity HSS T3; 150 mm × 2.1 mm i.d., 1.8 µm particle size; Waters, Catalog # Part No.186003540) with a gradient elution of solvent A (water containing 0.01% formic acid (Wako, Japan. Catalog # 067–04531) and solvent B (acetonitrile (Kanto Kagaku, Japan, Catalog # 01031–2B) containing 0.01% formic acid) at 400 µL/min. The data were collected using MassLynx, v4.1 software (Waters Corp., Manchester, UK. RRID:SCR_014271).

The LC-FTMS system consisted of a NANOSPACE SI-II HPLC, equipped with a dual pump system, an auto sampler, and a column oven (Shiseido, Tokyo, Japan), and a Q Exactive Orbitrap MS (Thermo Fisher Scientific, San Jose, CA) equipped with a heated-ESI-II (HESI-II) source for negative ion mode analysis. LC separation was performed using a HILIC column (ZIC-pHILIC; 100 mm × 2.1 mm i.d., 5 µm particle size; Sequant, Darmstadt, Germany. Catalog # 1.50462.0001) with a gradient elution of solvent A (10 mmol L − 1 ammonium bicarbonate (Cell Science & Technology Inst.,Inc. Catalog # cn2104a0) in water, pH 9.2) and solvent B (acetonitrile (Kanto Kagaku, Japan, Catalog # 01031–2B)) at 300 µL/min. The data were collected using Xcalibur v2.2 software (Thermo Fisher Scientific, San Jose, CA. RRID:SCR_014593). More details can be found in previous reports52.

Data analysis and statistics and compound annotation. The data analysis was performed as previously reported35. Features were selected based on their coefficient of variation (CV) with the SQC samples, which were injected after every 8 study samples; features with CV over 30% were eliminated. Features were also positively selected according to the inverse correlation of the dilution fold and the peak intensity to the dQC samples, as well as their CV with 3 injections of the same dQC samples. The metabolomics data in negative ion mode by LC-FTMS and positive ion mode by UHPLC-QTOF/MS were processed using the Xcalibur software (version 2.2, Thermo Fisher Scientific) and MassLynx software (version 4.1, Waters) respectively. RAW files were loaded into the Progenesis QI software (Nonlinear Dynamics, Newcastle, UK), aligned using automatic alignment and the samples were grouped according to experimental conditions (CA1 or CA3 - Time point of collection). Data normalization was performed according to sample weight and each feature was represented by unit per microgram of brain tissue prior to statistical analysis.

Statistical analysis. First, using the statistical analysis feature of the MetaboAnalyst software v4.056, ANOVA testing with Fisher's post hoc analysis plus false discovery rate (FDR) analysis were performed on the datasets obtained from CA1 and CA3 across different time points (each area tested separately). Features with more than 50% missing values were excluded from the statistical analysis (when a given feature was absent (i.e. not detected) from 50% or more of the samples in one group this feature was excluded from downstream analysis). Significant features were considered to have p < 0.05 on ANOVA and FDR (q) < 0.05. For time point comparison between CA1 and CA3, Student’s t test was performed. Features with p < 0.05 plus fold change of >2 were considered significant. Next, the significant features were imported into SPSS v.20 (IBM corp.) and multivariate analysis with ANOVA and Fisher’s post hoc plus Levene test (test for homogeneity of variance) was conducted and metabolites with a value of > 0.05 on Levene test were excluded from further downstream analysis and only features that scored <0.05 on Levene test were identified and analyzed. For time point comparison between CA1 and CA3, student’s t-test was conducted using MetaboAnalyst software, and metabolites with p < 0.05 and fold change ≥2 were considered significant.

Principal component analysis (PCA) and power analysis. Principle component analysis was performed using the Progenesis QI software and Ezinfo software (version 3.0.3, Waters). Power analysis was performed using the power analysis function of the MetaboAnalyst software56 using the whole dataset as an input.
Using our dataset of feature as an input for power analysis yielded an unrealistic estimate of more than 200 samples per time point in order to achieve a power of ≥0.8 (data not shown). Since this number is logistically implausible, plus given our aim of conducting an explorative untargeted assay, we evaluated the results of principle component analysis to show whether significant and robust differences exist in our data or not.

**Extracted features and identified compounds.** Features that were found to be significant with statistical analysis were manually annotated using the Progenesis QI database using their MS/MS peak data and fragmented features without MS/MS peak data or features that could not be assigned an annotation were excluded from further downstream analysis. Features were assigned one or more annotations based on their scores and similarities. Features with more than one annotation were assigned a single annotation in downstream analysis if all annotations belonged to the same class or pathway, or all the annotations were used in enrichment analysis if less than three annotations were assigned and belonging to different classes. No feature was assigned more than three annotations. The annotated features were further confirmed using chemical standards or other databases as the Jmorp database (https://jmorp.megabank.tohoku.ac.jp/201808), Human Metabolome Database (http://www.hmdb.ca, RRID:SCR_007712), PubChem database (https://pubchem.ncbi.nlm.nih.gov, RRID:SCR_004284) and Chemsider (http://www.chemspider.com, RRID:SCR_006360) when chemical standards were not available.

**Pathway and enrichment analysis.** We used the pathway analysis and topology functions of MetaboAnalyst software to analyze which pathways were enriched in each hippocampal sub-region. Significant pathways were analyzed for their enriched metabolites in both CA1 and CA3 sub-regions. These metabolites were compared using Student’s T test at each time point to show significant differences in enrichment in both hippocampal regions. Metabolites with p < 0.05 and fold change ≥2 were considered significant.

**Data availability**
Raw unprocessed data were deposited at Metabolites (https://www.ebi.ac.uk/metabolights/index) study identifier: MTBLS1580. Additional information on the data can be requested from the corresponding authors.
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