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ABSTRACT
For an image with multiple scene texts, different people may be interested in different text information. Current text-aware image captioning models are not able to generate distinctive captions according to various information needs. To explore how to generate personalized text-aware captions, we define a new challenging task, namely Question-controlled Text-aware Image Captioning (Qc-TextCap). With questions as control signals, this task requires models to understand questions, find related scene texts and describe them together with objects fluently in human language. Based on two existing text-aware captioning datasets, we automatically construct two datasets, ControlTextCaps and ControlVizWiz to support the task. We propose a novel Geometry and Question Aware Model (GQAM). GQAM first applies a Geometry-informed Visual Encoder to fuse region-level object features and region-level scene text features with considering spatial relationships. Then, we design a Question-guided Encoder to select the most relevant visual features for each question. Finally, GQAM generates a personalized text-aware caption with a Multimodal Decoder. Our model achieves better captioning performance and question answering ability than carefully designed baselines on both two datasets. With questions as control signals, our model generates more informative and diverse captions than the state-of-the-art text-aware captioning model. Our code and datasets are publicly available at https://github.com/HAWLYQ/Qc-TextCap.
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1 INTRODUCTION
Texts are omnipresent and convey valuable information of the visual environment, such as the title of a book, the time shown on a clock and the words on a road sign. With the goal of describing the visual world to visually impaired people, it is essential to comprehend such scene texts beyond pure visual recognition [2, 10, 14, 18, 23, 28, 32]. Therefore, more recent works are focusing on the text-aware image captioning task [24, 29, 31, 33, 35], which aims to describe an image in natural sentences covering scene text information in the image.

However, when an image consists of rich scene text information as shown in Figure 1, it can be tedious and often not necessary to describe all of the texts in the image. According to a user study in [19], visually impaired people prefer to know their surrounding environment i.e. images in a progressive manner. For example in Figure 1, an image captioning system is more preferable to firstly tell the visually impaired users an overview description of the image i.e. “a book”, and then let the user interact with the system to obtain more specific details about their interested scene texts, such as “who wrote the book?” or “what is the title of the book”. In this way, the visually impaired users can obtain more personalized text-aware captions according to their interests.

To satisfy such user needs, in this work, we propose a novel task called Question-controlled Text-aware Image Captioning (Qc-TextCap), where users can ask scene text related questions based on an initial coarse-grained image description to obtain a more informative text-aware image description for the questions. Compared to the Text Visual Question Answering (TextVQA) task [4, 13, 15, 25] which only contains a single question and a single word answer without initial caption, our Qc-TextCap task demands higher multimodal comprehension abilities. For example, the user can simultaneously ask multiple questions and the model should organize all scene text answers associated with their corresponding visual objects in a fluent sentence description as shown in Figure 1. Compared to previous endeavors in controllable image captioning such as providing object tokens [34], image regions [6], and abstract scene graphs [5] to generate different captions, using questions as the control signal is a more convenient and natural interaction interface for the visually impaired people. Whereas previous control signals require users to specify which visual objects or regions he/she wants to know.

As existing image caption datasets and VQA datasets do not directly support the Qc-TextCap task, we propose an automatic approach to construct data in the form of quadruples, <image, initial simple caption, control questions, text-aware captions>, from existing text-aware caption datasets i.e. TextCaps [24] and VizWiz-Captions [11]. Specifically, given annotated text-aware captions
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for images in existing datasets, we use automatic approaches to generate an initial caption and questions related to scene texts in the image. Based on the Qc-TextCap dataset, we further propose a Geometry and Question Aware Model (GQAM) for the Question-controlled Image Captioning task. The GQAM consists of three key modules, namely a Geometry-informed Visual Encoder that fuses object region features with scene text region features considering their spatial relationship; a Question-guided Encoder that attends to corresponding relevant visual features to encode word-level question information; and a Multimodal Decoder that takes the visual region features, question features and initial caption features as input to generate a text-aware caption. Experimental results on two datasets demonstrate that our model is able to effectively generate text-aware captions to answer different questions.

The main contributions of our work are as follows:

- We propose a novel challenging task, namely Question-controlled Text-aware Image Captioning (Qc-TextCap), towards generating informative and personalized image captions to benefit visually-impaired users.
- We develop an automatic system to construct two appropriate datasets for the Qc-TextCap task based on existing text-aware image captioning datasets.
- We propose a novel captioning model GQAM that progressively encodes relevant multimodal features with Geometry-informed Visual Encoder and Question-guided Encoder and generates informative captions via a Multimodal Decoder.
- GQAM outperforms carefully designed baselines in Qc-TextCap and generates more informative and diverse captions than the text-aware captioning model.

2 RELATED WORK

General Image Captioning. Lots of neural network based models [2, 10, 12, 14, 18, 23, 28, 32] have been proposed for general image captioning. AoANet [14] achieves state-of-the-art performance with an attention on attention mechanism. Fishch et al. [10] propose to use question answering accuracy as reward during training to increase the amount of information in generated captions. During inference, their method still simply generates a single caption without questions as control signals. These methods are able to enumerate major objects and describe their relationships but fail to provide detailed text information in the image.

Text-aware Image Captioning. Text-aware Image Captioning aims to comprehend text information in an image and relate it to visual objects. TextCaps [24] and VizWiz-Captions [11] are two available datasets. Images of TextCaps come from Open Images V3 dataset and are all verified to contain scene texts. Images in VizWiz-Captions are taken by the blind and around 63% images include scene texts. Images taken by the blind may have quality issues, such as overexposure, but can better represent the real use case for visually-impaired people. Based on these two datasets, there have been some models [29, 31, 33, 35] proposed to improve the quality of text-aware captions. Wang et al. [29] propose to encode intrinsic spatial relationship between OCR tokens to generate more complete scene text information. Zhu et al. [35] propose a simple strong baseline which consists of multiple attention blocks. Wang et al. [31] introduce confidence embedding of OCR tokens to help select the most noteworthy scene texts. Yang et al. [33] design text-aware pre-training tasks to enhance the model ability in reading and understanding scene texts. These works contribute to generating a better text-aware caption for each image but have not explored how to generate personalized captions.

Text Visual Question Answering. Models for TextVQA [4, 13, 15, 25] are designed to find correct scene texts from images to answer questions. There are two major differences between TextVQA task and Qc-TextCap task. First, Qc-TextCap requires models to process multiple questions simultaneously. Second, models for Qc-TextCap should be able to organize multiple scene text answers and relevant objects for a fluent description.

Controllable Image Captioning. Controllable Image Captioning task aims to generate captions in different styles or capturing different contents in the image [5, 6, 34]. Zheng et al. [34] propose to describe an image with a guiding object as the initial token. Cornia et al. [6] use image regions as control signals to produce multiple captions for a given image. Chen et al. [5] further design abstract scene graphs to represent user intention in fine-grained level. Concrete control signals used in these works can clearly guide model which part of an image to describe. However, only when users are able to see the image can they give such kinds of signals, which is unrealistic for the blind. In this paper, we first propose to use human language as the control signal, which is abstract but more suitable for visually-impaired people to interact with the machine.

3 QC-TEXTCAP DATASET

The Question-controlled Text-aware Image Captioning (Qc-TextCap) task simulates realistic scenario to generate personalized captions for visually impaired people. An automatic image captioning system firstly generates a general caption \( C^{\text{ini}} \) about an image \( I \) for the user, which describes major objects in the image but contains no scene text information. Then the user can ask scene text related questions \( Q \) to obtain more specific information. The system aims to re-generate a new text-aware caption \( Y \) to answer questions \( Q \). However, existing text-aware image captioning datasets (i.e. TextCaps [24] and VizWiz-Captions [11]) only contain \(<I, Y>\) pairs, which do not support such interactive control of caption generation. Therefore, in this section, we present an automatic approach to build \(<I, C^{\text{ini}}, Q, Y>\) data samples based on available \(<I, Y>\) annotations for the Qc-TextCap task.

3.1 Automatic Dataset Construction

Figure 2 illustrates the pipeline of our automatic dataset construction approach, consisting of Initial Caption Generation and Question Generation steps. The Initial Caption Generation step generates initial general captions about the image, which only contain visual object information without any scene texts. The Question Generation step is to produce questions about scene texts in the image.

1) Initial Caption Generation. The initial captions should only express essential image contents such as major visual objects without tedious details, especially scene texts in the image. Though it is possible to generate initial captions via directly applying an image captioning model pre-trained on general captioning datasets such as MSCOCO [17], it is not optimal for our task due to domain differences. Images in MSCOCO datasets are web images carefully taken
by photographers, while we focus on images containing scene texts which may even be taken by the blind. Besides, the initial captions would be better to mention scene text relevant objects for the task. Hence, we first extract in-domain pseudo initial captions \(\hat{C}_{\text{ini}}\) based on \(I\) and \(Y\), and use them to train an image captioning model to generate initial caption \(C_{\text{ini}}\) automatically.

Specifically, we apply two steps to obtain \(\hat{C}_{\text{ini}}\): detecting scene texts in \(Y\) and then removing the detected scene texts. Firstly, we detect which words in the text-aware caption \(Y\) are scene text words. We perform Optical Character Recognition (OCR) on images via Microsoft Azure Read API\(^1\) and compare the OCR results with words in the caption. As automatic OCR results are not perfect especially for low-quality images taken by the blind, we further perform a series of Natural Language Processing (NLP) procedures to improve the scene text detection in caption. If a phrase is recognized as a Named Entity (e.g. a person name or a company name), it is considered as a scene text even though it does not match any OCR results. After detecting scene texts in \(Y\), we need to remove them without hurting the fluency of the sentence. Naively deleting the words is prone to make grammatical errors. Therefore, we use the syntactic dependency parser Spacy\(^2\) to construct a dependency tree and prune the branches containing the scene texts. We present an example to illustrate this process in the supplementary material. In this way, we can obtain pseudo initial captions \(\hat{C}_{\text{ini}}\).

Then we train an automatic image captioning model given \(I\) and \(\hat{C}_{\text{ini}}\) pairs on the training set. Specifically, we use the state-of-the-art AoANet [14] model. The in-domain training enables AoANet model to generate \(C_{\text{ini}}\) that mentions major objects in the image. Besides, the similarity between \(C_{\text{ini}}\) and \(Y\) is much lower than \(\hat{C}_{\text{ini}}\).

\(^1\)https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/overview-ocr
\(^2\)https://spacy.io/

Figure 2: The process of automatic dataset construction for Question-controlled Text-aware Captioning.

Figure 3: Question type distribution in the ControlTextCaps and ControlVizWiz datasets.

Figure 4: Top 10 objects in the questions of ‘name’ type.

which is better to simulate real applications where the initial caption may not be perfect. More details about the training of AoANet are provided in our supplementary material.

2) Question Generation. The goal is to generate scene text related questions as control signals. We first use T5 model [21] trained on SQuADv1 [22] dataset to generate multiple questions and answers given the target caption \(\hat{Y}\). As some QA pairs are not relevant to scene texts, we filter out such QA pairs by checking whether the answers can be found in OCR results. Besides, questions about one scene text may contain scene text answers of other questions or extra object descriptions not in initial captions, which leak groundtruth information to the model and should be avoided. Therefore, we further apply several question cleaning steps to remove such extra leaking information. As shown in Figure 2, for the initial caption ‘a yellow sign’, a question ‘what does the sign above the entrance to a store say on it’ is transferred into ‘what does the sign say on it’. More details about question filtering and question cleaning can be found in the supplementary material.

3.2 Dataset Analysis

We automatically construct two Qc-TextCap datasets based on TextCaps [24] and VizWiz-Caption [11], namely ControlTextCaps and ControlVizWiz. Each example is a tuple of an image \(I\), a target text-aware caption \(\hat{Y}\), an automatic initial caption \(C_{\text{ini}}\), a pseudo initial caption \(\hat{C}_{\text{ini}}\), and several questions \(Q\) towards scene texts in \(Y\). The statistics of these two datasets are presented in Table 1. Each image in raw datasets is annotated with multiple text-aware captions, so an image may appear in multiple tuples in our Qc-TextCaps datasets.

**Initial Caption Quality.** In terms of sequence length, the text-aware caption \(Y\) is around 71% longer than \(\hat{C}_{\text{ini}}\) and 120% longer than \(C_{\text{ini}}\). To better quantify the quality of the pseudo initial caption
As shown in Table 1, \( \tilde{C}^{ini} \) achieves very high CIDEr scores, which indicates that pseudo initial captions are very similar to target captions. Using them as initial captions might not be good for developing the model ability in enriching object description. The automatic initial caption has much lower CIDEr scores compared to the pseudo initial caption, but achieves acceptable performance in object precision. Therefore, the automatic initial caption is more suitable to be used as the initial caption that describes major objects but gives little hint about target text-aware caption.

**Question Quality.** We ask humans to evaluate the quality of automatically generated questions. For each question, we ask a human evaluator to classify it as ‘No error’, ‘Grammar error’ or ‘Semantic error’. ‘Grammar error’ means the question is indeed asked for scene texts in the corresponding caption but contains some grammar errors. ‘Semantic error’ means the question is irrelevant with the scene text information about the region containing ‘name’ information is certainly included in the region of the ‘book’ object. Besides, encoding the relative position between object regions and scene text regions is also beneficial for describing the scene text information about the object regions.

**4 QC-TEXTCAP MODEL**

In this section, we introduce the Geometry and Question Aware Model (GQAM) for the QC-TextCap task. As illustrated in Figure 5, GQAM consists of three modules, namely Geometry-informed Visual Encoder, Question-guided Encoder and Multimodal Decoder. The Geometry-informed Visual Encoder fuses object region features and scene text region features with relative geometry information. Question-guided Encoder dynamically selects relevant visual features to encode questions. The Multimodal Decoder takes inputs of visual, question and initial caption features to sequentially generate a text-aware caption for the question.

Given input \( I, C^{ini}, Q \), we use bottom-up-attention model to detect object bounding boxes \( B_{obj} = [b_{obj}^1, ..., b_{obj}^N] \) and Microsoft Azure Read API to detect scene text bounding boxes \( \tilde{B}^{ocr} = [\tilde{b}_{ocr}^1, ..., \tilde{b}_{ocr}^N] \). Then we extract both object region features \( V_{obj} = [v_{obj}^1, ..., v_{obj}^N] \) and scene text region features \( V_{ocr} = [v_{ocr}^1, ..., v_{ocr}^N] \) by bottom-up-attention model. For the initial caption \( C^{ini} \) and questions \( Q \), we extract token-level embeddings \( T^{ini} = [t^{ini}_1, t^{ini}_2, ..., t^{ini}_N] \) and \( T^{que} = [t^{que}_1, t^{que}_2, ..., t^{que}_N] \) (multiple questions in \( Q \)) and concatenate to one token sequence) with a trainable three-layer transformer, which is initialized from the first 3 layers of Bertbase [9].

### 4.1 Geometry-informed Visual Encoder

Spatial relation between object regions and scene text regions is critical for accurately describing the scene text information about an object. For example, for a question ‘what is the title of the book’, the region containing ‘title’ information is certainly included in the region of the ‘book’ object. Besides, encoding the relative position between object regions is also beneficial for describing the object relationships in captions. Furthermore, due to typesetting, long phrases in images are usually separated into multiple rows or columns. By utilizing the spatial relation between scene text regions, visual features of one phrase can be encoded together. Therefore, we apply a module to jointly encode object region features and scene text region features \( V = [V_{obj}, V_{ocr}] \) with the help of geometry information \( B = [B_{obj}, B_{ocr}] \), namely Geometry Informed Visual Encoder.

The visual encoder is based on multi-head attention [26]. We propose a geometry self-attention mechanism to influence the visual self-attention distribution among both object regions and scene text regions. The geometry informed self-attention is calculated as
To satisfy multiple information needs in one caption, we propose visual object features and scene text features considering their geometry relationships. Question-guided Encoder dynamically selects relevant visual features to questions. Multimodal Decoder takes multimodal features to generate a text-aware caption.

Figure 5: The overall architecture of Geometry and Question Aware Model (GQAM). Geometry-informed Visual Encoder fuses visual object features and scene text features considering their geometry relationships. Question-guided Encoder dynamically selects relevant visual features for each question at word level before generating text-aware captions.

With the geometry informed visual features $\hat{V} = [\hat{v}_1, ..., \hat{v}_N]$ as the key and value, the question token embeddings $T^{quee}_i = [T^{quee}_1 i, T^{quee}_2 i, ..., T^{quee}_N i]$ as the query, the question-guided attention is calculated as:

$$s^q_{ij} = q^{quee}_i W^q_1 (\hat{v}_j W^q_0) W^{\text{V}}_i,$$  

$$\beta_i = \text{Softmax}([s^q_{1i} W^q_1, ..., s^q_{Ni} W^q_1]),$$  

$$t^i_q = \beta_i \hat{V},$$

where $W^q_0, W^q_1$ are learned projection matrices, $\hat{v}_j$ is the geometry informed visual feature, $\beta_i$ means the visual attention weight for the $i^{th}$ token of the question, $t^i_q$ is the attended visual feature.

To generate a caption that accurately answers a question, key words in questions can always help the decoder describe the relationship between scene texts and objects. For example, for a question ‘who wrote the book’, object word ‘book’ and author name can be fluently connected with a phrase ‘written by’, which can be easily inferred from the keyword ‘wrote’ in the question. So, besides relevant visual features, we retain the token-level text features of questions and combine them with sum operation:

$$T^{deque}_i = t^i_q W^q_T + i^{deque}_T W^q_T,$$

where $W^q_T$ are learned projection matrices, $t^i_q$ is the multimodal feature for the $i^{th}$ token of the question.

4.3 Multimodal Decoder

Multimodal Decoder generates a text-aware caption step by step. At each time step $t$, Multimodal Decoder first fuses multimodal features with multiple transformer layers. The $i^{th}$ transformer layer takes output of the last layer, $[i_{t-1}, i_{t-1}, i_{t-1}, i_{t-1}, i_{t-1}, i_{t-1}, i_{t-1}]$, as input, where $i_{t-1}$, $i_{t-1}$, $i_{t-1}$, $i_{t-1}$, $i_{t-1}$, $i_{t-1}$, $i_{t-1}$ are visual features output by the Geometry-informed Visual Encoder. $T^{deque}_{0i}$ are token-level question features encoded by the Question-guided Encoder. $T^{ini}_{0i}$ are token-level features of the initial caption.
Table 2: Comparison of different models on the ControlTextCaps and ControlVizwiz datasets. ‘Question’ denotes whether the model takes questions as input.

| Dataset       | Model          | Question | BLEU1 | BLEU2 | BLEU3 | BLEU4 | METEOR | ROUGE-L | CIDEr | SPICE | AnsRecall |
|---------------|----------------|----------|-------|-------|-------|-------|--------|---------|-------|-------|------------|
| ControlTextcaps | M4C-Captioner | ✗        | 34.68 | 21.08 | 13.53 | 8.98  | 15.53  | 32.05   | 102.41 | -     | 28.58      |
|               | ControlM4CC    | ✓        | 52.86 | 40.00 | 30.75 | 23.81 | 25.76  | 48.48   | 215.45 | 37.00 | 46.56      |
|               | GQAM w/o GE    | ✗        | 53.99 | 41.23 | 32.12 | 25.24 | 26.39  | 49.91   | 229.55 | 38.30 | 47.14      |
|               | GQAM           | ✓        | 54.24 | 41.55 | 32.50 | 25.66 | 26.52  | 50.07   | 231.74 | 38.44 | 50.92      |
| ControlVizwiz  | M4C-Captioner  | ✗        | 56.88 | 29.78 | 14.06 | 8.90  | 14.06  | 34.12   | 91.08  | -     | 17.24      |
|               | ControlM4CC    | ✓        | 56.97 | 38.70 | 30.03 | 23.32 | 24.61  | 49.57   | 195.94 | 33.38 | 33.24      |
|               | GQAM w/o GE    | ✗        | 53.00 | 40.67 | 31.90 | 25.03 | 25.25  | 50.55   | 210.60 | 34.58 | 33.39      |
|               | GQAM           | ✓        | 51.61 | 39.62 | 31.06 | 24.33 | 24.82  | 49.73   | 201.35 | 33.81 | 47.14      |

initial caption. \(y_t^{\text{dec}}\) are embeddings of a fixed-length list storing tokens decoded in previous times steps. With the features output by the final layer of transformers, a pointer network and a fully-connected layer are used to decode the \(t^{th}\) token as follows:

\[
y_t^{\text{dec}} = \text{FC}(z_{t-1}^{\text{dec}}),
\]

\[
y_t^{\text{ocr}} = \text{FC}(z_t^{\text{ocr}}),
\]

\[
y_t^{\text{ocr}} = \{W_t^{\text{ocr}} y_t^{\text{ocr}}, W_t^{\text{ocr}} y_t^{\text{ocr}}, \ldots, W_t^{\text{ocr}} y_t^{\text{ocr}}\},
\]

\[
y_t = \text{Sigmoid}(y_t^{\text{ocr}}) \left( W_t^{\text{ocr}} y_t^{\text{ocr}} \right)
\]

where \(z_{t-1}^{\text{dec}}\) is the final-layer output of the \((t-1)^{th}\) token in previous decoded token list. \(z_t^{\text{ocr}}\) is the final-layer output of the \(k^{th}\) scene text region. \(W_t^{\text{dec}}, W_t^{\text{ocr}}, b_t^{\text{dec}}, b_t^{\text{ocr}}\) are trainable parameters. \(y_t^{\text{dec}}\) is the predicted score distributed on the fixed vocabulary. \(y_t^{\text{ocr}}\) is the predicted score distributed on the ocr vocabulary made up by scene texts detected from the image. \(y_t\) is the final score distributed on the joint vocabulary.

4.4 Training

Training Objective. During training, we apply the cross-entropy loss for the text-aware caption generation:

\[
\text{Loss} = - \sum_{t=1}^{l} y_t \log(y_t),
\]

where \(y_t\) is the ground-truth of the \(t^{th}\) token in the target caption \(Y\). For a target token appearing in both fixed vocabulary and ocr vocabulary or matching multiple scene text tokens, we randomly sample a possible distribution during training.

Training Strategy. Given different initial captions as input during training, the model may learn different kinds of abilities. When trained with an initial caption only containing major object words (e.g. automatic initial caption \(c_{\text{ini}}\)) as input, the model should not only improve the image object description (namely description ability) but also add accurate scene text information (namely answering ability) to reduce the generation loss. When trained with a caption similar with ground-truth caption but only lacking scene texts (e.g. pseudo initial caption \(c_{\text{ini}}\)), the model could focus more on the answering ability. Thus, we further explore the influence of different training strategies to these two abilities. The ‘pseudo’ or ‘auto’ means only using pseudo initial caption \(c_{\text{ini}}\) or automatic initial caption \(c_{\text{ini}}\) as initial captions during training, ‘rand(auto, pseudo)’ means randomly choose one of them as the initial caption for each instance during training. Note during inference, we only use automatic initial caption \(c_{\text{ini}}\) as initial captions because in the real use cases, initial captions are not always in high quality.

5 EXPERIMENTS

In this section, we carry out extensive experiments to evaluate the proposed model on the two constructed Qc-TextCap datasets.

5.1 Experimental setup

Baselines. 1) Non-controllable baseline: M4C-Captioner [24], which is the state-of-the-art text-aware image captioning model. It fuses object features and scene text features with multi-layer transformers and decodes a caption with a fully connected layer and pointer network. 2) Controllable baseline: ControlM4CC, which extends the M4C-Captioner into a question-controlled captioning model. It has identical architecture with M4C-Captioner, but concatenates initial caption features and question features with object features and scene text features as input. 3) Controllable variant of GQAM: GQAM w/o GE, which drops the Geometry-informed Visual Encoder in GQAM to evaluate contributions from different components in the final GQAM model.

Evaluation Metrics. We use the common captioning evaluation metrics BLEU [20], METEOR [7], ROUGE-L [16], CIDEr [27] and SPICE [1] to measure the overall quality of generated captions. Among these metrics, CIDEr is most suitable for text-aware captioning because it puts more importance on rarer words, especially scene texts. To specifically evaluate the question answering ability of question-controlled models, we further calculate the recall of answer tokens as AnsRecall.

Implementation Details. On both datasets, we set the max length of the initial caption and the concatenated question as 20. The max length of generated text-aware caption is set to 30. We extract 100 object bounding boxes and at most 50 scene text bounding boxes for each image. During training, we set batch size as 50 for both datasets. Training steps are set as 10,000 and 16,000 for ControlVizWiz and ControlTextCaps, respectively. During inference, we utilize greedy search to decode captions if not specified.

5.2 Qc-TextCap Performance Evaluation

We first conduct ablation studies of different models on captioning performance for the Qc-TextCap task.

Comparison of non-controllable and controllable models. We train all models with the ‘auto’ training strategy to fairly compare different text-aware captioning models. As M4C-Captioner is a non-controllable baseline without taking the question as input,
we do not calculate the AnsRecall metric of the model. As shown in Table 2, with questions as guidance, question-controlled models achieve much better captioning performance than M4C-Captioner. Among question-controlled models, our model GQAM outperforms ControlM4CC in both caption generation and question answering, which demonstrates the effectiveness of the overall architecture. In both datasets, compared with ControlM4CC, GQAM w/o GE achieves significant improvement, especially on CIDEr scores (+14.1/+13.8). This shows that Question-guided Encoder helps locate relevant scene text regions and is critical for describing the relationship between scene texts and objects during generation. GQAM achieves better AnsRecall scores than ControlM4CC w/o GE on both datasets, which shows Geometry-informed Visual Encoder indeed helps generate more scene texts by fusing visual region features that are spatially related. As for captioning performance, GQAM outperforms QAM w/o GE on ControlTextCaps but underperforms GQAM w/o GE on ControlVizWiz. This is because that bounding boxes on ControlVizWiz are obviously worse than ControlTextCaps due to the image quality issues. Geometry information of bounding boxes plays a crucial role in Geometry-informed Visual Encoder, so inaccurate bounding boxes can introduce noise into visual features and result in generating some irrelevant scene texts. For simplicity, we use GQAM to refer to GQAM w/o GE in the following experiments on ControlVizWiz dataset.

**Comparison of different training strategies.** Based on the best performed model on each dataset, we further explore the influence of ‘auto’, ‘pseudo’ and ‘rand(auto, pseudo)’ training strategies. Table 3 presents the comparison results. We find that on test sets of both ControlTextCaps and ControlVizWiz, models with ‘pseudo’ training strategy achieve similar question answering performance to the ones with ‘auto’ training strategy, but achieve much worse captioning performance. This proves that only using pseudo initial captions is not good for the description ability of models. Besides, compared with the ‘auto’ training strategy, the ‘rand(auto, pseudo)’ training strategy could further improve both captioning scores and question answering scores on both datasets. This shows that making the model only focus on adding scene text information in part of training steps could strength the answering ability.

We provide a more detailed ablation study about the contribution of each modality in our supplementary material.

### 5.3 Diversity Evaluation

Our model is able to generate diverse personalized captions for an image given different questions. To measure the diversity of these captions, we choose widely used Div-n [3, 5, 8] and SelfCIDEr [30] as diversity metrics. Div-n is the ratio of distinct n-gram to the total number of words in the multiple captions for an image. SelfCIDEr is calculated by applying latent semantic analysis on a CIDEr score matrix, which is computed among a set of captions for each image. For each image, GQAM generates multiple captions with different questions from a relevant question set. For the text-aware image captioning model M4C-Captioner, we apply beam decoding to get the same number of different captions. As shown in Table 4, our GQAM significantly outperforms M4C-Captioner on all diversity metrics on both datasets. This indicates that our question control signals indeed guide the model to focus on different image regions and generate personalized captions.

### 5.4 Qualitative Evaluation

To verify question control signals’ contribution in generating more informative captions, we ask 6 human evaluators to evaluate the scene text information and the overall quality of the text-aware caption. For each image, given a caption generated by M4C-Captioner and a caption generated by GQAM, human evaluators are asked to choose which one conveys more scene text information that is accurately described with the object; 2) which one has better overall quality. As shown in Table 5, our question-controlled model GQAM accurately describes more scene texts than M4C-Captioner. Besides, GQAM also performs better in overall quality. This indicates that
besides conveying more scene text information, GQAM is also good at organizing them together in natural language.

We show some examples from test sets in Figure 6. First, general captioning model M4C-Captioner cannot make full use of multiple scene text information in an image. But with multiple questions as control signals, question-controlled text-aware models are guided to focus on multiple scene text regions. For example, as shown in Figure 6(a), M4C-Captioner only describes the book title without the author name. For question-controlled models, either ControlM4CC or our GQAM successfully outputs these two parts of information given target questions. Second, with different questions as control signals, question-controlled models could pay attention to different scene text regions and generate personalized captions. As shown in Figure 6(c), when asked about the date on a phone, GQAM focuses on the ‘sunday august 12 2012’ region, and when asked about the installed application, it describes app names with other scene texts. Third, our model GQAM could find relevant scene text regions better than ControlM4CC. In the example presented in Figure 6(b), given questions about the brand and the content of a bottle, ControlM4CC only describes the brand but GQAM answers both two questions in one caption with the help of the Question-guided Encoder. Further, we find that without background knowledge, GQAM may misunderstand some scene text information. As shown in Figure 6(c), when asked about the application name on a phone, GQAM focuses on two scene text regions: ‘feeding’ and ‘sleeping’. These two regions are very similar with applications in shape but are actually two functions of an application according to the text information and background knowledge. More qualitative examples can be found in our supplementary material.

6 CONCLUSION

To generate personalized text-aware captions for visually impaired people, we propose a new challenging task named Question-controlled Text-aware Image Captioning (Qc-TextCap). We use questions about scene texts to control text-aware caption generation due to its convenience in interaction. The Qc-TextCap task requires models to comprehend questions, find relevant scene text regions and incorporate answers with an initial caption to produce a final text-aware caption. To support this task, we automatically construct datasets ControlTextCaps and ControlVizWiz based on existing text-aware captioning datasets, which will be released publicly. We further propose a Geometry and Question Aware Model (GQAM) to progressively encode relevant visual features and text features. On both datasets, GQAM achieves better performance than carefully designed baselines on both captioning and question answering metrics. We further prove that the model with questions as control signals can generate more informative and diverse captions.
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The sign that says Beacon Lighting on it above the entrance to a store.

Figure 7: Removing scene texts in a text-aware caption with Syntactic Dependency Parsing.

A ADDITIONAL DATASET CONSTRUCTION DETAILS

A.1 Scene Text Removing

As shown in Figure 7, ‘Beacon Lighting’ are detected scene texts in the text-aware caption. We then perform syntactic dependency parsing to get a dependency tree of the caption. By removing the branch containing scene texts ‘Beacon’ and ‘Lighting’, we get the pseudo initial caption ‘The sign above the entrance to a store’.

A.2 Question Filtering

Questions generated by the pre-trained question generation model are not all about scene texts. For example, for the caption ‘The sign that says Beacon Lighting on it above the entrance to a store’, the model generates a question ‘where is the sign’, which is irrelevant with the scene text information. We drop this kind of question mainly by judging whether their answers could be found in OCR results. Due to the imperfect of OCR system, a phrase of scene texts may be recognized as multiple OCR tokens. So we keep a question if any token in its answer could be found in OCR results. After the question filtering, only text-ware captions with at least one question towards scene texts are included in our question-controlled datasets.

A.3 Question Cleaning

For a text-aware caption containing multiple scene texts, a question asked for one scene text may contain scene text answers of other questions. For example, for a text-aware caption ‘A book by Mark Hillary titled CEO sits on top of a box’, a generated question ‘what is the title of the book by Mark Hillary’ contains the answer of another question ‘who wrote the book’. Using this kind of questions will leak answers for other questions to the model, so we further remove scene text information in this kind of questions with the simplifying rules introduced in Initial Caption Generation.

Besides redundant scene texts, questions generated by the model also contain some extra description information. For a target caption ‘the sign that says Beacon Lighting on it above the entrance’, the question ‘what does the sign above the entrance say on it’ provides extra description information ‘above the entrance’ that is not in the initial caption ‘yellow sign’. To remove extra description information, we design a template conversion step and backbone extraction step. At template conversion step, We first collect clean questions of high frequency for popular objects, namely template questions, such as ‘what is the title of the book’ and ‘what is the author of the book’ for object ‘book’. Then we align raw questions to template questions by keywords. For example, if ‘what book’ appears in a raw question, we convert the question to ‘what is the title of the book’. For questions that are not cleaned by template conversion, we apply a backbone extraction step to remove modifiers by Syntactic Dependency Parsing.

A.4 Training of AoANet

To generate appropriate initial captions, we train an in-domain general captioning model AoANet given image I and pseudo initial caption Cin ini pairs. For all captions in raw text-aware captioning datasets (TextCaps/VizWiz-Caption), we produce pseudo initial captions but only part of them are included in our Qc-TextCap datasets due to the question filter, as shown in Table 6. Only using training data of Qc-TextCap dataset (ControlTextCaps/ControlVizWiz) to train an AoANet model will cause an obvious gap in captioning performance between training split and test split. To alleviate the gap problem, we train the AoANet with all image and pseudo initial caption pairs in TextCaps/VizWiz-Caption training split as training data. As shown in Table 7, on both datasets, AoANet trained with extra data achieves worse captioning performance on train splits of Qc-TextCap datasets but better captioning performance on test splits. Especially, AoANet trained with extra data achieves comparable object precision with the one trained with ControlTextCaps or ControlVizWiz on the training split and better object precision on the test split.

A.5 Ablation Study

We perform a more detailed ablation study to show the importance of each modality for Qc-TextCap task. As shown in Table 8, all modalities of input are necessary for GQAM. First and foremost, as the control signal, the question contributes most to the captioning performance. Second, by comparing GQAM w/o ini with GQAM trained by ‘rand(auto, pseudo)’ strategy, we find the initial captions is also important in Qc-TextCap task. Finally, to select scene text more accurately, it’s necessary to integrate scene text region features with other features.

C ADDITIONAL QUALITATIVE EXAMPLES

We present more qualitative examples in Figure 8. As shown in Figure 8(a) and Figure 8(b), our GQAM express more scene text information than M4C-Captioner with multiple questions as control signals. Examples in Figure 8(c) and 8(e) show that, with different questions, question-controlled models ControlM4CC and
Table 7: Image captioning performance of AoANet models trained on different training data. \( p_{\text{obj}}^{\text{(ini)}} \) means the object precision of generated initial captions. These metrics are all computed at image level. ‘Split’ refers to the train or test split in ControlTextCaps (ControlVizWiz).

| Dataset           | Train Data | Split   | BLEU1 | BLEU2 | BLEU3 | BLEU4 | METEOR | Rouge-L | CIDEr | SPICE | \( p_{\text{obj}}^{\text{(ini)}} \) |
|-------------------|------------|---------|-------|-------|-------|-------|--------|---------|-------|-------|------------------|
| ControlTextcaps   | train      | 34.13   | 28.47 | 23.34 | 19.29 | 17.44 | 42.83  | 72.17   | 51.84 | 17.56 | 94.40            |
|                   | test       | 24.57   | 17.1  | 11.51 | 7.72  | 11.43 | 31.14  | 26.96   | 11.82 | 13.69 | 81.13            |
| Textcaps          | Train      | 35.96   | 28.36 | 21.72 | 16.47 | 16.11 | 39.99  | 51.84   | 17.56 | 94.40 | 96.43            |
|                   | test       | 30.3    | 21.41 | 14.56 | 9.70  | 12.41 | 32.65  | 31.18   | 12.63 | 82.04 | 94.40            |
| ControlVizWiz     | train      | 29.59   | 25.30 | 21.67 | 18.64 | 18.05 | 45.09  | 108.43  | 24.20 | 81.13 | 92.30            |
|                   | test       | 16.57   | 10.67 | 6.84  | 4.54  | 8.64  | 27.14  | 23.58   | 9.19  | 53.64 | 53.64            |
| VizWiz-Caption    | train      | 28.99   | 20.11 | 14.10 | 9.78  | 13.07 | 35.46  | 40.05   | 15.53 | 82.25 | 66.51            |
|                   | test       | 25.70   | 16.90 | 10.93 | 7.05  | 10.66 | 30.00  | 33.26   | 11.16 | 66.51 | 66.51            |

Table 8: Addition Ablation Study. ‘que’, ‘ini’, ‘ocr’ and ‘obj’ refer to the question features \( T_{\text{que}} \), initial caption features \( T_{\text{ini}} \), scene text region features \( V_{\text{ocr}} \) and object region features \( V_{\text{obj}} \) respectively. Note ‘w/o ocr’ means scene text region features \( V_{\text{ocr}} \) is not used to fuse with other features but is still used in the pointer network.

| Dataset       | Model            | Training Strategy | BLEU1 | BLEU2 | BLEU3 | BLEU4 | METEOR | Rouge-L | CIDEr | SPICE |
|---------------|------------------|-------------------|-------|-------|-------|-------|--------|---------|-------|-------|
| ControlTextcaps | GQAM w/o que     | auto              | 37.40 | 23.10 | 14.99 | 9.96  | 16.91  | 33.02   | 109.69| 21.03 |
|               | GQAM w/o ocr     | auto              | 53.25 | 40.53 | 31.55 | 24.79 | 25.72  | 49.10   | 221.20| 37.34 |
|               | GQAM w/o obj     | auto              | 53.95 | 41.30 | 32.23 | 25.38 | 26.38  | 49.72   | 230.11| 38.13 |
|               | GQAM w/o ini     | auto              | 54.60 | 41.80 | 32.55 | 25.59 | 26.74  | 50.42   | 232.66| 38.78 |
|               | GQAM             | auto              | 54.24 | 41.55 | 32.50 | 25.66 | 26.52  | 50.07   | 231.74| 38.44 |
|               | GQAM             | rand(auto, pesudo)| 54.63 | 42.01 | 32.96 | 26.13 | 26.83  | 50.50   | 238.20| 38.69 |
| ControlVizWiz  | GQAM w/o que     | auto              | 36.74 | 22.51 | 14.25 | 9.00  | 15.39  | 34.38   | 93.25 | 18.42 |
|               | GQAM w/o ocr     | auto              | 50.57 | 38.48 | 29.76 | 23.00 | 23.22  | 48.82   | 187.54| 31.99 |
|               | GQAM w/o obj     | auto              | 51.99 | 39.65 | 30.95 | 24.17 | 24.69  | 49.66   | 203.67| 34.32 |
|               | GQAM w/o ini     | auto              | 51.84 | 39.44 | 30.71 | 23.99 | 25.26  | 50.20   | 203.29| 33.99 |
|               | GQAM             | auto              | 53.00 | 40.67 | 31.90 | 25.03 | 25.25  | 50.55   | 210.60| 34.58 |
|               | GQAM             | rand(auto, pesudo)| 54.41 | 42.43 | 33.64 | 26.79 | 25.98  | 51.65   | 223.23| 35.85 |

GQAM generate personalized text-aware captions. In Figure 8(c), compared with ControlM4CC, GQAM concatenates the main title and subtitle scene texts to answer the second question, which indicates Geometry-informed Visual Encoder indeed helps recombine a scene text phrase that is separated due to typesetting. Figure 8(d) shows the contribution of an good initial caption. M4C-Captioner describes one of scene texts but neglects the type of the sign (‘highway sign’), which is important to understand this image. With a good initial caption as input, both ControlM4CC and GQAM retain this key information in their generated captions. Figure 8(f) presents that the question could help model to understand the relationship between objects and scene texts. M4C-Captioner just treats ‘rackspace’ as a word on the sign, but GQAM and ControlM4CC understand that it’s a company which the sign is advertising for.
| Image | Ground A | ControlM4CC | GQAM |
|-------|----------|-------------|------|
| (a)   | a basketball player wearing a white jersey with the number 23 on his jersey | a basketball player wearing the number 23 on it | a basketball player wearing a jersey by monyman on it |
| (b)   | a can of London pride beer sits on a table. | a can of Fuller's London pride beer sits on a table. | a can of Fuller's London pride beer is on a table. |
| (c)   | a book is open to a page that says Comentario written by Guglielmo Blackstone. | a book is open to a page that says comentario on the top. | a book titled Comentario written by Guglielmo Blackstone. |
| (d)   | a highway sign showing Al Khawaneej to the left, Hatta straight ahead, and Dubai Academic City to the right. | a highway sign showing hatta oman is to the right | a highway sign showing al khawaneej and hatta oman |
| (e)   | a player with the number 23 on his jersey. | a basketball player wearing the number 23 on it | a basketball player wearing a jersey with the number 23 on it |
| (f)   | a sign that says 'rackspace' on it | a black sign | a black sign for rackspace displays a large black background |

Figure 8: Qualitative Results of M4C-Captioner, ControlM4CC and GQAM.