ABSTRACT
As some of the objective functions are piecewise, so they are non-differentiable at specific points which have a significant impact on deep network rate and computational time. The non-differentiability issue increases the computational time dramatically. This issue is solved by the reformulation of the absolute value equation (AVE) through a parametrized single smooth equation. However, utilizing a single smoothing function is less effective to produce a better curve at the breaking points. Therefore, this work formulates a new smoothing function of Aggregation Fischer Burmister (AFB) via amalgamating of two popular smoothing functions: Aggregation (AGG) and Fischer-Burmeister (FB). These functions are having the ability of minimum estimation from both sides of the canonical piecewise function (CPF). If an amalgamation of smoothing functions can affect the differentiability of the piecewise objective function, then amalgamating the AGG and FB smoothing functions will produce a smooth secant line slope on both sides with less computational time. To evaluate the proposed technique, we implement a Newton algorithm using MATLAB, with random initial values. A new smoothing function is formulated by firstly converting the piecewise objective function to CPF. Then, we applied it to the Newton algorithm. Finally, to validate the AVE difficulty of the new piecewise function, we perform one run for each initial value, and 30 runs for time evaluation. The experimental analysis verified that the proposed technique outperformed other techniques of AGG and FB individually in terms of the natural logarithm, exponential, and square root. Hence, this novel technique yields promising smooth approximation for AVE with less computational time.
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I. INTRODUCTION
Piecewise functions are widely applied in various areas, such as image processing [1]. These functions are pieced together from a set of connected linear segments causing them to be neither continuous nor differentiable [2]. One of the most well-known piecewise technique is a canonical piecewise linear model [2], [3] which is appropriate for nonlinear modelling. This technique has fewer parameters and also need a lower computational burden. As the nature of this technique is piecewise; thus, its application becomes restricted when the derivative is required [2]–[4].

The conventional neural networks have shown significant performance on various issues over the years [5], [6]. Even though their functions in the recognition scheme were proven applicable, some of these nets like principal component analysis (PCA) and auto-encoder with various hidden layers are still enduring in handling selectivity-invariance dilemma and vanishing gradients issue respectively [6]. Despite becoming the most prevalent supervised learning technique, deep learning technique detaches complex aspects of input by generating multiple levels of representation [7]. Convolutional neural networks (CNNs) employ gradient algorithm, thus the learning of the network has potentially been trapped into the saddle point or local minima. Consequently, this implication effects CNNs performance significantly and thus initiates deep learning innovators in disentangling vanishing gradient and slow convergence learning issues, respectively [8].

As the objective function is considered as an essential component in CNNs, thus, the appropriate objective function should be utilized to avoid the network to be trapped into local minima [8], [9]. Some objective functions in deep CNN are piecewise in nature. Therefore, they are not continuously differentiable that leads to the bad performance of the deep
network. There are several signs such as corners, cusp, vertical tangent line, discontinuity, and other weirdness that show the non-differentiability of functions which can be recognized by viewing its graph.

Many works addressed the non-differentiability issue by reformulating the absolute value equation (AVE) system through a parametrized smooth equation [10]. Among the existing smoothing functions, the Aggregation (AGG) and Fischer-Burmeister (FB) [10], [11] are considered as the most popular smoothing functions. These functions have been capable of estimating the minimum function from both sides to retain the original form of the piecewise objective function [12]. As the AGG and FB functions are utilizing logarithm and square root functions, respectively, they are being able to smooth any corner or breaking points by producing curve [13]. However, smoothing with a single square root and a single log function is less effective due to producing slighter curves [11], [12].

If an amalgamation of smoothing functions can affect the differentiability of the piecewise objective function, then amalgamating the AGG and FB smoothing functions will produce a smooth secant line slope on both sides with less computational time. Therefore, in this study, we aim to propose a new smoothing technique of Aggregation Fischer Burmister (AFB) to improve the non-differentiability issue of the canonical piecewise objective function by amalgamating AGG and FB. The amalgamation of these functions can express the smoothing in terms of natural logarithm [12], exponential [11], [12], and square root [11].

The other part of this paper is divided into five parts. The preliminaries of the essential concept of AVE as well as the impact of smoothing function to the non-differentiable functions are covered in Part II. The methodology is discussed in Part III. Attained results and the discussion are addressed in Part IV. Finally, the paper is concluded in Part V.

II. RELATED WORKS
This section covers the essential perception of AVE and the impact of a single smoothing technique to solve the non-differentiability issue. In continuation of a pilot study by [14], many researchers studied the absolute value equation comprehensively [15], [16]. The standard form of AVE is as follow:

$$Mx - |x| = n$$

where $M \in \mathbb{R}^{p \times p}$ and $n \in \mathbb{R}^p$ is similar to those in (1); $|x|$ in formula (2) represents the absolute value of x which is achieved via the root square of the Jordan product “$\circ$” of $x$ and $x$. The mathematical formulation of both standard AVE (1) and SOCAVE (2) are similar, but the main difference between these functions is the definition of $|x|$ wherein standard AVE (1) means the component-wise $|x|_i$ of every $x_i \in \mathbb{R}$ though, absolute x in SOCAVE (2) signifies the trajectory sufficient $\sqrt{x^2} = \sqrt{(x \circ x)}$ allied with second-order cone in Jordan product. Second order cone (SOC) is a spectral decomposition of $x$ for $x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{-1}$, as (3):

$$x = p_1(x)v_1^x + p_2(x)v_2^x$$

where the $p_1(x)$ and $p_2(x)$ are two scalars of $x$. For every $x \in \mathbb{R}^n$, the value of absolute $x$ describes SOC wherein $|x|$ is equivalent to a summation of positive and negative sides of $x$ where is equal to the $|x| = \sqrt{x \circ x}$. The combination of expression of $x_+$ and $x_-$ with (4), can be recast the absolute value $|x|$ as the following:

$$|x| = \left[ (p_1(x))_+ + (-p_1(x))_+ \right] v_1^x + \left[ (p_2(x))_+ + (-p_2(x))_+ \right] v_2^x$$

The $p_1(x)$ and $p_2(x)$ denote as spectral values of $x$ where $v_1^x$ and $v_2^x$ represent the spectral vectors of $x$. The smoothing newton technique overcomes the SOCAVE (2) issue [24]. Due to the differentiability issue of $|x|$ for $x \in \mathbb{R}$, a smoothing function can be utilized to substitute the non-smooth function to be continuously differentiable. Hence, they define the function $\vartheta_I(x, d)$ as specifically as

$$\vartheta_I(c, d) := \sqrt{|c|^I + |d|^I}, \quad I > 1$$
The smoothing function of [24] attains its originality from FB function [25]. Let a vector-valued smoothing function $I : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R}^n$, the combination of the spectral techniques of $x$ from (4) and the function $\Phi_I$ from (6) are redefined as below:

$$
\Phi_I (\mu, x) = \Phi_I (\mu, p_1 (x)) v^{(1)}_x + \Phi_I (\mu, p_2 (x)) v^{(2)}_x
= \sqrt{|\mu| I + |p_1 (x)| I v^{(1)}_x + \sqrt{|\mu| I + |p_2 (x)| I v^{(2)}_x}
$$

(6)

In [24] after performing some proper settings, a quadratic convergence indicates the effectiveness of the smoothing algorithm [24]. Apart from that, the effectiveness of the proposed method [24] is evaluated based on two types of preliminary numerical comparisons. In the first stage, they compare the smoothing Newton technique against the generalized Newton technique in which the experiment results showed that both smoothing and generalized Newton algorithms are suitable to solve the SOC-AVE. On the other hand, smoothing methods solve mathematical programming problems [26] intensively. The smoothing approaches are efficient to solve the optimization problems such as Nonlinear Problem Complementarity [27], and so on [28]. Furthermore, the study of [12] proposed a novel smoothing method for overcoming the nonlinear complementarity issue. This difficulty is to acquire a vector $x \in \mathbb{R}^n$ such that

$$
x \geq 0, \quad F(x) \geq 0, \quad x^T F(x) = 0
$$

(7)

The appropriate smoothing functions have a crucial role in attaining an approximate smooth issue of (7). Unlike present smoothing approaches, [12] proposed a semi-smoothing function: $\varphi: \mathbb{R}_+ \times \mathbb{R}^2 \rightarrow \mathbb{R}$, and for all $(\mu, c, d) \in \mathbb{R}_+ \times \mathbb{R}^2$,

$$
\varphi (\mu, c, d) = \begin{cases} 
\frac{c}{\mu} \arctan \frac{c - d}{\mu} & \text{if } c < d, \mu > 0 \\
\min \{c, d\} & \text{if } c \geq d, \mu > 0 \\
0 & \text{if } \mu = 0
\end{cases}
$$

(8)

It estimates the smoothing parameter, $\mu$ by calculating the minimum of each function only on the single side. This algorithm tackles the difficulties of the nonlinear complementarity using the Jacobian smoothing method [29]. The experiment results prove that the suggested technique can solve the NCP problem by the minimum number of iterations and produces higher accuracy compared to others. Besides, it is also robust to find the solution of large-scale test problems. It is also affected by choice of the initial value.

The piecewise functions have a simple structure due to their compact form [2]–[4]. One of the most popular techniques of these models is the canonical piecewise function. These functions are partially differentiable at certain points due to having more than one equation. So, the application of these techniques is restricted while the differentiability of the function becomes interesting. Hence, there are several smoothing functions suggested in the literature [30], [31] to overcome the non-differentiability issue of these models. Having the ability of the estimation of the minimum function from both sides, the two functions namely AGG and FB are the most popular smoothing techniques [12]. The study of [31] has proposed a smooth piecewise model by substituting the local linear function into polynomial functions. They initially apply a generalization of canonical piecewise function into their polynomial function that yields to a better smoothing piecewise model. Their smoothing function successfully overcomes the derivative issue by achieving a non-zero state. On the other hand, the usage of the polynomial function is less applicable for modeling the real-world of device complexity. As the space of the input divides into a larger area, these functions are inclining to produce an oscillation state.

Another study [32] suggests a novel smooth function via smoothing the symmetric perturbed Fischer–Burmeister function. The proposed smooth function [32] can resolve second-order cone optimization (SOCO) issues. This approach merely solves one linear scheme of equations and just presents a one-line search at all iterations. The experimental analysis based on the proposed algorithm displays astonishing and comparable results in comparison to interior-point approaches.

In conclusion, there are several works [12], [24] that have been proposed recently to solve the non-differentiability issue of AVE and its extension SOC-AVE by utilizing the single smoothing function. Those studies employed the Newton Raphson technique to estimate the differentiability and continuity of the function after applying the smoothing function. The Newton Raphson technique is capable of accurately and quickly approximate the root of function as well as solving equations numerically.

III. METHODOLOGY

This section divides into three subsections. At first, we described the principle and proposed smoothing objective function piecewise function. Secondly, we provide detail of applying the smoothing Newton algorithm based on the proposed smoothing objective function to solve the issue of AVE. Finally, we describe our proposed smoothing objective function based on the amalgamation of two objective functions.

A. THE PRINCIPLE AND PROPOSED NEW SMOOTHING PIECEWISE OBJECTIVE FUNCTION

The proposed smoothing objective function has three steps (as shown in Fig. 1):

**Step 1:** Convert the piecewise objective function with the canonical piecewise function (CPF) to compact the formula with the minimum number of parameters.

**Step 2:** Amalgamate the AGG and FB (AFB) smoothing functions to propose the new smoothing function to overcome the non-differentiability issue of canonical.

**Step 3:** Build a precise smoothing Newton algorithm by proposed AFB smoothing function to solve the AVE issue in the piecewise function which makes the secant line slope of both right and left sides of the function to be equivalent and also reduces the computational time.
B. CONVERSION OF PIECEWISE OBJECTIVE FUNCTION TO CANONICAL FORM

Given any single-valued piecewise-linear function q(x) with utmost L number of corner points whereby E₁ < E₂ <⋯< E_L, the equation is shown as below:

\[ q(x) = d + e.x + \sum_{i=1}^{L} f_i |x - E_i| \quad (9) \]

where d and f_i are scalars for i = 1, 2,..., L+1, where e and x are n-dimensional vectors. The \( j^{(i)} \) is representing the slope of the i_th segment in the piecewise function. The value of d, e, and f_i are computed by (10), (11), and (12) respectively.

\[
\begin{align*}
  d & = y(0) - \sum_{i=1}^{L} c_i |B_i| \quad (10) \\
  e & = \frac{j^{(1)} + j^{(L)}}{2} \\
  f_i & = \frac{j^{(i+1)} - j^{(i)}}{2} \quad (12)
\end{align*}
\]

The objective function of this study is stated in (13). This piecewise objective function consists of four learnable parameters. It selects each parameter carefully to make the function applicable between the specified ranges. The x-parameter values of \( \{t', t^l\} \) are \{0.4, −0.4\} correspondingly. Unfortunately, these values cause the corner shape in the function which makes the function to be non-differentiable at these points. Additionally, the value of \( \{a', a^l\} \) are equal to \{0.2, 0.2\}. After substituting these values to the function (y) (14). It eventually simplifies the function as stated in (15).

\[
y = \begin{cases} 
  t' + a' (x_i - t') & x \geq t' \\
  x & t' > x > t^l \\
  t^l + a^l (x_i - t^l) & x \leq t^l \\
  0.4 + 0.2 (x - 0.4) & x \geq 0.4 \\
  x & 0.4 > x > -0.4 \\
  -0.4 + 0.2 (x + 0.4) & x \leq -0.4 
\end{cases} \quad (13)
\]

\[
y = \begin{cases} 
  0.2x + 0.32 & x \geq 0.4 \\
  x & 0.4 > x > -0.4 \\
  0.2x - 0.32 & x \leq -0.4 
\end{cases} \quad (15)
\]

Subsequently, converting y piecewise objective function of this study to the canonical form, we first have to obtain the three values namely slope, segments, and breaking points subsequently based on (15). The slope value \( J^{(i)} \) of this function obtained from the coefficient of x which is equal to \{0.2, 1, 0.2\}, where the segment value is equal to \{1, 2, 3\} as this function consists of three pieces. The value of breaking points \( \sigma \) is obtained from the subtraction of segments value from 1 where it denoted by \{t', t\} which is equal to \{-0.4, 0.4\}. The slope value of this function is specified by \{a', a^l\} which is equal to 0.2, 0.2. The value of \( \{d, e, f_i\} \) for the objective function of this study achieved as shown in (10), (11), and (12) respectively.

\[
\begin{align*}
  e_1 & = \frac{0.2 + 1}{2} = 0.6 \quad (16) \\
  e_2 & = \frac{0.2 + 0.2}{2} = 0.2 \quad (17) \\
  f_1 & = \frac{1 - 0.2}{2} = 0.4 \quad (18) \\
  f_2 & = \frac{0.2 - 1}{2} = -0.4 \quad (19) \\
  d & = -0.5 - 0.4 (0.4) + 0.4 (-0.4) = -0.5 \quad (20)
\end{align*}
\]

The canonical form of a piecewise objective function of this study is derived as below:

\[
y(x) = -0.5 + 0.8x + 0.4 \times |x - 0.4| - 0.4 \times |x + 0.4| \quad (21)
\]

1) APPLY AGG AND FB TO CANONICAL PIECEWISE OBJECTIVE FUNCTION

In this section of this study, the two popular smoothing methods of AGG and FB are utilized to make the functions of this study becoming smooth. The function J has two parameters namely l and x where the l parameter denotes for smoothing parameters and x represents the input variable. After replacing the absolute function of (8) with its equivalent smooth AGG approximation (22), let us infer the canonical technique for the objective function as shown in (23), and (24) subsequently.

\[
J(l, x) := l\ln \sum_{i=1}^{m} \exp(J_i(x)/l) \quad (22)
\]

\[
\Phi p(l, x) = d + e.x + \sum_{i=1}^{\sigma} f_i (\exp (\frac{\sigma - E_i}{l}) + \exp (\frac{E_i - l}{l})) \quad (23)
\]

\[
y(x) = -0.5 + 0.8x + 0.4 \times (-0.05 \ln (\frac{\exp (x + 0.4)}{0.05})) - 0.4 \times (-0.05 \ln (\frac{\exp (x - 0.4)}{0.05})) \quad (24)
\]

Moreover, the function T has three parameters of \( \{a, b, l\} \) where the a and b denote as the absolute value of each breaking point and l denotes as smoothing parameter. By substituting the absolute-value function of (9) with its equivalent smooth FB approximation (25), let us derive the canonical
model for the objective function as shown in (26), and (27) respectively:

\[ T(a, b, l) = \sqrt{a^2 + b^2 + l^2} - (a + b) \quad (25) \]

\[ K(x) = d + \text{ex} + \sum_{i=1}^{\sigma} f_i(\sqrt{a^2 + b^2 + l^2} - (a + b)) \quad (26) \]

\[ y(x) = -0.5 + 0.8x + 0.4(\sqrt{|x - 0.4|^2 + |x + 0.4|^2 + (0.05)^2} - (|x - 0.4| + |x + 0.4|)) \]

- (27)

Fig. 2 Displays the plotting of smoothing piecewise objective function based on AGG and FB functions.

2) THE PROPOSED (AFB) BASED ON AMALGAMATION OF (AGG AND FB)

Dealing with non-differentiable objective function due to the existence of AVE, it aims to propose the amalgamate smoothing function AFB by building a precise smoothing Newton algorithm. The AFB function produces equivalent limit value on both sides of the secant line slope. The aim of this study is to solve the non-differentiability of the piecewise objective.

Therefore, we first obtain the value of segments, slope, and breaking points before converting (13) into the canonical form as shown in (21). It is inevitable that the breaking points have caused the non-differentiability issue of the piecewise objective function. Hence, we apply the canonical formula as shown in (21) only at those breaking points into the proposed amalgamated function (AFB) as shown (26). Tentatively, the secant line slope becomes smoother in the Canonical Piecewise objective Function compared to the initial piecewise objective function (13) as illustrated in Fig. 4.

According to [18], a smoothing Newton method is able to solve the non-differentiability issue of AVE (1). With similar motivation, we also employ the smoothing Newton algorithm and we observe that the secant line slope of the right and left side of the function to be equivalent. As show in Fig. 3 the flowchart for smoothing of the non-differentiability of piecewise objective function based on the proposed (AFB) function in the smoothing Newton method.

\[ \text{FIGURE 3. The flowchart for smoothing of the non-differentiability of piecewise objective function based on the proposed (AFB) function in the smoothing Newton method.} \]

The proposed AFB function is based on the amalgamation of the two functions of AGG and FB from (21), (24). The steps of amalgamating the two functions are stated in (28). 

\[ \text{FIGURE 2. The smoothing piecewise objective function based on (a) AGG and (b) FB functions.} \]
where the AFB is recast in (29). Fig. 4 shows the proposed smooth AFB function.

\[
J(l, x) + T(a, b, l) \equiv \sqrt{a^2 + b^2 + l^2} = -a - b
\]

\[
(\sqrt{a^2 + b^2 + l^2})^2 = (-a - b)^2
\]

\[
a^2 + b^2 + l^2 = a^2 + b^2 + 2ab
\]

\[
a^2 + b^2 + l^2 - a^2 - b^2 - 2ab = 0
\]

\[
l^2 - 2ab = 0
\]

\[
l^2 = 2ab
\]

\[
a = \frac{l^2}{2b}
\]

\[
b = \frac{l^2}{2a}
\]

\[
AFB(a, b) = -\sqrt{2ab} \ln(\exp(-\frac{l}{2a})) + \exp(-\frac{l}{2a})
\]

\[
AFB(l, x) = -0.5 + 0.8x + 0.4
\]

\[
(-\sqrt{2} (x^2 - 0.4^2)
\]

\[
\times \left( \ln \exp\left(\frac{-0.05}{2(x - 0.4)}\right) + \exp\left(\frac{-0.05}{2(x + 0.4)}\right) - 0.4\sqrt{2} (x^2 + 0.4^2)
\]

\[
\times \left( \ln \exp\left(\frac{-0.05}{2(x - 0.4)}\right) + \exp\left(\frac{-0.05}{2(x + 0.4)}\right) \right)
\]

In other words, the absolute function of \(|x|\) is linked with the canonical piecewise objective function. This study is consistently smoothing through the function AFB. Based on standard AVE as in (1), the function AFB is defined as a function \(W(l, x) : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}\) as below:

\[
W(l, x) = \left[ \frac{1}{Mx + NAFB(l, x) - n} \right], \quad \forall l \in \mathbb{R}, x \in \mathbb{R}^n
\]

Then, we observe the following outcomes. **Lemma 1** Let AFB be described through (31), afterwards, the subsequent consequences hold. (i) \(W(l, x) = 0\) if and only if \(x\) overcome the issue of (1). (ii) \(W\) is constantly differentiable on \(\mathbb{R}^{n+1}[0]\), and once \((l, x) \neq 0\), the Jacobian matrix of \(W\), at \((l, x)\) is defined with

\[
W'(l, x) = \left[ \frac{1}{N} \frac{\partial AFB(l, x)}{\partial l} M + \frac{1}{N} \frac{\partial AFB(l, x)}{\partial x} \right]
\]

where \(\frac{\partial AFB}{\partial l} := \left( \frac{\partial AFB(l, x)}{\partial l}, \ldots, \frac{\partial AFB(l, x)}{\partial l} \right)^T\) and \(\frac{\partial AFB}{\partial x} := \text{diag} \left( \frac{\partial AFB(l, x)}{\partial x_1}, \ldots, \frac{\partial AFB(l, x)}{\partial x_n} \right)\). (iii) \(W\) is strongly smooth on \(\mathbb{R}^{n+1}\).

**C. SMOOTHING NEWTON TECHNIQUE**

In this part, the smoothing Newton algorithm is investigated through the smoothing function AFB \((l,x)\) to tackle the AVE issue in (28) and represent the convergence of the used algorithm based on its properties. The standard smoothing algorithm stages are shown below.

1) SMOOTHING NEWTON ALGORITHM PROCEDURES

**Step0:** Set \(\delta, \sigma = [0, 1], \mu_0 \in \mathbb{R}^{+}\), set \(k_0^0\) to all vector spaces of \(n (\mathbb{R}^n)\), and set \(k_0^0 := (\mu_0, x_0^0)\). The \(e^0\) is equal to \(\{0,1\}\) which is belong to a multiplication of a real number (R) to all vector spaces of \(n (\mathbb{R}^n)\). Let \(\beta > 1\), therefore min \((1, || W(k_0^0) ||)^0 < \beta \mu_0\). Choose \(Z := 0\).

**Step1:** If \( || W(k^z) || = 0\), end. Else, fixed \(r_z\) equal to min of \(\{1, || W(k^z) ||\}\).

**Step2:** Calculate \(\Delta k^z\) where it is equal to \((\Delta \mu_z, \Delta x^z)\) where it belongs to a multiple of a real number (R) to all vector space of \(n (\mathbb{R}^n)\) though

\[
W(k^z) + W'(k^z) \Delta k^z = (1/\beta) r_z^2 e^0
\]

where \(W'(.)\) is specified by (31).

**Step3:** Let \(\alpha_z\) stand for the greatest values of \(1, \delta, \delta^2, \ldots\) so that the norm vector of \(W(K^z + \alpha_z \Delta k^z)\) is less and equal to

\[
[1 - \sigma (1 - 1/\beta) \alpha_z] || W(k^z) ||. \quad (33)
\]

**Step4:** Fix \(k^{z+1}\) completely equal to the summation of \((k^z, \alpha_z \Delta k^z)\) and \(z\) completely equal to \(z + 1\). Return back to Step 1.
Lemma 2: Let $k^2$ be built by procedure of smoothing Newton algorithm in 1. Then, the subsequent outcomes hold.

(i) The $\{\|F(k^2)\|\}$ and $\tau_z$ sequences are uniformly reducing. 
(ii) $\tau_z^2$ is less and equal to $\beta\mu_z$ which retain for each z. (iii) The sequence $\mu_z$ is uniformly reducing, and $\mu_z$ is greater than 0 for each z. To displays the evalvolvability of Newton (31), the following lemma is necessary.

**Lemma 3:** Assume that real symmetric matrices of S and T belong to $\mathbb{R}^{nxn}$, if the minimum single matrix value of S is extremely larger, in comparison to the maximum value of single larger, in comparison to the maximum value of single matrix T, subsequently the matrix S-T is certainly positive.

**Assumption 1:** The minimum matrix value of the A is extremely larger in comparison to the maximum value of the B matrix. The evalvolvability of Newton (31) is as follows.

**Theorem 1:** Let W and $W'$ be stated via (30) and (31), correspondingly. Supposing that Assumption 1 holds. Subsequently, $W'(l, x)$ is inverse at all $(l, x) \in \mathbb{R}^x$ with $l > 0$.

Proof: Refer to (31), it is clear that the $W'(l, x)$ is inverse if $A + B^\delta$ is restricted clearly. Therefore, it only necessary to indicate that the sequence $\{x^z\}$ is restricted, and therefore, it follows up through (35) that for every z, $\xi \geq \|Ax^z\| \geq \|BAFB (l_z, x^z)\| > \sqrt{\min (A'A)}\|x^z\|$

$$\geq \sqrt{\lambda_{\min} (A'A) - \sqrt{\lambda_{\max} (B'B)}}\|x^z\|$$

The assumption indicates that $\|x^z\| \geq \frac{\xi}{\sqrt{\lambda_{\min} (A'A) - \sqrt{\lambda_{\max} (B'B)}}}$ keep for every z. Therefore, the sequence $\{x^z\}$ is restricted. Thus, the proof accomplishes.

**Theorem 2:** Supposing that assumption 1 holds and the sequence $\{k^2\}$ is proposed through procedure of smoothing Newton algorithm in 1. Next to every accrual point of $\{x^*\}$ is an answer of (1). Prove via Lemma 4, presume, with no loss of popularity, that $k^2 = k^* = (l_z, x^*)$. Then, obtain $W^* := W(k^*) := \lim_{z \to \infty}W(k^z)$ and $\tau_z := \min\{l, W^*\} := \lim_{z \to \infty}\min\{l, W(k^z)\}$. Now, demonstrate that $W^*$ equal to 0. Assuming that $W^*$ greater than 0, which showed a conflict. In this instance, it follows out by Lemma 2(ii) that $l_z > 0$. The proof is split into the subsequent cases.

**Case 1:** Supposing that $\alpha_z$ greater and equal to where $\alpha^*$ greater than 0 for every z, where $\alpha^*$ is fixed. Through (32), we have $W(k^z) \geq \|W(k^z)\| - \sigma(1 - 1/\beta)\alpha^* \leq W(k^z) \|$. As the sequence $\|W(k^z)\|$ is limited, then $\lim_{z \to \infty}W(k^z) \geq W(k^z)$ is less than $\infty$, which indicates that $W^* := W(k^*) = 0$. This against to $W^*$ greater than 0.

**Case 2:** Supposing that $\alpha_z$ equal to 0. Subsequently, for every appropriate large z, $\alpha_z^2 := \alpha_z/\delta$ does not satisfy (33), for instance, $W(k^z + \alpha^z \Delta k_z)$ $\| \geq \|W(k^z)\| - \sigma(1 - 1/\beta)\alpha^* \|W(k^z)\|$. Thus, for each proper large z, it follows up with $\|W(k^z + \alpha^z \Delta k_z)\| \geq \|W(k^z)\|\alpha^* > -\sigma(1 - 1/\beta)\|W(k^z)\|$. Meanwhile, $l_z$ is greater than 0, it follows up with W is continuously differentiate at $k^*$. Let $z \to \infty$, then the above difference provides $W^*(k^z) = W(k^z)\Delta k^z$ $\|W^*(k^z)\| \geq -\sigma(1 - 1/\beta)\|W^*(k^z)\|$ (36)

Furthermore, via (32) attain as follow

$$\frac{1}{\|W(k^+)\|}\langle W(k^z), W(k^z)\Delta k^z\rangle = -\|W(k^*)\|$$

$$+ \frac{\tau_z^2}{\beta}\langle W(k^z), e^{0}\rangle \leq -\|W(k^*)\|$$

$$+ \frac{\tau_z^2}{\beta}\|W(k^*)\| \leq -\|W(k^*)\| + \tau_z/\beta$$

$= (-1 + 1/\beta)\|W(k^*)\|$. 

This equation composed by (35), signifies that $-1 + 1/\beta = -\sigma(1 - 1/\beta)$, which against the truth that $\sigma$ belongs to $0, 1$ and $\beta$ is greater than 1. The compounding of case 1 and 2, give W($k^z$) = 0. Hence, the $x^*$ is a key of (1). The proof is achieves completely. To prove the superlinear local convergence of a smoothing algorithm, whole Jacobian metrics of function W
should be nonsingular at key answer points. Lemma 5 display the assumption which keeps trivially for the difficulties of this study.

**Lemma 5:** Supposing the assumption 1 keeps and \( k^*: = (l_s, x^*) \) is a cumulation point of \([k^*] \) which produced through procedure of smoothing Newton algorithm in 1. (1) \( JW(k^*): = \{ \lim W(k^*): z^k \rightarrow z^* \}. \) Then, \( JW(k^*) \subseteq \{ \forall |v| = \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \\ A + B.\digamma (D_i) \end{array} \right), D_i \in [-1, 1], i = 1, 2, \ldots, e \}. \) (2) Every \( v \in JW(k^*) \) is not a single value. (3) The \( O(k^*) \) of \( k^* \) and a fixed \( q \) such that for every \( z: = (l, x) \in O(k^*) \) by 1 less than zero, \( W(k) \) is not single value and \( \|W\) (\( k^* \))\(^{-1}\) \( \| \leq q. \)

**Proof:** The straightforward calculation returns the outcome of (1). While assumption 1 keeps, alike to the proof of Lemma 3, it is straightforward to get the outcome of (2). Through [12, Lemma 2.6], be able to attain the outcome (3). By utilizing Lemma 2(iii) and Lemma 5, in the same manner in [13, theorem 8], capable of achieving the local quadratic convergent of procedure of smoothing Newton algorithm in 1 as below.

**Theorem 3:** Supposing that assumption 1 keeps and \( k^*: = (l_s, x^*) \) is an accumulation point of sequence \([k^*] \) produced through procedure of smoothing Newton algorithm in 1. Then the complete sequence \([k^*] \) converge to \( z^* \) with \( \|k^s+1−k^c \| = (\|z^c−z^* \|^2) \) and \( l^k+1 = f^2_k \).

2) PROCEDURE OF PROPOSED SMOOTHING NEWTON TECHNIQUE

The Newton Raphson is a technique that is utilized to estimate the real zeros value of the function by using the tangent lines. The solution of the function (Root) is zero of the tangent line. The procedure of obtaining the solution of the nonlinear equation based on the proposed smoothing objective function is as follows: In the first stage, we define the proposed AFB smoothing piecewise objective function (29). Secondly, get the derivative of AFB piecewise objective function. Thirdly set the initial value. Then set the maximum number of iterations (NumItr) in the fourth stage. Also, set the tolerance (tol) followed by saving the final iteration if tol is less than NumItr and finally, plot the solution.

### IV. RESULTS AND DISCUSSION

As the piecewise linear functions application is limited when the differentiability of the function becomes important, generating a proper smoothing function estimator plays a significant role in gaining an estimated smooth issue [34]. Therefore, we suggest the amalgamation of two best smoothing functions of AGG and FB with piecewise objective function (13) of this letter to have more control in computational time and resolve the non-differentiability issue by making the secant line slope of this piecewise objective function (13) to be equivalent in both sides of right and left at specific breaking points of \(-0.4, 0.4\). In this section, the efficiency of the proposed AFB smoothing function compared with well-known functions of AGG [10], FB [25], in procedure of smoothing Newton algorithm in 1.

In assessing the performance of these three techniques, firstly, utilized the smoothing techniques of AGG (24), FB (27), and proposed AFB functions (29) separately. Then compute the derivative of these smoothing functions. Thirdly as the Newton method may not converge so, the selection of the initial value has an important role in obtaining less error value [18]. So, we set the initial values of \(1, 3, 5, 8, 9, 10, 30, 80, 700\) for each run as these values offer the low error rate. The value of the maximum numbers’ iteration is set to 10 for three smoothing functions of AGG, FB, and proposed AFB functions. As the optimum value obtained while the error is lower than tolerance value so we set the tolerance value to 1e-6 for all functions. Therefore, for all nine initial values of each smoothing function, the newton method converges under the same number iteration. The \( \mu \) value is utilized to control

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|-----------------------------|
| 1             | 0.002 | 10      | 2              | 0.5469 | 1.1102e-16 | 0.0001 | 5592 |
| 3             | 0.002 | 10      | 2              | 0.5469 | 3.3307e-16 | 0.0001 | 6681 |
| 5             | 0.002 | 10      | 2              | 0.5469 | 5.5511e-16 | 0.0001 | 2777 |
| 8             | 0.002 | 10      | 2              | 0.5469 | 1.2212e-15 | 0.0002 | 9067 |
| 9             | 0.002 | 10      | 2              | 0.5469 | 3.3307e-16 | 0.0000 | 771 |
| 10            | 0.002 | 10      | 2              | 0.5469 | 1.5543e-15 | 0.0004 | 1228 |
| 30            | 0.002 | 10      | 2              | 0.5469 | 1.9984e-15 | 0.0001 | 6595 |
| 80            | 0.002 | 10      | 2              | 0.5469 | 1.5765e-14 | 0.0001 | 2448 |
| 700           | 0.002 | 10      | 2              | 0.5469 | 1.5543e-15 | 0.0002 | 49 |

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|-----------------------------|
| 1             | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0004 | 788 |
| 3             | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0002 | 1132 |
| 5             | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0001 | 606 |
| 8             | 0.002 | 10      | 3              | 0.6250 | 0      | 0.051E-05 | 9.22E-05 |
| 9             | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0002 | 3143 |
| 10            | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0001 | 1268 |
| 30            | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0001 | 1561 |
| 80            | 0.002 | 10      | 3              | 0.6250 | 1.42109e-14 | 0.0001 | 518 |
| 700           | 0.002 | 10      | 3              | 0.6250 | 0      | 0.0001 | 1651 |
the smoothness in all function domains, or it can be defined as the certain value at the breaking points of \(-0.4, 0.4\). In this work, the value of \(\mu\) was selected as 0.002 as the \(\mu > 0\) can offer better smoothing in each of the three smoothing functions. In order to show that the proposed smoothing function of this study has lower computational time compared to the other two mentioned smoothing functions, in this work we examine the processing times of the algorithm for each initial value thirty times as these values are variant. Afterwards, calculate the mean for each of the nine initial values.

Moreover, in this study, we applied another four smoothing functions \(\emptyset_1, \emptyset_2, \emptyset_3, \emptyset_4\) which are obtained from [19], [20] to demonstrate the superiority of proposed AFB smoothing function. The parameter setting of initial values, number of iteration, tolerance value, and the smoothing value of \(\mu\) is set as the same as three smoothing functions of AGG, FB, and Proposed AFB functions.

This part is providing the numerical results of procedure of smoothing Newton algorithm in 1 for solving the non-differentiability of the piecewise objective function of this study (13). All experiments are conducted based on MATLAB codes. First, we demonstrated the comparison between the proposed technique with the other techniques of AGG and FB functions individually. The results of this study are in agreement with the numerical verification by amalgamating two smoothing functions. It also further emphasizes the importance of addressing the non-differentiability issue of the canonical piecewise objective function. With regards to strengthening the effectiveness of our proposed AFB technique besides comparing with single AGG, and FB alone we also utilized another four smoothing functions of \(\emptyset_1, \emptyset_2, \emptyset_3, \emptyset_4\) which are obtained from [19], [20].

### TABLE 3. Error and mean of processing time for piecewise function based on proposed AFB smoothing function.

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|----------------------------|
| 0.002         | 10 | 3             | 0.6250          |      |       | 6.93E-05                   |
| 0.002         | 10 | 3             | 0.6250          |      |       | 3.333470e-16              |
| 0.002         | 10 | 3             | 0.6250          |      |       | 8.39E-05                   |
| 0.002         | 10 | 3             | 0.6250          |      |       | 8.75E-05                   |
| 0.002         | 10 | 3             | 0.6250          |      |       | 8.61E-05                   |
| 0.002         | 10 | 3             | 0.6250          |      |       | 9.43E-05                   |
| 0.002         | 10 | 3             | 0.6250          |      |       | 8.57E-05                   |
| 0.002         | 10 | 3             | 0.6250          |      |       | 2.4405                      |
| 0.002         | 10 | 3             | 0.6250          |      |       | 9.57E-05                   |

### TABLE 4. Error and mean of processing time for piecewise function based on ∅₁ smoothing function.

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|----------------------------|
| 0.002         | 10 | 3             | 0.0199          | 1.1102e-16 | 0.0035 |
| 0.002         | 10 | 3             | 0.0199          | 1.1102e-16 | 0.0038 |
| 0.002         | 10 | 3             | 0.0199          | 0      | 0.0043 |
| 0.002         | 10 | 3             | 0.0199          | 0      | 0.0022 |
| 0.002         | 10 | 3             | 0.0199          | 0      | 0.0022 |
| 0.002         | 10 | 3             | 0.0199          | 0      | 0.0021 |
| 0.002         | 10 | 3             | 0.0199          | 0      | 0.0022 |
| 0.002         | 10 | 3             | 0.0199          | 1.1102e-16 | 0.0031 |

### TABLE 5. Error and mean of processing time for piecewise function based on ∅₂ smoothing function.

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|----------------------------|
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0045 |
| 0.002         | 10 | 3             | 0.8000          | 3.5527e-15 | 0.0033 |
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0035 |
| 0.002         | 10 | 3             | 0.8000          | 3.5527e-15 | 0.0042 |
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0036 |
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0023 |
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0049 |
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0033 |
| 0.002         | 10 | 3             | 0.8000          | 0    | 0.0029 |

### TABLE 6. Error and mean of processing time for piecewise function based on ∅₃ smoothing function.

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|----------------------------|
| 0.002         | 10 | 3             | 0.4800          | 1.1102e-16 | 0.0034 |
| 0.002         | 10 | 3             | 0.4800          | 3.3307e-16 | 0.0003 |
| 0.002         | 10 | 3             | 0.4800          | 0      | 0.0024 |
| 0.002         | 10 | 3             | 0.4800          | 5.5511e-16 | 0.0024 |
| 0.002         | 10 | 3             | 0.4800          | 3.3307e-16 | 0.0024 |
| 0.002         | 10 | 3             | 0.4800          | 5.5511e-16 | 0.0022 |
| 0.002         | 10 | 3             | 0.4800          | 9.2149e-15 | 0.0025 |
| 0.002         | 10 | 3             | 0.4800          | 3.6415e-14 | 0.0028 |

### TABLE 7. Error and mean of processing time for piecewise function based on ∅₄ smoothing function.

| Initial value | Mu | Max Iteration | Final Iteration | Root | Error | Mean of processing Time (S) |
|---------------|----|---------------|-----------------|------|-------|----------------------------|
| 0.002         | 10 | 3             | 0.1600          | 8.8818e-16 | 0.0029 |
| 0.002         | 10 | 3             | 0.1600          | 0      | 0.0042 |
| 0.002         | 10 | 3             | 0.1600          | 2.6645e-15 | 0.0027 |
| 0.002         | 10 | 3             | 0.1600          | 5.3291e-15 | 0.0029 |
| 0.002         | 10 | 3             | 0.1600          | 1.0658e-14 | 0.0033 |
| 0.002         | 10 | 3             | 0.1600          | 7.9939e-15 | 0.0026 |
| 0.002         | 10 | 3             | 0.1600          | -3.1974e-14 | 0.0021 |
| 0.002         | 10 | 3             | 0.1600          | 4.2366e-13 | 0.0026 |
| 0.002         | 10 | 3             | 0.1600          | -3.3955e-11 | 0.0024 |
The experimental result of this study verified that the mean error value for AGG and FB, proposed AFB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$ functions are 2.60E-15, 1.58E-15, $-3.70E-17$, 1.23E-17, 7.89E-16, 5.14E-15, and $-3.73E-12$, respectively. Whereas the mean of computational time are 0.00019, 0.0001789, 9.2219E-05, 0.0030, 0.0036, 0.0026, and 0.0029, respectively. Based on the obtained results, we can conclude that the proposed AFB technique outperforms the other recent six functions of AGG, FB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$ in terms of computational time and error. This large reduction on mean error value is not unexpected, considering the fact that the proposed AFB is designed to address the non-differentiability issue by smoothing the secant line slope on both sides. In addition, there is also a significant reduction in the processing time as compared to AGG, FB, $\emptyset_3$, $\emptyset_4$, $\emptyset_1$, and $\emptyset_2$ technique respectively.

Tables 1, 2, 3, 4, 5, 6, 7 are showing the error and mean of processing time for piecewise function based on AGG, FB, proposed AFB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$ smoothing functions respectively. A comparison of the error and mean of computational time for these seven smoothing functions are demonstrated in Table VIII, Fig.5 and Fig.6.

### TABLE 8. Comparison of error and mean of processing time between smoothing functions of aggregation, Fischer Burmeister, proposed AFB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$.

| No | Smoothing Function | Mean of Error | Mean of Processing Time (S) |
|----|--------------------|---------------|-----------------------------|
| 1  | Aggregation        | 2.60E-15      | 0.0001                      |
| 2  | Fischer Burmeister | 1.58E-15      | 9                           |
| 3  | Proposed AFB       | $-3.70E-17$   | 9.2219E-05                  |
| 4  | $\emptyset_1$     | 1.23E-17      | 0.0030                      |
| 5  | $\emptyset_2$     | 7.89E-16      | 0.0036                      |
| 6  | $\emptyset_3$     | 5.14E-15      | 0.0026                      |
| 7  | $\emptyset_4$     | $-3.73E-12$   | 0.0029                      |

### FIGURE 5. The comparison of error between seven smoothing functions of AGG, FB, proposed AFB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$.

### FIGURE 6. The comparison of processing time between seven smoothing functions of AGG, FB, proposed AFB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$.

### A. EVALUATION METRICS

Newton method is a technique that approximates the real zeros of the function by using the tangent line. The root value (solution) is zero of the tangent line. The solution of the function is shown in (37).

$$c_{i+1} = c_i - \frac{f(c_i)}{f'(c_i)}$$  (37)

where $c_{i+1}$ and $c_i$ are the solutions and initial value respectively, $f(c_i)$ is the piecewise objective function of this study, and the $f'(c_i)$ is the derivative of the piecewise objective function. If the value of $f(c_i)$ is equivalent to zero so the $c_i$ is an exact solution for $f(c) = 0$. So, the algorithm provides an equal value for $c_{i+1}$ and $c_i$.

The error is utilized to discover the alteration among the obtained estimated value and the initial value that is anticipated. A smaller error value indicates that the smoothing function is more accurate and trustworthy. The error value is indicated in (38).

$$Error = c_{i+1} - c_i$$  (38)

The parameters $c_{i+1}$ and $c_i$ values are the same as the finding solution of the piecewise function.

### V. CONCLUSION

We had studied the AVE linked with the piecewise objective function, which caused the non-differentiability in some particular points of the function. As the objective function plays a vital role in the performance of the algorithms, the construction of an appropriate approximate smoothing function is beneficial to obtain an approximate smooth problem.
Therefore, this study proposed a new AFB approach based on an amalgamation of smoothing techniques namely, Aggregation (AGG) and Fischer-Burmeister (FB) function. The aim is to have more control over computational time and make the secant line slope of right and left side of the function to be equivalent. These functions are able to estimate the least of the function from the left and right sides. Moreover, the proposed technique can be able to improve the performance of the algorithm by smoothing the non-differentiable points of the function.

The proposed amalgamation smoothing function with proper properties is effective to build a precise smoothing Newton algorithm to tackle the AVE issue in the piecewise objective function of this study. The numerical results of this work showed that the solution of the real zeros values of the objective function based on the proposed technique is closer to zero which outperforms the other six techniques of AGG, FB, $\emptyset_1$, $\emptyset_2$, $\emptyset_3$, and $\emptyset_4$.
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