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Abstract: In permafrost areas, the active layer undergoes seasonal frost heave and thaw subsidence caused by ice formation and melting. The amplitude and timing of the ground displacement cycles depend on the climatic and ground conditions. Here we used Sentinel-1 Synthetic Aperture Radar Interferometry (InSAR) to document the seasonal displacement progression in three regions of Svalbard. We retrieved June–November 2017 time series and identified thaw subsidence maxima and their timing. InSAR measurements were compared with a composite index model based on ground surface temperature. Cyclic seasonal patterns are identified in all areas, but the timing of the displacement progression varies. The subsidence maxima occurred later on the warm western coast (Kapp Linné and Ny-Ålesund) compared to the colder interior (Adventdalen). The composite index model is generally able to explain the observed patterns. In Adventdalen, the model matches the InSAR time series at the location of the borehole. In Kapp Linné and Ny-Ålesund, larger deviations are found at the pixel-scale, but km or regional averaging improves the fit. The study highlights the potential for further development of regional InSAR products to represent the cyclic displacements in permafrost areas and infer the active layer thermal dynamics.
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1. Introduction

Permafrost, defined as ground that remains at or below 0 °C for at least two consecutive years, is an essential component of the terrestrial cryosphere that is sensitive to climate change [1]. Permafrost degradation contributes to global warming by releasing greenhouse gases previously trapped in the frozen ground [2] and has direct impacts on infrastructure [3] and ecosystems [4]. The upper part of the ground, the active layer (AL), is seasonally frozen and thawed, and determines a vast set of ecological and hydrological processes occurring in permafrost landscapes [5,6]. Permafrost thermal state and AL thickness (ALT) are the two components of the Permafrost Essential Climate Variable (ECV). These variables are typically measured by in-situ techniques [7], but the scarce network of monitoring sites makes remote and large polar regions difficult to comprehensively document. This leads to large uncertainties in the estimate of the current permafrost state and future projections [8]. However, surface changes documented by satellite remote sensing...
allow us to indirectly investigate permafrost dynamics. The exploitation of optical [9], radar [10] and thermal [11] imagery for this purpose has significantly increased these past decades [12].

Seasonal AL freezing and thawing induces cyclic heave and subsidence of the ground surface due to ice formation and melting [5,6]. The variability of the ground thermal regime, water content and physical AL properties lead to an uneven amplitude, distribution and temporal variability of these displacements [13,14]. Satellite Synthetic Aperture Radar Interferometry (InSAR) allows for documenting line-of-sight (LOS) ground surface displacements between radar images taken at different times [15]. InSAR-based displacement maps can cover extensive areas and document the spatial distribution of thaw subsidence [16]. InSAR has also been used to estimate the ALT [17] and map areas with high content of excess ground ice at the top of permafrost [18]. Multi-temporal InSAR techniques allow for the retrieval of displacement time series, valuable for studying the seasonal progression of the ground displacements related to freeze and thaw cycles [19–22], as well as the interannual changes of surface elevation [23–26].

In Svalbard, InSAR time series highlighted that the temporal patterns of the seasonal subsidence and heave match the AL thermal variations measured in boreholes in Adventdalen and Endalen [21]. Based on Global Positioning System Interferometric Reflectometry (GPS-IR) in an Alaskan site, Hu et al. [27] showed that a composite index model is able to characterize the cyclic patterns. The model estimates the subsidence and heave based on assumptions of homogeneous soil water content and using the Stefan equation, to calculate the variable freezing/thawing front depth based on air or ground temperature records [28,29]. Both in Svalbard and Alaska, the results suggest that displacement time series can indirectly document the AL thermal regime and thus complement and upscale traditional point-based field monitoring. The results indicate that the timing of the maximal subsidence can be used as a proxy for the transition between the thawing period and the freeze-back onset. However, other studies conversely concluded that the displacement progression described by the Stefan equation does not reproduce observations, due to the unconsidered impacts of hydrologic controls [30–32] and the potential time lag between temperature and displacements [19,33]. Further research is thus necessary to compare measured and modelled displacement time series, and to study the importance of the temperature control on AL displacement patterns in different environmental settings. In addition, with the development of national to multi-national InSAR mapping services based on freely available images from the Copernicus Sentinel-1 satellite mission [34,35], the ability to map ground movement at large scales is dramatically increasing.

However, the operational exploitation of InSAR technology for the monitoring of ground dynamics in extensive permafrost areas still needs to be demonstrated. The currently applied processing strategies are mostly designed for moving areas with relatively constant displacement directions and the InSAR parameter chosen for mapping purpose is usually the mean annual ground velocity, which has limited applicability in areas affected by cyclic patterns. In Svalbard and similar polar environments, dedicated products that take the complex seasonal ground dynamics into account are required.

Here we study to what degree seasonal displacements time series are controlled by temperature variations and discuss the value of novel InSAR products designed for mapping cyclic ground dynamics in Svalbard. Based on pre-existing techniques, the novelty of our study is to propose a simple procedure to summarize and compare complex displacement time series in extensive polar regions, and to couple InSAR and modelling for the interpretation of the active layer dynamics in permafrost landscapes. Specifically, our objectives are to (1) to develop Sentinel-1 InSAR products documenting the spatial variability and timing of the seasonal thaw subsidence maxima in three regions of Svalbard characterized by different geomorphological and climatic conditions; (2) compare the displacement time series with a composite index based on temperature and evaluate how a simple model can explain the progression of subsidence and heave patterns in the study areas; (3) discuss the potential and limitations of using the timing of the maximal subsidence
as a proxy for the end of the thawing season and suggest ideas for the development of alternative InSAR products in polar areas characterized by cyclic patterns.

2. Study Areas

Svalbard is characterized by a polar-tundra climate [36] influenced by the West Spitsbergen oceanic current, which warms in particular the western parts of the archipelago [37]. The Spitsbergen island experiences a large climatic gradient with higher temperature and greater precipitation in the west compared to the more continental interior [38]. The periglacial land area has continuous permafrost, varying from approximately 100 m in thickness in valley bottoms and coastal areas to 500 m in the mountains [39]. The seasonal and inter-annual meteorological variations, as well as the diversity of local environmental conditions (water content, ground material properties, snow cover and vegetation) largely influence the ground thermal regime and consequently the dynamics of periglacial landforms [40–42]. Monitoring of ground temperature and ALT indicates that permafrost is warming and ALT is increasing [43–45]. Projections for the twenty-first century suggest similar future trends following climate change scenarios [38,46]. The study focuses on three different and well-studied areas of central and western Spitsbergen: Adventdalen, Kapp Linné and Ny-Ålesund (Figure 1). All three areas have permafrost observation sites as part of the Svalbard Integrated Arctic Earth Observing System (SIOS) [44]. The selected areas vary from 121 to 307 km$^2$ in size (Table 1).

Figure 1. Location of the three study areas in central and western Spitsbergen, Svalbard: Adventdalen (ADV), Kapp Linné (KAP) and Ny-Ålesund (NYA). Digital elevation model and topographical information are from the Norwegian Polar Institute [47,48].
Table 1. Information about the study areas and the InSAR datasets. Locations of the InSAR reference points are shown in Figure 1. The interferogram networks are shown in Supplements S1–S3.

| Study Area  | Land Area [km²] | Selected Number of Interferograms | Line-of-Sight (LOS) Incidence Angle ($I_a$)/Compass Direction ($D_i$) | Reference Points (UTM 33N) |
|-------------|-----------------|----------------------------------|-------------------------------------------------|-----------------------------|
| Adventdalen (ADV) | 307             | 90                               | $I_a$: 37.3° / $D_i$: 69.5°                     | 8,685,931 / 511,282         |
| Kapp Linné (KAP)   | 288             | 88                               | $I_a$: 34.0° / $D_i$: 67.8°                     | 8,551,011 / 469,616         |
| Ny-Ålesund (NYA)   | 121             | 84                               | $I_a$: 34.3° / $D_i$: 66.0°                     | 8,765,916 / 423,918         |

The Adventdalen (ADV) area is dominated by a SE–NW oriented valley tributary to the large Isfjord system. Longyearbyen, Svalbard’s main settlement and airport, is located in the western part of the study area (black star, Figure 1). ADV has a complex topography with mountain tops up to approximately 1050 m a.s.l. and glacially eroded valleys down to sea level, carved into flat-lying sedimentary rocks, consisting primarily of sandstones and shales [49]. Following regional deglaciation, fluvial and periglacial activities have further developed the ADV geomorphology. The valley floors are infilled by fluvial, alluvial and eolian (loess) deposits [50]. The permafrost thickness is about 100 m near the coast and increases up-valley [51]. The accumulation of eolian deposits on alluvial terraces led to the upward growth of syngenetic permafrost, underlain by epigenetic permafrost formed by the downward freezing of fluvial and marine deposits [52]. Ground ice distribution is variable [52,53], but higher contents are generally found in the top few metres of the syngenetic permafrost, especially in eolian deposits, and at the top of the underlying epigenetic permafrost [52]. Permafrost ECV observations have been carried out in this area since 2000 [45]. In 2016–2017, the mean annual temperature of the permafrost surface varied between approximately $-0.5$ and $-3.2$ °C in two SIOS boreholes. ALT was between 0.9 and 1.8 m [44].

The Kapp Linné (KAP) area is located in the westernmost part of the Nordensköld peninsula and is greatly influenced by the North Atlantic maritime regime [54]. The region is characterized by the northwest-striking West Spitsbergen Fold Belt [55], and a low-lying Precambrian bedrock platform—the strandflat—mantled by raised beach deposits [56]. The Isfjord Radio weather station is situated in the northwestern part of this strandflat complex (black square, Figure 1). The Griegfjellet ridgeline, composed of pre-Cambrian phyllite [57], reaches up to approximately 780 m a.s.l. and separates the coastal strandflat from the Linné valley and its proglacial lake Linnévatnet [58]. The strandflat geomorphology is characterized by a complex assemblage of dry, coarse-grained, raised marine beach ridges and exposed weathered bedrock interspersed with thermokarst lakes, organic-rich shallow bogs with small palsas, ice-wedge polygons and sorted/unsorted circles [59,60]. Permafrost ECV observations have been carried out in this area since 2008 [43]. In 2016–2017, the mean annual temperature of the permafrost surface varied between approximately $-1.5$ and $-1.8$ °C in two SIOS boreholes. ALT was between 1.8 and 3.0 m [44].

The Ny-Ålesund (NYA) area is located along Kongfjorden in northwestern Spitsbergen. It includes a former coal mining village, converted into a research station (black square, Figure 1). The region is characterized by a strandflat area in the outer part of the Brøggerhalvøya peninsula and steep topography with the highest peaks at 790 m a.s.l in the southeastern part. In Brøggerhalvøya, late Paleozoic to early Triassic sedimentary sequences are overlain by Paleocene coal-rich sediments [61]. The bedrock is covered by Quaternary terrestrial and coastal sediments, consisting of till, colluvial, fluvial and raised beach deposits [62]. Fine-scale variabilities of surface temperature [63], snow cover [64] and active layer thickness [65] have been documented in the intensively studied Bayelva area (black circle, Figure 1). Here a permafrost research site collects long-term environmental
data series since 1998 [66]. In 2016–2017, the mean annual temperature of the permafrost surface was approximately $-2.7$ °C in the two SIOS boreholes in the area. ALT was between 1.5 and 2.0 m [44].

3. Data and Methods
3.1. Sentinel-1 SBAS Time Series

InSAR results are based on SAR images from the Sentinel-1 satellites of the European Commission Copernicus Programme. The selected scenes have been acquired with the Interferometric Wide swath mode in an ascending geometry (track 14). The sensor looks obliquely downward (LOS incidence angle $I_a$, Table 1), towards ENE (LOS compass direction $D_i$, Table 1). The same period (22 June to 25 November 2017) was selected for each study area to provide comparable time series. The chosen start and end dates are expected to reduce the risk of significant decorrelation due to extensive snow cover. It should, however, be noted that ground thawing is expected to start before 22 June (typically late May–early June in ADV) [21,45], which leads to an underestimation of the total seasonal subsidence if ground ice melts in the upper part of the active layer. This has no major implication considering that the scope of the study is to document the timing of the transition from thaw subsidence to frost heave, occurring later within the season, and discuss the relative temporal variability of the displacement patterns.

InSAR results were processed using the NORCE GSAR software [67]. Single Look Complex (SLC) images were co-registered and multi-looked using a range/azimuth factor of $8 \times 2$. Interferometric image pairs (interferograms) were generated with a maximal temporal baseline of 48 days. After removal of strongly decorrelated interferograms (mean coherence $<0.5$) due to fast movement, snow and moist surface, the effective temporal baseline is 6 to 12 days at the beginning and end of the time series. Longer temporal baselines have been included in the middle of the time series due to more stable ground conditions. The final selection includes 84 to 90 interferograms depending on the study area (Table 1 and Supplements S1–S3). The ADV time series is continuous. Acquisition 27.08.2017 in KAP is affected by major ionospheric effect, while acquisition 08.10.2017 in NYA is affected by snow. They have thus been discarded, introducing a gap in the time series. The constrained spatial baselines (maximum value: 188 m) lead to small topographical phase components that have been estimated and removed using a 20 m Digital Elevation Model (DEM) [47]. The noise-level was reduced in all interferograms by applying a spatially adaptive coherence-dependent Goldstein filter [68,69]. The contribution from the stratified atmosphere was mitigated by a data driven approach where we fit a linear relationship between residual phase and topography [70] using the available DEM [47]. Based on the redundant sets of interferograms, we further corrected the stratified delay per scene using a network-based approach [71]. The remaining turbulent component was mitigated by averaging all pairs centred on common acquisitions and using the redundancy to iteratively estimate the atmospheric contribution of each scene [72]. Pixels affected by low signal stability due to snow (e.g., glaciers, perennial patches) or water (e.g., lakes, rivers) in most of the pairs were removed by applying a coherence-based filter (0.5 in 50% of the selected interferograms).

The unwrapping was performed using the SNAPHU software [73]. InSAR is a spatially relative technique, which means that the results must be calibrated to a reference location. We tested different reference points and chose references in areas assumed to be stable. For all study areas, reference points are on low-inclined surface ($\leq 2^\circ$) with high mean coherence ($\geq 0.8$), located either on infrastructure or on visible rock outcrops based on aerial imagery [74] (Table 1). We estimated ground displacement time series using the Small Baseline Subset (SBAS) method [75]. The inversion is performed using an L1-norm-based cost function, which is more robust than L2-norm with respect to unwrapping errors [76]. Atmospheric filtering used a spatial filter of 500 m and a temporal filter of 18 days.

The initial InSAR measurements correspond to one-dimensional sensor-to-ground distance changes along the LOS, expressed in mm. The displacement times series are
temporally relative to the first scene of the dataset (22 June 2017) and spatially relative to the reference points (Table 1). The results were geocoded using the 20 m DEM [47] and have a 40 m spatial resolution. The time series have a six-day temporal resolution.

3.2. InSAR Post-Processing and Identification of the Thaw Subsidence Maxima

We propose a relatively simple workflow to generate high level products based on seasonal SBAS time series (inputs from Section 3.1). We applied conservative filters to remove unreliable and irrelevant information when focusing on the timing of the thaw subsidence maxima. The procedure follows five main steps to filter the SBAS results, convert the LOS values to vertical displacements, identify the maximal subsidence and extract the acquisition date of the maxima. These steps are illustrated in Figure 2 (observed displacements) and summarized hereafter:

A. Pre-filtering of the initial SBAS results:

- **Criterion 1 “Ambiguity”:** InSAR signal becomes aliased when the displacement gradient between adjacent pixels is higher than a quarter of the wavelength during the selected time interval. When using Sentinel-1 (5.6 cm wavelength), if the displacement is over 14 mm between the acquisitions used to build interferograms, there is a higher probability of spatial phase unwrapping error [69]. We therefore filtered out the results likely to be affected by a phase unwrapping error by filtering out pixels including a displacement gradient over 14 mm between successive acquisitions of the time series. If the displacement difference is over the ambiguity threshold, for example between the first acquisition (June 22) and the second (28 June), the pixel is discarded.

- **Criterion 2 “Slope angle”:** Creep processes on slopes are likely to mask out the transition from subsidence to heave due to a gradual and continuous downslope displacement component. Based on a 20 m DEM [47], we computed the slope angle using ArcGIS (©ESRI). We discarded all pixels with slope angle >1.5°, to focus on flat areas (Supplement S4). Solifluction can occur on low-inclined surfaces, and has been reported on 2° slopes [77]. The conservative threshold of 1.5° was used to account for the relatively low DEM resolution, likely to underestimate local slope variabilities.

- **Criterion 3 “Coherence”:** Decorrelation sources due to snow, ground moisture and vegetation may affect the quality of the displacement estimates [78]. We applied a secondary coherence thresholding more conservative than at the processing stage (Section 3.1). Pixels with mean coherence <0.55 based on the selected interferograms (Table 1; Supplement S1–S3) were discarded.

B. Vertical conversion: InSAR measurements are intrinsically one-dimensional, along the oblique LOS (Table 1) and therefore provide ambiguous information in complex topography, especially if the movement orientation is spatially heterogeneous and/or temporally variable. As we focus here on flat areas, we can assume that all displacements occur vertically (subsidence and heave). Although some local areas (e.g., coastal areas affected by erosion) may slightly deviate from this general assumption, we expect that the dominant ground behaviour at the landscape scale is along the vertical. Therefore, we converted all results from LOS to vertical displacement using the following equation:

\[
V_{\text{disp}} = \frac{\text{LOS}_{\text{disp}}}{\cos(I_a)}
\]

where \(V_{\text{disp}}\) is the vertical displacement, \(\text{LOS}_{\text{disp}}\) is the LOS-projected displacement, and \(I_a\) is the incidence angle of the radar beam (Table 1). \(V_{\text{disp}}\) documents a subsidence (positive value) or a heave (negative value), relatively to the first acquisition date.

C. Subsidence maxima identification: For each time series, the maximal value was identified, and its corresponding Day of Year (DOY) was extracted. It should be noted
that the DOY identification is based on the subsidence maximum only and does not take into account the entire pattern of the displacement progression, which may lead to erroneous value if the ground level flattens at the end of the thawing season.

D. Post-filtering of the selected time series:

- **Criterion 4 “Cyclicity”**: Pixels with DOY corresponding to the first or the last acquisition of the series (i.e., without any subsidence/heave pattern) were discarded, as they do not document a cyclic process. We assume that these pixels correspond to remaining low-inclined areas affected by downslope creep. In combination with Criterion 2 “Slope angle”, Criterion 4 is an additional way to ensure that we focus the analysis on flat areas dominated by vertical patterns.

- **Criterion 5 “Maxima”**: All pixels with a maximal subsidence <10 mm were additionally discarded, as we assume that the transition between subsidence to heave in areas with low displacement amplitude is likely to be masked out by noise sources (e.g., atmospheric effects, bias due to snow or ground moisture). The temporal resolution of the DOY product is 6 days (12 days when there is one missing acquisition), corresponding the repeat-pass interval of the Sentinel-1 mission.

E. InSAR outputs: For analysing the spatial distribution of the maximal subsidence, we used the results after the four first steps of filtering (Criteria 1–4), while all five criteria are used to map the DOY. For further comparison with the temperature-based model (Sections 3.3 and 3.4), we focused on time series at three different scales (local, intermediate and regional) by:

- Extracting the nearest pixels to the boreholes;
- Averaging the series for the pixels within 1 km² around the boreholes;
- Averaging the pixels with a DOY of the subsidence maxima within the interquartile range of all results, as we assume that they are representative of the ground behaviour at the regional scale.

When averaging time series, the dispersion of the selected values can be represented by the standard deviation around the mean of the selected pixels for each acquisition date.

3.3. Air and Ground Surface Temperature

To interpret the InSAR measurements and evaluate the importance of the thermal control on the ground dynamics, we used daily averaged air temperature from three weather stations and ground surface temperature from three boreholes in all study areas (Table 2; Figure 1).

3.4. Composite Index Model of Seasonal Time Series

The SBAS time series were compared to a simple composite index model based on temperature (input from Section 3.3). The calculation of the composite index is explained in detail by Hu et al. [27]. The main steps of the procedure are schematically summarized in Figure 2 (modelled displacements) and can be described as follows:

A. For a given time \( t \) in the season, the thawing (freezing) depth \( Z \) of the ground can be modelled using the Stefan equation \([28,29]\), as follows:

\[
Z(t) = \sqrt{\frac{2k\Delta(t)}{\rho \theta L}}
\]

(2)

where \( k \) is the thermal conductivity of soil (units: \( \text{W}\cdot\text{m}^{-1}\cdot\text{K}^{-1} \)), \( n \) is the \( n \)-factor ratio accounting for the offset between the air temperature and the ground surface temperature, influenced by the surface conditions (e.g., snow, vegetation) \([80]\), and \( \Delta(t) \) is the accumulated degree days of thawing or freezing (units: \( ^\circ\text{C} \cdot \text{days} \)). \( \rho \) is the soil bulk density (units: \( \text{kg}/\text{m}^3 \)), \( \theta \) is the volumetric water content (units: \( \text{m}^3/\text{m}^3 \)), and \( L \) is the specific latent heat of fusion for water (units: \( \text{J}/\text{kg} \)).
The phase change of water causes volume change of the ground medium within the thawed (frozen) layer. We assume that the 1D ground medium has homogenous and constant thermal properties and water content. All the water pores within the active layer are assumed to be affected by phase change, which causes a ~9% volume decrease and increase leading to subsidence and heave. Based on these assumptions and following the steps detailed in Hu et al. [27], we can express the subsidence \( s(t) \) and heave \( h(t) \) as a simple function of the variables \( A(t) \) and the time-invariant coefficients \( E \):

\[
s(t) = E_T \sqrt{A_T(t)} \quad \text{and} \quad h(t) = E_F \sqrt{A_F(t)}
\]

where \( A(t) \) is the time-variant accumulated degree days of thawing \((T)\) (units: \(^\circ\)C days) or freezing \((F)\) (units: \(^\circ\)C days), based on the daily averaged air and ground surface temperatures from the sites introduced in Section 3.3. \( E_F \) and \( E_T \) are time-invariant coefficients based on ground/water properties of the frozen \((F)\) and thawed \((T)\) ground (the soil bulk density, volumetric water content, water/ice density, latent heat of fusion for water, thermal conductivity, n-factors) [27].

B. The two seasonal coefficients \( E_F \) and \( E_T \) can be related by a scaling factor \( \alpha \):

\[
\alpha = \frac{E_F}{E_T} = \sqrt{\frac{k_F n_F}{k_T n_T}}
\]

Where \( k_F \) and \( k_T \) are the thermal conductivities of the frozen \((F)\) and thawed \((T)\) ground and \( n_F \) and \( n_T \) are the n-factors \( n_F \) and \( n_T \) as described in Equation (2).

The scaling factor applied by Hu et al. [27] is 1.44 based on the ground properties of the Utqiaġvik site (Anchorage, AK, USA), and using air temperature series for the calculation of the composite index. In our study, the \( k \) and \( n \) coefficients remain undefined, due to variable and partly unknown ground properties in the study areas. We therefore focused on their relative difference (ratio between frozen and thawed ground) represented by the scaling factor \( \alpha \). When using ground surface temperature, the \( n \)-factors are 1, so \( \alpha \) reduces to \( \sqrt{k_F/k_T} \), i.e., the difference of thermal responses between thawed and frozen ground. We tested and compared the results using five \( \alpha \) values (1, 1.2, 1.4, 1.6 and 1.8).

C. Based on Equations (3) and (4), the composite index \( I_c \) can be expressed as:

\[
I_c(t) = \sqrt{A_T(t)} - \alpha \sqrt{A_F(t)}
\]

We set the composite index to be zero until the start of the thawing season. The initiation of the calculation starts when the first daily averaged air and ground surface temperatures above 0 \(^\circ\)C are recorded at the weather stations or in the boreholes.

D. Because we are only interested in characterizing the temporal pattern of ground displacements, we normalized the composite index with its maximum value and rescaled it by multiplying the index by the maximal value of the SBAS displacement time series:

\[
d(t) = d_s I_c(t)
\]

where \( d(t) \) is the rescaled composite index, directly comparable with the observed displacement (Section 3.2), \( d_s \) is the maximum seasonal subsidence based on the SBAS time series (units: mm) and \( I_c \) is the composite index (Equation (5)) normalized with its maximum value.

The comparisons between the SBAS time series and the model (normalized and rescaled composite index) consisted of:
Comparing the timing of the transition between the subsidence and the heave from the observations and the thawing and freezing periods from the models;

Evaluating the goodness of the fit between the observations and the models by documenting the proportion of the variance of the seasonal SBAS displacements that is explained by the normalized index ($R^2$);

Analysing the temporal variations of the entire observed displacement time series with respect to the rescaled composite index;

Discussing the results' differences when using air or ground surface temperature, as well as single pixels closest to the boreholes, 1-km$^2$ or regional averaged displacement time series.

We finally interpreted the fit/deviation between the observation and the model by discussing the limitations of the SBAS products and the validity/invalidity of the assumptions behind the simplified composite index model. The findings were related to the results from Section 3.2 to discuss the potential of DOY maxima products to document the cyclic dynamics of the active layer in permafrost landscapes.

Figure 2. Schematic illustration of the study workflow. The boxes are labelled according to the numbers of Sections 3.1–3.4 and the processing steps listed in the text. Red boxes show the workflow of the InSAR procedure (observed displacements). Blue boxes show the workflow of the modelling procedure (modelled displacements). Dashed black box highlights the procedure to compare and discuss the observed and modelled displacements. Light grey areas show the main processing/analysis steps. Dark grey areas show the main outputs.
Table 2. Information about the weather stations, the boreholes and the documented air and ground temperature time series in Table 1.

| Station and Data Types | Coordinates (UTM 33N) | Altitude [m a.s.l] | Site Information and Reference |
|------------------------|-----------------------|--------------------|--------------------------------|
| Adventdalen (ADV)      |                       |                    |                                |
| Weather station.       | 8,681,070 N, 518,966 E| 15                 | Adventdalen station 99870.     |
| Air temperature.       |                       |                    | Reference: NCCS, 2021 [79].    |
| Borehole               | 8,680,294 N, 522,504 E| 17                 | Ice-wedge polygons in eolian deposit. |
| Ground temperature.    |                       |                    | The area is affected by long-term subsidence, exposing the upper sensors closer to the surface. Data from logger at –23 cm is therefore used in this study, assuming to be representative of the ground surface conditions. The borehole is part of the UNIS monitoring network and temperature data has previously been compared with InSAR in Rouyet et al., 2019 [21]. |
| Kapp Linné (KAP)       |                       |                    |                                |
| Weather station.       | 8,665,721 N, 468,119 E| 7                  | Isfjord Radio station 99790.   |
| Air temperature.       |                       |                    | Reference: NCCS, 2021 [79].    |
| Borehole               | 8,664,808 N, 468512 E | 21                 | Beach ridge on strandflat composed of coarse-grained beach sediment. Sensor at ground surface. GTN-P and NORPERM references: NO 36/KL-B-2. Reference: Christiansen et al., 2010; 2021 [43,44]. |
| Ground temperature.    |                       |                    |                                |
| Ny-Ålesund (NYA)       |                       |                    |                                |
| Weather station.       | 434,216 N, 8,763,255 E| 8                  | Ny-Ålesund station 99910.      |
| Air temperature.       |                       |                    | Reference: NCCS, 2021 [79].    |
| Borehole               | 8,762,985 N, 432,118 E| 25                 | Diamict surface with fine-grained glaciofluvial sediments. Profile C. Sensor at –1 cm. GTN-P reference: NO GE 60. Reference: Boike et al., 2018 [66]. |

4. Results
4.1. Thaw Subsidence Maxima

The final SBAS results (Section 3.2) are presented on maps showing the distribution of the subsidence maxima and their corresponding DOY (Figures 3–5). The five criteria used for filtering significantly reduce the exploitable observations to 3–5% of the initially documented pixels (Supplement S5) but still provide a good coverage in the flat areas, mostly in the valley bottoms in ADV, and in the strandflat areas in KAP and NYA, with total pixel numbers of 14,547 in ADV, 21,198 in KAP and 6021 in NYA. The observed patterns are described by analysing the results at the landscape scale, as well as within selected km² areas around the three boreholes and over landforms experiencing a behaviour that deviates from the regional trend. Orthophoto imagery of the corresponding locations can be found in supporting material (Supplement S6).

In ADV, displacements occurring between June 22 and the day of the subsidence maxima are mostly over 20 mm (Figure 3A). The displacement distribution is geomorphologically-controlled [21]. Large displacements are detected on landforms assumed to have high water content and composed of fine-grained frost-susceptible sediments. Greatest subsidence up to approximately 100 mm are found in the outer part of alluvial fans and in the eolian terraces surrounding the ADV braided river. The timing of the subsidence maxima is quite homogenous in the valley bottom (Figure 3B), with values between 251 and 269 (mid–late September). The maxima are identified later on the valley sides, e.g., where the borehole is located (Figure 3B, area C; Figure 6C), suggesting different ground behaviour between the terraces (Supplement S6C) and the fluvial riverbed (Supplement S6D). Most ADV time series show a clear cyclic displacement pattern, with a distinct and quick transition between subsidence and heave that allows for a mostly unambiguous extraction...
of the DOY maxima (Figure 6C,D). The subsidence maxima are identified earlier on the SW blockfield plateau (Figure 3B, area E; Figure 6E), suggesting earlier freeze-back due to higher elevations (400–500 m a.s.l). The end of the time series in November is often affected by a stabilization or lowering effect (Figure 6C,E). This presumed artefact, further discussed in Section 5.1, especially affects some alluvial fans in the inner part of the valley (eastern side in Figure 3B) where outliers with late DOY maxima are identified.

In KAP, the variability of the subsidence maxima matches the complexity of the landform assemblage in the area (Figure 4A), especially in the northern part (Supplement S6, area F). Low subsidence values (typically lower than 20 mm) are detected in areas composed of exposed bedrock or coarse-grained beach ridges, but maxima up to 120 mm are found in organic-rich and fine-grained sediments in beach ridge depressions. A spatial gradation with earlier DOY along the eastern slope compared to the coastal part highlights the impact of the maritime influence within the area (Figure 4B). The timing of the subsidence maxima is mostly homogenous in the northern part, e.g., where the borehole is located (Figure 4B, area F). The subsidence maxima occur considerably later than in ADV (287 to 305, i.e., in mid–late October). The transition between subsidence and heave is clear on series from the northern part (Figure 4B, area F; Figure 6F) but becomes more ambiguous towards the South, where earlier DOY are detected (Figure 4B, areas G–H; Figure 6G,H). The flattening of the displacement curves in mid–late summer shows that the ground level stabilizes for a long period (Figure 6G,H). The different behaviour observed on the beach ridges in the southeastern part of the strandflat may indicate specific ground conditions at the mouth of the Orustdalen valley (Figure 3B, area H). This is further discussed in Section 5.1.

In NYA, the documented surfaces are mostly composed of coarse beach and diamict deposits. The relatively little frost-susceptibility of the material leads to subsidence values generally lower than for the two other study areas, with maxima mostly under 40 mm (Figure 5A). Maximal subsidence, up to 80 mm, are found primarily in the western part of the peninsula, in the alluvial deposits surrounding the Kvadehukelva riverbed. Beach ridge depressions on the strandflat show relatively homogenous DOY values with subsidence maxima occurring approximately at the same time as in the KAP area (287 to 299, in mid-October) (Figure 5B, e.g., in area J).

The northwestern part of the strandflat has considerably earlier DOY (Figure 5B, area K) compared to the surroundings (Figure 5B, area J), suggesting a different ground behaviour in the exposed coastal part of the landscape. This area, in the outer part of alluvial fans, experiences rather stable surface position, with only minor subsidence through the documented summer period, followed by quick and large heaving when freeze-back occurs (Figure 5B, area K; Figure 6K). In the inner part of Kongsfjorden (NE in Figure 5), some altitudinal variations and geographical zonation are visible, with earlier DOY compared to the outer part of the peninsula. Around the borehole, a heave pattern is detected in late August to mid-September, prior to the main one starting in mid-October (Figure 6I). We further discuss the potential causes of this pattern in relation with the composite index model (Sections 4.2 and 5.1).

When comparing the results for the three areas, clear differences are identified (Figure 7). The median DOY of the subsidence maxima is earlier in ADV compared to KAP and NYA. Even considering the interquartile variability of the distribution, the values of ADV show no overlap with the two other areas (Figure 7A). KAP and NYA DOY maxima have overlapping distributions, but the detected subsidence values are lower in NYA (Figure 7A). Cyclic patterns are visible in all regionally averaged time series (Figure 8B), but the results highlight differences between the three study areas that are further discussed in Section 5.1. Time series with maxima below/over the first and third quartiles of the entire area (Figure 8A,C) exemplify the deviation from the most common pattern. Due to long thawing periods, the averaged time series in KAP and NYA show that the ground tends to remain stable during several months in mid–late summer (Figure 8), which likely affects the reliability of the automatic extraction of the subsidence maxima. This issue is further discussed in Section 5.2.
Figure 3. Spatial distribution of filtered SBAS results in Adventdalen (ADV) based on 22.06.2017–25.11.2017 time series. 

(A) Subsidence maxima for the pixels selected after the four first filtering criteria (Section 3.2). 
(B) Day of Year (DOY) of the subsidence maxima for the pixels selected after the five filtering criteria (Section 3.2). Black squares (C–E) show the km$^2$ extents used to average the time series (Figure 6C–E). Abbreviations refer to August (Aug.), September (Sept.), October (Oct.) and November (Nov.). Orthophoto imagery of the corresponding locations are shown in Supplement S6. 

One hundred metres of elevation contour lines, glacier, sea and lake layers are from the Norwegian Polar Institute [47,48].
Figure 4. Spatial distribution of filtered SBAS results in Kapp Linné (KAP) based on 22.06.2017–25.11.2017 time series. (A) Subsidence maxima for the pixels selected after the four first filtering criteria (Section 3.2). (B) Day of Year (DOY) of the subsidence maxima for the pixels selected after the five filtering criteria (Section 3.2). Black squares (F–H) show the km² extents used to average the time series (Figure 6F–H). Abbreviations refer to August (Aug.), September (Sept.), October (Oct.) and November (Nov.). Orthophoto imagery of the corresponding locations are shown in Supplement S6. One hundred metres of elevation contour lines, glacier, sea and lake layers are from the Norwegian Polar Institute [47,48].
Figure 5. Spatial distribution of filtered SBAS results in Ny-Ålesund (NYA) based on 22.06.2017–25.11.2017 time series. (A) Subsidence maxima for the pixels selected after the four first filtering criteria (Section 3.2). (B) Day of Year (DOY) of the subsidence maxima for the pixels selected after the five filtering criteria (Section 3.2). Black squares (I–K) show the km² extents used to average the time series (Figure 6I–K). Abbreviations refer to August (Aug.), September (Sept.), October (Oct.) and November (Nov.). Orthophoto imagery of the corresponding locations are shown in Supplement S6. One hundred metres of elevation contour lines, glacier, sea and lake layers are from the Norwegian Polar Institute [47,48].

Figure 6. Examples of the spatial variability of the seasonal displacement progression and the detected DOY of the subsidence maxima for time series averaged over 1 km². Locations (C–K) are shown in Figures 3–5 (black squares). Orthophoto imagery of the areas are shown in Supplement S6. The vertical bars show the standard deviation of the displacement values around the mean for each acquisition date. The vertical dashed lines show the averaged detected DOY of the subsidence maxima. N values document the number of pixels that have been averaged for each area. Note that the y-axis scale varies for each graph.
Figure 7. (A) Median and interquartile range of the subsidence maxima (>10 mm) and associated DOY. Circles and dates show the median values. The bars show the interquartile range. (B–D) Distribution of the DOY of the subsidence maxima in Adventdalen (ADV), Kapp Linné (KAP) and Ny-Ålesund (NYA). Vertical dashed lines Q1 and Q3 show the first and third quartiles of the distribution. N values are the numbers of total pixels after filtering.

Figure 8. Averaged time series for each study area classified according to the DOY of the subsidence maxima. The vertical bars show the standard deviation of the displacement values around the mean for each acquisition date. Vertical dashed lines Q1 and Q3 show the first and third quartiles of the entire distribution. N values document the number of pixels that have been averaged in each category. (A) Average of the series with a detected DOY earlier than the first quartile (Q1) of the distribution. (B) Average of the series with a detected DOY within the interquartile range, assumed to be representative of ground dynamics at the regional scale. (C) Average of the series with a detected DOY later than the third quartile (Q3) of the distribution.
4.2. Composite Index Model of Seasonal Time Series

The daily averaged temperature series highlight differences between the air and ground surface temperatures measured at weather stations and in boreholes in each of the three study areas (Table 2). Short-term fluctuations are reduced in the time series from the boreholes (Figure 9A), mostly due to the insulating winter and spring effects of the snow and the thermal diffusivity of the upper soil layer. Especially at the beginning of the thawing season in ADV and NYA, a thermal offset and a time lag are observable between the two series. In NYA, the ground surface temperature during snow melting remained stable around 0 °C during three weeks after the air temperature became positive (Figure 9A). The start of the InSAR observation window on 22 June (measurement period, vertical black lines in Figure 9A) approximately fits the onset of ground thawing in the NYA borehole (20 June). In ADV and KAP boreholes, the ground thawing started on June 13 in ADV borehole and June 4 in KAP. This is 9 days (ADV) to 18 days (KAP) before the InSAR measurement period, which highlights the importance of interpreting the subsidence maxima values in a relative manner, due to the underestimation of the total seasonal subsidence.

The composite index was calculated based on air and ground temperature data from the three weather stations and boreholes (Section 3.3) (Supplements S7–S8). After testing five scaling factors \( \alpha \) (Section 3.4), the results showing the best fit between the observed and modelled time series have been selected (Supplements S9–S10). At the regional scale, the pixels with a DOY of the subsidence maxima within the interquartile range of all series (Figure 8B) are compared with the composite index. The results show that for all study areas, the composite index models based on ground surface temperature from the boreholes provide a better fit with the observed subsidence and heave than when using air temperature as input (Figure 9B and Supplement S11). This can be explained by the lag between air and ground temperature, especially at the thaw onset. For further analysis, we therefore used ground surface temperature as input to the models at all scales and for all areas.

In ADV, at the borehole location, both the timing of the transition from subsidence to heave and the whole displacement progression is well represented by the composite index (Figure 10A). Similarly, the match is good for the intermediate scale (km\(^2\) average) (Figure 10B). At the regional average, the general shape of the curve is well represented by the model, but the measurements are shifted compared to the modelled displacements, especially during heaving (Figure 10C). The observed subsidence maxima and the following heave occur earlier than the model. This shows that the borehole is located in an area that deviates from the interquartile regional averaged series, which is also visible when examining the spatial distribution of the DOY of the subsidence maxima (Figure 3B).

In KAP, the pixel closest to the borehole shows noisy patterns, especially at the beginning and the end of the documented period (Figure 11A). The progression of the displacements is not well represented by the model, but the timing of the transition matches the composite index. The km\(^2\) average allows for removing some variability and improves the fit between measurements and the model (Figure 11B, left), although the whole displacement progression still appears to be controlled by other factors than temperature only (Figure 11B, right). The regional average reduces short-term variability, especially during late subsidence, which is well represented by the model. However, as for ADV, the timing of the transition is slightly shifted (Figure 11C). The natural variability in this wide and geomorphologically heterogeneous area does not allow for representing averaged regional displacements based on temperature from one single borehole site located on a dry beach ridge (Supplement S6F).

In NYA, the comparison between the composite index and the InSAR time series closest to the borehole shows a clear shift (earlier for the InSAR series) and a low \( R^2 \), showing that the processes occurring at this specific location can not only be explained by a simple temperature-based model (Figure 12A). With a km\(^2\) average, the InSAR series highlight an ambiguous pattern, with a small heave occurring prior to the main one
It approximately occurs when the temperature drops and fluctuates around 0 °C for about a week (Figure 9A). The pattern is only visible in the highest part of the landscape (Figures 5I and 6I). Figure 12 generally highlights a poor correspondence between the measurements and the model for the acquisition dates close to the subsidence maxima. Nevertheless, when averaging series at a regional scale, the match between the observation and the model increases considerably (Figure 12C).

The comparison of the three areas leads to contrasting conclusions. In ADV, the time series have a clear cyclic pattern that is well represented by the model at local and km² scales. At larger scale, the fit between the observation and the model decreases. The area where the borehole is located appears to be not representative of the regional behaviour dominated by earlier DOY in the fluvial sediments of the brained river plain. In KAP, the km² average provides a better fit with the model than a single pixel. The timing of the subsidence-to-heave transition generally fits the temperature records, but the whole displacement progression is not fully explained by the model. At the regional scale, inversely, the displacement progression is well represented by the model, but the subsidence-to-heave transition is somewhat shifted. In NYA, the observation at local scale is not explained by the model. However, by averaging the series within a km² or at regional scale, the match improves considerably. The differences between the three areas are further discussed in Section 5.1 and used to identify the advantages and limitations of the proposed method and applied model in Section 5.2.

Figure 9. (A) Daily air and ground surface temperatures at the weather stations and in boreholes in Adventdalen (ADV), Kapp Linné (KAP) and Ny-Ålesund (NYA) (Table 2). (B) Comparisons between normalized composite index and SBAS displacement at the regional scale (DOY maxima Q1–Q3, Figure 8B). Comparisons between the SBAS time series and the rescaled normalized index are shown in Supplement S11. Information about temperature data is summarized in Table 2.
Figure 10. Comparison between the InSAR time series and the composite index at three scales in the Adventdalen (ADV) study area. **Left:** Goodness of the fit between SBAS displacement and normalized composite index. **Right:** Seasonal progression of the SBAS time series and the rescaled composite index. (A) The selected time series corresponds to the pixel where the borehole is located. (B) 1 km$^2$ average around the borehole (452 pixels). Black square C in Figure 3. (C) Regional average of the time series with a DOY within the interquartile of all the pixels (Figure 8B). Note that the y-axis scale varies for each graph. Information about temperature data is summarized in Table 2.
Figure 11. Comparison between the InSAR time series and the composite index at three scales in the Kapp Linné (KAP) study area. **Left:** Goodness of the fit between SBAS displacement and normalized composite index. **Right:** Seasonal progression of the SBAS time series and the rescaled composite index. (A) The pixel at the location of the borehole has been filtered out and we therefore used the nearest available time series (pixel centre is 62 m away from the borehole, black circle in Figure 4). (B) One km² average around the borehole (146 pixels). Black square F in Figure 4. (C) Regional average of the time series with a DOY within the interquartile of all the pixels (Figure 8B). Note that the y-axis scale varies for each graph. Information about temperature data is summarized in Table 2.
Figure 12. Comparison between the InSAR time series and the composite index at three scales in the Ny-Ålesund (NYA) study area. **Left:** Goodness of the fit between SBAS displacement and normalized composite index. **Right:** Seasonal progression of the SBAS time series and the rescaled composite index. (A) The pixel at the location of the borehole has been filtered out and we therefore used the nearest available time series (pixel centre is 43 m away from the borehole, black circle in Figure 5). (B) One km$^2$ average around the borehole (149 pixels). Black square I in Figure 5. (C) Regional average of the time series with a DOY within the interquartile of all the pixels (Figure 8B). Note that the y-axis scale varies for each graph. Information about temperature data is summarized in Table 2.
5. Discussion

5.1. Seasonal Displacement Patterns

The documented subsidence maxima in the three areas of central and western Spitsbergen (mostly within 15–35 mm, with maximum up to 120 mm) are in the commonly reported ranges of seasonal cyclic displacements in continuous permafrost areas [13,25,27] and generally agree with other observations made in Svalbard [81–83]. However, it is important to consider that the applied InSAR measurement period is underestimating the total subsidence, especially in areas where the thaw onset starts significantly earlier than the InSAR observation window (Figure 10A). Based on the thaw depth progression from in-situ probing in the University Centre in Svalbard Circumpolar Active Layer Monitoring network grid (UNISCALM) [42,45], early summer is indeed known to experience a quick thawing rate, which may induce an undocumented subsidence before the InSAR measurement period if ground ice melts in the upper part of the active layer. The underestimation of the subsidence is likely even greater in the warmer KAP area. The NYA area shows nevertheless clearly lower subsidence values than ADV and KAP (Figure 7A), which is most likely caused by a generally thinner and more coarse-grained sediment cover [62]. The large variability of the displacement values within and between the study areas is assumed to be controlled by the active layer thickness and the ground conditions (ice type/content, frost-susceptibility of the material). The relationship between landform types and InSAR displacement rates has been discussed in a former Svalbard study [21] and by several authors in other continuous permafrost environments of the Northern Hemisphere, such as Siberia, Alaska and Canada [16,20,84,85].

The InSAR time series after filtering highlight clear cyclic patterns, but the timing of the displacement progression varies between the three study areas. Distinct transitions from subsidence to heave are found in ADV, while more ambiguous patterns are observed in parts of the KAP and NYA areas. The extracted DOY of the subsidence maxima vary between the three regions. The results especially highlight a clear difference between the KAP and NYA areas located on the West coast and ADV in central Spitsbergen. This emphasizes the maritime influence of the warm sea in KAP and NYA, compared to ADV, one of the most continental parts of Svalbard [40,54].

In ADV, the mean annual air temperature was −2.8 °C in 2017 [79]. Ground surface temperature at borehole location showed relatively cold conditions with only 356 °C days of thaw in 2017 (Supplement S8). The area is characterized by early subsidence maxima (DOY median values: September 14) (Figure 7A). At the location of the borehole, the maximum occurs later (September 26), which approximately concurs with the ground surface temperature series (Figure 10A). The difference between the fine-grained terraces and the coarse sediments surrounding the riverbed in the valley bottom, visible on DOY maxima maps (Figure 3B) as well as on the entire time series (Figure 6C), highlight a contrasting response of the ground to temperature fluctuations. It suggests that the ground reacts quickly to the first recorded negative temperature in coarse fluvial sediments, while the process is delayed on the loess terraces. The different behaviour at the location of the borehole, compared to most of the valley bottom, is also documented by in-situ measurements. At the UNISCALM site, the thaw onset typically occurs between late May and early June [42,45], while thawing is delayed at the location of the selected borehole (first positive temperature at ground surface on 13 June 2017) (Figure 9, Supplement S8). InSAR time series with subsidence maxima above the first third quartile (Figure 8C) appear to be affected by a systematic bias at the end of the documented period. No clear source has been identified, but we hypothesize that the stabilization or lowering effect at the end of time series (November) may be caused by complex scattering processes due to snow or surface icing [78]. Time series with maxima below the first quartile of the entire area (Figure 8A) are mostly located in elevated parts of the landscape (blockfield plateaus) and suggest a natural earlier freezing onset due to colder, drier and/or well-drained conditions. Although less obvious, similar gradients seem to affect the two other areas. In KAP, later subsidence maxima are detected in the western part, most exposed to the maritime influ-
ence, compared to the more protected eastern part of the study area (Figure 4B). In NYA, early subsidence maxima are detected in the NE part (Kongsfjord interior), compared to the exposed strandflat in the outer part of the peninsula (Figure 5B).

In KAP, a large heterogeneity is highlighted both in terms of maximal subsidence values and timing of displacement progression (Figures 4 and 6F–H), which is assumed to illustrate the complexity of the landform assemblage in the wide area [59,60]. KAP has a warmer climate compared to ADV, with a mean annual air temperature of $-1.5^\circ$C in 2017 [79]. The study area experiences early ground thawing and late freezing leading to 674 $^\circ$C days of thaw based on ground surface temperature (Supplement S8). The area is characterized by later subsidence maxima (DOY median value: October 8) (Figure 7A), compared to ADV (DOY median values: September 14). At the location of the KAP borehole, the detected DOY (20 October) approximatively fits the end of the thawing season recorded by the temperature sensors (Figure 11A). Especially in the southern part (Figure 6G,H), the ground level stabilizes for a long period in mid–late summer, likely due to low ice content in the lower active layer. Noise sources are more likely to impact the displacement trends in periods with very few variations of ground level, which may induce uncertainties in the automatic identification of the subsidence maxima. KAP time series with DOY of the subsidence maxima above the first third quartile (Figure 8C) appear to be affected by late summer subsidence that may indicate the thaw front reached the ice-rich top of the permafrost. A similar pattern is also visible in the NYA study area.

NYA had a mean annual air temperature of $-2.9^\circ$C in 2017 [79]. The ground surface temperature from the borehole shows 570 $^\circ$C days of thaw in 2017 (Supplement S8), which corresponds to an intermediate case compared to ADV and KAP. Observations in NYA generally highlight more ambiguous results, assumed to be caused by two main elements. First, snowfall occurred in early October 2017, which led to large decorrelation in all interferograms connected to the 8 October Sentinel-1 acquisition. This data gap reduced the temporal resolution to 12 days in a critical period for documenting the detection of the subsidence maxima. Second, the air and ground surface temperature series show that a long period is affected by oscillations close to the freezing point from September until the clear decrease of temperatures in late October (Figure 9A). These fluctuations are recorded both on time series from the weather station and the borehole, but the stabilization close to $0^\circ$C is especially visible on ground temperature data (Figure 10A). A slight but consistent summer heave is detected at the end of the thawing season in the time series surrounding the NYA borehole (Figure 12B). A short period in mid-September shows a drop of both air and ground surface temperature close to or under $0^\circ$C (Figure 9A, Supplement S8), but the AL ground thermal data [66] do not show any significant refreezing able to fully explain the displacement pattern. One possible explanation is that the km$^2$ average is dominated by an upward effect from surficial icing occurring around the riverbed, in the meltwater plain surrounding the hill where the borehole is located. The well-developed active layer may also have favoured water migration towards the frozen layer leading to ice formation at the permafrost table [86].

In general, the misfit between the InSAR observations and the model at the location of the borehole (Figure 12A) suggests that a simple model only based on surface temperature is not able to represent all mechanisms occurring in this area. Similarly, an early ground stabilization and heave pattern is detected in the western part of the Brøggerhalvøya peninsula (Figure 5B, area K, Figure 6K). This exposed coast was likely snow-free long before the start of the InSAR series (22 June), which possibly led to some subsidence prior to the documented period. The ambiguous pattern at this location may also suggest complex hydrological processes, variable water flux within the active layer and potential late summer ice segregation at the top of the permafrost [30–32]. Similar processes may also explain the early pattern detected in the southern part of KAP (Figures 6F and 8A). Located at the mouth of the Orustdalen valley occupied by large glacial systems in its upper part, this area may be subject to large water outflow variations.
5.2. InSAR Products as Proxy of the Active Layer Thermal Regime

The study has been designed with the general objective to develop InSAR products able to infer the active layer thermal regime in flat permafrost areas. This is based on the assumptions that (1) at the seasonal timescale, the subsidence and heave temporal patterns are mostly controlled by the AL thermal variations; (2) the subsidence maximum can be used as a proxy of the AL thaw maximum. The comparisons between the InSAR displacements and the composite index models show that the observations are generally well represented by the models, even if exclusively based on accumulated degree days of thawing and freezing, which confirms that the seasonal changes of surface level are mostly determined by the ground thermal conditions. Models based on ground surface temperature performed better than when using air temperature, which concurs with several studies documenting the thermal offset and time lag between the atmosphere and the ground, in particular due to snow cover [87–89]. At the local scale in ADV (Figure 10A) and for km or regional averages in KAP and NYA (Figures 11B,C and 12B,C), the temperature-based model well represents the observed displacement pattern (Figure 13, scenario 1), and the acquisition dates of the maximal InSAR displacement generally match the timing of transition between the thawing and freezing periods (Figure 13, scenario A). In these cases, the results show that the documented subsidence maxima can be appropriately used as a proxy of the end of the AL thawing period.

However, we also highlight different inferior scenarios when (1) the model fails to provide similar displacement series as InSAR due to oversimplistic assumptions, e.g., excluding the impact of variable water content, the water flux within the active layer and/or the potential late summer ice formation at the top of the permafrost (Figure 12, scenarios 2 and 3); (2) the extracted DOY of the subsidence maxima may not correspond to the end of the thawing period, due to ground level stabilization over long periods and short-term fluctuations in the time series (Figure 13, scenarios B and C). In certain cases, the model fails to explain the whole displacement progression but the timing of the transition between subsidence and heave fits with the temperature records (Figure 13, scenario 2). This is typically the case at the local scale in KAP (Figure 11A).

In other cases, the whole index is shifted compared to the measurements, such as in NYA (Figure 12A). Moreover, independently to the model validity, the extracted DOY may be erroneous. It typically occurs if the displacement time series has large variability due to summer heave or measurement noise (Figure 13B,C), and/or if the curve flattens due late summer ground stabilisation caused by low ice content in the lower AL (Figures 6F and 7A). In these cases, the DOY may be detected earlier than the actual end of the thawing season. Discontinuous series can also lead to shifted DOY identification if the natural transition occurs around the date of a discarded acquisition, such as in NYA (Figure 12C). When considering several thousand pixels in hundreds of km² areas, the major issue is to discriminate what causes the model to fail and/or the DOY extraction to misrepresent the targeted transition time.

The identified limitations highlight potential for further research to exploit InSAR time series and document the temporal dynamics of the active layer in permafrost areas. The developed products and applied model are based on simple assumptions and may require adjustments to be exploited systematically at a larger scale. We suggest that future developments can be achieved by considering the following elements:

- **InSAR processing:** The InSAR procedure is currently based on a site-dependent selection of interferograms that include several manual steps (Section 3.1). The variability of the snow cover is the main challenge that can lead to spatially and temporally discontinuous coherent interferometric signals (such as in NYA). Applying automated adaptive filtering, possibly based on a combination of SAR backscatter, InSAR coherence and external meteorological information would be valuable to upscale the procedure, for example to the entire glacier-free land of the Svalbard archipelago. Instead of exploiting similar acquisitions in areas with variable climatic conditions, adaptive InSAR observation windows would allow for the selection of locally relevant...
periods, starting from the first snow-free scene after thaw onset, and thus avoiding an underestimation of the total seasonal subsidence values (such as in ADV and KAP, Figure 9A).

- **DOY extraction:** To identify more robustly the timing of the transition between thawing and freezing seasons and solve the issue related to the late-summer flattening of the displacement curves visible in some time series (Figure 13, scenario C), more sophisticated procedures could be tested, for instance by fitting a polynomial function to the entire time series and/or by analysing the displacement gradients between acquisitions, in addition or instead of simply considering the maximal value of the InSAR time series. Scenarios where primary and secondary maxima are identified could also be valuable to further study the cases of summer heave patterns (Figure 13, scenario B).

- **Time series averaging:** While single time series may be affected by errors or unrepresentative local phenomena (Figures 11A and 12A), the results in KAP and NYA suggest that averaging reduces the noise level and dampens the effect of specific small-scale effects to focus on the main climate-controlled trends. Kilometric averaging may be favoured in future product development, to keep documenting spatial variability while providing more robust information about the general seasonal pattern. At this scale, InSAR processing could be performed with larger multi-looking factors to provide more robust phase statistics for each pixel. Kilometric averaged displacement time series can easily be compared and coupled with transient modelling of thermal conditions based on remotely sensed surface temperature at a similar resolution [11,90]. Comparing InSAR with modelled temperature would have the advantage of increasing the measurement density compared to weather stations and boreholes and could provide new insights on the causes of the spatial-temporal variability of the time series. Moreover, InSAR products could complement and potentially constrain the current permafrost models by indirectly documenting the variability of the ground ice content and the timing of active layer freeze/thaw at a fine resolution and a large scale.

- **Time series modelling:** To further evaluate the factors controlling the seasonal progression of the displacements in permafrost regions, InSAR observations could be compared with modelled time series based on a variable set of parameters. The composite index model applied in this study is based on the Stefan equation, with simplistic assumptions regarding the ground properties that can explain that the model fails to represent the measurements in several cases (Figure 13, scenarios 2 and 3). As discussed by Gruber [30], one main issue is related to the assumption of constant water content and absence of liquid water in the frozen layer. The model also assumes that the heave is caused by the volumetric change of pore water turning into pore ice (in-situ water freezing). It does not consider the ice segregation (formation of ice lenses), which is known to be an important factor causing frost heave [5,32,91]. Other formulations using the Leybenzon equation, the Kudryavtsev’s or the Gold and Lachbruch’s models [1,29] could be implemented and compared with InSAR time series. Frost heave models taken into account ice lens formation [92] could also be used to further interpret the InSAR-based displacement patterns and their controls.

By implementing the previously listed suggestions, it may become possible to further interpret the spatio-temporal variability of the ground dynamics, and compare the results with geological and hydrological variables based on field mapping and in-situ measurements, following previously applied methodologies in similar environments [84,85]. Remote sensing products documenting the ground dynamics can be used to monitor the active layer in Svalbard and other polar regions. ALT is one of the two components of the permafrost ECV, which is mainly obtained by field probing or borehole measurements [6,45]. ALT is often based on measurements of the maximal thaw depth. When the field measurements are discontinuous, e.g., through biweekly/monthly/seasonal probing, selecting the right time to measure the thaw depth can be a challenge. Providing
systematic regional remotely sensed information about the active layer dynamics with a six-day resolution would help field scientists to target the best time of their in-situ ALT measurements. Based on one single season (June–November 2017), our study primarily aimed to test the feasibility of applying a simple procedure to generate InSAR maps and time series designed for identifying the cyclic ground dynamics in permafrost regions. The results suggest that the strategy could be valuably integrated into future operational monitoring systems, to document the long-term evolution of the active layer at large scale. If generated systematically, for each season and at a larger scale, such datasets can also enhance the comparison with other remotely sensed environmental variables, such as vegetation phenology and snow cover time series [93,94]. These products could also be combined with top-of-permafrost excess ground ice maps, estimated from late-summer InSAR subsidence, as developed by Zwieback & Meyer [18].

Figure 13. Examples of fit and deviation between the InSAR observations and the composite index model based on the Stefan equation (scenarios 1–3), and potential and limitations of DOY of subsidence maxima products as a proxy of the transition between the thawing and freezing season (scenarios (A–C)). Blue lines represent the rescaled index. Red lines are the measured InSAR time series. Red solid circles are the identified DOY of subsidence maxima. Dotted circles represent possible alternative solutions that lead to large uncertainties in the extraction of the targeted transition time.

6. Conclusions

The study first aimed to develop Sentinel-1 InSAR products documenting the spatial variability and timing of the seasonal thaw subsidence maxima in three regions of central and western Svalbard characterized by different geomorphological and climatic conditions. We show that the maximal subsidence and its timing vary between the three regions. The maxima occurred earlier in Adventdalen (mid-September) compared to Kapp Linné and Ny-Ålesund (early–mid October), both located along the warmer west coast. The identified maximal subsidence values vary within and between the regions and are assumed to depend on the active layer thickness, water/ice content and frost-susceptibility of the ground material. The results show clear cyclic patterns in all study areas and at the three considered scales (single pixels, km² and regional averages). The variable displacement progression is assumed to represent the natural variability of the climatic parameters and ground conditions. Some time series have long periods characterized by ground stabilization in late summer, which makes the identification of the subsidence maxima uncertain. Ambiguous displacement patterns are observed in Ny-Ålesund, including a secondary heave in a relatively cold period in late summer.

Then, we compared the displacement time series with a composite index based on air and ground surface temperature and evaluated how a simple model can explain the progression of subsidence and heave patterns in the study areas. Comparisons between the InSAR observations and the model show that the composite index based on ground surface
temperature from the boreholes performs better than the air temperature index due to thermal offset and time lag between the atmosphere and the ground, especially at the thaw onset. In Adventdalen, the model explains well the displacement progression extracted at the location of the borehole. In Kapp Linné and in Ny-Ålesund, larger deviations are found at pixel-scale, likely due to site-specific factors and complex hydrological effects occurring in the active layer. However, km or regional averaging allows for improving the match between the models and measurements, which suggests that at this larger scale, the displacement patterns are primarily controlled by the thermal response of the active layer to atmospheric forcing.

Finally, we discussed the potential and limitations of using the timing of the maximal subsidence as a proxy for the end of the thawing season and suggested ideas for the development of alternative InSAR products in polar areas characterized by cyclic patterns. The findings show that dense and frequent InSAR measurements of thaw subsidence and frost heave have the potential to upscale the documentation of the active layer thermal regime over wide permafrost areas. Limitations related to the proposed InSAR products and the simple assumptions behind the composite index model are discussed and identify potentials for follow-up research to couple InSAR with modelling and design future operational remote sensing strategies in Svalbard.
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