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Abstract. Let $G$ be a finite group. Then there exists a first-order statement $S(G)$ in the language of rings without parameters and depending only on $G$ such that, for any field $K$, we have that $K \models S(G)$ if and only if $K$ has a Galois extension with the Galois group isomorphic to $G$. Further, there is an effective procedure which takes the table of multiplication of $G$ as its input and produces $S_G$. Therefore, given a field $K$, the Inverse Galois Problem for $K$, that is, the problem of deciding whether $K$ has a Galois extension with a particular Galois group as input, is Turing reducible to the first-order theory of $K$. Similar results hold for the Finite Split Embedding Problem and the Inverse Automorphism Problem.

1. Introduction

This paper discusses the connection between the Inverse Galois Problem (IGP) and the first-order theory of fields. We state the IGP below.

Problem 1 (Inverse Galois Problem over a field $K$ for a group $G$, IGP($K,G$)). Let $K$ be a field, and let $G$ be a finite group. Does there exist a Galois extension $L$ of $K$ of degree $d$ with the Galois group of the extension isomorphic to $G$?

This problem has a long history dating back to the Kronecker-Weber theorem (which corresponds, in our notation, to IGP($\mathbb{Q}, \mathbb{Z}/n\mathbb{Z}$)) from the early XIX century. While many special cases of this problem and its variants are known [Har87, Koe04, Pop96], the general question remains open.

The first-order language of rings is the language $L_R = (0, 1, +, \times)$ using universal and existential quantifiers. The problem of deciding which statements of the language are true over a particular ring $R$ can be reduced to the question whether the following type of statements is true:

$$E_1 x_1 \ldots E_k x_k P(x_1, \ldots, x_k) = 0,$$

where $E_i$ is either a universal or an existential quantifier ranging over $R$ and $P(x_1, \ldots, x_k)$ is a polynomial with coefficients in the ring.

The fact that the Inverse Galois Problem for a field and a specific group can be coded into a first-order theory of a ring is apparently known ([Koe04]), though, to the best of the authors’ knowledge, an explicit specific statement about this does not exist in the literature, nor is it established how uniform such a statement would be. In this paper, we produce a statement $S(G)$, where $G$ is a finite group, in the first-order language of rings $L_R$ without any parameters such that for any field $K$ we have that $K \models S(G)$ if and only if the Inverse Galois Problem over $K$ is solvable with Galois group $G$. The sentence $S(G)$ depends only
on the multiplication table of $G$ and there is an effective procedure to construct $S(G)$ from the multiplication table of the group.

We also construct first-order statements coding generalizations of the IGP, namely the Finite Split Embedding Problem (FSEP) and what we call the Inverse Automorphism Problem (IAP).

1.1. Turing degrees and reduction. We first define Turing degrees and give a precise formulation of the problem we want to address. (For a general reference on Turing degrees see, for example, [Soa87]).

1.1.1. Computable and listable sets and Turing degrees. A subset $S \subseteq \mathbb{Z}$ is computable if there exists an algorithm (or a computer program terminating on every input) that determines membership in the set. A subset $S \subseteq \mathbb{Z}$ is listable if there exists an algorithm (or a computer program) that lists the set. Given two subsets $A, B \subseteq \mathbb{Z}$, we say that $A \leq_T B$ ($A$ is Turing reducible to $B$) if there exists an algorithm taking the characteristic function of $B$ as its input and generating the characteristic function of $A$. If $A \leq_T B$ and $B \leq_T A$, then we say that $A \equiv_T B$ ($A$ is Turing equivalent to $B$). The relation $\equiv_T$ is an equivalence relation and the corresponding equivalence classes are called Turing degrees.

1.1.2. Encoding the collection of the isomorphism classes of finite groups and the theory of a field. We identify the set of isomorphism classes of finite groups with $\mathbb{N}$ via a map $\sigma$ defined in the following way:

- Let $G$ be a collection of representatives of isomorphism classes of finite groups (note that $G$ is countable, so there is an effective bijection $\sigma : G \rightarrow \mathbb{N}$ with the image being exactly $\mathbb{N}$.) In other words, $\sigma$ attaches a natural number as a label to each (isomorphism class of a) finite group.

- We note that, if $G$ is some finite group, then $\sigma(G)$ can be effectively determined once we are given a multiplication table of a group $G$ and, vice versa, we can effectively recover a multiplication table for $G$ from $\sigma(G)$. It is clear that this only depends on the isomorphism class of $G$ in $G$.

Let $K$ be any fixed field. For each $d \in \mathbb{N}$, let

$$H_{K,d} = \{ n \in \mathbb{N} : \#\sigma^{-1}(n) = d \text{ and } K \text{ has a Galois extension with Galois group } \sigma^{-1}(n) \}.$$ 

In other words, $H_{K,d}$ is the set of all labels corresponding under $\sigma$ to (isomorphism classes of) groups $G$ of size $d$ such that there is a Galois extension of $K$ with Galois group isomorphic to $G$.

1.1.3. Main theorem. In this paper we investigate the relation between the first-order theory of fields and the Inverse Galois Problem. As a consequence, we are also able to study the Turing degree of $H_{K,d}$, by comparing the Turing degree of $H_{K,d}$ to the Turing degree of the first-order theory of $K$ in the language of rings. Recall that the first-order theory of a field $K$ in the language of rings, denoted $\text{Th}(K)$, is the collection of all sentences in the language of rings (without parameters or additional constants) that are true over $K$.

Since we are using a countable language and since a sentence is a finite string of symbols of the language, the collection of all sentences in the language is countable and can be put into an effective bijection with $\mathbb{N}$. Thus we can identify $\text{Th}(K)$ with a subset of $\mathbb{N}$ and define the Turing degree of the theory to be the Turing degree of the corresponding subset of $\mathbb{N}$.
Using definitions above one of the main theorems of the paper can be stated as follows.

**Theorem.** *(Corollary 2.9)*

1. For every finite group \( G \) there exists a statement \( S(G) \) in the first-order language of rings without parameters or additional constants such that for any field \( K \) we have that \( K \models S(G) \) if and only if \( \text{IGP}(K, G) \) has a solution. In other words \( S(G) \) is an axiomatization of fields \( K \) with solvable \( \text{IGP}(K, G) \).

2. The statement \( S(G) \) depends only on the multiplication table of \( G \) and there exists an effective procedure taking the table of multiplication as its input and producing \( S(G) \).

3. For any field \( K \) we have that \( \mathcal{H}_{K,d} \leq_T \text{Th}(K) \) and the Turing reduction (i.e. the construction of the sentence \( S(G) \)) is independent of \( K \).

1.1.4. Variations on the main theorem. By similar methods, we also prove several variations of IGP, an example of which is stated below.

**Theorem.** *(Theorem 3.3)* Let \( H \) be a finite group of size \( m \). Let \( n \) be a multiple of \( m \). Then there exists a first-order statement \( \varepsilon_{H,n}(x_1, \ldots, x_n) \) in the language of rings without parameters depending on \( H \) and \( n \) only such that \( F \models \exists \bar{x} \in F^n : \varepsilon_{H,n}(x_1, \ldots, x_n) \) if and only if there exists an extension \( L/F \) of degree \( n \) such \( \text{Aut}(L/F) \cong H \).
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2. The first-order theory of a field and its Inverse Galois Problem

Our goal is to prove the following theorem.

**Theorem 2.1.** Let \( G \) be a finite group of size \( d \). Then there exists an effective procedure taking as the input the multiplication table of the group and constructing a first-order statement \( S(G) \) in the language of rings such that, for any field \( K \), we have that \( K \models S(G) \) if and only if \( K \) has a Galois extension with the Galois group isomorphic to \( G \).

**Remark 2.2.** For any base field under consideration, we fix once and for all an algebraic closure of that field, and we consider any extension that we construct to be inside this algebraic closure.

**Remark 2.3.** For a given field \( K \), there always exists a first-order sentence such that it is true in \( K \) if and only if \( K \) has a Galois extension with Galois group isomorphic to \( G \). One could let the statement be a tautology if the extension exists, and the negation of the tautology otherwise. However, this statement clearly depends on \( K \). The point of the theorem above is that there is an algorithm to construct a first-order sentence so that for any field \( K \) we have that the statement is true over \( K \) if and only if \( K \) has a requisite Galois extension.
The following corollary is an obvious consequence of Theorem 2.1.

**Corollary 2.4.** The Turing degree of IGP over any field is less than or equal to the degree of the first-order theory of the field.

For the remainder of the paper we use the following notation.

**Notation 2.5.**
- **K** is a field.
- For a n-tuple \( \bar{a} := (a_0, \ldots, a_{n-1}) \), let \( f_\bar{a}(T) := a_0 + a_1T + \ldots + a_{n-1}T^{n-1} + T^n \).
- \( I_{K,n} \subset K^n \) is such that \( \bar{a} := (a_0, \ldots, a_{n-1}) \in I_{K,n} \) if and only if the polynomial \( f_\bar{a}(T) \) is irreducible over \( K \).

In order to talk about extensions of a field we need a way to describe the irreducible (over the field) polynomials. This is not a hard task if we are using the full first-order (as opposed to existential) language.

**Proposition 2.6.** For each \( n \in \mathbb{N} \) there exists a first-order formula \( \phi_n(x_0, \ldots, x_{n-1}) \) in the language of rings without parameters where \( x_0, \ldots, x_{n-1} \) are the only free variables and such that, for any field \( K \) and any \( \bar{a} := (a_0, \ldots, a_{n-1}) \in K^n \), we have that \( K \models \phi_n(a_0, \ldots, a_{n-1}) \) if and only if the polynomial \( f_\bar{a}(T) \) can be factored into a degree \( d \) factor and a degree \( n - d \) factor:

\[
(F_{d,n}(a_0, \ldots, a_{n-1})) \quad \exists x_{0,d}, \ldots, x_{d,d}, y_{0,d}, \ldots, y_{n-d,d} \in K:
    f(T) = (x_{0,d} + x_{1,d}T + \ldots + x_{d,d}T^d)(y_{0,d} + y_{1,d}T + \ldots + y_{n-d,d}T^{n-d}).
\]

Therefore, for any \( K \) and any \( (a_0, \ldots, a_{n-1}) \in K^n \) we have that \( K \models \bigvee_{i=1}^{n-1} F_{d,n}(a_0, \ldots, a_{n-1}) \) if and only if \( f_\bar{a}(T) \) is reducible over \( K \). Hence, for any field \( K \) and any \( (a_0, \ldots, a_{n-1}) \in K^n \) we have that \( K \models \lnot \bigvee_{i=1}^{n-1} F_{d,n}(a_0, \ldots, a_{n-1}) \) if and only if \( f_\bar{a}(T) \) is irreducible.

We now consider formulas which will guarantee existence of a Galois extension associated to a given polynomial.

**Theorem 2.7.** For any \( n \in \mathbb{N} \), there exists a formula

\[
\psi_n(x_0, \ldots, x_{n-1})
\]

in the language of rings without parameters such that, for any field \( K \) and any \( a_0, \ldots, a_{n-1} \in K \), we have that

\[
K \models \psi_n(a_0, \ldots, a_{n-1})
\]

if and only if \( f_\bar{a}(T) \) is irreducible over \( K \) and any of its roots generates a Galois extension of \( K \).

**Proof.** Consider the following formula \( \psi_n(x_0, \ldots, x_{n-1}) \), where \( T \) is transcendental over \( K \) and is used for convenience:

\[
\exists y_{1,0}, \ldots, y_{1,n-1}, \ldots, y_{n,0}, \ldots, y_{n,n-1}:
\]

\[
\begin{aligned}
\phi_n(x_0, \ldots, x_{n-1}) \\
\equiv f_i(\sum_{j=0}^{n-1} y_{i,j}T^j) \equiv 0 \text{ mod } f_\bar{a}(T), \text{ for all } i \in \{1, \ldots, n\} \\
\sum_{j=0}^{n-1} y_iT^j \not\equiv \sum_{j=0}^{n-1} y_rT^j \text{ mod } f_\bar{a}(T) \text{ for all } i, r \in \{1, \ldots, n\} \text{ with } i \neq r,
\end{aligned}
\]

(2.2)
Theorem 2.8. Let polynomial \( f \) let \( \theta \) order formula \( K \) with Galois group isomorphic to \( \rho \) where \( \rho \) of multiplication of \( G \). Further, since the extension \( \psi \) denote \( \bar{a} \) exist \( \bar{a} \). Hence, in \( K \) extension of \( K \) root of \( f \) where \( \phi \) First assume that for some \( a \) \( \phi \) \( y \) (2.2) in place of the \( \bar{a} \). Since for any \( n \) \( T \) \( a \) and once again consider an isomorphism \( \alpha \) is uniquely determined by \( \sum_{j=0}^{n-1} b_{i,j} \alpha^j \) is a root of \( f_\bar{a}(T) \) for each \( i \in \{1, \ldots, n\} \). Hence, for each \( i \in \{1, \ldots, n\} \) we have that \( \sum_{j=0}^{n-1} b_{i,j} \alpha^j \) is a root of \( f_\bar{a}(T) \) in \( K(\alpha) \). Finally, the third equation of (2.2) implies that all the listed roots are distinct. Hence, in \( K(\alpha) \) the polynomial \( f_\bar{a}(T) \) splits and therefore \( K(\alpha)/K \) is a Galois extension.

We assume now that \( f_\bar{a}(T) \) is irreducible, any root of \( f_\bar{a}(T) \) in \( \bar{K} \) generates a Galois extension of \( K \), and show that \( K \models \psi_n(a_0, \ldots, a_{n-1}) \).

Since \( f_\bar{a}(T) \) is irreducible we have that \( K \models \phi_n(a_0, \ldots, a_{n-1}) \). Let \( \alpha \in \bar{K} \) be any root of \( f_\bar{a}(T) \) and once again consider an isomorphism \( K[T]/(f_\bar{a}(T)) \to K(\alpha) \) sending \( T \) to \( \alpha \). Let \( \alpha_1 = \alpha, \ldots, \alpha_n \) be all the conjugates of \( \alpha \) over \( K \) or, in other words, all the roots of \( f_\bar{a}(T) \) in \( \bar{K} \). Since for any \( i = 1, \ldots, n \) the extension \( K(\alpha_i)/K \) is Galois, for every \( i = 1, \ldots, n \) there exist \( s_{i,j} \) with \( j = 0, \ldots, n-1 \) such that \( \alpha_i = \sum_{j=0}^{n-1} s_{i,j} \alpha^j \). Therefore if we set \( y_{i,j} := s_{i,j} \) we will have that

\[
\begin{align*}
f_\bar{a} \left( \sum_{j=0}^{n-1} y_{i,j} T^j \right) &\equiv 0 \ mod \ f_\bar{a}(T), \text{ for all } i \in \{1, \ldots, n\}.
\end{align*}
\]

Further, since the extension \( K(\alpha)/K \) is separable, we have that \( \alpha_i \neq \alpha_r \) and with \( y_{i,j} := s_{i,j} \) we will have that

\[
\sum_{r=1}^{n-1} y_{i,j} T^j \neq \sum_{r=1}^{n-1} y_{r,j} T^j \ mod \ f_\bar{a}(T) \text{ for all } i, r \in \{1, \ldots, n\} \text{ with } i \neq r.
\]

Thus, we conclude that there exist \( y_{1,0}, \ldots, y_{1,n-1}, \ldots, y_{n,0}, \ldots, y_{n,n-1} \) satisfying the formulas in (2.2).

Theorem 2.8. Let \( n \in \mathbb{Z}_{\geq 0} \), and let \( G \) be a finite group of order \( n \). There exists a first-order formula \( \theta_G(x_0, \ldots, x_{n-1}) \) in the language of rings without parameters such that, for any field \( K \) and any \( a_0, \ldots, a_{n-1} \in K \), we have that \( K \models \theta_G(a_0, \ldots, a_{n-1}) \) if and only if the polynomial \( f_\bar{a}(T) \) is irreducible and every root of \( f_\bar{a}(T) \) in \( \bar{K} \) generates a Galois extension of \( K \) with Galois group isomorphic to \( G \). Further, \( \theta_G \) is effectively constructible from the table of multiplication of \( G \).

Proof. Let \( G \) be a group of order \( n \). Let \( \sigma_i \) for \( i = 1, \ldots, n \) be the elements of the group and let

\[
\sigma_i \sigma_r = \sigma_{\rho_{i,r}}, \quad i, r \in \{1, \ldots, n\},
\]

(2.3) where \( \rho_{i,r} \in \{1, \ldots, n\} \) is uniquely determined by \( i \) and \( r \). In other words, we are given a map \( \rho : \{1, \ldots, n\} \times \{1, \ldots, n\} \to \{1, \ldots, n\} \) describing the binary operation of \( G \) and we denote \( \rho(i, r) \) by \( \rho_{i,r} \).

Next consider the following conjunction \( \theta_G(x_0, \ldots, x_{n-1}) \):

\[
\exists y_{1,0}, y_{1,1}, \ldots, y_{1,n-1}, y_{2,0}, \ldots, y_{n,0}, \ldots, y_{n,n-1}:
\]
from Theorem 2.7.
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Corollary 2.9. Let \( K \) be a countable field. Then the following are true.

1. Let \( G \) be a finite group of size \( n \). Then there exists a first-order sentence \( \lambda_G \), dependent on \( G \) only, such that for any field \( F \)
   \[ \mathsf{Th}(F) \models \lambda_G \text{ if and only if } \mathsf{IGP}(K,G) \text{ has a solution}. \]
2. \( \mathcal{H}_{K,n} \leq_T \mathsf{Th}(K) \) and the reduction is uniform in \( K \).
3. If \( \mathsf{Th}(K) \) is decidable, then there is an algorithm (possibly dependent on \( K \)) to decide whether \( \mathsf{IGP}(K,G) \) is true, for any finite group \( G \).

Proof. (1) Let \( \lambda_G \) be the first-order sentence \( \exists x_0, \ldots, x_{n-1} : \theta_G(x_0, \ldots, x_{n-1}) \). Suppose \( \mathsf{IGP}(K,G) \) has a solution. Then there exists \( f_\bar{a}(T) \in K[T] \), a monic irreducible polynomial such that its root generates a Galois extension \( L/K \) with \( \mathsf{Gal}(L/K) \cong G \).

In this case, by Theorem 2.8, we have that \( K \models \theta_G(a_0, \ldots, a_{n-1}) \) and consequently \( K \models \lambda_G \).

Conversely, suppose \( K \models \lambda_G \). Then by Theorem 2.8 there exist \( a_0, \ldots, a_{n-1} \in K \) such that \( K \models \theta_G(a_0, \ldots, a_{n-1}) \) implying that \( f_\bar{a}(T) \) is irreducible over \( K \) and its root generates a Galois extension of \( K \) with the Galois group isomorphic to \( G \).

(2) From Part (1) of the Corollary, it follows that to determine whether the label for the finite group \( G \) of size \( n \) given by \( \sigma \) (see Section 1.1.2) is in \( \mathcal{H}_{K,n} \), it is enough to determine whether \( \lambda_G \) is true over \( K \). Since the procedure for constructing \( \lambda_G \) is independent of \( K \), the reduction \( \mathcal{H}_{K,n} \leq_T \mathsf{Th}(K) \) is independent of \( K \).

(3) The last part follows from Part (2) of the Corollary.

Remark 2.10. Note that if \( \mathsf{Th}(K) \) is decidable and \( \mathsf{IGP}(K,G) \) is true, then there is an algorithm to explicitly construct a polynomial with coefficients in \( K \) producing the required extension. We need only to systematically check all \( n \)-tuples of elements of \( K \) to find one that corresponds to an irreducible polynomial and such that the resulting system of equations has solutions in other variables in \( K \).

We now prove a slightly different version of Theorem 2.8 that we will need in the future.

Proposition 2.11. Let \( n, m \in \mathbb{Z}_{\geq 0} \), and let \( H, G \) be finite groups of orders \( n \) and \( m \) respectively. There exists a first-order formula \( \theta_{H,G}(x_0, \ldots, x_{n-1}, y_0, \ldots, y_{m-1}, m-1) \) in the language of rings without parameters such that, for any field \( F \) (with algebraic closure \( \bar{F} \)) and any \( a_0, \ldots, a_{n-1}, c_0, 0, \ldots, c_{m-1}, m-1 \in F \), we have that \( F \models \theta_{H,G}(a_0, \ldots, a_{n-1}, c_0, 0, \ldots, c_{m-1}, m-1) \) if and only if

1. the polynomial \( f_\bar{a}(T) \) is irreducible over \( F \) and every root of \( f_\bar{a}(T) \) in \( \bar{F} \) generates a Galois extension of \( F \) with Galois group isomorphic to \( H \); and
2. if \( \beta \) is any root of \( f_\bar{a} \) in \( \bar{F} \) and \( b = (b_0, \ldots, b_{m-1}) \) is such that \( b_i = \sum_{j=0}^{m-1} c_{i,j} \beta^j \) for \( i = 0, \ldots, m-1 \), then \( f_b \) is irreducible over \( F(\beta) \) and any root of \( f_b \) generates a Galois extension \( F(\gamma, \beta) \) of \( F(\beta) \) with the Galois group isomorphic to \( G \).

Further, \( \theta_{H,G} \) is effectively constructable from the tables of multiplication of \( G \) and \( H \).

Proof. To facilitate the discussion below we let \( b_n = 1 \), \( c_{m,j} = 0 \) for \( j \neq 0 \) and \( c_{m,0} = 1 \). We start with modifying Proposition 2.6 for the field \( F(\beta) \), where \( \beta \) is any root of \( f_\bar{a} \). For any \( d = 1, \ldots, m-1 \), we let \( R_{d,n,m}(\bar{a}, b, x_0, 0, 1, \ldots, x_{d,n-1}, d) \) denote the following formula:

\[
f_b(U) = \sum_{i=0}^{m} b_i U^i = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} c_{i,j} \beta^j U^i = \left( \sum_{i=0}^{d} \sum_{j=0}^{m-1} x_{i,j,d} \beta^j U^i \right) \left( \sum_{i=0}^{m-d} \sum_{j=0}^{n-1} y_{i,j,m-d} \beta^j U^i \right)
\] (2.6)
encoding a system of equations over $F(\beta)$ we can construct by treating $U$ as transcendental over $F(\beta)$. To get rid of $\beta$, as above we use a variable $T$, where $T$ and $U$ are algebraically independent over $F$, and replace equations by congruences modulo $f_\bar{a}(T)$:

$$f_\bar{a}(U, T) = \sum_{i=0}^{m} b_i U^i = \sum_{i=0}^{m} \sum_{j=0}^{n-1} c_{i,j} T^j U^i \equiv \left( \sum_{i=0}^{m} \sum_{j=0}^{n-1} x_{i,j,d} T^j U^i \right) \left( \sum_{i=0}^{m} \sum_{j=0}^{n-1} y_{i,j,m-d} T^j U^i \right) \mod f_\bar{a}(T).$$

Similarly to what we had for $f_\bar{a}(T)$, the irreducibility of $f_\bar{a}(U)$ corresponds to the sentence $\pi_{n,m}(\bar{a}, c_{0,0}, \ldots, c_{m,n-1})$ given by

$$\forall x_{0,1}, \ldots, x_{m-1,n-1,m-1} \left\langle \bigwedge_{d=1}^{m-1} \neg R_{d,n,m}(\bar{a}, c_{0,0}, \ldots, c_{m,n-1}; x_{0,0,d}, \ldots, x_{d,n-1,d}) \right\rangle. \tag{2.8}$$

Let $G = \{\tau_1 = \text{id}, \ldots, \tau_m\}$ and let $\mu : \{1, \ldots, m\} \times \{1, \ldots, m\} \to \{1, \ldots, m\}$ be the map representing multiplication table of $H$ meaning $\tau_i \circ \tau_j = \tau_{\mu_{i,j}}$. Then

$$F \models \theta_{H,G}(a_0, \ldots, a_{n-1}; c_{0,0}, \ldots, c_{n-1,m-1})$$

is equivalent to all the following conditions holding:

- $F \models \theta_H(a_0, \ldots, a_{n-1})$, where a root of the irreducible polynomial $f_\bar{a}(T)$ generates a Galois extension over $F$ with Galois group $H$;
- $F \models \pi_{m,n}(\bar{a}, \bar{c})$, meaning that $f_\bar{a}(U) \in F(T)[U]$ is irreducible with $b_i \equiv \sum_{j=0}^{n-1} c_{i,j} T^j \mod f_\bar{a}(T)$ for all $i \in \{0, \ldots, m-1\}$;
- $F \models \exists \nu_0, \nu_1, \ldots, \nu_{m-1,n-1} \in F$:
  - $f_\bar{a}(\sum_{j=0}^{m-1} u_{i,j} U^j) \equiv 0 \mod f_\bar{a}(U)$, for all $i \in \{1, \ldots, m\}$, where
    $$u_{i,j} \equiv \sum_{r=0}^{n-1} v_{i,j,r} T^r \mod f_\bar{a}(T);$$
  - $\sum_{j=0}^{m-1} u_{i,j} U^j \neq \sum_{j=0}^{m-1} u_{r,j} U^j \mod f_\bar{a}(U)$ for all $i, r \in \{1, \ldots, m\}$ with $i \neq r$;
- $F \models \exists w_0, w_0, \ldots, w_{m-1,n-1} \in F$:
  - $\tau_i(U) =: U_i \equiv \sum_{r=0}^{n-1} z_{i,r} U^r \mod f_\bar{a}(U)$, where
    $$z_{i,r} \equiv \sum_{s=0}^{n-1} w_{i,r,s} T^s \mod f_\bar{a}(T),$$
  - $\tau_i \tau_j(U) = \tau_i(U_j) = \tau_i(\sum_{r=0}^{m-1} z_{j,r} U^r) = \sum_{r=0}^{m-1} z_{j,r} U^r = \sum_{r=0}^{m-1} z_{j,r} (\sum_{s=0}^{m-1} z_{i,s} U^s)^r \mod f_\bar{a}(U) \equiv U_{\mu_{i,j}} \mod f_\bar{a}(U)$
    $$\equiv \sum_{s=0}^{m-1} z_{\mu_{i,j},s} U^s \mod f_\bar{a}(U).$$
Proposition 2.12. Let $H$ be a subgroup of the finite group $S$. Let $\pi : S \rightarrow H$ be an epimorphism. Let $F$ be a field. Then there exists a first-order statement $\nu_{F,H,S,\pi}$ in the language of rings such that $F \models \nu_{F,H,S,\pi}$ if and only if there exist Galois extensions $E \subset L$ of $F$ such that $\text{Gal}(L/F) \cong S, \text{Gal}(E/F) \cong H$ and $\pi$ is the natural restriction map $\text{Gal}(L/F) \rightarrow \text{Gal}(E/F)$.

Proof. By Proposition 2.8 there exist first-order statements $\theta_H(\bar{x})$ and $\theta_S(\bar{y})$ such that

$$F \models \theta_H(\bar{x}) \land \theta_S(\bar{y})$$

if and only if there exist irreducible polynomials $f_\bar{x}$ and $f_\bar{y}$ over $F$ such that the root of $f_\bar{x}$ generates a Galois extension $E/F$ with $\text{Gal}(E/F) \cong H$, a root of $f_\bar{y}$ generates a Galois extension $L/F$ with $\text{Gal}(L/F) \cong S$. Let $S = \{\sigma_1 = \text{id}, \ldots, \sigma_n\}$ and let $H = \{\mu_1 = \text{id}, \mu_2, \ldots, \mu_m\}$. Then $\pi : \{1, \ldots, n\} \rightarrow \{1, 2, \ldots, m\}$. Now consider the following conjunction of first-order statements:

$$\begin{cases}
\theta_H(\bar{x}), \\
\theta_S(\bar{y}), \\
f_\bar{x}(\sum_{i=0}^n u_iT^i) \equiv 0 \mod f_\bar{y}(T), \\
U = \sum_{i=0}^n u_iT^i, \\
\sigma_i(U) \equiv \mu_{\pi(i)}(U) \mod f_\bar{y}(T), i = 1, \ldots, n,
\end{cases}$$

where equations specifying the action of $\sigma_i$ and $\mu_{\pi(i)}$ are part of $\theta_S$ and $\theta_H$ respectively, e.g. these are the equations (2.14) for $S$ and $H$.

We can also combine Propositions 2.11 and 2.12 to get the following proposition.

Proposition 2.13. Let $H, G, S$ be finite groups such that $G \leq S$ and $H \cong S/G$. Let $|S| =: s, |G| =: m, |H| =: r = s/m$. Let $F$ be any field. Let $\bar{a} \in F^r, \bar{b}_i \in F^r, i = 0, \ldots, m-1, \bar{c} \in F^r$. Let $\pi : S \rightarrow H$. Then there exists a first-order statement $F \models \nu_{H,G,S,\pi}(\bar{a}, \bar{b}_0, \ldots, \bar{b}_{m-1}, \bar{c})$ if and only if the following statements are true.

1. A root $\alpha$ of the irreducible polynomial $f_\bar{a}(T)$ generates a Galois extension $E$ of $F$ with $\text{Gal}(E/F) \cong H$.
2. If $d_i = \sum_{j=0}^{r-1} b_{ij}\alpha^j, i = 0, \ldots, m-1$, then $f_\bar{d}$ is irreducible over $E = F(\alpha)$ and any root $\beta$ of $f_\bar{d}$ generates an extension $L = E(\beta)$ such that $\text{Gal}(L/E) \cong G, \text{Gal}(L/F) \cong S$.
3. Any root $\gamma$ of the irreducible polynomial $f_\bar{c}(T)$ generates $L = F(\gamma)$.
4. $\pi$ is the natural restriction map $\text{Gal}(L/F) \rightarrow \text{Gal}(E/F)$.

Remark 2.14. Equation (2.5) provides a way of converting equations involving group elements into equations over a given field. In other words, if $\sigma_i, \sigma_j, \sigma_r$ are elements of some group $G$, then the equation $\sigma_i \circ \sigma_j = \sigma_r$ holds if and only if the given field has a Galois extension $F$ generated by the roots $\alpha = \alpha_1, \ldots, \alpha_n$ of a polynomial $f$ over $F$ with $n$ equal to the size of the group, and under some ordering of the roots, there exists automorphisms of the extension sending $\alpha$ to $\alpha_i$ and sending $\alpha$ to $\alpha_j$ that if composed send $\alpha$ to $\alpha_r$. In fact, given an $n \times n$ table which might or might not correspond to a table of multiplication of a group, one can establish whether the table corresponds to a group $G$ such that $F$ has a Galois extension with such a group.

From the remark above we can conclude that the following proposition holds.
Proposition 2.15. For every \( \ell \in \mathbb{Z}_{>0} \) and every map from \( f : \{1,\ldots,\ell\} \times \{1,\ldots,\ell\} \rightarrow \{1,\ldots,\ell\} \), there exists a first-order statement \( \Gamma_{\ell,f} \) without parameters such that for any field \( F \) we have that \( F \models \Gamma_{\ell,f} \) if and only if \( F \) has a Galois extension of size \( \ell \) and \( \phi \) represents the table of multiplication of the Galois group.

This proposition has the following corollary which we will use below in the discussion of "Inverse Automorphism Problem".

Corollary 2.16. For each pair \( (n,m) \) with \( n \equiv 0 \mod m \) and a finite group \( H \) of size \( m \), there exists a first-order statement \( \Sigma_{n,H} \) without parameters such that for any field \( K \) we have that \( K \models \Sigma_{n,H} \) if and only if there exists a positive integer \( \ell \equiv 0 \mod n \) with \( n \leq \ell \leq n! \), a Galois extension \( M/K \) of degree \( \ell \) such that \( \text{Gal}(M/K) \) contains a subgroup \( S \) of size \( \ell/n \) with exactly \( n/m \) distinct conjugates and the automorphism group of the field \( L := M^S \) over \( K \) is isomorphic to \( H \).

3. Translating generalizations of IGP into the first-order language of rings

In this section, we consider two generalizations of IGP. The first generalization is a general version of Finite Split Embedding Problem (FSEP), while the second one is the Inverse Automorphism Problem (IAP).

3.1. Translating FSEP into the first-order language of fields. The Finite Split Embedding Problem FSEP\((E/F,G,\phi,\pi)\) takes the following input:

- a base field \( F \) and a finite Galois extension \( E/F \) with \( H := \text{Gal}(E/F) \);
- a finite group \( G \) with an action \( \phi : H \rightarrow \text{Aut}(G) \), which gives rise to the semi-direct product \( G \rtimes \phi H \);
- the semi-direct product \( G \rtimes \phi H \) comes equipped with an epimorphism \( \pi : G \rtimes \phi H \rightarrow H \) of finite groups.

A solution to the FSEP is a Galois extension \( L \) of \( F \) that extends \( E \), together with an isomorphism \( i : \text{Gal}(L/F) \cong G \rtimes \phi H \) such that \( \pi \circ i = \text{res}_E : \text{Gal}(L/F) \rightarrow \text{Gal}(E/F) \).

We also consider a generalized version of FSEP, namely GFSEP\((F,H,G,\phi,\pi)\), where the data consists of the base field \( F \), the three groups \( G, H, G \rtimes \phi H \), and the projection \( \pi \). A solution to GFSEP\((F,H,G,\phi,\pi)\) consists of a Galois field extension \( E/F \) with \( \text{Gal}(E/F) \cong H \) such that FSEP\((E/F,G,\phi,\pi)\) is solvable.

Let us assume that we are given a base field \( F \), the three finite groups \( G, H, G \rtimes \phi H \) (given by their table of multiplication), and the projection \( \pi \) as above. We will write down explicitly two sentences in the language of rings without parameters:

1. A sentence \( \mu_{H,G,\phi,\pi} \) such that \( F \models \mu_{H,G,\phi,\pi} \) if and only if GFSEP\((F,H,G,\phi,\pi)\) has a solution.
2. A sentence \( \nu_{H,G,\phi,\pi,\bar{a}} \) such that \( F \models \nu_{H,G,\phi,\pi,\bar{a}} \) if and only if \( f_{\bar{a}}(T) \) is an irreducible polynomial over \( F \) generating Galois extension \( E/F \) such that FSEP\((E/F,G,\phi,\pi)\) has a solution.

Before we begin our construction we describe notation to be used below:

1. Given \( G, H, \phi \), we have that the group \( G \rtimes \phi H \) is determined uniquely up to an isomorphism. We assume that we are given the tables of multiplication for \( G \rtimes \phi H, G \) and \( H \) as well as the epimorphism \( \pi \).
(2) If \( f(T) \) is an irreducible polynomial over \( F \) such that its root \( \alpha \) generates a Galois extension \( L \) over \( F \) with Galois group isomorphic to \( G \rtimes_\phi H \), then we denote its degree by \( m := |G \rtimes_\phi H| = |G| |H| \).

(3) Let \( E \) be the fixed field of \( G \) and let \( g(T) \) be an irreducible polynomial over \( F \) of degree \( r := |H| \) of some generator of \( E \) over \( F \). Let \( \beta \) be a root of \( g(T) \). Let \( \gamma \) be a generator of \( L/E \). Observe that \( \text{Gal}(F(\alpha)/F(\beta)) \cong G \) and \( \text{Gal}(F(\beta)/F) \cong H \) and \( \pi : \text{Gal}(F(\alpha)/F) \to \text{Gal}(F(\beta)/F) \).

To summarise, we have the following diagram:

\[
\begin{array}{ccc}
L = F(\alpha) & = & E(\gamma) \\
\downarrow & & \downarrow \\
G \rtimes_\phi H & = & E(F(\beta)) \\
\downarrow & & \downarrow \\
F & = & \text{Gal}(E/F)
\end{array}
\]

Using Proposition 2.13 we can now prove the following theorem.

**Theorem 3.1.** There exists a first-order formula \( \nu_{H,G,\phi,\pi} \) in the language of rings without parameters such that for any field \( F \) we have that

\[
F \models \nu_{H,G,\phi,\pi}
\]

if and only if GFSEP(\( F,H,G,\phi,\pi \)) is solvable.

**Proof.** We apply Proposition 2.13 with \( S = G \rtimes_\phi H \). Then GFSEP(\( F,H,G,\phi,\pi \)) is solvable if and only if \( F \models \exists \bar{x} \in F^r, \bar{y}_0 \in F^r, \ldots, \bar{y}_{m-1} \in F^r, \bar{z} \in F^s : \mu_{H,G,S,\pi}(\bar{x}, \bar{y}_0, \ldots, \bar{y}_{m-1}, \bar{z}) \).

To construct a first-order statement corresponding to FSEP we need to take into consideration that the extension \( E/F \) is fixed. So we choose polynomial \( f_{\bar{a}}(T) \) such that any of its roots generate \( E \) over \( F \) and replace the first set of variables in \( \mu_{H,G,S,\pi} \) by \( \bar{a} \).

**Theorem 3.2.** There exists a first-order formula \( \delta_{G,\phi,\pi} \) in the language of rings without parameters such that for any Galois extension \( E/F \) we have that

\[
F \models \nu_{H,G,\phi,\pi}
\]

if and only if FSEP(\( E/F,H,G,\phi,\pi \)) is solvable, where \( H = \text{Gal}(E/F) \) is also given.

**Proof.** We apply Proposition 2.13 with \( S = G \rtimes_\phi H \) and \( f_{\bar{a}} \) being a monic irreducible polynomial over \( F \) of a generator of \( E/F \). Then GFSEP(\( E/F,G,\phi,\pi \)) is solvable if and only if \( F \models \exists \bar{y}_0 \in F^r, \ldots, \bar{y}_{m-1} \in F^r, \bar{z} \in F^s : \mu_{H,G,S,\pi}(\bar{a}, \bar{y}_0, \ldots, \bar{y}_{m-1}, \bar{z}) \), where \( H = \text{Gal}(E/F) \).

3.2. Translating the Inverse Automorphism Problem into the first-order language of the fields. The Inverse Automorphism Problem (IAP), suggested to us by Arno Fehm, takes the following input:

- a base field \( K \);
- a finite group \( H \), say of size \(|H| =: m|\);
- an positive integer \( n \) which is a multiple of \( m \).
A solution to the IAP is a finite extension $L$ of $K$ of degree $n$ (not necessarily Galois over $K$) with automorphism group over $K$ isomorphic to $H$.

We prove the following result.

**Theorem 3.3.** Let $H$ be a finite group of size $m$. Let $n$ be a multiple of $m$. Then there exists a first-order statement $\varepsilon_{H,n}(x_1, \ldots, x_n)$ in the language of rings without parameters depending on $H$ and $n$ only such that $F \models \exists \overline{x} \in F^n : \varepsilon_{H,n}(x_1, \ldots, x_n)$ if and only if there exists an extension $L/F$ of degree $n$ such $\text{Aut}(L/F) \cong H$.

To prove the theorem we use the following proposition.

**Proposition 3.4.** Let $m, n$ be given positive integers with $n \equiv 0 \mod m$. Let $K$ be a field, let $M$ be a Galois extension of $K$ of degree $\ell$, and $n \leq \ell \leq n!$. A degree $n$ extension $L$ of $K$ inside $M$ with exactly $m$ automorphisms exists if and only if there exists a subgroup $S$ of $G := \text{Gal}(M/K)$ of index $n$ with exactly $n/m$ conjugates in $G$. In this case, $L = M^S$, the fixed field of $S$ in $M$.

**Proof.** Assume first that there exists a Galois extension $M$ of $K$ of degree $\ell$ such that $\ell \equiv 0 \mod n$ with $\ell \leq n!$, and $G = \text{Gal}(M/K)$ contains a subgroup $S$ of $G$ of size $\ell/n$ with exactly $n/m$ conjugates in $G$. Then we claim that $L = M^S$ gives the desired extension.

Clearly, $[L : K] = \ell/|S| = n$. We now show that $L$ has $m$ automorphisms over $K$. Let $S_1 = S, \ldots, S_{n/m}$ be all of the distinct conjugates of $S$ in $G$. If $S_i = \sigma_i S \sigma_i^{-1}$ for some $\sigma_i \in \text{Gal}(M/K)$, then $\sigma_1(L) = L, \ldots, \sigma_{n/m}(L)$ are distinct conjugates of $L$ over $K$ in $M$ since $S_i = \text{Gal}(M/\sigma_i(L))$. Further, if $\hat{L} = \sigma(L) \neq L$ is a conjugate of $L$, then $\sigma S \sigma^{-1} = \hat{S} = \text{Gal}(M/\hat{L})$ and $\hat{S} \neq S$ is a conjugate of $S$. Thus, there are exactly $n/m$ conjugate subfields $\hat{L}$ of $L$ in $M$.

![Diagram](https://via.placeholder.com/150)

Fix a $\sigma \in G$ with an induced isomorphism $L \rightarrow \hat{L}$. If $\phi \in G$ induces an automorphism of $L$, then $\sigma \circ \phi$ restricts to an isomorphism $L \rightarrow \hat{L}$ as well. Conversely, given any $\tau \in G$ inducing an isomorphism $L \rightarrow \hat{L}$, we get a $K$-automorphism of $L$ via $\tau^{-1} |_{\hat{L}} \circ \sigma |_L : L \rightarrow L$.

Now, we know that there are $n = [L : K]$ embeddings of $L$ into $M$, and by the above argument, these automorphisms can be broken up as

$$n = \#\{K\text{-automorphisms of } L\} \cdot \#\{\text{conjugate fields } \hat{L} \text{ of } L \text{ in } M\} \quad (3.1)$$

$$= \#\{K\text{-automorphisms of } L\} \cdot \#\{\text{conjugate groups } \hat{S} \text{ of } S \text{ in } G\}. \quad (3.2)$$

Therefore, we have that the number of distinct $K$-automorphisms of $L$ is equal to $n/(n/m) = m$, as required.

Conversely, suppose now that $K \subseteq L \subseteq M$, where $M/K$ is Galois, satisfies $[L : K] = n$ and $L$ has exactly $m$ automorphisms. Let $S = \text{Gal}(M/L)$. We assume that $m < n$, since otherwise $L/K$ is Galois, and we are in the case considered in the preceding section. Since
$m < n$, the extension $L/K$ is not Galois, and therefore $S = \text{Gal}(M/L)$ is not normal. Now we use Equation (3.1) to conclude that the number of conjugates of $S$ is $n/m$, as required. □

Now the proof of Theorem 3.3 follows from Corollary 2.16.
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