ON THE NATURE OF HYDROSTATIC EQUILIBRIUM IN GALAXY CLUSTERS
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ABSTRACT

In this paper, we investigate the level of hydrostatic equilibrium (HE) in the intracluster medium of simulated galaxy clusters, extracted from state-of-the-art cosmological hydrodynamical simulations performed with the Smoothed-Particle-Hydrodynamic code GADGET-3. These simulations include several physical processes, among which are stellar and active galactic nucleus feedback, and have been performed with an improved version of the code that allows for a better description of hydrodynamical instabilities and gas mixing processes. Evaluating the radial balance between the gravitational and hydrodynamical forces via the gas accelerations generated, we effectively examine the level of HE in every object of the sample and its dependence on the radial distance from the center and on the classification of the cluster in terms of either cool-coreness or dynamical state. We find an average deviation of 10%–20% out to the virial radius, with no evident distinction between cool-core and non-cool-core clusters. Instead, we observe a clear separation between regular and disturbed systems, with a more significant deviation from HE for the disturbed objects. The investigation of the bias between the hydrostatic estimate and the total gravitating mass indicates that, on average, this traces the deviation from HE very well, even though individual cases show a more complex picture. Typically, in the radial ranges where mass bias and deviation from HE are substantially different, the gas is characterized by a significant amount of random motions (∼30%), relative to thermal ones. As a general result, the HE-deviation and mass bias, at a given distance from the cluster center, are not very sensitive to the temperature inhomogeneities in the gas.
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1. INTRODUCTION

As fair samples of the universe, galaxy clusters are dominated in mass, ∼80%, by dark matter (DM) but also comprise a significant amount of baryonic visible matter, in the form of galaxies and hot plasma (∼5% and ∼15% in mass, respectively). In the accepted scenario of hierarchical structure formation, clusters grow via smooth accretion processes as well as through merger events (see Kravtsov & Borgani 2012 for a review). According to this theoretical framework, the hot intracluster medium (ICM) is assumed to collapse within the cluster DM halo, to get shock heated during the assembly process, and to finally settle with temperatures of the order of $10^7$–$10^8$ K, reflecting the depth of the potential well (∼$10^{14}$–$10^{15}$ $M_\odot$). The dynamics of the intracluster gas can be described by the Euler equation:

$$\frac{dv}{dt} = -\nabla \Phi - \frac{1}{\rho} \nabla P.$$  (1)

Here, $P$ is the total gas pressure, $\Phi$ is the cluster potential, and

$$\frac{dv}{dt} = \frac{\partial v}{\partial t} + v \cdot \nabla v$$

is the Lagrangian derivative of the velocity or the sum of the acceleration and the inertia terms, respectively, the first and second term on the lhs of Equation (2). The condition of hydrostatic equilibrium (HE) is represented by

$$\frac{dv}{dt} = 0.$$  (3)

This assumption implies that the net Lagrangian three-dimensional acceleration of the gas, resulting from the sum of hydrodynamical and gravitational forces, is null. With our numerical study, we intend to investigate whether the condition expressed by Equation (3), and so the balance between hydrodynamical and gravitational forces, is reliable in cosmological simulations of galaxy clusters, when evaluated at typical, interesting distances from the cluster center. In fact, the assumption of HE is the key ingredient behind one of the most diffuse methods employed to measure the mass of galaxy clusters (as well as large ellipticals; e.g. Pellegrini et al. 2006 and references therein), which is the crucial property necessary to characterize a cluster for astrophysical as well as cosmological purposes.

Specifically, the reconstruction of the so-called hydrostatic mass from X-ray observations of the ICM thermal properties can be derived from Equation (3), re-formulated as

$$0 = -\nabla \Phi - \frac{1}{\rho} \nabla P,$$

Einstein and Spitzer Fellow.
along with the additional assumptions of a purely thermal pressure support of the gas \( P = P_b \). Under these conditions, and further assuming the equation of state of an ideal gas to hold for the ICM, one can derive the total mass from the profiles of gas density \( \rho \) and temperature \( T \):

\[
M_{\text{HE}}(<r) = -k_B T(r) r \frac{d \log \rho(r)}{d \log r} + \frac{d \log T(r)}{d \log r}.
\]  

(4)

where \( k_B \) is the Boltzmann constant, \( \mu \) is the mean molecular weight, \( G \) is the gravitational constant, and \( m_p \) is the proton mass.

For regular virialized galaxy clusters, the above assumptions are a reasonable representation of the gas state. However, if any of the hypotheses done are not satisfied, the hydrostatic mass might provide a biased estimate of the true gravitating mass.

Observationally, the particular composition of galaxy clusters allows us to observe them in many different wavelengths other than X-rays, such as optical or millimetric bands, providing independent methods to reconstruct their intrinsic structure and total mass (see, e.g., Mahdavi et al. 2008, 2013; von der Linden et al. 2014; Applegate et al. 2015; Sereno & Ettori 2015; Simet et al. 2015; Smith et al. 2016). Some of these approaches, such as the one based on optical observations of the weak lensing effect, are less sensitive to the complex non-gravitational processes that characterize the gas and have been commonly used for comparisons to X-ray mass estimates (e.g., Donahue et al. 2014). A mismatch between optical and X-ray mass measurements has been often interpreted as a lack of HE. Nonetheless, the observational estimate of the X-ray temperature may also cause an additional bias because of the uncertainties on the calibration of the X-ray instrument used to estimate the hydrostatic mass (see, e.g., the differences between Chandra and XMM, as reported by Nevalainen et al. 2010; Schellenberger et al. 2015). Furthermore, it is important to notice that the violation of any of the assumptions behind Equation (4) can lead to a bias in the mass estimate, even in the presence of a perfect balance between gravity and pressure.

To this end, numerical studies based on state-of-the-art cosmological hydrodynamical simulations of galaxy clusters offer an optimal way of tackling the problem. Several groups have explored the hydrodynamical stability of simulated clusters, computing the thermal and non-thermal components derived from Equations (1) and (2) that contribute to the total support against the cluster gravitational potential and, if neglected, induce the hydrostatic mass bias. In fact, hydrodynamical simulations show that a non-negligible fraction of the ICM pressure support is due to turbulent and bulk gas motions, and this should be taken into account for the mass estimation based on HE (Rasia et al. 2004; Fang et al. 2009; Lau et al. 2009, 2013; Vazza et al. 2009; Biffi et al. 2011; Gaspari & Churazov 2013; Suto et al. 2013; Gaspari et al. 2014; Nelson et al. 2014). However, previous attempts to specifically identify the principal sources of bias led to different conclusions, mainly because of differences in the terminology, computational method, or interpretation of the mass terms involved (Lau et al. 2013; Suto et al. 2013; Shi et al. 2015). In Fang et al. (2009), the major source of additional pressure support against gravity has been ascribed to gas rotational patterns, especially in the center of relaxed systems, while, in Lau et al. (2009), the authors found a significantly higher contribution to the total pressure support coming from random motions. More recently, numerical investigations by Suto et al. (2013) and Nelson et al. (2014) additionally explored the possibility of a non-steady state of the gas, i.e., \( \partial \rho / \partial t \neq 0 \), in Equation (2), and assessed the importance of accounting for gas acceleration as well. The common finding of numerical works is that, even for very regular clusters, the hydrostatic mass overall underestimates the true gravitating mass by a typical factor of 10%–20% (see, e.g., Rasia et al. 2004, 2006; Jeltema et al. 2008; Piffaretti & Valdarnini 2008; Meneghetti et al. 2010; Nelson et al. 2012). Independently of this, the presence of gas temperature inhomogeneities can cause an additional bias in the temperature estimate from current X-ray telescopes, thus originating a total difference between X-ray derived and true masses of up to 30% (e.g., Rasia et al. 2014).

Even if challenging, the detection of gas turbulent and bulk motions will substantially improve with observations from next-generation X-ray calorimeters, on board satellites such as ASTRO-H10 or Athena.11 Their unprecedented level of energy resolution will eventually allow us to put tighter constraints on the ICM motions, measuring gas velocities from the broadening and center shifts of heavy ions emission lines in the X-ray spectra down to a few hundred km s\(^{-1}\) (Biffi et al. 2013; Ettori et al. 2013; Nandra et al. 2013).

Nonetheless, it is very difficult to measure corrections for the mass bias and general deviations from HE of the gas on a single cluster base at intermediate-high redshift where the spatial precision is more limited, and therefore a statistical approach is preferable. In fact, a thorough investigation of the origin of HE violation for individual cases can only be pursued via numerical simulations, which grant access to the full three-dimensional thermal and velocity structure of clusters and to their dynamical history. Complementary to this, simulations can also be exploited to provide general predictions for cluster populations selected on the base of common thermal or dynamical properties, more similarly to the observational approach. Even though gas motions might be constrained in the future, it remains extremely challenging to observationally distinguish the intrinsic deviation from the assumption of the steady state and other sources of mass bias (e.g., sphericity and non-thermal pressure). Certainly, the general relation between the common definition of hydrostatic mass bias and the deviation from HE by means of numerical studies is worth further investigation.

Here, instead of focusing on the various terms from which the mass bias originate, we take a step back with respect to the previous numerical studies and explore, from a more elementary perspective, the primary assumption of the HE expressed by Equation (3) and intended as a balance of gravitational and hydrodynamical forces. Despite the fact that the mass bias is the observable quantity, our numerical approach represents a unique opportunity to quantify the intrinsic deviation from HE, and consequently its connection to the mass bias, its dependence on the cluster thermodynamical properties, and its relation to the level of random and bulk motions in the gas. Specifically, we propose the investigation of the level of HE of the ICM in simulated clusters, expressed

\(^{10}\) http://astro-h.isas.jaxa.jp/en/

\(^{11}\) http://www.the-athena-x-ray-observatory.eu/
by condition (3), by exploring the three-dimensional gas acceleration field.

The use of state-of-the-art cosmological hydrodynamical simulations of galaxy clusters allows us to directly evaluate (1) the balance between hydrodynamical and gravitational forces through the comparison of the accelerations derived from the two terms, (2) the dependence on the distance from the cluster center, and (3) the possible connections to the thermodynamical state of the system.

This paper is organized as follows. We present the simulations of galaxy clusters used for the present study in Section 2, while in Section 3 describe the method to evaluate the level of HE in the simulated clusters and clarify the terminology used. Our results are presented in Section 4, where we discuss the relation between the level of HE and the cluster dynamical and thermal structure, as well as its relation to mass and temperature bias. Finally, we draw our conclusions in Section 5.

2. THE SIMULATED DATA SET

The data set used in this work is composed of a sample of 29 simulated clusters analyzed at $z = 0$. Among them, 24 are massive systems with $M_{200} > 8 \times 10^{14} h^{-1} M_{\odot}$ and 5 are smaller objects with $M_{200}$ in the range of $1-4 \times 10^{14} h^{-1} M_{\odot}$ (Planer's et al. 2014). These clusters have been selected as the most massive halos residing at the center of 29 Lagrangian regions, resimulated from zoomed initial conditions (the same as those in Bonafe et al. 2011), with the Tree-PM Smoothed-particle-hydrodynamics (SPH) code GADGET-3 (Springel 2005). The simulations assume a ΛCDM cosmological model with $\Omega_m = 0.24$, $\Omega_b = 0.04$, $H_0 = 72 \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1}$, $n_s = 0.96$, and $\sigma_8 = 0.8$. The mass resolution of this set is $m_{\text{DM}} = 8.47 \times 10^8 M_{\odot}$ for the DM particles, and $m_{\text{gas}} = 1.53 \times 10^8 M_{\odot}$ for the initial gas particle mass. The Plummer-equivalent softening length for the computation of the gravitational force is $\epsilon = 3.75 \, h^{-1} \, \text{kpc}$ for DM and gas particles, $\epsilon = 2 \, h^{-1} \, \text{kpc}$ for star and black hole particles at $z = 0$.

The version of the code used here includes the improved version of the hydrodynamical scheme described in Beck et al. (2016), which largely improves the SPH capability to follow gas-dynamical instabilities and mixing processes, and prevents particle clumping. In particular, these new developments include a higher-order interpolation kernel as well as time-dependent formulations for artificial viscosity and artificial thermal diffusion. More details on the hydrodynamical method as well as a large set of standard tests are presented in Beck et al. (2016).

The physical processes treated in the simulations comprise metallicity-dependent radiative cooling, time-dependent UV background, star formation from a multi-phase interstellar medium (Springel & Hernquist 2003), metal enrichment from supernovae (SN) II, SN Ia, and asymptotic-giant-branch stars (Tornatore et al. 2004, 2007), SN-driven kinetic feedback in the form of galactic winds (with $350 \, \text{km} \, \text{s}^{-1}$ velocity), and the novel model for active galactic nucleus thermal feedback, presented in Steinborn et al. (2015), in which cold and hot gas accretion onto black holes (BHs) is treated separately. In particular, we consider here only the cold-phase accretion, assuming $\epsilon_{\text{cold}} = 100$ as a boost factor of the Bondi rate for the Eddington-limited gas accretion onto the BH (see also Gaspari et al. 2015).

For this paper, we employ a set of simulations in which all of the above physical processes are included. This allows us to reproduce the ICM as realistically as possible. This new set of simulations has recently been presented in Rasia et al. (2015), where it was shown for the first time how it was possible to recover the observed coexistence of cool-core (CC) and non-cool-core (NCC) clusters (Rasia et al. 2015). More results on the simulations will also be presented in forthcoming papers (G. Murante et al. 2016, in preparation; S. Planelles et al. 2016, in preparation).

3. CHARACTERIZING THE DEVIATION FROM HE

With the use of hydrodynamical simulations, it is possible to directly trace the 3D structure of the gas acceleration field. In particular, from the GADGET code, we obtain the value of the gas total acceleration ($dv/dt$, Equation (2)) for each gas particle in the simulation output, explicitly separated in its gravitational and hydrodynamical components.

In order to satisfy the hydrostatic equilibrium, the two acceleration components must balance:

$$\text{HE: } 0 = \frac{dv}{dt} = a = a_g + a_h.$$  \hfill (5)

In general, the equilibrium in Equation (5) should be evaluated separately for each component of the acceleration vector. However, in the case of astronomical objects such as galaxy clusters or stars, the condition has to hold radially. For this reason, we consider only the radial component of the accelerations $a_r$ and $a_{hr}$, indicated as $G_r$ and $H_r$, respectively, that we averaged within spherical shells.

3.1. Method

We investigate deviations from HE by studying the deviation from $-1$ of the ratio $G_r/H_r$, between the radial components of gravitational and hydrodynamical accelerations.

To compute radial profiles of the $G_r/H_r$ term, two alternative approaches have been used:

i. evaluating the $G_r/H_r$ ratio particle-by-particle and then averaging over the spherical shell;
ii. building the profiles of the two accelerations separately and then computing the ratio of the $G_r$ radial profile to the $H_r$ radial profile.

Methods (i) and (ii) are equivalent in the ideal case of a spherical gas distribution in HE and without inhomogeneities (see the Appendix).

We note that all the calculations have been done by subtracting a bulk gravitational acceleration, which in principle can be non-negligible. This is calculated as a mass-weighted mean value within $R_{200}$, considering all the particle species (i.e., DM, gas, and stars). The mean value of the hydrodynamical component is not accounted for because it is typically very low. We verified that for all the 29 main halos in the sample, both acceleration components are indeed very low.

The gas particles used for the calculation are those in the hot phase. Namely, we remove from the computation the cold gas ($T < 3 \times 10^4$ K), and the multi-phase gas particles, which have a cold mass fraction greater than 10%.

Given the purposes of our investigation, we do not remove any substructure.
3.2. Terminology

We summarize here the meaning of the quantities and assumptions employed.

a. Acceleration term: this is the total derivative \( dv/dt \) in Equation (1), which contains both the pure acceleration term \( dv/dr \) and the inertia term \( (v \cdot \nabla)v \); as previously explained, we will refer to this term in the form of \( \mathcal{G}_s/\mathcal{H}_s \), assuming spherical symmetry and considering the radial component of the acceleration only.

b. HE: from Equation (5), HE is quantified by \( \mathcal{G}_s/\mathcal{H}_s = -1 \), with the underlying assumption of spherical symmetry.

c. Deviation from HE:
\[
\delta_{\text{HE}} = \mathcal{G}_s/\mathcal{H}_s + 1;
\]

b. HE: from Equation (5), HE is quantified by \( \mathcal{G}_s/\mathcal{H}_s = -1 \), with the underlying assumption of spherical symmetry.

d. \( M_{\text{HE}} \): this indicates the hydrostatic mass and implies the assumptions of HE, spherical symmetry, and the purely thermal nature of the pressure.

e. Hydrostatic-mass bias:
\[
b_{M} = (M_{\text{HE}} - M_{\text{true}})/M_{\text{true}},
\]
where \( M_{\text{true}} \) is the total gravitating mass of the system, computed summing up all the particle masses (within the considered radius).

It is important to notice that (b) and (d) are derived from the left- and right-hand side terms of Equation (1) but do not share the same assumptions, as purely thermal pressure is assumed only when \( M_{\text{HE}} \) is calculated.

4. RESULTS

4.1. Application to Simulated Galaxy Clusters

By applying the method described in the previous section to simulated galaxy clusters, we can gain a deeper understanding of the intrinsic state of the ICM, in the presence of several astrophysical phenomena, such as star formation, feedback processes, and accretion of substructures. Moreover, we can explore the validity of the HE assumption and its influence on the median behavior in different populations of clusters.

For the purpose of showing how complex the level of HE deviation is at different radii, we start by considering one single object, shown in Figure 1.

We notice the evident difference between the methods (i) and (ii) described in Section 3. In particular, both the mean (black, dashed curve) and median profiles (orange, solid curve) are smoother when we measure the ratio of the two profiles (see right panel in Figure 1).

The different picture drawn from the particle-based approach (left panel in Figure 1) can be ascribed to the inhomogeneous distribution of the gas accelerations and to the large spread of the hydrodynamical acceleration values, which is considerably broader than the gravitational one. Furthermore, the kernels used to smooth the hydrodynamical and gravitational forces are different. Therefore, the accelerations are evaluated at two unequal scales. Furthermore, numerical terms (e.g., artificial viscosity and diffusion) intervene in the SPH implementation of the Euler equation, so that Equation (1) is not satisfied in its theoretical formulation on a particle base. In the following, we use the second approach where we compute the two \( \mathcal{G}_s \) and \( \mathcal{H}_s \) components separately and subsequently we calculate the ratio \( \mathcal{G}_s/\mathcal{H}_s \) from their profiles.

The cluster shown in Figure 1 represents a rather extreme case, with deviations up to \( \sim 50\% \) or more, already outside the inner region (\( >0.1 \, R_{\text{vir}} \)), indicating a non-negligible violation of the HE assumption and possible biases in the HE-derived mass estimate.

In general, among the 29 clusters of the sample, the individual profiles show significant variations and a close inspection to the distribution of each cluster substructures, merging and thermal history would be necessary to understand the detailed features of the \( \mathcal{G}_s/\mathcal{H}_s \) profiles.

4.2. On the Relation to the Hydrostatic Mass Bias

For each cluster in the sample, we calculate the hydrostatic mass as in Equation (4). For the purpose of our theoretical investigation, we do not apply any substructure removal from the ICM. In principle, the hydrostatic mass bias, \( b_{\text{M}} \) (definition (e), in Section 3), does quantify the deviation from HE as long as the additional hypotheses on which the hydrostatic mass relies are valid. Therefore, it is interesting to compare the radial profiles of \( \mathcal{G}_s/\mathcal{H}_s \) and mass bias.

In order to explore the origin of the differences between mass bias and deviation from HE, it is also useful to investigate possible connections to the level of non-thermal motions of the gas, which are typically not accounted for in the usual hydrostatic mass estimate.

In Figure 2, we present, for three clusters of the sample, the separate profiles of the two accelerations (left panels), the direct comparison of mass bias and deviation from HE (central panels), and the ratio \( \sigma_{\text{G}}^2/\sigma_{\text{therm,1D}}^2 \) (right panels), where \( \sigma_{\text{G}}^2 \) is...
the velocity dispersion of the gas in the radial direction and $\sigma_{\text{therm,1D}}^2$ is the expected one-dimensional thermal velocity dispersion.\textsuperscript{12} The thermal velocity dispersion is calculated as

$$\sigma_{\text{therm}}^2 = \frac{3kT_{\text{mw}}}{\mu m_p},$$

where $T_{\text{mw}}$ is the mass-weighted temperature in the shell and for a single dimension $\sigma_{\text{therm,1D}}^2 = \sigma_{\text{therm}}^2/3$, in the same radial bin.

The last quantity represents the excess of the velocity dispersion produced by bulk and random motions over the velocity dispersion produced by thermal motions.

The top- and bottom-row panels represent the opposite cases in which the profiles of $b_M$ and $\delta_{\text{HE}}$ either trace each other in a very good way (as for D5) or show a significant offset (D8). In the first case, the mass bias more directly reflects the level of deviation from HE, suggesting that the additional assumption of purely thermal pressure support—included in $M_{\text{HE}}$, but not involved in $\delta_{\text{HE}}$—does not play a significant role. This is in fact supported by the low amount of non-thermal motions, with respect to thermal ones, shown in the right panel. Vice versa, for D8, we notice a systematic difference between $b_M$ and $\delta_{\text{HE}}$, with the latter being much more significant than the mass bias, throughout the whole radial range. The origin of the significant deviation from HE on the radial direction is due to the systematic unbalance between the two forces, as is visible from the separate $G$ and $H$ profiles in the left panel. The mismatch between $b_M$ and $\delta_{\text{HE}}$ is strongly connected to the behavior of the $\sigma_{\text{therm}}^2/\sigma_{\text{therm,1D}}^2$ ratio, which significantly increases from 0.4 in the center\textsuperscript{13} out to more than one toward the virial radius, indicating that outside $\sim 0.7 R_{\text{vir}}$ macroscopic non-thermal motions actually start to be dominant.

The halo presented in the middle row of Figure 2 (D24) represents instead an intermediate case where, despite the low-level deviation from $G/H = -1$ ($\delta_{\text{HE}}$; mostly around 10%) out

\textsuperscript{12} Here, $\sigma_{\text{therm}}^2$ is computed as the dispersion on the radial component of the gas velocities with respect to the mean value in each radial shell.

\textsuperscript{13} Here, and throughout the paper, the cluster center corresponds to the position of the DM particle having the minimum value of the potential.
to the virial radius), the mass bias profile does show a different trend, especially toward the outer regions. The modulus of $\mathcal{G}/\mathcal{H}$ decreases with increasing radius, indicating that $\mathcal{H}$ dominates over $\mathcal{G}$, whereas the mass bias suggests the opposite unbalance between the hydrodynamical and the gravitational forces: $b_M < 0$, indeed, indicates that the thermal pressure support underestimates the gravitating mass.

The trend shown by the three examples in Figure 2 is in fact present in the entire sample, with large deviations from HE generally associated with substantial non-thermal motions of the gas. Furthermore, we notice that the profiles of $\mathcal{G}$ and $\mathcal{H}$ (left panels) indicate that the gravitational component is typically smoother than the hydrodynamical one and that halos with large deviations from HE also show a large offset of $\mathcal{H}$ with respect to $\mathcal{G}$, with the latter generally dominating in modulus. In general, the origin of deviations from HE and its relation to the mass bias can significantly vary from cluster to cluster, requiring a dedicated investigation of the particular cluster properties. Nonetheless, from the analysis of all the 29 clusters, we can conclude that large differences between $b_M$ and $\delta_{\text{HE}}$ typically correspond to $\sigma_r^2 \gtrsim 0.3 \, \sigma_{\text{therm,1D}}^2$, as observed, for example, in the extreme case of cluster D8, where $\sigma_r^2/\sigma_{\text{therm,1D}}^2$ is larger than 40% from the center out to the virial radius.

From a more quantitative perspective, we provide a measure of the typical difference between the two radial profiles of $b_M$ and $\delta_{\text{HE}}$ as the median value of the absolute difference among the two, i.e.,

$$\xi = \text{Median}(|b_M - \delta_{\text{HE}}|),$$

considering the radial range up to $R_{500}$. The motivation to consider the region enclosed by $R_{500}$ is that this is an optimal region targeted also by observational analyses, while outer portions of the cluster regions are generally more difficult to characterize. Furthermore, the amount of non-thermal motions in the radial direction generally increases toward the outskirts, where merging and accretion processes play a more significant role, for all the clusters. Also, the use of the median deviation allows us to estimate the typical difference between the two profiles, without being biased by large differences restricted to a few radial bins. As is visible from the left panel in Figure 3, it is possible to identify a subsample of clusters for which the median difference between the $b_M$ and $\delta_{\text{HE}}$ radial profiles, $\xi$, and the median value of $\sigma_r^2/\sigma_{\text{therm,1D}}^2$ are both very low within $R_{500}$. From this figure, we use the threshold $\xi = 0.1$ to separate these systems from those with larger values of both the indicators. The median radial profile of $\sigma_r^2/\sigma_{\text{therm,1D}}$ for these two subsamples of clusters is shown in the rhs panel of Figure 3, where the red, dotted—dashed curve represents the subsample, typically with different $b_M$ and $\delta_{\text{HE}}$ profiles, while the blue, solid line indicates those with more similar ones ($\xi < 0.1$). The comparison of the two profiles confirms that larger differences between the $b_M$ and $\delta_{\text{HE}}$ profiles (red curve) correspond to larger (>30%) amounts of non-thermal over thermal motions (in the radial direction), despite the larger dispersion in the subsample that only comprises 9 systems out of 29. We additionally note that the systematic offset visible out to $R_{500}$, which is in the region where the classification criteria are defined (Figure 3, left panel), is still present almost out to $R_{500}$ (~0.7$R_{\text{vir}}$). Both subsamples, instead, behave more similarly in the outermost region, where in fact the $\sigma_r^2/\sigma_{\text{therm,1D}}$ ratio increases for both classes.

As displayed by Figure 9 below, a similar behavior is recognized when the subsample is instead divided in regular and disturbed systems, with the second class typically showing a higher profile of the non-thermal to thermal motion ratio.

### 4.3. Average Deviation from HE

Overall, our results confirm that not only the hydrostatic mass bias, but also the level of deviation from the static assumption, $\delta_{\text{HE}}$, is in fact very different from cluster to cluster and at different radii within the single object. This is consistent with the findings obtained in similar works based on AMR simulations (e.g., Lau et al. 2013; Nelson et al. 2014; Shi et al. 2015).

A possible way to investigate the problem is to consider samples of clusters and stack the individual profiles to infer an average behavior. In this way, the effects due to asphericity of

---

14 As is visible from the two acceleration profiles in the left panels, the sign of $\mathcal{G}$ is negative, while the sign of $\mathcal{H}$ is positive.

15 Here, and throughout the paper, we quantify the scatter around the median profile through the median absolute deviation, defined as

$$M. A. D. = \text{Median}(|x_i - \text{Median}(x)|),$$

with $x_i$ representing the values of the individual profiles in every radial bin.
the individual clusters are alleviated and the importance of the assumption of spherical symmetry is less significant.

The stack analysis is shown in Figure 4, where we display the individual profiles (gray curves) and the median one (black). The shaded area indicates the dispersion of the distribution in each radial bin around the median value, and is computed as the median absolute deviation. As is pointed out, the background individual profiles show very different features and the overall dispersion increases with the radius. In the outskirts, where the gas acceleration field is more sensitive to substructure infalling onto the main halo, the spread is larger. Nevertheless, the median profile indicates that the typical deviation of $G_r/H_r$ from $-1$ is $\sim 10\%$, reaching $\sim 20\%$ at most.

Similarly, we can construct the median profile of the mass bias for the 29 halos in the sample, as shown in Figure 5. Without distinguishing the dynamical state of clusters, from the comparison between Figures 4 and 5, we see that the two median profiles of the acceleration term and the hydrostatic mass bias are quite similar out to $\sim 0.7 R_{200}$ (roughly $\sim R_{200}$). This suggests that the negative mass bias does trace—on average—the violation of HE, i.e., the equilibrium is not static and the total acceleration term is non-zero.

The computation of the hydrostatic mass as in Equation (4) from X-ray data can include an additional bias due to the under-estimate of the X-ray temperature with respect to the dynamical temperature. A good approximation for the temperature measured by Chandra and XMM-Newton telescopes is provided by the so-called spectroscopic-like temperature $T_{sd}$ (Mazzotta et al. 2004), which is commonly used in numerical simulations, and it is defined as

$$T_{sd} = \frac{\sum w_i T_i}{\sum w_i} \quad \text{with} \quad w_i = m_i \rho_i T_i^{-3/4}. \quad (7)$$

In Equation (7), $m_i$, $\rho_i$, $T_i$ indicate the mass, density, and temperature of the single gas element in the simulation. It has been shown in previous works (e.g., Biffi et al. 2014) that due to the presence of inhomogeneities in the X-ray emitting gas there is a systematic difference between the spectroscopic-like estimate and the mass-weighted temperature ($T_{mw}$) that would introduce an additional bias in $M_{HE}$ (e.g., Rasia et al. 2014). The origin of such bias is, however, independent of the assumptions of HE or purely thermal pressure support, and only depends on the degree of thermal complexity of the ICM.

When the spectroscopic-like temperature $T_{sd}$ is adopted, instead of $T_{mw}$, we observe the additional bias (black dashed curve in Figure 5) due to the different temperature estimation. In this case, the average bias ranges from $\sim 15\%$ to $\sim 25\%$ within $R_{200}$, while it is more significant in the cluster outer regions, increasing up to $50\%$.

Focusing on the outskirts, the trend of the average mass bias profile is different from the $G_r/H_r$ one. Given the likely presence of infalling substructures, the hydrostatic estimate is, on average, significantly lower than the true mass, though the deviation from HE (quantified via $G_r/H_r$) is typically closer to zero. This suggests that, at such large radii, the origin of the mass bias is mostly related to the additional assumption of the purely thermal nature of the ICM pressure, involved in the computation of $M_{HE}$, rather than to a pure violation of the static state $dv/dt = 0$. Nevertheless, note that $G_r/H_r \sim -1$ only asserts the equilibrium in the radial direction, and differences in the anisotropy of the two acceleration components can also play a role, especially in the outskirts.

### 4.4. Distinguishing Among Cluster Populations

We proceed to evaluate the median mass bias and the $\delta_{HE}$ profiles for subsamples defined on the basis of either their thermal or dynamical states. In particular, we consider here two classifications: (a) one linked to the cool-coreness of the object and (b) the other to its global dynamical state. These two classifications are typical ways of distinguishing regular/disturbed clusters in observational (method a) and numerical (method b) studies.

**Cool-coreness.** The classification (a) is based on the core thermal properties of the clusters, and specifically on the central entropy value. In more detail, we define the cluster as a cool-core (CC) if

$$\text{CC: } \begin{cases} \frac{K_0}{\sigma} < 60 \text{ keV cm}^{-2} \\ \sigma < 0.55 \end{cases} \quad (8)$$

and NCC otherwise (see Rasia et al. 2015 for more details on this classification). In Equation (8), $K_0$ is the central entropy derived from the fit of the cluster entropy profile and $\sigma$ is the pseudo-
Figure 6. Median radial profile of $G_{r}/H_{r}$, as in Figure 4, distinguishing among different cluster populations. Shaded areas represent the median absolute deviation in each radial bin (w.r.t. the median value). Upper panel: CC/NCC (blue solid/red dotted–dashed line); lower panel: regular/disturbed (blue solid/red dotted–dashed line) clusters; intermediate systems are marked by the thin black line and, for simplicity, no dispersion is marked. Left to right, vertical lines mark median values of $R_{200}, R_{500}, R_{500}$, respectively.

4.4.2. Hydrostatic Mass Bias

Using the same selection criteria to investigate the mass bias, we obtain the results presented in Figure 8 (upper and lower panel, respectively). Here we only show the results for $M_{HE}$ computed using the mass-weighted temperature. Although we verified that using the spectroscopic-like estimate, we obtain classification defines the state of the cluster on more global scales, with the quantities above calculated for each cluster within $R_{200}$.

With this method we split the sample of 29 clusters into 6 regular and 8 disturbed systems and 15 intermediate cases.

4.4.1. The Ratio $G_{r}/H_{r}$

In the two panels of Figure 6, we show that the median profile of $G_{r}/H_{r}$ depends on the classification assumed.

When the sample is divided into CC and NCC clusters, as in the upper panel of Figure 6, there is no significant difference in the $G_{r}/H_{r}$ profile of the two populations, especially considering the dispersion around the median values. Overall, both behaviors are very similar to the median profile constructed from the whole sample (Figure 4).

A different picture emerges when the selection is made on the global dynamical properties. In this case (lower panel of Figure 6), the two populations show a clearer systematic offset, especially outside $R_{200}$, with the largest departure in the region outside $R_{200}$ ($\sim 0.7-0.9 R_{vir}$). We find that the median profile of regular clusters is systematically higher and closer to the HE value of $-1$. On the contrary, disturbed clusters show a larger ($>20\%$) deviation from HE throughout the radial range.

We notice that this difference is not due to the presence of an intermediate class in the dynamical classification, which has no analogue in the CC-NCC one. In fact, by restricting the NCC subsample to the most extreme cases and thus introducing an intermediate class of objects, a similar separation to that observed between regular and disturbed clusters is still not found.

It is important to note that our sample of disturbed clusters are likely to be more strongly affected by merging events and accretion of infalling substructures, as confirmed also by their clumpiness profiles, presented by S. Planelles et al. (2016, in preparation). This should also reflect on a more significant difference in the (an)isotropy of the gravitational and hydrodynamical acceleration fields, likely to be enhanced at larger distances from the cluster center where the mass assembly is still ongoing.

In fact, we see from Figure 7 (bottom panel) that the gravitational acceleration is generally almost radial from the center out to the outskirts (typically $G_{r}/a_{r} \sim 0.9$), while the hydrodynamical acceleration shows a radial component that decreases with radius (from $\sim 0.7$ to $\sim 0.5$, going from the center to $R_{200}$) and is almost isotropic in the intermediate region comprised between $R_{500}$ and $R_{200}$. This is more evident for disturbed clusters, for which the profile of $a_{r}/|a_{r}|$ is systematically lower, namely less radial, than for regular systems. This offset is mirrored by the one in the $G_{r}/H_{r}$ profiles.

Instead, the same is not observed when the distinction between CC and NCC systems is adopted, as shown in the upper panel of Figure 7. In this case, the profiles of the two populations behave in a very similar way, for both the acceleration components.
very similar profiles, with the only difference being an overall more significant bias (as seen from Figure 5) and a larger scatter, especially outside \(R_{200}\).

We note that the hydrostatic mass bias behaves differently from the acceleration term with respect to the classification adopted: no systematic distinction between regular and disturbed clusters is evident, except for the outermost region (\(>0.7R_{\text{vir}}\)). Instead, a separation, albeit relatively mild, is found between CC and NCC out to \(\sim R_{200}\), where there is an offset between their median profiles and the shaded areas marking the dispersion around the median values barely touch each other. In that inner region of the radial profile, the CC population presents almost zero mass bias, while the NCC subsample is characterized by a mass bias of roughly 10%–15%. This is mainly due to the different thermodynamical properties of the two classes in the innermost region, where CC clusters are typically characterized by a higher thermal pressure support with respect to NCC systems (see S. Planelles et al. 2016, in preparation), despite the similar shape of their potential well. This then results in a better match between the hydrostatic mass and the total gravitating mass.

Interestingly, the comparison between the lower panels of Figures 6 and 8 indicates that the hydrostatic mass bias of disturbed systems is on average \(\lesssim 25\%\) (with peaks around 25%–30%) despite the larger deviation from \(-1\) of \(\mathcal{G}/\mathcal{H}\). (mostly \(\delta_{\text{HE}} > 20\%,\) up to 50%). The origin of a deviation from zero acceleration (on the radial direction) that is larger than the violation of the balance between gravitational and thermal pressure forces, must be related to gas non-thermalized motions, that are not accounted for in our computation of \(\nabla P\) (where \(P = P_{\text{th}} \propto \rho T\)).

From Figures 6 and 7 (and Figure 9 below), we conclude that the radial properties of the ICM acceleration field, and thus the level of HE, are not very sensitive to the cool-coreness of the system, but rather depend on its global dynamical state, whereas the mass bias is more closely related to the cool-coreness, and so to thermal properties, especially in the central regions (see Figure 8).

Differences between the \(\mathcal{G}/\mathcal{H}\), and mass bias radial profiles can also be related to the presence of non-thermal, bulk and random, motions in the gas, as discussed in Section 4.2. Here, we present median stacked profiles of \(\sigma_{\text{total}}^2/\sigma_{\text{therm}, 1D}^2\) for the subsamples defined on the basis of the cluster cool-coreness or dynamical classification, in analogy to Figures 6 and 8. From Figure 9, we infer that CC and NCC (upper panel) behave in a very similar way, with a similar amount of non-thermal motions increasing toward larger distances from the center. On the contrary, disturbed systems clearly differentiate from dynamically regular ones (lower panel) for the presence of a more substantial amount of radial non-thermal motions with respect to thermal ones already in the innermost region and out to the virial radius (systematically higher values of...
5. Correlation with Temperature Bias

For the purpose of our investigation, it is important to explore the thermal structure of the ICM and the presence of temperature inhomogeneities, which might affect both the level of HE and the bias on the hydrostatic mass derived.

Numerically, this can be evaluated by comparing the mass-weighted and spectroscopic-like estimates of temperature, $T_{nw}$ and $T_{sl}$, where the former is a more dynamical measurement and the latter is more sensitive to the multi-phase nature of the gas.

One common way of evaluating this is to calculate the so-called temperature bias, defined as

$$b_T = (T_{sl} - T_{nw})/T_{nw}.$$  

(10)

In Figure 10, we report the radial profile of the temperature bias for the 29 halos (left panel, top) for which we also show the median profiles for the CC and NCC populations, separately (left panel, bottom). On average, $b_T$ is always negative out to the virial radius, indicating that, locally, the spectroscopic-like temperature typically underestimates the dynamical measurement ($T_{nw}$), at all distances from the cluster center. Nevertheless, the average bias is found to be quite small, indicating a relatively homogeneous temperature structure for both categories, out to $\sim R_{200}$ (i.e., $\sim 0.4 R_{vir}$), with $b_T \lesssim 10\%$. This can be explained by the improved gas mixing that characterizes these new simulation runs, which allows the gas stripped from the substructures to efficiently mix and better thermalize with the surrounding ambient ICM. In the innermost cluster region the difference between CC and NCC temperature profiles, decreasing in the first case and flattening or even rising in the other, is not caught by the temperature bias profile. The reason for this is that the region sampled by each central radial bin is not extended enough to capture the central temperature gradient typical of CC. In the outer part of the profile, enclosed between $R_{500}$ and $R_{200}$, the bias remains relatively low for CC systems, whereas the mismatch between $T_{sl}$ and $T_{nw}$ increases for NCC. Toward the virial radius, the bias significantly increases for both classes.

In the right panel of Figure 11, we report the direct comparison of the global estimates of $T_{nw}$ and $T_{sl}$, for the region enclosed by $R_{200}$, by showing the temperature bias as a function, e.g., of $T_{nw}$. Considering the large variety of dynamical states among the clusters in the sample, we observe, on average, a very good agreement between the two values, with $T_{sl}$ typically underestimating $T_{nw}$ by only a few percent (within $R_{500}$, the median value of the bias is $\sim 5\%$). From this relation, we also note that there is no evidence for a dependence of the temperature bias on the global dynamical temperature of the systems. In fact, given the well-defined relation between temperature and mass for the clusters analyzed (see Truong et al., in preparation), we also verified that there is no clear dependence of the temperature bias on the total cluster mass.

HE is however a local condition and ultimately depends on the local thermodynamical properties of the ICM. Thus, it is interesting to evaluate the relation between deviation from HE, mass bias, and temperature bias, as in Figure 12, via the dependence of $b_M$ and $\delta_{HE}$ (in the upper and lower panels, respectively) on the $b_T$, at interesting distances from the cluster center, i.e., $R_{2500}$, $R_{500}$, and $R_{200}$.

Marking the clusters with different symbols and colors, depending on their cool-coreness or dynamical classification,
we mainly note a difference between regular and disturbed systems (filled and empty symbols in the figure), especially in terms of scatter, which is significantly larger for the disturbed ones. This is particularly evident for the values corresponding to $R_{500}$ and $R_{200}$, where there is a more clear separation between the two dynamical classes, especially in terms of temperature bias.

Overall, we conclude from Figure 12 that the local level of HE and mass bias are not significantly affected by the local inhomogeneities in the ICM temperature structure. This is quantified by very low values of the Pearson correlation coefficients of the $b_{\mathrm{HE}}$-$b_{\mathrm{HR}}$ and $b_{\mathrm{HE}}$-$b_{\mathrm{TR}}$ relations, which only reach a maximum of $\sim 0.3$ for $R_{500}$ and is very poorly constrained ($p$-values $>0.1$). Only the CC subsample shows evidence of a significant correlation between $\delta_{\mathrm{HE}}$ and temperature bias, especially in the outskirts—with a Pearson correlation coefficient ($p$-value) of $\sim 0.68(0.02)$ at $R_{500}$ and $\sim 0.66(0.03)$ at $R_{200}$.

5. DISCUSSION AND CONCLUSION

The violation of HE in galaxy clusters has been widely studied from the numerical point of view in order to trace its origin and its connection to the bias in the mass reconstruction based on the HE hypothesis.

Here, we explored the violation of HE in the ICM by studying the balance between gravitational and hydrodynamical acceleration in the radial direction. This allowed us to investigate the level of deviation from HE per se, i.e., separately from the mass bias, which additionally implies the assumption of purely thermal pressure support (with $P_{\mathrm{th}} \propto \rho T$).

In the following, we summarize our main findings.

1. Corrections for HE-violation based on the acceleration term for individual clusters are not really achievable. The differences from case to case, and depending on the distance from the cluster center, make the prediction of a single correction term very challenging, even by means of numerical simulations. This is noticeable from the significant scatter in the radial profiles of $G_r/H_r$.

2. The classification of relaxed and un-relaxed clusters can be misleading, especially when simulations and observations are compared: depending on which cluster properties are used to define the level of regularity, the differences among the populations range from substantial to negligible. Caution is necessary when numerical results, e.g., scaling relations, are compared to observed ones, and vice versa.

3. The acceleration term, quantified via the $G_r/H_r$ ratio, shows a systematic difference between the median radial profile of dynamically regular clusters and that of disturbed ones, with the latter showing a larger deviation from HE ($\delta_{\mathrm{HE}} > 20\%$), i.e., from $dv/dt = 0$ (on the radial direction). This is especially significant in the outskirts ($\delta_{\mathrm{HE}} \sim 50\%$).

Instead, we find no clear dependence of the $G_r/H_r$ profile on the system cool-coreness, from comparing CC and NCC median profiles.

4. On the contrary, when the hydrostatic mass bias is concerned, CC and NCC clusters behave differently, especially in the inner region ($\leq R_{2500}$), whereas no significant distinction is observed between the mass bias of regular and disturbed clusters, given the large dispersion.

5. Typically, we find that the clusters for which the radial profile of mass bias and deviation from HE ($\delta_{\mathrm{HE}}$) poorly trace each other present a significant amount of non-thermal (bulk and random) gas motions with respect to thermal ones, in the radial direction, quantified by $\sigma_\perp^2/\sigma_{\text{therm,1D}}^2 > 0.3$ already in the innermost regions.
6. We also find a clear correlation between values of the hydrostatic mass bias and the deviation from HE computed at $R_{2500}$, $R_{500}$, and $R_{200}$, with the main outliers in this picture represented by dynamically disturbed systems. From this, we conclude that the local deviation from HE is of the order of 15%–20% (increasing toward the outskirts), and it is generally well traced by the local mass bias (of the order of 10%–15%).

7. The temperature structure of the clusters in the sample appears to be relatively regular, with a temperature bias lower than what was previously found in SPH simulations. In fact, we find that $T_\text{H}$ typically underestimates $T_{\text{MW}}$ by a few percent in the innermost region, increasing up to ~15%–20% toward the outskirts.

8. On average, we find no strong correlation between the local dishomogeneity in the thermal structure (quantified by the temperature bias) and the local deviation from HE or mass bias.

Simulations are extremely powerful for in-depth studies like the one presented in our analysis, since the HE validity in the ICM of clusters can be explored in full detail cluster-by-cluster. In particular, we have shown different levels of deviation from HE and of hydrostatic mass bias for various cluster populations, classified on the basis of their global dynamical state—as often done in simulations—and core thermal properties—as typically done in observations. This was possible by employing state-of-the-art cosmological simulations that include the description of several hydrodynamical processes taking place in galaxy clusters and, most importantly, that were able to generate the observed coexistence of CC and NCC systems with thermo and chemodynamical properties in good agreement with observations (Rasia et al. 2015). We have shown that CC and dynamically regular clusters are very different populations in terms of HE-deviation and mass bias, and similarly NCC clusters clearly differ from disturbed systems in the same respect.

Nevertheless, such numerical studies also represent the intrinsic difficulty of predicting from simulations an accurate correction to X-ray based (or more in general to hydrostatic) masses on a cluster-by-cluster basis. Still, the virtue of simulations is that they allow us to calibrate such a correction.
in a statistical sense, through the calibration of scaling relations between true masses and hydrostatic masses. Clearly, the reliability of these corrections, in view of their application to precision cosmology with clusters, depends on the degree of realism of the simulations. In this respect, additional forces, not treated in our work, should also be taken into consideration in cluster simulations, such as magnetic field and cosmic ray pressure, which alter the momentum of the intracluster gas in real clusters and can contribute to the support against the gravitational force.

From the observational point of view, up-coming (ASTRO-H) and future (e.g., Athena) X-ray missions, thanks to their high-resolution spectrometry capabilities, will help to better characterize the various terms of pressure support against gravity in clusters. This will be achieved via measurements of the gas velocities from non-thermal broadening and center shifts of spectral emission lines from heavy ions, e.g., iron. Even though the chance to measure gas accelerations still remains remote, if not impossible, future X-ray observations will likely permit us to reduce and control the effect due to the assumption of HE and to obtain more accurate mass estimates, especially from spatially resolved observations.

Additionally, given the distinct level of deviation from HE depending on the cluster dynamical state, rather than on their cool-coreness, the possibility to observationally constrain the amount of non-thermal motions in the ICM could provide a new, complementary way of classifying cluster populations.
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APPENDIX
THE HYDROSTATIC SPHERE TEST

In order to test the approach used in this work, we set up a sphere in HE as a study case and apply the analysis of the acceleration components presented above.

The hydrostatic sphere is set up with a total virial mass of $4 \times 10^{14} h^{-1} M_\odot$, resolved with 369300 DM particles and 403508 gas particles. The mass resolution is

\[ m_{DM} = 3.1 \times 10^9 M_\odot \text{ and } m_{gas} = 6.2 \times 10^8 M_\odot \text{ for DM and gas respectively.} \]

The simulation of the hydrostatic sphere has been performed with the same version of the code used for the other halos analyzed in this work, but including only non-radiative hydrodynamics. It has been evolved for a large enough number of dynamical time-steps until an ideal configuration of HE is reached.

As is visible from the $G_r$ (changed in sign) and $H_r$ profiles in Figure 13 (upper panel), the HE configuration shows very good balance between the two components out to very large radii, with their ratio showing almost perfect balance in the central region ($\delta_{HE} \lesssim 5\%$), and presenting deviations from HE smaller than 10% roughly out to $R_{200} \sim 1200$ kpc, i.e., 0.8 $R_{\text{max}}$ in the figure. In fact, from the inspection of the $G_r/H_r$ profile at different time-steps, until the final configuration shown in Figure 13 (lower panel), we observe a clear trend of the profile to set toward the $-1$ reference line, with the radial range in which the equilibrium condition is satisfied extending outward. Given this, we expect that a perfect HE profile would be reached after an ideally large number of dynamical times. From the comparison with the various profiles obtained for the cosmological cases, presented in the previous sections, we estimate this effect not to cause any bias to the conclusions drawn from our study.

This study case is used to confirm that the HE, on the radial direction, corresponds indeed to $G_r/H_r \sim -1$, i.e., to the balance of the radial components of gravitational and hydrodynamical accelerations.

From the comparison in the figure between the profiles of $G_r$, $H_r$, and $G_r/H_r$, we additionally tested that

i. the particle-based approach and the use of the separate profiles of $G_r$ and $H_r$ converge to the same result for an ideal hydrostatic gas distribution (perfect overlap between symbols (mean values) and lines (median values) in the lower panel); and

ii. mean and median values within the radial bins provide exactly the same result (perfect overlap between curves and symbols), given the absence of gas inhomogeneities.
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