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Abstract. Let an oil and gas field consists of clusters in each of which an investor can launch at most one project. During the implementation of a particular project, all characteristics are known, including annual production volumes, necessary investment volumes, and profit. The total amount of investments that the investor spends on developing the field during the entire planning period we know. It is required to determine which projects to implement in each cluster so that, within the total amount of investments, the profit for the entire planning period is maximum.

The problem under consideration is NP-hard. However, it is solved by dynamic programming with pseudopolynomial time complexity. Nevertheless, in practice, there are additional constraints that do not allow solving the problem with acceptable accuracy at a reasonable time. Such restrictions, in particular, are annual production volumes. In this paper, we considered only the upper constraints that are dictated by the pipeline capacity. For the investment optimization problem with such additional restrictions, we obtain qualitative results, propose an approximate algorithm, and investigate its properties. Based on the results of a numerical experiment, we conclude that the developed algorithm builds a solution close (in terms of the objective function) to the optimal one.

Keywords: Investment portfolio optimization · Production limits.

1 Introduction

The founder of the mathematical theory of portfolio optimization is G. Markowitz, who, in 1952, published an article [16] with the basic definitions and approaches for evaluating investment activity. He developed a methodology for the formation of an investment portfolio, aimed at the optimal choice of assets, based on a given ratio of profitability/risk. The ideas formulated by him form the basis of modern portfolio theory [16,17].

* The research is carried out within the framework of the state contract of the Sobolev Institute of Mathematics (project 0314–2019–0014).
The author of [21] gave a review of portfolio selection methods and described the prospects of some open areas. At first, the author described the classical Markowitz model. Then comes the “intertemporal portfolio choice” developed by Merton [18,19], the fundamental concept of dynamic hedging and martingale methods. Pliska [21], Karatzas [11], as well as Cox and Huang [6] made the main contribution to the development of this direction. The authors of [7] and [20] proposed the formulas for the optimal portfolio for some private productions. These formulas have the form of conditional expectation from random variables.

In most well-known studies, the problem of optimal investment is solved numerically [3,4], which does not allow us to identify the contribution of portfolio components to the optimal solution. In [2], a new approach is proposed for dynamic portfolio selection, which is not more complicated than the Markowitz model. The idea is to expand the asset space by including simple, manageable portfolios and calculate the optimal static portfolio in this extended space. It is intuitively assumed that a static choice among managed portfolios is equivalent to a dynamic strategy.

If we consider investing in specific production projects, then each of them is either implemented or not. In contrast to the classical Markowitz’s problem, a discrete statement, arises, and the mathematical apparatus developed for the continuous case is not applicable. In [15], the authors examined a two-criterion problem of maximizing profit and minimizing risk. The characteristics of each project, mutual influence, and the capital available to the investor are known. For the Boolean formulation of the problem, the authors proved NP-hardness and found special cases when the problem is solved with pseudopolynomial time complexity.

The portfolio optimization problems described above relate to the stock market. For companies operating in the oil and gas sector, optimization problems are relevant. In these problems it is necessary to maximize total profit and minimize risks for a given period, taking into account additional restrictions, for example, on production volume, as well as problems in which it is necessary to maximize production (or profit) for a given amount of funding. In [1], the author presented an approach aimed at improving the efficiency of the management of the oil and gas production association. Two control loops are distinguished: macroeconomic, which is responsible for optimizing policies at the aggregated level (industry and regional), and microeconomic, which is responsible for optimizing the organizational and functional structure of the company. The first circuit implemented using the author developed computable models of general economic equilibrium and integrated matrices of financial flows. The second circuit performed using an approach based on simulation of the business processes of an enterprise.

The author of [9] considers the problem of forming a portfolio of investment projects, which required to obtain maximum income under given assumptions regarding risks. A method is proposed based on a comprehensive multidimensional analysis of an investment project. The authors of [10,12] consider a problem of minimizing the deposit costs with restrictions on the volume of the production. They propose an algorithm for building an approximate solution by dynamic
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programming. The accuracy of the algorithm depends on the discretization step of the investment volume. The authors of [10] formulate the problem of minimizing various costs associated with servicing wells, with limitations related to the amount of oil produced, as a linear programming problem, and find the optimal solution using the simplex method.

For the decision-maker, the main concern is how to allocate limited resources to the most profitable projects. Recently, a new management philosophy, Beyond NPV (Net Present Value), has attracted more and more international attention. Improved portfolio optimization model presented in [23]. It is an original method, in addition to NPV, for budgeting investments. In the proposed model, oil company executives can compromise between profitability and risk concerning their acceptable level of risk. They can also use the “operating bonus” to distinguish their ability to improve the performance of major projects. To compare optimized utility with non-optimized utility, the article conducted a simulation study based on 19 foreign upstream assets owned by a large oil company in China. The simulation results showed that the optimization model, including the “operating bonus”, is more in line with the rational demand of investors.

The purpose of the paper [5] is to offer a tool that might support the strategic decision-making process for companies operating in the oil industry. Their model uses Markowitz portfolio selection theory to construct an efficient frontier for currently producing fields and a set of investment projects. These relate to oil and gas exploration projects and projects aimed at enhancing current production. The net present value obtained for each project under a set of user-supplied scenarios. For the base-case scenario, the authors also model oil prices through Monte Carlo simulation. They run the model for a combination of portfolio items, which include both currently producing assets and new exploration projects, using data characteristics of a mature region with a high number of low-production fields. The objective is to find the vector of weights (equity stake in each project), which minimizes portfolio risk, given a set of expected returns.

Due to the suddenness, uncertainty, and colossal loss of political risks in overseas projects, the paper [14] considers the time dimension and the success rate of project exploitation for the goal of optimizing the allocation of multiple objectives, such as output, investment, efficiency, and risk. A linear portfolio risk decision model proposed for multiple indicators, such as the uncertainty of project survey results, the inconsistency of project investment time, and the number of projects in unstable political regions. Numerical examples and the results test the model and show that the model can effectively maximize the portfolio income within the risk tolerance range under the premise of ensuring the rational allocation of resources.

This paper discusses the problem of optimal investment of oil and gas field development consisting of subfields – clusters. For each cluster, there are several possibilities for its development, which we call the projects. Each project characterized by cost, lead time, resource intensity, annual production volumes, and profit from its implementation. Also, there are restrictions on the annual
production volumes of the entire field. This requirement leads to the need for a later launch of some projects so that the annual production volume does not exceed the allowable volumes. Assuming that a project launched later is another project, we proposed a statement of the problem in the form of a Boolean linear programming (BLP) problem. We estimated the maximum dimension at which CPLEX solves the BLP in a reasonable time. For a large-dimensional problem, we developed a method that constructs an approximate solution in two stages. At the first stage, the problem is solved without limitation on the volume of annual production. This problem remains NP-hard, but it is solvable by a pseudopolynomial dynamic programming algorithm. As a result, one project is selected for each cluster. The project is characterized, in particular, by the year of launch and production volumes in each subsequent year. If we start the project later, the annual production volumes shift. In the second stage, the problem of determining the start moments of the projects selected at the first stage is solved, taking into account the restrictions on annual production volumes, and the profit is maximal. We developed a local search algorithm for partial enumeration of permutations of the order in which projects are launched. At the same time, for each permutation, the algorithm of tight packing of production profiles developed by us (we call it a greedy algorithm), which builds a feasible solution, is applied. A numerical experiment compared our method and CPLEX.

The rest of the paper has the following organization. In Section 2, we state the problem as a BLP. In Section 3, the problem without restrictions on the volume of production reduced to a nonlinear distribution problem, which is solved by dynamic programming. As a result, a “best” project found for each cluster. Section 4 describes the method for constructing an approximate solution by searching for the start times for the “best” projects. The next section presents the results of a numerical experiment. We identify the maximum dimension of the problem, which is solved by the CPLEX package in a reasonable time, and compare the accuracy of the developed approximate algorithms. Section 6 contains the main conclusions and describes the directions for further research.

2 Formulation of the problem

For the mathematical formulation of the problem, we introduce the following notation for the parameters:

- \([1, T]\) is the planning period;
- \(C\) is the total amount of investment;
- \(K\) is the set of clusters (\(|K| = n\));
- \(P_k\) is the set of projects for the development of the cluster \(k \in K\) (\(\max_k |P_k| = p\)) taking into account the shift at the beginning of each project;
- \(d^k_i(t)\) is the volume of production in the cluster \(k \in K\) per year \(t = 1, \ldots, T\), if the project \(i \in P_k\) is implemented there;
- \(q^k_i\) is the profit for the entire planning period from the implementation of project \(i\) in cluster \(k\);
– $c^i_k$ is the cost of implementing project $i$ in cluster $k$;
– $D(t)$ is the maximum allowable production per year $t$;

and for the variables:

$$x^i_k = \begin{cases} 1, & \text{if project } i \text{ is selected for cluster } k; \\ 0, & \text{else.} \end{cases}$$

Then the problem under consideration can be written as follows.

$$\sum_{k \in K} \sum_{i \in P_k} q^i_k x^i_k \rightarrow \max_{x^i_k \in \{0,1\}}; \quad (1)$$

$$\sum_{k \in K} \sum_{i \in P_k} c^i_k x^i_k \leq C; \quad (2)$$

$$\sum_{i \in P_k} x^i_k \leq 1, \ k \in K; \quad (3)$$

$$\sum_{k \in K} \sum_{i \in P_k} d^i_k(t) x^i_k \leq D(t), \ t \in [1, T]. \quad (4)$$

**Remark 1.** Each project has various parameters, among which the annual production volumes. If we start the project later, then the graphic of annual production will shift entirely. Suppose $d^i_k(t)$ is the volume production per year $t$ if the project $i$ is implemented in the cluster $k$. If this project is launched $\tau$ years later, the annual production during year $t$ will be $d^i_k(t - \tau)$. So, each project in the set $P_k$ is characterized, in particular, by its beginning.

However, not all characteristics retain their values at a later launch of the project. Profit from project implementation depends on the year of its launch, as money depreciates over the years. One way to account for depreciation is to use a discount factor. The value of money decreases with each year by multiplying by a discount factor that is less than 1. In this regard, at the stage of preliminary calculations, we recount values associated with investment and profit.

As a result, the set $P_k$ consists of the initial projects, and the shifted projects for different years as well. So, having solved the problem (1)–(4), we will choose for each cluster not only the best project but also the time of its start.

Problem (1)–(4) is an NP-hard BLP. For the dimension which we define in Section 5, a software package, for example, CPLEX, can be used to solve it. In order to solve the problem of a large dimension, it is advisable to develop an approximate algorithm. To do this, in the next section we consider the problem (1)–(3).

### 3 The problem without restrictions on production volumes

If there are no restrictions on production volumes, then instead of the variables $x^i_k$, we can use the variables $c_k$, which are equal to the amount of the investment
allocated for the development of the cluster \( k \). To do this, for each cluster \( k \), we introduce a new profit function \( q_k(c_k) \), which does not depend on the selected project but depends on the amount of investment. For each \( k \), the function \( q_k(c_k) \) is obviously non-decreasing piecewise constant. Moreover, if we know the value \( c_k \), then one project is uniquely will be used to develop the cluster \( k \), and all its characteristics will be known. Indeed, the more money is required to implement the project, the more efficient it is (more profitable). If this is not a case, then a less effective but more expensive project can be excluded. Obviously, the values of all functions \( q_k(c_k) \), \( c_k \in [0, C] \), \( k \in K \), are not difficult to calculate in advance.

Given the previous, we state the problem of maximizing profit without restrictions on production volumes, assuming that all projects start without delay, in the following form.

\[
\sum_{k \in K} q_k(c_k) \rightarrow \max \quad c_k \in [0, C] ;
\]

\[
\sum_{k \in K} c_k \leq C.
\]

Although problem (5)–(6) become easier than the problem (1)–(4), it remains NP-hard. However, it is a distribution problem, for the solution of which we apply the dynamic programming method, the complexity of which is \( O(n(C/\delta)^2) \), where \( \delta \) is the step of changing the variable \( c_k \). Solving the problem (5)–(6), we choose the “best” project for each cluster. If it turns out that at the same time, all the restrictions (4) fulfilled, then this solution is optimal for the original problem (1)–(4). If at least one inequality (4) violated, then we will construct a feasible solution in the manner described in the next section.

4 Consideration of restrictions on production volumes

We will not change the projects selected for each cluster as a result of solving the problem (5)–(6). We will try to determine the moments of launching these projects so that inequalities (1) fulfill, and profit takes maximal value. The project selected for the cluster \( k \) is characterized by the production volumes \( d_k(t) \) in each year \( t \in [1, T] \). It is necessary to shift the beginning of some projects to a later time so that in each year \( t \in [1, T] \) the total production is at most \( D(t) \):

\[
\sum_{k \in K} d_k(t) \leq D(t).
\]

Assume that the cluster \( k \) development project, whose beginning is shifted by \( i \in [0, t_k] \) years, is another project. Then for each cluster, there is a set of projects, which we denote as before by \( P_k \) \((|P_k| = t_k + 1)\). As a result, to determine the shift in the start of the project launch for each cluster, it is enough to solve the problem (1)–(4) without restriction (2), in which the Boolean variable \( x_k^i = 1 \) if and only if the start of the cluster project \( k \) is shifted by \( i \) years. Then the solution to the small-dimension problem can be found using a CPLEX. However, for a large-sized problem, it is necessary to use an approximate algorithm.
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4.1 Greedy algorithm

Suppose we order the projects according to the years of their launch. A shift in the start of projects changes this order. The order in which projects start uniquely determined by the permutation $\pi$ of the cluster numbers $\{1, 2, \ldots, n\}$. For a given permutation, we describe informally a greedy algorithm that constructs a feasible solution to the problem.

Denote by $P(\pi)$ the list of ordered projects. The first project starts without delay (with zero shift). We exclude it from the set $P(\pi)$. For the first project of the updated set $P(\pi)$, we determine its earliest start time, which is no less than the start time of a previous project, to comply with the production order and restrictions [1] in each year and exclude this project from the set $P(\pi)$. We continue the process until the start year of the last project, $\pi(n)$ is found.

The greedy algorithm will construct a feasible solution for the given permutation $\pi$, if it exists, with the time complexity of $O(nT)$. In the oil and gas industry, profiles (graphs) of annual production volumes have a log-normal distribution [22], which is characterized by a rapid increase, and then a slight decrease. This observation and the following lemma, to some extent, justify why we use the greedy algorithm.

**Proposition 1.** If the order of launching the projects is known, the annual production schedules for all projects are not-increasing, and $D(t) = D = \text{const}$, $t \in [1, T]$, then the greedy algorithm determines the optimal start years for all projects.

**Proof.** In the problem under consideration, time is discrete (measured in years). Therefore, the value of production in each cluster is a certain real number that does not change for one year. A greedy algorithm for a given order of projects determines the earliest start time for each project, which is not less than the start time of the previous project. Suppose that in all optimal solutions, there is at least one project that begins later than the year determined by the greedy algorithm. Consider some optimal solution and let $k$ be the first project that we can start earlier (Fig. 1a). Since the project $k$ can start earlier, then move it as much as possible to the left to maintain validity (Fig. 1b). Notice that it is enough to check the value of production $d_1^k$ only in the first year of the project $k$ because it is not less than production in subsequent years ($d_t^k \leq d_1^k$, $t > 1$). The solution obtained after shifting the project $k$ to the left is no worse (and taking into account the discount coefficient, even better), but the project $k$ starts earlier, which contradicts the assumption. The proof is over.

So, with a particular order of projects, a greedy algorithm builds a solution close to optimal with $O(nT)$ time complexity. A complete enumeration of permutations requires $O(n!)$ operations. However, it is reasonable to develop a local search algorithm in which, at each step, the best permutation is searched in the vicinity of the current permutation. In order to obtain a solution for a given permutation, a greedy algorithm is used. The higher the profit in a particular order of projects, the better the permutation. In the next subsection, we develop a local search algorithm.
Fig. 1. Illustration to the Lemma 1 proof (Bars of the same color belong to the same project, and the height of the bar is the volume of production in the corresponding year). a) Project $k$ (yellow) may start earlier; b) After shifting the project $k$ to the left.

4.2 Local search

Using the greedy algorithm described in the previous subsection, one can construct a solution for each permutation of the cluster numbers. Therefore, it is essential to find a permutation where the solution constructed in such a way is near-optimal. For this reason, we suggest a local search procedure for permutations starting from some promising one.

In order to obtain the first permutation for the local search procedure we perform the following greedy algorithm. At the first step we choose such cluster that yields maximum value of income if its development is started at the first year. The number of this cluster becomes the first value of the permutation. Then, at each step of the algorithm, we choose among the unprocessed clusters such cluster, that if its development is started at the earliest year (taking into account the per-year production bound and already chosen clusters), then the total income increment will be maximum. After such cluster is found, we assign the corresponding shift for it and set its number to the next permutation value. The permutation obtained by the described greedy procedure becomes the first permutation of the local search algorithm.

For each permutation in the local search procedure, we construct a solution using the greedy algorithm, that is described in previous subsection, with time complexity $O(nT)$. As a movement operation of the local search procedure, we perform the best possible exchange of two different elements of a permutation. Then the cardinality of the neighborhood of the current permutation is $O(n^2)$, and the time complexity of the searching the best solution is this neighborhood is $O(n^3T)$.

5 Simulation

The proposed algorithms have been implemented in the C++ programming language and launched on the randomly generated test instances. We also used the IBM ILOG CPLEX package (version 12.10) in order to obtain optimal or near-optimal solutions together with guaranteed upper bounds for the comparison.
The numerical experiment performed on an Intel Core i5-4460 (3.2GHz) 8Gb machine.

For the generation of the test data, we supposed that the distribution function of production volumes by the planned period is log-normal \[22\]. The parameters of the distribution density \(\mu\) and \(\sigma\) were chosen randomly with uniform distribution on the intervals \([1, 2]\) and \([1, 1.4]\) correspondingly. We defined the maximum value of the production volume for each project at random with uniform distribution on the interval \([30, 200]\) (in thousands of tons) and then multiplied each per-year volume by the corresponding scaling factor.

We assumed that the profit is proportional to the production volume. For each project, in order to generate the profit per each year, we, at first, took the random coefficient (the cost of one ton in millions of rubles) uniformly distributed on the interval \([4, 6]\). This value may vary depending on the differences in the condition of the production, overhead costs, remoteness of the cluster. After that, we multiplied the per-year production volumes by this coefficient. We also added the noise to the generated values multiplying them by the random values uniformly distributed on the interval \([0.95, 1.05]\).

Like the investments, we generated random values uniformly distributed on the interval \([250, 1500]\) (in millions of rubles). We assumed that the obtained amount of money spent in the first year of the project exploitation. In about 10 percent of the cases, other investments made in the second year of the project exploitation. The second investment is taken as a random part of the first investment from 10 to 50 percent. As the upper bounds of investments and per-year production volumes, we took the one-third part of the sum by clusters of the maximum values per project and per year. That is,

\[
C = \frac{1}{3} \sum_{k \in K} \max_{i \in P_k} c^i_k,
\]

and

\[
D = \frac{1}{3} \sum_{k \in K} \max_{i \in P_k, t \in [1, T]} d^i_k(t), D(t) = D \forall t \in [1, T].
\]

For solving the problem \((5)-(6)\) we set \(\delta\) equal ten thousands of rubles, because, according to our preliminary experiments, further decrease of \(\delta\) does not improve the solution significantly.

We generated instances for four different variants of the number of clusters: \(n = 10, 25, 50,\) and \(100\). For each value of \(n\), we generated four instances with different maximum and a minimum number of projects per cluster: 1) from 1 to 10; 2) from 10 to 25; 3) from 25 to 50, and 4) from 50 to 100. We launched our algorithm and CPLEX on each instance. The results presented in Table II. In this table, CPLEX stands for the results obtained by CPLEX launched on the problem \((1)-(4)\). \(CPLEX_{fp}\) stands for the results obtained by CPLEX launched on the restricted problem with the fixed project per each cluster found by the dynamic programming method described in Section III. Notations \(obj, ub,\) and \(gap\) stand for, correspondingly, the objective function of the incumbent, the upper bound of the value of objective function, and the relative difference between \(obj\)
and $ub. \ decline$ stands for the decline (in percents) of the objective function value of the incumbent of the problem with the fixed set of projects concerning the objective function of the incumbent of the entire problem. The last four columns represent the results obtained by our algorithm, which is named $A$ in the table. $r_1$ denotes the ratio $\frac{obj(A)}{ub(\text{CPLEX})}$, and $r_2$ denotes the ratio $\frac{obj(A)}{ub(\text{CPLEX}_{fp})}$. The last column stands for the total running time of our algorithm. The running time of CPLEX was limited by 60 seconds for all the cases except the last one of the largest size, — in the last case CPLEX was given for 1 hour. It also should be noted that CPLEX was parallelized on four threads.

As it follows from the table, in the cases of small and moderate size CPLEX solves the problem rather precisely within 60 seconds. In these cases it always constructs a solution on which the value of the objective function differs from the optimal one by at most 1 percent. Algorithm $A$ constructs a less accurate solution. As it is seen at the column $r_1$, in the worst case, the objective value of the obtained solution differs from the optimal by 13 percent, in the best case — by 3 percent, and on average, this difference does not exceed 9 percent. As one can see at the column $\text{decline}$, the choice of the projects obtained by solution of the problem without restriction on the production volumes deteriorates the solution of the entire problem by up to 12.5 percent. On average, this decline is about 6 percent. The quality of our local search procedure applied to the solution obtained by the greedy heuristic is estimated in the column $r_2$. On average, the ratio does not exceed 3 percent. In a case of large size, when the number of clusters is 250 and the number of projects in each cluster varies from 250 to 500, CPLEX failed to construct any feasible solution within 1 hour, but the algorithm $A$ constructed an approximate solution within about 6 minutes. When we set the projects found by algorithm $A$ to CPLEX for this instance, it successfully found the solution with rather small value of gap (less than 0.1 percent) within 1 hour. In this case, the local search procedure found a solution that differs from the optimal one by not more than 4 percent.

6 Conclusion

In this paper, we studied the NP-hard problem of maximizing profit by choosing long-term cluster development projects within the oil and gas field, with restrictions on the total investment and maximum annual production. We proposed a statement of the problem in the form of Boolean linear programming and set ourselves three goals. First, to investigate the effectiveness of application software packages, such as CPLEX, for solving the BLP problem. Secondly, develop a fast approximate algorithm. Thirdly, compare the effectiveness of the CPLEX package and the approximate algorithm.

The approximate algorithm consists of two stages, which are partially dictated by the specifics of the problem. At the first stage, profit is maximized by selecting one project for each cluster without taking into account the restrictions on the volume of annual production. The distribution problem arising, in this
case, is solved by the dynamic programming algorithm with acceptable running time. Projects selected at the first stage can be launched later (with a delay).
Therefore, at the second stage, the moments of the start of the selected projects are determined in such a way that the annual production volumes do not exceed the set values, and the profit is maximum. The problem of the second stage is formulated in the form of the BLP. It makes sense without the first stage because, in practice, development projects for each cluster are often known, and it is necessary to determine the moments of their launch.

Production profiles have a characteristic shape, which is determined by the log-normal distribution law and has the form of a graph that first overgrows, reaches its maximum value, and then slowly decreases [22]. With a certain degree of assumption, we assumed that the profiles are non-increasing. We proved that in the case of non-increasing production profiles and for a given order of project start (which is determined by the permutation of cluster numbers), the greedy algorithm constructs the optimal solution. The algorithm of permutations sorting is justified, and the greedy algorithm used for each permutation. Iterating over all permutations is time-consuming, and for large dimensions, it is not applicable, so we used a relatively simple local search algorithm.

The results of the numerical experiment on randomly generated examples surprised us (see Table 1). For $25 \leq n \leq 100$, the CPLEX package was not able to build an optimal solution, but it turned out that CPLEX within one minute builds a feasible solution quite close to the optimal one. The approximate algorithm that we developed also builds a solution close to optimal, but CPLEX turned out to be more efficient for such dimension. Thus, we conclude that for the considered problem when $n \leq 100$, it is advisable to use a package of application programs CPLEX instead of our algorithm. In a case of large size, for example when $n \geq 250$, CPLEX failed to construct any feasible solution.

### Table 1. Comparison of the proposed algorithm $A$ with CPLEX

| $n$ | $n_{\text{min}}$ | $n_{\text{max}}$ | $\text{obj}_{\text{ub}}$ | $\text{obj}_{\text{ub}}$ | $\text{gap}$ | $\text{gap}$ | $\text{decline}$ (\%) | $\text{obj}_{\text{ub}}$ | $r_1$ | $r_2$ | time (sec.) |
|-----|-----------------|-----------------|-----------------|-----------------|-----------|-----------|-----------------|-----------------|-------|-------|----------|
| 10  | 10              | 12851.93       | 12851.93       | 0               | 12851.93  | 12851.93  | 0               | 12851.93       | 0.008 | 1      | 0.008    |
| 25  | 25              | 16460.95       | 16460.95       | 0               | 15502.23  | 15502.23  | 0.082           | 14710.6         | 0.095 | 0.005 | 0.095    |
| 50  | 50              | 16988.53       | 16988.53       | 0               | 14862.28  | 14862.28  | 0               | 14764.3         | 0.099 | 0.004 | 0.099    |
| 100 | 100             | 17140.36       | 17140.36       | 0               | 15607.92  | 15607.92  | 0               | 15474.1         | 0.099 | 0.003 | 0.099    |
| 25  | 25              | 30465.26       | 30465.26       | 0               | 29849.99  | 29849.99  | 0               | 29571.9         | 0.097 | 0.006 | 0.097    |
| 50  | 50              | 42501.57       | 42501.57       | 0               | 40930.6   | 40930.6   | 0               | 40632.7         | 0.098 | 0.007 | 0.098    |
| 100 | 50              | 70568.99       | 70568.99       | 0               | 69609.18  | 69609.18  | 0               | 66328.2         | 0.095 | 0.003 | 0.095    |
| 250 | 250             | 139928.34      | 140023.11      | 0.0007          | 136420.24 | 136586.12 | 0.001           | 12869.9         | 0.094 | 0.002 | 0.094    |
| 500 | 500             | 189722.3       | 190023.11      | 0.001           | 180375.66 | 180476.58 | 0.002           | 176830          | 0.088 | 0.001 | 0.088    |

For $25 \leq n \leq 100$, the CPLEX package was not able to build an optimal solution, but it turned out that CPLEX within one minute builds a feasible solution quite close to the optimal one. The approximate algorithm that we developed also builds a solution close to optimal, but CPLEX turned out to be more efficient for such dimension. Thus, we conclude that for the considered problem when $n \leq 100$, it is advisable to use a package of application programs CPLEX instead of our algorithm. In a case of large size, for example when $n \geq 250$, CPLEX failed to construct any feasible solution.
within 1 hour, but the algorithm A constructed an approximate solution within 6 minutes. When we set the projects found by solving the problem (5)–(6) with $n = 250$ to CPLEX, it successfully found the solution with gap less than 0.1% within 1 hour.

Perhaps the situation will change if we consider some additional restrictions. In practice, it is necessary to produce annually at least a given volume and no more than a predetermined quantity. Moreover, there are restrictions on the size of annual investments. Furthermore, annual production volumes are random variables, so the need to take into account the probabilistic nature of the source data can ruin the problem so that the use of CPLEX will become inappropriate.

In future research, we plan to take into account the additional restrictions and specifics, as well as to develop a more efficient approximate algorithm based on a genetic algorithm in which an effective local search, for example, VNS \cite{13}, will be used at the mutation stage.
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