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Abstract
Tucker decomposition is a popular technique for many data analysis and machine learning applications. Finding a Tucker decomposition is a nonconvex optimization problem. As the scale of the problems increases, local search algorithms such as stochastic gradient descent have become popular in practice. In this paper, we characterize the optimization landscape of the Tucker decomposition problem. In particular, we show that if the tensor has an exact Tucker decomposition, for a standard nonconvex objective of Tucker decomposition, all local minima are also globally optimal. We also give a local search algorithm that can find an approximate local (and global) optimal solution in polynomial time.
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1 Introduction

Tensor decompositions have been widely applied in data analysis and machine learning. In this paper we focus on Tucker decomposition [16,29]. Tucker decomposition has been applied to TensorFaces [30], data compression [31], handwritten digits [25] and more recently to word embeddings [10].

Unlike CP/PARAFAC [5,15] decomposition, Tucker decomposition can be computed efficiently if the original tensor has low rank. For example, this can be done
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by high-order SVD [7]. Many other algorithms have also been proposed for tensor Tucker decomposition, see for example [8,9,23].

In modern applications, the dimension of the tensor and the amount of data available are often quite large. In practice, simple local search algorithms such as stochastic gradient descent are often used. Even for matrix problems where exact solutions can be computed, local search algorithms are often applied directly to a nonconvex objective [18,24]. Recently, a line of work [2,3,11,13,27,28] showed that although these problems have nonconvex objectives, they can still be solved by local search algorithms, because they have a simple optimization landscape. In particular, for matrix problems such as matrix sensing [3,22] and matrix completion [12,13], it was shown that all local minima are globally optimal. Similar results were also known for special cases of tensor CP decomposition [11].

In this paper, we prove similar results for Tucker decomposition. Given a tensor $T \in \mathbb{R}^{d \times d \times d}$ with multilinear rank $(r, r, r)$, the Tucker decomposition of the tensor $T$ has the form

$$T = S^*(A^*, B^*, C^*),$$

where $S^* \in \mathbb{R}^{r \times r \times r}$ is a core tensor, $A^*, B^*, C^* \in \mathbb{R}^{r \times d}$ are three components (factor matrices). The notation $S^*(A^*, B^*, C^*)$ is a multilinear form defined in Sect. 2.1.

To find a Tucker decomposition by local search, the most straight-forward idea is to directly optimize the following nonconvex objective:

$$L(S, A, B, C) = \|T - S(A, B, C)\|_F^2.$$

Clearly, $(S^*, A^*, B^*, C^*)$ is a global minimizer. However, since the optimization problem is nonconvex, it is unclear whether any local search algorithm can efficiently find a globally optimal solution. Our first result (Theorem 1) shows that with an appropriate regularizer (designed in Sect. 2.2), all local minima of Tucker decomposition are globally optimal.

The main difficulty of analyzing the optimization landscape of Tucker decomposition comes from the existence of high order saddle points. For example, when $S, A, B, C$ are all equal to 0, any local movement of norm $\epsilon$ will only change the objective by at most $O(\epsilon^4)$. Characterizing the possible locations of such high order saddle points, and showing that they cannot become local minima is one of the major technical contributions of this paper.

In general, even if all local minima are globally optimal, a local search algorithm may still fail to find a global optimal solution due to high order saddle points. In the worst case it is known that 3rd order saddle points can be handled efficiently, while 4th order saddle point are hard to escape from [1]. The objective $L$ has 4th order saddle points. However, our next result (Theorem 2) shows that there is a specifically designed local search algorithm that can find an approximate global optimal solution in polynomial time.
2 Preliminaries

2.1 Tensor notation and basic facts

We use bold lower-case letters like \( \mathbf{u} \) to denote vectors, bold upper-case letters like \( \mathbf{A} \) to denote matrices, and bold calligraphic upper-case letters like \( \mathcal{T} \) to denote tensors. We reserve the symbol \( \mathbf{I} \) to denote the identity matrix; its particular dimension will be clear from context. Given a third order tensor \( \mathcal{S} \in \mathbb{R}^{r_1 \times r_2 \times r_3} \) and matrices \( \mathbf{A} \in \mathbb{R}^{r_1 \times d_1} \), \( \mathbf{B} \in \mathbb{R}^{r_2 \times d_2} \), \( \mathbf{C} \in \mathbb{R}^{r_3 \times d_3} \), we define \( \mathcal{S}(\mathbf{A}, \mathbf{B}, \mathbf{C}) \in \mathbb{R}^{d_1 \times d_2 \times d_3} \) by

\[
[\mathcal{S}(\mathbf{A}, \mathbf{B}, \mathbf{C})]_{ijk} = \sum_{x,y,z} \mathcal{S}_{xyz} A_{xi} B_{yj} C_{zk}.
\]

In the special case where one or more of \( r_1, r_2, r_3 \) equals 1, we view \( \mathcal{S}(\mathbf{A}, \mathbf{B}, \mathbf{C}) \) appropriately as a matrix, column vector, or scalar. We equip \( \mathbb{R}^{d_1 \times d_2 \times d_3} \) with the Frobenius inner product \( \langle \cdot, \cdot \rangle \) and associated norm \( \| \cdot \|_F \) given by

\[
\langle \mathbf{X}, \mathbf{Y} \rangle = \sum_{i,j,k=1}^{d_1,d_2,d_3} \mathbf{X}_{ijk} \mathbf{Y}_{ijk} \quad \quad \| \mathbf{X} \|_F = \sqrt{\langle \mathbf{X}, \mathbf{X} \rangle}
\]

We also define the operator 2-norm \( \| \cdot \|_2 \) (i.e. the spectral norm) by

\[
\| \mathbf{X} \|_2 = \sup \{ \langle \mathbf{X}(\mathbf{u}, \mathbf{v}, \mathbf{w}) : \|\mathbf{u}\|_2 = \|\mathbf{v}\|_2 = \|\mathbf{w}\|_2 = 1 \}
\]

These two norms are related as follows [32]:

\[
\left( \frac{\text{max}(d_1, d_2, d_3)}{d_1 d_2 d_3} \right)^{1/2} \| \mathbf{X} \|_F \leq \| \mathbf{X} \|_2 \leq \| \mathbf{X} \|_F.
\]

In the special case of \( d_1 = d_2 = d_3 = d \), we have \( \| \mathbf{X} \|_F \leq d \| \mathbf{X} \|_2 \). Another important fact is that for \( \sigma = \| \mathbf{X} \|_2 \), there exist unit vectors \( \mathbf{u} \in \mathbb{R}^{d_1} \), \( \mathbf{v} \in \mathbb{R}^{d_2} \), and \( \mathbf{w} \in \mathbb{R}^{d_3} \) such that the following hold [20]:

\[
\mathbf{X}(\mathbf{u}, \mathbf{v}, \mathbf{w}) = \sigma \mathbf{X}(\mathbf{I}, \mathbf{v}, \mathbf{w}) = \sigma \mathbf{u} \quad \mathbf{X}(\mathbf{u}, \mathbf{I}, \mathbf{w}) = \sigma \mathbf{v} \quad \mathbf{X}(\mathbf{u}, \mathbf{v}, \mathbf{I}) = \sigma \mathbf{w}
\]

Let \( \mathbf{X}(i) \in \mathbb{R}^{d_i \times \prod_{j \neq i} d_j} \) denote the factor-\( i \) flattening of \( \mathbf{X} \) (for \( i = 1, 2, 3 \)). We say \( \mathbf{X} \) has multilinear rank \( (r_1, r_2, r_3) \) if the matrix \( \mathbf{X}(i) \) has rank \( r_i \); in this case, there exists a tensor \( \mathcal{S} \in \mathbb{R}^{r_1 \times r_2 \times r_3} \) and matrices \( \mathbf{A} \in \mathbb{R}^{r_1 \times d_1} \), \( \mathbf{B} \in \mathbb{R}^{r_2 \times d_2} \), and \( \mathbf{C} \in \mathbb{R}^{r_3 \times d_3} \) such that \( \mathbf{X} = \mathcal{S}(\mathbf{A}, \mathbf{B}, \mathbf{C}) \). The tuple \( (\mathcal{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) \) gives a Tucker decomposition of \( \mathbf{X} \). Note that \( \mathbf{X}(\mathbf{A}, \mathbf{B}, \mathbf{C})(1) = \mathbf{A}^\top \mathbf{X}(1)(\mathbf{B} \otimes \mathbf{C}) \) where \( \otimes \) denotes the Kronecker product of matrices.

The space of parameters for our objective function is \( \mathbb{R}^{r_1 \times r_2 \times r_3} \times \mathbb{R}^{r_1 \times d_1} \times \mathbb{R}^{r_2 \times d_2} \times \mathbb{R}^{r_3 \times d_3} \). We write a point in this space as \( (\mathcal{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) \), and equip it with inner product \( \langle (\mathcal{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}), (\mathcal{S}', \mathbf{A}', \mathbf{B}', \mathbf{C}') \rangle = \langle \mathcal{S}, \mathcal{S}' \rangle + \langle \mathbf{A}, \mathbf{A}' \rangle + \langle \mathbf{B}, \mathbf{B}' \rangle + \langle \mathbf{C}, \mathbf{C}' \rangle \) and associated norm.
\[ \|(S, A, B, C)\|_F = \sqrt{\|S\|_F^2 + \|A\|_F^2 + \|B\|_F^2 + \|C\|_F^2}. \]

2.2 Optimization problem

For simplicity, in this paper we assume \( r_1 = r_2 = r_3 = r \), and \( d_1 = d_2 = d_3 = d \). It is easy to generalize the result to the case with different \( r_j \)'s and \( d_i \)'s. Let \( T \in \mathbb{R}^{d \times d \times d} \) be a fixed third order tensor with multilinear rank \((r, r, r)\) for \( r < d \). A simple objective for tensor decomposition can be defined as:

\[ L(S, A, B, C) = \|S(A, B, C) - T\|_F^2. \quad (1) \]

Suppose \( T = S^*(A^*, B^*, C^*) \), then Eq. (1) has a global minimum at \((S^*, A^*, B^*, C^*)\) with the minimum possible \( L \) value 0. In fact, due to symmetry, we know there are many more global minimizers of \( L \): for any invertible matrices \( Q_A, Q_B, Q_C \in \mathbb{R}^{r \times r} \), let \( S = S^*(Q_A, Q_B, Q_C) \), and \( A = Q_A^{-1}A^*, B = Q_B^{-1}B^*, C = Q_C^{-1}C^* \), then we also have \( T = S(A, B, C) \). Therefore, the loss \( L \) has infinitely many global optimal solutions.

The existence of many equivalent global optimal solutions causes problems for local search algorithms, especially simpler ones like gradient descent. The reason is that if we scale \( A, B, C \) with a large constant \( c \), and scale \( S \) with \( 1/c^3 \), the tensor \( S(A, B, C) \) does not change. However, after this scaling the partial gradient of \( S \) is multiplied by \( c^3 \), while the partial gradients of \( A, B, C \) are multiplied by \( 1/c \). When \( c \) is large one has to choose a very small step size for gradient descent, and this results in very slow convergence.

We address the problem of scaling by introducing a regularizer \( l(S, A, B, C) \) given by

\[ \|AA^T - S(1)S^T(1)\|_F^2 + \|BB^T - S(2)S^T(2)\|_F^2 + \|CC^T - S(3)S^T(3)\|_F^2. \quad (2) \]

Intuitively, the three terms in the regularizer ensure that \( A \) and \( S \) (similarly, \( B, C \) and \( S \)) have similar norms. Similar regularizers were used for analyzing the optimization landscape of asymmetric matrix problems [22], where the same scaling problem exists. However, to the best of our knowledge we have not seen this regularizer used for Tucker decomposition.

For technical reasons that will become clear in Sect. 3 (especially in Lemma 4), we actually use \( R(S, A, B, C) = l(S, A, B, C)^2 \) as the regularizer with weight \( \lambda > 0 \), so the final optimization problem we consider is:

\[ \min_{S, A, B, C} L(S, A, B, C) + \lambda R(S, A, B, C). \quad (3) \]

Note that even for Eq. (3), there are still infinitely many global minimizers. In particular, one can rotate \( A \) and \( S \) (similarly, \( B, C \) and \( S \)) simultaneously to get equivalent solutions. A priori it is unclear whether there always exists a global minimizer that achieves 0 loss for Eq. (3). Our proof in Sect. 3 implicitly shows that such a solution must exist.
3 Characterization of optimization landscape

In this section, we analyze the optimization landscape for the objective (3) for Tucker decomposition. In particular, we establish the following result.

**Theorem 1** For any fixed $\lambda > 0$, all local minima of the objective function $f = L + \lambda R$ as in Eq. (3) have loss 0.

Note that the theorem would not hold for $\lambda = 0$ (when there is no regularizer). A counter-example is when $\mathcal{T} = a^* \otimes b^* \otimes c^*$ for some unit vectors $a^*, b^*, c^*$, and $S = 0$, $A = a^T$, $B = b^T$, $C = c^T$ where $a$, $b$, $c$ are unit vectors that are orthogonal to $a^*$, $b^*$, $c^*$ respectively. A local change will have no effect if the new $S$ is still 0, and will make the objective function larger if the new $S$ is nonzero.

In order to prove this theorem, we demonstrate a direction of improvement for all points $(S, A, B, C)$ that don’t achieve the global optimum. A direction of improvement is a tuple $(\Delta S, \Delta A, \Delta B, \Delta C)$ such that

$$f(S + \epsilon \Delta S, A + \epsilon \Delta A, B + \epsilon \Delta B, C + \epsilon \Delta C) < f(S, A, B, C)$$

for all sufficiently small $\epsilon > 0$. Clearly, if a point $(S, A, B, C)$ has a direction of improvement, then it cannot be a local minimum.

Throughout the section, let $P_1 (P_2, P_3)$ be the projection onto the column span of $\mathcal{T}_{(1)} (\mathcal{T}_{(2)}, \mathcal{T}_{(3)})$. Let $A_1 = AP_1$ and $A_2 = A(I - P_1)$ (similarly for $B, C$). The proof works in the following 4 steps:

**Bounding the regularizer** First we show that when $\nabla f = 0$, the regularizer $R$ must be equal to 0 (Lemm 1 in Sect. 3.1). At a high level, this is because the gradient of regularizer $R$ is always orthogonal to the gradient of main term $L$. Therefore if the gradient of the entire objective is 0, the gradient of $R$ must also be 0. We complete the proof by showing that $\nabla R = 0$ implies $R = 0$.

**Removing extraneous directions** Next, we show that when $\nabla f = 0$, the projection in the wrong subspaces $A_2, B_2, C_2$ are all equal to 0. This is because the direction of directly removing the projection in the wrong subspace $A_2$ is a direction of improvement (see Lemma 5).

**Adding missing directions** After the previous steps, we know that the rows of $A$ are in the column span of $\mathcal{T}_{(1)}$. However, the row span of $A$ might be smaller. In this case, there exist directions $a, b, c$ such that $\mathcal{T}(a, b, c) > 0$, and $Aa = 0$. We will show that in this case we can always add the missing directions into $A$ and $S$.

This is the most technical part of our proof, and high order stationary points may appear when $Bb$ or $Cc$ are also 0. See Sect. 3.3.

**Fixing $S$** Finally, we know that the components $A, B, C$ must span the correct subspaces. Our final step shows that in this case, if $L > 0$ then it is easy to find a direction of improvement, see Sect. 3.4.
3.1 Direction of improvement for points with nonzero regularizer

We show any point with nonzero regularizer must also have a nonzero gradient, therefore the (negative) gradient itself is a direction of improvement.

Lemma 1 For any \( S, A, B, C \), if \( R(S, A, B, C) > 0 \) then \( \| \nabla f \| > 0 \).

To prove this, we first show the gradient of the regularizer is always orthogonal to the gradient of the main term (i.e. the tensor loss \( L \)).

Lemma 2 For any \( S, A, B, C \), \( \langle \nabla L(S, A, B, C), \nabla R(S, A, B, C) \rangle = 0 \).

Proof We start by calculating the partial gradients for \( L \) and \( r \). We have

\[
\nabla_A L = 2s_{(1)}(B \otimes C)(S(A, B, C) - T)_{(1)}^{T} \quad \nabla_A l = 4(AA^T - S_{(1)}S_{(1)}^T)A
\]
\[
\nabla_B L = 2s_{(2)}(A \otimes C)(S(A, B, C) - T)_{(2)}^{T} \quad \nabla_B l = 4(BB^T - S_{(2)}S_{(2)}^T)B
\]
\[
\nabla_C L = 2s_{(3)}(A \otimes B)(S(A, B, C) - T)_{(3)}^{T} \quad \nabla_C l = 4(CC^T - S_{(3)}S_{(3)}^T)C
\]
\[
\nabla_S L = 2(S(A, B, C) - T)(A^T, B^T, C^T) \quad \nabla_S l = 4S(S_{(1)}S_{(1)}^T - AA^T, I, I) + 4S(I, S_{(2)}S_{(2)}^T - BB^T, I)
\]
\[
\quad + 4S(I, I, S_{(3)}S_{(3)}^T - CC^T)
\]

We now compute the following:

\[
\langle \nabla_A L, \nabla_A l \rangle = 8(s_{(1)}(B \otimes C)(S(A, B, C) - T)_{(1)}^{T}, (AA^T - S_{(1)}S_{(1)}^T)A)
\]
\[
\quad = 8((S(A, B, C) - T)(A^T, B^T, C^T), S(AA^T - S_{(1)}S_{(1)}^T, I, I))
\]

From here it is easy to see that \( \langle \nabla_S L, \nabla_S l \rangle = -\langle \nabla_A L, \nabla_A l \rangle - \langle \nabla_B L, \nabla_B l \rangle - \langle \nabla_C L, \nabla_C l \rangle \), therefore \( \langle \nabla L, \nabla l \rangle = 0 \). Since \( \nabla R = 2l \nabla l \), the result follows. \( \square \)

We next show that if the regularizer is nonzero, then its gradient is nonzero.

Lemma 3 The function \( l \) satisfies

\[
4l(S, A, B, C) = \langle \nabla_A l, A \rangle + \langle \nabla_B l, B \rangle + \langle \nabla_C l, C \rangle + \langle \nabla_S l, S \rangle
\]

Proof Note the following calculations:

\[
\langle \nabla_A l, A \rangle = \langle 4(AA^T - S_{(1)}S_{(1)}^T)A, A \rangle
\]
\[
\quad = 4(AA^T - S_{(1)}S_{(1)}^T, AA^T)
\]
\[
\langle 4S(S_{(1)}S_{(1)}^T - AA^T, I, I), S \rangle = -4(AA^T - S_{(1)}S_{(1)}^T, S_{(1)}S_{(1)}^T)
\]

The left-hand side above is one of the terms in \( \nabla_S l \). Doing the same calculation for the other modes and then adding everything together yields the result. \( \square \)

Now we are ready to prove Lemma 1:
Proof By Lemma 2, we know $\|\nabla f\|_F^2 = \|\nabla L\|_F^2 + \|\nabla R\|_F^2$. On the other hand, by Lemma 3 and an application of the Cauchy–Schwarz inequality, we see that

$$\|\nabla l\|_F(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C})_F \geq 4l(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}),$$

which means that $\|\nabla l\|_F > 0$ whenever $R = l^2 > 0$. But $\nabla R = 2l\nabla l$, so we have that $\|\nabla R\|_F > 0$, whence $\nabla f \neq 0$. \hfill \square

To facilitate later proofs, we will also show a fact that if one perturbs a solution with 0 regularizer, then the regularizer remains very small.

Lemma 4 If $R = 0$, and $\|\Delta A\|_F + \|\Delta B\|_F + \|\Delta C\|_F + \|\Delta S\|_F \leq O(1)$, then $R(\mathbf{S} + \epsilon \Delta \mathbf{S}, \mathbf{A} + \epsilon \Delta \mathbf{A}, \mathbf{B} + \epsilon \Delta \mathbf{B}, \mathbf{C} + \epsilon \Delta \mathbf{C}) = O(\epsilon^4)$ for sufficiently small $\epsilon$.

Proof It suffices to check that the term $(\mathbf{A} + \epsilon \Delta \mathbf{A})(\mathbf{A} + \epsilon \Delta \mathbf{A})^\top - (\mathbf{S} + \epsilon \Delta \mathbf{S})_{(1)}(\mathbf{S} + \epsilon \Delta \mathbf{S})_{(1)}^\top \|_F = O(\epsilon)$, as other terms are symmetric, and the final $R$ is degree 4 over these terms. This is clear as we know $\|A A^\top - S_{(1)} S_{(1)}^\top\|_F = 0$ because $R = 0$, and all the remaining terms are bounded by $O(\epsilon)$. \hfill \square

3.2 Removing extraneous directions

In this section, we show that if $\mathbf{A}$ (respectively $\mathbf{B}, \mathbf{C}$) has a direction in its row-space that is perpendicular to the column-space of $\mathbf{T}_{(1)}$ (respectively $\mathbf{T}_{(2)}, \mathbf{T}_{(3)}$), then we have a direction of improvement. In particular, our goal is to show $A_2 = 0$ for all local minima (symmetric arguments will then show $B_2 = C_2 = 0$). We first show that $\mathbf{S}(A_2, B, C) = 0$.

Lemma 5 Assume that $R(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) = 0$. If $\mathbf{S}(A_2, B, C) \neq 0$, then $\Delta \mathbf{A} = -A_2$ is a direction of improvement.

Proof Set $\Delta \mathbf{A} = -A_2$. Then for $\epsilon > 0$

$$L(\mathbf{S}, \mathbf{A} + \epsilon \Delta \mathbf{A}, \mathbf{B}, \mathbf{C}) = \|\mathbf{S}(\mathbf{A}, \mathbf{B}, \mathbf{C}) - \mathbf{T} + \epsilon \mathbf{S}(\Delta \mathbf{A}, \mathbf{B}, \mathbf{C})\|_F^2$$

$$= L(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) - 2\epsilon \|\mathbf{S}(\mathbf{A}_2, \mathbf{B}, \mathbf{C})\|_F^2 + O(\epsilon^2),$$

since $\langle \mathbf{S}(\mathbf{A}, \mathbf{B}, \mathbf{C}) - \mathbf{T}, \mathbf{S}(\mathbf{A}_2, \mathbf{B}, \mathbf{C}) \rangle = \langle \mathbf{S}(\mathbf{A}_2, \mathbf{B}, \mathbf{C}), \mathbf{S}(\mathbf{A}_2, \mathbf{B}, \mathbf{C}) \rangle$. Hence, for all sufficiently small $\epsilon$, $L(\mathbf{S}, \mathbf{A} + \epsilon \Delta \mathbf{A}, \mathbf{B}, \mathbf{C}) < L(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C})$. By Lemma 4 we know $R(\mathbf{S}, \mathbf{A} + \epsilon \Delta \mathbf{A}, \mathbf{B}, \mathbf{C}) = O(\epsilon^4)$. Hence, for sufficiently small $\epsilon$, the decrease in $L$ will exceed any increase in $R$. This shows that $\Delta \mathbf{A}$ is a direction of improvement. \hfill \square

We next establish that $R(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) = 0$ and $\mathbf{S}(A_2, B, C) = 0$ together imply that $A_2 = 0$.

Lemma 6 If $R(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) = 0$ and $\mathbf{S}(A_2, B, C) = 0$, then $A_2 = 0$.

Proof Since $R(\mathbf{S}, \mathbf{A}, \mathbf{B}, \mathbf{C}) = 0$, we have $\mathbf{BB}^\top = \mathbf{S}_{(2)} \mathbf{S}_{(2)}^\top$ and $\mathbf{CC}^\top = \mathbf{S}_{(3)} \mathbf{S}_{(3)}^\top$. This means the column span of $\mathbf{S}_{(2)}$ ($\mathbf{S}_{(3)}$) is the same as column span of $\mathbf{B}$ ($\mathbf{C}$). Let $\mathbf{B}^+$
and $C^+$ denote the pseudoinverses of $B$ and $C$. Note that the orthogonal projections onto the column-space of $B$ and $C$ are given by $P_B := BB^+$ and $P_C := CC^+$, respectively. Using these facts along with $S(A_2, B, C) = 0$, we have

$$0 = S(A_2, B, C)(I, B^+, C^+) = S(A_2, P_B, P_C) = S(A_2, I, I).$$

Using the fact that $S(I) = AA^T = A_1A_1^T + A_2A_2^T$, we have

$$\|A_2A_2^T\|_F^2 \leq (A_2A_2^T, S(I)S(I)) = \|S(A_2, I, I)\|_F^2 = 0,$$

which, in particular, means that $A_2 = 0$.

### 3.3 Adding missing directions

We now consider the case where the row-spans of $A$, $B$, and $C$ are not equal to the column-spans of $T_1$, $T_2$, and $T_3$, respectively. Again by symmetry, we focus on the case when row-span of $A$ is not equal to column-span of $T_1$.

**Lemma 7** If the row-span of $A$ is a strict subset of the column-span of $T_1$ and $R = 0$, then there is a direction of improvement.

**Proof** If the row-span of $A$ is a strict subset of column-span of $T_1$, we must have a vector $a$ that is in the column-span of $T_1$, but $Aa = 0$. For this vector we know $T(a, I, I) \neq 0$, therefore there must exist vectors $b, c$ such that $T(a, b, c) > 0$. Notice that if we let $b_1$ be the projection of $b$ onto the row-span of $B$ and $c_1$ be the projection of $c$ onto the row-span of $C$, and set $b_2 = b - b_1$ and $c_2 = c - c_1$, then we have $T(a, b, c) = \sum_{i,j \in \{1,2\}} T(a, b_i, c_j)$. Hence, $T(a, b_i, c_j) > 0$ for some choice of $i, j \in \{1, 2\}$. Therefore, without loss of generality, we can restrict $b$ to be either in the row-span of $B$ or to satisfy $Bb = 0$ (and similarly for $c$), while retaining the property that $T(a, b, c) > 0$. We proceed by considering the following cases.

**One missing direction** In this case $b$ and $c$ are in row span of $B, C$ respectively. Choose unit vectors $u, v, w \in \mathbb{R}^r$ such that $A^Tu = 0, B^Tv = \alpha_1b$, and $C^Tw = \alpha_2c$, where $\alpha_1$ and $\alpha_2$ are positive real numbers. Consider the directions $\Delta A = ua^T$, $\Delta S = u \otimes v \otimes w$. Observe that $\Delta S(A, B, C) = A^Tu \otimes B^Tv \otimes C^Tw = 0$ and $S(\Delta A, B, C) = 0$ since the column-space of $S(I)$ is equal to the column-space of $A$. Moreover, $\Delta S(\Delta A, B, C) = a \otimes B^Tv \otimes C^Tw = \alpha_1\alpha_2a \otimes b \otimes c$. Hence, for $\epsilon > 0$, we have

$$L(S + \epsilon \Delta S, A + \epsilon \Delta A, B, C) = \|S(A, B, C) - T + \epsilon^2 \Delta S(\Delta A, B, C)\|_F^2 = L(S, A, B, C) - 2\epsilon^2\alpha_1\alpha_2 T(a, b, c) + O(\epsilon^4).$$

On the other hand, by Lemma 4 $R(S + \epsilon \Delta S, A + \epsilon \Delta A, B, C) = O(\epsilon^4)$ since $R(S, A, B, C) = 0$. Hence, for small enough $\epsilon$, the improvement in the tensor loss dominates all other perturbations, so we have a direction of improvement.

**Two missing directions** Now assume that $Aa = Bb = 0$, and $c$ is in the row span of $C$. Choose unit vectors $u, v, w \in \mathbb{R}^r$ such that $A^Tu = B^Tv = 0$ and $C^Tw = \alpha c$.
where $\alpha > 0$. Consider the directions $\Delta A = ua^\top$, $\Delta B = vb^\top$, $\Delta S = u \otimes v \otimes w$. Through a very similar calculation as in the previous case,

$$L(S + \epsilon \Delta S, A + \epsilon \Delta A, B + \epsilon \Delta B, C) = L(S, A, B, C) - 2\epsilon^3 \alpha T(a, b, c) + \epsilon^6 \alpha^2.$$  

As before, by Lemma 4 $R(S + \epsilon \Delta S, A + \epsilon \Delta A, B + \epsilon \Delta B, C) = O(\epsilon^4)$. Hence, the decrease in the tensor loss dominates all other perturbations for sufficiently small $\epsilon$, and so this is a direction of improvement. Note that in this case the amount of improvement is $\Theta(\epsilon^3)$, so the decrease in $\delta_1$ is a 3rd order saddle point.

The case where $Cc = 0$ and $b$ is in the row-span of $B$ is similar, and likewise yields a direction of improvement.

**Three missing directions** Now assume that $Aa = Bb = Cc = 0$, and choose unit vectors $u, v, w \in \mathbb{R}^r$ such that $A^Ta = B^Tv = C^Tw = 0$. Consider the directions $\Delta A = ua^\top$, $\Delta B = vb^\top$, $\Delta C = wc^\top$, and $\Delta S = u \otimes v \otimes w$. Once again, most perturbations in the tensor loss vanish, and we have

$$L(S + \epsilon \Delta S, A + \epsilon \Delta A, B + \epsilon \Delta B, C + \epsilon \Delta C) = L(S, A, B, C) - 2\epsilon^4 \alpha^2 T(a, b, c) + \epsilon^8.$$  

In this case, the regularizer doesn’t change at all, since $\Delta S(i)S^\top(i) = 0$ for $i = 1, 2, 3$, $\Delta AA^\top = \Delta BB^\top = \Delta CC^\top = 0$, and $\Delta AA^\top - \Delta S_1(i)\Delta S^\top_1(i) = uu^\top - uu^\top = 0$ (and the two other analogous terms likewise vanish). Hence, for sufficiently small $\epsilon$, the objective function decreases, so this is a direction of improvement. This point is a 4th order saddle point. \hfill $\Box$

### 3.4 Improving the core tensor

We finally consider the case where the matrices $A, B, C$ have the correct row-spaces but $S(A, B, C) \neq T$. In this situation, we can make progress by changing only $S$.

**Lemma 8** If $R = 0$, row spans of $A, B, C$ are equal to column span of $T_1, T_2, T_3$ respectively, but $L > 0$, then there exists a direction of improvement.

**Proof** Since the spans of $A, B, C$ are already correct, let $A^+$ be the pseudoinverse of $A$, then if we let $S' = T(A^+, B^+, C^+)$, we have $S'(A, B, C) = T$.

Consider the direction $\Delta S = S' - S$.

$$L(S + \epsilon \Delta S, A, B, C) = \|(1 - \epsilon)S(A, B, C) - (1 - \epsilon)T\|^2_F = (1 - \epsilon)^2L(S, A, B, C).$$  

For the regularizer $R$, again by Lemma 4 we have $R(S + \epsilon \Delta S, A, B, C) = O(\epsilon^4)$. Hence, this is a direction of improvement. \hfill $\Box$

### 3.5 Proof of main theorem

Now with all the lemmas we are ready to prove the main theorem:
Proof of Theorem 1 The Theorem follows immediately from the sequence of lemmas. First, by Lemma 1, we know any local minima must satisfy $R = 0$. Next, by Lemma 6 and Lemma 5, we know the row spans of $A$, $B$, $C$ must be subsets of column spans of $T(1)$, $T(2)$, $T(3)$ respectively. In the third step, by Lemma 7, we further show that the row spans of $A$, $B$, $C$ must be exactly equal to column spans of $T(1)$, $T(2)$, $T(3)$ respectively. Finally, by Lemma 8 we know the loss function must be equal to 0.

4 Escaping from high order saddle points for Tucker decomposition

As we discussed before, since our objective $f = L + \lambda R$ as in (3) may have high order saddle points, standard local search algorithms may not be able to find a local minimum. However, in this section we show that the high order saddle points of $f$ are benign: there is a polynomial time local search algorithm that can find an approximate local and global minimum of $f$.

We will first review the guarantees of standard local search algorithms, and then describe how to escape from high order saddle points.

4.1 Local search algorithms for second order stationary points

For a general function $f(x)$ whose first two derivatives exist, we say a point $x$ is a $(\tau_1, \tau_2)$-second order stationary point if

$$\|\nabla f(x)\| \leq \tau_1, \quad \lambda_{\min}(\nabla^2 f(x)) \geq -\tau_2.$$ 

If the function $f(x)$ satisfies the gradient and Hessian Lipschitz conditions

$$\forall x, \ y \quad \|\nabla f(x) - \nabla f(y)\| \leq \rho_1\|x - y\|_2,$$

$$\forall x, \ y \quad \|\nabla^2 f(x) - \nabla^2 f(y)\| \leq \rho_2\|x - y\|_2,$$

there are many local search algorithms that can find $(\tau_1, \tau_2)$-second order stationary points in polynomial time. This includes traditional second order algorithms such as cubic regularization [21], and more recently first order algorithms such as perturbed gradient descent [17].

Of course, these guarantees are not enough for our objective $f$, as it has higher order saddle points. The main theorem in this section shows that there is an efficient local search algorithm that can optimize $f$.

Theorem 2 Let $\lambda = 1/16r^4$, assume wlog. that $\|T\|_F = 1$ and the initial point satisfies $f = L + \lambda R = O(1)$\footnote{This can be achieved by initializing at 0, or any point with norm $O(1)$.}. Then there is a local search algorithm that in $\text{poly}(d, r, 1/\epsilon)$ time finds a point $(S, A, B, C)$ such that $f(S, A, B, C) \leq \epsilon$.

The algorithm that we will design is just a proof of concept: although its running time is polynomial, it is far from practical. We have not attempted to improve the
dependencies on $d, r, 1/\epsilon$. Local search algorithms seem to perform much better for Tucker decomposition in practice, and understanding that is an interesting open problem.

To prove Theorem 2, we will first show that sublevel sets of $f$ are all bounded (Sect. 4.2). This allows us to bound the gradient and Hessian Lipschitz constants $\rho_1$ and $\rho_2$, so we can use any of the previous local search algorithm to find a $(\tau_1, \tau_2)$-second order stationary point.

Next, we follow the steps of Theorem 1, but we do it much more carefully to show that as long as the objective is larger than $\epsilon$, then either the point has a large gradient or a negative eigenvalue in Hessian, or there is a way to construct a direction of improvement. This is captured in our main Lemma 12.

Finally we give a sketch of the algorithm and show that these local improvements are enough to guarantee the convergence in Sect. 4.8.

Throughout the section, we use $O^*(\cdot), \Omega^*(\cdot)$ and $\Theta^*(\cdot)$ to hide polynomial factors of $r$ and $d$. We will introduce several numerical quantities in the remainder of this section; we list the most important ones in Table 1.

4.2 Bounded sublevel sets

We first establish the boundedness of sublevel sets of the objective function.

Our local search algorithm will guarantee the function value decreases in every iteration, so the trajectory of the algorithm will remain in a sublevel set. As a result, we know that the parameters remain bounded in norm at each step by some constant, say $K$.

Lemma 9 For all $\Gamma \geq 0$, the set of points $(S, A, B, C)$ with $f(S, A, B, C) \leq \Gamma$ satisfy that $\|S\|_F, \|A\|_F, \|B\|_F, \|C\|_F \leq K$ where $K = O^*((\Gamma + 1)^{1/8})$.

To prove this lemma, we will first state some tools that we need.

Lemma 10 For any parameter tuple $(S, A, B, C)$, we have

$$\|S(A, B, C)\|_F \leq \|S\|_F \|A\|_2 \|B\|_2 \|C\|_2.$$
Proof This follows from the fact that $\| \cdot \|_F$ is invariant to matricization, and the fact that $\| PQ \|_F \leq \| P \|_2 \| Q \|_F$. Observe that

$$\| S(A, B, C) \|_F = \| A^T S(I, B, C)_{(1)} \|_F \leq \| A \|_2 \| S(I, B, C) \|_F,$$

and then repeat the argument for the other modes.

Lemma 11 For any $S \in \mathbb{R}^{r\times r\times r}$, it holds that

$$\| S(S_{(1)}, S_{(2)}, S_{(3)}) \|_F \geq \frac{1}{r^4} \| S \|_F^4$$

Proof Let $u, v, w \in \mathbb{R}^r$ be unit vectors such that $S(u, v, w) = \| S \|_2$. Then

$$S_{(3)} \vec{v}(u \otimes v) = S(u, v, I) = \| S \|_2 w,$$

$$S_{(2)} \vec{v}(u \otimes w) = S(u, I, w) = \| S \|_2 v,$$

$$S_{(1)} \vec{v}(v \otimes w) = S(I, v, w) = \| S \|_2 u.$$

Then

$$\| S(S_{(1)}, S_{(2)}, S_{(3)}) \|_2 \geq S(\| S \|_2 u, \| S \|_2 v, \| S \|_2 w) = \| S \|_2^3 S(u, v, w) = \| S \|_2^4$$

The result then follows from the norm inequality $\| S \|_F \leq r \| S \|_2$. □

Now we are ready to prove Lemma 9:

Proof of Lemma 9 Assume that $\Gamma \geq f(S, A, B, C)$. From $L$, we have

$$\sqrt{\Gamma} \geq \| S(A, B, C) - T \|_F$$

$$\geq \| S(A, B, C) \|_F - \| T \|_F,$$

so that $\| S(A, B, C) \|_F \leq \sqrt{\Gamma} + \| T \|_F$. Next, define the following for $i = 1, 2, 3$:

$$d_i(X, S) = XX^T - S_{(i)} S_{(i)}^T.$$ Note that $d_1(A, S), d_2(B, S), d_3(C, S)$ are each bounded above in norm by $\Gamma^{1/4}$. We have

$$\| S(A, B, C) \|_F^2 = \langle S(A, B, C), S(A, B, C) \rangle$$

$$= \langle S(AA^T, BB^T, CC^T), S \rangle$$

$$= \langle S(S_{(1)} S_{(1)}^T, S_{(2)} S_{(2)}^T, S_{(3)} S_{(3)}^T), S \rangle + g(S, A, B, C)$$

$$= \| S(S_{(1)}, S_{(2)}, S_{(3)}) \|_F^2 + g(S, A, B, C),$$

where $g(S, A, B, C)$ is a sum of the seven remainder terms of the form

$$\langle S(d_1(A, S), S_{(2)} S_{(2)}^T, S_{(3)} S_{(3)}^T), S \rangle$$

$$\langle S(d_1(A, S), d_2(B, S), S_{(3)} S_{(3)}^T), S \rangle$$

$$\langle S(d_1(A, S), d_2(B, S), d_3(C, S), S \rangle$$

$$= \langle S(d_1(A, S), d_2(B, S), d_3(C, S), S \rangle$$
There are three terms of type (4), and each can be bounded below using Cauchy–Schwarz and Lemma 10 as follows:

\[ \langle S(d_1(A, S), S(2), S(3)), S \rangle \geq -\|S\|_F^6 \|d_1(A, S)\|_F \geq -\Gamma^{1/4}\|S\|_F^6. \]

Similarly, we have

\[ \langle S(d_1(A, S), d_2(B, S), S(3)), S \rangle \geq -\Gamma^{1/2}\|S\|_F^4, \]

\[ \langle S(d_1(A, S), d_2(B, S), d_3(C, S)), S \rangle \geq -\Gamma^{3/2}\|S\|_F^2. \]

Putting this together and applying Lemma 11, we have that

\[ \frac{1}{f^8}\|S\|_F^8 - 3\Gamma^{1/4}\|S\|_F^6 - 3\Gamma^{1/2}\|S\|_F^4 - \Gamma^{3/4}\|S\|_F^2 \leq (\sqrt{\Gamma} + \|T\|_F)^2, \]

which means that \(\|S\|_F\) must be bounded by \(O^*((\Gamma + 1)^{1/8})\). From \(R\), we have

\[ \left(\frac{\Gamma}{\lambda} \right)^{1/4} + \|S\|_F^2 \geq \|AA^T - S(1)S(1)^T\|_F + \|S(1)S(1)^T\|_F \geq \|AA^T\|_F, \]

so \(\|A\|_F\) is bounded by \(O^*((\Gamma + 1)^{1/8})\). We bound \(B\) and \(C\) similarly. \(\square\)

### 4.3 Main step: making local improvements

In order to prove Theorem 2, we rely on the following main lemma:

**Lemma 12** In the same setting as Theorem 2, there exist positive constants \(q_1, q_2, \tau_1 = \Theta^*(\epsilon^{q_1}), \tau_2 = \Theta^*(\epsilon^{q_2})\), such that for any point \(S, A, B, C\) where \(\epsilon < f(S, A, B, C) < O(1)\), one of the following is true:

1. \(\|\nabla f(S, A, B, C)\| \geq \tau_1\),
2. \(\lambda_{\min}(\nabla^2 f(S, A, B, C)) \leq -\tau_2\),
3. With constant probability, Algorithm 1 constructs a direction of improvement that improves the function value by poly(\(\epsilon\)).

**Algorithm 1** Sampling algorithm for adding missing directions

**Require:** matrices \(A, B, C\), threshold \(\sigma\), subspace indicator \((i, j, k) \in \{1, 2\}^3\)

1. Compute the subspaces \(U_{1,i}, U_{2,j}, U_{3,k}, V_{1,i}, V_{2,j}, V_{3,k}\)
2. Sample unit vectors \(a, b, c\) uniformly from \(U_{1,i}, U_{2,j}, U_{3,k}\)
3. If \(i = 1\) then \(u' = (A_i^+) + a\); else Randomly sample nonzero \(u' \in V_{1,2}\)
4. If \(j = 1\) then \(v' = (B_j^+) + b\); else Randomly sample nonzero \(v' \in V_{2,2}\)
5. If \(k = 1\) then \(w' = (C_k^+) + c\); else Randomly sample nonzero \(w' \in V_{3,2}\)
6. Return \(a, b, c, u'/\|u'\|^2, v'/\|v'\|^2, w'/\|w'\|^2\)
Algorithm 1 uses notation that we specify in the paragraphs below. The proof of this lemma has similar steps to the proof of Theorem 1. However, it is more complicated because we are not looking at exact local minima. We give the details of these steps in the following subsections. A key parameter that we will use is a bound \( \tau \) on the regularizer. We will consider different cases when \( R(S, A, B, C) \geq \tau \) and when \( R(S, A, B, C) \leq \tau \). All of our other parameters (including \( \tau_1, \tau_2, \epsilon \)) will be polynomials in \( \tau \).

For the analysis, it is useful to consider \( S(A, B, C) \) and \( T \) projected onto various subspaces of interest. To this end, we introduce the following notation. Let \( A \) be a threshold that we will specify later. For matrix \( A \), we let \( V_{1,1} \) and \( U_{1,1} \) denote the spaces spanned by the left/right singular vectors of \( A \) with singular value greater than \( \sigma \), and let \( V_{1,2} = V_{1,1}^\perp, U_{1,2} = U_{1,1}^\perp \). We can then write \( A = A_1 + A_2 \), where \( A_1 = \text{Proj}_{V_{1,1}} A \) contains the larger singular vectors and \( A_2 = \text{Proj}_{V_{1,2}} A \) contains the smaller singular vectors. Let \( P_1 \) be the orthogonal projection onto the column-space of \( T \) and define \( A_3 = A(I - P_1) \), the projection of \( A \) onto directions that are unrelated to the true tensor. Similarly, we define \( U_{2,1}, U_{2,2}, V_{2,1}, V_{2,2}, P_2, B_1, B_2, B_3 \) for matrix \( B \) and \( U_{3,1}, U_{3,2}, V_{3,1}, V_{3,2}, P_3, C_1, C_2, C_3 \) for matrix \( C \). Define \( S_{i,j,k} = S(\text{Proj}_{V_{1,i}}, \text{Proj}_{V_{2,j}}, \text{Proj}_{V_{3,k}}) \) and \( T_{i,j,k} = T(\text{Proj}_{U_{1,i}}, \text{Proj}_{U_{2,j}}, \text{Proj}_{U_{3,k}}) \). We can decompose the tensor loss as

\[
\|S(A, B, C) - T\|^2_F = \sum_{i,j,k \in \{1,2\}} \|S_{i,j,k}(A_i, B_j, C_k) - T_{i,j,k}\|^2_F.
\]

Our analysis shows how to decrease the objective function if the regularizer or any one of the terms in the right-hand sum is sufficiently large. In particular, after finding a second-order stationary point, the only terms in this sum that may be large are when at least two of \( i, j, k \) are equal to 2. In this case, Algorithm 1 can be used to make further progress toward a local minimum.

### 4.4 Decreasing the regularizer

We first show if the regularizer is large, then the gradient is large. This is very similar to Lemma 1.

**Lemma 13** If \( R(S, A, B, C) \geq \tau \), then \( \|\nabla f(S, A, B, C)\|_F \geq 4\lambda \tau / K \).

**Proof** By assumption, \( l(S, A, B, C) \geq \tau^{1/2} \), and we have \( \|\nabla R\|_F = \|2l\|_F \geq 2^{1/2}\|\nabla l\|_F \). By Lemma 3 and the Cauchy–Schwarz inequality, we have that

\[
\|\nabla l\|_F \geq \frac{1}{2K} \|\nabla l\|_F \|S, A, B, C\|_F \geq \frac{1}{2K} \langle \nabla l, (S, A, B, C) \rangle = \frac{2l}{K}.
\]

Then \( \|\nabla R\|_F \geq 4\tau / K \). Since \( \|\nabla f\|^2_F = \|\lambda \nabla R\|^2_F + \|\nabla l\|^2_F \), we are done. \( \square \)
4.5 Removing extraneous directions

We show that if the projection $A_3$ in the incorrect subspace is large, the gradient must be large so the point cannot be a local minimum.

**Lemma 14** Let $\gamma = \Theta^*(\tau^{1/48})$. If $R(S, A, B, C) < \tau$ and $\|A_3\|_F \geq \gamma$, then

$$\|\nabla f(S, A, B, C)\|_F = \Omega^*(\tau^{1/6}).$$

**Proof** Set $\gamma = C\tau^{1/48}$, where we choose $C$ to be a constant such that

$$\gamma^2 \geq \max \left( r(\tau^{1/24} + \tau^{1/4}), r^4(4K^6\tau^{1/8} + K^4\tau^{3/8}) \right).$$

This particular definition allows us to simplify inequality (10) below. Consider the direction $\Delta A = -A_3$. When we step in this direction, the first-order perturbation of $L(S, A + \epsilon\Delta A, B, C)$ is $-2\epsilon\|S(A_3, B, C)\|_F^2$ (a simple calculation). For the regularizer, observe that since $A_3 = A(I - P_3)$, we have $(A + \epsilon\Delta A)(A + \epsilon\Delta A)^\top = AA^\top - (2\epsilon - \epsilon^2)A_3A_3^\top$. Hence the first-order perturbation of $R$ is

$$8\epsilon\lambda l(S, A, B, C)(AA^\top - S(1)S(1)^\top, A_3A_3^\top) \leq 8\epsilon\lambda\tau^{3/4}\|A_3\|_F^2.$$  

Intuitively, we will show that the first-order decrease in $L$ is greater than the first-order increase in $R$, so that $\Delta A$ is aligned negatively with $\nabla_A f$.

First, through very similar arguments to those found in the proof of Lemmas 9 and 11, we have that

$$\|S(A_3, B, C)\|_F^2 \geq \|S(A_3, S(2), S(3))\|_F^2 - 2\tau^{1/4}K^6 - \tau^{1/2}K^4 \quad (7)$$

and if we set $u$ to be the top left singular vector of $A_3$,

$$\|S(A_3, S(2), S(3))\|_F^2 \geq \frac{1}{\tau^2}\|S(u, I, I)\|_F^3\|A_3\|_F \quad (8)$$

$$\|S(u, I, I)\|_F^2 = u^\top S(1)S(1)^\top u = u^\top AA^\top u + u^\top(S(1) - AA^\top)u \geq \frac{1}{r}\|A_3\|_F^2 - \tau^{1/4}. \quad (9)$$

Combining inequalities (7), (8), and (9), we have

$$\|S(A_3, B, C)\|_F^2 \geq \frac{1}{r^4}\|A_3\|_F^2 \left( \frac{1}{\tau}\|A_3\|_F^2 - \tau^{1/4} \right)^3 - 2\tau^{1/4}K^6 - \tau^{1/2}K^4 \quad (10)$$

Using the assumption $\|A_3\|_F \geq \gamma$ and the choice of $\gamma$, we can simplify inequality (10) to $\|S(A_3, B, C)\|_F^2 \geq \frac{\tau^{1/4}}{2\tau^4}\|A_3\|_F^2$. Now using the fact that $\lambda = 1/16r^4$ and
\( \tau^{1/8} > \tau^{3/4} \), we have \( \frac{\tau^{1/8}}{2\tau^{3/4}} \| A_3 \|_F^2 > 8\lambda \tau^{3/4} \| A_3 \|_F^2 \). Thus, we see that the first-order decrease in \( L \) is greater than the first-order increase in \( R \), and the overall first-order decrease in \( f \) is \( \Omega^*(\tau^{1/8} \| A_3 \|_F^2 / 2r^4) \). The Taylor expansion of \( f \) implies that \( |\langle \Delta A, \nabla_A f \rangle| \geq \frac{\tau^{1/8}}{2r^4} \| A_3 \|_F^2 \), so that

\[
\| \nabla f \|_F \geq \frac{|\langle \Delta A, \nabla_A f \rangle|}{\| \Delta A \|_F} = \Omega^*(\tau^{1/8} \| A_3 \|_F^2 / 2r^4) = \Omega^*(\tau^{1/6}),
\]

which provides the desired bound on \( \| \nabla f \|_F \).

From this point forward, set \( \sigma = \sqrt{\gamma} \). An important consequence of the fact that \( A_3 \) is small is that if \( T_{2,1,1} \) is large enough, then \( A_1 \) must be rank deficient. This rank deficiency allows us to readily construct a direction of improvement when we are near a saddle point corresponding to a single missing direction. This is also true when we are near saddle points corresponding to two or three missing directions; see Sect. 4.7.

To prove the rank deficiency, we use subspace perturbation bounds. The technical tool we use here is Wedin’s Theorem [26,33].

**Theorem** (Wedin’s Theorem, adapted from [26]) Let \( \tilde{A}, A, E \in \mathbb{R}^{d \times r} \) with \( d \geq r \) and \( \tilde{A} = A + E \). Write the singular value decompositions

\[
A = (U_1 \ U_2) \begin{pmatrix} \Sigma & 0 \\ 0 & 0 \end{pmatrix} V^\top \quad \tilde{A} = (\tilde{U}_1 \ \tilde{U}_2) \begin{pmatrix} \tilde{\Sigma} & 0 \\ 0 & 0 \end{pmatrix} \tilde{V}^\top
\]

Let \( \Theta \) and \( \Phi \) denote the matrices of principal angles between the column spans of \( U_1, \tilde{U}_1 \) and \( V, \tilde{V} \), respectively. If there exists some \( \delta > 0 \) such that \( \min \sigma(\tilde{\Sigma}) \geq \delta \), then

\[
\sqrt{\| \sin \Theta \|_F^2 + \| \sin \Phi \|_F^2} \leq \frac{\sqrt{2} \| E \|_F}{\delta}.
\]

**Lemma 15** Let \( M \in \mathbb{R}^{r \times d} \), and let \( M = M_1 + M_2 \), where \( \text{rank}(M) = \text{rank}(M_1) = r \). Let \( P, P_1 \in \mathbb{R}^{d \times d} \) be the orthogonal projections onto the row spans of \( M \) and \( M_1 \), respectively. Let \( \sigma \) be the smallest nontrivial singular value of \( M \). Then

\[
\| P - P_1 \|_F \leq \frac{2 \| M_2 \|_F \sigma}{\sigma}.
\]

**Proof** This is a corollary of Wedin’s Theorem. Set \( A = M_1^\top, \tilde{A} = M^\top \), and \( E = M_2^\top \). Note that \( A \) and \( \tilde{A} \) have full row rank, so we have the SVDs

\[
A = (U_1 \ U_2) \begin{pmatrix} \Sigma & 0 \\ 0 & 0 \end{pmatrix} V^\top \quad \tilde{A} = (\tilde{U}_1 \ \tilde{U}_2) \begin{pmatrix} \tilde{\Sigma} & 0 \\ 0 & 0 \end{pmatrix} \tilde{V}^\top
\]

where \( V, \tilde{V} \) are \( r \times r \) orthogonal matrices, \( \Sigma, \tilde{\Sigma} \) are \( r \times r \), \( U_1, \tilde{U}_1 \) are \( d \times r \), and \( U_2, \tilde{U}_2 \) are \( d \times (d - r) \). Since \( V \) and \( \tilde{V} \) have the same column spans, we have that

\[\square\] Springer
\( \sin \Phi = 0 \). Further, it is a fact that \( \| P - P_1 \|_F = \sqrt{2} \sin \Theta \|F \). By assumption, \( \min \sigma(\mathbf{X}) = \sigma \). Then Wedin’s Theorem states that
\[
\sqrt{\| \sin \Theta \|_F^2 + \| \sin \Phi \|_F^2} \leq \frac{\sqrt{2} \| E \|_F}{\sigma},
\]
and our result follows immediately. \( \square \)

**Lemma 16** Let \( P \) be the orthogonal projection onto the row-span of \( A_1 \). If \( \text{rank}(A_1) = r \) and \( \| A_3 \|_F \leq \gamma \), then \( \| T(I - P, I, I) \|_F \leq 2K \sqrt{\gamma} \). In particular, if any of the \( T_{1,j,k} \) \( (j, k = 1, 2) \) is large, the rank of \( A_1 \) must be less than \( r \).

**Proof** Recall we set \( \sigma = \sqrt{\gamma} \). Let \( P_1 \) be the orthogonal projection onto the column-span of \( T(I) \). Write \( A_{1,1} = A_1 P_1 \), \( A_{1,2} = A_1(I - P_1) \). Observe that \( \| A_{1,2} \|_F \leq \| A_3 \|_F \leq \gamma < \sigma \). Note that \( \| A_1 - A_{1,1} \|_F = \| A_{1,2} \|_F < \sigma \), which means that \( \text{rank}(A_{1,1}) = r \), since \( A_1 \) has distance at least \( \sigma \) to the closest lower-rank matrix.

Since \( A_{1,1} \) has rank \( r \), its rows form a basis for the column-span of \( T(I) \), and so \( P_1 \) is also the orthogonal projection onto the row-span of \( A_{1,1} \). Then
\[
\| T(I - P, I, I) \|_F = \| T(P_1 - P, I, I) \|_F \\
\leq \| T \|_F \| P_1 - P \|_F \\
\leq K \frac{2\| A_{1,2} \|_F}{\sigma} \\
< 2K \sqrt{\gamma},
\]
where the penultimate line follows from Lemma 15. \( \square \)

### 4.6 Improving \( S \)

Unlike the proof of Theorem 1, we will first focus on the simple case of improving the core tensor \( S \). Note that here we only try to make sure we get close to \( T_{1,1,1} \) as the components \( A, B, C \) may still be missing directions.

**Lemma 17** Set \( \kappa_0 = \sqrt{\gamma} \). Assume \( R(S, A, B, C) < \tau \). Then
\[
\| T_{1,1,1} - S(A_1, B_1, C_1) \|_F > \kappa_0 \Rightarrow \| \nabla f(S, A, B, C) \|_F = \Omega(\gamma^{2.5}).
\]

**Proof** Define \( S^* = T(A_1^+, B_1^+, C_1^+) \), so that \( S^*(A_1, B_1, C_1) = T_{1,1,1} \). We consider the direction \( \Delta S = S^* - S_{1,1,1} \). Observe that \( \Delta S(A, B, C) = T_{1,1,1} - S(A_1, B_1, C_1) \). We can write
\[
S(A, B, C) - T = \sum_{i,j,k \in \{1,2\}} S(A_i, B_j, C_k) - T_{i,j,k}.
\]
and this is a sum of mutually orthogonal tensors. Hence, the the first-order perturbation of $L(S + \epsilon \Delta S, A, B, C)$ is
\[
2\langle S(A, B, C) - T, \Delta S(A, B, C) \rangle = -2\|\Delta S(A, B, C)\|^2_F.
\]

The first-order perturbation in the regularizer $\langle \nabla S R, \Delta S \rangle$ is bounded by $O(\tau^{3/4} \sigma^{-3}) = o(\sigma)$, since $\|S^*\|_F = O(\sigma^{-3})$. Therefore, the decrease in the tensor loss dominates all other first-order perturbations, so we have a viable direction of improvement. In particular, by moving in direction $\epsilon \Delta S$, we decrease the objective function by
\[
\epsilon \cdot \Omega(\|T_{1,1,1} - S(A_1, B_2, C_1)\|^2_F) = \Omega(\epsilon \kappa_0^3).
\]

The direction of movement has norm bounded by
\[
\|T_{1,1,1}\|_F \|A_1^+\|_2 \|B_1^+\|_2 \|C_1^+\|_2 \leq K \sigma^{-3}.
\]

By Cauchy–Schwarz, the gradient has norm at least $\Omega(\kappa_0^2) \times \sigma^3 = \Omega(\gamma^{5/2})$. \hfill \Box

### 4.7 Adding missing directions

Finally, we try to add missing directions to $A, B, C$. As before we separate the cases into missing 1, 2 and 3 directions. This first case (missing one direction) is easy as it is a normal saddle point with negative Hessian.

**Lemma 18** Set $\kappa_1 = 2K \sqrt{\gamma}$. Assume $R(S, A, B, C) < \tau$ and $\|A_3\|_F$, $\|B_3\|_F$, and $\|C_3\|_F$ are all less than $\gamma$. If $\|T_{2,1,1}\|_2 \geq \kappa_1$, then $\nabla^2 f$ has a negative eigenvalue of at most $-\Omega(\sigma^{15/4})$.

**Proof** Since $\kappa_1 > 2K \sqrt{\gamma}$, by Lemma 16, we have rank$(A_1) < r$.

By assumption, there exist unit vectors $a \in U_{1,2}, b \in U_{2,1}$, and $c \in U_{3,1}$ such that $T(a, b, c) \geq \kappa_1$. Take unit vectors $u, v, w \in \mathbb{R}^r$ such that $A_1^T u = 0$, $B_1^T v = \alpha_1 b$, $B_2^T v = 0$, $C_1^T w = \alpha_2 c$, and $C_2^T w = 0$, where $\alpha_i \geq \sigma$ for $i = 1, 2$. In this situation, we are near a second-order saddle point, so we seek to demonstrate a direction with sufficient negative curvature in the objective function. To this end, define
\[
\Delta A = \sigma ua^T \quad \Delta S = u \otimes v \otimes w.
\]

For a step size $\epsilon > 0$, our source of improvement in the tensor loss comes from the second-order perturbation of $L$ in this direction. We aim to compare the second-order decrease in $L$ against the second-order increases in $L$ and $R$. The second-order perturbation in the tensor loss $\nabla^2 L$ applied to $(\Delta S, \Delta A, 0, 0)$ is
\[
2\langle S(A, B, C) - T, \Delta S(\Delta A, B, C) \rangle + \|\Delta S(A, B, C) + S(\Delta A, B, C)\|^2_F
\]
The magnitude of decrease in this perturbation is given by

\[
\langle \mathcal{T}, \Delta \mathcal{S}(\Delta A, B, C) \rangle = \sigma \mathcal{T}(a, \alpha_1 b, \alpha_2 c) = \sigma \alpha_1 \alpha_2 \mathcal{T}(a, b, c) \geq \sigma \alpha_1 \alpha_2 \kappa_1.
\]

To bound the magnitude of the increase, observe that

\[
\|BB^\top v\|_F = \|\alpha_1 b\|_F \leq \alpha_1 K; \quad \|CC^\top w\|_F \leq \alpha_2 K
\]

Then we have

\[
\langle S(A, B, C), \Delta S(\Delta A, B, C) \rangle = \langle S(A, B, C), \sigma a \otimes B^\top v \otimes C^\top w \rangle = \sigma S(Aa, BB^\top v, CC^\top w) \leq \sigma^2 \alpha_1 \alpha_2 K^3 \tag{11}
\]

Additionally,

\[
\|\Delta S(A, B, C)\|_F^2 = \|A_2 \tau \otimes \alpha_1 b \otimes \alpha_2 c\|_F^2 \leq \sigma^2 \alpha_1^2 \alpha_2^2
\]

\[
\|S_{(1)} u\|_F^2 = u^\top (S_{(1)} S_{(1)}^\top - AA^\top) u + u^\top AA^\top u \leq \tau^{1/4} + \sigma^2
\]

\[
\|S(\Delta A, B, C)\|_F^2 = \sigma^2 \|au \otimes S_{(1)}(B \otimes C)\|_F^2 \leq \sigma^2 \|S_{(1)} u\|_F^2 \|B\|_F^2 \|C\|_F^2 \leq \sigma^2 K^4 (\tau^{1/4} + \sigma^2)
\]

Putting this together, we bound \(\|\Delta S(A, B, C) + S(\Delta A, B, C)\|_F^2\) above by

\[
\left(\sigma \alpha_1 \alpha_2 + \sigma K^2 \sqrt{\tau^{1/4} + \sigma^2}\right)^2 \tag{12}
\]

In light of the definition of \(\kappa_1\) and inequalities (11) and (12), the second-order perturbation in \(L\) is \(\Omega(\sigma \alpha_1 \alpha_2 \kappa_1)\), i.e. \(L\) decreases to second-order in this direction.

Now we turn our attention to the regularizer. We need to show that the second-order increase in the regularizer doesn’t overwhelm the decrease in \(L\). Note that the regularizer is degree 4 with respect to \(\|AA^\top - S_{(1)} S_{(1)}^\top\|_F\) (and same terms for \(B\) and \(C\)), so the second order derivatives have a quadratic term in \(\|AA^\top - S_{(1)} S_{(1)}^\top\|_F\), which is \(O(\tau^{1/4}) = o(\sigma \alpha_1 \alpha_2 \kappa_1)\); higher-order terms are negligible in comparison.

We’ve shown that the loss function decreases by at least \(\Omega(\sigma \alpha_1 \alpha_2 \kappa_1) \cdot \epsilon^2\). Since our direction of improvement has constant norm, this implies that \(\nabla^2 f\) has an eigenvalue that is smaller than \(-\Omega(\sigma \alpha_1 \alpha_2 \kappa_1) = -\Omega(\sigma^{15/4})\).
Next, we need to deal with the high order saddle points. Here our main observation is that if we choose directions randomly in the correct subspace, then the perturbation is going to have a reasonable correlation with the residual tensor with constant probability. This is captured by the following anti-concentration property:

**Lemma 19** Let \( \mathbf{X} \in \mathbb{R}^{d_1 \times d_2 \times d_3} \), and let \( a \in \mathbb{R}^{d_1}, b \in \mathbb{R}^{d_2}, c \in \mathbb{R}^{d_3} \) be independent, uniformly distributed unit vectors. There exist positive numbers \( C_1 = \Omega(1/\sqrt{d_1 d_2 d_3}) = \Omega^*(1) \), \( C_2 = \Omega(1) \) such that

\[
Pr[|\mathbf{X}(a, b, c)| \geq C_1 \|\mathbf{X}\|_F] > C_2.
\]

**Proof** Although our Algorithm 1 for sampling missing directions only requires uniform unit vectors (from appropriate subspaces), we construct these vectors as normalized Gaussian vectors for this lemma in order to apply a Gaussian polynomial anti-concentration result (Theorem 8 in [4]). As such, let \( a', b', c' \) be independent standard Gaussian random vectors (of appropriate dimension) and set \( a = a'/\|a'\|_2 \), \( b = b'/\|b'\|_2 \), and \( c = c'/\|c'\|_2 \). Note that there exists some constant \( p > 0 \) such that \( \|a'\| \leq 2\sqrt{d_1}, \|b'\| \leq 2\sqrt{d_2}, \) and \( \|c'\| \leq 2\sqrt{d_3} \) with probability at least \( p \). Next, note that \( \mathbb{E}\mathbf{X}(a', b', c') = 0 \) and

\[
\text{Var}[\mathbf{X}(a', b', c')] = \mathbb{E}(\mathbf{X}(a', b', c')^2)
\]

\[
= \mathbb{E}(\mathbf{X}(a'a^T, b'b^T, c'c^T), \mathbf{X})
\]

\[
= \langle \mathbf{X}(I, I, I), \mathbf{X} \rangle
\]

\[
= \|\mathbf{X}\|^2_F.
\]

Now \( \mathbf{X}(a', b', c')/\|\mathbf{X}\|_F \) is a degree three polynomial function with unit variance, so the anti-concentration inequality implies that for any \( \epsilon > 0 \),

\[
Pr[|\|\mathbf{X}(a', b', c')/\|\mathbf{X}\|_F| \leq \epsilon] \leq O(1)\epsilon^{1/3}.
\]

Simply choosing a constant \( \epsilon \) and re-arranging terms completes the proof. \( \square \)

Using this idea, when \( \mathbf{T}_{2,2,1} \) is large, we show how to get a direction of improvement.

**Lemma 20** Set \( \kappa_2 = 2K\sigma^{1/8} \). Assume \( R(S, A, B, C) < \tau \) and \( \|A_3\|_F, \|B_3\|_F, \) and \( \|C_3\|_F \) are all less than \( \gamma \). Further assume that \( \|\mathbf{T}_{2,1,1}\|_2, \|\mathbf{T}_{1,2,1}\|_2, \) and \( \|\mathbf{T}_{1,1,2}\|_2 \) are each less than \( \kappa_1 \). Let \( a, b, c, u, v, w \) be the output of Algorithm 1 given the input \( A, B, C, \sigma, (2, 2, 1) \). Define the directions \( \Delta A = ua^T, \Delta B = vb^T, \Delta S = u \otimes v \otimes w \). If \( \|\mathbf{T}_{2,2,1}\|_2 \geq \kappa_2 \), then with constant probability, a step in these directions decreases the objective function by \( \Omega^*(\sigma^{15/8}) \).

**Proof** First, observe that \( \kappa_2 \geq 2K\sqrt{\gamma} \), which implies that \( \text{rank}(A_1) < r \) and \( \text{rank}(B_1) < r \) by Lemma 16. Set \( \alpha \) such that \( \alpha c = C_1^T w \), and note that \( \alpha \geq \sigma \). Per Lemma 19, with constant probability we have \( |\mathbf{T}(a, b, c)| \) is with some constant
factor of $\|T_{2,2,1}\|_2$. Therefore, with constant probability, $|T(a, b, c)| \geq C_2$ for some positive constant $C$.

Observe that $p(\delta) := f(S + \delta \Delta S, A + \delta \Delta A, B + \delta \Delta B, C)$ defines a degree 8 polynomial in $\delta$. Set $\delta = \sigma^{1/4}$. For convenience, define the following expressions related to the perturbations of $L$:

$$
L_0 = S(A, B, C) - T
$$
$$
L_1 = \Delta S(A, B, C) + S(\Delta A, B, C) + S(A, \Delta B, C)
$$
$$
L_2 = \Delta \Delta S(A, B, C) + \Delta S(A, \Delta B, C) + S(\Delta A, \Delta B, C)
$$
$$
L_3 = \Delta S(\Delta A, \Delta B, C)
$$

We can upper bound each of these terms in norm, e.g.

$$
\|L_1\|_F = \|A^T u \otimes B^T v \otimes C^T w + S(ua^T, B, C) + S(A, vb^T, C)\|_F \\
\leq \sigma^2 \alpha + 2K^2 \sqrt{\tau}^{1/4} + \sigma^2 \\
= O(\alpha \sigma^2 + \sigma).
$$

Through similar calculations, we have $\|L_2\|_F = O(\alpha \sigma + \sigma)$ and $\|L_3\|_F = O(\alpha)$. The perturbation in the tensor loss is then

$$
\delta^3 \langle L_0, L_3 \rangle + \delta \langle L_0, L_1 \rangle + \delta^2 \langle L_0, L_2 \rangle + \|\delta L_1 + \delta^2 L_2 + \delta^3 L_3\|_F^2. \tag{13}
$$

Here the first term is responsible for the decrease in tensor loss:

$$
\delta^3 \langle L_0, L_3 \rangle = \delta^3 \alpha \langle S(A, B, C) - T, a \otimes b \otimes c \rangle \\
\leq \delta^3 \alpha (K^2 \sigma^2 - T(a, b, c)) \\
= -\delta^3 \alpha \Omega(\kappa_2).
$$

For the other terms, we show that they are small enough so they will not cancel this improvement.

Observe that

$$
\langle L_0, L_1 \rangle = \langle L_0, \Delta S(A, B, C) \rangle + \langle L_0, S(ua^T, B, C) + S(A, vb^T, C) \rangle \\
= O(\alpha \sigma^2) + O(\kappa_1 \sigma).
$$

The $O(\kappa_1 \sigma)$ term appears because $\|S_{2,1,1}(A, B, C) - T_{2,1,1}\|_F = O(\kappa_1)$, $\|S_{1,2,1}(A, B, C) - T_{1,2,1}\|_F = O(\kappa_1)$.

For the next term, we note that $\langle L_0, L_2 \rangle$ is a sum of three inner products, any two of which can make nonpositive by flipping the sign of $\Delta S$ and one of $\Delta A$, $\Delta B$ (doing so doesn’t change the amount by which the tensor loss decreases). Hence, by design of Algorithm 1, with constant probability we know that $\langle L_0, L_2 \rangle \leq 0$.

As a result, we know (13) is at most $-\delta^3 \alpha \Omega(\kappa_2)$. 
We now consider the perturbations of the regularizer. Define the following terms:

\[ l_{0,1} = AA^T - S(1)S(1)^T, \quad l_{0,2} = BB^T - S(2)S(2)^T, \quad l_{0,3} = CC^T - S(3)S(3)^T \]

\[ l_{1,1} = A\Delta A^T + \Delta A A^T - S(1)(\Delta S(1)^T) - (\Delta S(1))S(1)^T \]

\[ l_{1,2} = B\Delta B^T + \Delta B B^T - S(2)(\Delta S(2)^T) - (\Delta S(2))S(2)^T \]

\[ l_{1,3} = -S(3)(\Delta S(3)^T) - (\Delta S(3))S(3)^T, \quad l_{2,3} = -(\Delta S(3)(\Delta S(3)^T) \]

We bound these terms in norm as follows:

\[
\|l_{1,1}\|_F = \|Aau^T + ua^TA^T - uS(I, v, w)^T - S(I, v, w)u^T\|_F \\
\leq 2\|A\|_2\|u\| + 2\|S(I, v, w)\|_F \\
\leq 2\sigma + 2\sqrt{\tau^{1/4} + \sigma^2} \\
= O(\sigma).
\]

Likewise, \(\|l_{1,2}\|_F = O(\sigma), \|l_{1,3}\|_F = O(\sigma), \text{ and } \|l_{2,3}\| = O(1)\). Also note that \(\|l_{0,i}\|_F \leq \tau^{1/4}\) for \(i = 1, 2, 3\). Using this, we have

\[
\|l_{0,1} + \delta l_{1,1}\|_F \leq O(\tau^{1/4}) + O(\delta\sigma) \\
\|l_{0,2} + \delta l_{1,2}\|_F \leq O(\tau^{1/4}) + O(\delta\sigma) \\
\|l_{0,3} + \delta l_{1,3} + \delta^2 l_{2,3}\|_F \leq O(\tau^{1/4}) + O(\delta\sigma) + O(\delta^2).
\]

All of these terms are dominated by \(O(\delta^2)\), and so the perturbed regularizer is bounded by \(O(\delta^2) = O(M^2) = o(\sigma^{15/8})\). Hence, we see that the decrease in the tensor loss dominates the increase in the regularizer, as desired.

We next address the case where \(T_{2,2,2}\) is large, which corresponds to \(A_1, B_1, C_1\) being rank deficient.

**Lemma 21** Set \(\kappa_3 = 2K\sigma^{1/2}\). Assume 
\(R(S, A, B, C) < \tau\) and \(\|A\|_3\|_F, \|B\|_3\|_F, \text{ and } \|C\|_3\|_F\) are all less than \(\gamma\). Further assume that \(\|T_{2,1,1}\|_2, \|T_{1,2,1}\|_2, \text{ and } \|T_{1,1,2}\|_2\) and each less than \(\kappa_1\), while \(\|T_{2,2,1}\|_2, \|T_{2,1,2}\|_2, \text{ and } \|T_{1,2,2}\|_2\) are each less than \(\kappa_2\). Let \(a, b, c, u, v, w\) be the output of Algorithm 1 with input \(A, B, C, \sigma, (2, 2, 2)\). Define the directions \(\Delta A = ua^T, \Delta B = vb^T, \Delta C = wc^T, \Delta S = u \otimes v \otimes w\). If \(\|T_{2,2,2}\|_2 \geq \kappa_3\), then with constant probability, a step in these directions decreases the objective function by \(\Omega^*(\sigma^{3/4})\).

**Proof** First observe that \(\kappa_3 \geq 2K\sqrt{\tau}\), which by Lemma 16 means that rank \((A_1)\), rank \((B_1)\), and rank \((C_1)\) are all strictly less than \(r\). Then \(A_1, B_1, \text{ and } C_1\) are all missing directions from the relevant subspaces of \(T\), and we are near a fourth-order saddle point. By lemma 19, with constant probability, \(|T(a, b, c)| > C\kappa_3\) for some positive constant \(C\).

Again let \(p(\delta) = f(S + \delta\Delta S, A + \delta\Delta A, B + \delta\Delta B, C + \delta\Delta C)\), and set \(\delta = \sigma^{1/8}\). As in the Proof of Lemma 20, for \(i = 0, \ldots, 4\), let \(L_i\) denote the \(i\)-th order perturbation term in...
\[(S + \Delta S)(A + \Delta A, B + \Delta B, C + \Delta C) - T.\]

We can upper bound each of these terms in norm, e.g.

\[
\|L_1\|_F = \|A^\top u \otimes B^\top v \otimes C^\top w + S(ua^\top, B, C) + S(A, vb^\top, C) + S(A, B, wc^\top)\|_F \\
\leq 8\sigma^3 + K^2(\|S(u, I, I)\|_F + \|S(I, v, I)\|_F + \|S(I, I, w)\|_F) \\
\leq 8\sigma^3 + 3K^2\sqrt{\tau^{1/4} + 2\sigma^2} \\
= O(\sigma).
\]

Through similar calculations, we have \(\|L_2\| = O(\sigma)\) and \(\|L_3\| = O(\sigma)\). On the other hand, \(\|L_4\| \leq 1\) and \(\|L_0\| \leq 2K\). The perturbation in the tensor loss is then

\[
\sum_{i,j=0}^4 \langle L_i, L_j \rangle \delta^{i+j} = 0(\sigma).
\]

The decrease in the tensor loss is due to the following term:

\[
\delta^4 \langle L_0, L_4 \rangle = \delta^4 (S(A, B, C) - T, a \otimes b \otimes c) \\
\leq \delta^4 (K\sigma^3 - T(a, b, c)) \\
= -\delta^4 \Omega(\kappa_3) \\
= -\Omega(\sigma^{3/4}).
\]

By a simple Cauchy–Schwarz bound, the other perturbation terms in (14) are all bounded by \(O(\sigma + \delta^8) = O(\sigma) = o(\sigma^{3/4})\).

Now we analyze the perturbations of the regularizer. As before, define the terms

\[
l_{0,1} = AA^\top - S(1)S(1)^\top, \quad l_{0,2} = BB^\top - S(2)S(2)^\top, \quad l_{0,3} = CC^\top - S(3)S(3)^\top \\
l_{1,1} = A\Delta A^\top + \Delta AA^\top - S(1)(\Delta S)(1)^\top - (\Delta S)(1)^\top \\
l_{1,2} = B\Delta B^\top + \Delta BB^\top - S(2)(\Delta S)(2)^\top - (\Delta S)(2)^\top \\
l_{1,3} = C\Delta C^\top + \Delta CC^\top - S(3)(\Delta S)(3)^\top - (\Delta S)(3)^\top
\]

We bound these terms in norm as follows:

\[
\|l_{1,1}\|_F = \|Aau^\top + ua^\top A^\top - uS(I, v, w)^\top - S(I, v, w)u^\top\|_F \\
\leq 2\|A_2\|_F + 2\|S(I, v, w)\|_F \\
\leq 2\sigma + 2\sqrt{\tau^{1/4} + \sigma^2} \\
= O(\sigma).
\]
Likewise, \( \|l_{1,i}\|_F = O(\sigma) \) for \( i = 2, 3 \), and of course \( \|l_{0,i}\|_F \leq \tau^{1/4} \) for \( i = 1, 2, 3 \). Again,

\[
\|l_{0,i} + \delta l_{1,i}\|_F \leq O(\tau^{1/4}) + O(\delta \sigma)
\]

and using this, we can bound the perturbed regularizer as \( O(\delta^4 \sigma^4) = o(\sigma^{3/4}) \). Hence, the decrease in the tensor loss dominates all other perturbations, and we improve the objective function by \( \Omega(\sigma^{3/4}) \).

\[\square\]

### 4.8 Algorithm description and proof of main theorem

Before sketching the algorithm we will first prove Lemma 12 and explain some of the parameter choices. Refer to Table 1 for a list of the numerical quantities that were introduced.

**Proof of Lemma 12** Set \( \tau \) small enough so that \( \kappa_0, d \kappa_1 + K^3 \sigma, d \kappa_2 + K^2 \sigma^2, d \kappa_3 + K \sigma^3 \leq \sqrt{\epsilon}/4 \) and \( \tau < \epsilon/2 \). We then set \( \tau_1 = \Theta^*(\tau) \) from Lemma 13 and \( \tau_2 = \Theta(\sigma^{15/4}) \) from Lemma 18.

Now assume that conditions (1), (2), and (3) from the statement of the Lemma fail to hold. We seek to show that \( f(S, A, B, C) < \epsilon \). By Lemma 13 and our choice of \( \tau_1 \), we have that \( R(S, A, B, C) < \tau \leq \epsilon/2 \). By Lemma 14, we have that \( \|A_3\|_F, \|B_3\|_F, \|C_3\|_F \) are all less than \( \gamma \). By Lemma 17, we have that \( \|T_{1,1,1} - S(A, B, C)\|_F \leq \kappa_0 \). By Lemma 18, we have that \( \|T_{i,j,k}\|_2 < \kappa_1 \) for \( (i, j, k) \in \{2, 1, 1\}, \{1, 2, 1\}, \{1, 1, 2\} \). By Lemma 20, we have that \( \|T_{i,j,k}\|_2 > \kappa_2 \) for \( (i, j, k) \in \{2, 2, 1\}, \{2, 1, 2\}, \{1, 2, 2\} \). By Lemma 21, we have that \( \|T_{2,2,2}\|_2 < \kappa_3 \).

Combining all of these bounds, we have

\[
f(S, A, B, C) = R(S, A, B, C) + \sum_{i,j,k} \|S_{i,j,k}(A_i, B_j, C_k) - T_{i,j,k}\|_F^2 \\
< \epsilon/2 + \kappa_0^2 + 3(K^3 \sigma + d \kappa_1)^2 + 3(K^2 \sigma^2 + d \kappa_2)^2 + (K \sigma^3 + d \kappa_3)^2 \\
< \epsilon/2 + \epsilon/2,
\]

as desired. \[\square\]

We now sketch our algorithm in Algorithm 2. The algorithm basically tries to follow the main Lemma 12. If the point has large gradient or negative eigenvalue in Hessian, we can just use any standard local search algorithm. When the point is a higher order saddle point, we use Algorithm 1 as in Lemmas 20 or 21 to generate directions of improvements.

Now we are ready to prove Theorem 2

**Proof of Theorem 2** By Lemma 12, for any \( (\tau_1, \tau_2) \)-second order stationary point, if \( f \geq \epsilon \) Lemma 20 and Lemma 21 will be able to generate a direction of improvement that improves the function value by at least \( \Omega^*(\sigma^{15/8}) \) with constant probability. Since the initial point has constant loss, if a direction of improvement is found for more than \( O^*(1/\sigma^{15/8}) \) iterations, then the function value must already be smaller than \( \epsilon \).
Algorithm 2 Local search algorithm for Tucker decomposition

Require: tensor $\mathcal{T}$, error threshold $\epsilon$
Choose thresholds $\tau_1, \tau_2$ according to Lemma 12.
repeat
  Run a local search algorithm to find $(\tau_1, \tau_2)$-second order stationary point.
  Call Algorithm 1 for $i, j, k = 1, 2$ to generate improvement directions, repeat for $O(\log 1/\epsilon)$ times.
  if any of the generated directions improve the function value by at least $\Omega^*(\sigma^{15/8})$ then
    Move in the direction.
    Break.
  end if
until no direction of improvement can be found

After the repetition, the probability that we find a direction of improvement is at least $1 - o(\sigma)$. By union bound, we know that with high probability for all the iterations we can find a direction of improvement.

5 Conclusion

In this paper we showed that the standard nonconvex objective for Tucker decomposition with appropriate regularization does not have any spurious local minima. We further give a local search algorithm that can optimize a regularized version of the objective in polynomial time. Our algorithm includes additional steps that try to escape from high order saddle points. However, in practice simple local search algorithms like gradient descent rarely encounter saddle points. This phenomenon was analyzed in the matrix setting [14,19], and proving similar things for Tucker decomposition is an open problem. Another set of interesting open problems come from applications where the low rank tensor $\mathcal{T}$ is not known exactly. We either have significant additive noise $\mathcal{T} + \mathcal{E}$, or observe only a subset of entries of $\mathcal{T}$ (tensor completion). Local search algorithms on the nonconvex objective are able to handle similar settings for matrices [6]. We hope our techniques in this paper can be extended to give stronger guarantees for noisy Tucker decomposition and tensor completion.
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