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Abstract—Recently, deep convolutional neural networks (CNNs) have been widely explored in single image super-resolution (SISR) and contribute remarkable progress. However, most of the existing CNNs-based SISR methods do not adequately explore contextual information in the feature extraction stage and pay little attention to the final high-resolution (HR) image reconstruction step, hence hindering the desired SR performance. To address the above two issues, in this paper, we propose a two-stage attentive network (TSAN) for accurate SISR in a coarse-to-fine manner. Specifically, we design a novel multi-context attentive block (MCAB) to make the network focus on more informative contextual features. Moreover, we present an essential refined attention block (RAB) which could explore useful cues in HR space for reconstructing fine-detailed HR image. Extensive evaluations on four benchmark datasets demonstrate the efficacy of our proposed TSAN in terms of quantitative metrics and visual effects. Code is available at https://github.com/Jee-King/TSAN.
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I. INTRODUCTION

SINGLE Image Super-Resolution (SISR) refers to reconstructing a visually pleasing high-resolution (HR) image from a low-resolution (LR) one. It is a fundamental topic in the computer vision community and is an intense demand for diverse applications such as medical imaging, security, and surveillance imaging. The key to SISR problem lies in how to effectively extract useful information from the input image and how to leverage extracted features to reconstruct the fine-detailed HR image. Since multiple HR images can be downsampled to the same LR image and it is a one-to-many mapping relation to recover HR images from one LR image, SISR is an ill-posed and still challenging problem in spite that numerous methods have been proposed.

As a cutting-edge technique, deep-learning especially convolutional neural networks (CNNs) have been widely used to handle SISR [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27]. In spite of remarkable progress achieved in SISR, existing CNN-based methods still face with three main limitations: (1) for feature extraction, early methods first apply interpolation strategies (e.g., bicubic) to process the input image to the desired size and then use CNNs to extract features from the upsampled image. As the interpolation often results in visible reconstruction artifacts, some models extract raw features directly from the input LR image and struggle to enhance the ability of feature extraction by simply deepening/widening the network. These methods blindly increase the depth of the network to enhance the performance of the network but ignore taking full use of the contextual information. As the depth of the network increases, the features gradually disappear in the process of transmission; (2) all features are treated equally in the network, which weakens the discrimination ability of the network to extract more informative features. Although approaches [6], [28] retain some detailed information with channel attention, they struggle in preserving informative
textures and restoring natural details since they ignore to explore the cross-dimension interaction; (3) for HR image reconstruction process, most models reconstruct HR image in one upsampling step at the end of the network, using features learned only in LR space. This setting would increase the difficulties of training for large scaling factors and make the network failed to explore useful cues in HR space for reconstructing visually pleasant HR image.

To address the above limitations, we propose a two-stage attentive network (TSAN) for accurate SISR in this paper. As illustrated in Figure 2, TSAN consists of two stages to solve the SISR problem in a coarse-to-fine manner. At LR-stage, we adopt a dilated residual block (DRB) as a fundamental unit to efficiently extract contextual features and further, based on DRB, propose a multi-context attentive block (MCAB) to make the network focus on more informative contextual features. Multiple MCABs are leveraged to extract attentive contextual features used for reconstructing an initial SR result. At HR-stage, we propose a refined attention block (RAB) to refine the initial SR result to a more fine-detailed one by exploring useful cues in HR space.

Specifically, the DRB pushes the boundaries of conventional cascading and parallel strategies for feature extraction, which could simultaneously distill features with different receptive fields and different context characteristics. Dilated convolutions are adopted in DRB to further explore more contextual information through the larger receptive field. Based on the compact yet powerful DRB, the well-designed MCAB could distill attentive contextual features by introducing the attention mechanism. MCAB contains two branches: a contextual feature extraction branch in which several DRBs are stacked in a dense connection manner to enhance the capability of the network to extract contextual features, and an attention branch that consists of a cutting-splicing block (CSB), a 1st-order attention triplet, and a 2nd-order attention triplet. The CSB is proposed to extract abundant structure cues and self-similarities in local and global regions simultaneously. The purpose of the 1st-order triplet and the 2nd-order triplet is to enhance the discriminative learning ability of the network through the interaction between spatial and channel dimensions. Unlike DRB and MCAB, RAB is designed to explore available cues in HR space to reconstruct fine-detailed HR image. The intuition behind the RAB is that the information in LR space is limited, and we believe features extracted in HR space could benefit a better recovery of images details. As shown in Figure 1, our TSAN obtains better visual quality and recovers more image details than other state-of-the-art SR methods.

To sum up, the main contributions of this paper are threefold: (1) we propose a two-stage TSAN which could address the SISR problem in a coarse-to-fine manner; (2) we design a novel multi-context attentive block (MCAB) with cross-dimension interaction; (3) our TSAN outperforms the state-of-the-art SISR methods in terms of accuracy and visual effects.

II. RELATED WORK

The related work can be divided into two categories, i.e., single image super-resolution and attention mechanisms.

A. Single image super-resolution

Single image super-resolution has been extensively studied in the past few decades. Numerous SISR methods have been proposed, ranging from early conventional methods [29], [30], [31], [32] and traditional learning-based methods [7], [33], [25], [34], to recent deep learning-based methods. In particular, deep learning-based methods have led to dramatic improvements in SISR due to the powerful representational capability of deep networks. In this section, we mainly detail the most relevant deep learning-based SISR methods that can be categorized into three types, depending on how the network approaches the SR problem by either pre-upsampling, post-upsampling, or sampling.

For pre-upampling based methods such as SRCNN [8], VDSR [35], and DRRN [36], the upsampling operator, i.e., bicubic interpolation, often results in visible reconstruction artifacts. Moreover, as these methods only learned the mapping in HR space, the raw features cannot be extracted from the original LR image to enhance the representational power of the network.

Post-upsampling based methods like FSRCNN [37], SR-ResNet [38], EDSR [1], MSRN [39], RCAN [6], RDN [2], CARN [40], RNAN [5], OISR [4], SAN [28], DNCL [41], and IMSSRNet [42], directly extracted features from input LR images and then used the features merely extracted in LR space to construct the HR image by a transposed/sub-pixel convolution layer. However, as these methods focused on extracting features in LR space, a deeper or wider complex network (e.g., EDSR [1] and RDN [2]) was required to obtain sufficient information, for the purpose of reconstructing fine-detailed HR images. Besides, the setting of one-step upsampling at the end of the network would also increase the difficulties of training large scaling factors.

Regarding sampling based methods [43], [44], [45], different sampling strategies were adopted in the network for some specific purposes. For example, LapSRN [43] progressively reconstructed the SR predictions to ease the difficulties of training for large scaling factors. Due to limited available features in the LR space, DBPN [44] proposed an iterative up-and-down sampling approach that could obtain HR features in different depths for SR reconstruction. It is worth mentioning that our proposed TSAN is sampling based. We leverage well-designed MCABs to efficiently extract abundant attentive contextual features with long-range dependencies from the input image in LR space. We also distill HR features from the initial coarse HR image through RAB, aiming at refining more local details.

B. Attention mechanisms

Attention in human perception generally means that human visual systems adaptively process visual information and focus on salient areas. Attention mechanisms have been widely applied in many tasks [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], including image super-resolution [6], [28], [63], [21], [64]. Zhang et al. [6] introduced attention mechanisms into the
residual in residual structure to adaptively rescale channel-wise features for image super-resolution. Dai et al. [28] proposed a second-order channel attention module to learn feature interdependencies by global covariance pooling for more discriminative representations. Hu et al. [21] constructed a set of channel-wise and spatial attention residual blocks and stacked them in a chain structure to dynamically modulate the multi-level features in global and local manners. Du et al. [63] extracted orientation-aware features and combined them by a channel-wise attention mechanism to generate more distinctive features. Wu et al. [64] exploited the advantages of multi-scale and attention mechanisms in SR tasks. However, the interdependence between the channel dimension and the spatial dimension is absent in the above-mentioned SISR methods when computing attention on these single pixel channels. Therefore, we propose the 1st-order and 2nd-order triplet attention to focus on inter-dependencies among channel dimension and different spatial dimensions.

III. METHODOLOGY

A. Overview

As illustrated in Figure 2, our proposed TSAN consists of two stages to solve the SISR problem in a coarse-to-fine manner. At LR-stage, several multi-context attentive blocks (MCABs) are proposed to efficiently extract sufficient contextual features from the input LR image and construct an initial SR result based on the extracted features. At HR-stage, a simple yet effective refined attention block (RAB) is proposed to further refine the coarse SR result obtained in LR-stage to a more fine-detailed one.

Given an input LR image \( I_{LR} \), we first extract shallow features \( F_s \) by

\[
F_s = \delta(C_{1 \times 1}(I_{LR})),
\]

where \( C_{k \times k} \) represents convolution operation where kernel size is \( k \times k \); \( \delta \) denotes the rectified linear unit (ReLU) activation function. Then, \( F_s \) is fed to stacked multiple MCABs to distill attentive contextual features of different levels,

\[
F_d = M_d(F_{d-1}) = M_d(M_{d-1}(\cdots M_1(F_s) \cdots)),
\]

where \( M_d \) denotes the \( d \)-th MCAB and \( F_d \) denotes the output of the \( d \)-th MCAB. Here we embed three MCABs, \( i.e., \ d = 3 \). Later, all \( F_i, i \in [1, d] \) are fused by applying a convolution layer upon the concatenation, \( \text{i.e.,} \)

\[
F_{fusion} = C_{1 \times 1}([F_1, F_2, \cdots, F_d]),
\]

where \( [\cdot] \) denotes the concatenation operation. After that, we can get an initial SR result by applying a convolution layer upon the upsampled element-wise addition of the aggregated hierarchical features \( F_{fusion} \) and the raw features \( F_s \), \( \text{i.e.,} \)

\[
I_{1}^{SR} = C_{1 \times 1}(\kappa(F_{fusion} + F_s)),
\]

where \( \kappa \) denotes the sub-pixel operation.

Then we design a refined attention block (RAB) (denoted as \( R \)) to refine the initial SR result by modeling the local details in HR space in the form of residual:

\[
I_{2}^{SR} = R(I_{1}^{SR}).
\]

Finally, these two stages are optimized jointly with the loss function defined as

\[
\mathcal{L} = w_1 \mathcal{L}_m(I_{1}^{SR}, I_{GT}) + w_2 \mathcal{L}_m(I_{2}^{SR}, I_{GT}),
\]

where \( I_{GT} \) is the ground truth image, \( \mathcal{L}_m \) is the mean absolute error (MAE) loss, and \( w_1 \) and \( w_2 \) are the balancing parameters.
B. Multi-Context Attentive Block

As not all features contribute a positive effect to the desired SR result, we propose the multi-context attentive block (MCAB) to distill attentive contextual features with long-range dependencies for high-quality SR reconstruction. Specifically, MCAB contains two branches: a contextual feature extraction branch (the lower part of Figure 2(b)) and an attention branch (the upper part of Figure 2(b)).

1) the contextual feature extraction branch: In the contextual feature extraction branch, the Dilated Residual Block (DRB) is adopted as the fundamental unit to explore more context cues by enlarging receptive field, and simultaneously extract features with different contextual characteristics for reconstructing visually pleasant HR image.

Cascading several convolution layers usually is an effective way to enlarge the receptive fields. In the cascading structure, as shown in Figure 3(a), as a deeper layer accepts the output of a shallower layer, large receptive fields can be produced efficiently. Then the output of each layer would be fused to obtain features covering different scales of receptive fields. Mathematically,

\[ F' = C_1 x 1(F_{ci}) \]

where \( F_{ci} \) and \( F_{co} \) are the input and output of the cascaded network. \( D_{k \times k} \) represents dilated convolution operation where kernel size is \( k \times k \), and \( n \) represents the number of consecutive use of the same dilated convolution on \( F' \). On the other hand, employing a parallel structure can harvest features with different context characteristics. In the parallel structure, as shown in Figure 3(b), as multiple different convolution layers accept the same input and their outputs are concatenated together, the obtained output is indeed a sampling of the input using different contexts. Mathematically,

\[ F' = C_1 x 1(F_{pi}) \]

where \( F_{pi} \) and \( F_{po} \) are the input and output of the parallel network.

To simultaneously distill features with different receptive fields and different context characteristics, we incorporate the advantages of both the cascading and parallel strategies and propose a novel compact structure shown in Figure 2(d). The proposed DRB consists of two branches used for extracting features with different contextual characteristics. Each branch contains two cascaded convolution layers used for distilling features with different receptive fields. In order to obtain a larger receptive field without increasing the number of convolutions and parameters, we adopt dilated convolution. Finally, we concatenate all features of different branches and depths, and fuse them with input by a residual operation. For a clear presentation, DRB can be formulated as:

\[ F' = C_1 x 1(F_{d-1}) \]

where \( F_{d-1} \) and \( F_{d-o} \) denote the input and output of DRB, respectively. The number of output channels for all dilated convolution layer in DRB is 64.

We further stack multiple DRBs in a dense connection manner, so that each DRB in MCAB has access to all the previous DRBs’ output and could fully utilize them to further distill higher-level contextual features. We then concatenate the outputs of each DRB and integrate them by a 1x1 convolution. The whole process can be expressed as:

\[ F_d^t = C_1 x 1([F_{d-1}, F_{d,1}, \cdots, F_{d,e}]) \]

where \( F_{d}^t \) is the output of contextual feature extraction branch in d-th MCAB, \( F_{d,e} \) denotes the output of e-th DRB in d-th MCAB. We use six DRBs in each MCAB, i.e., \( e = 6 \), and the dilation rates \( s \) of these six DRBs are set to 1, 2, 3, 2, and 1, respectively.

2) the attention branch: The attention branch is designed to make the network focus on more informative features and enhance the discriminative learning ability of the network by considering long-range feature correlations in spatial and channel dimensions. As shown in Figure 2(b), this branch contains three parts: a cutting-splicing block (CSB), a 1st-order triplet, and a 2nd-order triplet.

CSB. To simultaneously capture the spatial dependencies in the local patch and global diagram, we proposed a novel cutting-splicing block (CSB) to extract local patterns and exploit the abundant structure cues and self-similarities in global regions. Formally, the features with a size of \( C x H x W \) first be cut into \( n \times n \) cells (\( n = 2 \) in Figure 2(b)), and then these cells are concatenated and fed into a 3x3 convolution to extract and aggregate local and non-local information. After that, we splice \( n \times n \) cells back into \( C x H x W \) features.

This process can be formulated as:

\[ F_{d}^{CSB} = O_s(C_{3 \times 3}(O_c(F_{d-1}))) \]

where \( O_s \) denotes splicing operation, \( O_c \) denotes cutting operation, and \( F_{d}^{CSB} \) is the output of CSB. The CSB is similar to introduce holes in dilated convolution. The difference is that we also consider the local neighbors. In this way, the local patterns and global diagram are simultaneously guaranteed.

1st-order triplet. After CSB, we design a 1st-order triplet and 2nd-order triplet to model inter-dependencies in different dimensions to find out regions/patterns that should be emphasized in contextual features. As the name implies, each attention triplet consists of three branches which are responsible for capturing cross-dimension interaction between the \( (C, H), (C, W), \) and \( (H, W) \) dimensions of the input tensor,
respectively. By exploiting the inter-dependencies between the channel dimension and the spatial dimension, our network can effectively focus on informative contextual features.

In the 1st-order triplet, we take channel-wise attention as an example, we first aggregate spatial information of \((H, W)\) dimension into a channel-wise descriptor by using average-pooling operation on each channel. Then, the descriptor is forwarded to a shared multi-layer perception \((\mathcal{MLP})\) to produce channel-wise attention maps,

\[
\mathcal{A}^{1st}_{cha} = \eta(\mathcal{MLP}(\psi(F^C_{d, CSB}))),
\]

(12)

where \(\eta\) is the sigmoid function, \(\psi\) denotes global average pooling operation, \(\mathcal{A}^{1st}_{cha}\) denotes the channel-wise attention map. Then we can get channel-wise attentive features \(F^{1st}_{cha}\) by multiplication between \(F^C_{d, CSB}\) and \(\mathcal{A}^{1st}_{cha}\). Similarly, we can obtain the row-wise attentive features \(F^{1st}_{row}\) from \((C, H)\) dimension and the column-wise attentive features \(F^{1st}_{col}\) from \((C, W)\) dimension. Then we add 1st-order triplet attentive features and \(F^C_{d, CSB}\),

\[
F^{1st}_d = F^{1st}_{cha} + F^{1st}_{row} + F^{1st}_{col} + F^C_{d, CSB},
\]

(13)

where \(F^{1st}_d\) denotes the output of the 1st-order triplet.

2nd-order triplet. Recent works [65], [28] have shown that second-order statistics in CNNs can provide different information for discriminative representations from the first-order ones. Therefore, we also propose a 2nd-order triplet to learn feature inter-dependencies by cross-dimension interaction like in the 1st-order triplet. In the 2nd-order triplet, we still use channel-wise attention \((H, W)\) dimension as an example. Specifically, we first apply average-pooling operation \(\mathcal{M}\) along the channel axis on \(F^{1st}_d \in \mathbb{R}^{C \times H \times W}\) to generate an efficient feature descriptor. Based on the feature descriptor, we apply a convolution layer and a sigmoid function to generate a spatial attention map \(\mathcal{A}^{2nd}_{cha}\) which encodes where to emphasize or suppress. Finally, we perform a multiplication operation between \(\mathcal{A}^{2nd}_{cha}\) and \(F^{1st}_d\) to obtain spatial-wise attentive features \(F^{2nd}_{cha}\).

The whole process can be expressed as:

\[
\mathcal{A}^{2nd}_{cha} = \mathcal{A}^{2nd}_{cha} \times F^{1st}_d,
\]

(14)

\[
\mathcal{A}^{2nd}_{cha} = \eta(C_{1 \times 1}(\mathcal{M}(F^{1st}_d))),
\]

where \(\eta\) is the sigmoid function. Similarly, we generate the row-to-row features \(F^{2nd}_{row}\) from \((C, H)\) dimension and the column-to-column features \(F^{2nd}_{col}\) from \((C, W)\) dimension. Then we add 2nd-order triplet attentive features and \(F^{1st}_d\),

\[
F^{2nd}_d = F^{2nd}_{cha} + F^{2nd}_{row} + F^{2nd}_{col} + F^{1st}_d,
\]

(15)

Finally, we can obtain the output of \(d\)-th MCAB by,

\[
F_d = F^C_d \times \eta(C_{3 \times 3}(F^{2nd}_d)) + F_{d-1}.
\]

(16)

By capturing the inter-dependencies in different dimensions, the attention branch is able to focus on more informative features and enhance discriminative learning ability.

C. Refined Attention Block

As shown in Figure 2(c), our refined attention block (RAB) is proposed to refine a coarse SR result to a more fine-detailed one. The RAB can be simply expressed as,

\[
I_2^{SR} = I_1^{SR} + \eta(C_{1 \times 1}(\mathcal{M}(F^{2nd}_d))) + I_1^{SR},
\]

(17)

Note that even though it looks very simple, RAB is essential for reconstructing a visually pleasant SR image with fine details. This is because the information in LR space is limited, and RAB can compensate for the lacked important local information by distilling features in HR space.

D. Implementation Details

We implement our model with Pytorch and run experiments with an NVIDIA Titan V GPU. For training, we use 48×48 RGB patches cropped from LR image as input and its corresponding HR patches as ground truth. Following [1], we preprocess all the images by subtracting the mean RGB value of the DIV2K dataset [66] and augment the training data with random horizontal flips and 90° rotations. We train our model with ADAM optimizer [67] by setting \(\beta_1 = 0.9, \beta_2 = 0.999\). The mini-batch size is set to 16. The learning rate is initialized as 0.0001 and decreases to half every 200 epochs. And the number of total epochs is 1000. The balancing parameters \(w_1\) and \(w_2\) in Equation 6 are empirically set to 1.

E. Discussions

1) Difference to RDN [2]: Inspired by RDN [2], we introduce dense connection into our MCAB to fully utilize the features information from each DRB in MCAB. There are some differences between RDN [2] and our TSAN. First, RDN [2] mainly cascades convolution layers to enlarge the receptive field, while our TSAN is built based on DRB which can simultaneously distill features with different receptive fields and different context characteristics. Second, RDN [2] focuses on how to exploit and use hierarchical features without considering how to distinguish different feature information. While our TSAN can learn the attention maps used for emphasizing informative contextual features by considering long-range feature correlations in spatial and channel dimensions. Third, RDN belongs to post-upsampling methods which pay attention to exploiting the features information from LR space, while our TSAN is designed to utilize features from LR and HR space simultaneously.

2) Difference to RCAN [6]: We summarize the main differences between RCAN [6] and our TSAN. First, RCAN [6] consists of several residual groups with long skip connections. While, TSAN stack DRBs in a dense connection manner, so each DRB in MCAB has access to all the previous DRBs’ output and could fully utilize them to further distill higher-level contextual features. Second, RCAN [6] only extract local information for reconstructing. While TSAN considers non-local operations in CSB to learn long-range feature correlations. Third, RCAN [6] only considers channel attention based first-order feature statistics to enhance the discriminative ability of the network. While our TSAN learns inter-dependencies between different dimensions based on first-order and second-order features.
3) Difference to MSRN [39]: MSRN [39] proposes a multi-scale residual block (MSRB) to detect image features and fuse different scales. There are some main differences between MSRB in MSRN [39] and our proposed DRB. First, we utilize the dilated convolution to widen the receptive field without additive parameters, which maintains the lightweight structure of DRB. Second, MSRB is adopted to detect the image features at different scales, while we concatenate the outputs of four dilated convolution in DRB, which can simultaneously distill features with different receptive fields and different scales features.

4) Difference to MCERN [68]: MCERN [68] proposes a multi-context block and enhanced reconstruction network for SISR in a coarse-to-fine manner. There are some differences between MCERN [68] and our TSAN. First, MCERN [68] only focuses on how to extract rich contextual information, while our TSAN considers informative features based on MCERN [68]. Second, MCERN [68] only utilize local information for SISR, while TSAN can guarantee local patterns and global diagram with CSB.

5) Difference to SAN [28]: SAN [28] introduces second-order attention operations to learn feature inter-dependencies by global covariance pooling for more discriminative representations in image super-resolution. The main differences between SAN [28] and our TSAN lie in the following aspects. First, SAN [28] pays attention to make full use of the information from the original LR images, while our TSAN values the features information of the LR space and the HR space, and processes the obtained features information in a coarse to fine manner. Second, SAN [28] presents a non-locally enhanced residual group structure based on [69] to capture long-distance contextual information. While we propose a simple and flexible CSB to exploit long-range feature correlation, and we use the triplet structure to capture cross-dimension interaction between the \((C, H), (C, W),\) and \((H, W)\) dimensions.

IV. EXPERIMENT

To verify the effectiveness of the proposed method, we evaluate our SR results with two metrics, \(i.e.,\) peak signal-to-noise ratio (PSNR) \((\text{unit: dB})\) and structural similarity (SSIM) [70] on Y channel of transformed YCbCr space. For the convenience of a fair comparison, we follow the experiment setup of existing methods. To specify, we use the high-quality DIV2K [66] dataset for training and take four test sets - \(\text{Set5}\) [71], \(\text{Set14}\) [72], \(\text{BSDS100}\) [73], and \(\text{Urban100}\) [7] for evaluation.

A. Effectiveness of Key Components in MCAB

MCAB contains two branches, \(i.e.,\) the contextual feature extraction branch and the attention branch.

1) Effectiveness of the Contextual Feature Extraction Branch: The core of this branch is DRB. To verify the effectiveness of the DRB structure, we make three sets of experiments. In the first set of experiments, we replace our DRB structure with the cascaded structure (see Figure 3(a)) or the parallel structure (see Figure 3(b)) and evaluate their performances on the four datasets. For a fair comparison, we set \(d = 3, e = 6,\) and \(s = 1\) (that means the dilation rate of all dilated convolutions in the DRB is 1, there are 6 DRBs in each MCAB, and there are 3 MCABs in the whole network). Note that the numbers of these three network parameters are the same. The results are summarized in Table I, from which we can claim that the proposed DRB structure performs best under the same parameters. Such an observation demonstrates that the multiple branches structure in the DRB is more efficient than cascading and parallel structures. This is because DRB can incorporate the advantages of both the cascading and parallel strategies to simultaneously distill features with different receptive fields and different context characteristics.

To demonstrate the importance of different dilated convolution with the dilation rate, we conduct a second set of experiments to compare with a variant structure in which we set the dilation rate \(s = 1 (\text{DRB}(s=1)).\) Similarly, we set \(d = 3\) and \(e = 6.\) The PSNR and SSIM in Table I show that our setting of dilation rate achieves better results on test datasets. This suggests applying different dilated convolution with the dilation rate can obtain a larger receptive field for SISR.

In order to further verify the validity of our proposed DRB structure, we use our network at LR-stage for other low-level computer vision tasks. We provide the results of image denoising in Figure 4. Apparently, our proposed TSAN produces a good result on image denoising because our DRB structure is able to extract abundant hierarchical and contextual features for image reconstruction.

The above three experiments demonstrate that our proposed DRB is an effective structure that can distill features with
different contextual characteristics by two branches and extract features in different receptive fields by two cascaded convolution layers of each branch. And multiple DRBs are combined to integrate contextual features of different levels adaptively.

2) Effectiveness of the Attention Branch: the attention branch consists of three important components, including CSB, 1st-order triplet, and 2nd-order triplet. To verify the effectiveness of different components, we compare TSAN without using CSB, 1st-order triplet, and 2nd-order triplet in Table II. Further, to demonstrate the importance of interdependencies between the channel dimension and the spatial dimension, we remove cross-dimension interaction between the \((C, H)\) and \((C, W)\) dimensions in 1st-order triplet and 2nd-order triplet, and only retain the interaction of \((H, W)\) dimension, which denoted as 1st-order triplet\_HW, and 2nd-order triplet\_HW. It can be found that the CSB contributes to performance improvement. This is mainly because CSB provides local and non-local information to the network, capturing short-distance and long-distance features simultaneously. We can also learn that 1st-order and 2nd-order triplet components contribute to the network ability obviously. This indicates discriminative learning with cross-dimension interaction plays an important role in determining the performance.

B. Effectiveness with Different Number of MCABs

We set different numbers of MCABs in our proposed TSAN and evaluate the performances on different datasets. As shown in Table III, the values of both PSNR and SSIM for our network get better as the number of MCABs increases. Such an observation is consistent with what we expect since the generalization ability will also increase when the number of parameters of our network will go up. As a trade-off between the performance and the complexity of the network, we determine to use three MCABs, which provides strong reconstruction ability and requires not many parameters (< 5.0M).

C. Effectiveness of RAB

To verify that RAB can further improve the reconstruction effect, we conduct a group of experiments without RAB. For a fair comparison, we move the RAB to the front of the upsampling to ensure that the depth of TSAN w/o and w/ RAB are the same. The results are summarized in Table IV. From the results, we can clearly observe that the performance with RAB works better than that without RAB, which suggests that our RAB is able to refine a coarse HR result to a more detailed one since it can continue to extract useful features from HR space. We also visualize the visual effects of TSAN w/o and w/ RAB in Figure 5. In this example, our RAB is able to correct the direction for black lines. In order to further prove the effectiveness of our coarse-to-fine method, we designed a variant w/ RAB† that sets the parameters \(w_1\) in the objective function to 0 and \(w_2\) to 1. From Table IV, it can be found that \(w_1\) equal to zero will have a negative impact on the reconstruction results. The reason behind this is that the lack of intermediate coarse results reconstructed from the LR space makes the training process difficult. This demonstrates that multiple MCABs can extract rich attentive contextual features with cross-dimension interaction to obtain a good initial coarse SR result, then our proposed RAB can further improve the coarse SR image into a fine SR image by using LR and HR space information simultaneously.

D. Comparisons with State-of-the-art Methods

We compare our proposed TSAN with eight state-of-the-art light-weighted methods (with < 6M parameters): LapSRN [43], CARN [40], SRMDNF [74], NLRN [75], MSRN [39], FSR [3], OSIR-RK2 [4], and LattienNet [76]. We summarize the quantitative comparisons for Table V. As we can see, our TSAN achieves excellent performance on different datasets and different upsampling scales. We also visualize several examples with different upsampling scales in Figures 7, 8, and 9. Obviously, the SR

---

**Table II**

| Component | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
|-----------|-----------|-----------|-----------|-----------|
| w/o CSB   | 34.55     | 34.57     | 34.60     | 34.51     | 34.57     | 34.64     |
| w/o 1st-order triplet | 34.60 | 34.60     | 34.60     | 34.60     | 34.60     | 34.60     |
| w/o 1st-order triplet\_HW | 34.51 | 34.51     | 34.51     | 34.51     | 34.51     | 34.51     |
| w/o 2nd-order triplet | 34.57 | 34.57     | 34.57     | 34.57     | 34.57     | 34.57     |
| w/o 2nd-order triplet\_HW | 34.64 | 34.64     | 34.64     | 34.64     | 34.64     | 34.64     |
| TSAN      |           |           |           |           |           |           |

**Table III**

| MCABs | Set5 [71] | Set14 [72] | BSDS100 [73] | Urban100 [7] |
|-------|-----------|------------|--------------|--------------|
| PSNR/SSIM | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
| 1     | 38.01/0.9604 | 33.55/0.9168 | 32.13/0.8992 | 31.92/0.9261 |
| 2     | 38.12/0.9609 | 33.74/0.9188 | 32.23/0.9003 | 32.27/0.9296 |
| 3     | 38.22/0.9613 | 33.84/0.9196 | 32.32/0.9015 | 32.77/0.9345 |
| 4     | 38.23/0.9614 | 33.87/0.9198 | 32.35/0.9016 | 32.82/0.9348 |

---

Fig. 5. Visual comparisons of the effectiveness of RAB on *barbara* from Set14 [72] with scale factor ×2.
| Method | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
|--------|-----------|-----------|-----------|-----------|
| Bicubic | 30.39/0.882 | 27.55/0.774 | 27.21/0.738 | 24.46/0.734 |
| LapSRN [43] (CVPR’17) | 31.90/0.893 | 28.42/0.762 | 27.44/0.730 | 25.20/0.756 |
| MSRN [39] (ECCV’18) | 31.96/0.892 | 28.35/0.778 | 27.49/0.737 | 26.60/0.771 |
| NLRN [75] (NIPS’18) | 31.92/0.891 | 28.36/0.775 | 27.48/0.736 | 25.79/0.772 |
| FSRK [3] (CVPR’19) | 31.32/0.879 | 27.82/0.784 | 27.66/0.790 | 26.37/0.795 |
| LattNetNet [76] (ECC’20) | 32.30/0.896 | 28.68/0.780 | 27.62/0.767 | 26.25/0.783 |
| TSAN | 32.40/0.897 | 28.73/0.784 | 27.67/0.798 | 26.30/0.795 |

**TABLE V**

Performance comparison to other 8 state-of-the-art methods with the light-weighted model (< 6.0M parameters). The best and second best results are highlighted in **bold** and **underlined**.

| Scale | Method | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
|-------|--------|-----------|-----------|-----------|-----------|
| 4×2   | EDSR [1] (CVPR’17) | 34.65/0.928 | 30.52/0.846 | 29.25/0.809 | 28.80/0.865 |
| RDN [2] (CVR’18) | 34.71/0.929 | 30.57/0.846 | 29.26/0.809 | 28.80/0.865 |
| DBPN [44] (CVR’18) | 34.74/0.929 | 30.65/0.848 | 29.32/0.811 | 29.09/0.870 |
| RNAN [77] (ICLR’19) | 34.65/0.928 | 30.55/0.846 | 29.25/0.809 | 28.74/0.865 |
| NLRN [75] (NIPS’18) | 34.75/0.930 | 30.59/0.847 | 29.33/0.812 | 28.93/0.867 |
| Pan [78] (AAAI’20) | 34.75/0.929 | 30.67/0.848 | 29.32/0.810 | 29.10/0.870 |
| HAN [79] (ECC’20) | 34.64/0.928 | 30.52/0.845 | 29.20/0.808 | 28.55/0.860 |
| TSAN | 34.80/0.930 | 30.65/0.846 | 29.34/0.814 | 29.17/0.872 |

**TABLE VI**

Performance comparison to 8 state-of-the-art methods with the heavy-weighted model. The best and second best results are highlighted in **bold** and **underlined**.
images generated by other methods exhibit visible artifacts, while our proposed TSAN is able to generate a more visually pleasant image with clean details and sharp edges. This can be explained by the fact that rich attentive contextual features with long-range dependencies extracted by multiple MCABs in the LR space ensure a good initial coarse SR result, and then the SR result can be further improved by RAB.

To further prove the effectiveness of the proposed model, we increase the number of MCAB to 13 (denoted as TSAN-L) to fairly compare with some methods with large parameters or heavy computations. We compare TSAN and TSAN-L with eight current state-of-the-art heavy-weight methods in Table VI, i.e., EDSR [1], RDN [2], DBPN [44], RCAN [6], RNAN [77], SAN [28], Pan [78], and HAN [79]. We can see that our proposed TSAN still achieves comparable performance, and TSAN-L performs favorably against the state-of-the-art methods. For example, the proposed TSAN gains 0.11dB higher than EDSR [1] on Set5 [71] for ×2 scale, and the TSAN-L gains 0.13dB, 0.16dB, and 0.10dB higher than state-of-the-art methods RCAN [6], SAN [28], and Pan [78] on Urban100 [7] for ×4 scale, respectively. This observation suggests that our TSAN with cross-dimension interaction can make better use of more informative contextual features to boost reconstruction performance. We also visualize several examples with different upsampling scales in Figures 10, 11, and 12. As shown, most compared SR methods cannot recover the grids of buildings accurately and suffer from unpleasant blurring artifacts. In contrast, our TSAN-L obtains clearer details and reconstructs sharper high-frequency textures. Again, this strongly demonstrates the superiority of our method.

We also compare the tradeoff between the performance and the number of network parameters from our TSAN network and existing methods. Figure 6 shows the PSNR performances of 12 models versus the number of parameters, where the results are evaluated with Set5 [71] and Urban100 [7] datasets for ×2 and ×4 upscaling factors, respectively. We can find that our TSAN and TSAN-L network significantly outperforms the relatively small models across all datasets and scales. Moreover, our TSAN-L network performs better than EDSR [1] and RDN [2] across two scales but with about 65% and 34% fewer parameters on average, respectively. Furthermore, compared with RCAN [6] and SAN [28] on two upscaling factors, our TSAN-L has fewer parameters and achieves higher PSNR. We further compute the FLOPs and provide the speed by assuming that the size of LR image is 48 × 48 and the scale factor is 2. For a fair comparison, all methods are tested on the same CPU. From Table VII, we can see that our network has fewer FLOPs and faster inference speed than compared approaches. These comparisons indicate that our proposed network has a better tradeoff between performance and model size.

V. CONCLUSION

In this paper, we propose a novel and light-weighted TSAN for SISR in a coarse-to-fine fashion to utilize the attentive contextual information with cross-dimension interaction and emphasize the reconstruction process on both LR and SR space. The DRB with the well designed compact structure can increase the receptive field and get more contextual features. The MCAB can effectively extract attentive contextual features by exploiting inter-dependencies between different dimensions to obtain the coarse result. Also, an RAB is proposed to focus on extracting essential HR space features after upsampling to refine the coarse result. Extensive evaluations on the benchmark datasets have demonstrated the efficacy of our proposed TSAN in terms of metric accuracy and visual effects.
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Fig. 7. Visual comparison between our TSAN and other light-weighted methods on img062 from Urban100 [7] and ppt from Set14 [72] with scale × 2.

Fig. 8. Visual comparison between our TSAN and other light-weighted methods on img004 from Urban100 [7] and zebra from Set14 [72] with scale × 3.
Fig. 9. Visual comparison between our TSAN and other light-weighted methods on \textit{monarch} from Set14 [72] and \textit{img081} from Urban100 [7] with scale $\times$4.

| Method       | PSNR/SSIM       |
|--------------|-----------------|
| BIC          | (27.46/0.8814)  |
| LapSRN [43]  | (31.63/0.9357)  |
| CARN [40]    | (33.03/0.9447)  |
| SRMDNF [74]  | (32.36/0.9405)  |
| NLRN [75]    | (32.46/0.9405)  |

Ground Truth: (33.15/0.9459)

Fig. 10. Visual comparison between our TSAN-L and several heavy-weighted methods on \textit{img046} from Urban100 [7] and 24077 from BSDS100 [73] with scale $\times$2.

| Method       | PSNR/SSIM       |
|--------------|-----------------|
| BIC          | (28.57/0.8930)  |
| LapSRN [43]  | (36.37/0.9685)  |
| CARN [40]    | (38.12/0.9752)  |
| SRMDNF [74]  | (36.38/0.9681)  |
| NLRN [75]    | (37.46/0.9719)  |

Ground Truth: (38.17/0.9750)

| Method       | PSNR/SSIM       |
|--------------|-----------------|
| BIC          | (28.86/0.9267)  |
| RDN [2]      | (34.62/0.9733)  |
| RCAN [6]     | (34.77/0.9741)  |
| RNAN [5]     | (34.54/0.9731)  |

Ground Truth: (34.93/0.9744)
Fig. 11. Visual comparison between our TSAN-L and several heavy-weighted methods on img012 from Urban100 [7] and img044 from Urban100 [7] with scale ×3.

Fig. 12. Visual comparison between our TSAN-L and several heavy-weighted methods on img009 from Urban100 [7] and img021 from Urban100 [7] with scale ×4.
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