Ballistic and hydrodynamic magnetotransport in narrow channels
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An increasing number of low carrier density materials exhibit a surprisingly large transport mean free path due to inefficient momentum relaxation. Consequently, charge transport in these systems is marked by non-ohmic but rather ballistic or hydrodynamic features which can be explored by driving current through narrow channels. Using a kinetic equation approach we theoretically investigate how a non-quantizing magnetic field discerns ballistic and hydrodynamic transport, in particular in the spatial dependence of the transverse electric field, $E_y$: We find that at weak magnetic fields, the curvature of $E_y$ at the middle of the channel has an opposite sign in the ballistic and hydrodynamic regimes; Moreover, at a magnetic field corresponding to a cyclotron radius near one quarter of the channel width, the spatial profile of $E_y$ not only reflects the transport regime but it can also be used to diagnose the specularity of the boundary. Our results demonstrate that a purely hydrodynamic approach is insufficient in the Gurzhi regime once a magnetic field is introduced.

Introduction — From high-mobility heterostructures based on GaAs [1] to the advent of materials with low carrier density like Graphene [1–10] and later Weyl- and Dirac semimetals [11], formerly elusive regimes of hydrodynamic and ballistic flow are now at the reach of present day experiments [12–17]. The activity surrounding transport in clean systems has also reinvigorated the study of viscous, i.e. non-local properties of collective electronic motion [18–20], but until a few years ago, the real-space properties of hydrodynamically flowing electrons was all but conjectured. This is due to the difficulties associated with a local measurement of electronic flow, which is sensitive to the placement of contacts and gates in traditional experimental approaches.

To observe viscous effects in transport, the most often considered geometry is a narrow channel with width $w$, in which the electrons flow in a fashion comparable to classical fluids in a pipe. Until very recently, such a Poiseuille-like current profile has been unequivocably associated with the presence of hydrodynamic flow [13,15]. However, it has now become possible to precisely determine the spatial profile of the electrostatic environment of flowing electrons thanks to new experimental techniques [21]. These results suggest that a spatial modulation of the electron drift velocity can be explained by several non-local effects other than hydrodynamic viscous forces. In particular, a clean material with ballistic flow — nearly non-interacting with a long electron mean free path — also exhibits highly non-local features resembling those of viscous flow. It is thus necessary to not only understand the role of viscous effects in clean electron fluids but also to resolve the ballistic regime and the crossover between the two.

In this work, we solve the kinetic equation in the presence of a confining channel, impurity scattering, electron-electron scattering and a non-quantizing, out-of-plane, magnetic field. Additionally, we construct generalized analytical solutions in two limits at weak magnetic fields: the hydrodynamic limit where a solution can be found by an angular moment expansion [22–24]; and the ballistic limit at infinite disorder ($\ell_0$) and electron-electron interaction ($\epsilon_{ee}$) mean free paths. In the latter, the results can be connected to classical electron trajectories in cyclotron motion, as schematized in Fig. 1. Remarkably, we find in this limit a divergent contribution to the transverse electric field around the edges of the channel, which induces an overall positive curvature in its profile. This upturn of the electric field is present down to $\ell_0 \sim w$. As the reason we identify a drastically enhanced Hall response in the ballistic case due to the large stress, i.e. the large velocity anisotropy that accompanies cyclotron orbits which tangentially touch a diffusive boundary. These orbits spend a disproportionately long time in this region, in comparison to other trajectories. Viscous flow, on the other hand, shows the expected parabolic profile with decreasing transverse electric field near the boundary.

Tuning the applied magnetic field to the special value of $w = 4R_c$, where $R_c$ is the radius of the cyclotron orbit, skipping orbits occupy exactly one half of the channel, with the largest orbits reaching up to the center of the channel. In this case, the electron flow at the middle of the channel is influenced particularly strongly by boundary effects and can serve as a sensitive indicator for the type of non-locality (hydrodynamic vs. ballistic) present in the sample. We find that at $w = 4R_c$, it suffices to measure the transverse electric field close to the channel center in order to identify not only the transport regime but also the diffusive properties of the boundary. The expected profiles along the channel width are schematically depicted in Fig 1.

Kinetic approach with a magnetic field — We consider a homogeneous channel of width $w$ in which an electron liquid with distribution function $f(r, p, t)$ is flowing. The
The inhomogeneous term \( F(y, \theta) \) is conveniently written using even and odd angular momentum components of \( h \) denoted \( h_l^{\text{even}}(y) \) (where \( l = 0, 1, 2, \ldots \) \([25]\),

\[
F(y, \theta) = E_x \cos \theta - E_y(y) \sin \theta
+ \frac{h_0(y)}{\ell} + \frac{h_1^0(y) \cos \theta}{\ell_{ee}} + \frac{h_1^1(y) \sin \theta}{\ell_{ee}},
\]

the last two terms ensure conservation of particle density and conservation of momentum under electron-electron interactions \([1]\). Note that we use units such that \( E_x, E_y \) are wavenumbers and chose signs making \( E_x, E_y, R_c > 0 \). By multiplying Eq. (2) by \( \sin \theta \) and integrating over \( \theta \), one can immediately check that the transverse electric field is self-consistently given by

\[
E_y(y) = \frac{1}{\pi} h_1^1(y) + \frac{1}{2} \partial_y h_2^1(y) - \partial_y b_0(y). \tag{4}
\]

A solution to Eqs. (2,3) can be found by employing the method of characteristics by rewriting the kinetic equation as an evolution equation to the flow characteristics, which correspond to the classical particle trajectories when the effective mean free path \( \ell = \ell_0/\ell_{ee} \) is infinite. In the kinetic approach, the boundary scattering is implemented by rescaling the value of the non-equilibrium distribution function by a factor \( 0 \leq r_h \leq 1 \) upon hitting the boundary. Here, \( r_h = 0 \) corresponds to diffusive scattering which completely randomizes momenta, while \( r_h = 1 \) is perfectly specular. This is elaborated on in the supplementary material \([26]\).

Hydrodynamic regime — The distribution function obtained from solving the kinetic equation is generally not a smooth function, showing discontinuities at the boundary as well as between regions dominated by bulk or boundary trajectories. It is a smooth function in the hydrodynamic regime, where \( \ell_{ee} \ll w \), and in this case the distribution function is well approximated by a truncation in angular momentum components \( h_l^{\text{even}}(y) \). An approximation up to second order in angular moments (\( l = 2 \)) is identical to the previously used hydrodynamic treatment, while a truncation at \( l = 3 \) allows to impose boundary conditions both on the first and second angular modes of the distribution function, related to current and stress \([27]\). In the supplementary material \([26]\) we show the difference between both truncations and derive the generalized boundary conditions on the stress components in terms of the longitudinal and transverse resistances. Here we simply state the solution of the second order equations for the transverse electric field, valid deep in the hydrodynamic regime:

\[
E_y = \frac{E_x}{R_c} \left( \ell_0 + (2\ell + \ell_0) \frac{\cosh(2y/\ell_{ee})}{\cosh(w/\ell_{ee})} \right), \tag{5}
\]

where \( R_c \) is the cyclotron radius and \( \ell_{ee} \) is the effective mean free path in the presence of a magnetic field with \( \ell_{ee}^2 = \ell_0 R_c^2/(4\ell^2 + R_c^2) \) \([28]\). The ratio \( r_j = h_1^0(\ell_0/2)/h_1^{\text{bulk}} \) of current density at the boundary divided by the bulk current density (namely, the current density in the limit of an infinitely wide channel) is assumed in this approach to be a constant. It can take values \( 0 \leq r_j \leq 1 \), with \( r_j = 1 \) corresponding to a specular reflection while \( r_j = 0 \) refers to a no-slip boundary condition \([29]\). In the literature, \( r_j \) is usually assumed freely adjustable. This is questionable in the presence of weak magnetic fields. By comparison with the numerical solution of the kinetic equation, we find that the moment

\[
\frac{w}{R_c} < 2 \quad 2 \quad 4 \quad > 4
\]

| Transverse electric field | Hard | Hydro Smooth | Hydro Smooth |
|---------------------------|------|--------------|--------------|
| Classical trajectories    |      |              |              |

Figure 1. Top: Schematic illustrations of the spatial profiles of the transverse electric field \( E_y \) at different ratios \( w/R_c \). In the ballistic regime \((\ell_{ee} > \ell_0 > w)\) we compare a narrow absorptive boundary (smooth) to an isotropic diffusive boundary (hard). The third row (hydro) shows the case \( \ell_0 > w > \ell_{ee} \). The divergences found in the middle region of the channel are suppressed for a smooth boundary, leaving behind cusps in the profile, while the divergence at the edge is only weakly affected. The boundary divergence leads to a positive curvature for weak magnetic fields; In the hydrodynamic regime the flow is expected to be parabolic independently of magnetic field. Bottom: Classical trajectories relevant for the ballistic regime: Bulk trajectories (blue) determine the flow in the middle of the channel for \( w/R_c > 4 \), while edge trajectories (red) dominate the flow for weaker fields. In the ballistic regime the divergent contribution to \( E_y \) is a result of boundary tangent trajectories which spend a disproportionately long time at the boundary and at \( 2R_c \).
expansion can successfully describe hydrodynamic flow as long as \( \ell_0 < w \), but using no-slip boundary conditions has several unexpected consequences once \( \ell_0 > w \). For example, we observe in Eq. (5) that the transverse electric field changes its sign in a small layer close to the wall if \( r_j < 2\ell_{ee}/(\ell_0 + 3\ell_{ee}) \). Thus even deep in the hydrodynamic regime (\( \ell_{ee} \rightarrow 0 \)), using a no-slip boundary conditions will produce such a sign reversal. Furthermore, when \( \sqrt{\ell_0} \gg w \) and also \( \ell > w/\sqrt{\ell} \), in a weak magnetic field this sign change carries over to the Hall voltage. We reiterate that the sign reversal is not reproduced in the kinetic approach for any choice of \( r_h \). The issue can be understood by looking at the extreme case \( \ell_{ee}, R_c \rightarrow \infty \) where the kinetic equation has an exact solution [26]. Taking fully diffusive walls (\( r_h = 0 \)), we find that for values of \( \ell_0 \lesssim w \), the current density at the boundary is approximately half of the bulk current density, so a no slip boundary condition is far too restrictive. For larger \( \ell_0 \) or at finite \( \ell_{ee} \), this ratio, while smaller, remains nonzero and the associated lower bound on \( r_j > 0 \) needs to be inferred from the more complete kinetic approach.

**Ballistic regime in weak magnetic field** — The viscous and ballistic resistances differ fundamentally when subjected to an out-of-plane magnetic field [30]. However, it remains challenging to extract unique signatures of hydrodynamic transport from such data. We find that particularly telling in this respect is the spatial profile of the transverse electric field \( E_y \). At weak fields (\( R_c > w \)), for ballistic transport the profile is nearly parabolic with positive curvature, while it retains a negative curvature for hydrodynamic flow (cf. Fig. 2).

This is related to the different sources of stress, i.e. differences in the origin of the angular components with \( l = 2 \). In viscous flow, the derivative \( \partial_y b_2 \) which enters \( E_y \) in Eq. (4) represents a small correction which is proportional to the curvature of the velocity profile. In contrast, in ballistic transport \( E_y \) receives a large contribution from \( \partial_y b_2 \) which is now more appropriately interpreted as an imbalance between the density of orbits which just about touch the boundary compared to skipping orbits which are suppressed by the diffusive boundary scattering (cf. Fig. 1). As long as \( 2R_c > w \) the high stress only applies near the boundary, where orbits which graze the boundary retain a sizable number density while perpendicularly hitting trajectories lose momentum. This effect completely overpowers the normal Drude term in \( E_y \) and leads to the inverted curvature in the transverse electric field. Note that this mechanism is neither possible in the absence of a magnetic field, as proximate parallel trajectories also hit the boundary in close proximity, nor can it happen in hydrodynamic flow, where e-e interactions constantly equilibrate neighbouring orbits.

These observations can be made precise by directly investigating the case \( w < R_c < \ell_0 < \ell_{ee} \). Using \( r_h = 0 \), the distribution function can be divided into two symmetric smooth parts. The building block is \( \tilde{h}(y, \theta) \) defined for angles between \( \theta_i(y) = \arccos(1 - (w/2 + y)/R_c) \) and \( \theta_f(y) = 2\pi - \arccos((w/2 - y)/R_c - 1) \), which indicate the trajectories that originate in the lower boundary. Adding also the trajectories that originate from the upper boundary yields \( h(y, \theta) = \tilde{h}(+y, \theta) + \tilde{h}(-y, \pi - \theta) \). Expanding this expression for \( \ell_0 \rightarrow \infty \) (Eq. (A.71) in [25]), the result is

\[
\tilde{h}(y, \theta) = E_x R_c \left( \sin \theta - \sqrt{1 - \left( \frac{w}{2} + \frac{y}{R_c} + \cos \theta \right)^2} \right).
\]

(6)

Here, we already disregarded the feedback of the transverse electric field in the kinetic equation, which is non-singular. The large contribution to stress at the boundary is completely sourced from the square root in Eq. (6), which leads to a logarithmic divergence at the boundaries upon angular integration. Integrating the distribution function to obtain the angular moments [26], it turns out that additionally the Hall voltage retains a non-zero value for vanishing magnetic field (Fig. 2). The enhanced Hall response is due to trajectories which travel large distances on a slightly bent path along the channel and thus it emerges for \( w < R_c < \ell_0 \). This behavior in the extreme ballistic limit is known under the name “last plateau” [31]. For the normalized curvature in this regime we find \( E_x^2(0)/2E_y(0) \approx 2.65/w^2 > 0 \). However, the last plateau breaks down once \( R_c > \ell_0 \), and the usual zero magnetic field limit is recovered beyond this point (Fig. 2).

**Critical field** \( w/R_c = 4 \). — We now turn to the critical value of magnetic field \( w/R_c = 4 \). We find this value to offer the clearest insight into magnetotransport and the
properties of the boundary: it corresponds to cyclotron orbits which completely decouple the influence of the two channel walls. In this case, the middle of the channel shows a remarkable sensitivity to nonlocal transport signatures, which vanish in the hydrodynamic limit.

We calculated the current profile using a boundary model with fully diffusive walls and found a distinctive dip of the current density at the center of the channel. The profile of $E_y$ is even more sensitive as it contains the term $\partial_y h_0^2$ related to stress. As explained before, the termination points of orbits which merely touch the boundary show peaks in $E_y$. At $w/R_c = 4$ these extremal cyclotron orbits from both boundaries reach precisely up to the middle of the channel, producing a very prominent peak there (Fig. 3). This effect is present as long as the orbits remain relatively unperturbed, that is as long as the Gurzhi length is $\sqrt{\ell_0} > w$, therefore the disappearance of the peaks in $E_y$ mark the transition point to proper hydrodynamic transport.

In a real electron fluid, additional factors need to be considered. Since the most prominent feature of the ballistic-hydrodynamic crossover is the divergent contribution of stress from orbits who just touch the boundary, one has to be careful about the robustness of such features. Thus, we explicitly tested how the results change when using a very narrow disordered boundary which symmetrically affects trajectories both when approaching and exiting the boundary region instead of using a classical bounce condition, which asymmetrically penalizes the scattered part of the trajectory. This improved boundary condition accounts for the fact that grazing orbits spent a disproportionally long time at the boundary, and are therefore more effectively suppressed. It can also be viewed as a semiclassical approximation for the confining potential of the channel as opposed to a classical bounding box.

Under these new assumptions, the current profile changes noticeably, acquiring a parabolic profile. Likewise, in the transverse electric field the divergence at the channel center is suppressed. However, the peaks close to the boundary and more importantly a distinct kink in the center of the channel remain (Fig. 3, inset).

A similar trend can be observed upon inclusion of a finite screening length, which is however only relevant at very low carrier densities. We conclude that at the critical value $w/R_c = 4$, the profile of $E_y$ exhibits a robust signal of ballistic transport at the center of the channel, which either assumes the form of a cusp or even a narrow peak. This form is retained in the entire Gurzhi regime.

Conclusions — We mapped out the properties of the transverse electric field for a Hall geometry with large disorder mean free path. Concerning the interaction dominated regime, we identified some important limitations of the standard hydrodynamic approach when combined with the ubiquitous no-slip boundary condition.

To distinguish the different types of non-ohmic transport, one can use the curvature of the transverse electric field in weak magnetic fields ($w/R_c < 2$), which is positive for ballistic flow and negative for hydrodynamic flow. However, it turned out to be particularly convenient to use a magnetic field strength with $w/R_c = 4$, corresponding to cyclotron orbits which completely decouple the skipping orbits of the two channel walls. In this case, the profile of the transverse electric field has a mostly triangular shape and depending on the boundary exhibits a pronounced peak or cusp in the center of the channel. This peak becomes smaller with decreasing interaction mean free path while the whole profile changes from triangular to parabolic. The crossover happens when the Gurzhi length $\sqrt{\ell_0}$ becomes smaller than the channel width, below which the established hydrodynamic equations are valid again. We emphasize that the Gurzhi regime itself is closer to ballistic than to hydrodynamic transport.

The prescribed phenomenology is useful in the experimen-tal study of unconventional transport, while with the current profile alone it is more difficult to differentiate between ballistic and hydrodynamic flow. We also highlighted the sensitivity of the central peak in $E_y$ when exchanging classical vs. semiclassical boundary conditions. This offers a novel probe to characterize boundary processes via a measurement in the center of the channel.
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SUPPLEMENTARY MATERIAL

In this supplementary material we explain the various steps used to solve the kinetic equation in the main text. The first section recapitulates the expansion in angular moments of the distribution function and extends this scheme to include terms of third order. Unlike in the usual hydrodynamic approach which is truncated at second order [22], with this expansion we derive a scheme which accounts for stress contributions in an unbiased way. We then detail the general solution of the kinetic equation using the method of characteristics. These calculations have two focal points: Firstly, a discussion of no-slip boundary conditions both in the absence and presence of electron-electron interactions; and secondly a comparison between a diffusive hard wall and a narrow boundary region which relaxes momentum faster than the bulk does, which we denote “smooth” boundary. On the technical side, we document how the kinetic equation can be efficiently solved in a self-consistent fashion. This is followed by a discussion of charging effects and how they can affect the transverse electric field. Finally, we present an analytical solution of the kinetic equation for the non-interacting case in weak magnetic fields, including an estimate for the positive curvature of the Hall electric field in a ballistic channel.

Kinetic equation: Mode expansion

In the main text, we presented the profile of the transverse electric field, Eq. (5) for hydrodynamic transport from the kinetic equation. In the following we derive this result with regards to microscopic length scales, commenting both on known results from literature, and also generalizing the formalism to next-to-leading order in the derivative expansion.

From the theoretical side, the current density profile in the interaction dominated regime was worked out in [22–24]. In essence, the isochoric (i.e. divergence-free) flow is given by the solution to a Poisson-like equation

\[
\Delta \left( \Delta - \frac{1}{\gamma^2} \right) \psi = 0 \tag{A.1}
\]

for the scalar stream function \( \psi \), which in turns defines the flow field \( \mathbf{v} \) by the relation \( v_i = \epsilon_{ij} \partial_j \psi \). The length \( \gamma \) indicates the distance over which perturbations of the flow are alleviated. Applied to a channel geometry, the solution of this equation is straightforward, yielding a hyperbolic flow profile in terms of hydrodynamic properties. The same solution can be constructed based on a kinetic equation approach, where the system’s properties are now encapsulated by various mean free paths. For later convenience, here we retrace this latter approach.

Unless otherwise noted, the units are chosen such that \( k_B = \hbar = 1 \). Starting from the general form of the kinetic equation as stated in Eq (1) in the main text, we assume in the following a free fermion dispersion \( \epsilon(k) = k^2/2m \), the number density is \( n \). At low temperatures, only processes close to the Fermi surface are important and it is useful to parametrize the nonequilibrium part with a smooth dimensionless function

\[
f(\mathbf{r}, \mathbf{p}, t) = f_0 - E_F (\partial_r f_0) h(\mathbf{r}, \theta, t), \tag{A.2}
\]

with \( \theta \) being the angle along the Fermi surface. Due to the channel geometry, derivatives with respect to \( x \) in the channel direction vanish. Thus in the steady state only a dependence on the perpendicular coordinate \( y \) and the angle \( \theta \) remains. The force term becomes in cylindrical coordinates

\[
\mathbf{F} \cdot \nabla_p f = e(\mathbf{E} + \mathbf{v} \times \mathbf{B}) \cdot (\hat{p} \partial_p + p^{-1} \hat{\theta} \partial_\theta) f
\]

\[
= E_F \nu (v \tilde{E}_x \cos \theta + v \tilde{E}_y \sin \theta + \omega_c \partial_\theta h), \tag{A.3}
\]

where we introduced the wavenumbers \( \tilde{E}_i = e E_i / E_F \) and the cyclotron frequency \( \omega_c = e B / E_F \), \( \nu \) is the density of states. From now on we drop the tildes and substitute \( E_x \rightarrow -E_x \). Then, the kinetic equation assumes the simplified form

\[
v \sin \theta \partial_\theta h(y, \theta) - v E_x \cos \theta + v E_y \sin \theta + \omega_c \partial_\theta h(y, \theta) = \mathcal{I}(h). \tag{A.4}
\]

The hydrodynamic solution is reproduced by expanding the nonequilibrium distribution function \( h(y, \theta) \) in its angular momentum components \( h_i(y) \). Such an approximation is valid as long as the distribution function remains smooth. Up to second order the even (e) and odd (o) moments are

\[
h(y, \theta) = h_0(y) + h_1^e(y) \cos \theta + h_1^o(y) \sin \theta + h_2^e(y) \cos 2\theta + h_2^o(y) \sin 2\theta, \tag{A.5}
\]
where \( h_1^c \) and \( h_2^o \) are proportional to the longitudinal and transverse currents, and \( h_1^c \) and \( h_2^o \) correspond to nematic deformations of the Fermi surface due to stress in the liquid. If the density of the electron liquid is not too small, it is enough to treat the electron-electron interaction in a relaxation time approximation. In terms of the angular momentum components \( h_l(y) \), the collision integral becomes,

\[
\mathcal{I}(h) = -\frac{v}{\ell_0} [h_1^c(y) \cos \theta + h_2^o(y) \sin \theta + h_2^o(y) \cos 2\theta + h_2^o(y) \sin 2\theta] - \frac{v}{\ell_{ee}} [h_2^c(y) \cos 2\theta + h_2^o(y) \sin 2\theta]. \tag{A.6}
\]

This encodes that only impurity collisions (and not electron-electron interactions) relax momentum. Given the translation invariance along \( x \), charge conservation \( \partial_y J_y = 0 \) enforces for the current in \( y \)-direction \( h_1^c(y) = 0 \) for all \( y \). Using length scales as coefficients, we can evaluate the kinetic equation for each moment separately,

\[
\frac{1}{2} \partial_y h_2^c(y) - E_x = -\ell_0^{-1} h_1^c(y) \tag{A.7}
\]

\[
\frac{1}{2} \partial_y h_2^o(y) + \partial_y h_0 - R_c^{-1} h_1^c + E_y = 0 \tag{A.8}
\]

\[
2R_c^{-1} h_2^o = -\ell_0^{-1} h_2^c(y) \tag{A.9}
\]

\[
\frac{1}{2} \partial_y h_2^o(y) - 2R_c^{-1} h_2^o = -\ell_0^{-1} h_2^c(y). \tag{A.10}
\]

Where the zero-field mean free path is \( \ell = \ell_0 \ell_{ee} / (\ell_0 + \ell_{ee}) \) and the cyclotron radius \( R_c = v / \omega_c \). These four coupled equations need to be solved for \( h_1^c, h_2^c, h_2^o \) and \( E_y \). Note that they can be reformulated as the single Eq. A.1 where the microscopic length scale is \( \gamma = \sqrt{\ell_0} \).

Under the simplifying assumption that the boundary scattering happens at a sharply defined hard wall, like a bounce, one can define a reflectivity \( 0 < r_j < 1 \). The boundary conditions are then

\[
h_1^c(\pm w / 2) = r_j h_{1,\text{bulk}}, \tag{A.11}
\]

which enforces the current density at the boundary to be at most as large as in the bulk without any boundaries. The bulk current density assumes the Drude value \( h_{1,\text{bulk}} = \ell_0 E_x \). Neglecting the non-equilibrium density \( h_0 \), the solution for the longitudinal current profile is then

\[
h_1^c(y) = \ell_0 E_x \left( 1 - (1 - r_j) \frac{\cosh(2y/\ell_c)}{\cosh(w/\ell_c)} \right), \tag{A.12}
\]

with

\[
\ell_c = \sqrt{\frac{\ell_0 R_c^2}{4\ell^2 + R_c^2}}. \tag{A.13}
\]

The transverse electric field takes the form stated in Eq. (5) of the main text,

\[
E_y = R_c^{-1} h_1^c + \frac{1}{2} \partial_y h_2^c(y) = \frac{E_x}{R_c} \left( \ell_0 - (2\ell + \ell_0)(1 - r_j) \frac{\cosh(2y/\ell_c)}{\cosh(w/\ell_c)} \right), \tag{A.14}
\]

while the total longitudinal current and Hall resistance are given by

\[
J_x = \ell_0 E_x (w - (1 - r_j) \ell_c \tanh(w/\ell_c))
\]

\[
\rho_{xy} = \frac{1}{R_c} \left( 1 - \frac{2(1 - r_j) \ell_c \tanh(w/\ell_c)}{\ell_0 (w - (1 - r_j) \ell_c \tanh(w/\ell_c))} \right). \tag{A.15}
\]

As mentioned in the main text, in the Gurzhi-regime with \( \ell_0 \gg w \) and \( \sqrt{\ell_0 \ell_c} \gg w \), \( E_y \) and \( \rho_{xy} \) as given by Eqs. (A.14, A.15) can change sign. To see this for the Hall resistivity, one can approximate at weak magnetic fields \( (R_c \to \infty) \ell_c^2 \approx \ell_0 \ell \gg \ell^2 \), yielding for an expansion in \( \ell_c \to \infty \)

\[
\rho_{xy} = \frac{1}{R_c} \left( 1 - \frac{6\ell^2}{w^2} \right). \tag{A.16}
\]

A very similar result was obtained in \[30\].
In the next step we prove the statement of the main text that current density and stress at the boundary are generically determined by independent boundary conditions. Most notably, in ballistic transport and also the intermediate Gurzhi regime slip and stress are expected to be independent. To this end, we continue the mode expansion to third order, which only adds a small correction to the current profile and the transverse electric field in Eq. (5). Obviously, considering an additional angular moment allows to fix not only the boundary condition for the current but also for the stress. But as it turns out, the resulting boundary conditions can be formulated in terms of observable quantities.

The coupled set of differential equations up to third order is given by

\[
\begin{align*}
\frac{1}{2} \partial_y h_2^y + E_x &= -\ell_0^{-1} h_1^c \\
\frac{1}{2} \partial_y h_2^x - \omega_c h_1^c + \partial_y h_0 + E_y &= 0 \\
+\frac{1}{2} \partial_y h_3^y &= -\ell_0^{-1} h_2^c \\
\frac{1}{2} \partial_y h_2^y - \frac{1}{2} \partial_y h_3^x - 2\omega_c h_2^c &= -\ell_0^{-1} h_1^c \\
-\frac{1}{2} \partial_y h_2^y + 3\omega_c h_3^c &= -\ell_0^{-1} h_3^c \\
\frac{1}{2} \partial_y h_2^x - 3\omega_c h_3^c &= -\ell_0^{-1} h_3^c.
\end{align*}
\]

This can be solved explicitly, but results in fairly long expressions. Given symmetric boundaries, it follows that even harmonics are odd functions of \( y \) and odd harmonics are even in \( y \). Evaluating Eqs. (A.17) and (A.18), it is

\[
\begin{align*}
\frac{1}{2} \partial_y h_2^y(\pm w/2) &= -\ell_0^{-1} h_1^c(\pm w/2) + E_x \\
\frac{1}{2} \partial_y h_2^x(\pm w/2) &= R_c^{-1} h_1^c(\pm w/2) - E_y(\pm w/2).
\end{align*}
\]

It is more convenient integrate the \( y \) dependence and express the stress at the boundary in terms of the total current \( J_x \) and the Hall voltage \( U_H \),

\[
\frac{h_2^x(\pm w/2) - h_2^x(-w/2)}{2} - wE_x = -\ell_0^{-1} J_x
\]

\[
\frac{h_2^x(\pm w/2) - h_2^x(-w/2)}{2} - U_H = R_c^{-1} J_x.
\]

This clarifies the dependence of the stresses at the boundary on the transverse electric field. After dividing by \( J_x \), one can write them in terms of longitudinal \( \rho_{xx} \) and Hall \( \rho_{xy} \) resistance, \( L \) is the length of the channel

\[
\begin{align*}
\frac{h_2^x(w/2)}{J_x} - \rho_{xx} w/L &= -\ell_0^{-1} \\
\frac{h_2^x(w/2)}{J_x} + \rho_{xy} &= R_c^{-1}.
\end{align*}
\]

Here, \( L \) is the length of the channel, and we used \( h_2^x(\pm w/2) = -h_2^x(-w/2) \) and the same for \( h_2^y \). To determine the stress parameters at the boundary, it is therefore enough to measure the cyclotron radius \( R_c \), the disorder mean free path \( \ell_0 \) and the resistivity matrix. As mentioned, the expansion to third order is analogous to an extended hydrodynamic approach where the stress at the boundary is fixed independently from current density. In the usual approach, corresponding to a second order expansion, both quantities are interdependent by means of the phenomenological slip length \( \ell_s \) (cf. [20]),

\[
\ell_s = -\frac{h_1^c(w/2)}{\partial_y h_1^c(y)|_{y/2}} = \frac{\ell_{xy}}{2(1 - r_j) \tanh(w/\ell_c)}.
\]

This represents a single boundary condition which encapsulates non-local correlations with the common length scale \( \ell_s \).

In contrast, in Eqs.(A.26,A.27) both Fermi surface deformations \( h_2^c \) and \( h_2^c \) are fixed independently.

Kinetic equation: General formalism

In the following we give a detailed account of our solution of the kinetic equation which is the basis of our discussion in the main text. An analytical solution was obtained for the limiting cases with \( \ell_{xx} \to \infty \) and either \( R_c \to \infty \) or \( \ell_0 \to \infty \). The general case was solved numerically. Starting from the kinetic equation, Eq. (A.4) it is first necessary to
approximate the collision integral. The moment expansion (Eq. (A.6)) provides an intuitive picture how to do this in the relaxation time approximation. Using the angular momentum projections, the kinetic equation can be re-expressed identically as (cf. Eqs. (2,3) in the main text)

\[ R_c^{-1} \partial_y h(y, \theta) + \sin \theta \partial_y h(y, \theta) = -\frac{h(y, \theta)}{\ell} + F(y, \theta) \]  
(A.29)

with the inhomogeneous term

\[ F(y, \theta) = E_x \cos \theta - E_y \sin \theta + \frac{h_0(y)}{\ell} + \frac{h_{1z}(y) \cos \theta + h_{1y}(y) \sin \theta}{\ell_{ee}} \]  
(A.30)

Here, the collision integral \( h_0(y)/\ell \) contains all angular modes in the relaxation time approximation. To ensure charge conservation and conversation of momentum for e-e collisions, \( h_0 \) and \( h_1 \) are then subtracted again, creating the additional inhomogeneities in Eq. (A.30).

Following Ref [1], we first consider a classical bounce trajectory. Then the following relations hold at the boundary,

\[ h(-w/2, -|\theta|) = r_h(\theta) h(-w/2, |\theta|) \]
\[ + \int_0^\pi \frac{d\theta'}{\pi} (1 - r_h(\theta')) h(-w/2, \theta') \]
\[ h(w/2, |\theta|) = r_h(\theta) h(w/2, -|\theta|) \]
\[ + \int_{-\pi}^0 \frac{d\theta'}{\pi} (1 - r_h(\theta')) h(w/2, \theta') \]  
(A.31)

Compared to the mode expansion, this boundary condition does not fix current or stress, but stipulates that a bounce will either be specular with probability \( r_h \) or fully diffusive with probability \( 1 - r_h \), where the specularity parameter \( r_h \) and the no-slip parameter \( r_s \) from the moment expansion are not simply related.

Importantly, the identification of positive and negative angles in these boundary conditions means that a solution should connect periodically only after two times the channel width. Equations (A.29,A.30,A.31) determine the flow of the solution can also be reconstructed from the ansatz by de Jong and Molenkamp [1] for an interacting system, but this was not done at the time. Also, their ansatz does not generalize to include magnetic fields. To find the solution, we recur to the method of characteristics. This method allows us to calculate the distribution function by tracing a flow characteristic curve that is defined at the boundary. Introducing \( \xi \) to parametrize the boundary and \( t \) to trace the characteristics, the boundary is defined as \( y(0, \xi) = -w/2 \) and \( \theta(0, \xi) = \xi \). Then the characteristics are determined by the relations

\[ \frac{\partial y}{\partial t} = \sin \theta \quad y(t, \xi) = \sin \xi t - w/2 \]
\[ \frac{\partial \theta}{\partial t} = 0 \quad \theta(t, \xi) = \xi. \]  
(A.33)

These characteristics correspond to the classical trajectories of the electrons in the absence of scattering, either due to interactions or impurities.

Without a magnetic field, \( h_0(y) = 0 \), and the boundary conditions for the distribution function \( h(t, \xi) \) written in terms of \( t \) and \( \xi \) become

\[ h(0, |\xi|) = r_h h(0, -|\xi|) \]
\[ h(-t_1, -|\xi|) = r_h h(t_1, |\xi|) \]
\[ t_1 = w/ \sin |\xi| \]  
(A.34)
It is now possible to find the form of the distribution function,

$$\tilde{h}(t, \xi) = e^{-\frac{t}{\tau_h}} c(\xi) + \tilde{h}_{in}(t, \xi) \quad \text{with} \quad \tilde{h}_{in}(t, \xi) = \int_0^t e^{-\frac{\tau}{\tau_0} t'} F(t', \xi) dt' \quad \text{(A.35)}$$

yielding for the boundary conditions

$$c(|\xi|) = r_h c(-|\xi|) \quad \text{(A.36)}$$

$$e^{\frac{\xi}{\tau_0}} c(-|\xi|) + \tilde{h}_{in}(-t_1, -|\xi|) = r_h (e^{-\frac{\xi}{\tau_0}} c(|\xi|) + \tilde{h}_{in}(t_1, |\xi|)). \quad \text{(A.37)}$$

The solution is

$$c(|\xi|) = \frac{r_h e^{\frac{\xi}{\tau_0}}}{e^{\frac{\xi}{\tau_0}} - r_h^2} (r_h \tilde{h}_{in}(t_1, |\xi|) - \tilde{h}_{in}(-t_1, -|\xi|)), \quad \text{(A.38)}$$

which vanishes in the case of fully diffusive boundaries, \(r_h = 0\). With \(F(t, \xi) = eE_x \cos \xi\) one obtains

$$\tilde{h}_{in}(t, |\xi|) = eE_x \cos(\xi) \left( e^{\frac{\xi}{\tau_0}} - 1 \right). \quad \text{(A.39)}$$

Putting everything together, the result reads for \(\theta > 0\)

$$\tilde{h}(t, |\xi|) = eE_x \ell_0 \cos(\xi) \left( 1 - \frac{(1 - r_h) e^{-\frac{\xi}{\tau_0}}}{1 - r_h e^{-\frac{\xi}{\tau_0}}} \right) \quad \text{(A.40)}$$

and analogously for \(\theta < 0\):

$$\tilde{h}(-|t|, -|\xi|) = eE_x \ell_0 \cos(|\xi|) \left( 1 - \frac{(1 - r_h) e^{\frac{\xi}{\tau_0}}}{e^{\frac{\xi}{\tau_0}} - r_h} \right). \quad \text{(A.41)}$$

After transforming back, both solutions fall together to

$$h(y, \theta) = eE_x \ell_0 \cos(\theta) \left( 1 - (1 - r_h) \frac{e^{\frac{\theta w - \theta w_{\text{sl}}}{\ell_0}}}{e^{\frac{\theta}{\ell_0}} - r_h} \right). \quad \text{(A.42)}$$

In this expression, \(r_h\) can be taken as dependent on the angle of incidence.

Using this solution, it is easy to check how small the current at the boundaries can be. Fig. 4 shows the current density at the boundary as a function of \(\ell_0\) for \(r_h = 0\). In the ohmic limit (\(\ell_0 \to 0\)), the current in the center of the channel is equal to its bulk value. At the boundary, the value is half of that. This is due to the nature of the boundary, which for \(r_h = 0\) fully dissipates the momentum of impacting electrons, while it is inconsequential for the momentum of the incoming particle before it hits the wall. The current density is therefore half of its bulk value, with the entire current being transported by incoming particles before their bounce. In the opposite limit \(\ell_0 \to \infty\), the current at the boundary increases only logarithmically slowly, which matches the behavior of the current in the middle, resulting in an asymptotically flat profile. Obviously, hard wall bounces cannot reduce the current at the boundary to zero, which would correspond to no-slip boundary conditions. Instead we observe that \(h_r^2(w/2)/h_r^2(0) \geq 1/2\).

While the current density at the boundary will indeed asymptotically approach zero for \(\ell_0 \to 0\) once electron-electron interactions are included (Fig. 4, cf. [1]), we caution that no-slip or nearly no-slip boundary conditions still represent an extreme case which can result in issues like the one we discussed in the main text in connection with the Hall resistivity. Given the slow decrease of the residual current at the boundary, we conclude that no-slip boundary conditions only apply deep in the hydrodynamic regime. To be precise, inserting the hydrodynamic result for the current [Eq. (A.12)] into the kinetic equation for \(r_h = 0\) [Eq. (A.29)] and integrating for the longitudinal current component yields for the coefficient \(r_j\) the self-consistency condition

$$r_j \approx \frac{r_j}{2} + \frac{2}{3\pi} \sqrt{\frac{\ell_{ee}}{\ell_0}} (1 - r_j) \approx \frac{4}{3\pi} \sqrt{\frac{\ell_{ee}}{\ell_0}} + O \left( \frac{\ell_{ee}}{\ell_0} \right), \quad \text{(A.43)}$$

which is valid for \(\ell_{ee} \ll \ell_0 \ll w\).
We also allow for nonzero density on the boundary, yielding with the same boundary conditions instead (\(t_3 = -2\xi |R_c|\)). Given these

\[
\frac{\partial y}{\partial t} = \sin \theta \\
\frac{\partial \theta}{\partial t} = R_c^{-1}
\]

This leads to several regions where the solutions are independently defined. As long as \(|(y \pm w/2)R_c^{-1} + \cos \theta| < 1\), very similar boundary conditions hold as detailed in non-interacting case, with the generalized definitions

\[
t = (\theta - \text{sgn} \theta \arccos((y + w/2)R_c^{-1} + \cos \theta) R_c \\
\xi = \text{sgn} \theta \arccos((y + w/2)R_c^{-1} + \cos \theta) \\
t_1 = (\arccos(\cos \xi - wR_c^{-1}) - |\xi|) R_c
\] (A.44, A.45)

We also allow for nonzero density on the boundary, \(h_{+} \equiv h_0(w/2)\) and \(h_{-} \equiv h_0(-w/2)\). The solution is then

\[
\tilde{h}(t, |\xi|) = \frac{e^{-\frac{\xi}{R_c}}}{e^{-\frac{\xi}{R_c}} - R^2 e^{-\frac{\xi}{R_c}}} \left((1 - r_h)h_{-} e^{-\frac{\xi}{R_c}} + (1 - r_h)r_h + R^2 \tilde{h}_{in}(t_1, |\xi|) - r_h \tilde{h}_{in}(-t_1, -|\xi|)\right) + \tilde{h}_{in}(t_1, |\xi|)
\]

In case that \(|(y + w/2)R_c^{-1} + \cos \theta| < 1\) and \(|(y - w/2)R_c^{-1} + \cos \theta| > 1\), the characteristics do not reach the upper boundary, yielding with the same boundary conditions instead (\(t_2 = (2\pi - 2|\xi|) R_c\))

\[
\tilde{h}(0, |\xi|) = r_h h(t_2, -|\xi|)
\]

\[
\tilde{h}(t, |\xi|) = e^{-\frac{\xi}{R_c}} \tilde{h}_{in}(t_2, |\xi|) + h_-(1 - r_h) + \tilde{h}_{in}(t, |\xi|)
\]

\[
\tilde{h}(t, -|\xi|) = e^{-\frac{\xi}{R_c}} \tilde{h}_{in}(t_2, |\xi|) + h_-(1 - r_h) + \tilde{h}_{in}(t_2 - t, |\xi|)
\]

If \(|(y + w/2)R_c^{-1} + \cos \theta| > 1\) and \(|(y - w/2)R_c^{-1} + \cos \theta| < 1\), characteristics originating from the upper boundary will not reach the lower boundary, leading to the replacement \(w \rightarrow -w\) in Eqs. (A.46, A.47) and \(t_3 = -2|\xi| R_c\). Given these
We used these parameterizations to solve the kinetic equation self-consistently. In the following we supplement the
which quasiparticles follow in an interacting material.

The solution reads

\[ r_h \tilde{h}(0, |\xi|) = h(t_3, -|\xi|) \]
\[ \tilde{h}(t, |\xi|) = e^{-\frac{t}{r_h}} \tilde{h}_{in}(t_3, |\xi|) - h_+(1 - r_h) + \tilde{h}_{in}(t, |\xi|) \]
\[ \tilde{h}(t, -|\xi|) = e^{-\frac{t}{r_h}} \tilde{h}_{in}(t_3, |\xi|) - h_+(1 - r_h) + \tilde{h}_{in}(t_3 - t, |\xi|) \]

Finally, if there exists a region with \(|(y \pm w/2)R_c^{-1} + \cos \theta| > 1\), the boundary does not uniquely define the flow in
this region. This happens if \(w/R_c > 2\). Away from the boundaries, \(h(y, \theta)\) is assumed to be continuous in \(\theta\). Note
that directly at the boundary some discontinuities are expected due to scattering losses (1 > \(r_h = \text{const.}\)). The
parametrization in this region is given by

\[ a = y + \cos \theta R_c \]
\[ b = \theta R_c \]

The solution reads

\[ \tilde{h}(a, b) = e^{-\frac{t}{r_h}} \tilde{h}_{in}(a, \pi R_c) - \tilde{h}_{in}(a, -\pi R_c) + \tilde{h}_{in}(a, b) \].

We used these parameterizations to solve the kinetic equation self-consistently. In the following we supplement the
material presented in the main text by a more detailed discussion of the distribution function itself. Furthermore, we
substantiate our claims from the main text about the effects of various boundary conditions.

Regarding the distribution function in the \(y-\theta\) plane, the primary effect of a magnetic field is to bend the flow
characteristics of the kinetic equation (Fig. 5). In the presence of a magnetic field some characteristic lines originating
from the boundaries at \(y = \pm w/2\) do no longer connect with the opposite boundary but instead with the same side of
the channel at the sign-reversed angle. If \(w/R_c > 2\) no characteristic will hit the other boundary, resulting in true bulk
behavior in the middle of the sample. This sounds very much like a description of cyclotron orbits of quasiparticles in
the liquid. However, the characteristics of the kinetic equation and quasiparticle trajectories are physically distinct,
the former applies for the distribution function also in the presence of interactions and disorder scattering, cyclotron
orbits on the other hand can only be completed for a very long mean free path and do not correspond to the trajectory
which quasiparticles follow in an interacting material.

Since the magnetic field breaks time reversal symmetry it is no longer true that the distribution function at positive
\(\theta\) is simply related to its value at \(-\theta\). In the same vain, the steady state may now include a non-equilibrium density
Figure 6. Signatures of hard wall boundary conditions. In a magnetic field fulfilling \( w/R_c \geq 4 \) the current profile develops kinks, with similar features appearing in the non-equilibrium density and the stress. Both completely diffusive boundaries (red) and a model with specular anisotropy \( \alpha = 5 \) (gray) lead to very similar results. The values are \( \ell_0 = 3w \), \( \ell_{ee} = 7w \), \( r_h = 0 \) and \( w/R_c = 4.0 \) (left) and \( w/R_c = 4.5 \) (right). Note that the solution for the charge density does not contain the correction due to electrostatic effects, which is minute in most cases.

When \( h_0 \). Fortunately, not all these effects are equally important. The finite current along the channel is a direct result of the applied electric field \( E_x \) and is normally the largest contribution in Eq. (A.29) to \( E_y \), Eq. (A.32). The \( h_0 \) and \( h_5 \) terms correspond to secondary effects originating from the unequal current distribution in \( h_1 \), and can often be neglected without affecting the resulting distribution function qualitatively. They do however have a quantitative influence on observables like the magnetoresistance.

These expectations are confirmed by a numerical solution of Eqs. (A.29,A.30,A.31), shown exemplary in Fig. 6 for ballistic transport and two choices of boundary specularity,

\[
\begin{align*}
  r_h^{(1)}(\theta) &= \text{const.} \quad \text{(A.60)} \\
  r_h^{(2)}(\theta) &= \exp(-\alpha \sin^2 \theta) \quad \text{(A.61)}
\end{align*}
\]

The latter type of boundary condition was suggested in a microscopic calculation [32] and corresponds to grazing trajectories being more specular than large angle bounces. We observe that a number of distinct cusps develop for \( w/R_c > 2 \).

These features can be best explained by temporarily misidentifying the characteristics with particle trajectories, which in reality is only justified for \( \ell_0 \ll w \). A typical distribution function is shown in Fig. 7. First of all, in the ballistic regime the distribution function has pronounced discontinuities between bouncing trajectories and bulk trajectories. This is due to the long mean free path in the system, which essentially allows the bulk to decouple from the bouncing trajectories. The result of these discontinuities is a characteristic dip in the current profile where the boundary trajectories terminate.

Importantly, if the boundary condition connects smoothly (example \( r_h^{(2)} \)), this sharp feature in the current profile is smoothed only slightly (Fig. 6). Indeed, for \( w/R_c \geq 4 \) and as long as it is true that \( r_h(\theta) < 1 \), the central dip at \( y = 0 \) is very robust. When going from ballistic to hydrodynamic transport, the discontinuities in the distribution function will decay quickly when going from the boundary into the bulk due to the shorter effective mean free path, but they will not vanish completely.

Secondly, with or without magnetic field any condition on the specularity of the wall can only ever determine how much current is lost at the boundary. It will not enforce the current to be zero, which would correspond to a no-slip condition for the current density. In particular, it is impossible to demand both that the distribution function is almost symmetric under reflection, \( h(y,+\theta) = h(y,-\theta) \) and that the wall dissipates momentum. These two properties come together when transport is mostly hydrodynamic such that the mean free path due to electron-electron interactions is shorter than the width of the boundary layer. In this case, the electrons are slowed down due to interactions with electrons rebounding from the wall before actually hitting the wall.

Less important in the present context, we note that the distribution function \( h(y,\theta) \) exhibits the suppression of backscattering at the respective boundaries, meaning that forward traveling (\( \theta = 0 \)) or backwards traveling (\( \theta = \pi \)) densities each vanish on one of the two boundaries. This is the precursor of chiral edge transport.
1. To summarize, for ballistic transport and in a magnetic field the distribution function will develop discontinuities which produce kinks in charge, current and stress profiles. As pointed out in the main text, this also implies spikes in the transverse electric field which cannot be removed just by slightly altering the diffusive boundary condition.

2. Guided by a semiclassical argument, we suggest an alternative view on the role of boundary scattering and the expected profile of $E_y$. To this end, compare three particle trajectories close to the boundary, see Fig. 8. For hard wall bounces, trajectories 2 and 3 will be slowed down a lot while 1 can complete many orbits unhindered. If on the other hand 1 and 3 are not completely non-interacting the momentum loss at the wall suffered by 3 will also transpire a little to 1. This effect is accounted for in the solution of the kinetic equation. However, a smooth boundary will couple trajectories 1 and 2 even without any electron-electron interaction, because it becomes possible for 2 to not collide with the wall and vice versa, i.e. the distinction between both is blurred. We note that this effect is not related to the boundary layer, which is also present and already contained in the kinetic equation via the stress tensor. Instead, a finite size boundary can be seen as a finite smoothness of the confining potential of the electron liquid. Without a magnetic field this detail is not important because almost all proximate trajectories will also collide with the wall in close proximity to each other. The only exception to this rule would be quasiparticles traveling near to and in parallel to the wall, but they have negligible weight in a long channel.

3. We thus propose to model the boundary by a smooth and narrow absorbive layer where locally the effective mean free path is greatly reduced, $\ell^{-1}_{\text{eff}}(y) = \ell^{-1} + b(y)$. We choose for simplicity $b(y) = w^{-1}M \cosh(2My/w)/\cosh M$ with $M \gg 1$. An explicit solution of the kinetic equation using this effective mean free path reveals a substantially altered current profile (Fig. 9). Also the profile of the transverse electric field is affected as shown in Fig. 3 of the main text.

4. Obviously, a finite size absorbive layer is distinct from a diffusive hard wall. But surprisingly, making the absorbive layer narrower does not necessarily restore the current profile of the hard wall limit, at least to the extent that we were able to test it numerically. To understand the origin of this difference, we emphasize that bouncing from a hard wall is
intrinsically an asymmetric process, where all the momentum is lost at the impact instant; On the other hand, the momentum loss when traversing a narrow layer with a decreased mean free path penalizes both the incident and exiting part of the trajectory symmetrically. Another important difference is the strength of the diffusive boundary. While a hard wall boundary condition can at most remove all momentum from the incident particle, a smooth boundary can suppress skipping orbits to any extent and remove them completely. It is this superdiffusive behavior which can produce qualitative changes in the profiles of the current and the transverse electric field. We confirm this picture by dividing the the current contributions into colliding/non-colliding parts, shown in Fig. 10 in red and blue. While both current parts keep their qualitative shapes, they have essentially the opposite functional form in the middle of the channel. Small changes in the relative sizes will thus result in a very different total current density.

We therefore conclude that a bounce trajectory does not represent the proper semi-classical limit of hot electrons colliding with an atomically sized boundary. It is instead represented by the zero width limit of a finite width absorptive layer with small disorder mean free path. The differentiation only becomes necessary due to the very long mean free path of the electrons away from the boundary and most importantly does neither affect the well-known ohmic nor the hydrodynamic regime. In both cases, bounce trajectories are sufficient. As mentioned in the main text, we find that the Gurzhi regime is affected as well by these ballistic effects, even though $\ell_{ee} < w$. 
Transverse electric field

In the main text we disregarded most effects of charging, in the following we remedy this, but as expected, the overall impact on the transverse electric field is negligible already at moderately low carrier densities. The discussion is still simplified in the sense that the 2D channel is assumed not to be compensated by a backgate, but is otherwise general. Denoting the coordinate perpendicular to the plane of current flow with $z$, Gauss’s law for a planar charge density $\rho(y)$ reads

$$\partial_y E_y(y, z) + \partial_z E_z(y, z) = 4\pi \rho(y) \delta(z).$$  \hfill (A.62)

This has no easy solution in the plane as $E_z(y, z)$ jumps to its negative at $z = 0$. We instead take the direct route and integrate

$$E_y(y, z) = -\partial_y \int d^3r' \frac{\rho(y') \delta(z)}{|r-r'|}$$  \hfill (A.63)

$$E_y(y, 0) = \int dy' \frac{2\rho(y')}{y-y'},$$  \hfill (A.64)

where we used $p = 1$ which is true without backgate. As outlined before, the determination of the electrostatic situation is not completely decoupled from the current profile. However, it is often a good working assumption that the correct density profile $h_0$ does not change the current profile $h_0^\gamma$ very much. We are now in the position to quantify this statement. The density profile is determined by the consistency requirement

$$\frac{h_0^\gamma(y)}{R_c} + \frac{1}{2} \partial_y h_0^\gamma(y) = \partial_y h_0(y) + \frac{\kappa_{TF}}{2\pi} \int dy' \frac{h_0(y') + h_0^{\text{add}}(y')}{y-y'},$$  \hfill (A.65)

where we have introduced the Thomas-Fermi screening wavevector $\kappa_{TF} = 2e^2 m/\varepsilon \hbar^2$ and accounted for a dielectric constant $\varepsilon$ and some additional charges $h_0^{\text{add}}$ residing outside of the channel. Using for the left hand side the solution of the kinetic equation which we determined previously, this equation can be solved for $h_0$. To this end, we extend Eq. (A.65) over the entire $y$-axis, combining $h_0 + h_0^{\text{add}} \rightarrow h_0$, and include a chemical potential shift also for charges outside the channel. Electric fields outside the channel are accounted for as $E_y^{\text{ext}}$. Now, the Coulomb integral assumes the form of a Hilbert transform $H$, which can be inverted,

$$h_0^\gamma(y)/R_c + \frac{1}{2} \partial_y h_0^\gamma(y) + E_y^{\text{ext}} = \partial_y h_0 + \frac{\kappa_{TF}}{2} H(h_0)$$  \hfill (A.66)

$$H(h_0^\gamma/R_c + \frac{1}{2} \partial_y h_0^\gamma(y) + E_y^{\text{ext}}) = \partial_y H(h_0) - \frac{\kappa_{TF}}{2} h_0$$  \hfill (A.67)

where we used the properties of the Hilbert transform to pull out the derivative [33]. Inserting Eq. (A.66) for $H(h_0(y))$ leads to a differential equation in $h_0$,

$$H(h_0^\gamma/R_c + \frac{1}{2} \partial_y h_0^\gamma(y) + E_y^{\text{ext}}) = \frac{2}{\kappa_{TF}} (\partial_y h_0^\gamma/R_c + \frac{1}{2} \partial_y^2 h_0^\gamma + \partial_y E_y^{\text{ext}} - \partial_y^2 h_0 + \frac{\kappa_{TF}}{2} h_0).$$  \hfill (A.68)

Using a gradient expansion, to zeroth order this reduces to

$$H(h_0^\gamma/R_c + E_y^{\text{ext}}) = -\frac{\kappa_{TF}}{2} h_0.$$  \hfill (A.69)

If stress is not negligible, one should instead expand to first order. We also emphasize that $\kappa_{TF} w \gg 1$, which is true even for moderate number densities, is not enough by itself as all terms in Eq. (A.67) are of comparable size. We look at two representative cases, one without charges in the proximity, and secondly the case of full compensation at the boundaries, where the electric field is zero for $|y| > w/2$. Without additional charges outside the channel, the electric field can potentially become very large at the boundary. Taylor expanding $h_0$ in Eq. (A.64) around one of the boundaries, it becomes obvious that a nonzero but finite charge on the boundary implies a divergence of the electric field there. This is undesirable, therefore we impose $h_0(\pm w/2) = 0$. Without any outside charges, the electric field on the boundary is definitely negative. Such a solution is perfectly possible, but unless the density of states is pretty high, requires solving the kinetic equation anew. The reason is the correction to the electric field at the boundary where the current is small anyway, quickly goes beyond the negligible backreaction that is typically assumed for charging.
Figure 11. Ballistic transport: Sensitivity of the transverse electric field on boundary conditions and the electron density at \( w/R_c = 4 \). The left panel shows \( E_y \) for reflectively \( r_h = 0 \) with characteristic peaks at the center and boundaries of the channel at high densities, which get attenuated for very low carrier densities. In the right panel we consider instead a narrow absorptive boundary layer of width \( w/M = w/200 \). In this case, the central peak becomes very narrow, almost insensitive to a decreased screening wavelength. On the other hand, the peak at the wall is not strongly affected. On the right panel, the magnetic field was slightly increased by \( 2/M = 1\% \) to account for the smaller effective channel width. The other parameters are \( l_0 = 3w \), \( l_{ee} = 7w \).

In the second case without external fields, using the mode expansion and to first order in gradients we obtain for the electric field

\[
E_y = \frac{1}{R_c} h_1^e + \frac{1}{2} \partial_y h_2^e + \frac{2}{n_T R_c} \partial_y \mathcal{H}(h_1^e).
\] (A.70)

Naturally, the correction due to charging will become more important at lower carrier densities. We use this result to reconstruct the electric field from the solution of the kinetic equation for some representative densities in Fig. 11. Importantly, using a diffusive boundary condition, at finite magnetic fields the correction due to the density gradient can become sizable and even change the spatial dependence of \( E_y \). Nonetheless, it is generally suppressed very fast with increasing carrier density. We emphasize that the profile of \( E_y \) can be used to differentiate between hydrodynamic and ballistic transport in exactly the same manner as detailed in the main text even in the presence of electrostatic effects.

**Curvature of \( E_y \) in weak magnetic fields**

In the following, we present the calculation of the normalized curvature. The parameters are \( l_{ee} \to \infty \), \( l_0 \to \infty \) and \( R_c \gg w \). In this limit, numerically the transverse electric field is found to be mostly independent of \( y \). Therefore, we attempt to solve the Boltzmann equation with the simple ansatz \( E_y(y) = E_y^{(0)} \). For fully diffusive walls, \( r_h = 0 \), the distribution function can be divided into two symmetric smooth parts \( \tilde{h}(y, \theta) \) defined for angles between \( \theta_i(y) = \arccos\left(1 - \left(\frac{w}{2} + y\right)/R_c\right) \) and \( \theta_f(y) = 2\pi - \arccos(\left(\frac{w}{2} - y\right)/R_c - 1) \). The full distribution function is constructed by the combination

\[
h(y, \theta) = \tilde{h}(+y, \theta) + \tilde{h}(-y, \pi - \theta).
\] (A.71)

The solution to the kinetic equation for \( l_{ee} \to \infty \) and \( w/R_c < 2 \) is given by

\[
\tilde{h}(y, \theta) = \frac{l_0}{1 + l_0^2/R_c^2} \times \nonumber
\left( E_x \left( \cos \theta - A \left( u + \sqrt{1 - u^2} l_0/R_c \right) + \sin \theta l_0/R_c \right) 
- E_y^{(0)} \left( A \left( ul_0/R_c - \sqrt{1 - u^2} \right) - \cos \theta l_0/R_c + \sin \theta \right) \right)
\] (A.72)

where \( u = (w/2 + y)/R_c + \cos \theta \) and \( A = \exp((\arccos u - \theta)R_c/l_0) \). This solution is defined for angles between \( \theta_i(y) = \arccos(1 - (w/2 + y)/R_c) \) and \( \theta_f(y) = 2\pi - \arccos((w/2 - y)/R_c - 1) \).
Expanding for \( l_0 \to \infty \), this results in Eq. (6) of the main text

\[
\tilde{h}(y, \theta) = E_x R_c \left( \sin \theta - \sqrt{1 - \left( \frac{w}{R_c} + \frac{y}{R_c} \right)^2} \right) - E_y^{(0)} (w/2 + y). \tag{A.73}
\]

We calculated \( h_0 \), \( h_1^\alpha \) and \( h_2^\alpha \) from this expression. The density is calculated as

\[
\frac{2\pi h_0}{E_x R_c} = \int_{\theta_0(y)}^{\theta_f(y)} d\theta \tilde{h}(y, \theta) - (y \to -y) \tag{A.74}
\]

\[
= -1 + \alpha_2 - (1 - \alpha_1) - \int_{1 - \alpha_1}^{1} d\alpha \sqrt{1 - \left( \frac{\sqrt{\alpha_1}}{1 + \sqrt{1 + \alpha_1}} + \alpha_2 \right)^2} - \int_{-1}^{-1 + \alpha_2} d\alpha \sqrt{1 - \left( \frac{\sqrt{\alpha_1}}{1 + \sqrt{1 - \alpha_1}} - \alpha_2 (1 + \alpha_2) \right)^2} - (y \to -y) \tag{A.75}
\]

where it is \( 1 - \alpha_1 = \cos \theta_1(y) = 1 - (w/2 + y)/R_c \) and \(-1 + \alpha_2 = \cos \theta_f(y) = -1 + (w/2 - y)/R_c \). For \( R_c \to \infty \), we can further split up the integration regions and expand for \( \alpha \approx \pm 1 \),

\[
\approx \frac{w}{R_c} - 2 + \int_{0}^{1} d\alpha \sqrt{1 - \alpha + \alpha_2} \sqrt{1 - \alpha} - \int_{1 - \alpha_2}^{1} d\alpha \sqrt{1 - \alpha + \alpha_1} \sqrt{1 - \alpha} + \int_{0}^{1 - \alpha_1} d\alpha \sqrt{1 - \alpha - \alpha_1} \sqrt{1 - \alpha} - (y \to -y) \tag{A.76}
\]

\[
= \left( \sqrt{1 + \alpha_1 - \alpha_1 \log \frac{\sqrt{\alpha_1}}{1 + \sqrt{1 + \alpha_1}}} \right) + \left( \alpha_1 \log \frac{\sqrt{\alpha_1}}{\sqrt{\alpha_2} + \sqrt{\alpha_1 + \alpha_2}} - \sqrt{\alpha_2 (1 + \alpha_2)} \right) \tag{A.77}
\]

\[
= \left( \sqrt{1 + \alpha_1 - \alpha_1 \log \frac{\sqrt{\alpha_1}}{1 + \sqrt{1 - \alpha_1}}} \right) - (y \to -y) \]

\[
h_0 \approx \frac{E_x}{2\pi} \left( \frac{2}{w^2} + y \right) \log \frac{\sqrt{\frac{2}{w^2} + y}}{\sqrt{\frac{2}{w^2} - y} + \sqrt{\frac{2}{w^2}}} - \sqrt{\left( \frac{2}{w^2} - y \right) w^2} - (y \to -y) + O(R_c^{-1}) \tag{A.78}
\]

\[
\approx \frac{E_x}{\pi} \left( \sqrt{2} - \log(1 + \sqrt{2}) + \frac{\sqrt{2}}{3w^2} y^3 \right) + O(y^5) \tag{A.79}
\]

The same procedure leads to the viscous contribution

\[
\frac{\partial_y}{2} h_2^\alpha = \frac{\partial_y}{2} \int_{\theta_f(y)}^{\theta_0(y)} \frac{d\theta}{\pi} \cos(2\theta) \tilde{h}(y, \theta) + (y \to -y) \]

\[
\approx \frac{E_x}{\pi} \left( \sqrt{2} - \log(1 + \sqrt{2}) + \frac{\sqrt{2}}{w^2} y^2 \right) + O(y^4). \tag{A.80}
\]

And finally, the current is approximately

\[
h_1^\alpha = \frac{E_x w}{\pi} \left( \log \frac{8R_c}{w} + \log(1 + \sqrt{2}) - \sqrt{2} - (2 + \sqrt{2}) \frac{y^2}{w^2} \right) + O(y^4). \tag{A.81}
\]

The electric field is defined as \( E_y = h_1^\alpha(y)/R_c + \frac{1}{2} \partial_y h_2^\alpha \). For small magnetic fields, the viscous term \( \partial_y h_2^\alpha \) of order \( E_x \) is the dominant contribution to \( E_y \) compared to the ohmic term \( h_1^\alpha(y)/R_c \) which is smaller by a factor \( R_c \). Inserting all numbers yields explicitly

\[
\frac{E_y^{(2)}}{2E_y^{(0)}} = \frac{\sqrt{2}}{\sqrt{2} - \log(1 + \sqrt{2})} \frac{1}{w^2} \approx \frac{2.65}{w^2}, \tag{A.82}
\]

which is the result quoted in the main text.