Transient Stability Control Based on Kinetic Energy Changes Measured by Synchronized Angular Velocity
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Abstract: Real-time transient stability studies are based on voltage angle measures obtained with phasor measurement units (PMUs). A more precise calculation to address transient stability is obtained when using the rotor angles. However, these values are commonly estimated, which leads to possible errors. In this work, the kinetic energy changes in electric machines are used as a criterion for evaluating and correcting transient stability, and to determine the precise time of insertion of a special protection system (SPS). Data from the PMU of the wide-area measurement system (WAMS) are used to construct the SPS. Furthermore, it is assumed that a microcontroller can be located in each generation unit to obtain the synchronized angular velocity. Based on these measurements, the kinetic energy of the system and the respective control action are performed at the appropriate time. The results show that the proposed SPS effectively corrects the oscillations fast enough during the transient stability event. In addition, the proposed method has the advantage that it does not depend on commonly proposed methods, such as system models, the identification of coherent machine groups, or the structure of the network. Moreover, the synchronized angular velocity signal is used, which is not commonly measured in power systems. Validation of the method is carried out in the New England power system, and the findings show that the method is helpful for real-time operation on large power systems.
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1. Introduction

Transient stability is one of the least probable but most severe events faced by power systems. After the system is subjected to a large disturbance, such as a fault, one or more generators may lose synchronism with the rest of the machines if control actions are not performed. A large disturbance can cause a partial or total collapse of the network due to cascading events related to tripping the electrical machines [1]. In response to such a contingency, operators must consider applying preventive and emergency control actions to maintain stability in the power system [2]. Preventive control actions predict and evaluate the stability status and severity of a fault in real-time operation and under a certain limit, to determine if corrective action must be taken as a response. Meanwhile, emergency control initiates corrective action in real-time operations because the contingency exceeds thresholds [3].

Some conventional methods are used to study transient stability, such as numerical [4] and direct [5] techniques. Step-by-step methods (numerical integration methods) are used...
to solve the differential equations that represent the dynamic behavior of the power system but are time-consuming due to the computational load [4], making them unsuitable for real-time applications. In contrast, direct methods quickly determine the transient stability based on the power system energy balance [6]. Among the classic direct methods, the conventional and modified equal area criteria simplify the network by considering a generator versus an infinite bus or two machines (stable machines and unstable machines) [7,8]. However, given the growth and complexity of the power systems, this method may be too simple for multi-machine systems because the critical clearance angle depends on the critical clearance time, which is unknown [9].

Other methods reported in the literature do not require data obtained with time-domain simulations (energy functions [1,10], Lyapunov’s method [11,12], and trajectory-based methods [13,14]). For instance, in [10], the authors proposed a transient stability control system to prevent a wide-area power system blackout, in which the stability calculations were performed with data measured in the network. In [12], the authors presented an algorithm to monitor rotor angle stability that used data measured with phasor measurement units (PMUs) and helped to identify groups of coherent generators. In [13], the authors performed a real-time estimation of a stability margin under disturbances, in which data was measured from the system, and with a ball-on-concave-surface mechanics system the real-time stability status and the stability region about a monitored variable were calculated. In addition, the authors of [14] presented a prediction and control method based on trajectory information that only required the generator speed, power angle, and unbalanced power to provide the stability status of the power system. However, for multi-machine systems, these methods must identify groups of coherent generators before performing an online evaluation of the system, which is a complex and time-consuming task when considering the contingencies.

Other authors have proposed some new methods to assess transient stability under different operating conditions, requiring specialized data and representing high implementation costs. In [15], the authors proposed a method to identify transient stability boundaries based on the parametric space to identify the critical operating states; this method required the rotor-angle difference, transient kinetic energy, and transient potential energy. In [16], the authors presented an application to detect real-time transient instability by considering the characteristics of the unstable equilibrium point, the kinetic energy function, and the potential energy boundary surface; they also considered the connection of doubly fed induction generators and defined a new index for transient stability detection that required post-fault data. In [17], the authors presented the application of battery energy storage systems to relieve the generation limitation; however, this solution required a suitable location for the battery energy storage systems to absorb the kinetic energy from critical generators, and represented more costs compared to the generation tripping methods.

Some researchers have also studied transient stability based on artificial intelligent methods. For instance, in [18], the authors proposed a decision tree-based method to identify between a stable and out-of-step condition, in which the method permitted event classification; however, the method required some parameters, such as the rated power, acceleration, rotor angle, speed, and the apparent resistance measured by the relay and its rate of change. In [19], the authors proposed a generalized regression neural network based classification to predict the stability conditions of the power system; however, the method also required data generated with time-domain simulations, such as a voltage magnitude for all buses, and real and reactive powers on transmission lines. In [20], the authors presented a neural network predictive controller for the UPFC to improve the transient stability, which required training with data previously simulated and considering some restrictions. In [21], the authors used a support vector machine (SVM) classifier to predict the transient stability status of the power system, which required measured post-fault values of the generator voltages, speeds, or rotor angles. In [22], the authors presented the application of multilayer perceptron training and a support vector machine
for transient stability analysis, in which a training set was required considering a large number of input variables. In [23], the authors proposed a method to evaluate the transient stability that required identifying some characteristics of the transient stability with voltage and current phasors, deviations from the center-of-inertia angle and speed, and potential- and kinetic-energy; then, these characteristics were evaluated using PMUs and used to train classification and regression trees and multivariate adaptive regression splines models. Although some of these methods are promising, data training is required and when data sampling is incomplete then simulations cannot provide a good solution for the offline, online, and real-time operations [8].

This paper uses the concept of the attached power system, which represents all the generators as a unit of a rolling ball mass on a concave surface. The criterion used in the research is related to the kinetic energy change (RACKE) [24] defined in the virtual system, which can be calculated from the generator data obtained using the wide-area measurement system (WAMS). Furthermore, the New England IEEE 39-bus was used to simulate and validate the effectiveness and accuracy of the proposed method.

The main contribution of this work is to provide a widely applicable criterion that uses a system variable, such as the angular velocity of the generators, to reduce the limitations on the structure of the network, models, system parameters, and computational load. Furthermore, a special protection system (SPS) was set up to control the transient stability. Moreover, it is possible to know the exact and opportune time to perform some control actions with the synchronized data. According to the reviewed literature, the novelty of this paper lies in the following aspects which address transient stability:

1. The synchronized angular velocity is calculated with the digital signal generated by the photoelectric effect of a transistor, which is not found in the reviewed literature;
2. The angular velocity is measured using a method that is decoupled from the synchronous machine rotor, which has not been used in previous papers;
3. The complete network is used to perform calculations and no system reductions are required, while [7] used a system reduction to find coherent groups of generators;
4. Compared to previous research, in which some authors used voltage angles to analyze transient stability [13,14], this paper proposes the use of synchronized angular velocity measured in the rotor of the machines.

Some advantages of using this method are that transient stability can be assessed directly with the synchronized angular velocity measured in the generator and it does not depend on system models, the identification of coherent machine groups, or the structure of the network. Moreover, the SPS effectively corrects the oscillations fast enough during the transient stability event. In addition, the experimental measurement was performed using an optical sensor, whose response time was 7 µs, and low-level programming which allowed greater control over the execution time of the algorithm and reduced the calculation error. Although the measurement was experimentally obtained in a single machine system, the proposed method could be scalable to large multi-machine systems.

The rest of this paper is organized as follows. Section 2 describes the mathematical model of the proposed kinetic energy change and the strategy of the SPS. In addition, the hardware used to obtain synchronized angular velocity measurements is described. Next, Section 3 presents the case study, the results, and the analysis. Finally, the conclusion of this research is presented.

2. Materials and Methods

This section presents the mathematical model of the problem and the proposed method and the hardware used to measure the angular velocity.

2.1. Mathematical Model

This work uses the method proposed in [9], related to the kinetic energy change index called RACKE (Rate of Change of Kinetic Energy). Thus, a criterion is proposed for transient stability control in multi-machine power systems under the concept of an
attached power system, without a system reduction, similar to [25]. The original system is represented by a virtual system that considers all generators as a rolling ball mass within a surface with a limit representing the stability area (edges of the container). The instability region exists outside this limit. In this method, a simulation is carried out to, first, identify the fault clearing time, and then a transient energy margin is computed using the concept of a rotating mass system. The edge of the surface has small variations in height, as shown in Figure 1, which could represent the stress of the system during its daily operation. The criterion uses the RACKE index for the system of the rolling ball, which is calculated from the synchronized angular velocities of each of the machines of the system obtained by the measurement method proposed here.

![Figure 1. Rolling ball inside a container, based on [26].](image)

### 2.2. Change of Kinetic Energy

The proposed criterion does not impose limitations in the model and structure of the network, which allows for a quick evaluation of stability and the application of control actions from a single variable—in this case, the angular velocity under a disturbance. In addition, kinetic energy is an essential factor affecting the synchronism of interconnected generators in a power system. Furthermore, synchronism depends on whether or not the kinetic energy can be converted into different forms of potential energy and absorbed by the post-fault power network [6]. In other words, if the kinetic energy that is not absorbed by the system is not greater than that of the established threshold (limit), then during the post-transient event, the system will lose synchronism.

According to the laws of rotation applied to the motion of a synchronous machine, the torque is equal to the product of angular acceleration and the moment of inertia, in which net torque is the algebraic sum of all the torques acting on the machine, including shaft torque and electromagnetic torque. Thus, mathematical arrangements, beside the combination of the inertia of the generator and the prime mover, show that acceleration is created by the imbalance between the mechanical input power \(P_m\) and the electrical output power \(P_e\) of a synchronous machine, which causes an acceleration or deceleration that can be expressed as the oscillation equation presented in Equation (1). A more intuitive and detailed explanation in the development of (1) can be found in [27]:

\[
M \frac{d\omega}{dt} = P_m - P_e. \tag{1}
\]

Equation (1) assumes that (i) losses are neglected, (ii) damping torques are omitted, and (iii) mechanical power is considered as constant for transient studies [27]. On the other hand, the steady-state kinetic energy of a rotating body (turbines) is represented by Equation (2):

\[
E_K = \frac{1}{2} I \omega^2_s, \tag{2}
\]
where $I$ is the moment of inertia and $\omega_s$ is the synchronous angular velocity (rad/s). The kinetic energy can be normalized using the inertial constant $H$ [27] as in Equation (3):

$$I \approx \frac{2H}{\omega_s^2}. \tag{3}$$

Then, the rate of change in the kinetic energy is given by Equation (4) [9]:

$$\text{RACKE}(t) = I \omega_s \frac{d\omega}{dt}. \tag{4}$$

By substituting Equation (3) into Equation (4), the expression RACKE is obtained depending on the inertial constant $H$ as shown in Equation (5), in which $\omega_i(t)$ is the instantaneous angular velocity of the $i$-th generator.

$$\text{RACKE}(t) = \frac{2H}{\omega_s} \left( \frac{\omega_i(t)}{\omega_s} \right) \left( \frac{d\omega}{dt} \right). \tag{5}$$

Finally, an approximate notation is introduced in Equation (6) [28,29] due to the difficulty of obtaining the variable $H$ of each machine, which changes in a plant depending on the number of machines in operation:

$$\text{RACKE}(t) = \frac{2P_{m,i}}{\omega_s} \left( \frac{\omega_i(t)}{\omega_s} \right) \left( \frac{d\omega}{dt} \right). \tag{6}$$

In this study, the term $P_{m,i}$ is the scheduled mechanical power of each generator, which may be equal to $P_e$ in the normal operation or before contingencies and can be obtained by the WAMS (PMU). As previously mentioned, the mechanical power during the transient event is considered as constant, and the error can be considered as negligible. Therefore, the solution of the kinetic energy change is dependent only on the speed of the synchronous machine being able to be computed in this way for multi-machine systems with a low computational load through the synchronization of this measurement using a constellation of existing satellites (GPS, GALILEO, GLONASS, BEIDOU, and Iridium), with the signal pulse per second (PPS).

For the development of the RACKE, instead of using the inertia constant $H$ value that is not always easy to obtain or always available, the per-unit values of the mechanical power $P_{m,i}$ are used, as they can be obtained from PMUs, they are easy to use, and easy to interpret. Likewise, it must be considered that in the calculation of the attached system for the development of Equation (6), it is appropriate that all machines have a similar power rate to those in the studied power system. Thus, small machines will not have such a harmful effect that leads the system to a loss of synchronism.

2.3. Rotating Mass System

The explanation of the virtualized system to a rotating mass is illustrated in Figure 1. Thus, the ball represents the steady-state stability of the power system at an equilibrium point located at the bottom of a container. When kinetic energy is injected into system, the ball will move and begin to travel across the surface of a vessel in a direction dependent on the initial conditions [26]. The ball will stop depending on the amount of kinetic energy injected into it [26]. The system will be stable whether it converts this kinetic energy into potential energy before reaching a limit and returning to a new equilibrium point. The system enters the instability region without returning to a stable point if the kinetic energy exceeds a specific limit.

2.4. RACKE in a Multi-Machine System

The application of the RACKE method to multi-machine systems in transient stability analysis is conceptually similar to the rolling ball in a container. Under initial conditions, the power system operates in a mode of steady-state stability. At the moment a fault occurs,
the machines accelerate and the system gains kinetic energy that is stored in the rotor of generators. Some machines can accelerate and store kinetic energy despite clearing the fault, distancing the system from the initial stable operating point. Thus, the final operation state depends on the total kinetic energy absorbed/delivered by the machines in the post-fault period. There is a maximum or critical amount of transient energy for a network configuration that can be absorbed. Consequently, when exceeding the critical energy threshold, some control action must be taken.

The description of the kinetic energy change of a machine is represented by Equation (7). Thus, the kinetic energy is expressed as the effect of all the system machines, considering the virtualized system of the rolling ball in a container, as shown in Equation (8):

\[
\text{RACKE}(t)_{\text{SIS}} = \sum_{i=1}^{N} \text{RACKE}_i, \tag{7}
\]

\[
\text{RACKE}(t)_{\text{SIS}} = \sum_{i=1}^{N} 2\frac{P_{m,i}}{\omega_s} \left( \frac{\omega_i(t)}{\omega_s} \right) \left( \frac{d\omega}{dt} \right), \tag{8}
\]

where the sub-index \(i\) represents the \(i\)-th generation plant and \(N\) is the total number of generation plants in the power system \((i = 1, 2, 3, \ldots, N)\). For the analysis, \(\omega_s\) is considered as the synchronous speed of the machine, and if the reference generator is considered \((\omega_{\text{SLACK}})\), then Equation (9) shows the RACKE based on the slack bus.

\[
\text{RACKE}(t)_{\text{SIS}} = \frac{2P_{m,1}}{\omega_{\text{SLACK}}} \left( \omega_{1(t)} \frac{d\omega_1}{dt} \right) + \frac{2P_{m,2}}{\omega_{\text{SLACK}}} \left( \omega_{2(t)} \frac{d\omega_2}{dt} \right) + \cdots + \frac{2P_{m,N}}{\omega_{\text{SLACK}}} \left( \omega_{N(t)} \frac{d\omega_N}{dt} \right). \tag{9}
\]

For the test, synchronous speed sampling was set every 1/4 cycle (4 samples), as explained in Section 3.

2.5. Stability Margins

Considering that the angular velocity of a machine cannot change by 1%, because it can lead to pole slip [24], it is possible to estimate a maximum change in kinetic energy. One of the outstanding characteristics of the proposed method is the possibility to control the stability through a margin \((\eta)\), which is defined as the excess of kinetic energy absorbed by the machines between steady-state operation and after a fault:

\[
\eta = \text{RACKE}(t)_{\text{Post-Fault}} - \text{RACKE}(t)_{\text{Steady-State}}. \tag{10}
\]

During the steady-state operation, the speed deviation \((\frac{d\omega}{dt})\) is close to zero and then \(\text{RACKE}(t)_{\text{Steady-State}}\) is zero or close to this value. For a scenario that considers contingencies, the system is stable if \(\eta < 0.1\), where the value 0.1 represents the stability limit (because the system has ten machines and each machine exceeds a 1% change in its angular velocity). Time-domain simulations are used to study the trajectories of the \(\text{RACKE}(t)_{\text{Post-Fault}}\) and the SPS is used to improve the stability during great and sudden disturbances, effectively. That SPS, with the appropriate generation disconnection, will act by dissipating the energy gained in the critical generators that can lose synchronism and bring the system to a partial or total collapse, as explained in Section 2.7 and presented in Table 1.

Table 1. Matrix of the SPS with a control signal in each generation area.

| Zone | G9 | G8 | G7 | G6 | G5 | G4 | G3 | G2 | G1 |
|------|----|----|----|----|----|----|----|----|----|
| A    | -  | -  | C_1| -  | C_2| C_3| -  | -  | -  |
| B    | -  | C_1| C_2| C_3| -  | -  | -  | -  | -  |
| C    | C_1| C_4| C_3| C_2| -  | -  | -  | -  | -  |
2.6. Detection of Loss of Synchronism (Predictive Control)

This research continues the work developed in [30], which uses the relative angles in different zones to detect the loss of synchronism. In addition, the defined relative angle is used as the system’s instability alarm to prevent transient instability. Thus, it is possible to determine the zones of the system and build an SPS to be applied during transient events, to guarantee the stability and security of the power systems [31].

In addition, some considerations and models are included in the study to obtain more realistic information about the post-contingency dynamic response of the power system, such as:

(1) Load changes: both load increase and decrease are simulated to consider different operation scenarios;
(2) Unit commitment: some independent generators have constant generation in all the proposed scenarios;
(3) Probability function in transmission line faults and short-circuit location (line percentage): used to randomly generate different disturbances in the transmission lines;
(4) Type of contingency: changes in the network that result in a topological variation (three-phase faults and the output of the transmission line where the fault occurs).

Figure 2 shows the diagram of the IEEE 39-bus power system test case with three zones. In this system, different thresholds are found depending on the area where the disturbance occurs, and it is possible to determine in which plant to carry out the emergency control.

Network security was previously determined during the steady-state operation of each scenario considered in the test. The simulations were carried out using the DlgSILENT POWERFACTORY software, considering the three-phase faults and selecting random locations in the power system. The disturbances were carried out at each iteration, starting at zero seconds (0 s) until it reached the critical clearing time and the corresponding switching of the transmission line, assuming that the sample time was 10 m (∆t = 10 ms)
at the update time of the PMUs and using the bus voltage angle where the generators are coupled.

2.7. Offline Calculation of SPS

The calculation of the SPS is based on the zone in which the disturbance occurs and the greater relative angle (AR) of each area. The method of setting up the SPS uses the data of the PMUs and calculates the center of inertia (COI) and the AR of each area in real-time. In the unstable case (the PTRA are exceeded), a control signal is issued (the activation of the SPS) and the control action time is given each time \( \eta \) is exceeded. Otherwise (AR < PTRA), the signal is not required.

In practice, generation tripping is commonly performed in single or multiple units [1], and the intention in this research is not to disconnect an entire generation plant; therefore, three equal generation units are assumed in each generation area. Then, the control action consists of tripping a generation unit (33%) from the area each time the post-fault RACKE exceeds the limit, calculated in descending order from the highest to the lowest relative angle of each area. That is, 33% of the following area will be tripped as many times as necessary to control the system and keep the RACKE below the specified limit.

Table 1 shows a matrix with the control signals based on the relative angles and the respective zones that reach higher values in degrees. In this study, the term “C._#” is the number of orders of the respective control action to be taken in the system.

2.8. Measurement of Synchronized Angular Velocity

The angular velocity of the synchronous machine is measured directly on the rotor, on which is placed a series of reflective samples that reflect a laser light beam that reflects onto an optical sensor equipped with a Siemens SFH 309 phototransistor, and whose response time is 7 \( \mu s \) [32]. The optical sensor captures the reflected signal and, through a transistorized circuit, the digital pulses are obtained so that the system CPU (Arduino Uno board) computes the angular velocity by executing an algorithm.

For the synchronization of the speed measurement, the PPS generated by the global navigation satellite system (GNSS) is used. This pulse is obtained through a GPS module [31], which, when picked up by the CPU, starts the algorithm for the calculation of the variable of interest with its respective time stamp and sends data using the UDP protocol. This is performed using the W5100 Ethernet Shield designed for the CPU ArduinoUno. The implementation of the measurement system is illustrated in Figure 3.

![Figure 3. The synchronized angular velocity measurement system.](image-url)
2.9. Algorithm for Synchronization and Angular Velocity Measurement

The synchronization and speed measurement algorithm was developed in the Arduino IDE environment based on the C++ programming language, with the characteristics shown in Table 2, and some others found in [33]. The GPS module PPS pin and the optical sensor are connected to pins 2 and 3 of the CPU, to determine the angular velocity using synchronization. Once the PPS is detected, there is an interruption in the Arduino board that enables the calculation of the speed. After the PPS, the CPU waits for the first pulse detected by the optical sensor, at which moment an interruption is generated that starts the calculation of the speed. After obtaining the value of the variable, the synchronized information is transmitted with its respective time stamp and data transmission using the UDP protocol and made using a network board W5100 Ethernet Shield [33]. Figure 4 shows the flowchart diagram of the algorithm implemented to perform the synchronization and speed measurement. After the value of the variable is available, the synchronized information is transmitted. In this algorithm, low-level programming was used to calculate the variable of interest ($f_m$). For this development, the key was to use the time register in the Arduino Uno CPU (TIMER1). Details about the time frames can be found in [34].

Table 2. The technical specifications of the Arduino Uno board [33].

| Item                  | Characteristic                  |
|-----------------------|---------------------------------|
| Microcontroller       | ATmega328P                       |
| Operating voltage     | 5 V                             |
| Digital I/O pins      | 14 (of which six provide the PWM output) |
| DC current per I/O pin| 20 mA                           |
| Flash memory          | 32 KB                           |
| Clock speed           | 16 MHz                          |

2.10. Synchronization and Time Stamp

Given the information sent by the GPS (date, hour GTM, length, latitude, PPS, and others), it takes a few hundred milliseconds, and the data is not received every time a PPS is generated. Therefore, this information is received in the first PPS pulse, and the date and time are filtered. Once the data are obtained, time is broken down into respective parts (hours, minutes, and seconds). Moreover, each time a PPS is received, these data are synchronized, increasing the seconds corresponding to the hour. However, a timestamp is necessary for the angular velocity variable, calculated as shown in Equation (11). From PPS_2 (Figure 5), which generates an interruption and activates the angular velocity calculation, the time is synchronized, and the elapsed time is taken by the TIMER1 assigning its value to the variable StarTimePPS. Then, following the attainment the respective pulses of the optical sensor (which are used to calculate the angular velocity), a time value is assigned to the variable FinishTime.

\[
\text{TimeStamp (ms)} = (\text{StarTimePPS} - \text{FinishTime}) \times 62.5 \text{ ns.}
\]  \hspace{1cm} (11)

Thus, the variable angular velocity will be synchronized because the data will be accompanied by the date and time (h:m:s:ms).
Thus, the variable angular velocity will be synchronized because the data will be acquired in a synchronized manner, increasing the execution time of the algorithm and reducing the error in the calculation of the variable.

Given the information sent by the GPS (date, hour GTM, length, latitude, PPS, and others), it takes a few hundred milliseconds, increasing the second time and the data is not received every time a PPS is generated. Therefore, the time between these data is received is established as expressed in Equation (12):

\[ \Delta T = \text{PPS}_2 - \text{PPS}_1 \]

where \( \Delta T \) represents the number of pulses as shown in Figure 5, which generates an interruption and activates the angular velocity calculated as shown in Equation (11). From the information sent by the optical sensor (as shown in Figure 5), the value of TIMER1 is assigned to the variable, at the following interruption (second rising edge), after the \( \text{PPS}_1 \) is assigned to the variable, at the first interruption (rising edge), after the \( \text{PPS}_2 \) is assigned to the variable, time is synchronized, increasing the second time. However, a timestamp is necessary for the angular velocity variable, which allows greater control over the execution time of the algorithm and reduces the error in the calculation of the variable.

The period corresponding to the course of successive pulses of the optical sensor (as shown in Figure 5), the value of TIMER1 is assigned to the variable, at the following interruption (second rising edge), after the \( \text{PPS}_1 \) is assigned to the variable, at the first interruption (rising edge), after the \( \text{PPS}_2 \) is assigned to the variable, time is synchronized, increasing the second time. However, a timestamp is necessary for the angular velocity variable, which allows greater control over the execution time of the algorithm and reduces the error in the calculation of the variable.

The angular velocity is calculated using Equation (16) applied in Equation (12) as expressed in Equation (13):

\[ \omega = \frac{2\pi}{\Delta T} \]

where \( \omega \) is the angular velocity of the synchronous machine, \( \Delta T \) refers to the period and its value to the variable, \( \Delta T \) is the number of reflectors (that generate rising edges) located in the rotor. \( \pi \) is the mechanical frequency of the rotor of the synchronous machine, and \( \rho \) is the number of pairs of poles.

Moreover, the frequency of the clock used in the CPU is 16 MHz at 2021.

Figure 4. Flowchart of the algorithm to calculate the synchronized angular velocity.

Figure 5. Synchronization diagram with a timestamp.
2.11. Calculation of Angular Velocity

The angular velocity is established as expressed in Equation (12):

\[ \omega = 2\pi f_m \ast \rho \]  

(12)

where \( \omega \) represents the angular velocity of the synchronous machine, \( f_m \) is the mechanical frequency of the rotor of the synchronous machine, and \( \rho \) is the number of pairs of poles. The mechanical frequency is calculated using an algorithm based on the interruptions to determine the angular velocity. At the first interruption (rising edge), after the second PPS is generated by the optical sensor (as shown in Figure 5), the value of TIMER1 is assigned to the variable \( \text{StarTime} \). Subsequently, at the following interruption (second rising edge), the value of TIMER1 is assigned to the variable \( \text{FinishTime} \). With these two values, the difference in pulses between two successive rising edges of the optical sensor represents the number of pulses (\( N_{\text{pulses}} \)) as expressed in Equation (13):

\[ N_{\text{pulses}} = \text{FinishTime} - \text{StarTime}. \]  

(13)

The frequency of the clock used in the CPU is 16 MHz [35]. Therefore, the time between the two pulses is given by Equation (14):

\[ \text{PulseTime} = \frac{1}{16 \text{ MHz}} = 62.5 \text{ ns}. \]  

(14)

The period corresponding to the course of successive rising edges is then given by Equation (15):

\[ \text{ElapsedTime} = N_{\text{pulses}} \ast \text{PulseTime}, \]  

(15)

where \( \text{ElapsedTime} \) refers to the period and, with this value, the mechanical frequency can be calculated as expressed in Equation (16):

\[ f_m = \frac{1}{NR \ast \text{ElapsedTime}}, \]  

(16)

where \( NR \) is the number of reflectors (that generate rising edges) located in the rotor. Thus, the angular velocity is then calculated using Equation (16) applied in Equation (12).

It should be noted that low-level programming was used for the calculation of \( f_m \), which allows greater control over the execution time of the algorithm and reduces the error in the calculation of the variable.

3. Results

Synchronized angular velocity measurements were performed on a 5 KVA generator at 1200 RPM, as shown in Figure 6a,b. This is a six-pole machine of 60 Hz, driven by an induction motor as the prime mover.

Figure 7 shows the experiment for the synchronization of the measurements with their respective CPU and GPS modules. These modules allow for the measurement of the speed of the rotor, the sending of the data to the system that evaluates the stability of the electrical machine, and the obtainment of the PPS from the satellite.
3. Results

Synchronized angular velocity measurements were performed on a 5 KVA synchronous generator at 1200 RPM using the Arduino Uno board, the serial monitor, and the UDP protocol. The GPS module, CPU Arduino Uno, and Shield Ethernet are shown in Figure 7.

Figure 8 shows a sample of the data received in the processing software environment using the Arduino Uno board, the serial monitor, and the UDP protocol.

Figure 7. The GPS module, CPU Arduino Uno, and Shield Ethernet.

Figure 8. (a) Information printed from the serial monitor developed using Arduino Uno and (b) data reception in the processing software environment.

The effectiveness of the proposed method is evaluated in the New England IEEE 39-bus power system running dynamic simulations using the DIgSILENT PowerFactory software. This system has 10 generation plants, 39 buses, and 19 loads, and generator 2 is the reference machine. The initial conditions for the dynamic simulations are calculated using power flows that ensure a stable condition before the occurrence of a disturbance. By using the COI index, the power system instability can be predicted. If the system is
unstable, the angular velocities and the respective RACKE for each machine and the system can be calculated.

3.1. Case Study 1

A three-phase fault was evaluated in line 13–14. The fault started at \( t_1 = 0 \) and the clearing time was divided into two times: \( t_2 \) was the critically stable clearing time (170 ms) and \( t'_2 \) was the fault clearing time for the unstable case (200 ms).

Thus, Figure 9 shows that when the fault is cleared at \( t_2 \), the system becomes critical stable; the machines present oscillations at the beginning; and the angular velocity of each rotor increases, searching for a higher operating point, but the system does not lose synchronism.

![Figure 9. Rotor speed of the generator in a critical stable case.](image)

In turn, Figure 10 shows that when the fault is cleared at \( t'_2 \), taking a longer time to do so than the time \( t_2 \), the system becomes unstable after the first oscillation of the machines. In this case, the acceleration is slight and a group of generators causes the system to rapidly become unstable. For both this case and the previous one, the solution is to rapidly determine the moment when the faults must be cleared to avoid system instability.

![Figure 10. Rotor speed of the generator in an unstable case.](image)

After evaluating the response of the generators, two tests were carefully conducted considering different fault clearance times to evaluate the system using the RACKE and the proposed SPS. For this purpose, the three-phase fault in line 13–14 was simulated, and the...
angular velocity variable was stored during and after the fault. For $t_2 = 170 \text{ ms}$ (critically stable time) the RACKE is less than the limit of kinetic energy gained by the machines of the system in the post-fault event, showing that, again, the system found a stable point; that is, RACKE $< \eta$, as shown in Figure 11. This shows how the RACKE of the system (RACKE_SIS) remains a slightly lower than the established limit, and the kinetic energy absorbed by the generators will be delivered back to the system to maintain balance.

![Figure 11. RACKE_SIS vs. time and the critical stable case.](image)

Figure 11 shows the behavior of the RACKE_SIS for an unstable case of the three-phase fault in line 13–14, when the clearing time is $t_2 = 200 \text{ ms}$. Note that the RACKE_SIS, during the transient state operation, presents a similar value to the critical stable case presented in Figure 11. However, after the event and the first response, the machines begin to absorb energy rapidly until they collapse. When the curve reaches the limit (RACKE $> \eta$), the generators continue to absorb kinetic energy, making them move faster, thus further increasing their kinetic energy. Therefore, a control action must be carried out when this limit is exceeded to dissipate the energy stored by the electrical machines.

![Figure 12. RACKE_SIS vs. time and the unstable case.](image)

Each point of the curve in Figure 12 represents the value of the instantaneous real-time kinetic energy change due to the synchronized measurements of the angular velocity. This result makes it possible to know the exact time at which the control action must be taken.
For example, Figure 12 shows that the first control action must be at 1.35 s (1.15 s after the clearing time), and the control action is taken over the generation areas 7 and 5, according to the SPS.

Figure 13 shows the behavior of the RACKE_SIS when the three-phase fault is presented on line 13–14 with a clearing time $t_2 = 200$ ms (unstable case), but considers two control actions, such as, first, reducing the power generation only in G7 and, second, reducing the power generation in G7 and G5, subsequently applying the SPS. The first curve, the light blue line, corresponds to the response of the system without control, showing the unstable system, as previously presented, and requires a reduction of the supplied power to achieve stability. Then, a second curve, the fuchsia line, is the result of considering a control action on G7 (−33% power); however, this action is not enough to solve the problem and the machines continue to absorb kinetic energy, and the limit $\eta$ is exceeded again at 3 s. Finally, a third curve, the dark blue line, is the result of considering a second control action on the generator with the highest AR (G5 with −33% power at 3 s); in this case, the system maintains synchronism (RACKE < $\eta$) and the kinetic energy absorbed by each machine is delivered to the system. Therefore, with this last control action, the stability of the system is guaranteed.

![RACKE_SIS vs. time, with and without control](image)

Figure 13. RACKE_SIS vs. time, with and without control.

3.2. Case Study 2

In this case, a three-phase fault in line 26–28 (zone C) is carried out at $t_1 = 0$. Then, the fault is cleared at $t_2 = 100$ ms, tripping the line simultaneously. Thus, Figure 14 shows that the angular velocity of each machine rotor increases after the first oscillation. After three seconds, the oscillation is reduced and the angular velocity continues to increase, looking for a higher operating point, whilst maintaining stability at any instant of the post-fault event.

Likewise, the kinetic energy change criterion is computed in the three-phase fault in line 26–28, which is shown in Figure 15. When the fault occurs at $t_1 = 0$, the RACKE starts increasing and reaches the highest value of the event. Then, when the fault is cleared at $t_2 = 100$ ms and the line is tripped, the RACKE decreases to the lowest limit values and starts oscillating. The RACKE maintains oscillation during the first 4 s and then it shows stabilization. The result shows that the system maintains stability during the studied period. Effectively, it is noted how the threshold is not reached at any instant of the post-fault event.
show first curve, the light blue line, corresponds to the response of the system without control, showing that the system is unstable and requires a reduction of the supplied power to maintain stability. The result shows that the clearing time is long enough for the system to neither recover nor maintain stability. Generator G9 is the first to present a higher oscillation in time after the first oscillation, the system collapse will occur in a subsequent one, as shown in Figure 16. The result shows that the clearing time is long enough for the system to neither recover nor maintain stability. Generator G9 is the first to present a higher oscillation in time after the first oscillation, the system collapse will occur in a subsequent one, as shown in Figure 16.

Similarly, a three-phase fault with a duration of 130 ms is evaluated with the same initial conditions of line 26–28 (zone C). In this case, the line is removed again to clear the fault. Although the system does not present a loss of synchronism during the first oscillation, the system collapse will occur in a subsequent one, as shown in Figure 16. The result shows that the clearing time is long enough for the system to neither recover nor maintain stability. Generator G9 is the first to present a higher oscillation in time and it accelerates after the first oscillation, being the first to lose its synchronism. During the following two seconds, the majority of the generators continue accelerating to higher values and require some control actions to avoid damage. Only three generators continue to oscillate after the 3.5 s and search for a new operating point; however, in this condition, the system will probably go into a blackout.

Figure 15 shows the behavior of the RACKE when a three-phase fault in line 26–28 (zone C) is simulated and the fault is cleared at \( t_2 = 130 \) ms (unstable case), but considers two control actions with the use of the SPS described in Section 2, such as, first, reducing the power generation only in G9 and, second, reducing the power generation in G5. The first curve, the light blue line, corresponds to the response of the system without control, showing that the system is unstable and requires a reduction of the supplied power to achieve stability. The result shows that the RACKE exceeds the limit (1.4 s) and control actions are required to maintain stability.
Figure 16. RACKE_SIS vs. time and without control.

Then, a second curve, the fuchsia line, is the result of considering control actions of 33%, power tripped at 1.4 s in area 9 (Zone C); however, this action is not enough to solve the problem and the machines continue to absorb kinetic energy and the limit $\eta$ is exceeded, again, at around 2 s.

Finally, a third curve, the dark blue line, is the result of considering a control action on a second generator (G5 with $-33\%$ power at 2 s), according to SPS; in this case, the system maintains synchronism ($\text{RACKE} < \eta$) and the kinetic energy is absorbed by each of the machines and, subsequently, this energy is delivered back into the system. Therefore, with this last control action, the stability of the system is guaranteed.

Figure 17. RACKE_SIS vs. time, with and without control.

4. Conclusions

This research proposed a method to evaluate and alleviate transient stability in a real-time operation, through the synchronized angular velocity of the power system’s machines. An attached power system and the kinetic energy change criterion can represent the dynamics of a multi-machine power system by projecting and calculating energy. This provides an intuitive measure of the precise instant in which a control action must be taken by integrating measurements of the WAMS system in conjunction with offline simulations, which allow the reliable assembly of an SPS. The results obtained by the simulations demonstrate the effectiveness of the proposed method and the SPS. The criterion shows that the method is fast enough because the calculation does not depend on the network structure and does not need detailed information about the system model. In addition,
the identification of coherent groups of generators is not necessary. More important is the implementation of the measurement system, which only depends on one variable, in this case, the synchronized angular velocity. Low-level programming was used to calculate the interest variable, which allows greater control over the execution time of the algorithm and reduces the error in the calculation. Although the measurement was obtained experimentally using a single machine, the method can be scalable to large multi-machine systems. It is recommended that each machine uses an Arduino Uno board, an optical sensor, and a communication board, to communicate with the satellite and to synchronize the measurement. Therefore, a more real condition can be applied in future analyses. Furthermore, the board used in the experiments shows that the method allows the synchronization of measurements, and another board can be used with PTP protocol to improve synchronization.
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