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We derive a family of equations of motion (EOMs) for evolving multi-layer multiconfiguration time-dependent Hartree (ML-MCTDH) wavefunctions that, unlike the standard ML-MCTDH EOMs, never require the evaluation of the inverse of singular matrices. All members of this family of EOMs make use of alternative static gauge conditions than that used for standard ML-MCTDH. These alternative conditions result in an expansion of the wavefunction in terms of a set of potentially arbitrary orthonormal functions, rather than in terms of a set of non-orthonormal and potentially linearly dependent functions, as is the case for standard ML-MCTDH. We show that the EOMs used in the projector splitting integrator (PSI) and the invariant EOMs approaches are two special cases of this family obtained from different choices for the dynamic gauge condition, with the invariant EOMs making use of a choice that introduces potentially unbounded operators into the EOMs. As a consequence, all arguments for the existence of parallelizable integration schemes for the invariant EOMs can also be applied to the PSI EOMs.

I. INTRODUCTION

The multiconfiguration time-dependent Hartree (MCTDH) and its multi-layer extension (ML-MCTDH) have found considerable success in obtaining systematically convergable dynamics for large quantum mechanical systems. Due to their general applicability, these approaches have been successfully employed to simulate the dynamics of small isolated systems and considerably larger condensed-phase systems. As these approaches can, in principle, be converged to give the exact quantum dynamics, the results obtained using these techniques are also often used to benchmark other approaches. However, despite these successes there are regimes in which such approaches fail to capture the correct dynamics. One important cause for such difficulties is that the underlying equations-of-motion (EOMs) can become singular or nearly singular, necessitating the use of regularization techniques. While regularization does not lead to significant numerical difficulties in many applications, in some cases regularization can dramatically influence the accuracy and efficiency of the approach, and these issues are not always easily detectable. Problems with regularization have been found to become more significant as the number of physical degrees of freedom in the system increases. For the very large scale calculations that are now accessible these problems need to be addressed.

The singularity in the ML-MCTDH EOMs arises due to a fundamental issue associated with any approach that makes use of the ML-MCTDH ansatz, or more generally any tensor network representation which uses a time-dependent variational principle (TDVP) to obtain EOMs. Whenever the ML-MCTDH wavefunction is rank deficient, meaning that the exact wavefunction can be expressed using fewer expansion coefficients than are present in the ML-MCTDH wavefunction employed, the TDVP does not uniquely define the evolution of all coefficients in the ML-MCTDH wavefunction. In order to truly resolve this issue and obtain unique, non-singular EOMs, it is necessary to go beyond the linear variations employed within the TDVP. However, while approaches have been developed that use such techniques, they can involve considerably more effort than approaches based on linear variations.

Even if the ML-MCTDH wavefunction is not exactly rank deficient, it can often be nearly rank deficient during the early stages of the simulation. In the standard ML-MCTDH approach, this can lead to ill-conditioning of the EOMs, and it becomes necessary to regularize the EOMs. In challenging regimes, convergence with respect to the regularization parameter can be difficult to achieve, and this has motivated approaches that attempt to resolve this problem. One such approach that has found success in improving the stability of the ML-MCTDH EOMs makes use of an improved regularization scheme which leads to considerably more stable dynamics, and has allowed for dynamics to be obtained for models that are otherwise inaccessible via standard ML-MCTDH.

An alternative means to alleviate the issues associated with rank deficiency and near rank deficiency involves the use of a different representation of the ML-MCTDH wavefunction, one in which the singularities that can be observed in the ML-MCTDH EOMs do not appear. Two approaches of this class are the invariant EOMs and the projector splitting integrator (PSI) method. The PSI has found success in the simulation of the unitary dynamics of wavefunctions represented using Matrix Product States and the MCTDH and ML-MCTDH ansätze. The EOMs that are treated within this approach are non-singular regardless of whether the ML-MCTDH wavefunction is rank-deficient. However, this approach does not fundamentally resolve the issue as-
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associated with rank-deficiency of the ML-MCTDH wavefunction. In particular, rank-deficiency here manifests as non-uniqueness in the alternative representations that are used. As a result, there have been questions raised within the ML-MCTDH community as to how well such an approach can work and there has been no general and systematic study of the relationship between these different representations or an understanding of the conditions for which individual approaches are optimal.

In this series of papers, we aim to address these concerns, and then demonstrate the tangible numerical benefits that arise from these considerations. In this work we will present a unified framework for deriving the ML-MCTDH EOMs, the PSI EOMs, and the invariant EOMs, as a means of clarifying the relationships between these approaches. In particular, we will discuss how the choice of gauge condition used within the standard ML-MCTDH approach results in an expansion of the wavefunction in terms of non-orthogonal and potentially linearly dependent sets of functions for all non-root nodes, giving rise to the singularities in the final EOMs. We will show that the PSI EOMs and invariant EOMs both make use of the same alternative representation in which the wavefunction is expanded in terms of a set of orthonormal but potentially arbitrarily selected functions. This is the source of the issues relating to the non-uniqueness of these approaches. These representations introduce an additional gauge freedom with respect to the standard ML-MCTDH EOMs from which we will derive the EOMs for generic dynamic gauge conditions, referred to as the Singularity Free EOMs. From this we will show that the PSI EOMs and invariant EOMs simply arise from different choices for this dynamic gauge condition. As such, the parallelizable integration scheme employed for the invariant EOMs can readily be extended to treat the PSI EOMs, and thus there is nothing inherent to the latter approach that restricts it to serial updates. However, in contrast to the PSI EOMs which are always non-singular, the choice for the dynamic gauge condition that is implicitly made in the original derivation of the invariant EOMs (and which we will make explicit) leads to singularities and therefore the need for regularization.

This paper is structured as follows. In Sec. II we will review the ML-MCTDH representation of the wavefunction and present the notation that will be used throughout. In Sec. III we will present a derivation of the standard ML-MCTDH EOMs that considerably simplifies the process of arriving at singularity-free EOMs and provides a convenient intermediate point for obtaining singularity-free EOMs. In Sec. IV we will present the alternative representation of the wavefunction that is used by the PSI and invariant EOMs, and by using this representation derive a set of EOMs that are free of singularities and describe the evolution of the full ML-MCTDH wavefunction. Some additional discussion of these EOMs is provided in the Supplementary Information. In Sec. V we will discuss the invariant EOMs approach, and how it relates to the singularity-free EOMs. We will present our conclusions in Sec. VI.

In the companion paper we will aim to address concerns about the numerical performance of the approaches we advocate. We will discuss the implementation of the PSI for the ML-MCTDH wavefunction, with a focus on how the steps required relate to those required to implement standard ML-MCTDH. A series of applications of the PSI to models that represent significant challenges to standard ML-MCTDH, even when applying recently proposed improved regularization schemes, are then presented. These models will include a simple two-mode model that highlights the issue of rank deficient wavefunctions, a series of spin-boson models that have previously been considered with standard ML-MCTDH using both standard and improved regularization schemes with baths containing up to $10^6$ bath modes, and a series of multi-spin-boson models that require considerably larger (in terms of size of coefficient tensors) ML-MCTDH wavefunctions to obtain converged results.

II. THE ML-MCTDH WAVEFUNCTION

In the ML-MCTDH approach, the high-dimensional time-dependent wavefunction $|\Psi(t)\rangle$ is expanded in terms of a basis constructed as a direct product of $d^t$ sets of “single-particle functions” (SPFs), $|\phi_{i_k}^{(t,k)}(t)\rangle$, as

$$|\Psi(t)\rangle = \sum_{i_1}^{n_1^t} \cdots \sum_{i_{d^t}}^{n_d^t} A_{i_1 \cdots i_{d^t}}^1(t) \bigotimes_{k=1}^{d^t} |\phi_{i_k}^{(1,k)}(t)\rangle. \quad (1)$$

Each of these SPFs can then be expanded in terms of a direct product basis of $d^{z_l}$ sets of SPFs for a further reduced subset of degrees of freedom. Applying this process recursively, each of the $N^{z_l}$ SPFs associated with a node can be expressed in terms of a direct product of SPFs $|\phi_{z_l}^{z_{l+1}}(t)\rangle = \sum_{i_1}^{n_1^{z_l}} \cdots \sum_{i_{d^{z_l}}}^{n_d^{z_l}} A_{i_1 \cdots i_{d^{z_l}}}^{z_l}(t) \bigotimes_{k=1}^{d^{z_l}} |\phi_{i_k}^{(z_{l+1},k)}(t)\rangle, \quad (2)$

where the label $z_l = (b_1 \cdots b_l)$, contains the $l$ indices $b_i$ that denote the path required to reach this SPF starting from $t=1$ and $d^{z_l}$ is the number of sets of SPFs forming the direct product basis. This process is repeated until at the bottom level the SPFs are expanded in terms of a primitive set of basis functions for the physical degrees of freedom of the system

$$|\phi_{i_k}^{(z_{l+1})}(t)\rangle = \chi_{\alpha}. \quad (3)$$

From these definitions, the wavefunction can be expressed in terms of a series of contractions between the coefficient tensors, $A_{i_1 \cdots i_{d^{z_l}}}(t)$. This process leads to a
wavefunction that can be represented by a tree structure, as shown in Fig. and is referred to as a tree tensor network. The coefficient tensors are represented as nodes of the tree, and contractions over indices common to two tensors are represented by lines linking the nodes. The ML-MCTDH wavefunction can, in principle, exactly represent an arbitrary wavefunction, and the accuracy of this expansion depends on the number of SPF s used at each node.

Working with the individual coefficient tensors and SPF s becomes cumbersome for large tree structures. In order to simplify expressions it is useful to define the “single-hole functions” (SHFs), $\Psi_i^z$, associated with each node, $z$, by

$$|\Psi(t)\rangle = \sum_i^{Nz} |\phi_i^z(t)\rangle \otimes |\Psi_i^z\rangle. \quad (4)$$

The definitions of the SPF s and SHFs are illustrated graphically in Fig. In order to obtain a recursive definition for the SHFs that is consistent at all layers, including the first layer of the tree, we will define SHFs for the root node as the scalar function $\Psi_1^z(t) = 1$ that acts on no physical degrees of freedom. Further, we will append an additional index $i = 1$ to the root node coefficient tensor such that $A_{1,1} = 1$, and define the number of SPF s at the root nodes as $N^1 = 1$. Using this notation, the SHFs of any node $(z_l, k)$ can be obtained recursively in terms of the coefficient tensor and SHFs of its parent node, $z_l$, and the SPF s of the sibling nodes of node $(z_l, k)$ (that is all nodes $(z_l, j)$ with $j \neq k$) by

$$|\Psi_{n}^{z_l, k}(t)\rangle = \sum_{i_1}^{n_{z_l}} \cdots \sum_{i_{k-1}}^{n_{z_l}} \sum_{i_{k+1}}^{n_{z_l}} \cdots \sum_{i_{z_l}}^{n_{z_l}} |\Psi_{m}(t)\rangle,$$

$$A_{i_1 \ldots i_{k-1} i_{k+1} \ldots i_{z_l}}^{z_l} \left( \bigotimes_{j=1, j \neq k}^{d_{z_l}} |\phi_{i_j}^{z_l,j}(t)\rangle \right). \quad (5)$$

While the SPF s are required to be orthonormal, $\langle \phi_{i_l}^{z_l}(t) | \phi_{j_l}^{z_l}(t) \rangle = \delta_{ij} \forall z_l$, this is not the case for the SHFs constructed using Eq. Instead, we generate an overlap matrix, $\rho_{i_j}^{z_l} = \langle \Psi_i^z(t) | \Psi_j^z(t) \rangle$, which is referred to as the mean-field density matrix of node $z_l$. This matrix can become singular whenever the SHFs are linearly dependent, a situation that is often encountered during the early stage of simulations when separable or weakly entangled initial condition are used. As will be discussed later, this leads to significant numerical issues in the evolution of ML-MCTDH wavefunctions.

Using the recursive definition of the SPF s, we may expand the full wavefunction as

$$|\Psi(t)\rangle = \sum_{I^z_1}^{n_{z_1}^{I^z_1}} \cdots \sum_{I^z_{z_l}}^{n_{z_l}^{I^z_{z_l}}} \sum_{i_1}^{n_{z_1}^{I^z_1}} \cdots \sum_{i_{z_l}}^{n_{z_l}^{I^z_{z_l}}} A_{I^z_1 \ldots I^z_{z_l} \ldots i_1 \ldots i_{z_l}}^{z_1} \langle t | \Psi_i^{z_1}(t) \rangle \otimes \bigotimes_{k=1}^{d_{z_1}} |\phi_{i_k}^{z_1,k}(t)\rangle,$$

$$= \sum_{I^z_1}^{n_{z_1}^{I^z_1}} \cdots \sum_{I^z_{z_l}}^{n_{z_l}^{I^z_{z_l}}} A_{I^z_1 \ldots I^z_{z_l}}^{z_1} |\Psi_i^{z_1}(t)\rangle \otimes |\Psi_{I^z_{z_l}}^{z_1}(t)\rangle. \quad (6)$$

where $I^z_i = (i_1, \ldots, i_{z_l})$ is a combined index for all indices involved in the contractions with the children of node $z_l$, and $|\Phi_{I^z_{z_l}}^{z_l}(t)\rangle$ is the direct product of the SPF s associated with the children of node $z_l$, which we will refer to as the configurations of node $z_l$ in the following. This corresponds to an expansion of the wavefunction in terms of the (time-dependent) direct product of the SPF s associated with the children of node $z_l$ and SHFs associated with node $z_l$, where the tensor $A_{I^z_{z_l}}^{z_1} |\Psi_i^{z_1}(t)\rangle$ contains the expansion coefficients. In what follows we will prefer to work with a matrix representation of the states, and so we will now expand the wavefunction in terms of the primitive basis. Doing so gives the following expression for the elements of the wavefunction coefficient tensor

$$\Psi_{\alpha^z \beta^z}(t) = \sum_{I^z_1}^{n_{z_1}^{I^z_1}} \cdots \sum_{I^z_{z_l}}^{n_{z_l}^{I^z_{z_l}}} A_{I^z_1 \ldots I^z_{z_l}}^{z_1} |\Phi_{\alpha^z I^z_1}^{z_1}(t)\rangle |\Psi_{I^z_{z_l}}^{z_1}(t)\rangle,$$

$$= |\Phi_{\alpha^z z_l}(t) |\Phi_{\beta^z z_l}(t)\rangle \right. \quad \frac{1}{\alpha^z \beta^z}, \quad (7)$$

where $\alpha^z$ and $\beta^z$ are sets of indices for the physical degrees of freedom and SPF s and SHFs associated with node $z_l$, respectively. In order to use this notation for all nodes, we will make use of the definition of the SHFs for the root nodes given above, and for the leaf nodes we will define the configurations coefficient tensor to be $\Phi_{\alpha^z}(t) = I$. In the final line we have written this using a matrix representation for all of the tensors present.

This representation is particularly useful when evaluating the ML-MCTDH EOMs, as it directly provides access to the coefficient tensors that we seek to evolve. However, this representations is not unique. It is possible to insert any pair of time-dependent matrices of the correct sizes that multiply to give the identity matrix between any of
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III. THE ML-MCTDH EQUATIONS OF MOTION

In order for the ML-MCTDH approach to be efficient,
it is necessary to be able to efficiently evaluate the action
of the Hamiltonian on the ML-MCTDH wavefunction.
One representation that is particularly useful for the ML-
MCTDH approach is the sum-of-product (SOP) form of
the Hamiltonian on the ML-MCTDH wavefunction.

In order to remove this gauge freedom, it is necessary to
specify some additional conditions, namely the static and
dynamic gauge conditions.

\[ \psi^{(1,1,1)} = \text{Diagram} \quad \psi^{(1,1)} = \text{Diagram} \]

Figure 2. Diagram representing the SPF s and SHF s associated
with different nodes of the ML-MCTDH wavefunction shown
in Fig. 1. Here we have dropped the labels of the coefficient
tensors in the tree tensor network. The entire wavefunction
can be constructed by contracting together the SPF and SHF
tensors for a given node.

the matrices in Eq. 1, e.g.

\[ \psi_{\alpha z_1 | \beta z_1}(t) = \left[ \Phi^{z_1}(t) X(t) X^{-1}(t) A^{z_1}(t) Y(t) Y^{-1}(t) \Psi^{z_1}(t) \right]_{\alpha z_1 | \beta z_1} \]

\[ \equiv \left[ \Phi^{z_1}(t) A^{z_1}(t) \Psi^{z_1}(t) \right]_{\alpha z_1 | \beta z_1} \quad (8) \]

In order to remove this gauge freedom, it is necessary to
specify some additional conditions, namely the static and
dynamic gauge conditions.

As the SPF s can be expanded in terms of the coefficient
tensor and SPF s of the children of node \( z_l \),

\[ \Phi^{z_1}(t) = \left( \bigotimes_{k=1}^{d_{z_l}} \phi^{(z_1,k)}(t) \right) A^{z_1}(t) = \Phi^{z_1}(t) A^{z_1}(t) \quad (11) \]

it can readily be shown that these gauge conditions apply
constraints to all non-root coefficient tensors. The gauge
condition (Eq. 10) for each of the SPF s of the children
node \( z_l \) leads to the following constraint on the coefficient
tensors for the configurations,

\[ \Phi^{z_1}(t) \hat{\Phi}^{z_1}(t) = -i \left( \bigoplus_{k=1}^{d_{z_l}} x^{(z_1,k)}(t) \right) = -i X^{z_1}(t) \quad (12) \]

where \( \bigoplus_k \) denotes a direct sum over matrices indexed
by \( k \). As such, the coefficient tensors are constrained to
satisfy

\[ A^{z_1}(t) \hat{A}^{z_1}(t) = -i X^{z_1}(t) + i A^{z_1}(t) X^{z_1}(t) A^{z_1}(t) \quad (13) \]

These conditions ensure that the configurations re-
main orthonormal and that the coefficient matrix remains
semi-unitary for all time. As a consequence, any non-
orthonormality associated with the matrix expansion of
the wavefunction given in Eq. 1 must be accounted for
by the SHF coefficient tensor. Thus the standard ML-
MCTDH approach expands the wavefunction at each
(non-root) node in terms of a direct product of orthonor-
mal SPFs and non-orthonormal, and in some cases lin-
early dependent, SHFs with an expansion coefficient ma-
trix that is semi-unitary.

With these constraints and the specification of the
Hamiltonian we are now in a position to derive the
ML-MCTDH EOMs. The standard derivation of the ML-MCTDH EOMs has been presented in a number of
places\(^5\) here we will present a slightly different path
to the final ML-MCTDH EOMs. In the derivation that
follows, all matrices and states are time-dependent. How-
ever, in order to prevent the equations becoming too cumber-
some, we will not indicate this explicitly in intermedi-
ate equations. As is standard, we begin by applying the
Dirac-Frenkel variational principle\(^6\),

\[ \leftlangle \delta \Psi \right| \frac{\partial}{\partial t} - \hat{H} | \Psi \right\rangle = 0 \quad (14) \]
to the ML-MCTDH wavefunction. The variation of the wavefunction can be written in the form
\[ \delta \Psi = \sum_{z_i \in \Psi} \sum_{i, j} \delta A_{ji, z_i} \left| \Phi_{ji, z_i} \right\rangle \otimes \left| \Psi_{ji, z_i} \right\rangle. \] (15)

Inserting this into the Dirac-Frenkel variational principle, we have
\[ \sum_{z_i \in \Psi} \sum_{i} \sum_{j} \delta A_{ji, z_i} \left\langle \Phi_{ji, z_i} \right| \otimes \left| \Psi_{ji, z_i} \right\rangle \frac{\partial}{\partial t} \left(-\hat{H} \right) \left| \Psi \right\rangle = 0. \] (16)

The variations of the coefficient tensors \( \delta A_{ji, z_i} \) are independent, and we can therefore consider variations of each of the coefficient tensors independently. Doing so simplifies this expression to give
\[ \sum_{i} \sum_{z_i} \delta A_{ji, z_i} \left\langle \Phi_{ji, z_i} \right| \otimes \left| \Psi_{ji, z_i} \right\rangle \frac{\partial}{\partial t} \left(-\hat{H} \right) \left| \Psi \right\rangle = 0, \] (17)

where now we are only considering variations of the coefficient tensor of node \( z_i \). We can now expand the time derivative of the wavefunction using the representation of the wavefunction given in Eq. (15), which yields
\[ \left| \hat{\Psi} \right\rangle = \sum_{j} \sum_{i} \left( \hat{A}_{ji, z_i} \left| \Phi_{ji, z_i} \right\rangle \otimes \left| \Psi_{ji, z_i} \right\rangle \right) + \hat{A}_{ji, z_i} \left| \Phi_{ji, z_i} \right\rangle \otimes \left| \Psi_{ji, z_i} \right\rangle, \] (18)

Inserting this expression into Eq. (17) and noting that the resultant expression holds for all allowed variations of the coefficient tensor, we may equate coefficients to remove the dependence on the variations. This yields an equation that can be written in terms of the configurations and SHF and node coefficient matrices as
\[ \Phi_{ji, z_i} \hat{A}_{ji, z_i} \Psi_{ji, z_i} \Psi_{ji, z_i} + \hat{A}_{ji, z_i} \Phi_{ji, z_i} \Psi_{ji, z_i} \Psi_{ji, z_i} = -i \hbar \sum_r h_{z_i} \hat{A}_{z_i} \hat{H}_{r}, \] (19)

Here we have used the sum-of-product representation of the Hamiltonian, and we have introduced the SPF, \( h_{z_i}(t) \), and mean-field, \( \hat{H}_{r}(t) \), Hamiltonian matrices, respectively. These Hamiltonians have the matrix elements
\[ [h_{z_i}(t)]_{lj} = \left\langle \Phi_{lj, z_i} \right| \hat{h}_{z_i} \left| \Phi_{lj, z_i} \right\rangle, \] (20)
\[ [\hat{H}_{r}(t)]_{lj} = \left\langle \Psi_{lj, z_i} \right| \hat{H}_{r} \left| \Psi_{lj, z_i} \right\rangle. \] (21)

The SPF and mean-field Hamiltonian matrices depend on all coefficient tensors used to evaluate the configurations and SHFs for node \( z_i \), respectively. Here for notational simplicity we will not explicitly indicate this dependence.

For the root node, we can apply the gauge conditions for the SPFs, use the fact that the SPF coefficient tensor is semi-unitary, and make use of the fact that we have defined the SHFs as a time-independent scalar to obtain
\[ \hat{A}_{z_i}(t) = -i \left( \frac{1}{\hbar} h_{z_i}(t) - X_{z_i}(t) \right) A_{z_i}(t). \] (22)

For a given non-root node \( z_i \), applying the gauge conditions for the SPFs simplifies Eq. (19) giving
\[ -X_{z_i}(t) A_{z_i} \rho_{z_i} + A_{z_i} \hat{A}_{z_i}, \] (23)

where \( \rho_{z_i} = \Psi_{z_i}^\dagger \Psi_{z_i} \) is the mean-field density matrix discussed previously, which like the mean-field Hamiltonian depends on the coefficient tensors of all nodes used in the evaluation of the SHFs. This equation describes the evolution of both the coefficient tensor associated with a node as well as the SHF coefficient tensors, and thus all of the coefficient tensors of nodes used to define the SHF coefficient tensors.

It is possible to arrive at the EOMs for the coefficient tensor of node \( z_i \) by expanding the derivative of the SHF coefficient tensor using the recursive expression for the SHF coefficient tensors, as is the standard approach taken in arriving at the ML-MCTDH EOMs. However, this is a relatively cumbersome task. An alternative and considerably faster approach simply involves applying the projector
\[ Q_{z_i} = I - A_{z_i} A_{z_i}^\dagger = I - P_{z_i}, \] (24)

where \( I \) is the identity matrix, to Eq. (23) from the left. This projector acts on the matrix \( A_{z_i} \) to give
\[ Q_{z_i} A_{z_i} = A_{z_i} - A_{z_i} A_{z_i}^\dagger A_{z_i} = 0, \] (25)

due to the semi-unitarity of the coefficient tensors. As such, the term containing the derivative of the SHF vanishes when this projector is applied. Using these facts we find
\[ -Q_{z_i} X_{z_i}(t) A_{z_i} \rho_{z_i} + A_{z_i} \hat{A}_{z_i}, \]
\[ -A_{z_i} A_{z_i}^\dagger \hat{A}_{z_i} \rho_{z_i} = -i \frac{\hbar}{\hbar} Q_{z_i} \sum_r h_{z_i} A_{z_i} H_{r}. \] (26)

Inserting Eq. (23) and rearranging terms gives the final ML-MCTDH EOMs for all non-root nodes:
\[ \hat{A}_{z_i}(t) = -i \frac{\hbar}{\hbar} Q_{z_i}(t) \sum_r h_{z_i}(t) A_{z_i}(t) H_{r}(t) \rho_{z_i}(t)^{-1} \]
\[ -i A_{z_i}(t) X_{z_i}(t) + i X_{z_i}(t) A_{z_i}(t). \] (27)

This expression contains the inverse of the mean-field density matrix (the SHF overlap matrix). Whenever the SHFs are linearly dependent, the mean-field density matrix becomes singular and its inverse ill-defined. This in turn leads to ill-defined ML-MCTDH EOMs, as they require the evaluation and application of an unbounded operator. When the SHFs are nearly linearly dependent, the condition number of the mean-field density matrix becomes large, and the ML-MCTDH EOMs for the SPFs can become very stiff, significantly increasing the computation effort required for integration. In such cases, the
ML-MCTDH EOMs can lead to rapid evolution of the coefficient tensors, giving rise to a rapid evolution of the weakly occupied SPF s. In practice it is necessary to regularize the inverse of the mean-field density matrix when evaluating the EOMs. A number of different strategies have been developed to regularize these equations, however in all cases they introduce a bias into the equations, and it becomes necessary to converge the dynamics with respect to this bias. For many problems, moderate levels of regularization do not significantly alter the dynamics and it is possible to obtain dynamics that are converged with respect to this regularization parameter. However, for some problems small regularization parameters may be required to obtain accurate dynamics. As the inverse of the standard regularization parameter is directly related to the condition number of the regularized inverse of the mean-field density matrix, small regularization parameters correspond to increased computation effort. In severe cases, this may even prevent converged dynamics from being obtained.

Before one can solve the ML-MCTDH EOMs, it is necessary to specify the constraint matrices. The standard choice for this constraint matrix is

$$\mathbf{x}^{\dagger}(t) = \mathbf{0}. \quad (28)$$

This choice minimises the motion of configurations, and is particularly useful when using constant mean-field integration (CMF) schemes discussed in Sec. I.A of the Supplementary Information. Alternative choices for the dynamic gauge condition may lead to numerical benefits in some situations.

### IV. SINGULARITY-FREE EQUATIONS OF MOTION

As discussed in the previous section, the singularities present in the ML-MCTDH EOMs arise due to the use of a non-orthonormal set of SHFs in the expansion of the wavefunction. It is therefore reasonable to ask whether the use of orthonormalized SHFs will lead to non-singular EOMs. Here we will demonstrate that such a choice leads to a family of singularity-free EOMs that differ in the choice of their gauge conditions, and demonstrate that the PSI EOMs arise from one such gauge choice. In order to explore this we consider an alternative expansion of the full wavefunction than that given by Eq. 7 one in which the SHF basis functions are orthonormal.

To construct such a representation, we will make use of the following decomposition of the SHF coefficient matrix for the non-root node $z_l$

$$\Psi^{z_l}(t) = \mathbf{R}^{z_l}(t) \tilde{\Psi}^{z_l}(t), \quad (29)$$

where $\tilde{\Psi}^{z_l}$ is a semi-unitary matrix defining an orthonormal set of SHFs represented in terms of the primitive basis, and $\mathbf{R}^{z_l}$ contains the expansion coefficients of the old SHF in terms of these new functions. While a decomposition of this form can be performed for any matrix, this will in general be impractical for the full expanded SHF coefficient matrix due to its large size. In practice, a recursive approach is used for constructing this decomposition that makes use of the definition of the SHFs given in Eq. 6. Such a strategy allows for the construction of a tree tensor network representation of the transformed SHF coefficient tensor, which is necessary for practical applications of the approach.

The wavefunction can be expanded in terms of the standard configurations and the new SHF states at node $z_l$ as

$$|\Psi(t)\rangle = \sum_{I^{z_l}} \sum_{i,j} A_{I^{z_l}ij}^{z_l}(t) |\Phi_{I^{z_l}ij}^{z_l}(t)\rangle \otimes |\tilde{\Psi}_{I^{z_l}ij}^{z_l}(t)\rangle \quad (30)$$

Here we have introduced the transformed coefficient tensors $A_{I^{z_l}ij}^{z_l}(t)$ which are related to the standard coefficient tensors by the matrix expression

$$\tilde{A}^{z_l}(t) = A^{z_l}(t) \mathbf{R}^{z_l}(t). \quad (31)$$

We can also express the wavefunction in terms of the new SHF states and the original SPF states for the non-root node $z_l$ as

$$|\Psi(t)\rangle = \sum_{I^{z_l}} R_{I^{z_l}ij}^{z_l}(t) |\phi_{I^{z_l}ij}^{z_l}(t)\rangle \otimes |\tilde{\Psi}_{I^{z_l}ij}^{z_l}(t)\rangle. \quad (32)$$

In contrast to Eq. 6 both of the wavefunction expressions immediately above correspond to an expansion in terms of an incomplete but orthonormal set of functions. For the root node, the original representation already corresponds to an expansion of the wavefunction in terms of an orthonormal set of functions as there are no SHFs associated with the root. As such, we use the standard representation, and for simplicity we will define $\tilde{A}^1(t) \equiv A^1(t)$. Note we have not introduced a set of transformed SHFs for the root node or for a $\mathbf{R}^1(t)$ matrix.

When the original SHFs are linearly independent, the transformed SHFs are an orthonormal set of functions that span the same space for all non-root nodes. When the original SHFs are linearly dependent, this is no longer the case. The transformed SHFs are a set of orthonormal functions that span the union of the space spanned by the original SHFs, as well as an arbitrarily selected space that is orthonormal to this. The arbitrarily selected functions do not contribute to the overall wavefunction, which is the reason they can be chosen freely.

Regardless of whether the original SHFs are linearly dependent or not, Eq. 29 is not unique. It is possible to insert any unitary matrix and its adjoint between the two terms without changing the value of the SHF coefficient tensor. This additional gauge freedom relative to
the ML-MCTDH representation requires us to specify an additional gauge condition to uniquely define the EOMs. Here, we will do this by applying a condition for $\tilde{\Psi}^{z_i}(t)$

$$\tilde{\Psi}^{z_i}(t)\tilde{\Psi}^{z_i\dagger}(t) = -i y^{z_i}(t),$$

(33)

where $y^{z_i}(t)$ is Hermitian, which ensures that the transformed SHFs remain orthonormal. Another gauge choice that is of particular interest is to set the constraint matrices for the SPFs at each non-root node to $x^{z_i}(t) = 0$ and the constraint matrix for the transformed SHFs at each non-root node to $y^{z_i}(t) = 0$. This choice gives rise to the PSI EOM.

The dynamics of a ML-MCTDH wavefunction is described by the ML-MCTDH EOMs for the standard coefficient tensors given by Eqs. (22) and (27). Expressing the ML-MCTDH EOM for the root node in terms of the transformed coefficient tensors, we obtain the standard result

$$\dot{\tilde{A}}^{z_i}(t) = \tilde{A}^{z_i}(t) = -i \left( \frac{1}{\hbar} h^{z_i}(t) - X^{z_i}(t) \right) \tilde{A}^{z_i}(t).$$

(34)

For all non-root nodes, we obtain

$$\begin{align*}
\dot{A}^{z_i}(t) &= -\frac{i}{\hbar} Q^{z_i}(t) \sum_r h^{z_i}_r(t) \tilde{H}^{z_i}_r(t) (R^{z_i}_r(t))^{-1} \\
&\quad - i A^{z_i}(t) x^{z_i}(t) + i X^{z_i}(t) A^{z_i}(t),
\end{align*}$$

(35)

where we have introduced the transformed mean-field Hamiltonian matrices, $\tilde{H}^{z_i}_r(t)$, that each have matrix elements

$$\left[ \tilde{H}^{z_i}_r(t) \right]_{ij} = \langle \tilde{\Psi}^{z_i}_i(t) | \tilde{\Psi}^{z_i}_j(t) \rangle.$$  

(36)

Whenever the mean-field density matrix is singular, so too is the matrix $R^{z_i}_r(t)$. Thus we have not made any practical gains at this stage. In order to make progress, we need to consider an alternative approach for treating the dynamics of the standard coefficient tensors. To do this, we will start by considering the derivative of the transformed coefficient tensor, $\dot{\tilde{A}}^{z_i}(t)$. Upon rearranging we find that

$$\dot{\tilde{A}}^{z_i} R^{z_i} = \tilde{\dot{A}}^{z_i} - A^{z_i} \ddot{R}^{z_i}.$$  

(37)

The EOM for the standard coefficient tensors, $A^{z_i}$, that describe the dynamics of the full ML-MCTDH wavefunction can be written in terms of EOMs for the transformed coefficient tensor, $\tilde{A}^{z_i}$, and the EOM for the $R^{z_i}$ tensors. We will now obtain EOMs for these two objects.

In order to obtain EOMs for these transformed coefficient tensors, we begin by rewriting Eq. (19) in terms of the transformed coefficient tensors and SHF matrices. This yields

$$\begin{align*}
\dot{\Phi}^{z_i} &+ \dot{\Phi}^{z_i} \tilde{A}^{z_i} \tilde{\Phi}^{z_i\dagger} R^{z_i} + \dot{\Phi}^{z_i} \tilde{A}^{z_i} \tilde{\Phi}^{z_i\dagger} R^{z_i} \\
+ \dot{\Phi}^{z_i} &+ \dot{\Phi}^{z_i} \tilde{A}^{z_i} \tilde{\Phi}^{z_i\dagger} R^{z_i} = -\frac{i}{\hbar} \sum_r h^{z_i}_r \tilde{A}^{z_i} \tilde{H}^{z_i}_r R^{z_i}.
\end{align*}$$  

(38)

Applying the gauge conditions (Eqs. (12) and (33) and unitarity) for the coefficient tensors and transformed SHF tensors yields an EOM for $\tilde{A}^{z_i}$

$$\begin{align*}
\dot{\tilde{A}}^{z_i}(t) &= -\frac{i}{\hbar} \sum_r h^{z_i}_r(t) \tilde{A}^{z_i}(t) \tilde{H}^{z_i}_r(t) \\
&\quad + i X^{z_i}(t) \tilde{A}^{z_i}(t) + i \tilde{A}^{z_i}(t) y^{z_i}(t).
\end{align*}$$  

(39)

These EOMs are non-singular regardless of whether or not the original mean-field density matrix is singular, and correspond to Eq. (23) expressed in terms of the transformed coefficient tensors. As such, Eq. (39) accounts for the evolution of both the standard coefficient tensor and the standard SHF coefficient tensor associated with node $z_i$. This equation has the same form as the EOM for the root node, and so simply correspond to evolution under the full Hamiltonian evaluated in the time-dependent transformed basis associated with node $z_i$.

We now need to obtain an EOM for the $R^{z_i}$ tensors. This can be done in a number of different ways. One possible approach is to differentiate Eq. (20) and make use of the known evolution equation for the standard SHFs. However, an easier approach is obtained by expanding the derivative of $A^{z_i}$ in Eq. (39). Doing so we obtain

$$\begin{align*}
A^{z_i} R^{z_i} + A^{z_i} \ddot{R}^{z_i} &= -\frac{i}{\hbar} \sum_r h^{z_i}_r A^{z_i} R^{z_i} \tilde{H}^{z_i}_r \\
&\quad + i X^{z_i} A^{z_i} R^{z_i} + i A^{z_i} R^{z_i} y^{z_i},
\end{align*}$$  

(40)

which is just Eq. (23) using the decomposition of the SHFs given in Eq. (20) and the new dynamic gauge conditions for the transformed SHFs. In the derivation of the ML-MCTDH EOMs presented in the previous section, the application of the projector $Q^{z_i}$ defined in Eq. (24) to Eq. (23) leads to the EOMs for the standard coefficient tensors. This process removes the contributions associated with the evolution of the SHFs, while retaining the contributions associated with the derivative of the coefficient tensors. Here we are interested in the term excluded by that projector, and so we apply the complementary projection operator to $Q^{z_i}$, namely the projector $P^{z_i} = A^{z_i} A^{z_i\dagger}$, to Eq. (40). After using $P^{z_i}$, rearranging, and inserting Eq. (13) we arrive at

$$A^{z_i} \ddot{R}^{z_i} = A^{z_i} \left( -\frac{i}{\hbar} \sum_r A^{z_i\dagger} h^{z_i}_r A^{z_i} R^{z_i} \tilde{H}^{z_i}_r \\
+ i X^{z_i} R^{z_i} + i R^{z_i} y^{z_i} \right).$$  

(41)

Finally, the EOMs for $R^{z_i}$ are obtained by applying $A^{z_i\dagger}$ from the left,

$$\ddot{R}^{z_i}(t) = -\frac{i}{\hbar} \sum_r A^{z_i\dagger}(t) h^{z_i}_r(t) A^{z_i}(t) R^{z_i}(t) \tilde{H}^{z_i}_r(t) \\
+ i X^{z_i}(t) R^{z_i}(t) + i R^{z_i}(t) y^{z_i}(t).$$  

(42)

As long as the gauge conditions chosen are free of singularities, this equation, like Eq. (39) will only involve
bounded matrices regardless of whether or not the mean-field density matrix is singular.

Eqs. \ref{eq:59} and \ref{eq:52} account for the evolution of the transformed coefficient tensors \( \tilde{A}^{z_l} \) and the \( R^z \) matrices, respectively. Both of these matrices arise as the expansion coefficients of the full wavefunction in terms of different sets of orthonormal functions. In arriving at these equations, no explicit constraints have been placed on the evolution of the coefficient tensors, only the basis states have been constrained. In terms of the standard ML-MCTDH EOMs, the evolution of the transformed coefficient tensors corresponds to evolution of the standard coefficient tensor, \( A^{z_l} \), and the SHF coefficient tensor \( \Psi^{z_l} \). The evolution of the \( R^z \) matrices corresponds to evolution of the SHF coefficient tensors. Neither of these equations solely evolve the standard coefficient tensors, and therefore cannot be directly applied to evolve all nodes of the ML-MCTDH wavefunction. However, it is possible to construct integration schemes that make use of these equations. In order to do this, it is necessary to linearize the ML-MCTDH EOMs given by Eqs. \ref{eq:54} and \ref{eq:55} and make use of a Trotter splitting of the resultant propagators. This process is outlined in Sec. I.B of the Supplementary Information. Importantly, this process shows that, as in the case of the CMF and linearized forms of the standard ML-MCTDH EOMs, the equations for updating the coefficient tensors at each node are independent, and as such this process can be performed in parallel. We will leave discussion of the practical implementation of parallel integration schemes and their numerical performance to future work. For simplicity, in Sec. I.B of the Supplementary Information we have considered the specific choice for the dynamic gauge conditions used by the PSI, namely

\[
x^{z_l}(t) = 0 \quad \text{and} \quad y^{z_l}(t) = 0. \tag{43}
\]

We discuss and present numerical results obtained using a potentially useful alternative choice for the dynamic gauge conditions in Sec. III of the Supplementary Information.

Inserting the gauge conditions given in Eq. \ref{eq:43} into Eqs. \ref{eq:59} and \ref{eq:52} yields

\[
\dot{\tilde{A}}^{z_l}(t) = -\frac{i}{\hbar} \sum_r h_r^{z_l}(t) \tilde{A}^{z_l}(t) \tilde{H}_r^{z_l}(t), \tag{44}
\]

and

\[
\dot{R}^{z_l}(t) = -\frac{i}{\hbar} \sum_r A_r^{z_l}(t) h_r^{z_l}(t) A^{z_l}(t) R^{z_l}(t) \tilde{H}_r^{z_l}(t). \tag{45}
\]

linearized forms of these equations form the basis of the PSI approach. When combined with the serial updating scheme that will be discussed in the companion paper, this approach provides a second order integration scheme for evolving the ML-MCTDH EOMs, in which the EOMs that are solved are free of singularities. These two linearized EOMs correspond to the time-dependent Schrödinger equation expanded in terms of a time-independent, incomplete and orthonormal basis. Whenever \( R^{z_l} \) is singular, some of these basis functions become arbitrary. While this does not effect the accuracy of the expanded wavefunction when the transformation is performed, it could lead to sub-optimal performance of approaches based on these EOMs. This issue arises from exactly the same source as the singularities in the standard ML-MCTDH EOMs. When the wavefunction is rank deficient the ML-MCTDH wavefunction contains terms that do not contribute to the overall value of the fully expanded wavefunction. These terms are arbitrary and linear variational principles do not define the evolution of such terms.

In contrast to the singularities present in the ML-MCTDH approach, which lead to significant numerical instabilities that persist past the point where the wavefunction is rank deficient and where the mean-field density matrix is exactly singular, the construction of basis functions satisfying all of the conditions imposed by the linear variational principle is a stable albeit arbitrary process. Once the wavefunction is not rank deficient, this is no longer the case and the construction of these basis functions is well-defined. All of EOMs derived in this manner are non-singular provided the constraints applied are free of singularities, and as a result the equations do not suffer from issues due to ill-conditioning. At no point is it necessary to employ regularization and these approaches therefore entirely remove the need to specify a regularization parameter, a parameter that is not related to the physics of the problem and that can significantly effect the accuracy and efficiency of simulations.

When the ML-MCTDH wavefunction is nearly rank deficient, the transformed coefficient tensors, and hence the transformed SPF s, do not exhibit the same rapid evolution that is observed for the standard coefficient tensors in standard ML-MCTDH. Upon transforming to the standard coefficient tensors, however, we observe that the evolution of the transformed SPF s corresponds to a rapid evolution of the standard SPF s. This rapid evolution arises due to the choice of a nearly linearly dependent (incomplete) set of basis functions. When represented via an orthonormal set of functions spanning the same space, this evolution is not rapid. As such, it should be possible to use considerably larger time steps in the evolution of these transformed SPF s. When the wavefunction is rank deficient, these unoccupied SPF s become arbitrary. As a consequence, the dynamics may depend on the selection made for these arbitrary functions, namely on terms that do not contribute to evaluation of any observable properties. In practice, we find that this does not often appear to be a significant of an issue and becomes less significant as the number of SPF s at each node is increased.

We will consider this important point in more detail in the companion paper.
V. THE INVARIANT EQUATIONS OF MOTION

Recently, a new approach for time-evolving ML-MCTDH ansatz wavefunctions has been presented in Ref. 33. This approach shares many features with the standard ML-MCTDH approach and with the PSI approach. It employs a parallel constant mean-field (CMF) scheme, as is often done for the standard ML-MCTDH EOMs. Like the EOMs presented above, it makes use of the representation of the wavefunction given in Eq. 30 and involves propagating EOMs for transformed coefficient tensors. However, one key difference between the invariant EOMs and the singularity free EOMs is evident in how they treat the additional dynamic gauge freedom introduced by the decomposition in Eq. 29. Rather than applying a dynamic constraint on the transformed SHFs, the invariant EOMs remove the gauge freedom by requiring $R^{zi}(t) = \rho^{zi}(t)^{\frac{1}{2}}$ for all times, where the square root is taken to be the principle square root. 33 Via this requirement, the EOMs for $R^{zi}(t)$ have been fully specified, and as such this constraint fixes both the static and dynamic gauge for the transformed SHFs. While the choice to use the principle square root does lead to appealing properties for the $R^{zi}(t)$, e.g. it is Hermitian for all time, it is entirely arbitrary.

Making this choice of constraint for $R^{zi}(t)$ is equivalent to imposing the following dynamic gauge condition on the transformed SHFs

$$\dot{\tilde{\Psi}}^{zi}(t) \tilde{\Psi}^{zi\dagger}(t) = -\frac{i}{2} g^{zi}(R^{zi}(t)).$$

This can be shown by expanding the EOMs for the standard SHFs in terms of this new representation, and inserting the EOM for the $R^{zi}(t)$. The constraint matrix, $g^{zi}(R^{zi}(t))$, is a complicated function of $R^{zi}(t)$ that requires the evaluation of inverse of the superoperator, $\mathcal{R}^{zi+}$ defined by

$$\mathcal{R}^{zi+} O = R^{zi} O + OR^{zi},$$

(see Eq. 62 of Ref. 33). Whenever $R^{zi}(t)$ is singular, that is whenever the ML-MCTDH wavefunction is rank deficient, this constraint matrix is unbounded.

In arriving at the invariant EOMs approach it is necessary to also chose a gauge condition for the SPF s. In Ref. 33 this condition is selected so that the transformed SPF s and standard SHFs evolve according to the same EOMs. This condition is satisfied for all members of the singularity free EOMs where $x^{zi}(t) = y^{zi}(t)$. For the invariant EOMs, this therefore requires setting the dynamic constraint matrix for the SPF s to

$$\dot{\Phi}^{zi\dagger}(t) \Phi^{zi}(t) = -\frac{i}{2} g^{zi}(R^{zi}(t)).$$

With these conditions, the transformed coefficient tensors evolve according to the invariant EOMs

$$\dot{A}^{zi} = -\frac{i}{\hbar} \sum_r h_r^{zi} \tilde{A}^{zi} H_r^{zi} + \frac{i}{2} A^{zi} g^{zi} + \frac{i}{2} \left( \bigoplus_k g^{zi,k} \right) \tilde{A}^{zi}.$$

This equation has exactly the same form as Eq. 39 but with a specific choice for the SPF and transformed SHF constraint matrices, namely they are both equal to $g^{zi}(R^{zi}(t))$. Similarly, the $R^{zi}(t)$ matrices evolve according to EOMs with the same form as Eq. 12.

Having shown that the invariant EOMs constitute a particular choice of gauge-constraint in the framework of singularity-free EOMs introduced above, we will briefly discuss some consequences of this choice. First, although the right hand side of Eq. 49 is always bounded, 33 it can potentially involve the evaluation of an unbounded operator acting on the transformed coefficient tensors. When it is linearized, as is implicitly done in Ref. 33, the solution of the linearized equation requires the evaluation of the exponential of a matrix that is unbounded whenever $R^{zi}(t)$ is singular. It is therefore necessary to regularize these equations, bounding this operator and allowing for the evaluation of regularized dynamics. The fact that the right hand side of Eq. 49 is bounded thus does not alter this fact.

Second, the derivation of the invariant EOMs relies on the orthonormality of the transformed SHFs. However this cannot be guaranteed when using the constraint $R^{zi}(t) = \rho^{zi}(t)^{\frac{1}{2}}$. Whenever any of the singular values of $\rho^{zi}(t)$ are small it becomes necessary to use a regularized inverse in the construct of the transformed SHFs. This results in non-orthogonal transformed SHFs and in turn the overlap matrix of the transformed SHFs, which can be interpreted as a transformed mean-field density matrix, is not the identity matrix. In these situations, Eq. 49 is an approximation to the correct EOMs. Further, whenever $\rho^{zi}(t)$ is exactly singular the transformed mean-field density matrix is also singular, and so the EOMs including this term will suffer from the same issues involving the inverse of singular matrices as is the case for the standard ML-MCTDH EOMs. The invariant EOMs are only free of the singularities arising from the inverse mean-field density matrix if this matrix is ignored.

Having said this, the invariant EOMs have been demonstrated to perform better than standard ML-MCTDH for a set of spin-boson models. For these models, it was demonstrated that a small regularization constant is not necessary to accurately capture the evolution of the initially unoccupied SPF s. As we will show in the companion paper, this can be taken further and no regularization is required at all. For the problems considered in Ref. 33, the potential issues we have raised here were not observed. Whether these issues become significant for other parameter regimes and in different models is unclear.

The approach taken to solve the equations in Ref. 32 differs significantly from the PSI. In particular, this approach is completely parallelizable and the transformed coefficient tensors for all nodes can be updated in parallel using a constant mean-field (CMF) integration scheme. As we have discussed above, there is nothing preventing such an integration scheme being applied to any of the singularity-free EOM approaches. As such, the PSI
EOMs can likewise be solved using an integration scheme of this form, and we present a brief discussion and numerical results for such an approach in Sec. II of the Supplementary Information. Recently, there have been developments in employing parallel algorithms for integrating the PSI EOMs for MCTDH wavefunctions\textsuperscript{51}. The approach of Ref. \textsuperscript{51} and the scheme presented in Ref. \textsuperscript{52} share a number of similarities, in particular they both use similar strategies for avoiding the backward in time evolution of the $R^{\mu}$ matrices. Apart from the different choices gauge constraints, the main difference between the two algorithms is the use of a rescaled projection in Ref. \textsuperscript{53} while no rescaling is applied in Ref. \textsuperscript{51}. A discussion of practical parallel integration schemes and their numerical performance is left to future work.

VI. CONCLUSION

In this paper, we have rederived the EOMs that form the basis of the PSI using a framework that is closely related to that used for deriving the standard ML-MCTDH EOMs. In doing so we highlight the fact that the key differences between the projector splitting integrator EOMs, the standard ML-MCTDH EOMs, and the invariant EOMs originate from the choice of gauge and the consequent constraints placed on the evolution of the coefficient tensor. For the standard ML-MCTDH approach, the gauge choice constrains the coefficient tensor to be semi-unitary at all times. As a consequence, non-unitary factors in the ML-MCTDH expansion of the wavefunction are absorbed into the SHFs and the ML-MCTDH EOMs become singular whenever the SHFs are linearly dependent. For both the PSI EOMs and invariant EOMs, an alternative representation is used in which the non-unitary factors are moved from the SHFs to the coefficient tensors. These two approaches differ in their choice of dynamic gauge conditions. The invariant EOMs are obtained when the non-unitary factors in the wavefunction are constrained such that they are Hermitian and are given by the principle square root of the mean-field density operator at all times, while a specific dynamic constraint is placed on the SPF. These choices introduce a potentially singular contribution to the evolution of the coefficient tensor and require the use of a regularized inverse in the construction of the transformed SHFs. When regularization is required, this does not correctly transfer the non-unitary factors away from the SHFs and thus may lead to issues with the accuracy of the approach. In contrast, the PSI employs constraints on the dynamics of the SPF and transformed SHFs with no constraints placed on the non-unitary factors that are evolved. The resultant EOMs are always well defined and numerically well-behaved. They simply correspond to the Schrödinger equation expanded in terms of the orthonormal but incomplete basis defined by the SPF and transformed SHFs for a node. We have further shown that the PSI EOMs and invariant EOMs are simply two specific cases of a wide family of EOMs. Provided the gauge conditions selected are non-singular, as is the case for the PSI, these EOMs are non-singular. Any method based on the solution of these equations does not require the use of regularization. As such, approaches based on these equations do not require the specification of a parameter that can considerably alter the efficiency and accuracy of the dynamics.

While all numerically exact methods that make use of the ML-MCTDH ansatz for the wavefunction and use the time-dependent variational principle to perform time-propagation can become ill-defined whenever the wavefunction is rank deficient, rank-deficiency manifests in different ways for different approaches. For the standard ML-MCTDH approach it manifests in the singularities in the EOMs discussed above. For the PSI approach it manifests as non-uniqueness in the choice of the incomplete basis functions. For the invariant EOMs the consequences of rank-deficiency manifest as both type of difficulties. While these two sets of issues have the same origin, they lead to considerably different behavior of the approaches in practice. In particular, the use of regularization to handle the issues associated with singularities in the EOMs introduces issues that can persist past the point in which the wavefunction is rank deficient. It is then necessary to converge the dynamics with respect to the regularization parameter, and there is no guarantee that this convergence can be obtained. The issues associated with the non-uniqueness in the choice of incomplete basis functions appear to be less severe. The construction of a set of basis functions that satisfy the conditions required is numerically stable. In the limit of a full basis set expansion this non-uniqueness is not relevant as the basis functions necessarily span the full space, and as such the issue of completeness can be viewed as a convergence issue. In the companion paper, we will discuss this in more detail. We will discuss the numerical implementation of the multi-layer form of the PSI algorithm, with an aim of connecting the steps involved to equivalent steps needed for the implementation of standard ML-MCTDH. From this vantage point we will present a number of applications of the PSI approach to a series of challenging model problems which illustrate its advantages over ML-MCTDH schemes which require regularization.
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