**Abstract:** Multi-expert multi-criterion decision-making problems are complicated decision issues. Different experts have different opinions with regard to multi-criterion decision-making problems, depending on their background and experience. These experts provide information that usually contains certain, uncertain, and incomplete information simultaneously. However, traditional computing methods only fully consider certain information, and ignore uncertain or incomplete information, which causes information distortion in assessment results. In order to effectively solve the above problems, this paper proposes a new flexible method for solving multi-expert multi-criterion decision-making problem. The primary purpose of the proposed method is to fully consider all information provided by experts to avoid information distortion of assessment results. Finally, an illustrative example of computer numerical control (CNC) machine tool selection is provided to prove the practicality of the proposed method. After comparing the results generated by proposed method with the results generated using linguistic ordered weighted geometric averaging operator (LOWGA) operator and induced LOWGA operator methods, the results indicate that the proposed method integrating an induced LOWGA operator and a hesitant fuzzy linguistic term set is more flexible and is able to reflect real-world situations.
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1. Introduction

Multi-expert multi-criterion decision-making (MCDM) problems are complex decision-making (DM) problems with both qualitative and quantitative characteristics. In recent years, many researchers have examined the related issues of multi-expert MCDM [1–12]. For instance, Liu et al. [13] proposed the generalized ordered hybrid modular operator based on a generalized ordered modular averaging operator to handle multi-attribute group DM problems. Here, the operator considers not only the importance level of the input parameter, but also its sequence position. For handling group DM problems, an induced-language continuous ordered weighted geometry (OWG) operator with uncertain multiplicative language preference relations was proposed by Zhou and Chen [14]. Gitinavard et al. [15] used an interval-valued hesitant fuzzy set to propose a new multi-criterion weighting ranking method to solve complex group DM issues. Ghorabaee et al. [16] extended the distance from the average solution method to handle issues of supplier selection in fuzzy environments.

Group DM is about situations in which multiple individuals act collectively to achieve a solution in managerial practice. Because of the uncertainty and complexity of group DM problems,
expert-provided information usually contains uncertain information. To effectively resolve this issue, Rodriguez et al. [17] introduced the hesitant fuzzy linguistic term set (HFLTS) to handle situations where experts are hesitating between several possible linguistic term sets for evaluating a variable, indicator, alternative, etc. The HFLTS method is a derivative of hesitant fuzzy sets [18]. Since it appeared, many researchers have developed applications and extensions of HFLTS in different fields. For example, Beg and Rashid [19] used HFLTS and applied the technique to order preference by similarity to ideal solution (TOPSIS) to solve an investment company selection problem and allow the company to invest money in the optimal selection. Based on HFLTS, Wang et al. [20] introduced an outranking method to survey issues of offensive warfare capabilities in information warfare. Offensive warfare capabilities include information suppression, hard destruction, network resistance, and psychological resistance. Montes et al. [21] applied HFLTS to propose a linguistic multi-expert MCDM model for housing markets. Ashtiani and Azgomi [22] considered the uncertainty, vagueness, and hesitancy of the provided opinions to propose a computational trust model based on HFLTS. Based on HFLTS, TOPSIS, and analytic hierarchy process methods, Onar et al. [23] introduced a new fuzzy quality function deployment method to effectively determine the best computer workstation. To date, HFLTS has received lots of attention and has been applied in many applications [24–29].

Ordered weight is an important factor in multi-expert MCDM problems and preference ranking [30]. The concept of ordered weight was first introduced by Yager [31], who used an ordered weighted averaging (OWA) operator to solve multi-expert MCDM problems. An OWA operator is a critical aggregation operator that generates an aggregating result ranging from minimum to maximum. The ordered weighted geometric averaging (OWGA) operator uses the geometric mean OWA operator concept to generate an aggregating result for the information. Recently, OWA operators and OWGA operators have been discussed in different fields and extensions [32–39].

Many studies have used different calculation methods to handle group DM issues [2,5–9,11,12]. However, these methods cannot handle uncertain or incomplete information being included in the aggregated information. The process of information aggregation may involve partially missing data or unobtainable information. If only the complete information is considered, sample numbers will be reduced, and information distortion will occur. To effectively resolve this issue as it related to group DM, this study proposes a more general approach: the integration of an induced linguistic ordered weighted geometric averaging (LOWGA) operator and HFLTS. To demonstrate the practicality of the proposed method, an illustrative example of computer numerical control (CNC) machine selection tool is presented in this paper. The calculation result achieved by the proposed approach was also compared with those achieved by LOWGA operator and induced LOWGA operator approaches.

The rest of the article is organized as follows. Section 2 outlines some fundamental concepts related to OWA, OWGA, LOWGA, and induced LOWGA operators, and HFLTS is briefly reviewed. Section 3 proposes a novel method that integrates an induced LOWGA operator and HFLTS. An illustrative example validating the proposed method is be discussed in Section 4. In Section 5, conclusions are given.

2. Preliminaries

2.1. OWA, OWGA, LOWGA, and Induced LOWGA Operators

The basic concept of OWA, OWGA, LOWGA, and induced LOWGA operators is the re-ordering step. Yager [31] first proposed the OWA operator concept to handle MCDM problems, which can be explained as follows.
The OWGA operator is a mapping $\text{OWA}: R^n \rightarrow R$ with dimension $n$, which is associated with a weighting vector $w = (w_1, w_2, \ldots, w_n)^T$ and $\sum_{j=1}^{n} w_j = 1$, and has the properties

$$\text{OWA}(a_1, a_2, \ldots, a_n) = \sum_{j=1}^{n} w_j b_j,$$  \hspace{1cm} (1)

where $b_j$ is the $j$th largest element in the set $\{a_1, a_2, \ldots, a_n\}$.

The OWGA operator is based on the OWA operator and geometric mean.

**Definition 2 [41]**. The OWGA operator is a mapping $\text{OWGA}: R^+^n \rightarrow R^+$ with dimension $n$, which is associated with a weighting vector $w = (w_1, w_2, \ldots, w_n)^T$ and $\sum_{j=1}^{n} w_j = 1$, and has the properties

$$\text{OWGA}(a_1, a_2, \ldots, a_n) = \prod_{j=1}^{n} b_j^{w_j}$$ \hspace{1cm} (2)

where $b_j$ is the $j$th largest element in the set $\{a_1, a_2, \ldots, a_n\}$.

For managing linguistic information, Xu [42] proposed the LOWGA operator to extend the concept of the OWGA operator to a linguistic environment. It can be explained as follows.

**Definition 3 [43]**. The LOWGA operator is a mapping $\text{LOWGA}: \mathbb{S}^n \rightarrow \mathbb{S}$ with dimension $n$, which is associated with a weighting vector $w = (w_1, w_2, \ldots, w_n)^T$ and $\sum_{j=1}^{n} w_j = 1$, and which has the properties:

$$\text{LOWGA}_w(s_{a_1}, s_{a_2}, \ldots, s_{a_n}) = (s_{\beta_1})^{w_1} \otimes (s_{\beta_2})^{w_2} \otimes \ldots \otimes (s_{\beta_n})^{w_n}$$

$$= (s_{\beta_1})^{w_1} \otimes (s_{\beta_2})^{w_2} \otimes \ldots \otimes (s_{\beta_n})^{w_n} = s_{\beta}$$ \hspace{1cm} (3)

where $\otimes$ expressed the product symbol for numbers, $\beta = \prod_{j=1}^{n} b_j^{w_j}$, and $s_{\beta_j}$ is the $j$th largest element in the set $\{s_{a_1}, s_{a_2}, \ldots, s_{a_n}\}$.

Extending the concept of the LOWGA operator, Wei et al. [43] proposed the induced LOWGA operator (ILOWGA), and considered both the weights related to the weight of the attributes and that of the operators synchronously.

**Definition 4 [44]**. An induced LOWGA operator can be explained as follows.

$$\text{ILOWGA}_{\bar{w}, w}(s_{a_1}, s_{a_2}, \ldots, s_{a_n}) = (s_{\beta_1})^{\bar{w}_1} \otimes (s_{\beta_2})^{\bar{w}_2} \otimes \ldots \otimes (s_{\beta_n})^{\bar{w}_n} = s_{\beta}$$ \hspace{1cm} (4)

where $\bar{w} = (\bar{w}_1, \bar{w}_2, \ldots, \bar{w}_n)^T$ is the weighting of the $s_a$ satisfying $\sum_{j=1}^{n} \bar{w}_j = 1$ and $\bar{w}_j \in [0, 1]$. $w = (w_1, w_2, \ldots, w_n)^T$ is the exponential weighting vector of the $s_{\beta}$ satisfying $\sum_{j=1}^{n} w_j = 1$ and $w_j \in [0, 1]$, $\beta = \prod_{j=1}^{n} b_j^{\bar{w}_j}$, $s_{\beta_j}$ is the $j$th largest element in the $\{s_{a_1}, s_{a_2}, \ldots, s_{a_n}\}$ set, i.e.,

$$\tilde{s}_{ai} = r\bar{w}_i s_{ai} = s_{r\bar{w}_i a_i}$$ \hspace{1cm} (5)

in which $i = 1, 2, \ldots, n$, $r$ is the balancing coefficient, and the value of $r$ is usually equal to $n$. 

2.2. Hesitant Fuzzy Linguistic Term Set

Extending the concept of fuzzy sets, Torra [18] proposed the hesitant fuzzy set (HFT) in order to manage situations containing hesitation in determining the membership degree of the elements in human decision-making processes. HFT can be explained as follows.

**Definition 5 [18].** If X is a reference set, regarding the HFT E of X, this function returns a subset of [0, 1] when applied to X, can be defined as follows.

\[ E = \{ (x, h_E(x)) | x \in X \} \]

where \( h_E(x) \) represents the degree of membership of elements \( x \in X \) to set \( E \), and its values are in the interval \([0, 1]\).

Rodriguez et al. [17] first introduced HFLTS to optimize the computational capabilities of conventional linguistic methods, in situations wherein experts hesitate between some values for evaluating data [45,46]. The basic concept of the HFLTS is based on the HFT and fuzzy linguistic approaches, and can be explained as follows.

**Definition 6 [21].** An HFLTS \((H_s)\) is an ordered finite subset of continuous semantic terms of \(S\), \(S = \{s_0, s_1, \ldots, s_g\}\).

**Definition 7 [21].** The full HFLTS and empty HFLTS for a semantic variable \(\alpha\) are explained as follows.

- Full HFLTS: \(H_s(\alpha) = S\)
- Empty HFLTS: \(H_s(\alpha) = \emptyset\).

**Definition 8 [47].** Let \(S = \{s_0, s_1, \ldots, s_g\}\) be a linguistic term set. \(H_s, H_s^1,\) and \(H_s^2\) are the arbitrary HFLTS on \(S\), and then their intersection, union, and complement operations are explained as follows.

\[ H_s^1 \cap H_s^2 = \{ s_i | s_i \in H_s^1 \text{ and } s_i \in H_s^2 \} \]
\[ H_s^1 \cup H_s^2 = \{ s_i | s_i \in H_s^1 \text{ or } s_i \in H_s^2 \} \]
\[ H_s^C = S - H_s = \{ s_i | s_i \in S \text{ and } s_i \notin H_s \} \]

**Definition 9 [17].** The upper bound \(H_s^+\) and lower bound \(H_s^-\) of HFLTS are explained as follows.

\[ H_s^+ = \max(s_i) = s_j, \ s_i \in H_s, \text{ and } s_i \leq s_j \forall i; \]
\[ H_s^- = \min(s_i) = s_j, \ s_i \in H_s, \text{ and } s_i \geq s_j \forall i. \]

**Definition 10 [47].** The envelope of an HFLTS, \(env(H_s)\), is a linguistic interval, which is restricted by its lower bound \(H_s^-\) and upper bound \(H_s^+\).

\[ env(H_s) = [H_s^-, H_s^+] \]

3. Proposed Integration of Induced LOWGA Operator and HFLTS

Multi-expert MCDM problems are complex, and include uncertainty in group DM. In real decision-making, the criterion weights and criterion rating values for alternatives usually simultaneously contain certain, uncertain, or incomplete information. This is because the experts’ opinions include personal preferences according to their different backgrounds and experience.
Traditional linguistic computing methods may cause information distortion and loss in the information aggregation process. To address this problem, this paper presents the integration of an induced LOWGA operator and HFLTS to augment the assessment ability in group DM problems. In contrast to other methods, the proposed method can effectively deal with the criterion weights and criterion rating values for alternative or uncertain and incomplete information. For uncertain information provided by experts, the HFLTS approach is used to increase the flexibility of linguistic expression in assessments. For incomplete information provided by experts, existing complete information is used with supplementing information to fill gaps in incomplete information.

The process of the proposed novel group DM method is divided into the following seven steps (shown in Figure 1).

**Figure 1.** The flow chart of proposed novel group decision-making (DM) method.

**Step 1.** Identify the goal, criteria, and alternatives of group DM problems to establish a hierarchical structure.

According to the problems to be evaluated, the decision-making committee must disassemble problems into hierarchical structures that include alternatives, criteria, and goals.

**Step 2.** Determine criterion weights and criterion rating values for all alternatives.

According to decision-making committee members’ different knowledge and experience, each committee member individually provides different assessment weights and rating values of criteria for all alternatives.
Step 3. Fill in missing weights and rating values of criteria for all alternatives.
If the information provided by experts is incomplete, incomplete information can be supplemented by the mean value of all existing complete information. If all information is complete, move to Step 4.

Step 4. Defuzzify hesitant values of assessment criterion data.
In this step, the parametric mean (PM) is used to defuzzify the hesitant values of assessment criterion data [45], computed as shown in Equation (6).

\[ \text{PM} = \left( \frac{a + b}{2} \right) \]  
(6)

where \( a \) and \( b \) represent left boundaries and right boundaries, respectively.

Step 5. Use fuzzy linguistic quantifier to calculate weighting vector.
The aggregation weighting vector \( w = (w_1, w_2, \ldots, w_n)^T \) of the proposed method using fuzzy quantifiers, which for a non-decreasing relative quantifier \( Q \), is defined as [48,49]

\[ w_j = Q\left( \frac{j}{n} \right) - Q\left( \frac{j-1}{n} \right), \quad j = 1, 2, \ldots, n \]  
(7)

\[ (r) = \begin{cases} 
0 & \text{if } r < a \\
\frac{r - a}{b - a} & \text{if } a \leq r \leq b \\
1 & \text{if } r < b 
\end{cases} \quad a, b, r \in [0, 1] \]  
(8)

Three frequently used fuzzy quantifiers “at least”, “most”, and “as many as possible” are utilized to obtain the weighting vector \( w = (w_1, w_2, \ldots, w_n)^T \), of which the parameters \( (a, b) \) are \((0, 0.5)\), \((0.3, 0.8)\) and \((0.5, 1)\), respectively.

Step 6. Compute the overall \( z_i \) value of alternative \( x_i \), respectively [43].

\[ z_i = ILOWGA_{\pi_\omega}(s_{a_1}, s_{a_2}, \ldots, s_{a_n}) \]  
(9)

Using the results of Steps 3 to 5, use Equation (9) to calculate overall value \( z_i \) of alternative \( A_i \).

Step 7. Rank order of the alternatives and provide suggestions.
According to the calculation results of Step 6, rank the order of the alternatives and provide feasible suggestions for decision-makers.

4. Numerical Verification and Comparison

4.1. Overview
An illustrative example of CNC machine tool selection (adapted from Reference [50]) was used in this section to demonstrate the merit of the proposed method. This study also compared results generated using the LOWGA operator and ILOWGA operator methods. CNC is a computer-aided design protocol that uses computers to control machine tools. Selecting the most appropriate CNC machine tool for the Pakistan Machine Tool Factory Pte Ltd can improve product reliability and increase overall productivity [50]. This company started production in 1971, and company management hoped to choose the optimal CNC machine tool to pursue the largest output with the least cost. The hierarchical structure for selecting the optimal CNC machine tool is shown in Figure 2. As shown in Figure 2, the CNC machine tool selection included six criteria and five alternatives. The six criteria used to evaluate the alternatives were capital cost (C1), spindle speed (C2), bar capacity (C3), horsepower (C4), agility (C5), and turning meter (C6). The five alternatives were Mazak (A1), Romi (A2), Dossan (A3), Nakamura (A4), and Saim (A5).
In this case, the decision-making committee for selecting the optimal CNC machine tool included four experts $D_k$ ($k = 1, 2, \ldots, 4$), chosen based on their backgrounds and experience, each providing different assessment criterion weights and criterion rating values for the five alternatives, as shown in Tables 1 and 2. The four experts include a manager, one outside expert, and two engineers from the factory.

Appropriate semantic variables of the criterion weights scale were as follows.

$L_1 = \{s_1 : VU(\text{very unimportant}), s_2 : U(\text{unimportant}), s_3 : M(\text{medium}), s_4 : I(\text{important}), s_5 : VI(\text{very important})\}$.

The appropriate semantic variables regarding the scales of the criterion rating values of the five alternatives were as follows.

$L_2 = \{s_1 : VB(\text{very bad}), s_2 : B(\text{bad}), s_3 : MB(\text{medium bad}), s_4 : M(\text{medium})$

$s_5 : MG(\text{medium good}), s_6 : G(\text{good}), s_7 : GV(\text{very good})\}$.

Table 1. Semantic variables of the criterion weights for the five alternatives.

|        | C1  | C2  | C3  | C4  | C5  | C6  |
|--------|-----|-----|-----|-----|-----|-----|
| $D_1$  | VI  | I   | M   | VI  | M   | VI  |
| $D_2$  | VI  | M   | *   | VI  | *   | [I, VI] |
| $D_3$  | VI  | I   | VI  | M   | I   | 1   |
| $D_4$  | [I, VI] | M | VI | [I, VI] | [M, I] | 1 |

The missing values are shown with *.
Table 2. Criterion rating values for five alternatives.

| Decision-Makers | Alternatives | Criterion | C1 | C2 | C3 | C4 | C5 | C6 |
|-----------------|--------------|-----------|----|----|----|----|----|----|
| D1              | A1           | G         | M  | VG | M  | B  | MB | MG |
|                 | A2           | G         | VG | MB | VG | MG | G  |    |
|                 | A3           | VG        | MB | G  | M  | MB | G  |    |
|                 | A4           | G         | M  | MG | MG | G  | G  |    |
|                 | A5           | VG        | G  | VG | MG | G  | G  |    |
|                 | A1           | G         | M  | *  | M  | *  | G  |    |
|                 | A2           | G         | G  | *  | MG | MG | [G, VG] |    |
|                 | A3           | VG        | MB | MG | M  | M  | G  |    |
|                 | A4           | G         | MB | MG | G  | MG | [MG, G] |    |
|                 | A5           | G         | VG | G  | VG | *  | [MG, G] |    |
| D2              | A1           | MG        | VG | MG | M  | M  | G  |    |
|                 | A2           | VG        | G  | MB | G  | MG | G  |    |
|                 | A3           | VG        | MG | VG | MB | G  | M  |    |
|                 | A4           | VG        | M  | MG | MG | M  | MG |    |
|                 | A5           | G         | VG | VG | MG | M  | G  |    |
| D3              | A1           | [MB, M]   | G  | M  | M  | MB | G  |    |
|                 | A2           | G         | VG | M  | G  | G  | MG |    |
|                 | A3           | VG        | MB | MG | [MB, M] | M  | MG |    |
|                 | A4           | G         | M  | MG | G  | MG | VG |    |
|                 | A5           | [G, VG]   | G  | VG | G  | [M, MG] | G  |    |
| D4              | A1           | [MB, M]   | G  | M  | M  | MB | G  |    |
|                 | A2           | G         | VG | M  | G  | G  | MG |    |
|                 | A3           | VG        | MB | MG | [MB, M] | M  | MG |    |
|                 | A4           | G         | M  | MG | G  | MG | VG |    |
|                 | A5           | [G, VG]   | G  | VG | G  | [M, MG] | G  |    |

The missing values are shown with *.

4.2. Solution from the LOWGA Operator Method

When input arguments are semantic variables, to deal with the semantic information, Xu [42] proposed the LOWGA operator. The LOWGA operator is an extension of OWGA operator used to aggregate semantic information. The assessment of criterion weights and criterion rating values for expert-provided information requires certain information in the LOWGA operator method. In this case, some information included uncertain or incomplete information from experts D2 and D4. Therefore, this method considered only the complete information of experts D1 and D3. For example, the criterion rating values for alternative $A_1$ were 4.5000, 7.000, 4.5000, 3.000, 3.5000, and 5.500, respectively. Sorting from largest to smallest gave 7.000, 5.500, 4.5000, 4.5000, 3.5000, and 3.000.

Based on the LOWGA operator method, using Equation (3), Table 1, and Table 2, we calculated the overall $z_i$ value of alternative $A_i$.

$$z_1 = LOWGA_w(s_{4.5}, s_{7}, s_{4.5}, s_{3}, s_{3.5}, s_{5.5})$$

$$= s_{7.000}^0 \otimes s_{5.500}^{0.067} \otimes s_{4.500}^{0.333} \otimes s_{4.500}^{0.333} \otimes s_{3.500}^{0.267} \otimes s_{3.000}^{0}$$

$$= s_{4.265}$$

The other values were obtained through the LOWGA operator method.

$z_2 = s_{5.901}$, $z_3 = s_{4.564}$, $z_4 = s_{5.000}$, and $z_5 = s_{5.901}$.

According to the LOWGA operator method, the ranking order of the alternative was

$$A_5 = A_2 > A_4 > A_3 > A_1$$
4.3. Solution from the Induced LOWGA Operator Method [43]

Based on the LOWGA operator, Wei et al. [43] proposed a more general model for an aggregation operator, the induced LOWGA operator, which considers the weights associated with both operators and attributes. As in the LOWGA operator method, the induced LOWGA operator method requires that assessment information be certain information. Because the partial information provided by experts D2 and D4 was uncertain or incomplete, we considered only the complete information of experts D1 and D3.

According to Equations (7) and (8), we used the fuzzy linguistic quantifier “Most” to get the weighting vector, as shown below.

\[ w_j = Q\left(\frac{j}{n}\right) - Q\left(\frac{j-1}{n}\right) \]

\[ w_1 = Q\left(\frac{1}{6}\right) - Q\left(\frac{1-1}{6}\right) = 0 - 0 = 0 \]

\[ w_2 = Q\left(\frac{2}{6}\right) - Q\left(\frac{2-1}{6}\right) = 0.067 - 0 = 0.067 \]

\[ w_3 = Q\left(\frac{3}{6}\right) - Q\left(\frac{3-1}{6}\right) = 0.4 - 0.067 = 0.333 \]

\[ w_4 = Q\left(\frac{4}{6}\right) - Q\left(\frac{4-1}{6}\right) = 0.733 - 0.4 = 0.333 \]

\[ w_5 = Q\left(\frac{5}{6}\right) - Q\left(\frac{5-1}{6}\right) = 1 - 0.733 = 0.267 \]

\[ w_6 = Q\left(\frac{6}{6}\right) - Q\left(\frac{6-1}{6}\right) = 1 - 1 = 0 \]

Wei et al. [43] utilized the \(z_i\) value to identify the ranking order of alternative tools. Based on Table 1, Table 2, Equation (4), and Equation (5), we calculated the \(z_i\) values.

\[ z_1 = ILOWGA_{\beta,n}(s_{\alpha 11}, s_{\alpha 12}, \ldots, s_{\alpha in}) = ILOWGA_{\beta,n}(s_{4.5}, s_{7}, s_{4.5}, s_{5}, s_{5.5}, s_{5.5}) \]

\[ = (s_{\beta 1})^0 \otimes (s_{\beta 2})^{0.067} \otimes (s_{\beta 3})^{0.333} \otimes (s_{\beta 4})^{0.333} \otimes (s_{\beta 5})^{0.267} \otimes (s_{\beta 6})^0 \]

\[ = (s_{6.720})^0 \otimes (s_{5.940})^{0.067} \otimes (s_{5.400})^{0.333} \otimes (s_{4.320})^{0.333} \otimes (s_{2.940})^{0.267} \otimes (s_{2.880})^0 \]

\[ = 5(6.720)^0 \times 5.940^{0.067} \times 5.400^{0.333} \times 4.320^{0.333} \times 2.940^{0.267} \times 2.880^0 \]

\[ = 5.4289 \]

The other values were also obtained using the induced LOWGA operator method.

\[ z_2 = 5.628, z_3 = 5.511, z_4 = 5.698 \text{ and } z_5 = 5.921. \]

According to induced LOWGA operator method operation, the ranking of alternatives was \(A_5 > A_2 > A_4 > A_3 > A_1\).

4.4. Solution from the Proposed New Group DM Approach

The proposed new group DM approach integrates an induced LOWGA operator and a HFLTS to increase the assessment ability of group decision-making problems. According to the judgments of committee members, a hierarchical structure of CNC machine tool selection was established. The criterion weights and criterion rating values for all alternatives were then identified, as shown in Figure 2 and Tables 1 and 2 (Steps 1 and 2).

The remaining steps of the proposed new group DM approach can be explained as follows.

Step 3. Fill in missing values of criterion weights and criterion rating values for all alternatives.
In this step, all incomplete information is supplemented by averaging all existing complete information. This results in complete criterion weights and criterion rating values for the five alternatives, as shown in Tables 3 and 4.

Table 3. Complete information of criterion weights.

| Alternatives | C1     | C2     | C3     | C4     | C5     | C6     |
|--------------|--------|--------|--------|--------|--------|--------|
| D1           | 1.000  | 0.800  | 0.600  | 1.000  | 0.600  | 1.000  |
| D2           | 1.000  | 0.600  | 0.867  | 1.000  | 0.700  | [0.8, 1] |
| D3           | 1.000  | 0.800  | 1.000  | 0.600  | 0.800  | 0.800  |
| D4           | [0.8, 1] | 0.600  | 1.000  | [0.8, 1] | [0.6, 0.8] | 0.800 |

Table 4. Complete information of criterion rating values for alternatives.

| Decision-Makers | Alternatives | Criteria |
|-----------------|--------------|----------|
| D1              | A1           | C1 0.571   | C2 1.0  | C3 0.571  | C4 0.286  | C5 0.429  | C6 0.714  |
|                 | A2           | 0.857     | 1       | 0.429    | 1       | 0.714    | 0.857    |
|                 | A3           | 1         | 0.429   | 0.857    | 0.571   | 0.429    | 0.857    |
|                 | A4           | 0.857     | 0.571   | 0.714    | 0.714   | 0.857    | 0.857    |
|                 | A5           | 1         | 0.857   | 1        | 0.714   | 0.714    | 0.857    |
| D2              | A1           | 0.857     | 0.571   | 0.762    | 0.571   | 0.667    | 0.857    |
|                 | A2           | 0.857     | 0.857   | 0.762    | 0.714   | 0.714    | 0.857    |
|                 | A3           | 1         | 0.429   | 0.714    | 0.571   | 0.571    | 0.857    |
|                 | A4           | 0.857     | 0.429   | 0.714    | 0.857   | 0.714    | 0.857    |
|                 | A5           | 0.857     | 1       | 0.857    | 1       | 0.667    | 0.857    |
| D3              | A1           | 0.714     | 1       | 0.714    | 0.571   | 0.571    | 0.857    |
|                 | A2           | 1         | 0.857   | 0.429    | 0.857   | 0.714    | 0.857    |
|                 | A3           | 1         | 0.714   | 1        | 0.429   | 0.571    | 0.857    |
|                 | A4           | 1         | 0.571   | 0.714    | 0.714   | 0.571    | 0.714    |
|                 | A5           | 0.857     | 1       | 1        | 0.714   | 0.571    | 0.857    |
| D4              | A1           | [0.429, 0.571] | 0.857     | 0.571   | 0.571   | 0.429    | 0.857    |
|                 | A2           | 0.857     | 1       | 0.571   | 0.857   | 1        | 0.714    |
|                 | A3           | 1         | 0.429   | 0.714   | [0.429, 0.571] | 0.571    | 0.714    |
|                 | A4           | 0.857     | 0.571   | 0.714   | 0.857   | 0.714    | 1        |
|                 | A5           | [0.857, 1] | 0.857   | 1       | 0.857   | [0.571, 0.714]    | 0.857    |

Step 4. Defuzzify the hesitant values of assessment criterion data. Equation (6) was used to obtain the defuzzified results shown in Tables 3 and 4.

Step 5. Use the fuzzy linguistic quantifier to calculate weighting vectors.

According to Equations (7) and (8), we used the fuzzy linguistic quantifier “Most” to obtain weighting vectors.

Step 6. Calculate the overall $z_i$ values of alternatives $x_i$, respectively [43]. According to Table 4, we defuzzified the hesitant values of the assessment criterion data for CNC machine tool selection, then aggregated the expert provided information, as shown in Table 5.

Table 5. Aggregated information of criterion rating values for five alternatives.

| Alternatives | Criterion |
|--------------|-----------|
| A1           | C1 0.661  | C2 0.857  | C3 0.655  | C4 0.500  | C5 0.524  | C6 0.821  |
| A2           | 0.893     | 0.929     | 0.548     | 0.857     | 0.786     | 0.839     |
| A3           | 1.000     | 0.500     | 0.821     | 0.518     | 0.536     | 0.821     |
| A4           | 0.893     | 0.536     | 0.714     | 0.786     | 0.714     | 0.839     |
| A5           | 0.911     | 0.929     | 0.964     | 0.821     | 0.649     | 0.839     |
According to Table 5 and Equation (5),
\[
\begin{align*}
S_{a1} &= r_{11}S_{a1} = 6 \times 0.195 \times 50.661 = 56 \times 0.195 \times 0.661 = 80.773, \\
S_{a2} &= r_{12}S_{a2} = 6 \times 0.140 \times 50.857 = 56 \times 0.140 \times 0.857 = 80.720, \\
S_{a3} &= r_{13}S_{a3} = 6 \times 0.174 \times 50.655 = 56 \times 0.174 \times 0.655 = 80.684, \\
S_{a4} &= r_{14}S_{a4} = 6 \times 0.175 \times 50.500 = 56 \times 0.175 \times 0.500 = 80.525, \\
S_{a5} &= r_{15}S_{a5} = 6 \times 0.140 \times 50.524 = 56 \times 0.140 \times 0.524 = 80.440, \\
S_{a6} &= r_{16}S_{a6} = 6 \times 0.175 \times 50.821 = 56 \times 0.175 \times 0.821 = 80.863.
\end{align*}
\]

Thus,
\[
\begin{align*}
S_{\beta_i} &= S_{\beta_1} = S_{0.863}, S_{\beta_2} = S_{0.773}, S_{\beta_3} = S_{0.720}, S_{\beta_4} = S_{0.684}, S_{\beta_5} = S_{0.525}, S_{\beta_6} = S_{0.440},
\end{align*}
\]

Based on the results of Steps 3 to 5, Equation (9) was used to calculate the overall value \( z_i \) of alternative \( x_i \):
\[
\begin{align*}
z_1 &= ILOWGA_{\pi, w}(S_{a_{11}}, S_{a_{12}}, \ldots, S_{a_{16}}) = ILOWGA_{\pi, w}(80.661, 80.857, 80.655, 80.500, 80.524, 80.821) \\
&= (S_{\beta_1})^0 \odot (S_{\beta_2})^{0.067} \odot (S_{\beta_3})^{0.333} \odot (S_{\beta_4})^{0.333} \odot (S_{\beta_5})^{0.267} \odot (S_{\beta_6})^0 \\
&= S(0.863)^0 \odot (0.773)^{0.067} \odot (0.720)^{0.333} \odot (0.684)^{0.333} \odot (0.525)^{0.267} \odot (0.440)^0 \\
&= 80.654
\end{align*}
\]

The other values were also obtained using the proposed method.
\[
\begin{align*}
z_2 &= S_{0.784}, z_3 = S_{0.621}, z_4 = S_{0.736} \text{ and } z_5 = S_{0.855}.
\end{align*}
\]
Step 7. Rank alternatives’ order and provide suggestions.

The results showed that the CNC machine tool selection ranking order from best to worst was
\[
A_5 \succ A_2 \succ A_4 \succ A_1 \succ A_3.
\]

4.5. Comparisons and Discussion

A case study verification and comparison of CNC machine tool selection, provided in Section 4, demonstrated the efficacy of the proposed novel group DM approach, and compared the simulation results of the proposed method (integrating induced LOWGA operator and HFLTS) with those of the LOWGA operator method and induced LOWGA operator method. Figure 2, Table 1, and Table 2 show the input data. The main differences and ranking comparison of different methods are shown in Table 6.

**Table 6.** The main differences and ranking comparison of the different methods.

| Method Selection | Results of Ranking the Alternatives | Considered Factor |
|------------------|------------------------------------|-------------------|
|                  |                                    | Information is    |
|                  |                                    | Hesitant          |
|                  |                                    | Information is    |
|                  |                                    | Incomplete        |
| LOWGA operator method | \( A_5 = A_2 > A_4 > A_3 > A_1 \) | No                |
| Induced LOWGA operator method | \( A_5 = A_2 > A_4 > A_3 > A_1 \) | No                |
| Proposed method | \( A_5 > A_2 > A_4 > A_1 > A_3 \) | Yes               |

It can be clearly seen from Tables 3–6 that the proposed new group DM method has some advantages. First, consider hesitant information. Experts provided different assessment criterion weights and criterion rating values for all alternatives, which may introduce partially hesitant information in the information aggregation procedure. Both the LOWGA operator and induced LOWGA operator methods require that the information is a single linguistic term set; moreover, these methods cannot handle hesitant information. The proposed approach applies HFLTS to handle hesitant information, and the results do not cause information distortion.
Second, the proposed method considers incomplete information. Both the LOWGA operator and induced LOWGA operator methods only deal with complete information in the information aggregation procedure. If the assessment criterion weights and criterion rating values include incomplete information, they will be considered invalid information. However, this method may result in partially valuable information being lost, producing results that will lead to incorrect conclusions. The proposed method applies an information-supplementing process, using known information to complete incomplete information.

Finally, both consider the operator’s weight and the attributes’ weight synchronously. The LOWGA operator method does not consider both the operator’s weight and the attributes’ weight synchronously. The proposed method and induced LOWGA operator method consider both the language parameter itself and the orderly position of the language parameter. The results are thus more accurate and more reasonably reflect the actual situation.

5. Conclusions and Further Research

Multi-expert MCDM is a crucial issue in managerial practice, and directly influences the correctness of problem solving. In the process of information aggregation in multi-expert MCDM, information usually simultaneously contains certain, uncertain, and incomplete information provided by experts. However, traditional computing methods are unable to deal with uncertain or incomplete information, and this will cause information distortion and loss in the information aggregation process. To resolve these problems, this paper proposes a novel group DM method integrating an induced LOWGA operator and an HFLTS for solving group DM issues. In contrast to other methods, the proposed novel group DM method can simultaneously process certain, uncertain, and incomplete information in the information aggregation process. Moreover, CNC machine tool selection was used as an illustrative example to prove the practicality of the proposed novel group DM method. This paper also compared the calculated results with results calculated using the LOWGA operator approach and the induced LOWGA operator method. The calculation results showed that proposed novel group DM method provided a more accurate CNC machine tool ranking and more flexibly reflected actual world situations. To summarize, the main advantages of the proposed novel group DM method are as follows: (1) The proposed novel group DM approach can handle hesitant information provided by experts in the information aggregation process. (2) The proposed novel group DM approach can deal with incomplete information provided by experts in the information aggregation procedure. (3) The proposed method fully considers all information provided by experts, to avoid information distortion and loss. (4) The proposed method simultaneously considers the operator’s weight and the attributes’ weight. (5) The LOWGA operator method and induced LOWGA operator method were shown to be special cases of the proposed novel group DM approach. In future research, different practical cases will be examined to prove the practicality of the proposed novel group DM approach. Moreover, the extended concept of proposed novel group DM approach enables it to be combined with the preference relation approach for solving future group DM issues.
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