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ABSTRACT. The weighted numerical radius of a Hilbert space operator has been defined recently. This article explores other properties and uses this newly defined numerical radius to obtain several new interesting inequalities for the weighted numerical radius and the numerical radius. In particular, new identities for the numerical radius, further comparisons between the numerical radius and the real and imaginary parts, and some inequalities for sectorial operators will be presented.

1. Introduction

Let $B(\mathcal{H})$ denote the $C^*$-algebra of all bounded linear operators on a complex Hilbert space $\mathcal{H}$, equipped with the inner product $\langle \cdot, \cdot \rangle$. For $A \in B(\mathcal{H})$, the usual operator norm and the numerical radius of $A$ are defined, respectively, by

$$
\|A\| = \sup_{\|x\|=1} \|Ax\| \quad \text{and} \quad \omega(A) = \sup_{\|x\|=1} |\langle Ax, x \rangle|.
$$

It is well known that the numerical radius is a norm on $B(\mathcal{H})$, which is equivalent to the operator norm via the relation

$$
\frac{1}{2} \|A\| \leq \omega(A) \leq \|A\|.
$$

Due to the importance of the numerical radius in understanding some geometric aspects of the operator, interest has grown in sharpening the inequalities in (1.1). We refer the reader to [11, 13, 14] as a sample of research work in this regard.

Further, some attempts have been made in the literature to extend the notion of the numerical radius. For example, in [1] the generalized numerical radius was defined as

$$
\omega_N(A) = \sup_{\theta \in \mathbb{R}} N(\Re(e^{i\theta}A)),
$$

where $N$ is a given norm on $B(\mathcal{H})$. Actually, (1.2) was inspired from the well known identity [17]:

$$
\omega(A) = \sup_{\theta \in \mathbb{R}} \|\Re(e^{i\theta}A)\|.
$$
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Let $A \in \mathcal{B}(\mathcal{H})$ and let $0 \leq t \leq 1$. The weighted real and imaginary parts of $A$ have been defined recently in [15] as follows

$$\mathcal{R}_tA = (1 - t) A^* + tA \quad \text{and} \quad \mathcal{I}_tA = \frac{(1 - t) A - tA^*}{i}.$$  

When $t = \frac{1}{2}$, we notice that these reduce back to the usual real and imaginary parts of $A$. This implies,

$$\mathcal{R}_tA + i\mathcal{I}_tA = (1 - 2t) A^* + A.$$  

In [15], the weighted numerical radius was defined by $w_t(A) = \sup_{\theta} \|\mathcal{R}_t(e^{i\theta}A)\|$. This was investigated in this reference, and its relations that generalize those relation of $\omega$ were explored.

This paper defines another weighted numerical radius that seems interesting, as we shall see from its properties. The definition is, in fact, in terms of the numerical radius.

**Definition 1.1.** Let $A \in \mathcal{B}(\mathcal{H})$ and let $0 \leq t \leq 1$. We define the weighted (or $t$–weighted) numerical radius of $A$ by

$$\omega_t(A) = \sup_{x \in \mathcal{H}} \|x\| = 1 |\langle (\mathcal{R}_tA + i\mathcal{I}_tA) x, x \rangle| = \omega ((1 - 2t) A^* + A).$$  

Similarly, we define the weighted operator norm $\|A\|_t$ by

$$\|A\|_t = \sup_{x,y \in \mathcal{H}} \|x\| = \|y\| = 1 |\langle (\mathcal{R}_tA + i\mathcal{I}_tA) x, y \rangle| = \|(1 - 2t) A^* + A\|.$$  

Before proceeding to the main results, we present the following interesting identity that relates $\mathcal{I}A$ with $\mathcal{R}_tA^2$ and $(\mathcal{R}_tA)^2$.

**Proposition 1.1.** Let $A \in \mathcal{B}(\mathcal{H})$ and let $0 \leq t \leq 1$. Then

\begin{align*}
(1.4) \quad \frac{1}{4t(1 - t)} ((\mathcal{R}_tA)^2 - \mathcal{R}_tA^2) &= (\mathcal{I}A)^2.
\end{align*}

In particular,

$$(\mathcal{R}A)^2 - RA^2 = (\mathcal{I}A)^2.$$
Proof. Let $0 \leq t \leq 1$. Then 

$$\Re_t A^2 - (\Re_t A)^2 + 4(1 - t)^2 (\Im A)^2$$

$$= (1 - t) (A^*)^2 + t A^2 - ((1 - t) A^* + tA)^2 - (1 - t)^2 (A - A^*)$$

$$= (1 - t) (A^*)^2 + t A^2 - (1 - t)^2 (A^*)^2 - t^2 A^2 - (1 - t) t (A^* A + A A^*)$$

$$- (1 - t)^2 (A^*)^2 - (1 - t)^2 A^2 + (1 - t)^2 (A^* A + A A^*)$$

$$= (1 - t) (2t - 1) (A^*)^2 + (1 - t) (2t - 1) A^2 - (1 - t) (2t - 1) (A^* A + A A^*)$$

$$= (1 - t) (2t - 1) ((A^*)^2 + A^2 - (A^* A + A A^*))$$

$$= -4 (1 - t) (2t - 1) (\Im A)^2.$$

Namely,

$$\frac{1}{4t(1 - t)} ((\Re_t A)^2 - \Re_t A^2) = (\Im A)^2.$$

This proves the first identity, which implies the second identity upon letting $t = \frac{1}{2}$.

Since $\Im A = \Re A$, $\Re_t (iA^*)^2 = -\Re_{1-t} A^2$, and $\Re_t iA^* = \Im_t A$, we have by (1.4)

$$(\Im_t A)^2 + \Re_{1-t} A^2 = 4t (1 - t) (\Re A)^2.$$

As an interesting consequence of Proposition 1.1, we have the following.

**Corollary 1.1.** Let $A \in B(H)$. Then

$$\Re_t A^2 \leq (\Re_t A)^2.$$

In particular,

$$\Re A^2 \leq (\Re A)^2.$$

Proof. From Proposition 1.1, we have

$$\frac{1}{4t(1 - t)} ((\Re_t A)^2 - \Re_t A^2) = (\Im A)^2.$$

Since $(\Im A)^2 \geq 0$, we infer that

$$\Re_t A^2 \leq (\Re_t A)^2.$$

Integrating the identity

$$((\Re_t A) - \Re_t A^2) = 4t (1 - t)(\Im A)^2$$

over $0 \leq t \leq 1$ implies the following identity.
Corollary 1.2. Let $A \in \mathcal{B}(\mathcal{H})$. Then

$$\frac{3}{2} \int_0^1 |(\Re_t A)^2 - \Re_t A^2|^\frac{1}{2} dt = |\mathcal{I}A|.$$ 

2. Main results

In this section, we present our main results. In the first part, we discuss some properties of $\omega_t$, and then we discuss further inequalities for the numerical radius.

In the following proposition, we list some accessible properties of $\omega_t$ that the reader can check quickly.

**Proposition 2.1.** Let $A, B \in \mathcal{B}(\mathcal{H})$ and let $0 \leq t \leq 1$. Then

1. $\omega_{1/2} (A) = \omega (A)$ and $\|A\|_{1/2} = \|A\|$
2. $\omega_0 (A) = 2 \|\Re A\|$ and $\omega_1 (A) = 2 \|\mathcal{I}A\|$
3. $\frac{\|A\|}{2} \leq \omega_t (A) \leq \|A\|_t$
4. $\omega_t (A) \leq 2 \omega (A)$
5. $\omega_t (A + B) \leq \omega_t (A) + \omega_t (B)$
6. The function $f(t) = \omega_t (A)$ is convex on the interval $[0,1]$

Another interesting property of $\omega_t$ is that it is self-adjoint.

**Proposition 2.2.** Let $A, B \in \mathcal{B}(\mathcal{H})$. Then for any $0 \leq t \leq 1$,

$$\omega_t (A^*) = \omega_t (A).$$

**Proof.** For any $0 \leq t \leq 1$,

$$\omega_t (A^*) = \omega ((1 - 2t) A + A^*)$$

$$= \omega ((1 - 2t) (\Re A + i\mathcal{I}A) + \Re A - i\mathcal{I}A)$$

$$= 2 \omega ((1 - t) \Re A - ti\mathcal{I}A)$$

$$= 2 \omega ((1 - t) \Re A + ti\mathcal{I}A),$$

where the last identity follows because $\omega(T) = \omega(T^*)$ for any $T \in \mathcal{B} (\mathcal{H})$. Moreover,

$$\omega_t (A) = \omega ((1 - 2t) A^* + A)$$

$$= \omega ((1 - 2t) (\Re A - i\mathcal{I}A) + \Re A + i\mathcal{I}A)$$

$$= 2 \omega ((1 - t) \Re A + ti\mathcal{I}A).$$

The identities (2.1) and (2.2) together indicate that

$$\omega_t (A^*) = \omega_t (A),$$

as desired. \qed
The following result explicitly finds some comparisons between $\omega_t$ and $\omega$.

**Theorem 2.1.** Let $A \in B(\mathcal{H})$. Then for any $0 \leq t \leq 1$,

$$\frac{\omega_r(A)}{2R} \leq \omega(A) \leq \frac{\omega_R(A)}{2r},$$

where $r = \min \{ t, 1 - t \}$ and $R = \max \{ t, 1 - t \}$.

**Proof.** If $0 \leq t \leq 1/2$, then

$$\omega_t(A) = \omega((1 - 2t)A^* + A) \leq (1 - 2t)\omega(A^*) + \omega(A) = 2(1 - t)\omega(A).$$

For $1/2 \leq t \leq 1$,

$$\omega((1 - 2t)A^* + A) = \omega(A - (2t - 1)A^*) \geq w(A) - (2t - 1)w(A^*) = w(A) - (2t - 1)w(A^*) = 2(1 - t)w(A).$$

By combining the above two inequalities, we reach the desired result. \qed

Integrating the inequalities in Theorem 2.1 over the corresponding $t$ values implies the following bounds.

**Corollary 2.1.** Let $A \in B(\mathcal{H})$. Then

$$\int_0^{1/2} \omega_t(A)dt \leq \frac{3}{4} \omega(A) \quad \text{and} \quad \frac{1}{4} \omega(A) \leq \int_{1/2}^1 \omega_t(A)dt.$$

It is well known that $\|\mathfrak{R}A\| \leq \omega(A)$ for any $A \in B(\mathcal{H})$. In the following, we find an interesting refinement of this inequality in terms of $\omega_t$.

**Corollary 2.2.** Let $A \in B(\mathcal{H})$. Then for any $0 \leq t \leq 1$,

$$\|\mathfrak{R}A\| \leq \frac{\omega_r(A)}{2R} \leq \omega(A),$$

where $r = \min \{ t, 1 - t \}$ and $R = \max \{ t, 1 - t \}$. In particular,

$$\|\mathfrak{R}A\| \leq \frac{4}{3} \int_0^{1/2} \omega_t(A)dt \leq \omega(A).$$
Proof. We have
\[
2 (1 - t) \omega (A + A^*) = \omega_t (A + A^*)
\leq \omega_t (A) + \omega_t (A^*) \quad \text{(by Proposition 2.1)}
\]
\[
= 2 \omega_t (A) \quad \text{(by Proposition 2.2)}
\]
\[
\leq 4 (1 - t) \omega (A) \quad \text{(by Theorem 2.1)}.
\]
This completes the proof of the first part, noting that \(\omega (A + A^*) = 2 \| \mathcal{R} A \|\). For the second part, we integrate the first part of the result over \(0 \leq t \leq 1/2\).

\[\square\]

Remark 2.1. Replacing \(A\) by \(i A^*\), in Corollary 2.2, we get for any \(0 \leq t \leq 1/2\),
\[
\| \mathcal{J} A \| \leq \frac{2 \omega ((1 - 2t) A - A^*)}{2 (1 - t)} \leq \omega (A),
\]
since
\[
\omega_t (i A^*) = 2 \omega ((1 - t) \mathcal{J} A + t i \mathcal{R} A) = \omega ((1 - 2t) A - A^*).
\]
In particular,
\[
\| \mathcal{J} A \| \leq \frac{4}{3} \int_{0}^{1/2} \omega ((1 - 2t) A - A^*) \, dt \leq \omega (A).
\]

Combining Corollary 2.2 and Remark 2.1, we obtain the following refinement of the first inequality in (1.1).

Proposition 2.3. Let \(A \in B (\mathcal{H})\), then
\[
\frac{\| A \|}{2} \leq \frac{1}{2} (\| \mathcal{R} A \| + \| \mathcal{J} A \|) \leq \frac{2}{3} \left( \int_{0}^{1/2} \omega_t (A) + \omega ((1 - 2t) A - A^*) \, dt \right) \leq \omega (A).
\]

Finding new identities for known quantities can help obtain new results or forms that are difficult to obtain from the original forms. The following is a new identity of \(\omega\) in terms of \(\omega_t\). The significance of this result is two-folded. First, it extends the identity \(\omega (A) = \sup_{\theta} \| \mathcal{R} (e^{i \theta} A) \|\), and second it provides a formula that involves \(t\) within its terms, but with an independent result of \(t\), namely \(\omega (A)\).

Theorem 2.2. Let \(A \in B (\mathcal{H})\). Then for any \(0 \leq t \leq 1\),
\[
\omega (A) = \sup_{\theta \in \mathbb{R}} \left\{ \frac{\omega_r (e^{i \theta} A)}{2R} \right\},
\]
where \(r = \min \{ t, 1 - t \} \) and \(R = \max \{ t, 1 - t \} \).
Proof. Replacing $A$ by $e^{i\theta}A$ in Corollary 2.2, we get
\[
\|\Re e^{i\theta}A\| \leq \frac{\omega_r(e^{i\theta}A)}{2R} \leq \omega(e^{i\theta}A) = |e^{i\theta}| \omega(A) = \omega(A).
\]
Taking the supremum over $\theta$, we get
\[
\sup_{\theta \in \mathbb{R}} \|\Re e^{i\theta}A\| \leq \sup_{\theta \in \mathbb{R}} \left\{ \frac{\omega_r(e^{i\theta}A)}{2(1-t)} \right\} \leq \omega(A).
\]
Noting that $\sup_{\theta \in \mathbb{R}} \|\Re e^{i\theta}A\| = \omega(A)$, by [17, (2.3)], we get the desired result.

In the first inequality of (1.1), we have $\frac{1}{2}\|A\| \leq \omega(A)$. It is astonishing that this inequality is a special case of a more general form in terms of $\|A\|_r$ and $\omega_t(A)$, as follows.

**Theorem 2.3.** Let $A \in B(\mathcal{H})$. Then for any $0 \leq t \leq 1$,
\[
\frac{1}{4R}\|A\|_r \leq \omega(A),
\]
where $r = \min\{t, 1-t\}$ and $R = \max\{t, 1-t\}$. In particular, $\frac{1}{2}\|A\| \leq \omega(A)$.

**Proof.** If $0 \leq t \leq \frac{1}{2}$, we have
\[
\|A\|_t = \|(1-2t)A^* + A\|
\leq (1-2t)\|A^*\| + \|A\|
\leq 4(1-t)\omega(A),
\]
where the last inequality follows from the facts
\[
\|A\| \leq 2\omega(A) \quad \text{and} \quad \|A^*\| \leq 2\omega(A^*) = 2\omega(A).
\]
This proves the desired inequality for $0 \leq t \leq \frac{1}{2}$. On the other hand, if $\frac{1}{2} \leq t \leq 1$, then
\[
\|A\|_{1-t} = 2\|t\Re A + (1-t)i\Im A\|
= \|(2t-1)A^* + A\|
\leq (2t-1)\|A^*\| + \|A\|
\leq 4t\omega(A).
\]
This completes the proof.

Employing the refinement of Hermite-Hadamard inequality [4],
\[
f \left( \frac{1}{2} \right) \leq l(\lambda) \leq \int_0^1 f(t)dt \leq L(\lambda) \leq \frac{f(0) + f(1)}{2}
\]
for convex function $f: [0, 1] \to \mathbb{R}$ and $\lambda \in [0, 1]$, with
\[
l(\lambda) = \lambda f \left( \frac{\lambda}{2} \right) + (1-\lambda)f \left( \frac{1+\lambda}{2} \right)
\]
and
\[ L(\lambda) = \frac{1}{2}(f(\lambda) + \lambda f(0) + (1 - \lambda) f(1)), \]
we have the following result, which refines the inequality \( \omega(A) \leq \| \mathcal{R}A \| + \| \mathcal{I}A \| \), noting that the function \( f(t) = \omega_t(A) \) is convex.

**Corollary 2.3.** Let \( A \in \mathcal{B}(\mathcal{H}) \). Then
\[
\omega(A) \leq \frac{1}{2} \omega(\lambda)(A) + (1 - \lambda) \omega_{\frac{1}{2} + \lambda}(A)
\]
\[
\leq \int_0^1 \omega_t(A) \, dt
\]
\[
\leq \frac{1}{2} \omega(\lambda) + \lambda \| \mathcal{R}A \| + (1 - \lambda) \| \mathcal{I}A \|
\]
\[
\leq \| \mathcal{R}A \| + \| \mathcal{I}A \|,
\]
for all \( \lambda \in [0, 1] \).

From Corollary 2.3, we obtain that
\[
\omega(A) \leq \sup_{\lambda \in [0,1]} \left[ \lambda \omega_{\frac{1}{2}}(A) + (1 - \lambda) \omega_{\frac{1}{2} + \lambda}(A) \right]
\]
\[
\leq \int_0^1 \omega_t(A) \, dt
\]
\[
\leq \inf_{\lambda \in [0,1]} \left[ \frac{1}{2} \omega_{\lambda}(A) + \lambda \| \mathcal{R}A \| + (1 - \lambda) \| \mathcal{I}A \| \right]
\]
\[
\leq \| \mathcal{R}A \| + \| \mathcal{I}A \|.
\]

**Remark 2.2.** If \( A \) is a non-zero self-adjoint operator, then for any \( \lambda \in [0, 1] \) holds
\[
\| A \| = \lambda \omega_{\frac{1}{2}}(A) + (1 - \lambda) \omega_{\frac{1}{2} + \lambda}(A)
\]
\[
= \int_0^1 \omega_t(A) \, dt
\]
\[
= \frac{1}{2} \omega_{\lambda}(A) + \lambda \| A \|.
\]
In particular, we have that
\[
\| A \| = \frac{\omega_{\lambda}(A)}{2(1 - \lambda)}.
\]

As we have seen, the inequality \( \omega(A) \leq \| \mathcal{R}A \| + \| \mathcal{I}A \| \), for any \( A \in \mathcal{B}(\mathcal{H}) \). In the following, we present upper and lower bounds of the difference between the two sides of this inequality in terms of \( \omega_t \). To achieve this, we need to remind the reader of the following refinement and
reverse of the celebrated Jensen inequality [3]: If $f : [0, 1] \to \mathbb{R}$ is a convex function, then for any $0 \leq t \leq 1$,

$$
\frac{(1 - t)f(0) + tf(1) - f(t)}{2R} \leq \frac{f(0) + f(1)}{2} - f \left( \frac{1}{2} \right) \leq \frac{(1 - t)f(0) + tf(1) - f(t)}{2r},
$$

where $r = \min \{t, 1 - t\}$ and $R = \max \{t, 1 - t\}$. Employing this and part (6) of Proposition 2.1, we can reach the following result. Notice that the first inequality can be obtained from Corollary 2.3.

**Corollary 2.4.** Let $A \in \mathcal{B}(\mathcal{H})$. Then for any $0 \leq t \leq 1$,

$$
\frac{1}{R} \left( (1 - t) \|\mathfrak{R}A\| + t \|\mathfrak{I}A\| - \frac{1}{2} \omega_t(A) \right) \leq \|\mathfrak{R}A\| + \|\mathfrak{I}A\| - \omega(A)
$$

$$
\leq \frac{1}{r} \left( (1 - t) \|\mathfrak{R}A\| + t \|\mathfrak{I}A\| - \frac{1}{2} \omega_t(A) \right),
$$

where $r = \min \{t, 1 - t\}$ and $R = \max \{t, 1 - t\}$. In particular,

$$
2 \int_0^1 \omega_t(A) \, dt - ((\|\mathfrak{R}A\| + \|\mathfrak{I}A\|)) \leq \omega(A) \leq \frac{2}{3} \int_0^1 \omega_t(A) \, dt + \frac{1}{3} \left( \|\mathfrak{R}A\| + \|\mathfrak{I}A\| \right).
$$

On the other hand, the following result presents an explicit comparison between $\omega_t(A)$ and $\|(1 - t)\mathfrak{R}A + t\mathfrak{I}A\|$.

**Proposition 2.4.** Let $A \in \mathcal{B}(\mathcal{H})$. Then for any $0 \leq t \leq 1$,

$$
\sqrt{2} \left( (1 - t) \mathfrak{R}A + t \mathfrak{I}A \right) \leq \omega_t(A).
$$

In particular, $\frac{1}{\sqrt{2}} \|\mathfrak{R}A + \mathfrak{I}A\| \leq \omega(A)$.

**Proof.** For any vector $x \in \mathcal{H}$, we have

$$
|\langle((1 - 2t) A^* + A) x, x\rangle| = 2 |(1 - t) \langle \mathfrak{R}Ax, x\rangle + t \langle i\mathfrak{I}Ax, x\rangle|
$$

$$
= 2 |\langle (1 - t) \mathfrak{R}Ax, x\rangle + i \langle t \mathfrak{I}Ax, x\rangle|
$$

$$
\geq \frac{2}{\sqrt{2}} |(1 - t) \langle \mathfrak{R}Ax, x\rangle + t \langle \mathfrak{I}Ax, x\rangle|
$$

$$
= \sqrt{2} |\langle ((1 - t) \mathfrak{R}A + t \mathfrak{I}A) x, x\rangle|,
$$

where in the above computations, we have used $|a + ib| \geq \frac{1}{\sqrt{2}} |a + b|$ for the real numbers of $a, b$. This completes the proof. □
In [8], it was shown that for any \( A \in \mathcal{B}(\mathcal{H}) \), one has the inequality
\[
\omega(A)^2 \leq \frac{1}{2} \| A \|^2 + |A|^2,
\]
as a refinement of the inequality \( \omega(A) \leq \| A \| \). In the following theorem, we find the \( \omega_t \) version of this inequality, which retrieves (2.4) when \( t = \frac{1}{2} \).

**Theorem 2.4.** Let \( A \in \mathcal{B}(\mathcal{H}) \). Then for any \( 0 \leq t \leq 1 \),
\[
\left\| \sqrt{(1-t)^3 R A \pm \sqrt{t^3} J A} \right\| \leq \frac{1}{2} \omega_t(A) \leq \| (1-t)^2 (RA)^2 + t^2 (JA)^2 \| \frac{1}{2}.
\]
In particular,
\[
\frac{1}{\sqrt{2}} \| RA \pm JA \| \leq \omega(A) \leq \| (RA)^2 + (JA)^2 \| \frac{1}{2}.
\]

**Proof.** By (2.2), for any vector \( x \in \mathcal{H} \), we have
\[
|\langle (1-2t) A^* + A, x \rangle|^2 = 4 \left( \langle (1-t) RAx, x \rangle^2 + \langle tJAx, x \rangle \right).
\]
Now, it follows from the convexity of the function \( f(t) = t^2 \),
\[
|\langle (1-2t) A^* + A, x \rangle|^2 = 4 \left( \langle (1-t) RAx, x \rangle^2 + \langle tJAx, x \rangle^2 \right)
\]
\[
\geq 4 \left( \sqrt{(1-t)^3 | \langle RAx, x \rangle | + \sqrt{t^3} | \langle JAx, x \rangle |} \right)^2
\]
\[
\geq 4 \left( \left\langle \sqrt{(1-t)^3 RA \pm \sqrt{t^3} JA}, x \right\rangle \right)^2.
\]
Therefore,
\[
(2.5) \quad 4 \left\| \sqrt{(1-t)^3 RA \pm \sqrt{t^3} JA} \right\| ^2 \leq \omega_t^2(A).
\]
This proves the first inequality. On the other hand,
\[
|\langle (1-2t) A^* + A, x \rangle|^2 = 4 \left( \langle (1-t) RAx, x \rangle^2 + \langle tJAx, x \rangle^2 \right)
\]
\[
\leq 4 \left( (1-t)^2 \| RAx \|^2 + t^2 \| JAx \|^2 \right)
\]
\[
= 4 \left( (1-t)^2 \langle RAx, RAx \rangle + t^2 \langle JAx, JAx \rangle \right)
\]
\[
= 4 \left( \left\langle \left( (1-t)^2 (RA)^2 + t^2 (JA)^2 \right), x \right\rangle \right).
\]
So,
\[
\omega_t^2(A) \leq 4 \| (1-t)^2 (RA)^2 + t^2 (JA)^2 \|.
\]
This completes the proof. \( \square \)

The fact that Theorem 2.4 retrieves (2.4) follows by noting \( |A|^2 + |A^*|^2 = 2 ((RA)^2 + (JA)^2) \).
Corollary 2.5. Let $A \in B(\mathcal{H})$. Then for any $0 \leq t \leq 1$,

$$2\sqrt{(1-t)^3} \|RA\| + \left\| \sqrt{(1-t)^3RA + \sqrt{t^3}JA} \right\| - \left\| \sqrt{(1-t)^3RA - \sqrt{t^3}JA} \right\| \leq \omega_t(A).$$

In particular,

$$\frac{1}{\sqrt{2}} \|RA\| + \frac{1}{2\sqrt{2}} | \|RA + JA\| - \|RA - JA\| | \leq \omega(A).$$

Proof. From (2.5), we infer that

$$2\sqrt{(1-t)^3} \|RA\| + \left\| \sqrt{(1-t)^3RA + \sqrt{t^3}JA} \right\| - \left\| \sqrt{(1-t)^3RA - \sqrt{t^3}JA} \right\|$$

$$\leq \left\| \sqrt{(1-t)^3RA + \sqrt{t^3}JA} \right\| + \left\| \sqrt{(1-t)^3RA - \sqrt{t^3}JA} \right\|$$

$$+ \left\| \sqrt{(1-t)^3RA + \sqrt{t^3}JA} \right\| - \left\| \sqrt{(1-t)^3RA - \sqrt{t^3}JA} \right\|$$

$$= 2 \max \left\{ \left\| \sqrt{(1-t)^3RA + \sqrt{t^3}JA} \right\|, \left\| \sqrt{(1-t)^3RA - \sqrt{t^3}JA} \right\| \right\}$$

$$= 2 \left\| \sqrt{(1-t)^3RA \pm \sqrt{t^3}JA} \right\|$$

$$\leq \omega_t(A).$$

Hence

$$2\sqrt{(1-t)^3} \|RA\| + \left\| \sqrt{(1-t)^3RA + \sqrt{t^3}JA} \right\| - \left\| \sqrt{(1-t)^3RA - \sqrt{t^3}JA} \right\| \leq \omega_t(A),$$

as desired. □

3. Inequalities for accretive operators

In this section, we find related inequalities for accretive and accretive-dissipative operators.

We recall here that an operator $A \in B(\mathcal{H})$ is said to accretive if $RA > 0$, and it is called dissipative if $JA > 0$. If $A$ is both accretive and dissipative, it is called accretive-dissipative.

Corollary 3.1. Let $A \in B(\mathcal{H})$ be accretive-dissipative. Then for any $0 \leq t \leq 1$,

$$\frac{1}{\sqrt{2}} \|A\|_t \leq \omega_t(A).$$

In particular,

$$\frac{1}{\sqrt{2}} \|A\| \leq \omega(A).$$

(3.1)

Proof. From [9, Proposition 3.8], we know that if $S, T$ are two positive operators, then

$$\|S + iT\| \leq \|S + T\|.$$  

(3.2)
Now, the desired inequality follows from the inequality (3.2) and Proposition 2.4, since
\[ \|A\|_t = 2 \|(1 - t)\Re A + it\Im A\|. \]
This completes the proof. \(\square\)

We remark here that the inequality (3.1) has been given in [12, Theorem 2.3].

Let \(A \in \mathcal{B}(\mathcal{H})\), by a simple application of the triangle inequality and the arithmetic-geometric mean inequality, we have
\[ \|A\|^2 \leq 2(\|\Re A\|^2 + \|\Im A\|^2). \]
However, it is known (see [10]) that if \(A\) is accretive-dissipative, then we get the following refinement
\[ (3.3) \quad \|A\|^2 \leq \|\Re A\|^2 + \|\Im A\|^2. \]
Combining Corollary 3.1 and inequality (3.3), we obtain the following statement.

**Proposition 3.1.** Let \(A \in \mathcal{B}(\mathcal{H})\) be accretive-dissipative. Then, for any \(0 \leq t \leq 1\),
\[ (3.4) \quad \frac{1}{8}\|A\|_t^2 \leq \frac{1}{4}\omega_t^2(A) \leq \omega^2(A) \leq \|A\|^2 \leq \|\Re A\|^2 + \|\Im A\|^2. \]

**Proof.** We have
\begin{align*}
\frac{1}{2}\|A\|_t^2 & \leq \omega_t^2(A) \quad \text{(by Corollary 3.1)} \\
& \leq 4\omega^2(A) \quad \text{(by Proposition 2.1)} \\
& \leq 4\|A\|^2 \quad \text{(by Proposition 1.1)} \\
& \leq 4(\|\Re A\|^2 + \|\Im A\|^2) \quad \text{(by (3.3)).}
\end{align*}
\(\square\)

A subclass of accretive operators is the so called sectorial operators. The numerical range of an operator \(A \in \mathcal{B}(\mathcal{H})\) is defined by the set
\[ W(A) = \{ \langle Ax, x \rangle : x \in \mathcal{H}, \|x\| = 1 \}. \]
Let \(0 \leq \theta < \frac{\pi}{2}\), and let
\[ S_\theta = \{ z \in \mathbb{C} : \Re z > 0, |\Im z| \leq \tan \theta |\Re z| \}. \]
This presents a sector in the complex plane \(\mathbb{C}\). If \(A \in \mathcal{B}(\mathcal{H})\) is such that \(W(A) \subset S_\theta\) for some \(0 \leq \theta < \frac{\pi}{2}\), we say that \(A\) is sectorial and we write \(A \in \Pi_\theta\). With this notation, it is implicitly understood that \(0 \leq \theta < \frac{\pi}{2}\).
Remark 3.1. From [16], we know that if \( A \in \Pi_\theta \), then
\[ \cos(\theta) \|A\| \leq \|RA\| \].

Therefore, Corollary 2.5 implies
\[ \left(2\sqrt{(1-t)^3 \cos(\theta)}\right)\|A\| + \left\|\sqrt{(1-t)^3 RA + \sqrt{t^3} JA} - \sqrt{(1-t)^3 RA - \sqrt{t^3} JA}\right\| \leq \omega_t(A). \]

In particular,
\[ \frac{\cos(\theta)}{\sqrt{2}} \|A\| + \frac{1}{2\sqrt{2}} \left|\|RA + JA\| - \|RA - JA\|\right| \leq \omega(A), \]
when \( A \in \Pi_\theta \).

Consequently, if \( 0 \leq \theta \leq \pi/4 \), we have \( \cos \theta \geq \frac{1}{\sqrt{2}} \), and hence
\[ \frac{1}{2} \|A\| \leq \frac{1}{2} \|A\| + \frac{1}{2\sqrt{2}} \left|\|RA + JA\| - \|RA - JA\|\right| \]
\[ \leq \frac{\cos(\theta)}{\sqrt{2}} \|A\| + \frac{1}{2\sqrt{2}} \left|\|RA + JA\| - \|RA - JA\|\right| \]
\[ \leq \omega(A); \ A \in \Pi_\theta, 0 \leq \theta \leq \pi/4. \]

This provides a considerable refinement of the inequality \( \frac{1}{2} ||A|| \leq \omega(A) \). It is also worthwhile to mention here that, in this case, our result improves [2, Proposition 3.1].

Although different, the following result provides a possible reversed version of the well known power inequality \( \omega(A^2) \leq \omega^2(A) \), for any \( A \in \mathcal{B}(\mathcal{H}) \) (see [5, Theorem 2.1-1]).

Theorem 3.1. Let \( A \in \Pi_\alpha \). Then
\[ (1 - 2\tan^2(\alpha)) \omega^2(A) \leq \omega(A^2). \]

Proof. We clearly have
\[ RA^2 + 2(\mathcal{J}A)^2 = \frac{|A|^2 + |A^*|^2}{2}. \]

By the mixed Cauchy-Schwarz inequality [6, pp. 75–76], we have for any unit vector \( x \in \mathcal{H} \),
\[ |\langle Ax, x \rangle|^2 \leq |\langle A| x, x \rangle| \langle |A^*| x, x \rangle \]
\[ \leq \frac{|\langle A| x, x \rangle|^2 + |\langle A^*| x, x \rangle|^2}{2} \]
(by the arithmetic-geometric mean inequality)
\[ \leq \frac{\langle |A|^2 x, x \rangle + \langle |A^*|^2 x, x \rangle}{2} \]
\[ = \left\langle \left( \frac{|A|^2 + |A^*|^2}{2} \right) x, x \right\rangle. \]
Namely,
\[ \langle Ax, x \rangle^2 \leq \langle RA^2 x, x \rangle + \langle 2(I A)^2 x, x \rangle . \]
This implies by taking supremum over \( x \in \mathcal{H} \) with \( \|x\| = 1 \),
\[ \omega (A)^2 \leq \|RA^2\| + 2\|IA\|^2 . \]
Now, according to the assumption \( W(A) \subset S_\alpha \), we infer that
\[ \|IA\| \leq \tan (\alpha) \|RA\| . \]
In this case we get
\[ \omega (A)^2 \leq \|RA^2\| + 2\|IA\|^2 \]
\[ \leq \|RA^2\| + 2\tan^2 (\alpha) \|RA\|^2 \]
\[ \leq \|RA^2\| + 2\tan^2 (\alpha) \omega^2 (A) . \]
Namely,
\[ (1 - 2\tan^2 (\alpha)) \omega (A)^2 \leq \|RA^2\| . \]
Since
\[ \|RA^2\| = \omega (RA^2) \leq \omega (A^2) , \]
we deduce the desired result.

In this theorem, if \( \alpha = 0 \), the operator \( A \) is positive, and we have \( \omega (A^2) = \omega (A)^2 \). The significance of this theorem is evident when \( 1 - 2\tan^2 \alpha > 0 \) or \( \alpha < \tan^{-1} \left( \frac{1}{\sqrt{2}} \right) \).
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