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Abstract

We propose a novel method for reducing the number of variables in quadratic unconstrained binary optimization problems, using a quantum annealer to fix the value of a large portion of the variables to values that have a high probability of being optimal. This method significantly increases the success rate and number of observations of the best known energy value in the sample obtained from the quantum annealer, when compared with calling the quantum annealer without using it, even when using fewer annealing cycles. Use of the method results in a considerable improvement in success metrics even for problems with high-precision couplers and biases. The results are further enhanced by applying the method iteratively and combining it with classical pre-processing. We present results for both Chimera graph-structured problems and embedded problems from a real-world application.

1 Previous work

1.1 Quantum annealing

Quantum annealers manufactured by D-Wave Systems are now commercially available \cite{1,2}. They are a quantum heuristic designed to find low-energy states of an Ising model of the type

\[ H = \sum_i h_i s_i + \sum_{(i,j)} J_{ij} s_i s_j \]  

on a Chimera graph \cite{2}. The quantum annealer used in this study was the D-Wave 2X–SYS4, which has 1152 qubits, with a qubit yield of over 95\% (the remainder of the qubits are inoperable)\textsuperscript{1}. Since numerous well known NP-hard

\textsuperscript{1}The chip at our disposal has 1100 active qubits, a working temperature of 26 ±5 mK, and a minimum annealing time of 20 µs.
problems have known mappings to an Ising model [3], it is hoped that many intractable problems can be solved more efficiently using quantum annealing.

There is evidence that quantum effects, namely entanglement and multi-qubit tunnelling, do indeed occur on these quantum annealing chips [4, 5, 6, 7]. It has been suggested that quantum annealers have an advantage over classical optimizers due to quantum tunnelling, which an optimizer to search the solution space of an optimization problem by passing through energy barriers. For certain problem classes, this might provide a quantum speedup [8, 9, 10, 11, 12]. For this reason, there has been much recent interest in benchmarking quantum annealers against classical solvers, although conclusive evidence of quantum speedup has not been shown to date [13, 6, 14, 15, 16, 7, 17, 18, 19, 20].

In order to solve a problem with the quantum annealer, the user must provide the biases $h$ and the couplings $J$ in Eq. 1. These parameters are affected by perturbations of different types, which are generally referred to as intrinsic control errors (ICE). Due to these errors, which are roughly 2%–4% of the range of the parameters, high-precision problems are challenging for the D-Wave 2X, without post-processing, motivating post-processing and error correction efforts [21, 22, 23, 24, 25, 26, 27], as well as our own efforts in this research.

The hardware graph of the D-Wave 2X quantum annealer is a Chimera graph [2] consisting of a 12 × 12 lattice of complete bipartite units of 8 qubits with sparse connectivity between the unit cells. Most real-world optimization problems are unlikely to have a corresponding Ising model with this structure. To allow the solving of problems with different structure, we use an embedding, which is a mapping from each logical variable to one or more physical qubits, referred to as a chain. We connect a chain of qubits with a strong ferromagnetic (negative $J_{ij}$) coupling, thereby penalizing solutions whose values are different.

When obtaining a sample from the quantum annealer for an embedded problem, it is possible that not all of the qubits in a chain will have the same state. In this case the values of the corresponding logical variables are commonly determined by either majority voting or a process referred to as energy minimization [24]. In a version of the latter that we employed in this study, we assigned an effective field to each broken chain, chose the chain with the strongest effective field, set its state to be opposite to that of the direction of the field (to minimize the energy), updated the effective fields, and repeated the process until no broken chains remained. This is a quick method of local error correction.

We remark that finding an embedding for a graph is formally known as graph minor embedding, an NP-hard problem [28, 29] commonly solved by heuristic methods, although for some classes of problems deterministic embeddings can be found [30].

1.2 Classical pre-processing

Within the combinatorial optimization community, there is a significant body of work on methods for solving quadratic unconstrained binary optimization...
(QUBO) problems, of the form

\[
\min x^T Q x \\
\text{s.t. } x \in \{0,1\}^N,
\]

where \( Q \) is a real \( N \times N \) matrix. QUBO problems can be easily mapped to the above Ising model (with the addition of a constant term). Of interest are classical methods for pre-processing QUBO problems (see Tavares \cite{31} for a review), in particular persistency \cite{32, 33}, whereby some of the variables are fixed to their values in the optimum. When a variable is fixed, its value is set and the entries in \( Q \) are updated accordingly. In the Ising-based approach, fixing a qubit adds a constant term to the energy and shifts the biases (\( h \) values) of the neighbouring qubits.

An example of classical pre-processing is fixing variables within a heuristic algorithm by maintaining a reference set of elite solutions, and finding the variables that are often set to the same value, the idea being that they are likely to be set to that same value in the optimum \cite{34, 35}.

The closest existing work to our method is Chardaire et al. \cite{36}, which uses the term thermostatistical persistency to describe variables whose values can be fixed in simulated annealing, based on their values remaining constant as the temperature is decreased. Our method relies on fixing variables whose value is the same in the solution obtained in repeated (and independent) annealing cycles, which we refer to as quantum persistency. We alternate between using classical pre-processing and applying our method using a quantum annealer. We find that using both methods together leads to a significant boost in the number of variables that are fixed, with a high level of confidence that they are fixed to their value in an optimal solution. Below, we use the Ising representation of this problem exclusively. We remark that due to the one-to-one mapping between Ising and QUBO problems, our method could be described equivalently using the QUBO representation.

The layout of this paper is as follows: our proposed method is presented in Section 2, numerical results are presented in Section 3 and discussed in Section 4, and concluding remarks are given in Section 5.

2 Method

In this section, we explain the details of our proposed method and refinements for various cases, as well as the physical intuition behind it. In Section 2.1 we introduce the basic variable-reduction method, and in Section 2.2 we present the iterative method, which builds upon the basic method. In Section 2.3 we explain our physical intuition on why and when this method is expected to succeed. In Section 2.4 we discuss challenges of the zero bias case (\( h = 0 \)) and how we mitigated them within the framework of our method, relying on the physical intuition developed in the previous section. Finally, in Section 2.5 we discuss how we applied our method to embedded problems.
2.1 Quantum persistence variable reduction (QPVAR)

The basic idea behind our method is that, for a given problem, we obtain a sample from the quantum annealer, find the variables that have exactly the same value across the entire sample, and fix them to that value. A quantum annealer is a heuristic solver, and a typical call to the machine involves at least hundreds, if not thousands, of quantum annealing cycles, obtaining a sample of low-energy solutions. For a general random Ising problem, with $J$ and $h$ chosen randomly, we observed that many spins (variables) maintain their state (value) in the sample obtained from the quantum annealer. The sample being obtained from low-energy solutions motivated our conjecture that those variables might also maintain their values in the ground state(s) of the system.

We improved on the basic idea in multiple ways:

- Instead of obtaining a sample in one call to the quantum annealer, we obtained a better sample by performing multiple calls, and applied a random gauge to each. It has been shown that quantum annealers perform better when random gauges are applied to problems, since this mitigates errors in the quantum hardware [37].

- Trimming the sample. We gave more weight to lower-energy solutions by ignoring higher-energy solutions of the sample, based on a given elite threshold percentile. An alternative, which we leave for future study, would be to give higher weights to lower-energy solutions with some given weight function.

- Relaxing the fixing criterion. In our basic method, we fix a variable if it maintains its state in exactly all of the solutions of the sample. We relaxed this criterion by introducing a fixing threshold parameter, such that variables are only fixed if their mean absolute value (taken across the trimmed sample) is larger than the value of this parameter.

Algorithm 1 QPVAR

| Require: | Ising problem $(J, h)$ |
|----------|----------------------|
| Obtain sample from the quantum annealer |
| Narrow down the solutions to elite threshold percentile |
| Find the mean value of each variable in all solutions |
| Fix variables for which the mean absolute value is larger than fixing threshold |
| Update $J$ and $h$ |
| return $J, h$ and a mapping from fixed variables to the values to which they were fixed |

Algorithm QPVAR summarizes the steps of our improved basic method. Fixing variables in this way can drastically reduce the size of the effective problem to be solved. However, if even one variable is fixed to a value contrary to
the value of that variable in all of the optima, it becomes impossible to find
an optimum by solving the reduced problem. To check whether this occurs, we
solved each problem before and after fixing the variables using a heuristic solver
with a long time-out, such that it has a high likelihood of finding an optimum.
If all of the variables were fixed correctly, the energy of the optimum before
fixing the variables is guaranteed to be equal to the energy of the optimum after
fixing. We tuned the parameters such that we only fixed variables such that
they took their value in one of the optima with high confidence.

We remark that setting fixing threshold to 1.0 guarantees that if an optimum
was found by the quantum annealer, then no variables will be fixed contrary to
their value in at least one of the optima. This can be shown by contradiction.
Assume one variable is fixed contrary to its value in all of the optima. This
would only occur if that variable’s value was set to the contrary value in all
of the solutions in the sample. However, an optimum was among the solutions
in the sample, so at least one solution in the sample has that variable set to a
different value (i.e., to the value in the optimum that was found), leading to a
contradiction.

Decreasing fixing threshold allows one to fix more variables, since the fixing
criterion is relaxed, and decreasing elite threshold focuses on fewer solutions,
again fixing more variables. In both cases, the increase in the number of fixed
variables comes at an increased risk of fixing variables contrary to their optimum
value. Changing these parameters allows the user to optimize QPVAR for the
class of problems being optimized, as well as based on the user’s preference. For
example, if finding the optimum is more important than reducing the problem
size, the above parameters should be set to high values. Table 1 and Table 2 show
the dependence of the number of fixed variables and QPVAR fixing success rate
on these two parameters. The fixing success rate was defined as the percentage
of problems for which the method fixed variables only to their optimal value.

Detailed results for two particular choices of parameters, and for two problem
sets, are presented in Figure 1. In that experiment, QPVAR was applied on a
quantum annealer sample with 2500 annealing cycles. We defined the quantum
annealer’s residual as the energy difference between the quantum annealer’s
lowest-energy solution and the best known solution (found by a heuristic solver;
see Section 3 for more details), and the method’s residual as the difference in
energy between the best known solution before fixing variables and after fixing
variables.

We see that the quantum annealer was able to find the best known solu-
tion for most of the low-precision problems (top row), but unable to find
the best known solution for almost all of the higher-precision problems (bot-
tom row). The method’s residual was almost always zero, indicating that the
method almost never fixed variables incorrectly. In the few cases in which it
did fix variables incorrectly, the effective problem (after fixing variables) still
conserved the first or second excited states (the energy spacing was exactly 2,
due to the integer biases and couplers). We also note that for those problems,
the method’s residual was always lower than the quantum annealer’s residual.
The mean fraction of variables fixed was 58%–70%, showing that QPVAR was
able to fix most of the variables in these problems, and, as shown in Section 3.2, the iterative method presented below was able to fix even more variables.

Figure 1: Results for QPVAR on Chimera graph-structured problems. (a) and (b) present results for problems in $U_2$ ($J, h \in \{-2, -1, 0, 1, 2\}$, excluding 0 for $J$), and (c) and (d) present results for problems in $U_{10}$. The parameters are indicated in the titles above each sub-figure. The top panel of each subfigure shows the difference in energy between the quantum annealer’s best solution and the best known solution, for each problem, with 2500 annealing cycle using five random gauges. The middle panel shows the difference in energy between the best known solution before fixing variables and the best known solution after fixing variables (using the same 2500 cycles)—it should be zero if all variables fixed by QPVAR were fixed correctly. The bottom panel shows the number of fixed variables for each problem. A horizontal dashed line indicates the mean number of fixed variables. In all panels, the points that correspond to problems for which QPVAR fixed variables incorrectly are shown in red, and the rest are shown in blue [colour online].

We observed that after applying QPVAR, the graph structure of the reduced problems becomes simpler than that of the original problem. For example,
Table 1: Mean number of fixed variables for different fixing threshold (columns: ‘F’) and elite_threshold (rows: ‘E’) using QPVAR on Chimera graph-structured problems (with 1100 variables). Problems were chosen randomly from: (a) $U_2$ ($J, h \in \{-2, -1, 0, 1, 2\}$, excluding 0 for $J$) and (b) $U_{10}$ (defined similarly).
Table 2: QPVAR fixing success rate for different fixing threshold (columns: ‘F’) and elite threshold (rows: ‘E’) on Chimera graph-structured problems. Problems were chosen randomly from: (a) $U_2$ and (b) $U_{10}$ (see the caption of Table 1 for a definition of $U_2$ and $U_{10}$). The QPVAR fixing success rate is defined as the percentage of problem instances for which the method fixed variables to values which appeared in at least one best known solution, which was found by solving the problems with a heuristic before and after fixing the variables.

(a) QPVAR fixing success rate for $U_2$

| E / F | 0.95 | 0.97 | 0.98 | 0.99 | 1.00 |
|-------|------|------|------|------|------|
| 0.10  | 0.91 | 0.93 | 0.94 | 0.96 | 0.96 |
| 0.20  | 0.90 | 0.94 | 0.96 | 0.98 | 0.99 |
| 0.30  | 0.85 | 0.93 | 0.96 | 0.97 | 0.99 |
| 0.40  | 0.84 | 0.91 | 0.94 | 0.97 | 0.99 |
| 0.60  | 0.83 | 0.90 | 0.93 | 0.95 | 0.99 |
| 0.60  | 0.83 | 0.89 | 0.93 | 0.95 | 0.99 |
| 0.70  | 0.83 | 0.89 | 0.93 | 0.95 | 0.99 |
| 0.80  | 0.83 | 0.89 | 0.93 | 0.95 | 0.99 |
| 0.90  | 0.83 | 0.89 | 0.93 | 0.95 | 0.99 |
| 1.00  | 0.83 | 0.89 | 0.93 | 0.95 | 0.99 |

(b) QPVAR fixing success rate for $U_{10}$

| E / F | 0.95 | 0.97 | 0.98 | 0.99 | 1.00 |
|-------|------|------|------|------|------|
| 0.10  | 0.94 | 0.95 | 0.95 | 0.95 | 0.95 |
| 0.20  | 0.88 | 0.95 | 0.98 | 0.99 | 1.00 |
| 0.30  | 0.85 | 0.95 | 0.98 | 0.99 | 1.00 |
| 0.40  | 0.83 | 0.93 | 0.99 | 0.99 | 1.00 |
| 0.60  | 0.82 | 0.91 | 0.96 | 0.99 | 1.00 |
| 0.60  | 0.81 | 0.92 | 0.97 | 0.99 | 1.00 |
| 0.70  | 0.81 | 0.92 | 0.98 | 0.99 | 1.00 |
| 0.80  | 0.81 | 0.91 | 0.98 | 0.99 | 1.00 |
| 0.90  | 0.81 | 0.90 | 0.98 | 0.99 | 1.00 |
| 1.00  | 0.81 | 0.90 | 0.98 | 0.99 | 1.00 |
2.2 Iterative quantum persistence variable reduction (IQPVAR)

For maximum effect, QPVAR can be applied repeatedly \textit{num\_steps} times, fixing more and more variables. In order to increase the effectiveness of QPVAR, we also used a classical pre-processing method that uses roof duality and weak persistency \footnote{We used the function \texttt{fix\_variables} in D-Wave Systems’ SAPI 2.3.1, which is the solver API used to access the D-Wave quantum annealer \cite{39}.} to fix more variables\footnote{2} after applying QPVAR.

In addition to those variables which maintain their value in the sample, there are other variables which do not have this property but are perfectly correlated with each other and change their value coherently. We fixed additional variables by exploiting these correlations between variables. After each step of QPVAR, we calculated the pair-wise correlations of all of the variables, based on the \textit{correlation\_elite\_threshold} lowest-energy solutions in the sample. We then created a graph in which the nodes were the variables and the edge weights were the correlation coefficients, disregarding all correlation coefficients with an absolute value of less than \textit{correlation\_threshold}, and found the connected components in this graph. If the call to the classical pre-processor fixed at least one variable in any of the connected components, we fixed the entire component (unless it contained a frustrated loop).

The resulting problems were significantly smaller (see Section 3.4) and easier to solve for the quantum annealer (see Sections 3.2–3.3). Algorithm IQPVAR summarizes the iterative algorithm.

\hspace{-1cm} \begin{algorithm}
\caption{IQPVAR}
\textbf{Require:} Ising problem \((J, h)\)
\begin{algorithmic}
\For{each step of \textit{num\_steps}}
\State \(J, h \leftarrow \) QPVAR
\State \(J, h \leftarrow \) Classical pre-processing
\State \(J, h \leftarrow \) Fix variables via correlations
\EndFor
\State \textbf{return} \(J, h\) and a mapping from fixed variables to the values to which they were fixed
\end{algorithmic}
\end{algorithm}

2.3 Physical intuition

In the limit of very large local fields (biases), much larger than the couplings, it is obvious that to find the ground state of the system we need only consider the local fields and can ignore the couplings. Similarly, for finite local fields,
Zintchenko et al. [40] showed that it is possible to find the ground state configuration of a given spin by solving only the problem restricted to the local neighbourhood of that spin. They considered spin glass problems given by Eq. 1, where $J_{ij}$ are chosen from a normal distribution with a mean of zero and standard deviation of one, and $h_i$'s are chosen with standard deviation $\sigma_h$.

The size of the relevant neighbourhood $l$ depends on the strength of the local fields $h$. In particular, Zintchenko et al. showed that for spin glass problems on a square lattice $l \propto \sigma_h^{-0.8}$. The length scale $l$ corresponds to the correlation length of the system, and correlations between spins with a distance larger than this length decay exponentially. As a result, by considering a cluster of spins around a given spin $s_0$ of size larger than $l$, $s_0$ becomes uncorrelated to the boundary spins of the cluster. By solving the problem on the spins in the cluster with an arbitrary configuration on the boundary, we can find the ground state configuration of $s_0$.

It is expected that at finite fields and low energies, due to finite correlations, these clusters define a larger effective spin which experiences an effective field and possibly some small coupling with other clusters. As a result, each cluster will align with its effective local field with high probability. Some of these clusters will experience larger effective fields compared to the others and will therefore be more robust under perturbations. A good low-energy sampler can observe and detect these clusters. This could explain the existence of spins which maintain their value in the low-energy samples obtained from the quantum annealer. The effective low-energy excitations of the system can be described by the effective interaction between these clusters. Flipping the clusters, which results in the spins in each cluster flipping coherently with other spins in the same cluster, justifies the additional fixing of variables via correlation, as explained in the previous section.

Following this argument, we expect that detecting these clusters and fixing spins becomes more difficult as the correlation length increases, in the limit of smaller local fields. Therefore, we conjectured that QPVAR would be challenged in the limit of $h \to 0$. In order to test this, we chose the couplers uniformly at random over the set $\{-5, -4, \ldots, 4, 5\}$, but chose $h_i$ from the set $\{-n, \ldots, n\}$, increasing $n$ from 1 to 10. This has the effect of changing the standard deviation of the bias $\sigma_h$. The expected result was that increasing $\sigma_h$ shortens the correlation length, and hence more variables should have been fixed by QPVAR. Figure 2 presents the results of this experiment, which validate our intuition.

For the case of $h = 0$, the system has $Z_2$ symmetry, $\vec{s} \to -\vec{s}$. In this case, the sample might contain many solutions, along with their degenerate pairs and QPVAR in this form will not work. We present some modifications to deal with this situation in the following section. A simple approach to take is to simply break the $Z_2$ symmetry by choosing a random spin and force its value to $+1$ or $-1$. With this approach, we were able to observe the correlation between the randomly chosen spin and the other spins.

For this experiment we created twenty Chimera graph-structured problems, based on the hardware graph of the D-Wave 2X (with 1100 active qubits), with $h = 0$ and $J$ chosen uniformly at random over the set $\{-5, -4, \ldots, 4, 5\}$. For
each problem, we first obtained a sample from the quantum annealer. Then we iterated over the qubits, choosing one as our reference qubit. For each reference qubit, we chose all of the solutions such that this qubit’s state was up, summed the states of all of the qubits, and saved the results. Finally, we averaged over all of the qubits that had the same length of shortest path for any reference qubit. See Figure 3 for the average of the sum over the solutions (averaged over the problems and the reference qubits) as a function of the length of the shortest path.

2.4 Special considerations for $h = 0$ problems

If all of the biases are zero, the system is time reversal invariant, leading to a two-fold degeneracy of all states. Therefore, we expect that the sample will contain many degenerate solution pairs. Since all variables would have an expected value of zero in the sample, this would lead to QPVAR fixing zero variables. For this reason, a modification was necessary for this case.

Without loss of generality, we fixed one variable of our choice to be ‘up’, thereby breaking the $Z_2$ symmetry. Then we iterated over the solutions in the sample, and for any solutions in which that variable’s value was set to ‘down’, we multiplied the entire solution by minus one, thereby recovering the degenerate
Figure 3: Average correlation between a fixed reference qubit and other qubits as a function of the shortest path. The couplers were chosen uniformly at random over the set \{-5, -4, \ldots, 4, 5\} and the biases were set to zero. For each problem, we obtained a sample from the quantum annealer, chose all of the solutions such that a reference qubit's state was ‘up’, summed the states of all of the qubits, and averaged over all of the qubits that had the same shortest path length.

pair for that solution. This had the result that the expected state of each variable was no longer zero, and QPVAR was able to fix a non-zero number of variables.

There is freedom to choose any variable in the system to be fixed in the initial step. This motivated the idea that we should fix the variable that is most correlated with other variables, which would allow us to fix those variables as well. As in Section 2.1, we found the connected components in the correlation graph. In the initial step, we chose any variable from the largest connected component, and fixed all of the variables that were connected to it to their respective values. Using this method, in the initial pre-fixing step, we were able to fix a number of variables equal to the size of the largest connected component, instead of just one.

In our experiments, we noted that the variance in the number of fixed variables was larger for the zero bias problems than for the non-zero bias problems. In particular, in the zero bias case, in some problems a large number of variables was fixed and for other problems a small number of variables was fixed. This motivated the question of how to decide, in advance, if a particular problem could benefit from the modified IQPVAR. Katzgraber et al. [20] found that problems for which the distribution of the spin glass order parameter is bimodal are easier in principle. We also observed a correlation between bimodality of the
distribution of overlaps in the low-energy states and the number of fixed qubits. For this reason, we suggest using the overlap of low-energy states in a small sample obtained from a quantum annealer as a heuristic for predicting whether IQPVAR will be useful for particular zero bias problems.

2.5 Methods for embedded problems

Most Ising (or QUBO) problems that result from real applications are not Chimera graph-structured, so they require a graph minor embedding problem to be solved first, yielding a non-trivial mapping from variables (logical variables) to qubits (physical qubits). In order to use IQPVAR to solve such embedded problems, we devised two different algorithms. The first, which we refer to as the logical method, involved obtaining a sample from the quantum annealer at each step and converting it to a sample in the logical space by fixing the broken chains using an energy minimization method (see Section 1.1). IQPVAR was then applied in the logical space, fixing logical variables.

An alternative method, which we refer to as the physical method, relied instead on embedding the problem and then fixing the states of the physical qubits at each step. In addition to fixing variables as in IQPVAR, we added two other fixing criteria. The first stipulated that if more than a fraction majority_length_threshold of the qubits in a chain were fixed to the same state, then the remaining qubits in that chain were also fixed to that state (since it was assumed that that is the state of the corresponding logical variable in the optimum). For the second criterion, a relaxed fixing threshold chain_fixing_threshold (typically 0.80–0.95) was imposed, and the qubits to be fixed were identified as in Section 2.1. If fixing these qubits in a chain of greater length than absolute_min_length (typically 3) resulted in all of the qubits being fixed, then they were actually fixed; otherwise, they were ignored.

3 Results

This section is organized as follows. In Section 3.1 we describe the procedure we used for benchmarking IQPVAR. In Section 3.2 we present results for Chimera graph-structured problems. In Section 3.3 we present results for a case study on embedded problems, namely optimal trading trajectory problems. In Section 3.4 we show the connected component sizes in the effective problems after applying our method, and in Section 3.5 we study the effect of applying a post-processing step to the quantum annealer’s sample prior to applying our method.

3.1 Benchmarking procedure

We defined problem sets in which the biases and couplers were chosen uniformly from a given set of integers, for example, $U_2 \in \{-2, -1, 0, 1, 2\}$ (0 was excluded for the couplers but included for the biases) and a Sidon set
$S_{28} \in \{-28, -19, -13, -8, 8, 13, 19, 28\}$. For each of the problem sets, we generated 100 random instances. To get a baseline result, we used the quantum annealer to solve each problem with 50,000 annealing cycles (using five random gauges with 10,000 cycles each). We then applied IQPVAR on each problem, with $num\_steps = 4$ and 2500 annealing cycles per step, finally using the quantum annealer to solve each reduced problem with 10,000 cycles (for a total of 20,000 cycles). This allowed us to compare solving a problem set with the quantum annealer alone versus solving the problem set by first applying IQPVAR.

As solution metrics, we used the number of occurrences of the best known energy value, the energy residual, and the success rate. The number of occurrences is the mean number of occurrences of the best known energy value for each sample for which at least one such solution was found. The energy residual is the difference in energy between the best solution found and the best known solution. The success rate is the percentage of problem instances for which the best known energy was found. An often used benchmarking practice is to measure the number of annealing cycles required for a 99% confidence of seeing the best known energy at least once. However, in practice, this measurement can be impractical for hard problems or high-precision problems, since it requires a very large number of annealing cycles, and measuring the number of occurrences provides an easier to measure proxy. We also calculated the number of problem instances for which the lowest-energy solution found by our method combined with the quantum annealer was at least as good as the lowest-energy solution found by the quantum annealer alone.

In order to determine the success rate of the quantum annealer, we solved each problem instance with a heuristic with a long time-out, which gave a high confidence of finding the optimum (but not a guarantee). For the Chimera graph-structured problems we used an implementation of the Hamze-de Freitas-Selby (HFS) algorithm [41, 42, 43], and for the embedded problems we used an implementation of multi-start tabu 1-opt search [44, 45] with 1000 repetitions per problem instance. The IQPVAR fixing success rate was defined as the percentage of problem instances for which IQPVAR fixed variables to values which appeared in at least one best known solution. This was checked by finding the best known solution before and after fixing variables. If our method succeeded, the global optimum should be preserved; if it failed, then the energy value of the optimum would be higher after fixing the variables than before them.

### 3.2 Chimera graph-structured problems

Results for the number of fixed variables in each step for the Chimera graph-structured problem sets, for $h = 0$ and $h \neq 0$, are presented in Table 3. For each step, we show a breakdown of the number of variables fixed, so that one can identify how many variables were fixed by QPVAR combined with variables fixed based on correlation and due to classical pre-processing (see Section 1.2), as well as the total number of variables fixed. Table 4 compares the success rate of the quantum annealer alone with the success rate of IQPVAR and the quantum annealer used together, and shows the IQPVAR fixing success rate.
Table 3: Mean number of fixed variables for Chimera graph-structured problems, by problem set and by step. Step 0 is a pre-step in which only the classical pre-processing was run. For the zero bias ($h = 0$) case, the pre-step also included fixing the largest connected component, as described in Section 2.4. For each step of the four steps of IQPVAR, the mean number of variables fixed by QPVAR and correlations ('m') and the classical pre-processing ('c') are shown. The final column shows the mean total number of fixed variables.

For the first step of our method, the parameters $\text{fixing\_threshold}$ and $\text{elite\_threshold}$ were tuned to 1.0 and 0.3 (respectively) by generating a problem set with 100 problem instances in $U_5$, and scanning different parameter values. The parameters for the remaining three steps were set based on trial and error, to 0.2, 0.15, and 0.1 for $\text{elite\_threshold}$ and to 1.0 for all steps for $\text{fixing\_threshold}$ (to preserve the optimum, as described above). The reason we decreased $\text{fixing\_threshold}$ for the later steps is that as the method progresses, increasingly more qubits are fixed and the problems become simpler, so we become increasingly confident that the quantum annealer will solve the problem. The correlation graph parameters $\text{correlation\_threshold}$ and $\text{correlation\_elite\_threshold}$ were set to 1 and 0.4, respectively, for all steps. These might not be the optimal parameters—selecting optimal values is left for future work.

3.3 Embedded problems – case study

A challenge in studying the performance of our method on embedded problems is the large range of problems available, as well as the necessity to control the parameters, given the objective of studying the dependence of the method’s performance on the precision of the biases and couplers. In order to perform a case study, we obtained an adjacency matrix for a particular problem on which we generated random problem instances.

The problem we studied was an optimal trading trajectory (OTT) problem [46], which is a multi-period portfolio optimization problem. In the OTT problem, the objective is to maximize the future returns of discrete financial assets,
Table 4: Success metrics by problem set for the quantum annealer with and without IQPVAR, for Chimera graph-structured problems. ‘Success’ is the percentage of problems (out of 100) for which the best known energy value was observed at least once. ‘Residual’ is the mean energy difference between the lowest energy found and the best known solution. ‘Freq’ is the mean number of occurrences of the best known solution’s energy value in all solutions from the quantum annealer, averaged over the problem instances for which the best known solution’s energy value was seen at least once. The total number of annealing cycles was 50,000 for ‘Quantum annealer’ and 20,000 for ‘IQPVAR’ (2500 at each of the four steps of IQPVAR and 10,000 afterwards) for the finite field ($h \neq 0$) problems and 50,000 for the zero bias ($h = 0$) problems (2500 at each of the four steps of IQPVAR, and 40,000 afterwards). ‘Better’ shows the percentage of problems for which the lowest-energy solution found by IQPVAR was equal to or better than the lowest-energy solution found by the quantum annealer. The final column, ‘Fix’, shows the percentage of problems for which IQPVAR fixed variables such that their values occur in a best known solution of the original problem.

| Set     | Quantum annealer | IQPVAR | Better | Fix |
|---------|------------------|--------|--------|-----|
|         | Success | Residual | Freq  | Success | Residual | Freq |        |        |
| $U_2$   | 92.00   | 0.16    | 285.13| 99.00   | 0.02    | 3330.35| 100.00| 99.00  |
| $U_5$   | 21.00   | 3.34    | 6.43  | 88.00   | 0.38    | 759.90 | 100.00| 92.00  |
| $U_{10}$| 2.00    | 10.76   | 2.00  | 79.00   | 0.84    | 559.29 | 100.00| 99.00  |
| $S_{28}$| 0.00    | 29.84   | 0.00  | 56.00   | 4.96    | 484.11 | 100.00| 95.00  |
| $U_{100}$| 0.00  | 123.46  | 0.00  | 43.00   | 27.58   | 179.40 | 100.00| 92.00  |
|         | 57.00   | 1.10    | 19.28 | 72.00   | 0.62    | 1480.56| 93.00 | 99.00  |
| $U_5$   | 1.00    | 7.92    | 1.00  | 20.00   | 5.44    | 55.10  | 82.00 | 95.00  |
| $U_{10}$| 1.00    | 18.36   | 1.00  | 7.00    | 13.50   | 65.14  | 83.00 | 93.00  |
| $S_{28}$| 0.00    | 42.68   | 0.00  | 6.00    | 35.14   | 312.83 | 74.00 | 87.00  |
| $U_{100}$| 0.00  | 218.60  | 0.00  | 1.00    | 207.20  | 7.00   | 57.00 | 88.00  |

Given forecast returns and risk, and taking into account transaction costs. We chose the largest problem instance that could be embedded on the chip available to us, which had eight assets, five time steps, and a bit depth of two, giving a total of 80 logical variables, which required 872 qubits with a longest chain of 14.

We used the embedding and adjacency matrix of the original problem, but chose random biases and couplers. This preserved the structure of the original problem, while allowing us to control the precision of the couplers and biases. To embed the problems, we first scaled them down to the range $[-0.5, +0.5]$ and then used the `embed_problem` function in D-Wave Systems’ SAPI 2.3.1 (such that the intra-chain couplers were set to $-1$).

Results for the number of fixed variables in each step for the OTT problem sets are presented in Table 4 for both the logical and physical methods (see Section 2.5). For each step, we show a breakdown of the number of variables...
fixed, so that one can identify how many variables were fixed in total due to QPVAR, the correlations, and the classical pre-processing (see Section 1.2), as well as the mean total number of fixed variables. Table 6 compares the success rate of the quantum annealer used on its own with the success rate of IQPVAR and the quantum annealer used together, and shows IQPVAR’s fixing success rate.

| Set | 1   | 2   | 3   | 4   | c   | Total  |
|-----|-----|-----|-----|-----|-----|--------|
| U2  | 4.33| 13.87| 10.93| 11.48| 2.95| 43.56  |
| U5  | 4.22| 11.45| 10.69| 12.52| 3.17| 42.05  |
| U10 | 4.86| 11.93| 10.65| 9.57 | 2.34| 39.35  |
| U100| 2.85| 8.28 | 8.02 | 7.15 | 3.94| 30.24  |

Logical

| Set | 1   | 2   | 3   | 4   | c   | Total  |
|-----|-----|-----|-----|-----|-----|--------|
| U2  | 2.93| 15.70| 10.32| 7.54 | 4.14| 40.63  |
| U5  | 2.09| 13.82| 10.72| 7.23 | 3.77| 37.63  |
| U10 | 2.74| 14.66| 8.53 | 5.79 | 3.46| 35.18  |
| U100| 1.61| 11.69| 8.84 | 5.75 | 4.80| 32.69  |

Physical

Table 5: Mean number of fixed variables for embedded optimal trading trajectory (OTT) problems, by problem set, by step, and by method (logical or physical methods). For each of the four steps of IQPVAR, the mean number of fixed variables is shown due to fixing variables first via classical pre-processing and then via QPVAR and correlations. The last step consisted of fixing variables using only classical pre-processing. The final column shows the total mean number of fixed variables.

| Set   | Quantum annealer | IQPVAR | Better | Fix |
|-------|------------------|--------|--------|-----|
|       | Success | Residual | Freq  | Success | Residual | Freq  |        |
| U2    | 60.00   | 0.67     | 6.40   | 79.00   | 0.38     | 2059.87 | 93.00   | 91.00 |
| U5    | 69.00   | 0.33     | 17.43  | 77.00   | 0.24     | 2085.05 | 86.00   | 93.00 |
| U10   | 71.00   | 0.24     | 13.48  | 77.00   | 0.23     | 2179.08 | 88.00   | 98.00 |
| U100  | 57.00   | 0.37     | 5.67   | 67.00   | 0.28     | 933.79  | 83.00   | 96.00 |

Logical

| Set   | Quantum annealer | IQPVAR | Better | Fix |
|-------|------------------|--------|--------|-----|
|       | Success | Residual | Freq  | Success | Residual | Freq  |        |
| U2    | 60.00   | 0.67     | 6.40   | 61.00   | 0.57     | 1105.31 | 86.00   | 81.00 |
| U5    | 69.00   | 0.33     | 17.43  | 66.00   | 0.32     | 1403.32 | 78.00   | 86.00 |
| U10   | 71.00   | 0.24     | 13.48  | 68.00   | 0.32     | 1246.50 | 81.00   | 89.00 |
| U100  | 57.00   | 0.37     | 5.67   | 65.00   | 0.34     | 730.80  | 84.00   | 90.00 |

Physical

Table 6: Success metrics by problem set for the quantum annealer with and without IQPVAR, for embedded OTT problems, for the logical and physical methods. See the caption of Table 4 for a definition of the metrics.

The parameter \textit{fixing\_threshold} was set to 1.0 for all steps in both methods. The parameter \textit{elite\_threshold} was set to 0.2, 0.2, 0.15, and 0.1 for the four steps of both methods. The correlation graph parameters \textit{correlation\_threshold} and \textit{correlation\_elite\_threshold} were set to 0.95 and 0.2, respectively, for all steps of the logical method and 1 and 0.2 for all steps of the
physical method. The parameters `chain_fixing_threshold`, `chain_elite_threshold`, and `majority_length_threshold` were set to 0.95, 0.2, and 0.51, respectively, for all steps of the physical method.

### 3.4 Problem decomposition

We have already shown that IQPVAR reduces the number of variables. However, an additional benefit of the method is that the resulting (effective) problems tend to be decomposed into smaller connected components, many of them small enough to be solved quickly, even exhaustively. In addition, the larger-sized components have a simpler graph structure, such as much smaller treewidth than the original problem, which dynamic programming could benefit from. Figure 4 shows a histogram of the sizes of the connected components for $U_5$, after four steps.

![Histogram of connected component sizes](image)

Figure 4: Frequency of connected component sizes in the resulting 100 problems after 4 steps of IQPVAR for the $U_5$ problem set.

### 3.5 Effect of post-processing

The performance of the quantum annealer can be improved by post-processing. We hypothesized that post-processing should improve the results of our method. In particular, it would increase the method’s fixing success rate, as well as improve the success metrics compared with the quantum annealer alone (with post-processing). The results of running the quantum annealer with and without post-processing and with and without QPVAR are presented in Table 7. Post-processing was done via the `optimization` flag of the function `solve_qising` in
D-Wave Systems’ SAPI 2.3.1, which performs a local search on each of the solutions returned from the quantum annealer[17].

Table 7: Success metric for the quantum annealer without post-processing, with post-processing, for the quantum annealer alone (‘Quantum annealer’) and with QPVAR, for problem set $U_{100}$. See the caption of Table 3 for a definition of the columns.

| Post-process | Quantum annealer | QPVAR | Fix |
|--------------|------------------|-------|-----|
|              | Success | Residual | Freq | Success | Residual | Freq |       |
| Without      | 0.00    | 123.46   | 0.00 | 1.00    | 96.16    | 1.00 | 99.00 |
| With         | 60.00   | 9.24     | 49.65| 87.00   | 4.20     | 458.54| 100.00|

4 Discussion

For Chimera graph-structured problems, for the non-zero bias case ($h \neq 0$), Table 3 shows that at least 84% of the variables were fixed on average in four steps of IQPVAR. Notably, classical pre-processing on its own was only able to fix at most 1% of the variables. Table 4 shows that for all problem sets, the results with IQPVAR have significantly better success metrics, that is, higher success rates, lower mean-energy residuals, and a higher mean number of occurrences of the best known energy value. This is compared to using the quantum annealer alone, despite using less annealing cycles. In addition, the lowest-energy solution found with IQPVAR was always of an equal or lower energy value than the lowest energy solution found by the quantum annealer alone. The percentage of problems for which variables were fixed incorrectly was low, less than 8%, and could be made lower by choosing a higher $elite_{\text{threshold}}$.

The zero bias problems ($h = 0$) are known to be harder, but IQPVAR still fixed 10%–36% of the variables. The results with IQPVAR show improved success metrics, also fixing variables incorrectly for up to 13% of the problems. For these problems, the mean number of variables fixed increased at every step, in contrast to the non-zero bias problems, where it decreased. The explanation for this is that as variables are fixed, they induce non-zero biases on the neighbouring qubits, so that after each additional step of the method, we observe more qubits with non-zero bias, and the resulting problem becomes more like the non-zero bias problems.

For the embedded OTT problems, Table 5 shows that 38%–54% of the variables were fixed by the logical method and 41%–51% were fixed by the physical method. In this case, the classical pre-processing was initially unable to fix any of the variables. Table 6 shows that for all problem sets, the results with IQPVAR have significantly improved success metrics. In addition, the method’s lowest-energy solution was as good or better than the lowest-energy solution for the quantum annealer alone for the majority of the problems.

We found that the logical method was better than the physical method,
for these problem sets and for the specific parameters chosen, giving improved success metrics. In addition, the logical method fixed variables incorrectly less often than the physical method. We conjecture that this is due to the physical method being more sensitive to the quality of the embedding. In particular, the optimum of the embedded (i.e., physical) problem is not guaranteed to include a solution with unbroken chains. In principle, this could be guaranteed by increasing the strength of the intra-chain couplings, but the limited range of the biases and couplers in the quantum annealer limits our ability to do so. The physical method fixes variables with the objective of reaching the optimum of the embedded problem. However, if the embedded problem does not include an unbroken solution as one of the optima, the solution to which the physical method converges might not lead to the optimum of the logical problem.

Our results clearly show better success metrics for both Chimera graph-structured problems and embedded problems, even for high-precision problems that appear to be very difficult for the quantum annealer. Our intuition is that the quantum annealer is better at finding low-energy states than it is at finding optima. For difficult problems, for which the expected number of occurrences of the optimum would be very low, looking only at the lowest-energy solution found does not make full use of the information in the sample obtained from the quantum annealer. It appears that the sample contains additional information about the structure of the low-energy states, information that allows our method to boost the performance of the quantum annealer.

We expect that the adjustable parameters in our method could be tuned based on the class of problems being optimized to yield the best results for that class of problems. In our study, we purposefully chose parameters such that they were not over-fit. For example, we did not choose different parameters for the high-precision problems compared to the low-precision problems, even though we observed that for the low-precision problems better results can be achieved by setting elite_threshold lower (since these problems are easier for the quantum annealer). The objective here was to choose parameters that are a good all-around choice for general use of our method.

In Section 2.1 we described how to find correlation-based connected components. In principle, all of the variables in a connected component could be reduced to a single variable, by identification (i.e., by adding a strong coupling between them), such that they are either equal, or opposite, to that single variable, making full use of the information in the correlations. The issue with doing this for Chimera graph-structured problems is that the resulting problem may no longer be Chimera graph-structured (since new ferromagnetic couplers must be introduced), and as such might not fit on the chip (i.e., it would be impossible to find an embedding). In the case of embedded problems, the same issue arises, but in that case there is a more realistic possibility that an embedding could be found for the new problem. This is not guaranteed, however, and it would require an additional and possibly costly intermediate embedding step. Another possibility for utilizing our method is as a pre-processing step for a classical solver, as such solvers are typically not limited to a particular structure.
Each subsequent generation of quantum annealers has exhibited lower noise (i.e., ICE), therefore future quantum annealers are likely to show further reductions. The results in Section 3.5 give an indication that an improvement in this regard should also result in improved performance of our method. Table 7 shows that the results for the quantum annealer alone, as well as the results for the method, were both drastically improved, with increased success rate, lower mean residual, and a higher mean number of occurrences.

5 Conclusions and future work

We have presented a new method (IQPVAR) for iterative quantum processing of QUBO problems, which yields a significant reduction in the number of variables in a problem. Consequently, it gives a pronounced increase in success rates and number of occurrences of the best known energy value, when compared against a quantum annealer alone, even when using less annealing cycles. For this reason, at least for the problem sets studied herein, this evidence suggests strongly that this is a better way to use the quantum annealer to greater potential, for both Chimera graph-structured problems and embedded problems. More-specific tuning of parameters for specific problem classes could yield even better results, and future research might uncover improvements to the method presented in this work.

It has been shown that the quantum annealer exhibits quantum speedup compared with simulated annealing when global collective tunneling occurs [7]. We suggest that our method would benefit even from local tunneling, a hypothesis that we leave for future study. The performance of the method and fine-tuning of the parameters for other problem classes is another possible avenue for future study.
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