IoT Cloud Computing Middleware for crowd monitoring and evacuation
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Abstract—Map-Reduce is a programming model and an associated implementation for processing and generating large data sets. This model has a single point of failure: the master, who coordinates the work in a cluster. On the contrary, wireless sensor networks (WSNs) are distributed systems that scale and feature large numbers of small, computationally limited, low-power, unreliable nodes. In this article, we provide a top-down approach explaining the architecture, implementation and rationale of a distributed fault-tolerant IoT middleware. Specifically, this middleware consists of multiple mini-computing devices (Raspberry Pi) connected in a WSN which implement the Map-Reduce algorithm. First, we explain the tools used to develop this system. Second, we focus on the Map-Reduce algorithm implemented to overcome common network connectivity issues, as well as to enhance operation availability and reliability. Lastly, we provide benchmarks for our middleware as a crowd tracking application for a preserved building in Greece (i.e., M. Hatzidakis’ residence). The results of this study show that IoT middleware with low-power and low-cost components are viable solutions for medium-sized cloud computing distributed and parallel computing centres. Potential uses of this middleware apply for monitoring buildings and indoor structures, in addition to crowd tracking to prevent the spread of COVID-19.
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I. INTRODUCTION

Scientists and experts have focused their efforts on advancing traditional computing infrastructure and techniques via the use of “Industry 4.0”. More specifically, this term is used to describe the fourth industrial revolution, which involved breakthroughs in manufacturing, artificial intelligence, machine learning, and data science in general. In between our era and the future is the so-called “Internet of Things (IoT)”, i.e., the development of interconnected devices capable of communicating and processing information typically arising from sensory networks [1].

On the one hand, recent developments in low-cost sensor technologies enabled the use of crowdsourcing techniques and IoT for the collection and management of measurements with wide spatiotemporal coverage. An increasing number of applications in the fields of embedded computing [2], education [3], wildlife [4], environment [5], network monitoring [6], business analytics [7], robotics [8], smart sensing [9], etc. rely increasingly on sensor networks. Because of the limited capabilities of sensor devices, computation often needs to be outsourced to a powerful computing infrastructure. IoT offers a common infrastructure which sensors can use to forward their data to more capable computing devices for analysis, aggregation, and storage, using standardized protocols such as 6LoWPAN [10] over IPv6 [11] or LoRaWAN [12]. These protocols are important serving as a communication tool for large data streams that are generated from sensor devices. This data is often severely limited by the available bandwidth and latency of communication protocols in low-power and wide-area networks, such as NB-IOT [13], making in-network processing necessary.

On the other hand, the large amount of data generated by sensors requires simple computations to be distributed across
hundreds or thousands of nodes in a reasonable amount of time. The main issues we faced were where to parallelize the computation, distribute the data, and handle failures. To deal with the ever-increasing volume of high-data information, Map-Reduce was introduced.

Map-Reduce was originally developed by Google, based on parallel and distributed processing principles via Apache’s Hadoop open-source project. It soon became the de facto solution for big data applications. Map-Reduce aims to facilitate data parallelization, load balancing, and data distribution through flexible, simple, and scalable processing. It can process both structured and unstructured data, while its characterized by its fault tolerance capabilities, because tasks leading to failed nodes must be restarted [14]. This model resembles the Message Passing Interface standard, presented in the early 1990s, which introduced reduce and scatter operations [15] and it ensures that applications can process large data sets via the use of distributed capabilities and data processing [16].

Moreover, Map-Reduce is a thoroughly examined research subject in regard to cloud computing applications. It became widely available and used by academics and industry, due to Hadoop [17] and, more recently, Spark [18]. These open-source projects provide a complete software platform for making computations in computer clusters. While both platforms have similar functionality, they greatly vary in performance [19], [20], [21], depending on the case scenario (e.g., machine learning [22], cloud computing [23], or networking [24]). Hadoop excels at batch processing tasks [25], whereas Spark has a higher performance in real-time data streams [26]. In-fault detection is typically handled via the “Monitor-Analyse-Plan-Execute” protocol [27].

In our study, we emphasized on developing a distributed and parallel processing system to address one of the main weaknesses of the Hadoop architecture, i.e., how the system operates in the event of the master’s node failure. To deal with this problem, the Hadoop framework, uses checkpointing where, in case of failure, the system’s information is stored in the remote repository. Afterwards, this information is used to restore the system to its previous operating status. Unfortunately, even though this method is highly effective, it cannot be implemented in the case of sensor networks due to their characteristics. Analytically, the sensor nodes are typically low-power and low-cost computing devices that have severe limitations from SD cards failure, due to the re-writes to computation resources (either CPU/RAM capabilities or the risk of increasing the devices’ temperature). As a result, implementing this solution is a task which demands more resource-intensive machines thus, increasing the overall cost during both the day-to-day operation of the systems and future upgrades in case of virtual scaling of the master or horizontal scaling of the system.

II. AIMs AND OBJECTIVES

The aim of this article is to provide a top-down approach to a WSN cloud-based system focusing on its architecture and applications. Moreover, we present a crowd tracking middleware application that implements a distributed algorithm. This application can be used as a tool to monitor the total number of visitors in indoor structures. Analytically, in the midst of the COVID-19 pandemic and in an effort to monitor a potential exposure location or follow COVID-19 positive cases, this method could be used as a tool to study and measure the crowd’s density, thus reducing the virus’ spread. Specifically, most of the existing solutions focus on developing such systems as evacuation tools [28], while our work focuses on tracking, locating and monitoring the total visitor count per room.

The objective of this article, similarly to [29], is to use the suggested middleware as both a COVID-19 tool and a means to track the rooms which attract the most interest among the public. The main advantage of our novel middleware architecture is that it focuses on providing a cloud computing solution that is less resource intensive than the tasks in recent bibliography which mainly rely on image/video analysis [30]. Moreover, our middleware uses low-power and low-cost components which can effectively handle small to medium sized data and network load tasks thus making it ideal for rapid prototyping applications.

The outline of this article is as follows: firstly, we provide a literature review of the most used distributed principles in WSN, emphasizing on map-reduce algorithms implementations in middleware applications. Secondly, we explain the Map-Reduce algorithm which inspired this current work. Thirdly, we provide details on the building used as a test case scenario for this application. Fourthly, we suggest each step of our novel approach in detail, as well as its architecture for a fault-tolerant algorithm on distributed computer networks. We also present said system and provide the database properties and Java classes used for its development. Lastly, we discuss the results and benchmarks for the proposed system and algorithm on low power and low-cost computing devices (i.e. Raspberry Pi), as well as future works of this publication.

III. RELATED WORK

Before designing and applying our system, we examined related work regarding middleware. Specifically, for hardware (sensors or WSNs) and software to interact, there must be a middle layer responsible for coordinating, triggering, and orchestrating all necessary services and processes to achieve optimal functionality. In other words, middleware acts as a bond that unites various domains, services, or applications into one single entity to handle a specific task [30].

According to recent studies, most middleware applications are WSN-centric [31]. This is because WSNs offer a simple, fast, and reliable network of information which combines different technologies. This is the reason middleware is responsible for various tasks, including processing information from multiple sources, monitoring system connectivity, scaling system resources, and coordinating computer nodes [32].

In a recent bibliography, middleware-based applications focus on multimedia [33], intelligent service processing [34], high performance computing [35], mobile edge computing [36], fog computing [37], data transmission [38], automotive industry [39], big data [40], web ontology [41], context-awareness [42], semantics [43] and service-oriented [44],
To count the visitors in the indoor structures of a preserved building (M. Hatzidakis’ residence), various technologies and methods can be used. Among the most widely used technologies in middleware solutions are message brokers such as RabbitMQ [61], ActiveMQ [62], ZeroMQ [63], and notably Kafka [64]. While these solutions vary in performance [65], [66], [67], they are extensively used as a tool to “glue” together different computer components. In addition, there are several middleware technologies used in cloud computing [68], most notably open-source solutions, such as Berkley’s University OpenWSN [69] and OpenIoT [70].

Furthermore, we studied Google engineers’ article on Map-Reduce [71] and focused on developing a variation of the word count example presented. The algorithm studied provides a platform for splitting and processing considerable data sets simultaneously, thereby providing faster service. This results in data sets breaking into several tasks and processes to capitalise on distributed computing [72].

Typical examples of applications using Map-Reduce are social network applications (counting of words, users, posts, or reactions) [73], [74], web page ranking and indexing, geolocation applications [75], [76], financial services (analytics, risk assessment, investment and trading algorithms) [77], IoT [78], etc. Specifically, implementing the Map-Reduce concept for a truly distributed architecture such as a WSN is not straightforward, as several challenges emerge [79] in the areas of fault tolerance [80], data distribution [81], load balancing [82], reliability [83] and energy efficiency [84]. Map-Reduce and WSN have been used in many scientific fields, such as IoT [85], smart grid [87], climate [88], and big data processing [89].

Finally, there are many interesting projects that implement the Map-Reduce paradigm. Hadoop is one of the most widely used projects, which enables programmers to develop and execute data-intensive applications for processing data. Similarly to Hadoop, POSUM uses message-based event handling for real-time decisions. Based on the system’s feedback, it uses an architecture of three entities: the data master, the simulator, and the orchestrator [90]. Furthermore, other notable distributed Map-reducing projects are Hsim [91], MRPerf [92], MRSG [93], and Yarnsim [94].

IV. BACKGROUND AND METHODS

This section presents the main components of the Map-Reduce algorithm paradigm and provides a detailed explanation of the existing algorithm. Moreover, we review a real case study used to develop our IoT middleware. Lastly, we review the key contributions of our new algorithm and how it was implemented to count the visitors in the indoor structures of a preserved building (M. Hatzidakis’ residence).

A. Map-Reduce

In the mid-1990s, there were many large operations—mainly data centres—that upgraded their systems (e.g., to more resilient and more power-intensive solutions), due to the advances in hardware components. Specifically, businesses needed to process a large quantity of data, which were either “noisy” or sent in different formats and from different sources, or the sampling rates were too high to analyse.

The first steps were to increase the overall computing power of their overall clusters (i.e., tightly connected computers that work together and usually simultaneously for a task). However, after they reached a certain point, it became obvious that it was inefficient to use raw computing power to achieve a computing task, since the key to success was optimising the processes. Subsequently, among the most important solutions introduced to address this issue was Map-Reduce.

The operating principle behind Map-Reduce is straightforward as it consists of two functions, i.e., mapping and reduction. The first allows values to be denoted using a specific key, while the second analyses and combines these key-value pairs into different and smaller pairs.

B. Map-Reduce Algorithm

The Map-Reduce model is used to structure (mapping) and divide (reduction) a computation task on many computers. It uses multiple data centres, assigning less power-intensive tasks to weaker benchmarked computers and ultimately modelling operations to effectively distribute tasks so as not to waste of CPU time and usage (clock ticks). This is important because when a Map-reducing “job” is submitted to a cluster, the code runs simultaneously in multiple computer devices.

Map-Reduce is also known for Hadoop, its most popular open-source implementation for computations in clusters. The Map-Reduce paradigm, as presented in Figure 1, is characterised by the following steps [95]):

1. Map: reception of input data and mapping them to be processed.

   key, value pairs ➔ \( f(\text{key}, \text{values}) \)

2. Shuffle: analysis of the map’s stage data and sorting into a predetermined output(s).

   shuffle operation ➔ \( g(f(\text{key}, \text{values})) \) ➔ yields: \( k \) ➔ \( k(G_{\text{key, value, pair}}) \)

3. Reduce: reception of the output results, aggregation and incorporation to a task that compounds of several smaller inputs of data.

A simple mathematical explanation regarding a Map-Reduce operation is:
- Step 1: abstract data as key value pairs to a map function as follows:
  \[(\text{key, value}) = (k_A, V_A) = (k_{A1}, V_{A1})(k_{A2}, V_{A2}) \ldots\]
  \[(\text{key, value}) = (k_B, V_B) = (k_{B1}, V_{B1})(k_{B2}, V_{B2}) \ldots\]
  \[
  \vdots
  \]
  \[(\text{key, value}) = (k_N, V_N) = (k_{N1}, V_{N1})(k_{N2}, V_{N2}) \ldots\]
- Step 2: sort/group the function output as follows:
  \[(k_{A1}, V_{A1})(k_{A2}, V_{A2}) \ldots \rightarrow k(V_A, V_B) = k_NV_N\]
- Step 3: reduce a set of data points with the same key pairs into a new single value.

Furthermore, regarding steps 2 and 3, i.e., where processes are grouped and divided into multiple partitions (e.g., nodes, mini-computers, clusters) [96], the mathematical equations for the frequencies of the keys are the following:

\[
\text{Data}_{\text{locality}} = \frac{\sum_{n=1}^{N} \text{min}_{(\text{freq}(k_{ij}))}}{\sum_{n=1}^{N} \text{size}(F_{K_{ij}})}
\]

\[
\text{Data}_{\text{locality}} = \frac{\sum_{n=1}^{N} \text{max}_{(\text{freq}(k_{ij}))}}{\sum_{n=1}^{N} \text{size}(F_{K_{ij}})}
\]

Lastly, regarding the complexity of Map-Reduce Algorithm, this topic is hard to define, as it depends heavily on many factors, including the hardware, the network, the variation of the algorithm’s execution, in addition to the total size, time and memory allocation of the proposed system.

1 The key value pairs are immutable objects, meaning their value cannot change in any point.

C. Case Study: Hatzidaki’s House

We implemented our application in a preserved building in the city of Xanthi, Greece, as presented in Figure 2. The building was constructed in 1829, it has a Baroque-style with neo-classical elements and it is consisted of three floors, covering 1.317 sq.m. (see details in Figure 3) [97]. Specifically, the building was the residence of M. Hatzidakis, one of the most prominent Greek music composers. Due to the status of M. Hatzidakis, his residence was converted to a cultural centre after his death where various exhibitions (music, theatre, etc) are hosted.

Our tests were applied on the first floor of the building which hosts the majority of events. Moreover, the design principles of the IoT middleware suggest a novice, effective and reliable method to monitor visitors’ number and location. Specifically, after studying both the floor pans presented in Figure 3 and the scheduled events (prior to COVID-19 movement restrictions), we used simulated data to test our application and track its visitors.
availability times for the systems. Our application aims at visitor monitoring and tracking in indoor structures of the historical building of our study (Figure 2). Specifically, our rationale is as follows: when visitors buy a ticket to participate in an event, they will be provided with a radio frequency identification (RFID) tag, based on their sex. Subsequently, each room will have several low cost and power devices that will gather information from said tags. These devices will both store data locally and remotely, the as well as perform the Map-Reduce algorithm and provide useful insights regarding each room and visitors’ interests.

The Map-Reduce algorithm developed was tested on different operating systems (Unix/Windows) and in a broad spectrum of computer capabilities. Focus was placed on the Raspberry Pi, which was the main component used to process the available information. Specifically, it is a mini-computer device used extensively in academia and real-life situations to teach programming. In recent years, it is also used for robotics and IoT applications. The algorithm proposed was successfully implemented on a wireless computer network consisting of several affordable mini computers, such as Raspberry Pi models 3, 3B, and 4.

The system proposed offered the following operations and subservices: the workers and the master were message-driven and were simulated with finite-state machines that moved from one state to the other (Check Status, Check Node Connectivity, Check Leader, etc.). The communication between master workers (server-client) was performed via UDP messages, and the role exchange part was implemented via a remote database storing the computer devices’ unique ids and network properties (e.g., IP addresses). Moreover, to overcome Hadoop constraint of check pointing in case of failure, we have also developed a simple algorithm that elected a leader during each software cycle, based on the connectivity status of the network’s node. Specifically, each server must be able to connect with at least 60% of the available systems nodes in order to retain its status as a server; otherwise, another device (client) is elected as leader (server). Lastly, we achieved similar results to other word count applications in recent bibliography such as [98] by implementing Map-Reduce middleware to low-power and low-cost computer components. Analytically, the data complexity for a dataset of S size, for N documents, M words and f1,…,fM word frequencies is measured as:

\[ \text{Complexity}_{key} = O(\max_{n}f_n) \quad \text{Complexity}_{\text{Sequential}} = O(S) \]

V. SYSTEM AND ARCHITECTURE

The first step in building our system was to achieve a stable and continuous connection of each available computer device to our network. To achieve this, we focused solely on remote wireless solutions. Concerning the successful connection of multiple computer devices to a local network, each device must identify the IP/Physical (MAC) address of each available device on the network beforehand. The information required for remote access can be acquired easily through either terminal emulators or remote desktop software.

During our first test, we used virtual network computing (VNC) as it was straightforward and provided a simple and quick way to connect remotely to each of the available PCs with a graphical interface. Official documentation of Raspberry Pi—one of the most known series of small single-board computers—suggests the use of VNC [99]. Our test cases consisted of microcomputers, such as Raspberry Pi Model 3b-4-4a and portable computers running Unix operating systems. More specifically, Raspberry Pis had either Raspbian (the official Raspberry Pi OS) or New Out Of The Box (NOOBS) installed and various hardware portable computers that were dual booted running Windows 10 / Ubuntu 18.4 LTS.

Subsequently, we wanted to reduce the central processing unit (CPU), the random-access memory (RAM), and generally benchmark of our application. For this purpose, we switched from a GUI based solution to a terminal-based application using secure shell (SSH). The benefit of this choice was that we could communicate remotely with each PC by typing its credentials and IP address, thus providing a system-agnostic solution regarding the operating system.

Initially, we implemented static IP addresses on the computer systems so that their addresses do not change each time they connect to the local network. During the first step, we used the Address Resolution Protocol (ARP) command of Unix system command-line tools to find IP / MAC addresses. More specifically, ARP has a list (cache) which is used to acquire IP-MAC address as well as the type of connection entries (dynamic/static). This solution was not ideal because it was not optimal. For example, if we logged in another network or provided Internet access via another router, many settings changed.

In the final stage of our experiments, we decided to shift our focus to an approach that would ping devices connected to our network to find the IP addresses of our system’s computers. To achieve that, we decided to use Java’s Socket API application—protocol that provides full-duplex, bi-directional, real-time client/server efficient communication between two peers over a computer network protocol.

A. Local Test Implementation

We locally developed a multithreaded application to test and construct all necessary components of our system piece by piece. Our application aims to connect several devices to the same wireless network. More specifically, the application requested the following:

- user’s input regarding the number of clients that would be connected and
- IP and Port number for the server’s first execution.

The rationale of this system was to start a server capable of accepting many client connections simultaneously based on the user’s input. The user would provide all necessary input via the terminal, such as socket’s information (IP and Port), the number of clients to be connected, and general settings (e.g., generating a Test Data Set for sampling or using an existing one). A simple execution of this program is the following:

Step 1: The user starts the server. Accordingly, we execute the Client class to create our first connection.

Step 2: The user types information regarding the system,
such as IP or Port, using an existing dataset or defining the size of a random data set file generation.

Step 3: The terminal waits for the user to type the number of clients to be created (threads) until the user stops the execution. The IP and port information are not requested as the application's server is hosted locally.

The main issue with the above-mentioned application was that most of the server properties, e.g., IP, port numbers, etc. were “hard-coded.” This term is used when there was no validation check. We provided fixed (pre-set) parameters to most of our programs during their execution. Additionally, even though in principle the sockets were created correctly and the connection of the server client was stable, we had yet to connect several clients in real-time conditions.

B. Step 1: Server-Client Properties

As presented, step 1 has several “hard-coded” parameters, thus making it difficult to develop a remote application. To facilitate the progress regarding the necessary properties requested in Step 1, we executed remotely (via SSH) one of the following network commands (ARP, ifconfig, ipconfig) to find the unique IP address needed for execution.

Our middleware automatically gathers this information. The users need to connect it to the local Wi-Fi or a cellular network to communicate with the remote database. After booting, the Raspberry Pi inserts its network properties and a random node ID number is assigned. During the first execution, the master server is selected randomly and other nodes are assigned lower id numbers. The system selects a node’s id to act as a master and checks the server’s port availability. The port is constant and does not change throughout system’s execution. Regarding this decision, for a client to ping all available devices on our network, it must check port numbers 0 to 65535, which is a slow process, i.e., more than 15 minutes which is the average time for a guided tour in our case study. As a result, this decision was made to ameliorate the execution time.

Afterwards, during execution, if several nodes have the same id, the master-server node retains its status. Connectivity is checked periodically for clients and servers alike. If a node cannot be connected to at least two-thirds of the other nodes in our system (the total number derives from DB’s data), then it cannot be considered as a master node. In case no node meets the connectivity criterion, the system halts its execution by design.

C. Step 2: Role Exchanging Parameters

After establishing the unique address of each computer connected to our network, the next step regarding our application’s flow was to launch the application and handle the role exchanging between server-client. Initially, the node ID number was randomly selected, but later on we correlated it with a connectivity parameter. Specifically, the master node checks the connectivity with other devices to address the node ID number. We decided to correlate each IP address with a specific node number that would be calculated based on each node’s id connectivity in accordance with the overall system. During the first execution of the application, this number would be randomly assigned or the user could select which computer device will act as a server.

The main issue we came across was how we would configure the application to send the paired data (IP-Port). The first idea was to use a text file (e.g., JSON, XML, and YAML) which would contain all necessary information that would be parsed during each flow. The text files are generally small-sized (less than 100 KB), thus they require neither high bandwidth nor high volume storage. Additionally, their size means that we could store the file on each device as well as iterate during each application rerun (endless mode) to update the file. This idea was implemented during our beta prototype, but we decided to store this information in a database for various reasons [100] (mainly due to the speed of execution and future scalability).

During each execution, our system has two classes: one for the server (master) and one for workers (clients). After the initial connection, which defines a server node, the system stores all computer device information (IP-node ID) locally and it checks their connectivity. If the server is not fit for operation due to the connectivity, it connects to DB and sets its node ID to zero.

D. Step 3: Process and Functionalities

The proposed system consists of several processes that are distributed evenly across the wireless network we presented earlier. First, since the master is the single point of failure in the Hadoop architecture, we have provided fault tolerance capabilities to our system, as presented in Figure 4. The following generic operations can be implemented by any computer connected to our network:

1. **Check Workers**: The server pings all clients of our application to validate whether it communicates with at least two-thirds of the total nodes.
2. **Election**: If a client satisfies the Check Worker condition, the system checks the client node ID.
3. **Notify Leadership**: If the election status is true, then it notifies clients regarding the new leader candidate.
4. **Check Leadership**: If the election status is false, it checks if the current leader is alive. If not, it notifies clients regarding the new leader candidate.
5. **Check Alone**: if a new Server is isolated, it re-executes the parallel WSN’s steps.

Fig. (4). Fault tolerance capabilities of the application.

E. Step 4: Endless Execution

After Step 3, a number is assigned to each PC and we set up
a timeframe for each node to elect a leader server. More specifically, we set a time duration of 1 to 2 minutes following Step 3’s execution for our system to communicate with the database and, based on the algorithm output number, check the status of our system.

VI. DATABASE PROPERTIES & JAVA CLASSES USED

In this subsection, we provide information regarding Step 3 of the previous algorithm, i.e., the processes and functionalities of the proposed system. First, we present the database used to store the client-server information and the sensors’ measurements. Second, we provide a diagram flow and explain the logic behind each of the classes used to develop our system. Additionally, a sequence diagram, a UML diagram, and a class diagram are presented.

A. Database Information

The remote database selected was MySQL due to its use in academia and industry. Moreover, during the early stages of the system’s design, we used Xampp, i.e., an open-source cross-platform providing the necessary components to host an online database. Xampp is a software distribution that takes an “all battery included” approach, providing the Apache web server, MySQL database (MariaDB) and Php/Perl/Python (as command-line executables and Apache modules). However, this solution became obsolete the moment we tested our system outside our local area network. Initially, we opted for this solution to quickly test our progress regarding the middleware components. Specifically, we used the local area network to host a local network to test the early stages of our application. Although this allows users to immediately review the necessary time for computers to connect to the DB, as well as the query performance and execution, this solution had its disadvantages. Analytically, in terms of scaling and evaluating the performance of our DB, we were restricted due to the hardware capabilities of the server computer. Moreover, since we were testing our application to a local area network, we were not able to monitor potential issues in the actual network’s bandwidth. Lastly, due to the small size network, we were unable to accurately measure the execution times from committing an SQL query until it transferred its output to the actual DB of the cloud provider that would eventually host our remote DB.

Consequently, to develop a cloud solution that would work in all networks, we decided to implement our database remotely. There were several cloud providers available but—since the aim of this article was not to benchmark the database responsiveness—we decided to use a free, open-source database provider. Therefore, we used the latest version of the MySQL Server. The database properties included a MySQL 8.0 server running on the default port 3306 and we connected to the DB remotely using JDBC. Additionally, to successfully compile and execute the Java project developed, we added the MySQL Connector Jar file as provided in Maven’s repository.

Our DB consists of two databases: one stores computer device properties (IP address and node IDs) and the other stores samples (sensors’ data) used to monitor the visitors of the preserved building. The second table consists of 3 fields:

I. Room indicating where the computer device was placed. Our tests were based on the 1st floor of Hatzidakis’ residence; thus, only 5 rooms were simulated.

II. Visitor, who can be a man, a woman, or other species generated via an RFID tag provided upon entrance.

III. Timestamp providing the exact date and time for each measurement.

B. Java Classes and Functionality

In this subsection, we provide a brief description of the Java classes used in our system which are:

- **Database Functionality Server Client Db**: it connects to the computer devices’ property db and it performs select or insert or update operations.
- **Database Functionality Sensor Properties Db**: it connects to the sensor measurements db and it can perform, select or insert operations.
- **Get IP for Remote Connection**: it finds the local IP of each machine, pings the other IP address, and checks the connectivity, i.e., if they are online (or not).
- **Sensor Data Parser**: it can generate random data (in a specific mode) and parse data from an input file/data stream.
- **Map-Reduce**: it was implemented to count the visitors of the museum. The algorithm was initially developed using structural programming, i.e., arrays and logic. Afterwards, we selected to store the room–visitor count with a hashmap to use built-in Java functionality.
- **Connect With Cloud Database**: it uses JDBC to connect to the remote database’s tables.
- **Client**: it takes an input data stream (e.g., a text file or values from the database) generated for each room and executes the Map-Reduce algorithm (either the initial version using arrays or HashMap) to count the number of visitors. Additionally, after map-shuffle-reduce operation, it opens a socket and sends a message to the server via a UDP packet.
- **Server**: it acts as a server, i.e., it receives sockets from clients while similarly executing the Map-Reduce algorithm locally for its own input data stream. We used datagram sockets to send responses and receive UDP packets from clients.
- **System Information**: it is a generic implementation of our overall system. Specifically, it connects to the database via JDBC, gets the local IP address and checks the client-server table for the specific local address. If this address is not present, it is added in the table. When it exists, it checks the node ID and if said id is greater than the current value, it updates it. Afterwards, it checks connectivity of the system (i.e., it pings other addresses provided by the DB). Lastly, if it is connected to more than two-thirds of the system’s nodes (i.e., it pings the IP address from DB and receives a response), it executes client or...
server class based on the node ID.

VII. RESULTS

Our proposed system inputs the data stream provided from the RFID tags by implementing the Map-Reduce paradigm. Specifically, the output results are twofold, as presented in Figures 5 and 6. On the one hand, it counts all visitors of the residence by identity (man, woman, and other, e.g., dog). On the other hand, it counts the total number of visitors in each room. This means that, depending on the need, this system can be used as a means to count the total number of visitors in a COVID-19 case to track the virus spread or else, if an infected person was located in a specific location -room(s)-, it can be used to track down his/her whereabouts and the number of visitors s/he came in contact with.

Additionally, to test this scenario, we have selected to use the preserved building analyzed in the previous section, i.e., M. Hatzidakis’ residence. Analytically, we have chosen to use low-cost and low-power devices, such as Raspberry Pi model 3 and 4 consisting of dual and quad-core CPUs and approximately 1 GB of RAM. Our rationale was to place one device in each room (excluding the WC) thus measuring the passers’ activities on the floor. Furthermore, after studying Hatzidakis’ residence (case study), we proposed a sampling rate of a minimum of 17–20 minutes since 2–5 minutes were adequate for end-to-end communication. As such, for this timeframe, if we consider a guided tour of 4000 persons, the execution time of our system is presented in Figure 7. The results of our test showcased that our system is capable of handling up to 1500-2000 visitors before the execution time begins to rapidly increase. Moreover, Table 1 shows how an input stream of visitors’ RFID tags will be processed, and Table 2 and 3 provided information regarding the power consumption and the general benchmarks of our proposed middleware on a Raspberry Pi model 3b machine.

Table 1. Map-Reduce algorithm for room monitoring and visitor counting application.

| Total Count: Room1:100, Room2:37, Room3:108, Room4:131, Room5:50 |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1: < Man: 31, Woman: 68, Other: 1 > |
| 2: < Man: 11, Woman: 26, Other: 0 > |
| 3: < Man: 43, Woman: 64, Other: 1 > |
| 4: < Man: 53, Woman: 78, Other: 0 > |
| 5: < Man: 44, Woman: 4, Other: 2 > |

Table 2. Server-Client communication benchmarks.

| CPU [%] | Memory [MB] | Power [A] | Consumption [V] |
|---------|-------------|-----------|-----------------|
| 212.6   | 198.4       | 0.51      | 5.34            |

Table 3. Benchmarks for an entire software cycle.

| Visitors | 10 | 50 | 100 | 250 | 500 |
|----------|----|----|-----|-----|-----|
| CPU [%]  | 40,12 | 44,6 | 48,20 | 57,83 | 71,3 |
| Memory [MB] | 810 | 830 | 850 | 874 | 970 |
Lastly, the execution times of our novice algorithm are illustrated in Figure 8 where, as evident, the cloud tier of our application illustrates the time between client-server requests.

![Figure 8](image-url)

**Fig. (8).** Average time (in μsecs) for server-client response for 10 to 1000 requests.

**VIII. CONCLUSIONS**

In this publication we have presented an IoT cloud computing middleware application that uses WSN data to monitor the crowd in indoor structures. The application of our system can be both for tracking the visitor count and the crowd’s interest on a specific room/location/exhibition and most importantly as a tool to track visitors and minimize a virus’ spread (e.g. COVID-19). As evident from above, the output results of our system consisting of several low power, size and cost devices such as Raspberry Pi provide a cloud-based service system that is reliable, even during large number of visitors and connectivity loads (e.g. 1500 requests). Moreover, it is notable that even though most of our experiments consisted of Raspberry Pi version 4, the same response rate and availability was achieved with version 3B, i.e. with less recent hardware devices. This is important as it reduces the overall cost of the system and provides ample opportunity of easy scaling if needed in the future.

Initially, we were not certain whether setting up Raspberry Pis was the optimal choice, since these devices are not manufactured to be continuously executed [101]. During our tests, we used these electronic devices as a headless server/client and we concluded that the endless execution mode is achieved by default. This is the case due to the lack of power management settings which prevents the machine from switching to hault (sleep mode).

Additionally, we selected the Java programming language to develop our application, as it is the de facto enterprise language of cross-platform systems. Although we only included Raspberry Pi using Unix systems in our tests, we believe that similar behaviour can be achieved in Windows-Unix or Windows-Windows operating systems. Finally, similarly to most applications executing Map-Reduce algorithms, our proposed application had high availability and short downtime between operations.

In future steps, we will focus on expanding the parameters and setting the leader election algorithms. Specifically, our work does not currently consider every parameter to elect a server leader. During our initial execution, an available computer is elected and it remains the head computer, based on the connectivity of other nodes. The role exchanging part (client-server) must be further developed to take network speeds, node availability, power consumption of devices, availability of devices, etc. under consideration. The role exchanging part should also provide the opportunity for a client for “bully election”, i.e., to stop our proposed algorithm and state that they can be “fit for server”. Moreover, an interesting issue is implementing a variation of the Byzantine fault tolerance algorithm in machine-to-machine communication.

Lastly, if a leader election algorithm is implemented, we could use modern AI techniques, like Tiny ML to merge Map-Reduce operations together with the leader election and create new suggestions for a leader server, based on other crucial factors of real case scenarios.
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