The aim of this paper is to study the Dirichlet-to-Neumann operators in the context of Dirichlet forms and especially to figure out their probabilistic counterparts. Regarding irreducible Dirichlet forms, we will show that the Dirichlet-to-Neumann operators for them are associated with the trace Dirichlet forms corresponding to the time changed processes on the boundary. Furthermore, the Dirichlet-to-Neumann operators for perturbations of Dirichlet forms will be also explored. It turns out that for typical cases such a Dirichlet-to-Neumann operator corresponds to a quasi-regular positivity preserving (symmetric) coercive form, so that there exists a family of Markov processes associated with it via Doob’s h-transformations.

1. Introduction

Let $\Omega \subset \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, i.e. the boundary $\Gamma := \partial \Omega$ is locally the graph of a Lipschitz function. The classical Dirichlet-to-Neumann operator (DN operator in abbreviation) $D$ over $\Omega$ is roughly defined as follows: For $\varphi \in L^2(\Gamma)$ such that there exists a (unique) harmonic function $u \in H^1(\Omega)$, i.e. $\Delta u = 0$ in $\Omega$ in the weak sense, with $\operatorname{Tr}(u) = \varphi$ and having a weak normal derivative $\partial_n u \in L^2(\Gamma)$, $D\varphi$ is defined as $\frac{1}{2} \partial_n u$. The domain $D(D)$ of $D$ is the totality of all such $\varphi \in L^2(\Gamma)$. Here $\operatorname{Tr}(u)$ is the trace of $u$ on $\Gamma$ and the weak normal derivative $\partial_n u$ is determined by the Green-Gauss formula (2.5). The rigorous definition will be stated in Definition 2.5.
A systemic introduction to DN operators is referred to, e.g., the monograph of Taylor [31] Section 12C. Analogical DN operators can be defined for other operators, such as Schrödinger operators, in place of the Laplacian; see, e.g., [5][7][32][33]. Under mild conditions, these DN operators are lower semi-bounded and self-adjoint on $L^2(\Gamma)$. There appear various analytic approaches to study them in recent years. For example, ter Elst and Ouhabaz [32][33] showed that the strongly continuous semigroup corresponding to a DN operator is given by a kernel which satisfies Poisson upper bounds. Other properties like positivity and irreducibility for the semigroup are explored in, e.g., [35]. Based on an indirect ellipticity property called hidden compactness, Arendt et al. [6] investigated DN operators that may be multi-valued. However the literatures for probabilistic approach to DN operators are very few. To our knowledge, it first arose in [8] that the classical DN operator is associated with certain Markov process on $\Gamma$.

It is our first aim in this paper to generalize DN operators to those for operators related to irreducible Dirichlet forms. Terminologies and notations concerning Dirichlet forms are referred to, e.g., [13][17]. Let $\mathcal{L}$ be a self-adjoint operator that is the generator of a regular and irreducible Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E, m)$. The ‘boundary’ and the underlying measure on the ‘boundary’ are chosen as a quasi closed set $F \subset E$ and a positive Radon measure $\mu$ with $\text{qsupp}[\mu] = F$, where $\text{qsupp}[\mu]$ stands for the quasi support of $\mu$. A function $u$ is called harmonic in the ‘interior’ $G := E \setminus F$ with respect to $\mathcal{L}$ if $u \in \mathcal{F}_e$ and

$$\mathcal{E}(u, g) = 0, \quad \forall g \in \mathcal{F}_e^G,$$

where $\mathcal{F}_e$ is the extended Dirichlet space of $(\mathcal{E}, \mathcal{F})$ and $\mathcal{F}_e^G := \{ u \in \mathcal{F}_e : u = 0, \mathcal{E}\text{-q.e. on } F \}$. Then the DN operator $\mathcal{N}$ for $\mathcal{L}$ (also called for $(\mathcal{E}, \mathcal{F})$) is by definition mapping ‘the trace on the boundary’ $\varphi := u|_F$ of certain harmonic function $u$ to its ‘weak normal derivative on the boundary’ $f$ determined by

$$\mathcal{E}(u, v) = \int_F f v|_F d\mu, \quad \text{for any } v \in \mathcal{F}_e \text{ with } v|_F \in L^2(F, \mu). \quad (1.1)$$

Here the ‘trace’ $u|_F$ is the restriction of ($\mathcal{E}$-quasi-continuous) $u$ to $F$. We will show in Theorem 2.4 that $\mathcal{N}$ is a well-defined positive self-adjoint operator on $L^2(F, \mu)$. More significantly, $-\mathcal{N}$ is the $L^2$-generator of the trace Dirichlet form of $(\mathcal{E}, \mathcal{F})$ on $L^2(F, \mu)$, whose associated Markov process is the time changed process of $X$ by the positive continuous additive functional (PCAF in abbreviation) corresponding to the Revuz measure $\mu$. Here $X$ is the Markov process associated with $(\mathcal{E}, \mathcal{F})$. This new approach leads to a rich family of DN operators containing those for self-adjoint operators appearing in the literatures like [8][35][37]. Particularly, the classical DN operator $D$ can be recovered as follows: Consider $(\mathcal{E}, \mathcal{F}) = (\frac{1}{2}D, H^1(\Omega))$ on $L^2(\Omega)$, where $\Omega$ is the closure of $\bar{\Omega}$ and

$$D(u, v) := \int_{\bar{\Omega}} \nabla u(x) \nabla v(x) dx, \quad u, v \in H^1(\Omega),$$

whose is associated with the reflected Brownian motion on $\bar{\Omega}$. Take $F = \Gamma$ and $\mu = \sigma$, the surface measure on $\Gamma$. Then $D$ is identified with the DN operator for $(\mathcal{E}, \mathcal{F})$ on $L^2(\Gamma)$;

Nevertheless this new approach seems not to make us satisfied, because the Schrödinger operators like $\frac{1}{2}\Delta - V$ with $V \in L^\infty(\Omega)$ are hardly associated with a Dirichlet form. To overcome this lack, we further introduce the DN operators for the perturbation of $(\mathcal{E}, \mathcal{F})$. Let $\mathcal{S}$ be the family of all positive smooth measures with respect to $\mathcal{E}$ and take $\kappa = \kappa^+ - \kappa^- \in \mathcal{S} - \mathcal{S}$, i.e. $\kappa^+ \in \mathcal{S}$ and $\kappa^+ \perp \kappa^-$. Then

$$\mathcal{F}^\kappa := \mathcal{F} \cap L^2(E, |\kappa|), \quad \mathcal{E}^\kappa(u, v) := \mathcal{E}(u, v) + \int_E uv d\kappa, \quad u, v \in \mathcal{F}^\kappa.$$
is called the perturbation of \((\delta', \mathcal{F})\) by \(\kappa\). Under suitable conditions \((\delta^\kappa, \mathcal{F}^\kappa)\) is a lower bounded symmetric closed form, whose \(L^2\)-generator \(\mathcal{L}_\kappa\) is upper semi-bounded and self-adjoint. Particularly, \(\frac{1}{2}\Delta - V\) corresponds to the perturbation of \((\frac{1}{2}\mathcal{D}, H^1(\Omega))\) by \(V(x)dx\).

The DN operator \(\mathcal{N}_\kappa\) for \(\mathcal{L}_\kappa\) is defined by a similar way to that of \(\mathcal{N}\); see Definition 3.1.

Then one of the main results in this part, Theorem 3.4, states a useful sufficient condition for the self-adjointness of \(\mathcal{N}_\kappa\) on \(L^2(F, \mu)\) by an argument involving certain compact embedding property.

A problem of great interest to us is to figure out the probabilistic counterparts of DN operators. This is completely solved for the DN operators for Dirichlet forms. However we are stuck in the perturbation case because the \(L^2\)-semigroup associated with \(\mathcal{N}_\kappa\) is usually not Markovian. Instead the main result for this case, Theorem 3.12, states that under certain conditions \(\mathcal{N}_\kappa\) corresponds to a quasi-regular positivity preserving (symmetric) coercive form, so that there exists a family of Markov processes that are associated with \(\mathcal{N}_\kappa\) via Doob’s \(h\)-transformations. Several concrete perturbations including constant perturbation of the Laplacian, perturbations of uniformly elliptic operators and perturbations supported on boundary will be paid special attention to. For most of them, the \(L^2\)-semigroup associated with \(\mathcal{N}_\kappa\) is shown to be irreducible. As a result, \(\mathcal{N}_\kappa\) has a (unique) ground state, i.e. the smallest element in the spectrum \(\sigma(\mathcal{N}_\kappa)\) is a simple eigenvalue admitting a strictly positive eigenfunction, called the ground state, and no other eigenvalues admit strictly positive eigenfunctions. More significantly, this ground state corresponds to the unique \(h\)-transformation such that the Markov process obtained by \(h\)-transformation associated with \(\mathcal{N}_\kappa\) is recurrent; see Example 6.5, Theorems 4.12 and 5.5.

The developments of DN operators for perturbations are also motivated by the so-called Calderón’s problem initiated in a pioneer contribution [12]. This is an inverse problem of the Laplacian, perturbations of uniformly elliptic operators and perturbations supported on boundary will be paid special attention to. For most of them, the \(L^2\)-semigroup associated with \(\mathcal{N}_\kappa\) is shown to be irreducible. As a result, \(\mathcal{N}_\kappa\) has a (unique) ground state, i.e. the smallest element in the spectrum \(\sigma(\mathcal{N}_\kappa)\) is a simple eigenvalue admitting a strictly positive eigenfunction, called the ground state, and no other eigenvalues admit strictly positive eigenfunctions. More significantly, this ground state corresponds to the unique \(h\)-transformation such that the Markov process obtained by \(h\)-transformation associated with \(\mathcal{N}_\kappa\) is recurrent; see Example 6.5, Theorems 4.12 and 5.5.

In this paper we will also give some remarks on the Calderón’s problem in the context of Dirichlet forms. The classical DN operator will be recovered in \(\S2.3\). In \(\S3\) we will explore DN operators for perturbations. Their probabilistic counterparts are figure out in \(\S3.4\). In \(\S4\) the DN operator \(\mathcal{D}_\lambda\) for \(\frac{1}{2}\Delta - \lambda\) with a constant \(\lambda \in \mathbb{R}\) is explored. The quadratic form induced by \(\mathcal{D}_\lambda\) is formulated in Theorem 4.4. As a corollary, we obtain the irreducibility of the \(L^2\)-semigroup associated with \(\mathcal{D}_\lambda\) in Corollary 4.10 for \(\lambda > \lambda^D_1/2\), where \(\lambda^D_1\) is the first eigenvalue of the Dirichlet Laplacian. Then Theorem 4.12 states more properties about the Markov processes obtained by \(h\)-transformations associated with \(\mathcal{D}_\lambda\). Perturbations of uniformly elliptic operators and perturbations supported on boundary are studied in \(\S5\) and \(\S6\) respectively.

**Notations.** We prepare notations that will be frequently used for handy reference. Given a topological space \(E, \mathcal{B}(E)\) represents the family of all Borel measurable functions on \(E\). For a family \(\mathcal{G}\) of certain functions, \(p\mathcal{G}\) (resp. \(b\mathcal{G}\)) stands for the subfamily consisting of positive (resp. bounded) functions in \(\mathcal{G}\). Given a measure \(m\) or a function \(u\) on \(E\) and \(F \subset E\), \(m|_F\) or \(u|_F\) stands for the restriction of \(m\) or \(u\) to \(F\). For \(u, v \in L^2(E, m)\),
Given an operator $\mathcal{L}$ on a Hilbert space, $D(\mathcal{L})$ stands for its domain and $\sigma(\mathcal{L})$ stands for its spectrum.

The symbol $\lesssim$ (resp. $\gtrsim$) means that the left (resp. right) term is bounded by the right (resp. left) term multiplying a non-essential constant.

For a regular or quasi-regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E, m)$, its extended Dirichlet space is denoted by $\mathcal{F}_e$. For convenience, every function in $\mathcal{F}_e$ is taken to be its $\mathcal{E}$-quasi continuous $m$-version if without other statements. For $\alpha \geq 0$, $\mathcal{E}_\alpha(u, v) := \mathcal{E}(u, v) + \alpha(u, v)_m$ and $\|u\|_{\mathcal{E}_\alpha} := \mathcal{E}_\alpha(u, u)^{1/2}$ for all $u, v \in \mathcal{F}$.

Let $\Omega \subset \mathbb{R}^d$, $d \geq 2$, be a domain. Set

$$H^1(\Omega) = W^{1,2}(\Omega) = \{u \in L^2(\Omega) : \partial_x u \in L^2(\Omega), 1 \leq i \leq d\}$$

and for $u, v \in H^1(\Omega)$, $D(u, v) := \int_\Omega \nabla u(x) \nabla v(x) dx$. The notation $H^1_0(\Omega)$ stands for the closure of $C_c^\infty(\Omega)$ in $H^1(\Omega)$, where $C_c^\infty(\Omega)$ is the family of all smooth functions with compact support in $\Omega$. Similarly, $H^s(\Omega) = W^{s,2}(\Omega)$ denotes the Sobolev space of order $s \geq 0$. To be more general, $W^{m,p}(\Omega)$, $m \in \mathbb{N}, p \geq 1$, is the usual Sobolev space over $\Omega$.

2. DN OPERATORS FOR IRREDUCIBLE DIRICHLET FORMS

2.1. Basic setting. What we are concerned with is a regular and irreducible Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E, m)$ associated with an $m$-symmetric Markov process $X = (X_t, P_x)$ on $E_0 := E \cup \{\partial\}$, where $E$ is a locally compact separable metric space attached by a trap $\partial$ and $m$ is a fully supported Radon measure on $E$. The irreducibility particularly implies the recurrence or transience of $(\mathcal{E}, \mathcal{F})$. Denote by $\mathcal{S}$ the totality of positive Radon measures on $E$ charging no $\mathcal{E}$-polar sets. Take a non-zero $\mu \in \mathcal{S}$ and set $F := \text{q supp}[\mu]$ (see [13] Definition 3.3.4). Note that $F$ is quasi closed. For convenience, we always take quasi closed (resp. quasi open) set to be a nearly Borel and fin ely closed (resp. finely open) $\mathcal{E}$-q.e. version, so that its first hitting time, e.g., $\sigma_F$ in Lemma 2.1, is well defined. Let $G := E \setminus F$. Denote by $(\mathcal{E}^G, \mathcal{F}^G)$ the part Dirichlet form of $(\mathcal{E}, \mathcal{F})$ on $G$, i.e.

$$\mathcal{F}^G = \{u \in \mathcal{F} : u = 0, \mathcal{E}$-q.e. on $F\}, \quad \mathcal{E}^G(u, v) = \mathcal{E}(u, v), \ u, v \in \mathcal{F}^G.$$

Then $(\mathcal{E}^G, \mathcal{F}^G)$ is quasi-regular on $L^2(G, m|_G)$ associated with the part process of $X$ on $G$, whose extended Dirichlet space is

$$\mathcal{F}_e^G := \{u \in \mathcal{F}_e : u = 0, \mathcal{E}$-q.e. on $F\};$$

see [13] Theorems 3.3.8 and 3.4.9]. Write

$$\mathcal{H}_F := \{u \in \mathcal{F}_e : \mathcal{E}(u, v) = 0, \forall v \in \mathcal{F}_e^G\}.$$

Note that $\mathcal{F}_e^G \cap \mathcal{H}_F = \{0\}$. The following decomposition is elementary due to the irreducibility.

Lemma 2.1. Every $u \in \mathcal{F}_e$ can be written as a sum

$$u = u_1 + u_2,$$

where $u_1 \in \mathcal{F}_e^G$ and $u_2 \in \mathcal{H}_F$. This decomposition is unique, and indeed

$$u_1 = u - H_F u, \quad u_2 = H_F u,$$

where $H_F u(x) := E_x [u(X_{\sigma_F}) ; \sigma_F < \infty]$ for $x \in E$ and $\sigma_F := \inf\{t > 0 : X_t \in F\}$.

Proof. Note that $(\mathcal{E}, \mathcal{F})$ is recurrent or transient due to the irreducibility. When $(\mathcal{E}, \mathcal{F})$ is transient, the assertions have been concluded in, e.g., [13] Theorem 3.4.2. When $(\mathcal{E}, \mathcal{F})$ is recurrent, the above decomposition still holds in view of [13] Theorem 3.4.8, and the uniqueness can be easily obtained by means of [13] Theorem 5.2.16. \qed
Remark 2.2. In a little abuse of notation, we may write
\[ \mathcal{F}_e = \mathcal{F}_e^G \oplus \mathcal{H}_F. \] (2.1)

When (\( \mathcal{E}, \mathcal{F} \)) is transient, \( \mathcal{F}_e \) is a Hilbert space with the inner product \( \mathcal{E} \) and \( \mathcal{F}_e^G \) is clearly a closed subspace of \( \mathcal{F}_e \). Then \( \mathcal{H}_F \) is the orthogonal complement of \( \mathcal{F}_e^G \) and (2.1) is a real direct sum decomposition. However when (\( \mathcal{E}, \mathcal{F} \)) is recurrent, \( \mathcal{F}_e \) is not a Hilbert space because \( 1 \in \mathcal{F}_e, \mathcal{E}(1,1) = 0 \); see, e.g., [17 Theorem 1.6.3].

2.2. DN operators. For \( \varphi \in L^2(F, \mu) \), \( u \) is called the harmonic extension of \( \varphi \) if \( u \in \mathcal{H}_F \) and \( u|_F = \varphi \). Note that the harmonic extension of \( \varphi \) is unique if exists. We introduce the following DN operator for (\( \mathcal{E}, \mathcal{F} \)).

Definition 2.3. Let \( \mu \in \mathcal{S} \) and \( F = q\text{supp}[\mu] \). The following operator
\[ \mathcal{D}(\mathcal{N}) := \{ \varphi \in L^2(F, \mu) : \exists u \in \mathcal{H}_F \text{ and } f \in L^2(F, \mu) \text{ such that } u|_F = \varphi, \]
\[ \mathcal{E}(u, v) = \int_F fv|_F d\mu \text{ for any } v \in \mathcal{F}_e \text{ with } v|_F \in L^2(F, \mu) \}, \] (2.2)
\[ \mathcal{N} \varphi = f, \quad \varphi \in \mathcal{D}(\mathcal{N}) \]
is called the DN operator for (\( \mathcal{E}, \mathcal{F} \)) on \( L^2(F, \mu) \).

In what follows, we figure out the probabilistic counterpart of \( \mathcal{N} \). Note that \( \mu \) induces a PCAF \( A = (A_t)_{t \geq 0} \), whose support is \( F \); see, e.g., [17 Theorem 5.1.5]. Let \( \zeta := \inf\{ t > 0 : X_t = \partial \} \) be the lifetime of \( X \) and we denote \( F \cup \{ \partial \} \) by \( F_0 \) regarding it as a topological subspace of \( E_0 \). The right continuous inverse \( \tau_t \) of \( A \) is defined as
\[ \tau_t := \begin{cases} \inf\{ s > 0 : A_s > t \}, & t < A_\zeta, \\ \infty, & t \geq A_\zeta. \end{cases} \]

Set \( \tilde{X}_t := X_{\tau_t} \) for \( t \geq 0 \) and \( \tilde{\zeta} := A_\zeta \). Then \( \tilde{X} = (\tilde{X}_t, \tilde{\zeta}, \{ P_x \}_{x \in F_0}) \) is the so-called time changed process of \( X \) by the PCAF \( A \). It is known that \( \tilde{X} \) is a right process associated with the quasi-regular Dirichlet form (\( \mathcal{E}, \mathcal{F} \)) on \( L^2(F, \mu) \):
\[ \mathcal{F} = \mathcal{F}_e|_F \cap L^2(F, \mu), \]
\[ \mathcal{E}(\varphi, \phi) = \mathcal{E}(H_F \varphi, H_F \phi), \quad \varphi, \phi \in \mathcal{F}, \] (2.3)
where \( H_F \varphi(x) := E_x[\varphi(X_{\tau_{\sigma_F}}) ; \sigma_F < \infty] \) for \( x \in E \); see, e.g., [13 Theorem 5.2.7]. The Dirichlet form (\( \mathcal{E}, \mathcal{F} \)) is called the trace Dirichlet form of (\( \mathcal{E}, \mathcal{F} \)) on \( L^2(F, \mu) \). Let \( F^* \) be the topological support of \( \mu \), i.e. the smallest closed set such that \( \mu(E \setminus F^*) = 0 \). Then \( F \subset F^* \), \( \mathcal{E} \)-q.e. (but \( F^* \setminus F \) is not necessarily \( \mathcal{E} \)-polar). It is worth noting that (\( \mathcal{E}, \mathcal{F} \)) can be realized as a regular Dirichlet form on \( L^2(F^* , \mu) (= L^2(F, \mu)) \); see, e.g., [13 Theorem 5.2.13].

Theorem 2.4. Let \( \mathcal{N} \) be the DN operator for (\( \mathcal{E}, \mathcal{F} \)) on \( L^2(F, \mu) \) and (\( \tilde{\mathcal{E}}, \tilde{\mathcal{F}} \)) be the trace Dirichlet form of (\( \mathcal{E}, \mathcal{F} \)) on \( L^2(F, \mu) \). Then \( -\mathcal{N} \) is identified with the generator of (\( \tilde{\mathcal{E}}, \tilde{\mathcal{F}} \)) on \( L^2(F, \mu) \). Particularly, \( \mathcal{N} \) is a positive and self-adjoint operator on \( L^2(F, \mu) \) corresponding to a strongly continuous Markovian semigroup.

Proof. It suffices to show that \( \varphi \in \mathcal{D}(\mathcal{N}) \), \( \mathcal{N} \varphi = f \), if and only if \( \varphi \in \tilde{\mathcal{F}} \) and \( \tilde{\mathcal{E}}(\varphi, \phi) = (f, \phi)_\mu \) for any \( \phi \in \tilde{\mathcal{F}} \). To do this, we first take \( \varphi \in \mathcal{D}(\mathcal{N}) \) with \( \mathcal{N} \varphi = f \). Then there exists \( u \in \mathcal{H}_F \subset \mathcal{F}_e \) such that \( \varphi = u|_F \in L^2(F, \mu) \) and
\[ \mathcal{E}(u, v) = \int_F f \cdot v|_F d\mu \] (2.4)
for any \( v \in \mathcal{F}_e \) with \( v|_E \in L^2(F, \mu) \). Particularly \( \varphi \in \mathcal{F}_e|_F \cap L^2(F, \mu) = \mathcal{F} \). Note that
\[
\mathcal{E}(u, v) = \mathcal{E}(u, H_Fv) = \mathcal{E}(H_Fu, H_Fv).
\]

It follows from (2.4) that for any \( \phi \in \mathcal{F} \) with \( \phi = v|_F \) and \( v \in \mathcal{F}_e \),
\[
\mathcal{E}(\varphi, \phi) = \mathcal{E}(H_Fu, H_Fv) = (f, \phi)_\mu.
\]

To the contrary, let \( \varphi \in \mathcal{F} \) and \( f \in L^2(F, \mu) \) such that \( \mathcal{E}(\varphi, \phi) = (f, \phi)_\mu \) for any \( \phi \in \mathcal{F} \). Then \( u := H_F \varphi \in \mathcal{H}_F \) is the harmonic extension of \( \varphi \). We assert that \( u, f \) satisfy the condition in (2.2). To do this, set \( \phi := v|_F \in \mathcal{F} \) for \( v \in \mathcal{F}_e \) with \( v|_F \in L^2(F, \mu) \). By means of Lemma 2.1 and (2.3), we can obtain that
\[
(f, v|_F)_\mu = \mathcal{E}(\varphi, \phi) = \mathcal{E}(H_F \varphi, H_F \phi) = \mathcal{E}(u, v).
\]

Hence (2.4) is concluded. That completes the proof.

\[\Box\]

2.3. Recovering classical DN operators. Let \( \Omega \subset \mathbb{R}^d \), \( d \geq 2 \), be a bounded Lipschitz domain. Let \( H^1(\Omega) := \{ u \in L^2(\Omega) : \partial_i u \in L^2(\Omega), 1 \leq i \leq d \} \) and \( L^2(\Gamma) \) be the \( L^2 \)-space on \( \Gamma \) with respect to the surface measure \( \sigma \), i.e. the restriction of \( d-1 \) Hausdorff measure to \( \Gamma \). Similarly, \( H^s(\Gamma) \) denotes the Sobolev space of order \( s \geq 0 \). In addition, we can define the Sobolev spaces \( H^s(\Gamma) \) for \( 0 \leq s \leq 1 \) in the usual way using local coordinate representations of \( \Gamma \); see, e.g., [24 §2.4].

Since \( \Omega \) is Lipschitz, there is a unique trace operator \( \text{Tr} : H^1(\Omega) \to L^2(\Gamma) \) such that \( \text{Tr}(u) = u|_\Gamma \) for \( u \in H^1(\Omega) \cap C(\Omega) \). The weak normal derivative is defined as follows. For \( u \in H^1(\Omega) \), we say \( \Delta u \in L^2(\Omega) \) if there exists \( f \in L^2(\Omega) \) such that
\[
\int_{\Omega} \nabla u \nabla v dx + \int_{\Omega} f v dx = 0
\]
for any \( v \in H^1_0(\Omega) \). In this case \( \Delta u := f \). For \( u \in H^1(\Omega) \) with \( \Delta u \in L^2(\Gamma) \), we say \( u \) has a weak normal derivative in \( L^2(\Gamma) \) provided that there exists \( f \in L^2(\Gamma) \) such that
\[
\int_{\Omega} \nabla u \nabla v dx + \int_{\Gamma} \Delta u v \sigma = \int_{\Gamma} f Tr(v) \sigma, \quad \forall v \in H^1(\Omega).
\]

Meanwhile we denote by \( \partial_n u := f \) the weak normal derivative of \( u \). Note that (2.5) holds for every function in
\[
\{ u \in H^1(\Omega) : \Delta u \in L^2(\Gamma), u \text{ has a weak normal derivative } \partial_n u \in L^2(\Gamma) \}
\]
\[
= H^{3/2}_0(\Omega) := \{ u \in H^{3/2}(\Omega) : \Delta u \in L^2(\Omega) \}
\]
\[
= W^1 := \{ u \in H^1(\Omega) : \Delta u \in L^2(\Omega), \text{Tr}(u) \in H^1(\Omega) \};
\]
see, e.g., [3 Lemma 2.2]. Following, e.g., [3 § 3.2], we present the DN operator \( D_\lambda \) with a parameter \( \lambda \geq 0 \) on \( L^2(\Gamma) \), which maps the trace of certain harmonic \( u \in H^1(\Omega) \) to its weak normal derivative, in the following way.

**Definition 2.5.** For \( \lambda \geq 0 \), the operator
\[
D(D_\lambda) := \{ \varphi \in L^2(\Gamma) : \exists u \in H^1(\Omega) \text{ such that } \frac{1}{2} \Delta u = \lambda u, \text{Tr}(u) = \varphi, \text{ and } u \text{ has a weak normal derivative } \partial_n u \in L^2(\Gamma) \},
\]
\[
D_\lambda \varphi := \frac{1}{2} \partial_n u, \quad \varphi \in D(D_\lambda) \text{ and } u \text{ as above}
\]
is called the DN operator on \( L^2(\Gamma) \). Write \( D := D_0 \) for the sake of brevity.
The main result Theorem 3.3 of [8] concludes that \(-D_\lambda\) is the \(L^2\)-generator of the time changed process of the \(\lambda\)-subprocess of the reflected Brownian motion on \(\bar{\Omega}\). In what follows, we will recover it as a special case of Theorem 2.4. To do this, consider the Dirichlet form \((\frac{1}{2}D, H^1(\Omega))\), where \(D(u, v) := \int_\Omega \nabla u \nabla v \, dx\) for \(u, v \in H^1(\Omega)\). Since \(\Omega\) is Lipschitz, \((\frac{1}{2}D, H^1(\Omega))\) is a regular Dirichlet form on \(L^2(\bar{\Omega})\), which is associated with the reflected Brownian motion on \(\bar{\Omega}\). Let

\[
\mathcal{F} := H^1(\Omega), \quad \mathcal{E}(u, v) := \frac{1}{2}D(u, v) + \lambda \cdot (u, v)_m, \quad u, v \in \mathcal{F},
\]

where \(\lambda \geq 0\) and \(m\) is the Lebesgue measure on \(\Omega\). Then \((\mathcal{E}, \mathcal{F})\) is clearly a regular and irreducible Dirichlet form on \(L^2(\bar{\Omega})\). When \(\lambda > 0\), the associated Markov process \(X\) is the \(\lambda\)-subprocess of the reflected Brownian motion on \(\bar{\Omega}\). Take \(\mu := \sigma \in \mathcal{F}\). The following lemma is crucial to applying Theorem 2.4.

Lemma 2.6. Let \((\mathcal{E}, \mathcal{F})\) be given by (2.7). Then the following hold:

1. \(\mathcal{F}_c = H^1(\Omega)\).
2. For any \(\mathcal{E}\)-quasi-continuous \(u \in \mathcal{F}_c\), \(u\vert_{\Gamma} = \text{Tr}(u)\), \(\sigma\)-a.e.
3. \(\text{qsupp} [\sigma] = \Gamma\), \(\mathcal{E}\)-a.e., and the topological support of \(\sigma\) is also \(\Gamma\).
4. \(\mathcal{F}^\Gamma_c = H^1_0(\bar{\Omega})\) and \(\mathcal{H}_c = \{u \in H^1(\Omega) : \frac{1}{2}\Delta u = 0\}\).

Proof. (1) It suffices to consider the case \(\lambda = 0\). Since \(\Omega\) is bounded and Lipschitz, the Poincaré inequality

\[
\|f - \bar{f}\|_{L^2(\Omega)} \leq C D(f, f), \quad f \in H^1(\Omega)
\]

is known to be true for some constant \(C > 0\) depending only on \(\Omega\), where \(\bar{f} := \frac{1}{\text{meas}(\Omega)} \int_\Omega f(x) \, dx\). Let \(u \in \mathcal{F}_c\) and \(\{u_n : n \geq 1\} \subset H^1(\Omega)\) be an approximating sequence for \(u\). Then \(u_n \to u\) \(a.e.,\) and the Poincaré inequality yields that \(\{u_n - \bar{u}_n\}\) is a Cauchy sequence in \(L^2(\Omega)\). Hence there exists \(v \in L^2(\Omega)\) such that \(u_n - \bar{u}_n \to v\) in \(L^2(\Omega)\). Particularly, taking a subsequence if necessary, we have \(u_n - \bar{u}_n \to v\), \(a.e.,\). Since \(u_n \to u\), \(a.e.,\), it follows that \(u - v = \lim_{n \to \infty} \bar{u}_n\) is \(a.e.,\) constant. Therefore \(u \in L^2(\Omega)\) because \(v\) and constant functions are in \(L^2(\Omega)\).

Eventually we can conclude that \(\mathcal{F}_c = \mathcal{F}_c \cap L^2(\Omega) = \mathcal{F} = H^1(\Omega)\).

(2) For \(u \in \mathcal{F}_c = H^1(\Omega)\), we can find \(\{u_n\} \subset H^1(\Omega) \cap C(\bar{\Omega})\) such that \(u_n \to u\) in \(H^1(\Omega)\). On account of [13, Theorem 2.3.4], taking a subsequence if necessary, we get that \(u_n\) converges to \(u\), \(\mathcal{E}\)-q.e. Since \(\sigma\) charges no \(\mathcal{E}\)-polar sets, it follows that \(u_n\vert_{\Gamma} \to u\vert_{\Gamma}\), \(\sigma\)-a.e. Note that \(u_n\vert_{\Gamma} \to \text{Tr}(u)\) in \(L^2(\Gamma)\). We can conclude that \(u\vert_{\Gamma} = \text{Tr}(u)\), \(\sigma\)-a.e.

(3) Clearly, the topological support of \(\sigma\) is \(\Gamma\). Denote \(\Gamma_\sigma := \text{qsupp} [\sigma]\). Note that \(\Gamma_\sigma \subset \Gamma\), \(\mathcal{E}\)-q.e. It suffices to show that \(\Gamma \setminus \Gamma_\sigma\) is \(\mathcal{E}\)-polar. Without loss of generality assume that \(\Gamma_\sigma\) is nearly Borel and finely closed. It follows from [13, Theorem 3.3.5] and \(\sigma(\Gamma \setminus \Gamma_\sigma) = 0\) that the part Dirichlet space of \((\mathcal{E}, \mathcal{F})\) on \(\Gamma_\sigma := \Omega \setminus \Gamma_\sigma\) is

\[
\mathcal{F}^{\Gamma_\sigma} = \{u \in \mathcal{F} : u = 0, \mathcal{E}\text{-q.e. on } \Gamma_\sigma\} = \{u \in \mathcal{F} : u = 0, \sigma\text{-a.e. on } \Gamma_\sigma\} = \{u \in H^1(\Omega) : \text{Tr}(u) = 0\}.
\]

Using the trivial traces theorem over a Lipschitz domain (e.g., [19, Theorem 4]), we obtain that \(\mathcal{F}^{\Gamma_\sigma}\) is identified with \(H^1_0(\Omega)\), the part Dirichlet space of \((\mathcal{E}, \mathcal{F})\) on \(\Omega\). On account of [13, Theorem 3.3.8 (iii)], \(\Gamma_\sigma \setminus \Omega = \Gamma \setminus \Gamma_\sigma\) is \(\mathcal{E}\)-polar.
(4) They are obvious by the first assertion.
That completes the proof. □

In view of Lemma 2.6 (2), we will not distinguish \( u|_\Gamma \) and \( \text{Tr}(u) \) for \( u \in H^1(\Omega) \) hereafter. Denote the corresponding PACF of \( \sigma \) by \( L^\sigma : (L^\sigma_t)_{t \geq 0} \), also called the local time (of \( X \)) on \( \Gamma \). Let \((\mathcal{E}, \mathcal{F})\) be the trace Dirichlet form of \((\mathcal{E}, \mathcal{F})\) defined as (2.3) with \( F = \Gamma \) and \( \mu = \sigma \). Now we present the following result to recover [8, Theorem 3.3].

**Corollary 2.7.** For \( \lambda \geq 0 \), let \( D_\lambda \) be the DN operator in Definition 2.5. Then the following hold:

1. \( \mathcal{D}(D_\lambda) = H^1(\Gamma) \) and \( D_\lambda \varphi = \frac{1}{2} \partial_n H_\Gamma \varphi \) for \( \varphi \in H^1(\Gamma) \).
2. \(-D_\lambda \) is the generator of the trace Dirichlet form \((\mathcal{E}, \mathcal{F})\) on \( L^2(\Gamma) \), which is associated with the time changed process of \( X \) by the local time \( L^\sigma \). Furthermore, \((\mathcal{E}, \mathcal{F})\) is regular on \( L^2(\Gamma) \).

**Proof.** (1) The case \( \lambda = 1 \) has been considered in [8, Lemma 2.2]. Now consider any \( \lambda \geq 0 \). It suffices to show \( \mathcal{D}(D_\lambda) = H^1(\Gamma) \). Take \( \varphi \in \mathcal{D}(D_\lambda) \). It follows from (2.6) that \( u := H_\Gamma \varphi \in W^1 \) and hence \( \varphi = u|_\Gamma \in H^1(\Gamma) \). To the contrary, let \( \varphi \in H^1(\Gamma) \). Then there exists \( u' \in H^1(\Omega) \) such that \( u'|_\Gamma = \varphi \) due to the trace theorem. Set \( u := H_\Gamma u' \in \mathcal{F} = H^1(\Omega) \) by means of Lemma 2.6 (1). We get from Lemma 2.6 (4) that \( \frac{1}{2} \Delta u = \lambda u \in L^2(\Omega) \). Since \( \text{Tr}(u) = \varphi \in H^1(\Gamma) \), it follows from (2.6) that \( u \) has a weak normal derivative \( \partial_n u \in L^2(\Gamma) \). This implies \( \varphi \in \mathcal{D}(D_\lambda) \).

(2) It can be straightforwardly verified by applying Theorem 2.4 and Lemma 2.6 with \( F = \Gamma \) and \( \mu = \sigma \). The regularity of \((\mathcal{E}, \mathcal{F})\) on \( L^2(\Gamma) \) is due to [13, Theorem 5.2.3] and Lemma 2.6 (3).

That completes the proof. □

When \( d = 2 \), \( \lambda = 0 \) and \( \Omega = \mathbb{D} := \{ x \colon |x| < 1 \} \), \( \mathcal{E} \) is identified with the celebrated Douglas integral; see [13]. To be precise, \( \Gamma = \partial \mathbb{D} = \{ \theta : 0 \leq \theta < 2\pi \} \) and

\[
\mathcal{E}(\varphi, \varphi) = \frac{1}{16\pi} \int_0^{2\pi} \int_0^{2\pi} (\varphi(\theta) - \varphi(\theta'))^2 \sin^{-2}\left(\frac{\theta - \theta'}{2}\right) d\theta d\theta',
\]

\[
\mathcal{F} = \{ \varphi \in L^2(\partial \mathbb{D}) : \mathcal{E}(\varphi, \varphi) < \infty \}.
\]

Particularly, the DN operator \( D \) corresponds to the Cauchy process on \( \partial \mathbb{D} \).

### 3. DN operators for perturbations of Dirichlet forms

Let \((\mathcal{E}, \mathcal{F})\) be a regular and irreducible Dirichlet form on \( L^2(E, m) \). Take \( \kappa = \kappa^+ - \kappa^- \in \mathcal{S} - \mathcal{S} \) and let

\[
\mathcal{F}_\kappa = \mathcal{F} \cap L^2(E, |\kappa|), \quad \mathcal{E}_\kappa(u, v) = \mathcal{E}(u, v) + \int_E uv d\kappa, \quad u, v \in \mathcal{F}_\kappa
\]

be the perturbation of \((\mathcal{E}, \mathcal{F})\) by \( \kappa \), where \( |\kappa| = \kappa^+ + \kappa^- \); see Definition A.1. Set

\[
\mathcal{F}_e^\kappa := \mathcal{F}_e \cap L^2(E, |\kappa|).
\]

We impose \( \kappa^- \neq 0 \) unless otherwise specified. It is worth pointing out that \( \kappa^- \neq 0 \) may lead to the failure of closedness or Markovian property for \((\mathcal{E}_\kappa, \mathcal{F}_\kappa)\) that can not be straightforwardly linked with a certain Markov process.

As reviewed in Appendix A, if \( \kappa^- \) is \( \mathcal{E}_\kappa^+ \)-form bounded, then \((\mathcal{E}_\kappa^-, \mathcal{F}_\kappa)\) is a lower bounded symmetric closed form on \( L^2(E, m) \). When \( \kappa \in \mathcal{S} \), it becomes a quasi-regular
We call \((\mathcal{E}, \mathcal{F})\) by \(\kappa\). Meanwhile \(\mathcal{E}_\kappa^F\) is the extended Dirichlet space of \((\mathcal{E}_\kappa, \mathcal{F}_\kappa)\) enjoying the same quasi notions as \((\mathcal{E}, \mathcal{F})\); see [13 Proposition 5.1.9].

3.1. Definition. Let \(\mu \in \mathcal{S}\) with \(F := \text{supp}[\mu]\). Write \(G := E \setminus F\). Set
\[
\mathcal{F}_e^{\kappa,G} := \{u \in \mathcal{F}_e^\kappa : u = 0, \mathcal{E}\text{-q.e. on } F\}
\]
and
\[
\mathcal{H}_F^\kappa := \{u \in \mathcal{F}_e^\kappa : \mathcal{E}(u, v) = 0, \forall v \in \mathcal{F}_e^{\kappa,G}\}.
\]
Given \(\varphi \in L^2(F, \mu)\), \(u\) is called a \(\kappa\)-harmonic extension of \(\varphi\) provided that \(u \in \mathcal{H}_F^\kappa\) and \(u|_F = \varphi\). Note that the condition
\[
\mathcal{F}_e^{\kappa,G} \cap \mathcal{H}_F^\kappa = \{0\}
\]
implies that the \(\kappa\)-harmonic extension, denoted by \(\mathcal{H}_F^\kappa \varphi\), of \(\varphi\) is unique if it exists. As an analogue of Definition[2,3] we introduce the following.

Definition 3.1. Assume \((\mathcal{E}_\kappa, \mathcal{F}_\kappa)\) on \(L^2(F, \mu)\).

In most cases we will impose a stronger assumption:
\[
\mathcal{E}_\kappa^\kappa = \mathcal{F}_e^{\kappa,G} \oplus \mathcal{H}_F^\kappa,
\]
i.e. for any \(u \in \mathcal{F}_e^\kappa\), there exists a unique pair \((u_1, u_2) \in \mathcal{F}_e^{\kappa,G} \times \mathcal{H}_F^\kappa\) such that \(u = u_1 + u_2\). See Appendix[3] for some remarks on this assumption. Meanwhile set
\[
\mathcal{F}_\kappa := \mathcal{F}_e^\kappa|_F \cap L^2(F, \mu) = \{u|_F \in L^2(F, \mu) : u \in \mathcal{F}_e^\kappa\},
\]
and because of the first assertion in the following lemma, define
\[
\mathcal{E}_\kappa^\kappa(\varphi, \phi) := \mathcal{E}_\kappa^\kappa(\mathcal{H}_F^\kappa \varphi, \mathcal{H}_F^\kappa \phi), \quad \varphi, \phi \in \mathcal{F}_\kappa.
\]
We call \((\mathcal{E}_\kappa^\kappa, \mathcal{F}_\kappa)\) the trace form of \((\mathcal{E}_\kappa, \mathcal{F}_\kappa)\) on \(L^2(F, \mu)\).

Lemma 3.2. Assume \((\mathcal{E}_\kappa, \mathcal{F}_\kappa)\). The following hold:
(1) For any \(\varphi \in \mathcal{F}_\kappa\), the \(\kappa\)-harmonic extension of \(\varphi\) exists uniquely.
(2) \(\varphi \in \mathcal{D}(\mathcal{N}_\kappa)\) with \(f = \mathcal{N}_\kappa \varphi\), if and only if \(\varphi \in \mathcal{F}_\kappa\), \(f \in L^2(F, \mu)\) and
\[
\mathcal{E}_\kappa^\kappa(\varphi, \phi) = \int_F f \phi d\mu, \quad \forall \phi \in \mathcal{F}_\kappa.
\]

Proof. The first assertion is obvious. We only prove the second one. Take \(\varphi \in \mathcal{D}(\mathcal{N}_\kappa)\) with \(f = \mathcal{N}_\kappa \varphi\). Then \(u\) appearing in Definition[3,1] is the \(\kappa\)-harmonic extension of \(\varphi\), and particularly \(\varphi \in \mathcal{F}_\kappa\). In addition, for any \(\phi \in \mathcal{F}_\kappa\), it holds that \(\mathcal{H}_F^\kappa \phi \in \mathcal{F}_e^\kappa\) and \(\mathcal{H}_F^\kappa \phi|_F = \phi \in L^2(F, \mu)\). Hence
\[
\mathcal{E}_\kappa^\kappa(\varphi, \phi) = \mathcal{E}_\kappa(\mathcal{H}_F^\kappa \varphi, \mathcal{H}_F^\kappa \phi) = \int_F f \phi d\mu.
\]
To the contrary, take $\varphi \in \mathcal{F}_e^\kappa$ satisfying (3.5) for some $f \in L^2(F, \mu)$. Then $u := H^\kappa_F \varphi \in \mathcal{H}_F^\kappa$ and $u|_F = \varphi$. For any $v \in \mathcal{F}_e^\kappa$ with $\phi := v|_F \in L^2(F, \mu)$, (3.5) yields that
\[
\int_F f \phi d\mu = \delta^\kappa(\varphi, \phi) = \delta^\kappa(u, H^\kappa_F \phi) = \delta^\kappa(u, v),
\]
because $v - H^\kappa_F \phi \in \mathcal{F}_e^{\kappa,G}$. That completes the proof. 

3.2. Self-adjointness of DN operators. It is of course interesting to ask if $\mathcal{N}_\kappa$ is self-adjoint on $L^2(F, \mu)$. Lemma 3.2 tells us that if $(\delta^\kappa, \mathcal{F}_e^\kappa)$ is a lower bounded closed form, then $\mathcal{N}_\kappa$ is lower semi-bounded and self-adjoint.

**Definition 3.3.** Let $\kappa = \kappa^+ - \kappa^-$, $\mu$ and $F$ be as above. Then $\kappa^-$ is called $\delta^{\kappa^+}$-form bounded on trace, if there exist some constants $0 < \delta_0 < 1$ and $C_{\delta_0} > 0$ such that
\[
\int_E u^2 d\kappa^- \leq \delta_0 \cdot \delta^{\kappa^+}(u, u) + C_{\delta_0} \cdot \int_F (u|_F)^2 d\mu, \quad \forall u \in \mathcal{H}_F^\kappa,
\]
where $\delta^{\kappa^+}(u, u) = \delta(u, u) + \int_E u^2 d\kappa^+.

A useful sufficient condition for the self-adjointness of $\mathcal{N}_\kappa$ is presented in the following.

**Theorem 3.4.** Assume (3.2) and that $\kappa^-$ is $\delta^{\kappa^+}$-form bounded on trace. Then $\mathcal{N}_\kappa$ is lower semi-bounded and self-adjoint on $L^2(F, \mu)$.

**Proof.** It suffices to prove that $(\delta^\kappa, \mathcal{F}_e^\kappa)$ is a lower bounded closed form on $L^2(F, \mu)$. For $\varphi \in \mathcal{F}_e^\kappa$, set $u := H^\kappa_F \varphi$. Taking $\varepsilon > 0$ such that $(1 + \varepsilon)\delta_0 < 1$, $\alpha_0 := (1 + \varepsilon)C_{\delta_0}$ and using (3.6), we get
\[
\delta^\kappa(\varphi, \varphi) + \alpha_0 \int_F \varphi^2 d\mu \\
= \delta^{\kappa^+}(u, u) + \varepsilon \int_E u^2 d\kappa^- - (1 + \varepsilon) \int_E u^2 d\kappa^- + \alpha_0 \int_F (u|_F)^2 d\mu \\
\geq \tilde{\delta}_0 \cdot \delta^{\kappa^+}(u, u) + \varepsilon \int_E u^2 d\kappa^- \geq 0,
\]
where $\tilde{\delta}_0 = 1 - (1 + \varepsilon)\delta_0 > 0$. Hence $(\delta^\kappa_{\alpha_0}, \mathcal{F}_e^\kappa)$ is a non-negative symmetric quadratic form.

Next we show that $\mathcal{F}_e^\kappa$ is a Hilbert space under the inner product $\delta^\kappa_{\alpha_0}$ for $\alpha > \alpha_0$. To do this, take an $\delta^\kappa_{\alpha_0}$-Cauchy sequence $\{\varphi_n\} \subset \mathcal{F}_e^\kappa$. Set $u_n := H^\kappa_F \varphi_n$. It follows from (3.7) that $\{u_n\}$ forms an $\delta^{[\kappa_0]}$-Cauchy sequence in $\mathcal{F}_e^\kappa$. Note that $\mathcal{F}_e^\kappa$ is a Hilbert space under the inner product $\delta^{[\kappa_0]}$. Thus there exists $u \in \mathcal{F}_e^\kappa$ such that $\delta^{[\kappa_0]}(u_n - u, u_n - u) \to 0$. Taking a subsequence if necessary, we have that $u_n$ converges to $u$, $\delta^{[\kappa_0]}$-q.e. as well as $\delta$-q.e. To claim $u \in \mathcal{H}_F^\kappa$, note that for any $v \in \mathcal{F}_e^{\kappa,G}$,
\[
|\delta^\kappa(u_n - u, v)| \leq \delta^{[\kappa_0]}(u_n - u, u_n - u)_{1/2} \cdot |\delta^{[\kappa_0]}(v, v)|_{1/2} \to 0.
\]
Consequently $\delta^\kappa(u, v) = \lim_{n \to \infty} \delta^\kappa(u_n, v) = 0$. This yields $u \in \mathcal{H}_F^\kappa$. On the other hand, $\varphi_n = u_n|_F$ is Cauchy in $L^2(F, \mu)$. Hence $\varphi_n \to \varphi$ in $L^2(F, \mu)$ for some $\varphi \in L^2(F, \mu)$. Taking a subsequence if necessary we get that $\varphi_n \to \varphi$, $\mu$-a.e. on $F$. Since $\text{qsupp}[\mu] = F$, we obtain that $u|_F = \varphi$ and particularly, $\varphi \in \mathcal{F}_e^\kappa$. In addition,
\[
|\delta^\kappa(\varphi_n - \varphi, \varphi_n - \varphi)| = |\delta^\kappa(u_n - u, u_n - u)| \leq \delta^{[\kappa_0]}(u_n - u, u_n - u) \to 0.
\]
Therefore $\delta^\kappa_{\alpha_0}(\varphi_n - \varphi, \varphi_n - \varphi) \to 0$. That completes the proof. 

□
Now we turn to give some remarks on the condition $(3.6)$. Note that $\mathcal{F}_e^\kappa$ is a Hilbert space under the inner product $\mathcal{S}^{[\kappa]}$, and on account of $(3.8)$, $\mathcal{H}_F^\kappa$ is a closed subspace of $\mathcal{F}_e^\kappa$. In other words, $\mathcal{H}_F^\kappa$ is also a Hilbert space under the inner product $\mathcal{S}^{[\kappa]}$. The argument in the following lemma is based on the abstract Ehrling’s lemma; see, e.g., [38, Chapter I, Theorem 7.3].

**Lemma 3.5.** Assume $(3.2)$. If $(\mathcal{H}_F^\kappa, \mathcal{S}^{[\kappa]})$ is compactly embedded in $L^2(E, \kappa^{-})$, i.e., any $\{u_n \in \mathcal{H}_F^\kappa : n \geq 1\}$ with $\sup_{n \geq 1} \mathcal{S}^{[\kappa]}(u_n, u_n) < \infty$ forms a relatively compact sequence in $L^2(E, \kappa^{-})$, then for any $\delta > 0$, there exists $C_\delta > 0$ such that

$$\int_E u_n^2 \, d\kappa^- \leq \delta \cdot \mathcal{S}^{[\kappa]}(u, u) + C_\delta \cdot \int_F (u|_F)^2 \, d\mu, \quad \forall u \in \mathcal{H}_F^\kappa. \quad (3.9)$$

Particularly, if $(\mathcal{F}_e^\kappa, \mathcal{S}^{[\kappa]})$ is compactly embedded in $L^2(E, \kappa^{-})$, then for any $\delta > 0$, there exists $C_\delta > 0$ such that $(3.9)$ holds.

**Proof.** Argue by contradiction. Suppose that for some $\delta > 0$, and any $n \in \mathbb{N}$, there exists $u_n \in \mathcal{H}_F^\kappa$ such that $\mathcal{S}^{[\kappa]}(u_n, u_n) = 1$ and

$$\int_E u_n^2 \, d\kappa^- > \delta + n \int_F (u_n|_F)^2 \, d\mu. \quad (3.10)$$

Note that $\sup_n \int_E u_n^2 \, d\kappa^- \leq \sup_n \mathcal{S}^{[\kappa]}(u_n, u_n) = 1$ leading to $\int_F (u_n|_F)^2 \, d\mu \to 0$. Using the relative compactness of $\{u_n\}$ in $L^2(E, \kappa^{-})$, we may (and do) assume that $u_n$ converges to some $v \in L^2(E, \kappa^{-})$ both strongly in $L^2(E, \kappa^{-})$ and $\kappa^{-}$-a.e. Taking a subsequence of $\{u_n\}$ if necessary, we get that $f_N := \frac{1}{N} \sum_{n=1}^N u_n$ converges to some $u$ strongly in $\mathcal{H}_F^\kappa$ under the norm $\| \cdot \|_{\ell^2}$ as $N \to \infty$, and $f_N|_F := \frac{1}{N} \sum_{n=1}^N u_n|_F$ converges to $0$ strongly in $L^2(F, \mu)$. Since $\mathcal{F}_e^\kappa$ is the extended Dirichlet space of the Dirichlet form $(\mathcal{S}^{[\kappa]}, \mathcal{F}^\kappa)$, it follows that a subsequence of $\{f_N\}$, still denoted by $\{f_N\}$, converges to $u$, $\mathcal{S}^{[\kappa]}$-a.e. as well as $\mathcal{S}$-q.e. Since $f_N|_F \to 0$ in $L^2(F, \mu)$, taking a subsequence if necessary, we may (and do) assume that $f_N|_F$ converges to $0$, $\mu$-a.e. Since $\text{qsupp} |\mu|_F = F$ and $\kappa^{-}$ charges no $\mathcal{S}$-polar sets, we obtain that $u|_F = 0$, $\mathcal{S}$-q.e., and $u = v$, $\kappa^{-}$-a.e. As a result, $u \in \mathcal{H}_F^\kappa$ implies that $u = 0$. Particularly, $\int_E u_n^2 \, d\kappa^- \to 0$ leading to a contraction of $(3.10)$. That completes the proof.

The condition $(3.9)$ is stronger than $(3.6)$. In fact, taking $\delta < 1/2$ in $(3.9)$ and letting $\delta_0 := \delta/(1-\delta), C_{\delta_0} := C_\delta/(1-\delta)$, we arrive at $(3.6)$. Hence the following corollary holds.

**Corollary 3.6.** Assume $(3.2)$ and that $(\mathcal{F}_e^\kappa, \mathcal{S}^{[\kappa]})$ is compactly embedded in $L^2(E, \kappa^{-})$. Then $\mathcal{N}_\kappa$ is lower semi-bounded and self-adjoint on $L^2(F, \mu)$.

A special case of great interest is $\kappa^{-} = V^{-} \cdot m$ with $V^{-} \in L^\infty(E, m)$. In this case $(\mathcal{S}^{[\kappa]}, \mathcal{F}^\kappa)$ is clearly a lower bounded closed form on $L^2(E, m)$.

**Corollary 3.7.** Assume $(3.2)$ and that $\mathcal{F} = \mathcal{F}$ (endowed with the norm $\| \cdot \|_{\mathcal{S}}$) is compactly embedded in $L^2(E, m)$. Consider $\kappa^{-} = V^{-} \cdot m$ with $V^{-} \in L^\infty(E, m)$. Then $\mathcal{N}_\kappa$ is lower semi-bounded and self-adjoint on $L^2(F, \mu)$.

**Proof.** Mimicking the proof of Lemma 3.5 we can obtain that for any $\delta > 0$, there exists $C_\delta > 0$ such that

$$\int_E u^2 \, dm \leq \delta \cdot \mathcal{S}^1(u, u) + C_\delta \cdot \int_F (u|_F)^2 \, d\mu, \quad \forall u \in \mathcal{H}_F^\kappa \subset \mathcal{F}.$$
This implies that for $0 < \delta < 1$,
\[ \int_E u^2 \, dm \leq \frac{\delta}{1 - \delta} \cdot \mathcal{E}(u, u) + \frac{C_\delta}{1 - \delta} \int_F (u|_F)^2 \, d\mu, \quad \forall u \in H_F^\mathcal{E}. \]

Letting $\|V^-\| := \|V^-\|_{L^\infty(E, m)}$ and taking $0 < \delta < 1$ such that $\delta_0 := \|V^-\|_\infty \cdot \delta/(1 - \delta) < 1$, we get
\[ \int_E u^2 \nu^- = \int_E u^2 \, dm \leq \delta_0 \cdot \mathcal{E}(u, u) + \frac{C_\delta \|V^-\|_\infty}{1 - \delta} \int_F (u|_F)^2 \, d\mu, \quad \forall u \in H_F^\mathcal{E}. \]

Eventually the assertion is concluded by applying Theorem 3.4 \hfill \Box

### 3.3. Examples

We give two examples in this short subsection.

**Example 3.8.** Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain, and $0 < \alpha < 2$. Consider the Dirichlet form
\[ \mathcal{E} = \{ u \in L^2(\Omega) : \mathcal{E}(u, u) < \infty \}, \]
\[ \mathcal{E}(u, v) = \frac{c(d, \alpha)}{2} \int_{\Omega \times \Omega \setminus \delta \Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{d+\alpha}} \, dxdy + \lambda \int_{\Omega} uv \, dx, \quad u, v \in \mathcal{F}, \]

where the given constant $\lambda > 0$ for $0 < \alpha < 2$ and $\lambda \geq 0$ for $\alpha = 2$, $c(d, \alpha)$ is the constant appearing in, e.g., \[20\] (1.4.27), and $d\Omega$ is the diagonal of $\Omega \times \Omega$. Then $(\mathcal{E}, \mathcal{F})$ is a regular and irreducible Dirichlet form on $L^2(\Omega)$. When $\alpha = 2$, $(\mathcal{E}, \mathcal{F})$ is identified with $(\mathcal{E}, \mathcal{F})_{\alpha}$ associated with the $\lambda$-subprocess of the reflected Brownian motion on $\Omega$. When $0 < \alpha < 2$, it is associated with the $\lambda$-subprocess of the reflected $\alpha$-stable process on $\Omega$; see \[10\]. Note that $\mathcal{F}_\alpha = \mathcal{F} = H^{\alpha/2}(\Omega)$, the Sobolev space of order $\alpha/2$, and $\| \cdot \|_{\mathcal{F}_\alpha}$ is equivalent to the norm of $H^{\alpha/2}(\Omega)$. In view of \[24\] Theorem 2.5.5, $\mathcal{F} = H^{\alpha/2}(\Omega)$ is compactly embedded in $L^2(\Omega)$.

Let $\mu = \sigma$, the surface measure on $\Gamma = \partial \Omega$. In the case $\alpha = 2$, $\text{qsupp}[\mu] = \Gamma$ has been mentioned in Lemma 2.6 (3). For the case $0 < \alpha < 2$, under a slightly stronger condition that $\Omega$ is $C^{1,1}$ (see, e.g., page 67 of \[20\]), the same result can be obtained by virtue of \[20\] Theorem 3.14 and \[13\] Lemma 5.2.9.

Take $\kappa = \kappa^+ - \kappa^- \in \mathcal{S} - \mathcal{S}$ satisfying (3.2). Let $\mathcal{N}_\kappa$ be the DN operator for $(\mathcal{E}_\kappa, \mathcal{F}_\kappa)$ on $L^2(\Gamma)$. On account of Corollary 3.7 if $\kappa^-(dx) = V^- (x) \, dx$ with $V^- \in L^\infty(\Omega)$, then $\mathcal{N}_\kappa$ is lower semi-bounded and self-adjoint on $L^2(\Gamma)$.

**Example 3.9.** In this example let $d \in \mathbb{N}$ and $0 < \alpha < 2$. Consider the Dirichlet form
\[ \mathcal{E} = \{ u \in L^2(\mathbb{R}^d) : \mathcal{E}(u, u) < \infty \}, \]
\[ \mathcal{E}(u, v) = \frac{c(d, \alpha)}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{d+\alpha}} \, dxdy, \quad u, v \in \mathcal{F}, \]

where $c(d, \alpha)$ is the same constant as in Example 3.8 and $d$ is the diagonal of $\mathbb{R}^d \times \mathbb{R}^d$. Clearly $(\mathcal{E}, \mathcal{F})$ is a regular and irreducible Dirichlet form on $L^2(\mathbb{R}^d)$. When $0 < \alpha < 2$, it is associated with the isotropic $\alpha$-stable process on $\mathbb{R}^d$. When $\alpha = 2$, it is associated with the Brownian motion on $\mathbb{R}^d$. The associated process is denoted by $X$.

Let $\mu \in \mathcal{S}$ with $F = \text{qsupp}[\mu]$. Take $\kappa = \kappa^+ - \kappa^- \in \mathcal{S} - \mathcal{S}$ satisfying (3.2). Denote by $\mathcal{N}_\kappa$ the DN operator for $(\mathcal{E}_\kappa, \mathcal{F}_\kappa)$ on $L^2(F, \mu)$.

We first consider the transient case $\alpha < d$. Denote by $\mathcal{S}_\infty$ the subfamily of $\mathcal{S}_K$, the Kato class, consisting of all Green-tight smooth measures with respect to $X$; see, e.g., \[30\]
Definition 2.1. Note that

\[ \{ V(x)dx : V \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d), V \geq 0 \} \subset S_\infty. \]

Assume that

\[ \kappa \in S - S_\infty. \]

By virtue of [30, Theorem 3.4], we obtain that \((\mathcal{F}_\kappa, \mathcal{E}^{\kappa})\) is compactly embedded in \(L^2(\mathbb{R}^d, \kappa^-)\). Therefore Corollary [3.6] yields that \(\mathcal{N}_\kappa\) is lower semi-bounded and self-adjoint on \(L^2(F, \mu)\).

Next we treat the recurrent case \(\alpha \geq d = 1\). For \(\nu \in S\), denote by \(X^\nu\) the subprocess of \(X\) killed by the PCAF corresponding to \(\nu\). Let \(S_\infty\) be the family of all Green-tight smooth measures with respect to \(X^\nu\); see [29, (2.8)]. Assume that

\[ \kappa = \kappa^+ - \kappa^- \in S_K - S_\infty. \]

Using [29, Proposition 6.3], we get that \((\mathcal{F}_\kappa, \mathcal{E}^{\kappa})\) is compactly embedded in \(L^2(\mathbb{R}^d, \kappa^-)\) for the case \(\alpha > 1\). If \(\alpha = 1\), the same compact embedding holds when certain condition on \(\kappa^-\) is added; see [29, Remark 6.4]. Eventually \(\mathcal{N}_\kappa\) is lower semi-bounded and self-adjoint on \(L^2(F, \mu)\) by means of Corollary [3.6].

### 3.4. Markov processes \((\alpha\kappa)\)-associated with DN operators.

Let us turn to figure out the probabilistic counterpart of \(\mathcal{N}_\kappa\). Adopt the assumptions of Theorem [3.4] and assume further that \(\kappa^-\) is \(\mathcal{E}^{\kappa^+}\)-form bounded. These mean that both \((\mathcal{E}^{\kappa}, \mathcal{F}_\kappa)\) and \((\mathcal{E}^{\kappa}, \mathcal{F}^\kappa)\) are lower bounded closed forms. Set

\[ \mathcal{F}^{\kappa,G} := \{ u \in \mathcal{F}_\kappa : u = 0, \mathcal{E}^\kappa\text{-q.e. on } F \}, \quad \mathcal{E}^{\kappa,G}(u, v) := \mathcal{E}^{\kappa}(u, v), u, v \in \mathcal{F}^{\kappa,G}. \]

Then \((\mathcal{E}^{\kappa,G}, \mathcal{F}^{\kappa,G})\) is a lower bounded closed form on \(L^2(G, m|_G)\), whose generator is denoted by \(\mathcal{L}^{\kappa,G}\).

**Lemma 3.10.** The following are equivalent:

1. \(-\mathcal{L}^{\kappa,G}\) is positive in the sense that \(-\mathcal{L}^{\kappa,G}u, u)_m \geq 0\) for any \(u \in D(\mathcal{L}^{\kappa,G})\).
2. \(\mathcal{E}^{\kappa,G}(u, u) \geq 0\) for any \(u \in \mathcal{F}^{\kappa,G}\).
3. \(\mathcal{E}^{\kappa,G}(u, u) \geq 0\) for any \(u \in \mathcal{F}^{\kappa,G}\).

**Proof.** Clearly (c) implies (a). Suppose (a). Since \((\mathcal{E}^{\kappa,G}, \mathcal{F}^{\kappa,G})\) is a non-negative closed form for some \(\alpha_0 \geq 0\), it follows that for \(\alpha > \alpha_0\),

\[ \mathcal{E}^{\alpha,G}_0(u, u) \geq \alpha(u, u)_m, \quad \forall u \in D(\mathcal{L}^{\kappa,G}). \tag{3.11} \]

Note that \(D(\mathcal{L}^{\kappa,G})\) is \(\| \cdot \|_{\mathcal{E}^{\kappa,G}}\)-dense in \(\mathcal{F}^{\kappa,G}\). For \(u \in \mathcal{F}^{\kappa,G}\), one can take a sequence \(u_n \in D(\mathcal{L}^{\kappa,G})\) such that \(\| u_n - u \|_{\mathcal{E}^{\kappa,G}} \to 0\) and \((u_n, u_n)_m \to (u, u)_m\). Applying (3.11) to \(u_n\) and letting \(n \to 0\), we get (b). Finally suppose (b) and we are to derive (c). Note that \(\mathcal{F}^{\kappa,G} = \mathcal{F}^{\kappa^+,G}\) is the extended Dirichlet space of the Dirichlet form \((\mathcal{E}^{\kappa^+,G}, \mathcal{F}^{\kappa^+,G})\), where \(\mathcal{E}^{\kappa^+,G}(u, v) = \mathcal{E}(u, v) + \int uvd\kappa^-\) for \(u, v \in \mathcal{F}^{\kappa^+,G}\). For \(u \in \mathcal{F}^{\kappa,G} = \mathcal{F}^{\kappa^+,G}\), take its approximating sequence \(\{ u_n \} \subset \mathcal{F}^{\kappa^+,G}\), and on account of [13, Theorem 2.3.4], we may and do assume that \(\{ u_n \}\) is \(\mathcal{E}^{\kappa^+,G}\)-Cauchy and \(u_n\) converges to \(u\) \(\mathcal{E}^{\kappa^+,G}\)-q.e. Particularly, \(u_n\) converges to \(u\), \(\kappa^-\)-a.e. Looking at (b), we have

\[ \mathcal{E}^{\kappa^+,G}(u_n, u_n) \geq \int u_n^2d\kappa^-\tag{3.12} \]

Since \(\{ u_n \}\) is \(\mathcal{E}^{\kappa^+,G}\)-Cauchy, it follows that \(\{ u_n \}\) is \(L^2(E, \kappa^-)\)-Cauchy and \(u_n\) converges to \(u\) in \(L^2(E, \kappa^-)\). Letting \(n \uparrow \infty\) in (3.12), we arrive at (c). That completes the proof.
Remark 3.11. Either condition in this lemma admits a non-zero $\kappa^-$. For example, in Lemma 3.11 they are also equivalent to $\lambda > \lambda_1^D/2$ due the Poincaré’s inequality.

The conception of quasi-regular (non-negative) positivity preserving (symmetric) coercive form is reviewed in Appendix 3.4. Note that $(\ell^{\kappa}_e, \mathcal{F}_e)$ is a non-negative closed form for some $\alpha_0 \geq 0$. The quasi notions like nest, polar set and quasi-continuous function for $\ell^{\kappa}_e$ are by definition those for $\ell^{\kappa}_e$. We say $(\ell^{\kappa}_e, \mathcal{F}_e)$ is a quasi-regular positive preserving (symmetric) coercive form if so is $(\ell^{\kappa}_e, \mathcal{E}_e)$.

Theorem 3.12. Assume that either of the conditions in Lemma 3.10 holds. Then $(\ell^{\kappa}_e, \mathcal{F}_e)$ is a quasi-regular positivity preserving (symmetric) coercive form on $L^2(F, \mu)$.

Proof. We first show that $(\ell^{\kappa}_e, \mathcal{F}_e)$ is positivity preserving. Take $\varphi \in \mathcal{F}_e$, and set $\varphi^+ := \varphi \vee 0$, $\varphi^- := \varphi^+ - \varphi$. Clearly $\varphi^+ \in \mathcal{F}_e$. Let $u := H^\kappa_F \varphi$ and $u^+ := u \vee 0$, $u^- := u^+ - u$. Since $u = H^\kappa_F \varphi^+ - H^\kappa_F \varphi^-$, it follows that

$$u^+ - H^\kappa_F \varphi^+ = u^- - H^\kappa_F \varphi^- =: u_0 \in \mathcal{F}_e.$$

Note that $u_0|F = 0$, $\mu$-a.e. and hence $\ell^\kappa$-q.e. due to $\text{supp}[\mu] = F$. This implies that $u_0 \in \mathcal{F}_e$. By the definition of $\ell^{\kappa}_e$, one have that

$$\ell^{\kappa}_e(\varphi^+, \varphi^-) = \ell^{\kappa}_e(H^\kappa_F \varphi^+, H^\kappa_F \varphi^-) = \ell^{\kappa}_e(u^+, u^- - u_0) = \ell^\kappa(u^+, u^-) - \ell^{\kappa}_e(u_0, u_0).$$

By means of (c) in Lemma 3.10 and the positivity preserving property of $(\ell^\kappa, \mathcal{F})$, we get that

$$\ell^{\kappa}_e(\varphi^+, \varphi^-) \leq \ell^\kappa(u^+, u^-) \leq 0.$$

Hence $(\ell^{\kappa}_e, \mathcal{F}_e)$ is positivity preserving.

Denote by $(\ell^{\kappa}|_e, \mathcal{F}^{\kappa}|_e)$ the trace Dirichlet form of $(\ell^{\kappa}, \mathcal{F})$ on $L^2(F, \mu)$. Clearly, $(\ell^{\kappa}|_e, \mathcal{F}^{\kappa}|_e)$ is quasi-regular on $L^2(F, \mu)$. Note that

$$\mathcal{F}^{\kappa}|_e = \mathcal{F}^{\kappa}|_e \cap L^2(F, \mu) = \mathcal{F}_e \cap L^2(F, \mu) = \mathcal{F}_e.$$

For $\varphi \in \mathcal{F}_e$, $H^\kappa_F \varphi, H^\kappa_F \varphi \in \mathcal{F}_e$ and $H^\kappa_F \varphi - H^\kappa_F \varphi \in \mathcal{F}^{\kappa}|_e$. By means of (c) in Lemma 3.10, we have that

$$\ell^{\kappa}|_e(\varphi, \varphi) = \ell^{\kappa}|_e(H^\kappa_F \varphi, H^\kappa_F \varphi) \geq \ell^{\kappa}_e(H^\kappa_F \varphi, H^\kappa_F \varphi) = \ell^\kappa(\varphi, \varphi).$$

On account of $H^\kappa_F \varphi - H^\kappa_F \varphi \in \mathcal{F}^{\kappa}|_e$, the last term is equal to

$$\ell^{\kappa}_e(H^\kappa_F \varphi, H^\kappa_F \varphi) + \ell^{\kappa}_e(H^\kappa_F \varphi - H^\kappa_F \varphi, H^\kappa_F \varphi - H^\kappa_F \varphi) \geq \ell^{\kappa}_e(\varphi, \varphi).$$

In view of Lemma 3.3, we eventually obtain the quasi-regularity of $(\ell^{\kappa}_e, \mathcal{F}_e)$.

Define $E^+_\alpha := \{ \varphi \text{ is }\alpha\text{-excessive} : \varphi \in \mathcal{F}_e, \varphi > 0, \mu\text{-a.e.}\}$. 

Take a constant $\alpha_0 \geq 0$ such that $\ell^{\kappa}_e|_{\alpha \geq \alpha_0}$ is non-negative. Denote by $T^\kappa_{t,\alpha} = (T^\kappa_{t,\alpha})_{t \geq 0}$ and $(\tilde{T}^\kappa_{\alpha})_{\alpha \geq \alpha_0}$ the $L^2$-semigroup and $L^2$-resolvent of $(\ell^{\kappa}_e, \mathcal{F}_e)$ respectively. For $\alpha \in \mathbb{R}$, $\varphi$ is called $\alpha$-$\text{excessive}$ if $\varphi \in pL^2(F, \mu)$ and $e^{-\alpha t} T^\kappa_{t,\alpha} \varphi \leq \varphi$, $\mu$-a.e. for all $t > 0$. Define

$$E^+_\alpha := \{ \varphi \text{ is }\alpha\text{-excessive} : \varphi \in \mathcal{F}_e, \varphi > 0, \mu\text{-a.e.}\}.$$
Note that $E^+_α ⊂ E^+_ω$ in case $α < α'$, and for $α > α_0$:

$$G^α f : f ∈ L^2(F, μ), f > 0, μ-a.e.} ⊂ E^+_α;$$

see [21] Lemma 3.6. For $α ∈ ℝ$ and $h ∈ L^2(F, μ), h > 0, μ-a.e.$, set

$$\hat{F}^α,h := \{φ ∈ L^2(F, h^2 · μ) : φh ∈ F^α\},$$

$$\hat{δ}^α,h(φ, φ) := δ^α(φh, φh), \quad φ, φ ∈ \hat{F}^α,h,$$

called the $h$-transform of $(δ^α, F^α)$. Write $δ^α,h := δ^α_0$. Clearly, $(δ^α,h, F^α,h)$ is a lower bounded closed form on $L^2(F, h^2 · μ)$, whose $L^2$-semigroup and $L^2$-resolvent are

$$\hat{T}^α,h,φ = e^{-αt}T^κ(φh), \quad \hat{δ}^α,h,φ = \frac{1}{h} \int_0^\infty e^{-(α+α')t}T^κ(φh)dt$$

for $t ≥ 0$ and $α' > (α₀ - α) ∀ 0$. Its $L^2$-generator is

$$D(\hat{L}^α,h) = \{φ ∈ L^2(F, h^2 · μ) : φh ∈ D(\mathcal{N}_α)\},$$

$$\hat{L}^α,hφ = -\mathcal{N}_κ(φh) - αφ, \quad φ ∈ D(\hat{L}^α,h).$$

When $h ∈ E^+_α$, $\hat{T}^α,h,φ$ is Markovian, i.e. $0 ≤ \hat{T}^α,h,φ ≤ 1$ for $φ ∈ L^2(F, h^2 · μ)$ with $0 ≤ φ ≤ 1$. Particularly, the resolvent can be extended to a Markovian one with parameter $α > 0$ on $L^∞(F, μ)$, i.e.

$$\hat{G}^α,h,φ = \frac{1}{h} \int_0^\infty e^{-(α+α')t}T^κ(φh)dt, \quad α' > 0, φ ∈ L^∞(F, μ)$$

forms a Markovian resolvent on $L^∞(F, μ)$; see, e.g., [22] page 8).

**Corollary 3.13.** Adopt the same assumptions in Theorem 3.12. For any $α ∈ ℝ$ and $h ∈ E^+_α$, the $h$-transform $(δ^α,h, F^α,h)$ is a quasi-regular lower bounded symmetric Dirichlet form on $L^2(F, h^2 · μ)$. Furthermore, there exists an $h^2 · μ$-symmetric Markov process $X^α,h$ such that for $α' > 0$ and $φ ∈ L^∞(F, μ)$,

$$\hat{F}^α,h,φ := E \left[\int_0^\infty e^{-α't}φ(X^α,h_t)dt\right]$$

is an $δ^α,h$-quasi-continuous $μ$-version of $G^α,h,φ$.

**Proof.** Clearly $(δ^α,h, F^α,h)$ is a lower bounded symmetric Dirichlet form. Note that $h ∈ E^+_α ⊂ E^+_ω$. On account of Theorem 3.12, we obtain the quasi-regularity of $(δ^α,h, F^α,h)$. Using [22] Theorem 3.3.4 and quasi-homeomorphism, one can conclude the existence of $X^α,h$ by a standard argument. That completes the proof.

The Markov process $X^α,h$ is called $(α, h)$-associated with $\mathcal{N}_κ$. When $α = 0$, it is called $h$-associated with $\mathcal{N}_κ$.

4. **Revisiting classical DN operators**

Let us turn to revisit the classical DN operators $D_λ$ defined as Definition 2.5 but with possibly negative parameter $λ$. For simplicity assume that $Ω ⊂ ℝ^d, d ≥ 2$, is a bounded domain with smooth boundary (though most results in this section hold for less regular boundary like a Lipschitz one). Let $Δ^D$ be the Dirichlet Laplacian, i.e. $Δ^D u = Δ u$ with domain $D(Δ^D) := \{u ∈ H^1_0(Ω) : Δ u ∈ L^2(Ω)\}$. It is known that the spectrum $σ(Δ^D)$ consists of a decreasing sequence of eigenvalues:

$$\cdots ≤ λ^D_3 ≤ λ^D_2 < λ^D_1 < 0,$$
where $\lambda_1^D < 0$ is called the first eigenvalue of $\Delta^D$.

Throughout this section, let $(\mathcal{E}, \mathcal{F}) = \left(\frac{1}{2}D, H^1(\Omega)\right)$ be the Dirichlet form on $L^2(\Omega)$ associated with the reflected Brownian motion $X$ on $\Omega$. Denote by $(\mathcal{E}, \mathcal{F})$ the trace Dirichlet form of $(\mathcal{E}, \mathcal{F})$ on $L^2(\Gamma)$ and by $\tilde{X}$ its associated Markov process on $\Gamma$.

4.1. Form representation for DN operators. The DN operator $D_\lambda$ for $\lambda \in \mathbb{R}$ is defined as the same way as Definition [2.5]. But we should point out that it is well defined, i.e. not multi-valued, if and only if $2\lambda \notin \{\lambda_n^D : n \geq 1\}$; see [6, Proposition 4.11]. Another way to obtain $D_\lambda$ is to use the method formulated in §3. Take $\mu = \sigma$, the surface measure on $\Gamma = \partial \Omega$ with $\text{qsupp}[\sigma] = \Gamma$, and $\kappa = \lambda \cdot m \in \mathbb{S} - \mathbb{S}$.

Lemma 4.1. Let $(\mathcal{E}, \mathcal{F}) = \left(\frac{1}{2}D, H^1(\Omega)\right)$, $\mu = \sigma$ and $\kappa = \lambda \cdot m$ for $\lambda \in \mathbb{R}$. Then the following are equivalent:

(a) (3.1) holds;
(b) (3.2) holds;
(c) $2\lambda \notin \{\lambda_n^D : n \geq 1\}$.

In addition, for $\lambda \neq \lambda_n^D/2$, the following are true:

(1) $D_\lambda$ is identified with the DN operator for $(\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa)$ on $L^2(\Gamma)$.
(2) $D_\lambda$ is lower semi-bounded and self-adjoint on $L^2(\Gamma)$.

Proof. Clearly (b) implies (a), and (c) implies (b) by means of Lemma [2.1], see also [3, Lemma 2.2]. If $\lambda = \lambda_n^D/2$ for some $n$, then $D_\lambda$ is not well defined because of [6, Proposition 4.11]. This means that there exist $u_1, u_2 \in H^1_\sigma$ such that $u_1|_\Gamma = u_2|_\Gamma$ but $u_1 \neq u_2$.

Consequently $0 \neq u := u_1 - u_2 \in H^1_\sigma \cap \mathcal{F}_\sigma^\kappa$, and (3.1) fails.

For $\lambda \neq \lambda_n^D/2$, it is easy to verify the first assertion by using Lemma 2.6. The second assertion is the consequence of Corollary 3.7. That completes the proof. □

From now on we assume that $\lambda \neq \lambda_n^D/2$. As mentioned in Lemma 3.2, $-D_\lambda$ is the $L^2$-generator of the trace form $(\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa)$. Fix a constant $\alpha_0 \geq 0$ such that $\mathcal{E}_\sigma^\kappa$ is non-negative. The main purpose of this subsection is to formulate the expression of $(\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa)$.

For emphasis, write

$$(\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa) := (\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa), \quad (\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa) := (\mathcal{E}_\sigma^\kappa, \mathcal{F}_\sigma^\kappa),$$

$$(\mathcal{H}_1^\lambda) := \mathcal{H}_1^\kappa, \quad \mathcal{H}_1^\lambda \varphi := \mathcal{H}_1^\kappa \varphi, \text{ for } \varphi \in \mathcal{F}_\sigma^\kappa.$$

Write $\mathcal{H}_1^\lambda \varphi := \mathcal{H}_1^\kappa \varphi$. Clearly, $\mathcal{F}_\sigma^\lambda = H^1(\Omega)$ and $\mathcal{F}_\sigma^\lambda = H^{1/2}(\Gamma)$. Set

$$\mathcal{A}_\lambda(\varphi \otimes \phi) := \lambda \int_\Omega \mathcal{H}_1^\lambda \varphi(x) \mathcal{H}_1^\lambda \phi(x) dx, \quad \varphi, \phi \in H^{1/2}(\Gamma).$$

(4.1)

Recall that $(\mathcal{E}_\sigma^\Omega, \mathcal{F}_\sigma^\Omega)$ is the part Dirichlet form of $(\mathcal{E}, \mathcal{F})$ on $L^2(\Omega)$ associated with the killed Brownian motion $X^\Omega$ on $\Omega$. Denote its $L^2$-generator by $\mathcal{L}_\Omega$ with domain $\mathcal{D}(\mathcal{L}_\Omega)$ and set $G^\Omega := (\mathcal{L}_\Omega)^{-1}$ to be its 0-resolvent operator, i.e. the Green operator on $L^2(\Omega)$. Let $p_t^\Omega(x, y)$ be the transition density of $X^\Omega$, i.e. $E_x \left[ f(X_t^\Omega) \right] = \int_\Omega p_t^\Omega(x, y) f(y) dy$.

Lemma 4.2. Assume that $\lambda \neq \lambda_n^D/2$. Then the following hold:

(1) For $\varphi \in H^{1/2}(\Gamma)$,
$$\mathcal{H}_1^\lambda \varphi = \mathcal{H}_1^\lambda \varphi - \lambda G^\Omega(\mathcal{H}_1^\kappa \varphi) = 0.$$  
(4.2)

(2) Assume $\lambda > \lambda_n^D/2$. For $\varphi \in \mathbb{B}(\Gamma) \cap H^{1/2}(\Gamma)$, $\mathcal{H}_1^\lambda \varphi$ admits the following probabilistic representation:
$$\mathcal{H}_1^\lambda \varphi(x) = E_x \left[ e^{-\lambda \tau} \varphi(X_\tau); \tau < \infty \right],$$

(4.3)
Proof. (1) Note that $H_\lambda \varphi \in H^1(\Omega)$ and $(H_{\Gamma}\varphi - H^\lambda_{\Gamma}\varphi)|_{\Gamma} = 0$. This implies $H_{\Gamma}\varphi - H^\lambda_{\Gamma}\varphi \in H^1_0(\Omega)$. Take $v \in H^1_0(\Omega)$. Then
\[
\delta^\lambda(H_{\Gamma}\varphi - H^\lambda_{\Gamma}\varphi, v) = \delta^\lambda(H_{\Gamma}\varphi, v) - \delta^\lambda(H^\lambda_{\Gamma}\varphi, v) = \lambda \int_\Omega H^\lambda_{\Gamma}\varphi v dx.
\]
Thus $H_{\Gamma}\varphi - H^\lambda_{\Gamma}\varphi \in D(L_\Omega)$ and $L_\Omega(H_{\Gamma}\varphi - H^\lambda_{\Gamma}\varphi) = -\lambda H^\lambda_{\Gamma}\varphi$. As a result, (4.2) holds true.

(2) Denote the right hand side of (4.3) by $H^\lambda_{\Gamma}\varphi$ and write $H_\tau\varphi := E_x[\varphi(X_\tau); \tau < \infty]$. Then $H_{\tau}\varphi = H^\lambda_\tau\varphi$. Let $R^{\Omega}$ be the (probabilistic) 0-resolvent of $X^{\Omega}$, i.e.
\[
R^{\Omega} f(x) := E_x \left[ \int_0^{\infty} f(X^{\Omega}_t) dt \right], \quad f \in bB(\Omega).
\]
We assert that when $\lambda > \lambda^0_\Omega / 2$, for $\varphi \in bB(\Gamma) \cap H^{1/2}(\Gamma)$,
\[
H_\tau\varphi(x) - H^\lambda_{\tau}\varphi(x) - \lambda R^{\Omega}(H^\lambda_{\tau}\varphi)(x) = 0, \quad x \in \Omega.
\] (4.6)
Note that $\lambda > \lambda^0_\Omega / 2$ amounts to that $(\Omega, -\lambda)$ is gaugeable, i.e. $x \mapsto E_x[e^{-\lambda\tau}]$ is finite and bounded; see [14] Theorem 4.19. Particularly $H^\lambda_{\tau}\varphi$ is finite and bounded. Since $X^{\Omega}$ is transient, it follows that $R^{\Omega}(H^\lambda_{\tau}\varphi) < \infty$. In addition, for $\lambda \neq 0$,
\[
\frac{1}{\lambda}(H_\tau\varphi(x) - H^\lambda_{\tau}\varphi(x)) = E_x \left[ \int_0^\tau e^{-\lambda t} \varphi(X_t) dt \right]
\]
\[
= E_x \left[ \int_0^\infty 1_{\{t < \tau\}} e^{-\lambda t \circ \theta_t} \varphi(X_t \circ \theta_t) dt \right]
\]
\[
= E_x \left[ \int_0^\infty 1_{\{t < \tau\}} E_{X_t}[e^{-\lambda \tau \varphi(X_\tau)}] dt \right]
\]
\[
= R^{\Omega}(H^\lambda_{\tau}\varphi)(x),
\]
where $\theta_t$ is the translation operator of $X$, and the third identity is due to the strong Markov property of $X$. Hence we arrive at (4.6).

Since $\mathcal{F}^{\epsilon,\Omega} = H^1_0(\Omega)$, one can get that $H^\lambda_{\Gamma}\varphi$ is the unique weak solution in $H^1(\Omega)$ to the following equation:
\[
\frac{1}{2} \Delta u - \lambda u = 0 \text{ in } \Omega
\] (4.7)
with the boundary condition $u|_{\Gamma} = \varphi$. On the other hand, on account of [14] Theorem 4.7, $H^\lambda_{\Gamma}\varphi$ is also a weak solution to (4.7). In addition, for $\delta^\lambda$-q.e. $x \in \Gamma$,
\[
H^\lambda_{\Gamma}\varphi(x) = E_x[\varphi(X_\tau)] = H_\tau\varphi(x) = \varphi(x).
\]
Remark Assume that \( U \) and \( D \) are gaugeable. In addition, \( H_1 \) enjoys the following Beurling-Deny representation:

\[
\mathcal{E}_1(\phi) = \lambda \int_\Omega H_1^\lambda \phi(x) H_1 \phi(x) dx + \lambda^2 \int_\Omega H_1^\lambda \phi(x) R^\Omega(H_1^\lambda \phi)(x) dx
\]

As formulated in [13, (5.8.1)],

\[
P_x (\tau \in ds, X_\tau \in d\xi) = \frac{1}{2} \frac{\partial p_1^\Omega(x, \xi)}{\partial n_\xi} d\sigma(\xi), \quad x \in \Omega, \xi \in \Gamma. \quad (4.8)
\]

Then a straightforward computation yields (4.4). Note that (4.2) and (4.3) imply

\[
\mathcal{A}_x(\sigma \otimes \phi) = \lambda \int_\Omega H_1^\lambda \phi(x) H_1^\lambda \phi(x) dx + \lambda^2 \int_\Omega H_1^\lambda \phi(x) R^\Omega(H_1^\lambda \phi)(x) dx
\]

\[
= \lambda \int_\Omega H_1^\lambda \phi(x) H_1^\lambda \phi(x) dx + \lambda^2 \int_\Omega R^\Omega(H_1^\lambda \phi)(x) H_1^\lambda \phi(x) dx
\]

\[
= \mathcal{A}_x(\sigma \otimes \phi).
\]

Therefore \( U_\lambda(\xi, \eta) = U_\lambda(\eta, \xi) \).

That completes the proof.

Remark. (4.2) reads as \( H_1^\lambda \phi = -\lambda G^\Omega(H_1^\lambda \phi) + H_1 \phi \), where \( -\lambda G^\Omega(H_1^\lambda \phi) \in \mathcal{F}_\phi = H_0^\Omega(\Omega) \) and \( H_1 \phi \in H_1 \). This is actually the orthogonal decomposition of \( H_1^\lambda \phi \in H^1(\Omega) \) in \( H_0^\Omega(\Omega) \oplus H_1 \).

Note that \( U_\lambda(\xi, \eta) \geq 0 \) when \( \lambda \geq 0 \), while \( U_\lambda(\xi, \eta) < 0 \) when \( \frac{\lambda_1}{2} < \lambda < 0 \). For \( \lambda > \frac{\lambda_1}{2} \), \( U_\lambda(\xi, \eta) \sigma(\xi) \sigma(\eta) \) forms a finite symmetric measure on \( \Gamma \times \Gamma \), because the gaugeability of \((\Omega, -\lambda)\) implies

\[
\int_{\Gamma \times \Gamma} U_\lambda(\xi, \eta) \sigma(\xi) \sigma(\eta) \leq |\mathcal{A}_x(1 \otimes 1)| \leq |\lambda| \int_\Omega \mathcal{E}_x \left[ e^{-\lambda \tau} \right] dx < \infty.
\]

In addition,

\[
\lambda \mapsto U_\lambda(\xi, \eta)
\]

is increasing and the limit \( U(\xi, \eta) := \lim_{\lambda \to \infty} U_\lambda(\xi, \eta) \) exists for any \( \xi, \eta \in \Gamma \). Particularly, \((\mathcal{E}, \mathcal{F})\) enjoys the following Beurling-Deny representation:

\[
\mathcal{E}(\phi, \varphi) = \frac{1}{2} \int_{\Gamma \times \Gamma} (\phi(\xi) - \varphi(\eta))^2 U(\xi, \eta) \sigma(d\xi) \sigma(d\eta), \quad \forall \phi, \varphi \in \mathcal{F} = H^{1/2}(\Gamma); \quad (4.9)
\]

see [13, (5.8.4)].

Now we have a position to formulate the trace form \((\mathcal{E}^\lambda, \mathcal{F}^\lambda)\) associated with the DN operator \( D_\lambda \).

**Theorem 4.4.** Assume that \( \lambda \neq \lambda_1^D/2 \). Then for any \( \varphi \in \mathcal{F}^\lambda = H^{1/2}(\Gamma) \),

\[
\mathcal{E}^\lambda(\phi, \varphi) = \frac{1}{2} \int_{\Gamma \times \Gamma} (\phi(\xi) - \varphi(\eta))^2 U(\xi, \eta) \sigma(d\xi) \sigma(d\eta) + \mathcal{A}_\lambda(\phi \otimes \varphi), \quad (4.10)
\]
Furthermore, for either $\lambda \geq 0, \varphi \in H^{1/2}(\Gamma)$ or $\lambda > \lambda^D_0/2, \varphi \in bB(\Gamma) \cap H^{1/2}(\Gamma)$,

$$
\delta^\lambda(\varphi, \varphi) = \frac{1}{2} \int_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 (U(\xi, \eta) - U_\lambda(\xi, \eta)) \sigma(d\xi)\sigma(d\eta) + \int_{\Gamma} \varphi(\xi)^2 V_\lambda(\xi) \sigma(d\xi),
$$

where $V_\lambda(\xi) = \int_{\Gamma} U_\lambda(\xi, \eta) \sigma(d\eta)$.

**Proof.** It follows from (4.2) that for $\varphi \in H^{1/2}(\Gamma)$,

$$
\delta^\lambda(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi) = \delta(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi) + \lambda \int_\Omega (H^\lambda_\Gamma \varphi)^2 dx
= \delta(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi) + \lambda^2 \delta(G^{\Omega}(H^\lambda_\Gamma \varphi), G^{\Omega}(H^\lambda_\Gamma \varphi)) + \lambda \int_\Omega (H^\lambda_\Gamma \varphi)^2 dx.
$$

Since $G^{\Omega}(H^\lambda_\Gamma \varphi) \in D(L^2(\Omega)) \subset H^0_0(\Omega)$ and $-\Delta_\Omega G^{\Omega}(H^\lambda_\Gamma \varphi) = H^\lambda_\Gamma \varphi$, $\delta^\lambda(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi)$ is equal to

$$
\delta(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi) + \lambda^2 \int_\Omega H^\lambda_\Gamma \varphi G^{\Omega}(H^\lambda_\Gamma \varphi) dx + \lambda \int_\Omega (H^\lambda_\Gamma \varphi)^2 dx.
$$

Using (4.2), we get that

$$
\delta^\lambda(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi) = \delta(H^\lambda_\Gamma \varphi, H^\lambda_\Gamma \varphi) + \mathcal{U}_\lambda(\varphi \otimes \varphi).
$$

In view of the definition of $\delta^\lambda$ as well as $\delta$ and (4.2), the formula (4.10) can be concluded.

When $\lambda \geq 0$, (4.3) holds true for all $\varphi \in H^{1/2}(\Gamma)$. Hence (4.4) also holds true for $\varphi \in H^{1/2}(\Gamma)$. Since $0 \leq U_\lambda(\xi, \eta) \leq U(\xi, \eta)$, it follows that

$$
\int_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 U_\lambda(\xi, \eta) \sigma(d\xi)\sigma(d\eta)
\leq \int_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 U(\xi, \eta) \sigma(d\xi)\sigma(d\eta) < \infty.
$$

This implies that

$$
\int_{\Gamma} \varphi(\xi)^2 V_\lambda(\xi) \sigma(d\xi) = \frac{1}{2} \int_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 U_\lambda(\xi, \eta) \sigma(d\xi)\sigma(d\eta) + \mathcal{U}_\lambda(\varphi \otimes \varphi) < \infty.
$$

Particularly, (4.11) holds true. When $\lambda^D_0/2 < \lambda < 0$, we note that $U_\lambda(\xi, \eta) \sigma(d\xi)\sigma(d\eta)$ is a finite measure on $\Gamma \times \Gamma$ and hence $V_\lambda(\xi) \sigma(\xi)$ is a finite measure on $\Gamma$. Then the same representation (4.11) holds for $\varphi \in bB(\Gamma) \cap H^{1/2}(\Gamma)$ by means of Lemma 4.2(2). That completes the proof.

**Remark 4.5.** We point out that

(a) For $\lambda > \lambda^D_0/2$, it holds that $\mathcal{E}^\lambda(\varphi, \varphi) \lesssim \|\varphi\|^2_{H^{1/2}(\Gamma)}$ for all $\varphi \in H^{1/2}(\Gamma)$;

(b) For $\lambda > 0$, it holds that $\|\varphi\|^2_{H^{1/2}(\Gamma)} \lesssim \mathcal{E}^\lambda(\varphi, \varphi)$ for all $\varphi \in H^{1/2}(\Gamma)$;

(c) For $\lambda \leq 0$ with $\lambda \neq \lambda^D_0/2$, it holds that

$$
\|\varphi\|^2_{H^{1/2}(\Gamma)} \lesssim \mathcal{E}^\lambda(\varphi, \varphi) + (1 - \lambda) \int_{\Omega} H^\lambda_\Gamma \varphi(x)^2 dx, \quad \forall \varphi \in H^{1/2}(\Gamma).
$$
To show (a), note that there exists a bounded extension operator \( Z : H^{1/2}(\Gamma) \to H^1(\Omega) \) such that \( Z \varphi |_{\Gamma} = \varphi \) for \( \varphi \in H^{1/2}(\Gamma) \); see, e.g., [24 Theorem 2.6.11]. Then \( Z \varphi - H^1_0 \varphi \in H^1_0(\Omega) \) and

\[
\delta_\lambda(Z \varphi, Z \varphi) = \delta_\lambda((Z \varphi - H^1_0 \varphi) + H^1_0 \varphi, (Z \varphi - H^1_0 \varphi) + H^1_0 \varphi) \\
= \delta_\lambda(H^1_0 \varphi, H^1_0 \varphi) + \delta_\lambda(Z \varphi - H^1_0 \varphi, Z \varphi - H^1_0 \varphi) \\
\geq \delta_\lambda(H^1_0 \varphi, H^1_0 \varphi) + \delta_\lambda(\varphi, \varphi),
\]

where the inequality is due to the Poincaré’s inequality. By means of the boundedness of \( T \), one gets that

\[
\delta_\lambda(\varphi, \varphi) \leq \delta_\lambda(Z \varphi, Z \varphi) \leq \|Z \varphi\|_{H^1(\Omega)}^2 \leq \|\varphi\|_{H^{1/2}(\Gamma)}^2.
\]

To prove (b) and (c), we have

\[
\|\varphi\|_{H^{1/2}(\Gamma)}^2 = \|\text{Tr}(H^1_0 \varphi)\|_{H^{1/2}(\Gamma)}^2 \lesssim \|H^1_0 \varphi\|_{H^1(\Omega)}^2,
\]

since the trace operator \( \text{Tr} : H^1(\Omega) \to H^{1/2}(\Gamma) \) is bounded; see, e.g., [24 Theorem 2.6.8]. When \( \lambda > 0 \), it holds that \( \|\varphi\|_{H^{1/2}(\Gamma)}^2 \lesssim \delta_\lambda(H^1_0 \varphi, H^1_0 \varphi) = \delta_\lambda(\varphi, \varphi) \) arriving at (b). When \( \lambda \leq 0 \) with \( \lambda \neq \lambda_n^0/2 \), since

\[
\|H^1_0 \varphi\|_{H^1(\Omega)}^2 = \delta_\lambda(H^1_0 \varphi, H^1_0 \varphi) + (1 - \lambda) \int_\Omega H^1_0 \varphi(x)^2 \, dx \\
= \delta_\lambda(\varphi, \varphi) + (1 - \lambda) \int_\Omega H^1_0 \varphi(x)^2 \, dx,
\]

we obtain (c).

Note that the representation (4.11) is not established for \( \lambda_n^0/2 < \lambda < 0 \) and unbounded \( \varphi \in H^{1/2}(\Gamma) \). In fact, we have the following.

**Corollary 4.6.** Assume that \( \lambda > \lambda_n^0/2 \). Then (4.11) holds for \( \varphi \in H^{1/2}(\Gamma) \) such that \( \int_\Gamma \varphi(\xi)^2|V_\lambda(\xi)|\sigma(d\xi) < \infty \).

**Proof.** Fix \( \varphi \in H^{1/2}(\Gamma) \) such that \( \int_\Gamma \varphi(\xi)^2|V_\lambda(\xi)|\sigma(d\xi) < \infty \). Set \( \varphi_n := (-n) \vee \varphi \wedge n \). Then \( \varphi_n \in H^{1/2}(\Gamma) \) and

\[
\iint_{\Gamma \times \Gamma} (\varphi_n(\xi) - \varphi_n(\eta))^2 U(\xi, \eta)\sigma(d\xi)\sigma(d\eta) \to \iint_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 U(\xi, \eta)\sigma(d\xi)\sigma(d\eta).
\]

Since \( \iint_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 U(\xi, \eta)\sigma(d\xi)\sigma(d\eta) \leq 4 \int_\Gamma \varphi(\xi)^2|V_\lambda(\xi)|\sigma(d\xi) < \infty \), one can obtain that

\[
\iint_{\Gamma \times \Gamma} (\varphi_n(\xi) - \varphi_n(\eta))^2 U(\xi, \eta)\sigma(d\xi)\sigma(d\eta) \to \iint_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\eta))^2 U(\xi, \eta)\sigma(d\xi)\sigma(d\eta)
\]

and

\[
\int_\Gamma \varphi_n(\xi)^2 V_\lambda(\xi)\sigma(d\xi) \to \int_\Gamma \varphi(\xi)^2 V_\lambda(\xi)\sigma(d\xi).
\]

Therefore Remark 4.5(a) yields that \( \delta_\lambda(\varphi, \varphi) = \lim_{n \to \infty} \delta_\lambda(\varphi_n, \varphi_n) \) is equal to the right hand side of (4.11). That completes the proof. \( \square \)

**Example 4.7.** Consider \( \Omega = \mathbb{D} = \{x \in \mathbb{R}^d : |x| < 1\} \) and \( \lambda > \lambda_n^0/2 \). Note that the Poisson kernel for \( \mathbb{D} \) is

\[
K(x, \xi) = \frac{1}{w_d} \frac{1 - |x|^2}{|x - \xi|^d}, \quad x \in \mathbb{D}, \xi \in \partial \mathbb{D},
\]

(4.12)
where \( w_d \) is the area of \( D \). A straightforward computation yields that

\[
V_\lambda(\xi) = \lambda \int_D K(x, \xi) \mathbf{E}_x e^{-\lambda t} dx.
\]

Since \( x \mapsto \mathbf{E}_x e^{-\lambda t} \) is bounded, it follows that \( |V_\lambda(\xi)| \lesssim |\lambda| \int_D K(x, \xi) dx \). By the explicit expression (4.12) of \( K \), one have that \( \xi \mapsto \int_D K(x, \xi) dx \) is finite and constant. Therefore \( V_\lambda(\xi) \) is finite and (4.11) holds for all \( \varphi \in H^{1/2}(\Gamma) \).

Recall that \( \partial_\alpha \) is non-negative. By means of (4.11), Remark 4.5 and the boundness of \( V_\lambda \), one can obtain that for \( \alpha > \alpha_0 \), \( \| \cdot \|_{\partial_\alpha} \) is an equivalent norm on \( H^{1/2}(\Gamma) \) to \( \| \cdot \|_{H^{1/2}(\Gamma)} \).

Looking at (4.9) and (4.10), one can find the following exchangeability of perturbation and trace transformation on \( (\mathcal{E}, \mathcal{F}) \): For \( \lambda \neq \lambda^o/2 \), the trace form of \( (\mathcal{E}^\lambda, \mathcal{F}^\lambda) \) is identified with the trace Dirichlet form \( (\mathcal{E}, \mathcal{F}) \) ‘perturbed’ by the bilinear functional \( \mathcal{W}_\lambda \). When \( \lambda > \lambda^o/2 \), the perturbation term \( \mathcal{W}_\lambda \) is determined by the symmetric measure

\[
\tilde{\nu}_\lambda(d\xi, d\eta) := U_\lambda(\xi, \eta) \sigma(d\xi) \sigma(d\eta).
\]

Particularly, if \( \lambda \geq 0 \), then \( \tilde{\nu}_\lambda \) is a bivariate smooth measure with respect to \( \tilde{\rho} \) in the sense that \( \tilde{\nu}_\lambda(\cdot) = \tilde{\nu}_\lambda(\cdot, \Gamma) \) is smooth with respect to \( \tilde{\rho} \) and \( \tilde{\nu}_\lambda(d\xi, d\eta) \) is finite and constant. Therefore \( \tilde{\nu}_\lambda \) is the bivariate Revuz measure of \( \mathcal{M}^\lambda \); see [30] for the definitions of multiplicative functional and its bivariate Revuz measure. Note that the perturbation of \( (\mathcal{E}, \mathcal{F}) \) by \( \tilde{\nu}_\lambda \) (more exactly, by \( \mathcal{W}_\lambda \)) corresponds to the killing transformation of \( X \) by \( \tilde{M}^\lambda \); see [30] Theorem 3.10. Therefore we have the following.

**Corollary 4.8.** Assume \( \lambda \geq 0 \). Let \( X^\lambda \) be the \( \lambda \)-subprocess of \( X \) associated with \( (\mathcal{E}^\lambda, \mathcal{F}^\lambda) \). Then there exists a multiplicative functional \( \mathcal{M}^\lambda \) of \( X \) such that the time changed process of \( \mathcal{M}^\lambda \) by the local time on \( \Gamma \) is identified with the subprocess of \( X \) perturbed by \( \mathcal{M}^\lambda \).

### 4.2. Irreducibility and ground state

Let \( (\tilde{T}_t^\lambda)_{t \geq 0} := (e^{-\lambda D_t})_{t \geq 0} \) be the strongly continuous semigroup associated with \( (\mathcal{E}^\lambda, \mathcal{F}^\lambda) \) on \( L^2(\Gamma) \). Denote its resolvent by \( \mathcal{G}_\alpha(\lambda)_{\alpha > \alpha_0} \), i.e.

\[
\mathcal{G}_\alpha(\lambda) f = \int_0^\infty e^{-\lambda t} \tilde{T}_t^\lambda f dt \text{ for } f \in L^2(\Gamma).
\]

**Lemma 4.9.** Let \( A \subset \Gamma \) be such that \( 1_A \in H^{1/2}(\Gamma) \) and \( \int_{A \times (\Gamma \setminus A)} U(\xi, \eta) \sigma(d\xi) \sigma(d\eta) = 0 \). Then \( \sigma(A) = 0 \) or \( \sigma(\Gamma \setminus A) = 0 \).

**Proof.** Since \( 1_A \in H^{1/2}(\Gamma) = \mathcal{F} \), take \( 1_A \) to be its \( \tilde{\rho} \)-quasi-continuous \( \sigma \)-version. Then \( \tilde{A} = A \), \( \sigma \)-a.e., and \( \tilde{A} \) is nearly Borel and simultaneously finely open and finely closed.

In view of (4.5), \( U(\xi, \eta) = 0 \) if and only if \( U_\lambda(\xi, \eta) = 0 \). Then \( h(s, x, \xi) := \frac{1}{2} \frac{\partial \mathcal{G}_\alpha(\lambda) f}{\partial \beta} \), i.e. \( \mathbf{P}_s(\tau \in ds, x_\tau \in d\xi) = h(s, x, \xi) ds \sigma(d\xi) \); see (4.8). Then \( U_\lambda(\xi, \eta) = \lambda \int_0^\infty K_\lambda(x, \xi) K(x, \eta) dx \), where

\[
K_\lambda(x, \xi) = \int_0^\infty h(s, x, \xi) ds, \quad K(x, \eta) = \int_0^\infty e^{-\lambda s} h(s, x, \eta) ds.
\]

Clearly \( K(x, \xi) = 0 \) amounts to \( K_\lambda(x, \xi) = 0 \). Hence for \( \lambda > 0 \), \( U_\lambda(\xi, \eta) = 0 \) is equivalent to \( \lambda \int_0^\infty K(x, \xi) K(x, \eta) dx = 0 \). Since \( \int_{A \times (\Gamma \setminus A)} U(\xi, \eta) \sigma(d\xi) \sigma(d\eta) = 0 \), it follows that

\[
\int_{A \setminus \tilde{A}} \mathbf{P}_s(X_\tau \in \tilde{A}) \mathbf{P}_s(X_\tau \in \tilde{A} \setminus \tilde{A}) dx = 0.
\]

Particularly, \( \mathbf{P}_s(X_\tau \in \tilde{A}) = 0 \) or \( \mathbf{P}_s(X_\tau \in \tilde{A} \setminus \tilde{A}) = 0 \) for some \( s \in \Omega \). We only treat the former case \( u(x) := \mathbf{P}_s(X_\tau \in \tilde{A}) = 0 \) for some \( s \in \Omega \). Note that \( u \geq 0 \) and \( u \) is
harmonic in Ω (see [14, Theorem 1.23]). Then the strong maximum principle implies that 
\( u \equiv 0 \) in Ω. Since \( u \) is \( \delta \)-quasi-continuous, it follows that \( u = 0 \), \( \delta \)-a.e. on Ω. On account of [13, Theorem 5.2.8], \( 1_A = u|_\Gamma = 0 \), \( \delta \)-q.e. Particularly, \( 1_A = 0 \), \( \sigma \)-a.e. and hence 
\( \sigma(A) = \sigma(\bar{A}) = 0 \). That completes the proof.

For \( \lambda > \lambda_1^{D} / 2 \), the irreducibility of \((\bar{T}_i^L)_{i \geq 0}\) was first obtained in [3, Theorem 4.2] with the help of Krein-Rutman theorem. It is worth pointing out that \( \lambda > \lambda_1^{D} / 2 \) is equivalent to either condition in Lemma 3.10 (as well as the gaugeability of \( (\Omega, -\lambda) \)). In what follows we give an alternative proof that based on the form representation of \( D_\lambda \).

**Corollary 4.10.** For \( \lambda > \lambda_1^{D} / 2 \), \((\bar{T}_i^L)_{i \geq 0}\) is irreducible.

**Proof.** The positivity of \((\bar{T}_i^L)_{i \geq 0}\) has been obtained in Theorem 3.12. To show the irreducibility, take an invariant set \( A \subset \Gamma \) with respect to \((\bar{T}_i^L)_{i \geq 0}\). Since \( 1_\Gamma \in H^{1/2}(\Gamma) \) and Theorem C.2, we have that \( 1_A \in H^{1/2}(\Gamma) \) and 
\[
0 = \delta^\lambda(1_A, 1_{\Gamma \setminus A}) = \int_{A \times (\Gamma \setminus A)} (U(\xi, \eta) - U_\lambda(\xi, \eta)) \sigma(d\xi)\sigma(d\eta).
\]
Clearly, \( U - U_\lambda \geq 0 \). In view of [4.5], \( U(\xi, \eta) - U_\lambda(\xi, \eta) = 0 \) if and only if \( U(\xi, \eta) = 0 \). Therefore Lemma 4.9 yields \( \sigma(A) = 0 \) or \( \sigma(\Gamma \setminus A) = 0 \). That completes the proof.

Next we claim the existence of a special eigenfunction, called the ground state, of \( D_\lambda \) by virtue of the Krein-Rutman theorem. Though the derivation is classical, we present a proof for readers’ convenience.

**Theorem 4.11.** Assume that \( \lambda \neq \lambda_1^{D} / 2 \). Then the following hold:

1. The DN operator \( D_\lambda \) has a purely discrete spectrum \( \sigma(D_\lambda) \) in the sense that \( \sigma(D_\lambda) \) consists only of eigenvalues of finite multiplicities which have no finite accumulation points.

2. Assume that \( \lambda > \lambda_1^{D} / 2 \) and let \( \lambda_1^{DN} \) be the smallest eigenvalue in \( \sigma(D_\lambda) \). Then \( \lambda_1^{DN} \) is a simple eigenvalue admitting a strictly positive eigenfunction \( h_\lambda \in L^2(\Gamma) \), i.e. \( h_\lambda > 0 \), \( \sigma \)-a.e., and \( D_\lambda h_\lambda = \lambda_1^{DN} h_\lambda \). No other eigenvalues admit strictly positive eigenfunctions.

**Proof.**

1. Note that for \( \alpha > \alpha_0 \), \( G_\alpha^D(L^2(\Gamma)) \subset \mathcal{D}(D_\lambda) \subset H^{1/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \) is compactly embedded in \( L^2(\Gamma) \). Hence \( G_\alpha^D \) is a compact operator on \( L^2(\Gamma) \). The first assertion is a result of [25, Proposition 2.11].

2. The existence of \( \lambda_1^{DN} \) is due to the lower semi-boundedness of \( D_\lambda \). Note that \( \beta \in \sigma(D_\lambda) \) if and only if \( (\alpha + \beta)^{-1} \) is an eigenvalue of \( \bar{G}_\alpha^D \), and meanwhile for \( \varphi \in L^2(\Gamma) \), \( D_\lambda \varphi = \beta \varphi \), if and only if \( \bar{G}_\alpha^D \varphi = (\alpha + \beta)^{-1} \varphi \). Particularly, \( (\alpha + \lambda_1^{DN})^{-1} \) is equal to the spectral radius of \( \bar{G}_\alpha^D \). It follows from the irreducibility of \((\bar{T}_i^L)_{i \geq 0}\) that \( \bar{G}_\alpha^D \varphi > 0 \), \( \sigma \)-a.e., for any non-zero \( \varphi \in pL^2(\Gamma) \). Applying the Krein-Rutman theorem (see, e.g., [16, Theorem 1.2]) to \( \bar{G}_\alpha^D \), we can obtain that \( (\alpha + \lambda_1^{DN})^{-1} \) is a simple and unique eigenvalue of \( \bar{G}_\alpha^D \) admitting a strictly positive eigenfunction \( h_\lambda \). This amounts to that \( \lambda_1^{DN} \) is a simple eigenvalue of \( D_\lambda \) and the only eigenvalue admitting a strictly positive eigenfunction.

That completes the proof.

When \( \lambda \neq \lambda_1^{D} / 2 \), \( \lambda_1^{DN} \) is called the first eigenvalue of \( D_\lambda \). It is worth pointing out that if \( \lambda < 0 \), then \( \lambda_1^{DN} < 0 \); see [3, Lemma 3.2]. When \( \lambda > \lambda_1^{D} / 2 \), \( \lambda_1^{DN} \) is a simple eigenvalue of \( D_\lambda \) and we call the eigenfunction \( h_\lambda \) in this theorem the ground state of \( D_\lambda \).
4.3. Markov processes $h$-associated with the DN operators. We have obtained in Corollary 2.7 the probabilistic counterpart of $D_\lambda$ for $\lambda \geq 0$, i.e. the time changed process of the $\lambda$-subprocess of reflected Brownian motion on $\Omega$ by the local time on $\Gamma$. For $\lambda < 0$, $-D_\lambda$ is not straightforwardly identified with the $L^2$-generator of a certain Markov process, as $V_\lambda < 0$ in (4.11) usually leads to the failure of Markovian property for $(\mathcal{E}_\lambda^\lambda, \mathcal{F}_\lambda^\lambda)$. Instead, another tactic involving $h$-transformations arises in (4.4). Note that either condition in Lemma 5.10 amounts to $\lambda > \lambda^D_0/2$. For $\alpha \in \mathbb{R}$ and $h \in \mathcal{E}_\alpha^\lambda$, let $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ be the $h$-transform of $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$. Then we have the following.

**Theorem 4.12.** Assume that $\lambda > \lambda^D_0/2$. Let $\alpha \in \mathbb{R}$ and $h \in \mathcal{E}_\alpha^\lambda$. Then the following hold:

1. The $h$-transform $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is a quasi-regular and irreducible lower bounded symmetric Dirichlet form on $L^2(\Gamma, h^2 \cdot \sigma)$. Particularly, the $(\alpha, h)$-associated Markov process of $D_\lambda$ is irreducible.
2. $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is non-negative if and only if $\alpha \geq -\lambda^D_\alpha$.
3. $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is recurrent, if and only if $\alpha = -\lambda^D_\alpha$ and $h = c \cdot h_\lambda$ for some constant $c > 0$, where $h_\lambda$ is the ground state of $D_\lambda$.

**Proof.**

1. We only need to prove the irreducibility. In fact, the $L^2$-semigroup of $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is

$$T_{t}^{\lambda,\cdot,\alpha} \varphi := \frac{e^{-\alpha t} \mathcal{E}_{\lambda}^{\lambda}(\varphi h)}{h}, \quad \varphi \in L^2(\Gamma, h^2 \cdot \sigma).$$

Since $(T_{t}^{\lambda})_{t \geq 0}$ is irreducible, it follows that $(T_{t}^{\lambda,\cdot,\alpha})_{t \geq 0}$ is also irreducible. As a result of Theorem 2.2 $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is irreducible.
2. Note that $\lambda^D_\alpha = \inf \{ \{D_\lambda \varphi, \varphi \}_{\sigma} : \varphi \in D(D_\lambda), \parallel \varphi \parallel_{L^2(\Gamma)} = 1 \}$ and $\mathcal{E}_{\alpha}^{\lambda}(\varphi, \varphi) = (D_\lambda \varphi, \varphi)_{\sigma} + \alpha(\varphi, \varphi)_{\sigma}$ for $\varphi \in D(D_\lambda)$. Hence $\mathcal{E}_{\alpha}^{\lambda}$ is non-negative if and only if $\alpha \geq -\lambda^D_\alpha$. This also amounts to that $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is non-negative.
3. Suppose $\alpha = -\lambda^D_\alpha$ and $h = c \cdot h_\lambda$. Clearly $1 \in \mathcal{F}_\lambda^\lambda$ and it follows from (4.13) that $T_{t}^{\lambda,\cdot,\alpha} 1 = 1$. Hence $\mathcal{E}_{\alpha}^{\lambda}(1, 1) = 0$. As a result, $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is recurrent. To the contrary, the recurrence of $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ implies its conservativeness, which particularly yields that $T_{t}^{\lambda,\cdot,\alpha} 1 = 1$. Thus $\mathcal{T}_{t}^{\lambda} h = e^{-\alpha t} h$. By the Hille-Yosida theorem, we get that $D_\lambda h = -\alpha h$. In view of Theorem 4.11 we can eventually conclude that $\alpha = -\lambda^D_\alpha$ and $h = c \cdot h_\lambda$ for some $c > 0$.

That completes the proof.

**Remark 4.13.** The irreducibility of $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ implies that it is either recurrent or transient. The proof of the third assertion indicates that if $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is transient, then it is not conservative.

Finally let us formulate the Beurling-Deny decomposition for $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$. When $\lambda \geq 0$, $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)$ is already a regular Dirichlet form on $L^2(\Gamma)$. A related consideration for this case is referred to [41].

**Proposition 4.14.** For either $\lambda \geq 0, \varphi \in b\mathcal{F}_\alpha^\lambda$ or $\lambda > \lambda^D_0/2, \varphi \in b\mathcal{F}_\alpha^\lambda$ with $\varphi h \in b\mathcal{H}_{1/2}(\Gamma)$, $(\mathcal{E}_\alpha^\lambda, \mathcal{F}_\lambda^\lambda)(\varphi, \varphi)$ enjoys the following Beurling-Deny decomposition:

$$\mathcal{E}_{\alpha}^{\lambda}(\varphi, \varphi) = \frac{1}{2} \int_{\Gamma \times \Gamma} (\varphi(\xi) - \varphi(\xi))^2 h(\xi) h(\eta) (U(\xi, \eta) - U_\lambda(\xi, \eta)) \sigma(d\xi) \sigma(d\eta) + \int_{\Gamma} \varphi^2(\xi) k^h(d\xi),$$

where $k^h$ is the $h$-transform of $k$.

□
Thus we get that
\[ I = \int_\Gamma \varphi(\xi)2k^h(d\xi) = \delta^\alpha_\lambda(\varphi^2 h, h). \]

**Proof.** Clearly, \( 1 \in \mathcal{H}^{\lambda,h} \) and
\[
\int_\Gamma \varphi(\xi)2k^h(d\xi) = \delta^\alpha_\lambda(\varphi^2 h, 1) = \delta^\alpha_\lambda(\varphi^2 h, h).
\]
Note that \( \delta^\alpha_\lambda(\varphi, \varphi) = \delta^\alpha_\lambda(\varphi h, \varphi h) \), and in view of Theorem 4.4, \( \delta^\lambda(\varphi h, \varphi h) \) is equal to \( I_1 + I_2 \), where
\[
I_1 := \frac{1}{2} \int \varphi(\xi)h(\xi)(\varphi(\eta)h(\eta))^2 U(\xi, \eta)\sigma(d\xi)\sigma(d\eta),
\]
\[
I_2 := \int \varphi(\xi)h(\xi)\varphi(\eta)h(\eta)U_\lambda(\xi, \eta)\sigma(d\xi)\sigma(d\eta).
\]
A straightforward computation yields that \( I_1 = I_{11} + I_{12} \), where
\[
I_{11} = \frac{1}{2} \int (\varphi(\xi) - \varphi(\eta))^2 h(\xi)h(\eta)U(\xi, \eta)\sigma(d\xi)\sigma(d\eta),
\]
\[
I_{12} = \frac{1}{2} \int (\varphi^2(\xi)h(\xi) - \varphi^2(\eta)h(\eta))(h(\xi) - h(\eta))U(\xi, \eta)\sigma(d\xi)\sigma(d\eta).
\]
On the other hand, \( \delta^\lambda(\varphi^2 h, h) = I_{12} + \mathcal{H}_\lambda(\varphi^2 h \otimes h) \). Since \( \varphi^2 < 0 \), it follows from (4.3) and \( H_1 h(x) = E_x h(X_x) \), where \( h \) is the \( \delta \)-quasi-continuous \( \sigma \)-version of \( h \), that
\[
\mathcal{H}_\lambda(\varphi^2 h \otimes h) = \int_\Gamma \varphi(\xi)2h(\xi)h(\eta)U_\lambda(\xi, \eta)\sigma(d\xi)\sigma(d\eta).
\]
Thus we get that
\[
\delta^\alpha_\lambda(\varphi, \varphi) - \int \varphi^2(\xi)k^h(d\xi) = I_{11} + I_{12} - \mathcal{H}_\lambda(\varphi^2 h \otimes h)
\]
\[
= \frac{1}{2} \int \varphi(\xi) - \varphi(\xi)h(\xi)h(\eta)U(\xi, \eta)\sigma(d\xi)\sigma(d\eta).
\]
That completes the proof. \( \square \)

5. DN operators for Schrödinger operators

Let \( \Omega, \Gamma = \partial \Omega \) and \( \sigma \) be the same as those in 2.3. Further let \( (a_{ij}(x))_{1 \leq i, j \leq d} \) be a matrix function on \( \Omega \) such that \( a_{ij} = a_{ji} \) and there exists a constant \( C > 1 \) such that for any \( \xi = (\xi_1, \cdots, \xi_d) \in \mathbb{R}^d \),
\[
C^{-1} \| \xi \|^2 \leq \sum_{i,j=1}^d a_{i,j}(x)\xi_i \xi_j \leq C \| \xi \|^2, \quad \forall x \in \Omega. \tag{5.1}
\]
In this section consider the Dirichlet form:
\[
\mathcal{E} := H^1(\Omega),
\]
\[
\mathcal{E}(u, v) := \frac{1}{2} \int_{\Omega} a_{ij}(x)\partial_{x_i}u\partial_{x_j}vdx, \quad u, v \in \mathcal{E}. \tag{5.2}
\]
Clearly \( (\mathcal{E}, \mathcal{H}) \) is a regular and irreducible Dirichlet form on \( L^2(\Omega) \) associated with a Markov process \( X \) on \( \Omega \). The irreducibility is due to, e.g., [17 Corollary 4.6.4].
Denote by $\mathcal{S}$ (resp. $\tilde{\mathcal{S}}$) the totality of positive smooth measures (positive Radon smooth measures) on $\Omega$ with respect to $\mathcal{E}$. Note that $(\mathcal{E}, \mathcal{F})$ enjoys the same quasi notations as $(\mathcal{E}, \mathcal{F'})$. Hence $\mathcal{S}$ and $\tilde{\mathcal{S}}$ are also the same as those in §3.3. Particularly, $\mu := \sigma \in \tilde{\mathcal{S}}$ with $\text{qsupp}[\sigma] = \Gamma$. Denote by $(\mathcal{E}, \mathcal{F})$ the trace Dirichlet form of $(\mathcal{E}, \mathcal{F})$ on $L^2(\Gamma)$. Take
\[ \kappa(x) = V(x)dx \in \mathcal{S} - \mathcal{S} \]
with $V \in L^\infty(\Omega)$. For emphasis, write
\[ (\mathcal{E}^V, \mathcal{F}^V) := (\mathcal{E}^\kappa, \mathcal{F}^\kappa), \]
\[ \mathcal{F}^{V, \Omega} := H^1_0(\Omega), \quad \mathcal{E}^{V, \Omega}(u,v) := \mathcal{E}^V(u,v), \quad u,v \in \mathcal{F}^{V, \Omega}. \]
Both $(\mathcal{E}^V, \mathcal{F}^V)$ and $(\mathcal{E}^{V, \Omega}, \mathcal{F}^{V, \Omega})$ are lower bounded closed forms. Denote their $L^2$-generators by $\mathcal{L}_V := \mathcal{L} - V$ and $\mathcal{L}_{V, \Omega}$ respectively, where $\mathcal{L}$ is the generator of $(\mathcal{E}, \mathcal{F})$.

From Lemma 2.6 (1), we know that $\mathcal{F}^V := \mathcal{F}_e \cap L^2(\Omega, |V(x)|dx) = H^1(\Omega)$ and $\mathcal{F}^{V, \Omega} := \mathcal{F}^{\kappa, \Omega} = H^1_0(\Omega)$. Set $\mathcal{H}_V := \mathcal{H}^\kappa = \{ u \in H^1(\Omega) : \mathcal{E}^V(u,v) = 0, \forall v \in H^1_0(\Omega) \}$.

The DN operator for the Schrödinger operator $\mathcal{L}_V$ defined as below has been widely studied in, e.g., [5, 6, 32, 33]. Note that $0 \notin \sigma(\mathcal{L}_{V, \Omega})$ implies (3.2); see Lemma B.1

**Definition 5.1.** Let $V \in L^\infty(\Omega)$ such that $0 \notin \sigma(\mathcal{L}_{V, \Omega})$. The DN operator $D_V$ for $\mathcal{L}_V$ on $L^2(\Gamma)$ is defined as follows:

\[ D(D_V) := \left\{ \varphi \in L^2(\Gamma) : \exists u \in \mathcal{H}_V, f \in L^2(\Gamma) \text{ s.t. } \mathcal{E}^V(u,v) = \int_\Gamma f v|_\Gamma d\sigma \text{ for all } v \in H^1(\Omega) \right\}, \]

\[ D_V \varphi := f, \]

The function $u \in \mathcal{H}_V$ with $\mathcal{E}^V(u) = \varphi$ is called the $V$-harmonic extension of $\varphi$.

It is easy to verify that $D_V$ is identified with the DN operator for $(\mathcal{E}^V, \mathcal{F}^V)$ on $L^2(\Gamma)$. On account of Corollary 3.7, $D_V$ is lower semi-bounded and self-adjoint. Let $(\mathcal{E}_{\mathcal{V}}, \mathcal{F}_{\mathcal{V}}) := (\mathcal{E}^\kappa, \mathcal{F}^\kappa)$ be the trace form associated with $D_V$. Then $\mathcal{F}_{\mathcal{V}} = \mathcal{F} = H^{1/2}(\Gamma)$. Denote by $H^{1/2}_V \varphi$ the $V$-harmonic extension of $\varphi \in H^{1/2}(\Gamma)$ and write $H_V^\kappa \varphi := H^\kappa \varphi$. Define
\[ \mathcal{U}_V(\varphi \otimes \phi) := \int_\Gamma H^{1/2}_V \varphi(x)H^{1/2}_V \phi(x)V(x)dx, \quad \varphi, \phi \in H^{1/2}(\Gamma). \]

Repeating the argument to prove (4.10), we can also represent $\mathcal{E}_{\mathcal{V}}$ as the ‘perturbation’ of $\mathcal{E}$ by the bilinear symmetric functional $\mathcal{U}_V$.

**Proposition 5.2.** Assume that $0 \notin \sigma(\mathcal{L}_{V, \Omega})$. Then for any $\varphi, \phi \in H^{1/2}(\Gamma)$,
\[ \mathcal{E}_{\mathcal{V}}(\varphi, \phi) = \mathcal{E}(\varphi, \phi) + \mathcal{U}_V(\varphi \otimes \phi). \]

Let us turn to derive the probabilistic counterpart of $D_V$. When $V \geq 0$, $(\mathcal{E}^V, \mathcal{F}^V)$ is clearly the trace Dirichlet form of $(\mathcal{E}^V, \mathcal{F}^V)$ on $L^2(\Gamma)$ and the probabilistic counterpart of $D_V$ can be easily figured out by applying Theorem 2.4. The more interesting case is that $V$ has a negative part. Though it is hard to formulate the representation of $\mathcal{E}^V$ like $\mathcal{E}^\Lambda$ in §4, the irreducibility of the $L^2$-semigroup associated with $D_V$ is obtained in [5, Proposition 7.4]. That is the following.

**Lemma 5.3.** Assume that $a_{ij} \in L^\infty(\Omega)$ for $1 \leq i, j \leq d$, $0 \notin \sigma(\mathcal{L}_{V, \Omega})$ and $-\mathcal{L}_{V, \Omega}$ is positive, i.e. $-\int_\Omega \mathcal{L}_{V, \Omega} u, u)_m \geq 0$ for any $u \in D(\mathcal{L}_{V, \Omega})$. Then the $L^2$-semigroup $T^V_t := e^{-tD_V}$ associated with $-D_V$ is irreducible.
Remark 5.4. In view of Lemma 3.10, the positivity of $L_{V,\Omega}$ amounts to that $\mathcal{E}^V(u, u) \geq 0$ for all $u \in H_0^1(\Omega)$. Together with the positivity of $L_{V,\Omega}$, $0 \notin \sigma(L_{V,\Omega})$ implies additionally that $\mathcal{E}^V(u, u) = 0$ for $u \in H_0^1(\Omega)$ if and only if $u = 0$.

Mimicking the proof of Theorem 4.11, one can conclude that $\lambda_1^V := \min \sigma(D_V)$ is a simple eigenvalue admitting a strictly positive eigenfunction, i.e. there exists $h_V \in L^2(\Gamma)$ such that $h_V > 0$, $\sigma$-a.e., and $D_V h_V = \lambda_1^V h_V$. No other eigenvalues admit strictly positive eigenfunctions. We call $h_V$ the ground state of $D_V$.

For $\alpha \in \mathbb{R}$, denote by $E^+_\alpha$ the totality of all strictly positive $\alpha$-excessive functions in $\mathcal{E}^V$. Particularly $h_V \in \mathbb{E}^+_{\lambda_1^V}$. For $h \in E^+_\alpha$, let $(\mathcal{E}^{V,h}, \mathcal{F}^{V,h})$ be the $h$-transform of $(\mathcal{E}^V, \mathcal{F}^V)$. As an extension of Theorem 4.12 one can obtain the following result. The proof can be completed by repeating the argument in the proof of Theorem 4.12 and we omit it.

Theorem 5.5. Adopt the assumptions of Lemma 5.3. Let $\alpha \in \mathbb{R}$ and $h \in E^+_\alpha$. Then the following hold:

1. $(\mathcal{E}^{V,h}_{\alpha}, \mathcal{F}^{V,h})$ is a quasi-regular and irreducible lower bounded symmetric Dirichlet form on $L^2(\Gamma, h^2 \cdot \sigma)$. Particularly, the $(\alpha, h)$-associated Markov process of $D_V$ is irreducible.
2. $(\mathcal{E}^{V,h}_{\alpha}, \mathcal{F}^{V,h})$ is non-negative if and only if $\alpha \geq -\lambda_1^V$.
3. $(\mathcal{E}^{V,h}_{\alpha}, \mathcal{F}^{V,h})$ is recurrent, if and only if $\alpha = -\lambda_1^V$ and $h = c \cdot h_\lambda$ for some constant $c > 0$, where $h_V$ is the ground state of $D_V$.

6. DN OPERATORS FOR PERTURBATIONS SUPPORTED ON BOUNDARY

In this section we pay our attention to the special perturbation supported on the boundary. Let $(\mathcal{E}, \mathcal{F})$ be a regular and irreducible Dirichlet form on $L^2(E, m)$ and $\mu \in S$ with $\text{qsupp}[\mu] = F$ of positive $\mathcal{E}$-capacity. Denote by $(\mathcal{E}, \mathcal{F})$ the trace Dirichlet form of $(\mathcal{E}, \mathcal{F})$ on $L^2(F, \mu)$ and by $\check{S}$ the family of positive smooth measures with respect to $\mathcal{E}$. Take $\kappa := \kappa^+ - \kappa^- \in S - S$ such that $|\kappa|(G) = 0$ where $G := E \setminus F$.

6.1. Characterization of trace forms. We first summarize some facts about $(\mathcal{E}^\kappa, \mathcal{F}^\kappa)$ and its trace form $(\check{\mathcal{E}}^\kappa, \check{\mathcal{F}}^\kappa)$ defined as (3.3) and (3.4).

Proposition 6.1. Assume that $|\kappa|(G) = 0$. Then the following hold:

1. $\mathcal{F}^\kappa = \mathcal{F}^\kappa_e \oplus \mathcal{H}^e_F$, i.e. (3.2) holds true.
2. $\kappa|_F \in \check{S} - \check{S}$.
3. $(\check{\mathcal{E}}^\kappa, \check{\mathcal{F}}^\kappa)$ is identified with the perturbation of $(\mathcal{E}, \mathcal{F})$ by $\kappa|_F$.

Proof. (1) Note that $\mathcal{F}^\kappa_e = \mathcal{F}^\kappa_e \oplus \mathcal{H}^e_F$ because of $|\kappa|(G) = 0$. This implies $\mathcal{H}^e_F = \mathcal{H}^e_F \cap L^2(E, |\kappa|)$. Hence for $u \in \mathcal{F}^\kappa \subset \mathcal{F}_e$, $u = H_F u \in \mathcal{F}^\kappa_e$ and $H_F u \in \mathcal{H}^e_F$. Particularly $\mathcal{F}^\kappa_e = \mathcal{F}^\kappa_e \oplus \mathcal{H}^e_F$ holds.

(2) Write $\kappa$ for $\kappa|_F$ for convenience. In view of [13] Theorems 5.2.6 and 5.2.8] and $|\kappa|(G) = 0$, we get $\kappa^\perp \in \check{S}$. Hence $\kappa \in \check{S} - \check{S}$.

(3) Note that $\check{\mathcal{F}}^\kappa = \mathcal{F}_e|_F \cap L^2(F, |\kappa| + \mu) = \check{\mathcal{F}} \cap L^2(F, |\kappa|)$. For $\varphi \in \check{\mathcal{F}}^\kappa$, it follows from the proof of the first assertion that $H^\kappa_F \varphi = H_F \varphi \in H^\kappa_F$. Hence for $\varphi, \phi \in \check{\mathcal{F}}^\kappa$, using $|\kappa|(G) = 0$, we get

$\check{\mathcal{E}}^\kappa(\varphi, \phi) = \mathcal{E}^\kappa(H^{\kappa}_F \varphi, H^{\kappa}_F \phi) = \mathcal{E}^\kappa(H_F \varphi, H_F \phi) = \mathcal{E}(\varphi, \phi) + \int_F \varphi \phi d\kappa$.

Therefore $(\check{\mathcal{E}}^\kappa, \check{\mathcal{F}}^\kappa)$ is the perturbation of $(\mathcal{E}, \mathcal{F})$ by $\kappa$. 

That completes the proof. □

From now on we would write \( \kappa \) for \( \kappa_F \) if no confusions caused. Let \( \mathcal{N}_\kappa \) be the DN operator for \( (E^\kappa, \mathcal{F}^\kappa) \) on \( L^2(F, \mu) \). On account of Proposition 6.1 (3) and Lemma 3.2, if \( \kappa^- \) is \( \tilde{\delta}^{\kappa^+} \)-form bounded (for example, \( \kappa^- (dx) = \beta^- (x) \mu(x) \) with \( \beta^- \in pL^\infty(F, \mu) \)), then \( (\tilde{\delta}^\kappa, \tilde{\mathcal{F}}^\kappa) \) is a lower bounded symmetric closed form on \( L^2(F, \mu) \) whose generator is \( -\mathcal{N}_\kappa \). As a corollary, we can obtain the following exchangeability of killing transformation and time change transformation.

**Corollary 6.2.** Let \( \kappa \in \mathcal{S} \) such that \( \kappa(G) = 0 \). Then the trace Dirichlet form of \( (E^\kappa, \mathcal{F}^\kappa) \) on \( L^2(F, \mu) \) is identified with the perturbed Dirichlet form of \( (\tilde{\delta}, \tilde{\mathcal{F}}) \) by \( \kappa \).

6.2. **Markov processes \( h \)-associated with DN operators.** Next we figure out the probabilistic counterpart of \( \mathcal{N}_\kappa \) under the assumption that \( \kappa^- \) is \( \tilde{\delta}^{\kappa^+} \)-form bounded.

**Theorem 6.3.** Assume that \( \kappa^- \) is \( \tilde{\delta}^{\kappa^+} \)-form bounded. Then \( (\tilde{\delta}^\kappa, \tilde{\mathcal{F}}^\kappa) \) is a quasi-regular lower bounded positivity preserving (symmetric) coercive form on \( L^2(F, \mu) \).

**Proof.** The assumption implies that \( (\tilde{\delta}^\kappa, \tilde{\mathcal{F}}^\kappa) \) is a lower bounded closed form. Take a constant \( \alpha_0 \geq 0 \) such that \( (\tilde{\mathcal{A}}, \tilde{\mathcal{G}}) := (\tilde{\delta}_{\alpha_0}^\kappa, \tilde{\mathcal{F}}^\kappa) \) is non-negative. On account of Proposition 6.1 (3), one can obtain that \( (\tilde{\mathcal{A}}, \tilde{\mathcal{G}}) \) is a non-negative positivity preserving (symmetric) coercive form. To prove the quasi-regularity, set

\[
\tilde{\mathcal{A}} := \tilde{\mathcal{F}}^+, \quad \tilde{\mathcal{A}} (\phi, \phi) := \delta_{\alpha_0}^{\kappa^+} (\phi, \phi), \quad \phi \in \tilde{\mathcal{G}}.
\]

Then \( (\tilde{\mathcal{A}}, \tilde{\mathcal{G}}) \) is the perturbed Dirichlet form of \( (\tilde{\delta}, \tilde{\mathcal{F}}) \) by \( \kappa := \kappa^+ + \alpha_0 \cdot \mu \in \mathcal{S} \). Particularly \( (\tilde{\mathcal{A}}, \tilde{\mathcal{G}}) \) is a quasi-regular Dirichlet form on \( L^2(F, \mu) \). Note that \( \mathcal{G} = \mathcal{F}^\kappa = \tilde{\mathcal{G}}^\kappa = \tilde{\mathcal{A}} \) and for any \( \phi \in \mathcal{G} = \tilde{\mathcal{G}} \),

\[
\mathcal{A}_1 (\phi, \phi) \leq \mathcal{A}_1 (\phi, \phi).
\]

Therefore \( (\tilde{\mathcal{A}}, \tilde{\mathcal{G}}) \) is quasi-regular by means of Lemma 6.3. That completes the proof. □

As discussed in §3.4 for \( \alpha \in \mathbb{R} \) and \( h \in \mathbf{E}_{\alpha}^F \), the \( h \)-transform \( (\tilde{\delta}^\kappa_h, \tilde{\mathcal{F}}^\kappa_h) \) of \( (\tilde{\delta}^\kappa, \tilde{\mathcal{F}}^\kappa) \) is a quasi-regular lower bounded symmetric Dirichlet form on \( L^2(F, h^2 \cdot \mu) \) whose associated Markov process is called \( (\alpha, h) \)-associated with \( \mathcal{N}_\kappa \). In case \( (\tilde{\delta}, \tilde{\mathcal{F}}) \) is irreducible, \( (\tilde{\delta}^\kappa_h, \tilde{\mathcal{F}}^\kappa_h) \) is also irreducible.

6.3. **Absolutely continuous case.** Consider a special case that \( \kappa^- = \beta^- \cdot \mu \) with \( \beta^- \in pL^\infty(F, \mu) \). Clearly \( \kappa^- \) is \( \tilde{\delta} \)-form bounded. The following corollary presents a simple way to obtain another Markov process related to \( \mathcal{N}_\kappa \), which has been proposed in [8] §4.

In a word, for any constant \( \alpha_0 \geq \| \beta^- \|_{L^\infty(F, \mu)} \), \( -\mathcal{N}_\kappa - \alpha_0 \) is the \( L^2 \)-generator of a certain Markov process.

**Corollary 6.4.** Let \( \kappa^- = \beta^- \cdot \mu \) with \( \beta^- \in pL^\infty(F, \mu) \). For any \( \alpha_0 \geq \| \beta^- \|_{L^\infty(F, \mu)} \), \( (\tilde{\delta}^\kappa_{\alpha_0}, \tilde{\mathcal{F}}^\kappa) \) is a quasi-regular Dirichlet form on \( L^2(F, \mu) \), whose generator is \( -\mathcal{N}_\kappa - \alpha_0 \).

**Proof.** On account of Proposition 6.1 (3), \( (\tilde{\delta}^\kappa_{\alpha_0}, \tilde{\mathcal{F}}^\kappa) \) is the perturbed Dirichlet form of \( (\tilde{\delta}, \tilde{\mathcal{F}}) \) by \( \kappa := \kappa + \alpha_0 \cdot \mu \in \mathcal{S} \). Hence \( (\tilde{\delta}^\kappa, \tilde{\mathcal{F}}^\kappa) \) is a quasi-regular Dirichlet form on \( L^2(F, \mu) \). That completes the proof. □

The following example recovering [8] §4 is related to the classical Robin boundary condition for the Laplacian on \( \Omega \).
Example 6.5. Adopt the notations in §5 and consider $\mathcal{F} = H^1(\Omega)$ and $\mathcal{E}(u,v) := \frac{1}{2}D(u,v)$ for $u, v \in \mathcal{F}$ on $L^2(\Omega)$. Take $\kappa := \beta \cdot \sigma$ with $\beta \in L^\infty(\Gamma)$.

It is easy to verify that $(\mathcal{E}^\kappa, \mathcal{F}^\kappa)$ is a lower bounded closed form on $L^2(\Omega)$ and its generator on $L^2(\Omega)$ is the so-called Robin Laplacian on $\Omega$:

$$D(\Delta_\beta) := \{ u \in H^1(\Omega) : \Delta u \in L^2(\Omega) \text{ and } \frac{1}{2} \partial_n u + \beta \cdot u |_{\Gamma} = 0 \},$$

$$\Delta_\beta u := \frac{1}{2} \Delta u, \quad u \in D(\Delta_\beta).$$

(6.1)

In addition, the trace form $(\mathcal{E}^\kappa, \mathcal{F}^\kappa)$ is a lower bounded closed form on $L^2(\Gamma)$ whose generator is $-\mathcal{N}_\kappa$. One can verify that $\mathcal{N}_\kappa$ is identified with

$$\mathcal{D}(\mathcal{N}_\beta) := \mathcal{D}(D),$$

$$\mathcal{N}_\beta \varphi := \frac{1}{2} \partial_n u + \beta \cdot \varphi, \quad \varphi \in \mathcal{D}(\mathcal{N}_\beta),$$

where $D$ is the classical DN operator and $u$ is the harmonic extension of $\varphi$ appearing in Definition 2.5. Note that $\mathcal{N}_\beta$ is what is concerned with in §5 §4.

The probabilistic counterpart of $\mathcal{N}_\beta$ obtained in Corollary 6.2 can be described as follows. Take a constant $\alpha_0 \geq ||\beta^-||_{L^\infty(\Gamma)}$ where $\beta^- := -(0 \wedge \beta)$. Set $\tilde{\kappa} := \kappa + \alpha_0 \cdot \sigma \in \mathbb{S}$ and let $X^\kappa$ be the subprocess of $X$ killed by the PCAF corresponding to $\tilde{\kappa}$. Then $-\mathcal{N}_\beta - \alpha_0$ is the $L^2$-generator of the time changed process $\tilde{X}^\kappa$ of $X^\kappa$ by the PCAF corresponding to $\sigma$.

Note incidentally that the $L^2$-semigroup associated with $\mathcal{N}_\beta$ is irreducible due to the irreducibility of $(\mathcal{E}, \mathcal{F})$. Mimicking Theorem 4.11, one can obtain that $\mathcal{N}_\beta$ admits a strictly positive ground state, i.e. $\mathcal{N}_\beta h_\beta = \lambda_1^\beta h_\beta$ where $\lambda_1^\beta = \min \sigma(\mathcal{N}_\beta)$ is a simple eigenvalue and $h_\beta \in L^2(\Gamma), h_\beta > 0$, $\sigma$-a.e. In addition the analogous results of Theorem 4.12 holds true for $\mathcal{N}_\beta$. Particularly $\lambda_1^\beta + \alpha_0 \geq 0$ and $h_\beta \in \mathbb{E}^+_{-\lambda_1^\beta} \subset \mathbb{E}^+_{\alpha_0}$. Let $(\mathcal{E}^\kappa_{0, h_\beta}, \mathcal{F}^\kappa_{0, h_\beta})$ be the $h$-transform of $(\mathcal{E}^\kappa_{0}, \mathcal{F}^\kappa_{0})$ with $h = h_\beta$. Then $(\mathcal{E}^\kappa_{0, h_\beta}, \mathcal{F}^\kappa_{0, h_\beta})$ is a quasi-regular and irreducible symmetric Dirichlet form on $L^2(\Gamma, h_\beta \sigma)$, whose associated Markov process is the $h$-transform of $\tilde{X}^\kappa$ with $h = h_\beta$ as studied in, e.g., [41].

6.4. Calderón’s problem. Finally, we turn to give some remarks on the Calderón’s problem related to $(\mathcal{E}, \mathcal{F})$. It is an inverse problem considering whether one can determine the perturbation if knowing the trace information on certain boundary; see Appendix E. The following result states that if the perturbation is supported on boundary, then the uniqueness for the Calderón’s problem holds true.

Theorem 6.6. Take $\kappa_i \in \mathbb{S} - \mathbb{S}$ such that $|\kappa_i|(G) = 0$ for $i = 1, 2$ and let $(\mathcal{E}^\kappa_i, \mathcal{F}^\kappa_i)$ be the trace form of $(\mathcal{E}^\kappa, \mathcal{F}^\kappa)$. Then $(\mathcal{E}^\kappa_1, \mathcal{F}^\kappa_1) = (\mathcal{E}^\kappa_2, \mathcal{F}^\kappa_2)$ implies $\kappa_1 = \kappa_2$.

Proof. Note that $\mathcal{F}^\kappa_1 = \mathcal{F}^\kappa_2$ and Proposition 6.1 (3) imply that

$$\mathcal{G} := \mathcal{F} \cap L^2(F, |\kappa_1|) \quad \text{and} \quad \mathcal{G} := \mathcal{F} \cap L^2(F, |\kappa_2|) = \mathcal{F} \cap L^2(F, |\kappa_1| + |\kappa_2|).$$

Take $\varphi, \phi \in \mathcal{G}$. It follows from $\mathcal{E}^\kappa_1(\varphi, \phi) = \mathcal{E}^\kappa_2(\varphi, \phi)$ that

$$\mathcal{E}(\varphi, \phi) + \int_F \varphi \phi d(\kappa_1^+ + \kappa_2^+) = \mathcal{E}(\varphi, \phi) + \int_F \varphi \phi d(\kappa_1^- + \kappa_2^-).$$

(6.2)

Set $\tilde{\kappa}_1 := \kappa_1^+ + \kappa_2^+$ and $\tilde{\kappa}_2 := \kappa_1^- + \kappa_2^-$. Then $\tilde{\kappa}_1, \tilde{\kappa}_2 \in \mathbb{S}$. Denote by $(\mathcal{E}^\tilde{\kappa}_1, \mathcal{F}^\tilde{\kappa}_1)$ the perturbed Dirichlet form of $(\mathcal{E}, \mathcal{F})$ by $\tilde{\kappa}_i$ for $i = 1, 2$. Clearly, $\mathcal{G} \subset \mathcal{F}^\kappa_1 \cap \mathcal{F}^\kappa_2$. We
claim that $\mathcal{G}$ is $\delta\tilde{k}^{-}$-dense in $\mathcal{F}_{\tilde{k}^{-}}$. To accomplish this, using [17] Theorem 2.2.4 we can take an $\delta^{-}$-nest $\{F_{n}: n \geq 1\}$ such that $|\kappa_{1}|(F_{n}) + |\kappa_{2}|(F_{n}) < \infty$. Then

$$\mathcal{G} := \bigcup_{n \geq 1} b_{\mathcal{F}} F_{n} \subset \mathcal{G},$$

where $b_{\mathcal{F}} F_{n}$ is the family of all bounded functions in $\mathcal{F}_{F_{n}} = \{u \in \mathcal{F}: u = 0, b_{\mathcal{F}}$-q.e. on $F_{n}\}$. On account of [13, Theorem 5.1.4], $\{F_{n}: n \geq 1\}$ is also an $\delta\tilde{k}^{-}$-nest. Hence $\mathcal{G}$ as well as $\mathcal{G}$ is $\delta\tilde{k}^{-}$-dense in $\mathcal{F}_{\tilde{k}^{-}}$. This assertion, together with (6.2), tells us that $(\delta\tilde{k}^{-}, \mathcal{F}_{\tilde{k}^{-}}) = (\delta\tilde{k}^{2}, \mathcal{F}_{\tilde{k}^{2}})$. Eventually applying the Beurling-Deny formula to them, we get $\tilde{k}_{1} = \tilde{k}_{2}$. Therefore $\kappa_{1} = \kappa_{2}$. That completes the proof.

\[\square\]

APPENDIX A. PERTURBATIONS OF DIRICHLET FORMS

Let $(\mathcal{E}, \mathcal{F})$ be a regular Dirichlet form on $L^{2}(E, m)$ and $\kappa := \kappa^{+} - \kappa^{-} \in S - S$. Denote by $A^{\kappa^{\pm}} := (A^{\kappa^{\pm}})_{t \geq 0}$ the PCAF corresponding to $\kappa^{\pm}$ and set $A^{\kappa} := A^{\kappa^{+}} - A^{\kappa^{-}}$.

**Definition A.1.** Let $\kappa = \kappa^{+} - \kappa^{-} \in S - S$. The following quadratic form

$$\mathcal{E}^{\kappa}(u, v) := \mathcal{E}(u, v) + \int_{E} uv d\kappa^{-} - \int_{E} uv d\kappa^{+}, \quad u, v \in \mathcal{F}^{\kappa}$$

is called the perturbation of $(\mathcal{E}, \mathcal{F})$ by $\kappa$.

When $\kappa \in S$ (i.e. $\kappa^{-} = 0$), $(\mathcal{E}^{\kappa}, \mathcal{F}^{\kappa})$ is a quasi-regular Dirichlet form on $L^{2}(E, m)$ associated with the subprocess of $X$ obtained by killing by $A^{\kappa}$; see, e.g., [13 §5.1]. Meanwhile it is also called the perturbed Dirichlet form of $(\mathcal{E}, \mathcal{F})$ by $\kappa$. In general if $\kappa^{-} \neq 0$, then $(\mathcal{E}^{\kappa}, \mathcal{F}^{\kappa})$ is not necessarily closed. The following definition gives a well-known sufficient condition for the closedness of $(\mathcal{E}^{\kappa}, \mathcal{F}^{\kappa})$.

**Definition A.2.** Let $\kappa = \kappa^{+} - \kappa^{-} \in S - S$. Then $\kappa^{-}$ is called $\mathcal{E}^{\kappa^{+}}$-form bounded (with $\mathcal{E}^{\kappa^{+}}$-form bound less than 1) if $L^{2}(E, \kappa^{-}) \subset \mathcal{F}^{\kappa^{+}}$ and there exist constants $0 \leq \delta < 1$ and $C_{\delta} \geq 0$ such that

$$\int_{E} u^{2} d\kappa^{-} \leq \delta \cdot \mathcal{E}^{\kappa^{+}}(u, u) + C_{\delta} \int_{E} u^{2} dm, \quad \forall u \in \mathcal{F}^{\kappa^{+}}. \quad (A.1)$$

The infimum of all possible constants $\delta$ for which the inequality holds is called the $\mathcal{E}^{\kappa^{+}}$-bound of $\kappa^{-}$.

**Remark A.3.** A famous family of smooth measures that are $\mathcal{E}$-form bounded (clearly also $\mathcal{E}^{\kappa^{+}}$-form bounded for any $\kappa^{+} \in S$) is the so-called extended Kato class containing $\{V \cdot m : V \in pL^{\infty}(E, m)\}$; see, e.g., [12-20].

Clearly if $\kappa^{-}$ is $\mathcal{E}^{\kappa^{+}}$-form bounded, then $(\mathcal{E}^{\kappa}, \mathcal{F}^{\kappa})$ is a lower bounded symmetric closed form in the sense that $(\mathcal{E}^{\alpha_{0}, \kappa}, \mathcal{F}^{\kappa})$ for $\alpha_{0} = C_{\delta}$ appearing in (A.1) is a non-negative symmetric closed form on $L^{2}(E, m)$. Meanwhile $\mathcal{F}^{\kappa} = \mathcal{F} \cap L^{2}(E, \kappa^{+})$ and the $L^{2}$-semigroup of $(\mathcal{E}^{\kappa}, \mathcal{F}^{\kappa})$ is the so-called Feymann-Kac semigroup

$$P_{t}^{\kappa} f(x) = E_{x} \left[ e^{-A_{t}^{\kappa} f(X_{t})} \right]$$

satisfying $\|P_{t}^{\kappa} f\|_{L^{2}(E, m)} \leq e^{\alpha_{0} t} \|f\|_{L^{2}(E, m)}$, whose generator is upper semi-bounded and self-adjoint on $L^{2}(E, m)$.
APPENDIX B. DIRECT SUM DECOMPOSITION FOR PERTURBATION OF DIRICHLET FORMS

Adopt the same notations as in Appendix A. Assume that $\kappa^-$ is $\mathcal{E}^+\kappa$-form bounded, so that $(\mathcal{E}^\kappa, \mathcal{F}^\kappa)$ is lower bounded and closed on $L^2(E, m)$. In this appendix we set up the analogue of (2.1) for $(\mathcal{E}^\kappa, \mathcal{F}^\kappa)$.

Take a quasi closed set $F \subset E$ with respect to $\mathcal{E}$ and set $G = E \setminus F$. Set further
\[ \mathcal{F}_e^\kappa := \mathcal{F}_{e} \cap L^2(E, |\kappa|), \quad \mathcal{F}_{e}^\kappa, G := \{u \in \mathcal{F}_e^\kappa : u = 0, \mathcal{E}\text{-q.e. on } F\} \]
and
\[ \mathcal{H}_F^\kappa := \{u \in \mathcal{F}_e^\kappa : \mathcal{E}^\kappa(u, v) = 0, \forall v \in \mathcal{F}_e^\kappa\}. \]

Write $\mathcal{F}^\kappa, G := \mathcal{F}^\kappa, G \cap L^2(G, m|_G)$ and $\mathcal{E}^\kappa, G(u, v) := \mathcal{E}^\kappa(u, v)$ for $u, v \in \mathcal{F}^\kappa, G$. Note that $(\mathcal{E}^\kappa, G, \mathcal{F}^\kappa, G)$ is lower bounded and closed on $L^2(G, m|_G)$. Denote the $L^2$-generator of $(\mathcal{E}^\kappa, G, \mathcal{F}^\kappa, G)$ by $\mathcal{L}_{e} , G$. The spectrum of $\mathcal{L}_{e} , G$ is denoted by $\sigma(\mathcal{L}_{e} , G)$.

**Lemma B.1.** Assume that $0 \notin \sigma(\mathcal{L}_{e} , G)$. Then it holds
\[ \mathcal{F}^\kappa = \mathcal{F}^\kappa, G \oplus \mathcal{H}_F^\kappa, \quad \text{(B.1)} \]
where $\mathcal{H}_F^\kappa := \{u \in \mathcal{F}_e^\kappa : \mathcal{E}^\kappa(u, v) = 0, \forall v \in \mathcal{F}_e^\kappa\}$. Particularly, if $\mathcal{F}^\kappa, G \subset L^2(G, m|_G)$, then
\[ \mathcal{F}_e^\kappa = \mathcal{F}^\kappa, G \oplus \mathcal{H}_F^\kappa, \quad \text{(B.2)} \]

**Proof.** Note that $\mathcal{F}^\kappa, G$ is a Hilbert space under the inner produce $\mathcal{E}^\kappa_{|G}(u, v) := \mathcal{E}(u, v) + \int_E uv d(m + |\kappa|)$. Denote by $(\mathcal{F}^\kappa, G)'$ the family of all continuous linear functionals on $\mathcal{F}^\kappa, G$. Consider an operator
\[ (\mathcal{A} u, v) := \mathcal{E}^\kappa(u, v), \quad \forall v \in \mathcal{F}^\kappa, G. \]
It is easy to verify that $L^2(G, m|_G)$ is continuously embedded in $(\mathcal{F}^\kappa, G)'$, i.e. for any $f \in L^2(G, m|_G), I_f : y \mapsto \int_G f y d(m|_G)$ defines a continuous linear functional on $\mathcal{F}^\kappa, G$ and $\|I_f\|_{(\mathcal{F}^\kappa, G)'} \leq \|f\|_{L^2(G, m|_G)}$. In addition, the part $\mathcal{A}_0$ of $\mathcal{A}$ in $L^2(G, m|_G)$, i.e. $\mathcal{D}(\mathcal{A}_0) := \{u \in \mathcal{D}(\mathcal{A}) \cap L^2(G, m|_G) : \mathcal{A} u \in L^2(G, m|_G)\}, \mathcal{A}_0 u := \mathcal{A} u$, is identified with $-\mathcal{L}_{e} , G$. Applying [2 Proposition 3.10.3], we get that $\sigma(\mathcal{A}) = \sigma(-\mathcal{L}_{e} , G)$. Since $0 \notin \sigma(-\mathcal{L}_{e} , G) = \sigma(\mathcal{A})$, it follows that $\mathcal{A}$ is invertible.

Take $u \in \mathcal{F}_e^\kappa$. Set $F_u(v) := \mathcal{E}^\kappa(u, v)$ for any $v \in \mathcal{F}^\kappa, G$. It is easy to verify that $F_u \in (\mathcal{F}^\kappa, G)'$. Since $\mathcal{A}$ is invertible, there exists $u_1 \in \mathcal{F}^\kappa, G$ such that $F_u = \mathcal{E}^\kappa(u_1, \cdot)$. Let $u_2 := u - u_1 \in \mathcal{F}_e^\kappa$. Then $\mathcal{E}^\kappa(u_2, v) = F_u(v) - \mathcal{E}^\kappa(u_1, v) = 0$ for any $v \in \mathcal{F}^\kappa, G$. This implies $u_2 \in \mathcal{H}_F^\kappa$. In addition, $0 \notin \sigma(\mathcal{L}_{e} , G)$ also leads to $\mathcal{F}^\kappa, G \cap \mathcal{H}_F^\kappa = \{0\}$, because any $u \in \mathcal{F}^\kappa, G \cap \mathcal{H}_F^\kappa$ satisfies $\mathcal{L}_{e} , G u = 0$.

If $\mathcal{F}^\kappa, G \subset L^2(G, m|_G)$, then $\mathcal{F}^\kappa, G = \mathcal{F}^\kappa, G$. For $u \in \mathcal{F}_e^\kappa$, we still have that $F_u = \mathcal{E}^\kappa(u, \cdot) \in (\mathcal{F}^\kappa, G)'$. Hence there exists $u_1 \in \mathcal{F}^\kappa, G = \mathcal{F}^\kappa, G$ such that $F_u = \mathcal{E}^\kappa(u_1, \cdot)$. It follows that $u_2 := u - u_1 \in \mathcal{F}_e^\kappa$ and $\mathcal{E}^\kappa(u_2, v) = 0$ for any $v \in \mathcal{F}^\kappa, G = \mathcal{F}^\kappa, G$. Particularly, $u_2 \in \mathcal{H}_F^\kappa$. On the other hand,
\[ \mathcal{F}_e^\kappa, G \cap \mathcal{H}_F^\kappa = \mathcal{F}^\kappa, G \cap \mathcal{H}_F^\kappa = \mathcal{F}^\kappa, G \cap \mathcal{H}_F^\kappa = \{0\}. \]
That completes the proof. \(\square\)
APPENDIX C. IRREDUCIBILITY OF LOWER BOUNDED CLOSED FORMS

Let \((\mathcal{E}, \mathcal{F})\) be a lower bounded symmetric closed form on \(L^2(E, m)\), i.e. there exists a constant \(c_0 \geq 0\) such that \((\mathcal{E}_{\alpha}, \mathcal{F})\) is a non-negative symmetric closed form on \(L^2(E, m)\). Let \((T_t)_{t \geq 0}\) be the \(L^2\)-semigroup associated with \((\mathcal{E}, \mathcal{F})\).

**Definition C.1.**  
1. The semigroup \((T_t)_{t \geq 0}\) is positive if \(T_tf \in pL^2(E, m)\) for all \(t \geq 0\) and \(f \in pL^2(E, m)\). It is called irreducible if for every \(t > 0\) and non-zero function \(f \in pL^2(E, m)\), we have \(T_tf(x) > 0\) for \(m\)-a.e. \(x \in E\).
2. A subset \(A \subset E\) is called invariant if \(1_{A^c} \cdot T_t(f1_A) = 0\), \(m\)-a.e. for any \(t \geq 0\) and \(f \in L^2(E, m)\).

There are several equivalent conditions on \((\mathcal{E}, \mathcal{F})\) to the positivity of \((T_t)_{t \geq 0}\). For example, it is equivalent to

\[
    f \in \mathcal{F} \implies f^+ + f^- \in \mathcal{F} \quad \text{and} \quad \mathcal{E}(f^+, f^-) \leq 0, \tag{C.1}
\]

where \(f^+ := f \lor 0\) and \(f^- := f^+ - f\); see, e.g., [21] for other equivalent conditions.

**Theorem C.2.** Assume that \((T_t)_{t \geq 0}\) is positive. The following are equivalent:

1. \(A \subset E\) is invariant;
2. \(f1_A \in \mathcal{F}\) and \(\mathcal{E}(f1_A, f1_{A^c}) \geq 0\) for all \(f \in \mathcal{F}\);
3. \(f1_A \in \mathcal{F}\) and \(\mathcal{E}(f1_A, f1_{A^c}) = 0\) for all \(f \in \mathcal{F}\);
4. \(f1_A \in \mathcal{F}\) and \(\mathcal{E}(f, f) = \mathcal{E}(f1_A, f1_A) + \mathcal{E}(f1_{A^c}, f1_{A^c})\) for all \(f \in \mathcal{F}\).

Further, \((T_t)_{t \geq 0}\) is irreducible, if and only if \(m(A) = 0\) or \(m(A^c) = 0\) for any invariant set \(A \subset E\).

**Proof.** The equivalence between (1) and (2) and the characterization for the irreducibility of \((T_t)_{t \geq 0}\) are the consequences of [23, Theorems 2.9 and 2.10]. Clearly, (3) and (4) are equivalent, and (3) implies (2). Now suppose that (2) holds. Then for \(f \in \mathcal{F}\), \(u := f1_A - f1_{A^c} \in \mathcal{F}\) and \(\mathcal{E}(u1_A, u1_{A^c}) \geq 0\), which amounts to

\[
    \mathcal{E}(f1_A, f1_{A^c}) \geq 0.
\]

Therefore \(\mathcal{E}(f1_A, f1_{A^c}) = 0\) and (3) holds true. That completes the proof.

In view of this theorem, when \((\mathcal{E}, \mathcal{F})\) is a Dirichlet form, the irreducibility of \((T_t)_{t \geq 0}\) coincides with that of \((\mathcal{E}, \mathcal{F})\); see, e.g., [17] §1.6.

APPENDIX D. QUASI-REGULAR POSITIVITY PRESERVING (SYMMETRIC) COERCIVE FORMS

In this appendix we review the basic conceptions about quasi-regular positivity preserving (symmetric) coercive forms raised in [21]. Note that only symmetric cases are under consideration in our paper.

Let \((\mathcal{E}, \mathcal{F})\) be a non-negative symmetric closed form on \(L^2(E, m)\), whose associated \(L^2\)-semigroup \((T_t)_{t \geq 0}\) is positive in the sense of Definition C.1. This positivity preserving property amounts to [21]. Meanwhile \((\mathcal{E}, \mathcal{F})\) is also called a positivity preserving (symmetric) coercive form. For a closed set \(F \subset E\), we set

\[
    \mathcal{F}_F := \{u \in \mathcal{F} : u = 0, \text{ m.a.e. on } E \setminus F\}.
\]

Then an increasing sequence \(\{F_n : n \geq 1\}\) of closed subsets of \(E\) is called an \(\mathcal{E}\)-nest if \(\bigcup_{n \geq 1} \mathcal{F}_{F_n}\) is \(\mathcal{E}_1\)-dense in \(\mathcal{F}\). A subset \(N \subset E\) is called \(\mathcal{E}\)-polar if \(N \subset \bigcap_{n \geq 1}(E \setminus F_n)\).
Theorem D.2. A positivity preserving (symmetric) coercive form \((\mathcal{E}, \mathcal{F})\) is called quasi-regular if:

(i) There exists an \(\mathcal{E}\)-nest \(\{K_n : n \geq 1\}\) consisting of compact sets.

(ii) There exists an \(\mathcal{E}\)-dense subset of \(\mathcal{F}\) whose elements have \(\mathcal{E}\)-quasi-continuous \(m\)-versions.

(iii) There exist \(u_n \in \mathcal{F}, \ n \in \mathbb{N}\), having \(\mathcal{E}\)-quasi-continuous \(m\)-versions \(\tilde{u}_n, \ n \in \mathbb{N}\), and an \(\mathcal{E}\)-polar set \(N \subset E\) such that \(\{\tilde{u}_n : n \in \mathbb{N}\}\) separates the point of \(E \setminus N\).

(iv) There exists an \(\mathcal{E}\)-q.e. strictly positive \(\mathcal{E}\)-quasi-continuous \(m\)-version \(h\) of an \(\alpha\)-excessive function in \(\mathcal{F}\) for some \(\alpha \in (0, \infty)\).

Let \(h \in L^2(E, m), h > 0, m\text{-a.e.}\) Define

\[ \mathcal{E}^h := \{u \in L^2(E, h^2 \cdot m) : uh \in \mathcal{F}\}, \]

\[ \mathcal{E}^h(u, v) := \mathcal{E}(uh, vh), \quad u, v \in \mathcal{E}^h, \]

called the \(h\)-transform of \((\mathcal{E}, \mathcal{F})\). The following theorem is taken from [21] Theorem 4.14. The Markov process associated with the \(h\)-transform \((\mathcal{E}^h, \mathcal{F}^h)\) in this theorem is called \(h\)-associated with \((\mathcal{E}, \mathcal{F})\).

Theorem D.2. A positivity preserving (symmetric) coercive form \((\mathcal{E}, \mathcal{F})\) on \(L^2(E, m)\) is quasi-regular if and only if for one (hence every) \(m\text{-a.e.}\) strictly positive function \(h \in \mathcal{F}\), which is \(\alpha\)-excessive for some \(\alpha > 0\), there exists an \(\mathcal{E}\)-q.e. strictly positive \(\mathcal{E}\)-quasi-continuous \(m\)-version \(h\) and the corresponding \(h\)-transform \((\mathcal{E}^h, \mathcal{F}^h)\) is a quasi-regular symmetric Dirichlet form.

We give a simple but useful sufficient condition for the quasi-regularity of \((\mathcal{E}, \mathcal{F})\).

**Lemma D.3.** Let \((\mathcal{E}', \mathcal{F}')\) be a quasi-regular symmetric Dirichlet form on \(L^2(E, m)\). Assume that

\[ \mathcal{F}' = \mathcal{F}, \quad \mathcal{E}'_1(u, u) \leq C \mathcal{E}'_1(u, u), \forall u \in \mathcal{F}, \quad (D.1) \]

for some constant \(C > 0\). Then \((\mathcal{E}, \mathcal{F})\) is quasi-regular.

**Proof.** The condition \((D.1)\) implies that an \(\mathcal{E}\)-nest is also an \(\mathcal{E}\)-nest. Hence an \(\mathcal{E}'\)-polar set is also \(\mathcal{E}\)-polar and an \(\mathcal{E}'\)-quasi-continuous function is also \(\mathcal{E}\)-quasi-continuous. On account of the quasi-regularity of \((\mathcal{E}', \mathcal{F}')\), one can easily verify that Definition\([D.1]-iii\) and \([21] (4.8)\) are satisfied by \((\mathcal{E}, \mathcal{F})\). Take \(\varphi \in L^2(E, m)\) with \(\varphi > 0, m\text{-a.e.}\), and set \(u := \int_0^{\infty} e^{\alpha t} T_e \varphi dt\). Then \(u\) is \(\alpha\)-excessive and \(u > 0, m\text{-a.e.}\) due to [21] Lemma 3.6. Note that \(u \in \mathcal{F} = \mathcal{F}'\). Thus \(u\) admits an \(\mathcal{E}'\)-quasi-continuous \(m\)-version \(\tilde{u}\), which is also \(\mathcal{E}\)-quasi-continuous. Clearly \(u \leq \tilde{u}, m\text{-a.e.}\). Consequently, [21] Assumption 4.6] is satisfied by \((\mathcal{E}, \mathcal{F})\). In view of [21] Proposition 4.11], we can eventually conclude the quasi-regularity of \((\mathcal{E}, \mathcal{F})\). \(\square\)
Theorem E.2. Consider a bounded domain \( \Omega \subset \mathbb{R}^d \), \( d \geq 3 \), with smooth boundary. Let \( V_i \in L^\infty(\Omega) \) for \( i = 1, 2 \). If \( C_{V_1} = C_{V_2} \), then \( V_1 = V_2 \).

Proof. Take \((\varphi, f) \in C_{V_1} = C_{V_2}\). For \( i = 1, 2 \), let \( u_i \in H^{3/2}(\Omega) \) such that \( u_i|_{\Gamma} = \varphi \) and \( \frac{1}{2}\Delta u_i - V_i u_i = 0 \) as in Lemma E.1. We assert that

\[
\int_{\Omega} (V_1 - V_2) u_1 u_2 dx = 0. \tag{E.5}
\]

In fact, it follows from (E.3) that for any \( v \in H^1(\Omega) \),

\[
\frac{1}{2} \int \nabla u_i \nabla v dx + \int_{\Omega} u_i(x)v(x)V_i(x)dx = \int_{\Gamma} f \operatorname{Tr}(v) d\sigma.
\]
Theorem E.3. Consider taking $v = u_2$ for $i = 1$ and $v = u_1$ for $i = 2$, we get

$$
\frac{1}{2} \int_\Omega \nabla u_1 \nabla u_2 dx + \int_\Omega u_1(x)u_2(x)V_1(x)dx = \int_\Gamma f \varphi d\sigma
$$

and

$$
\frac{1}{2} \int_\Omega \nabla u_2 \nabla u_1 dx + \int_\Omega u_2(x)u_1(x)V_2(x)dx = \int_\Gamma f \varphi d\sigma.
$$

Hence (E.5) holds.

The conclusion $V_1' = V_2$ can be obtained as follows: Note that the restrictions of the functions appearing in (E.7) (with $q_i = V_i$) to $\Omega$ belong to $H^2(\Omega) \subset H^{3/2}(\Omega)$. Particularly, by means of (E.2), (E.5) holds for $u_1, u_2$ of the form (E.7) (18). Hence $V_1 = V_2$ follows from the same argument as that in the proof of [34, Theorem 2.5].

Regarding the two-dimensional case, Bukhgeim [11] obtains $V_1 = V_2$ under a slightly different condition to $C_{V_1} = C_{V_2}$; see [11] Theorem 2.1.

Theorem E.3. Consider $d = 2$ and $\Omega = \mathbb{D} = \{ x : |x| < 1 \}$. Let $V_i \in L^\infty(\Omega)$ for $i = 1, 2$. Set for $i = 1, 2$ and $2 < p \leq \infty$,

$$
\tilde{C}_{V_i,p} = \left\{ (u|_\Gamma, \frac{1}{2} \partial_n u) : u \in W^{2,p}(\Omega), -\frac{1}{2} \Delta u + V_i u = 0 \right\}.
$$

If $\tilde{C}_{V_i,p} = \tilde{C}_{V_{2,p}}$ for some $2 < p \leq \infty$, then $V_1 = V_2$.

Remark E.4. Note that $W^{2,p}(\Omega) \subset H^{3/2}(\Omega)$ for $p > 2$. Hence $\tilde{C}_{V_i,p} \subset C_{V_i}$.
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