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Abstract

The Barnich–Troessaert bracket is a proposal for a modified Poisson bracket on the covariant phase space for general relativity. The new bracket allows us to compute charges, which are otherwise not integrable. Yet there is a catch. There is a clear prescription for how to evaluate the new bracket for any such charge, but little is known how to extend the bracket to the entire phase space. This is a problem, because not every gravitational observable is also a charge. In this paper, we propose such an extension. The basic idea is to remove the radiative data from the covariant phase space. This requires second-class constraints. Given a few basic assumptions, we show that the resulting Dirac bracket on the constraint surface is nothing but the BT bracket. A heuristic argument is given to show that the resulting constraint surface can only contain gravitational edge modes.
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1. Introduction

At null infinity, there is no conserved mass, because gravitational radiation carries energy [1–5]. An immediate consequence of this simple observation is that the BMS supertranslations are not integrable on the covariant phase space [6–10]. If $\Omega_M(\cdot, \cdot)$ is the (vastly degenerate) pre-symplectic two-form for a partial Cauchy surface $M$ that intersects $\mathcal{I}^+$ at a cross section $\partial M = \mathcal{E} \subset \mathcal{I}^+$, the relevant equation reads

$$
\Omega_M(\mathcal{L}_\xi, \delta) = \frac{1}{8\pi G} \int_{\mathcal{E}} \xi^a k_a \left[ \kappa(\ell) \delta \varepsilon - \frac{1}{2} \theta(\ell) \delta \varepsilon - \varepsilon \delta \theta(\ell) 
- i \sigma(\ell) \bar{m} \wedge \delta \bar{m} + i \bar{\sigma}(\ell) m \wedge \delta m \right] \neq -\delta [Q_\xi],
$$

(1)
where $\xi^a$ is a BMS supertranslation, $\ell^a$ denotes a null generator of $\mathcal{J}^+$, $\kappa(\ell)$ is its non-affinity, and $m_a, \bar{m}_a$ is a $U(1)$ dyad on the null surface, such that $2 m_a \bar{m}_b$ is the pull-back of the spacetime metric $\bar{g}_{ab}$ to the null boundary. The canonical area element is $\varepsilon = -i m \wedge \bar{m}$, and $\vartheta(\ell)$ and $\sigma(\ell)$ are the shear and expansion of the null generator, while the one-form $k_a$ is dual to it, i.e. $k_a \ell^a = -1$. Equation (1) holds for generic null surfaces [11–13]. Taking into account the fall-off and gauge-fixing conditions on $\mathcal{J}^+$, the terms that are responsible for the non-integrability of $Q_\xi$ are only contained in the second line, which depends on the time derivative $\dot{\sigma}(0)(u, z, \bar{z})$ of the asymptotic shear via $\sigma(\ell) = -\dot{\sigma}(0)(u, z, \bar{z})/r + O(r^{-2})$, see e.g. [12].

To compute the charges from the pre-symplectic two-form, we have to relax the requirement that $Q_\xi$ is the Hamiltonian generator of the desired symmetries. This can be achieved by adding a counter term, which depends on the symplectic current $J_{rad}$ of the radiative modes. This counter term was identified by Wald and Zoupas in [10]. Computing the resulting charge amounts to integrating the equation

$$
\delta [Q_\xi] = -\Omega_M (\xi, \delta) + \oint_{\partial M} \xi \wedge J_{rad} (\delta),
$$

(2)

for all linearised solutions $\delta[\cdot]$ on the covariant phase space. More recent results have given prescriptions to extend these definitions to finite domains, see [12–15]. Equation (2) defines a charge, but now we face the problem that we cannot use covariant phase space methods to compute the resulting commutation relations $\{Q_\xi, Q_{\xi'}\}$, because the Hamiltonian vector field of $Q_\xi$, so it exists, does not coincide with the Lie derivative $\mathcal{L}_\xi$.

A proposal to resolve this issue was given by Barnich and Troessaert, who introduced a new bracket [16–18]. On the covariant phase space, it is defined as follows: if $J_{rad}$ denotes the symplectic current for the radiative modes at null infinity, the new bracket is given by

$$
\{Q_\xi, Q_{\xi'}\}_{TB} := \Omega_M (\xi, \xi') - \oint_{\partial M} \left[ \xi \wedge J_{rad} (\xi') - \xi' \wedge J_{rad} (\xi) \right].
$$

(3)

Now we have a new bracket, but by changing the bracket, we also change the phase space. Therefore, a new set of questions arises. What is the phase space for which the Barnich–Troessaert bracket defines a (non-degenerate) symplectic two-form? Furthermore, if $O$ and $O'$ denote Dirac observables of the gravitational field, such as those defined in e.g. [19–22], what are their commutation relations with respect to the new bracket, i.e. what is $\{O, O'\}_{TB}$ for generic Dirac observables $O$ and $O'$?

In this note, we will reflect on these questions. Our main message will be that the Barnich–Troessaert bracket should be understood as an ordinary Dirac bracket for a large (in fact infinite) number of second-class constraints. The role of the second-class constraints is to simply remove the radiative data from the covariant phase space on a partial Cauchy surface $M$ and replace them by auxiliary background fields ($c$-numbers). The resulting reduced phase space, which is now indexed by the background fields, is the phase space of gravitational edge modes alone. A different and more algebraic perspective is given in [23].

2. Covariant phase space and bulk-boundary dynamics

To begin with, let us first clarify the problem in full generality. The analysis will be based on covariant phase space methods for manifolds with boundaries [6–10, 12, 24, 25]. The general set up is a field theory on a $d$-dimensional manifold $\mathcal{M}$ with a time-like or null boundary. Typically, its topology is that of an infinite\(^1\) cylinder, i.e. $\mathcal{N} = S^{d-2} \times \mathbb{R}$, $\partial \mathcal{M} = \mathcal{N}$. The bulk and boundary

\(^1\)This is in slight derogation from figure 1, where the null surface $\mathcal{N}$ has itself a boundary.
Figure 1: Setup of the problem. We consider an asymptotically flat spacetime. The three-manifolds $M$ and $M_+$ are partial Cauchy hypersurfaces, which are bounded by consecutive cross sections $\mathcal{C} = \partial M$ and $\mathcal{C}_+ = \partial M_+$ of future null infinity $\mathcal{I}^+$. The null surface $\mathcal{N}$ is the portion of $\mathcal{I}^+$ between $\mathcal{C}$ and $\mathcal{C}_+$. We restrict ourselves to regions in phase space where $\mathcal{C}_+$ lies far enough ahead such that all radiation at $\mathcal{I}^+$ vanishes at and beyond the cross section $\mathcal{C}_+$. Care needs to be taken with orientations. Our conventions are as follows. The orientation of $\mathcal{N}$ is induced from the bulk, which is $\mathcal{M}$, whereas the orientation of the cross sections $\{\mathcal{C}, \mathcal{C}_+\}$ is induced from $M$ and $M_+$. The boundary of $\mathcal{M}$ is $\partial \mathcal{M} = M \cup M_+ \cup \mathcal{N}$.

The field equations are derived from the variation of an action, which will have the following general form

$$ S[\Phi, \varphi|\sigma] = \int_{\mathcal{M}} L[\Phi, d\Phi] + \int_{\mathcal{N}} l[\Phi, \varphi, d\varphi|\sigma], \quad (4) $$

where the $\mathbb{R}$-valued $d$-form $L[\Phi, d\Phi] \in \Omega^d(\mathcal{M} : \mathbb{R})$ is a Lagrangian in the bulk and $l[\Phi, \varphi, d\varphi|\sigma] \in \Omega^{d-1}(\mathcal{N} : \mathbb{R})$ is the boundary Lagrangian. The action (4) is a functional

$$ S : \mathcal{F}_{\text{kin}} \to \mathbb{R}; (\Phi, \varphi|\sigma) \mapsto S[\Phi, \varphi|\sigma], \quad (5) $$

on the space of kinematical histories, i.e. the space of bulk and boundary field configurations for $(\Phi, \varphi|\sigma)$. The basic configuration variables are $\Phi$ and $\varphi$, which are tensor-valued$^2$ differential forms, i.e. $\Phi \in \Omega|\Phi|(\mathcal{M} : \mathbb{V})$ and $\varphi \in \Omega|\varphi|(\mathcal{N} : \mathbb{W})$ that take values in some unspecified target spaces $\mathbb{V}$ and $\mathbb{W}$. The integer $|\Phi| = p$ is the degree of the $p$-form $\Phi$. The bulk and boundary Lagrangians depend only on the fields and their exterior derivatives. In the absence of a metric or other background structures, the only available derivative that can operate on a $p$-form and commutes with the pull-back is the exterior derivative, which is nilpotent, i.e. $d^2\Phi = 0$. Hence, no second derivatives can ever appear in our Lagrangian.$^3$ Besides the configuration variables, the action also depends on

---

$^2$In the following, all tensor indices are suppressed, and “$d$” denotes the exterior derivative.

$^3$Second derivatives can only appear by integrating out auxiliary fields. This happens when going from the Einstein–Palatini–Cartan action to the more familiar Einstein–Hilbert action, where we solve for the torsion-free condition and insert it back into the action.
external sources $\sigma$ (c-numbers or background fields), which are unspecified tensor-valued $p$-forms on the boundary. Both the bulk and boundary Lagrangians are local in all fundamental variables. Examples for such bulk and boundary actions in three and four spacetime dimensions are plentiful, see e.g. [12, 25–30] and references therein.

Since we are considering gravity, the action is diffeomorphism invariant. For all $\alpha \in \text{Diff}(\mathcal{M} : \mathcal{M})$, we thus have

\[
L[\alpha^* \Phi, d(\alpha^* \Phi)] = L[\Phi, \alpha^*(d\Phi)] \approx (\alpha^* L)[\Phi, d\Phi],
\]

\[
l[\alpha^* \Phi, \alpha^* \varphi, d(\alpha^* \varphi)|\alpha^* \sigma] = l[\Phi, \varphi, d\varphi|\sigma] = (\alpha^* l)[\Phi, \varphi, d\varphi|\sigma],
\]

where $\alpha^*$ denotes the pull-back.

To introduce the covariant Hamiltonian formalism, which equips $\mathcal{F}_{\text{kin}}$ with a pre-symplectic structure, it is useful to define the kinetic momenta

\[
\Pi_\Phi = d\Phi \in \Omega^{\Phi|+1}(\mathcal{M} : \mathcal{V}),
\]

\[
\pi_\varphi = d\varphi \in \Omega^{\varphi|+1}(\mathcal{M} : \mathcal{W}).
\]

The field equations follow from the variation of the action. If $\delta \in T\mathcal{F}_{\text{kin}}$ denotes a tangent vector (variation) on field space, we have

\[
\delta[L] = \text{Tr} \left[ \frac{\partial L}{\partial \Phi} \wedge \delta[\Phi] + \frac{\partial L}{\partial \Pi_\Phi} \wedge \delta[\Pi_\Phi] \right] = (\text{EOM})(\delta) + d[J_{\text{bulk}}(\delta)],
\]

where we defined the following one-forms on field space $\mathcal{F}_{\text{kin}}$, namely

\[
\text{EOM} = \text{Tr} \left[ \left( \frac{\partial L}{\partial \Phi} + (-1)^{d-|\Phi|} d \left( \frac{\partial L}{\partial \Pi_\Phi} \right) \right) \wedge d\Phi \right],
\]

\[
J_{\text{bulk}} = (-1)^{d-|\Phi|-1} \text{Tr} \left[ \frac{\partial L}{\partial \Pi_\Phi} \wedge d\Phi \right],
\]

and $d$ denotes the exterior derivative on the space of kinematical histories $\mathcal{F}_{\text{kin}}$. In the same way, we introduce the variation of the boundary Lagrangian,

\[
\delta[l] = \text{Tr} \left[ \frac{\partial l}{\partial \Phi} \wedge \delta[\Phi] + \frac{\partial l}{\partial \varphi} \delta[\varphi] + \frac{\partial l}{\partial \pi_\varphi} \delta[\pi_\varphi] + \frac{\partial l}{\partial \sigma} \delta[\sigma] \right] =
\]

\[
= (\text{eom})(\delta) - d[J_{\text{edge}}(\delta)] - J_{\text{glue}}(\delta) + J_{\text{source}}(\delta),
\]

where we introduced the following one-forms on field space

\[
\text{eom} = \text{Tr} \left[ \left( \frac{\partial l}{\partial \varphi} + (-1)^{d-1-|\varphi|} d \left( \frac{\partial l}{\partial \pi_\varphi} \right) \right) \wedge d\varphi \right],
\]

\[
J_{\text{glue}} = -\text{Tr} \left[ \frac{\partial l}{\partial \Phi} \wedge d\Phi \right],
\]

\[
J_{\text{source}} = -\text{Tr} \left[ \frac{\partial l}{\partial \sigma} \wedge d\sigma \right],
\]

\[
J_{\text{edge}} = (-1)^{d-1-|\varphi|} \text{Tr} \left[ \frac{\partial l}{\partial \pi_\varphi} \wedge d\varphi \right].
\]

---

4 We may assume that the bulk Lagrangian $L[\Phi, d\Phi]$ is invariant under diffeomorphisms only up to a total exterior derivative, but such exact forms should be reabsorbed into a redefinition of the boundary Lagrangian $l$.

5 The terminology is borrowed from electrodynamics. The kinetic momentum of a charged particle is its four-velocity $\dot{x}^\mu$, the canonical momentum, on the other hand is $p_\mu = m\dot{x}_\mu - eA_\mu(x)$, where $A_\mu$ is the vector potential.

6 N.B.: If $\Phi \in \Omega^{\Phi|}(\mathcal{M}, \mathcal{V})$ is a $\mathcal{V}$-valued differential form, the derivative $\frac{\partial}{\partial \Phi}$ defines a $(d - p)$-form that takes values in the dual vector space $\mathcal{V}^\ast$. Accordingly, the symbol $\text{Tr}$ denotes the natural pairing between elements of $\mathcal{V}$ and $\mathcal{V}^\ast$. 

---
At its saddle points, the coupled bulk plus boundary action is stationary under all variations \( \delta \in T\mathcal{F}_{\text{kin}} \) that satisfy the boundary conditions, which are now given by

\[
\int_{\mathcal{N}} J_{\text{source}}(\delta) = 0.
\]  

(18)

The resulting bulk and boundary field equations are EOM = 0, eom = 0 plus additional gluing conditions. The gluing conditions couple the boundary fields (i.e. \( \varphi \) and \( \sigma \)) to the pull-back (i.e. \( \alpha^{*}_{\partial} \Phi \)) of the configuration variables in the bulk. The solutions to the bulk and boundary field equations and gluing conditions define the space of physical histories \( \mathcal{F}_{\text{phys}} \hookrightarrow \mathcal{F}_{\text{kin}} \), where for all \( \delta \in T\mathcal{F}_{\text{kin}} \),

\[
(EOM)(\delta)|_{\mathcal{F}_{\text{phys}}} = 0,
\]

(19)

\[
(eom)(\delta)|_{\mathcal{F}_{\text{phys}}} = 0,
\]

(20)

\[
(\alpha^{*}_{\partial} J_{\text{bulk}})(\delta)|_{\mathcal{F}_{\text{kin}}} - J_{\text{glue}}(\delta)|_{\mathcal{F}_{\text{phys}}} = 0,
\]

(21)

where \( \alpha^{*}_{\partial} : T^{*}\mathcal{M} \rightarrow T^{*}\mathcal{N} \) denotes the pull-back of differential forms from the interior of the manifold to the boundary.

The pre-symplectic currents \( J_{\text{bulk}} \) and \( j_{\text{edge}} \) define the pre-symplectic potential, which, in turn, defines the pre-symplectic structure on the covariant phase space. Given a partial Cauchy surface \( \mathcal{M} \), which is anchored at the boundary, i.e. \( \partial \mathcal{M} = \mathcal{C} \subset \mathcal{N} \), we obtain the pre-symplectic potential

\[
\Theta_{\mathcal{M}} = \int_{\mathcal{M}} J_{\text{bulk}} + \oint_{\partial \mathcal{M}} j_{\text{edge}}.
\]

(22)

The pre-symplectic two-form \( \Omega_{\mathcal{M}} \) is the exterior derivative of (22). If \( \delta_{1} \) and \( \delta_{2} \) are vector fields (variations) on \( \mathcal{F}_{\text{kin}} \), and \([\delta_{1}, \delta_{2}] \in T\mathcal{F}_{\text{kin}} \) denotes their Lie bracket, we have

\[
\Omega_{\mathcal{M}}(\delta_{1}, \delta_{2}) = \delta_{1} \left[ \Theta_{\mathcal{M}}(\delta_{2}) \right] - \delta_{2} \left[ \Theta_{\mathcal{M}}(\delta_{1}) \right] - \Theta_{\mathcal{M}}([\delta_{1}, \delta_{2}]).
\]

(23)

3. Boundary Hamiltonian and Hamiltonian flux

Next, we introduce a quasi-Hamiltonian on the space of physical histories. In gravity, diffeomorphisms are gauge symmetries. For every gauge symmetry, there is a corresponding conserved current, which is the exterior derivative of some charge aspect. The resulting total charge on a \((d - 1)\)-dimensional surface \( \mathcal{M} \) will vanish unless there is a co-dimension two boundary \( \mathcal{C} = \partial \mathcal{M} \). If there is such a boundary, the charge turns into a surface integral localised at \( \mathcal{C} \). The intuitive reason why this is so is rather obvious: the introduction of the boundary breaks diffeomorphism invariance. At the boundary, there are auxiliary boundary sources \( \sigma \), and the addition of these background fields breaks gauge invariance.

At the infinitesimal level, any diffeomorphism \( \alpha_{\xi} : \mathcal{M} \rightarrow \mathcal{M}, \alpha_{\xi} = \exp \xi \) is generated by the Lie derivative \( \mathcal{L}_{\xi}[\cdot] = \frac{d}{d\varepsilon}|_{\varepsilon=0} \alpha_{\varepsilon}^{*}\xi \), which defines a vector field on field space, i.e. \( \mathcal{L}_{\xi}[\cdot] \in T\mathcal{F}_{\text{kin}} \). In terms of the exterior derivative “d” and the interior product “\( \lrcorner \)”,\(^{7}\) the Lie derivative of any differential form can be written as

\[
\mathcal{L}_{\xi}[\cdot] = d(\xi \lrcorner \cdot) + \xi \lrcorner (d(\cdot)).
\]

(24)

\(^{7}\)If \( \omega \) is a \( p \)-form, and \( \xi \) is a vector field, \( (\xi \lrcorner \omega) \) is the \((p-1)\)-form that is defined via \( (\xi \lrcorner \omega)(X_{1}, \ldots, X_{p-1}) = \omega(\xi, X_{1}, \ldots, X_{p-1}) \) for all vector fields \( X_{i} \).
In the following, we will always assume that the vector field $\xi^a \in T\mathcal{M}$ preserves the boundary, i.e.

$$\xi^a|_{\partial\mathcal{M}} \in T\mathcal{N},$$

(25)

such that the definition (24) naturally extends to all bulk and boundary fields $(\Phi, \varphi|\sigma) \in \mathcal{F}_{kin}$. Notice also that the vector field $\xi^a \in T\mathcal{M}$ may itself be field dependent, such that e.g. $[\delta, \mathcal{L}_\xi] = \mathcal{L}_{\delta\xi}$ for all $\delta \in T\mathcal{F}_{kin}$.

Given such a vector field $\xi^a \in T\mathcal{M}$, we may now define the corresponding Hamiltonian as the following functional on the space of physical histories,

$$Q_\xi[M] := \Theta_M(\mathcal{L}_\xi) - \int_M \xi \cdot dL + \int_{\partial M} \xi \cdot d\mathcal{L}.$$  

(26)

Notice that we have not yet specified what the underlying phase space $\mathcal{P}$ actually is, we only used the familiar definition $H[q, \dot{q}] = \frac{\partial L}{\partial \dot{q}} \dot{q} - L[q, \dot{q}]$, where $L$ includes now both the bulk and boundary Lagrangian. Due to gauge redundancies, $\mathcal{F}_{kin}$ is vastly larger than $\mathcal{P}$ and it is not at all immediate to turn $H[q, \dot{q}]$ into a function on phase space (a true Hamiltonian).

The key point of this paper is to identify a candidate for a phase space, where the Hamiltonian is integrable. It is integrable if it satisfies the Hamiltonian field equations. This is to say that there is a phase space $\mathcal{P}$ and an embedding (or rather a family of gauge equivalent embeddings) $\alpha : \mathcal{P} \hookrightarrow \mathcal{F}_{phys}$ such that the pull-back $\alpha^*\Omega_M$ equips $\mathcal{P}$ with a non-degenerate symplectic structure such that for all tangent vectors $\delta \in T\mathcal{P}$:

$$\delta[Q_\xi[M] \circ \alpha] = (\alpha_*\delta)[Q_\xi[M]] = \Omega_M(\alpha_*\delta, \mathcal{L}_\xi) = (\alpha^*\Omega_M)(\delta, \delta\xi),$$

(27)

where $\delta\xi \in T\mathcal{P}$ is a tangent vector on phase space such that the difference $\alpha_*\delta\xi - \mathcal{L}_\xi$ is a null vector of the pre-symplectic potential $\Omega_M$.

To get an idea for how to construct a proposal for such an embedding, let us go again on-shell, i.e. restrict our discussion to $\mathcal{F}_{phys}$ alone. Let then $\delta$ be a linearised solution of the bulk and boundary field equations, i.e. a tangent vector to $\mathcal{F}_{phys}$. Imposing the field equations (19, 20) and gluing conditions (21), and taking into account the variation of the bulk and boundary action, i.e. (10) and (13), we obtain the variation of the Hamiltonian

$$\delta[Q_\xi[M]] - Q_\delta\xi[M] = \delta[\Theta_M(\mathcal{L}_\xi)] - \Theta_M(\mathcal{L}_{\delta\xi}) - \int_M \xi \cdot dL - \int_{\partial M} \xi \cdot d\mathcal{L} =$$

$$= \delta[\Theta_M(\mathcal{L}_\xi)] - \Theta_M([\delta, \mathcal{L}_\xi]) - \int_M \xi \cdot d[J_{bulk}(\delta)] +$$

$$- \int_{\partial M} \left[ \xi \cdot J_{edge}(\delta) \right] + \xi \cdot J_{glue}(\delta) - \xi \cdot J_{source}(\delta) =$$

$$= \delta[\Theta_M(\mathcal{L}_\xi)] - \Theta_M([\delta, \mathcal{L}_\xi]) - \int_M \mathcal{L}_\xi[J_{bulk}(\delta)] - \int_{\partial M} \mathcal{L}_\xi[J_{edge}(\delta)] +$$

$$- \int_{\partial M} \left[ - \xi \cdot J_{bulk}(\delta) + \xi \cdot J_{glue}(\delta) - \xi \cdot J_{source}(\delta) \right] =$$

$$= \delta[\Theta_M(\mathcal{L}_\xi)] - \mathcal{L}_\xi[\Theta_M(\delta)] - \Theta_M([\delta, \mathcal{L}_\xi]) + \int_{\partial M} \xi \cdot J_{source}(\delta).$$

(28)

In other words,

$$\delta[Q_\xi[M]] - Q_\delta\xi[M] = \Omega_M(\delta, \mathcal{L}_\xi) + \int_{\partial M} \xi \cdot J_{source}(\delta).$$

(29)

If we insist to use only field-independent diffeomorphisms, i.e. $\delta\xi^a = 0$, the Hamiltonian is integrable only on those surfaces in field space, where the variation of the source term $\int_{\partial M} \xi \cdot J_{source}(\delta)$ is
constrained to vanish. In general, \( f_{\partial M} \xi J_{\text{source}}(\delta) \neq 0 \) and the Hamiltonian is non-integrable. In three spacetime dimensions, this is not a big deal. Choosing e.g. conformal boundary conditions, see e.g. [26, 31], the source \( \sigma \) is essentially the conformal class \( \tilde{q}^{ab} = d^2 x \sqrt{q} q^{ab} \) of the fiducial boundary metric. In three-dimensions, the constraint \( \delta[\tilde{q}^{ab}] = 0 \) is no restriction to the space of solutions to the field equations in the bulk, which is the moduli space of flat connections in the interior. Infinitesimal boundary diffeomorphism that preserve the background structure \( \xi \frac{a}{b} \) are generated by conformal Killing vectors \( \xi^a : L \xi \tilde{q}^{ab} = 0 \). For every such conformal Killing \( \xi^a \), there is a corresponding conserved charge (essentially a Virasoro generator). In higher dimensions, the situation is very different, because now gravity is no longer topological. There are gravitational waves, and for generic boundaries,\(^8\) the imposition of \( f_{\partial M} \xi J_{\text{source}}(\delta) = 0 \) will be a very strong constraint on the solutions in the bulk.

Let us close this section by considering the finite flux version of the infinitesimal variation (28) that we identified above. Consider thus two consecutive slices \( M \) and \( M_+ \), with \( \mathcal{N}_{M \rightarrow M_+} \) denoting the portion of \( \mathcal{N} \) between \( M \) and \( M_+ \), such that \( M, M_+ \) and \( \mathcal{N}_{M \rightarrow M_+} \) bound a \( d \)-dimensional region \( \mathcal{M} \subset \mathcal{M} : \partial \mathcal{M} = M^{-1} \cup M_+ \cup \mathcal{N}_{M \rightarrow M_+} \), see figure 1. Going back to the variation of the bulk and boundary Lagrangian, i.e. (10) and (13), and taking into account that \( \xi^a \big|_{\mathcal{F}} \in TV \), we obtain

\[
Q_{\xi}[M_+] - Q_{\xi}[M] = \int_{\partial \mathcal{M}^*} J_{\text{bulk}}(\mathcal{L}_\xi) - \int_{\mathcal{N}_{M \rightarrow M_+}} J_{\text{glue}}(\mathcal{L}_\xi) - \int_{\mathcal{N}_{M \rightarrow M_+}} \mathcal{L}_{\text{edge}}(\delta) + \int_{\mathcal{N}_{M \rightarrow M_+}} \xi^a \mathcal{L} = \int_{\mathcal{M}} \mathcal{L}_\xi [L] - \int_{\mathcal{N}_{M \rightarrow M_+}} J_{\text{glue}}(\mathcal{L}_\xi) + \int_{\mathcal{N}_{M \rightarrow M_+}} [\mathcal{L}_\xi [L] + J_{\text{glue}}(\mathcal{L}_\xi) - J_{\text{source}}(\mathcal{L}_\xi)]
\]

where we assumed that the gluing conditions and bulk and boundary field equations are satisfied. We thus have a balance law

\[
F_{\xi}[M \rightarrow M_+] := Q_{\xi}[M_+] - Q_{\xi}[M] = - \int_{\mathcal{N}_{M \rightarrow M_+}} J_{\text{source}}(\mathcal{L}_\xi).
\] (30)

If the Lie derivative \( \mathcal{L}_\xi \) does not preserve the background fields (the sources \( \sigma \)), the Hamiltonian will not be conserved in general. A more simplified derivation of the flux law (30) and the variation of the charge (29) based on functional-differential techniques has been recently developed by Margalef-Bentabol and Villasenor, see section III of [30].

All such derivations for charges and fluxes based on the covariant phase space approach hide an important subtlety. The existence of the BT bracket is a manifestation of this fact. The basic problem is that the covariant phase space approach is based on field space, but field space is much bigger than phase space. Phase space \( \mathcal{P} \) is a submanifold \( \mathcal{P} \hookrightarrow \mathcal{F}_{\text{phys}} \hookrightarrow \mathcal{F}_{\text{kin}} \), where the pre-symplectic two-form has no null directions. There is no unique such phase space, because the

---

\(^8\)If we restrict ourselves to spacelike infinity, the term \( \int_{\partial M \rightarrow i_0} \xi \mathcal{J} J_{\text{source}}(\delta) = 0 \) will vanish for asymptotic symmetries due to the falloff and parity conditions at \( i_0 \).
embedding depends on various gauge-fixing, boundary and falloff conditions. If we have found an observable $O$, which is integrable, we are still left with the difficult task to compute the resulting Poisson brackets $\{O, O'\}$. To equate $\{\cdot, \cdot\}$ with $\Omega(\mathcal{X}_O, \mathcal{X}_O)$ is only possible if the vector fields $\mathcal{X}_O$ lie tangential to $\mathcal{P}$. In general $\{O, O'\} \neq \Omega(\mathcal{X}_O, \mathcal{X}_O)$. In the following, we will see that the BT bracket provides a specific example of this subtlety on a natural phase space attached to future infinity $i_+$.

4. Barnich–Troessaert Bracket as a Dirac Bracket

For simplicity and definiteness, we consider here the Palatini action in asymptotically flat spacetimes. The action is evaluated in a four-dimensional spacetime region $\mathcal{M}$ that bounds future null infinity,

$$S[e, A] = \frac{i}{8\pi G} \left[ \int_\mathcal{M} \Sigma_{AB} \wedge F^{AB} + \int_{\mathcal{N}} \eta_A \wedge \left( D - \frac{1}{2} \kappa \right) \ell^A \right] + \text{cc.} \quad (31)$$

The fields in the interior are the self-dual connection $A^A_B$, whose curvature is $F^A_B$, and the soldering forms $e_{AA'}$. The soldering forms determine the two-form $\Sigma_{AB}$ (the Plebański two-form), which is the self-dual part of $e_{AA'} \wedge e_{BB'}$, i.e. $\Sigma_{AB} = i e_{ACB} \wedge e_{B}^{C'}$. The natural $SL(2, \mathbb{C})$ covariant derivative at the boundary is $D$, which is $D = d + [\alpha^*_A, \cdot]$. The boundary fields are the null flag $\ell^A$, the spinor-valued two-form $\eta_A$, and the abelian boost connection $\kappa$, which defines the non-affinity of the null generators, see [11, 13].

At the saddle points, where the bulk and boundary field equations are satisfied, the variation of the action is determined by the pre-symplectic potentials $\Theta$ on the various components of the boundary.

$$\delta[S] \bigg|_{\text{EOM}=0} = \Theta_M (\delta) - \Theta_{M_+} (\delta) + \Theta_{\mathcal{F}} (\delta), \quad (32)$$

where $\delta \in T\mathcal{F}_{\text{phys}}$ is a linearised solution of the vacuum Einstein equations for asymptotically flat boundary conditions. On $M$ and $M_+$, the pre-symplectic potential is the integral of the symplectic current, i.e.

$$\Theta_M = \frac{i}{8\pi G} \left[ \int_M \Sigma_{AB} \wedge dA^{AB} - \int_{\partial M} \eta_A d\ell^A \right] + \text{cc.} \quad (33)$$

On the asymptotic boundary $\mathcal{N}$, the situation is more subtle [4, 10, 32]. We have to impose boundary and gauge fixing conditions to remove otherwise IR divergent terms. Upon removing such divergencies, the radiative symplectic structure [4] is given by

$$\Theta_{\mathcal{F}} = -\frac{1}{8\pi G} \int_{\mathcal{F}} d\sigma \wedge d^2\Omega \left( \dot{\sigma}^{(0)} \delta \tilde{\sigma}^{(0)} + \text{cc.} \right), \quad (34)$$

where $\sigma^{(0)}(u, z, \bar{z})$ is the asymptotic shear and $d^2\Omega$ is the fiducial area element at $\mathcal{F}^+$. One possibility to derive the symplectic structure (34) is to consider the pre-symplectic radiative structure on a finite null surface and perform an asymptotic $r \to \infty$ limit using an auxiliary double-null foliation, see [12, 13].

9 This is to say $\delta[O] = \Omega(\delta, \mathcal{X}_O)$ for a (Hamiltonian) vector field $\mathcal{X}_O \in T\mathcal{F}_{\text{phys}}$ and all variations $\delta$ that satisfy the boundary and falloff conditions.

10 An example for such an IR divergence arises from the naive inclusion of conformal transformations $\delta_{ab} \to \omega^2 \delta_{ab}$ of the fiducial two-metric at $\mathcal{F}^+$ into the pre-symplectic potential. The constraints at null infinity impose that $\partial_u \delta \omega = 0$. Such $\omega$-independent terms (and their conjugate pairs) lead to IR divergent integrals at $\mathcal{F}^+$. 8
To realise the Barnich–Troessaert bracket as a Dirac bracket, we have to say what are the relevant second-class constraints. Our proposal is that the constraints remove the entire radiative data from the covariant phase space on a partial Cauchy surface $M$. In other words, we consider the following constraints on the radiative phase space

$$\forall (u, z, \bar{z}) \in \mathcal{N} : \Phi_\alpha \equiv \Phi[\sigma, h](u, z, \bar{z}) = \sigma^{(0)}(u, z, \bar{z}) - \dot{h}^{(0)}(u, z, \bar{z}) \approx 0,$$

where $h^{(0)}(u, z, \bar{z})$ is a background field (a c-number) of compact support on $\mathcal{I}^+$ that commutes with all other phase space variables and $\alpha, \beta, \gamma, \ldots$ are (De Witt) multi-indices and the symbol “$\approx$” means that the equation is imposed as a constraint. The asymptotic shear $\sigma^{(0)}(u, z, \bar{z})$, or more precisely its time derivative, describes the outgoing radiation. Imposing that the constraint (35) is satisfied amounts to constraining the outgoing radiation on a portion $\mathcal{N}$ of $\mathcal{I}^+$. The constraints (35) are second-class. In fact, the only non-vanishing Poisson brackets among $\sigma^{(0)}$ and $\dot{\sigma}^{(0)}$ are given by

$$\{\sigma^{(0)}(x), \dot{\sigma}^{(0)}(y)\} = -4\pi G \Theta(x, y) \delta^{(2)}(x, y),$$

where $\Theta$ is the step function. Since the background fields $h^{(0)}(u, z, \bar{z})$ commute under the Poisson bracket, the Dirac matrix can be inferred immediately from (36).

The Dirac bracket defines a (vastly) degenerate pre-symplectic structure on the covariant phase space associated to $M$. Its pull-back to the constraint hypersurface $\forall \alpha : \Phi_\alpha = 0$ introduces a natural pre-symplectic structure thereon. The bracket is defined as follows, see e.g. [33]. First of all, we have the Dirac matrix

$$\Delta_{\alpha\beta} = \{\Phi_\alpha, \Phi_\beta\},$$

Let then $\Delta^{\alpha\beta} : \Delta^{\alpha\mu} \Delta_{\mu\beta} = \delta_\beta^\alpha$ be its inverse such that we can define the resulting Dirac bracket

$$\{A, B\}^* = \{A, B\} - \{A, \Phi_\alpha\} \Delta^{\alpha\beta}\{\Phi_\beta, B\}.$$

Our goal is now to develop an argument to demonstrate that the Dirac bracket (38) for the constraints (35) returns the Barnich–Troessaert bracket provided a few basic assumptions are satisfied. The first assumption is that the algebra for the BMS symmetries at $\mathcal{I}^+$ as given by the Barnich–Troessaert bracket is non-anomalous. The second assumption is that we restrict ourselves to such vector fields $\xi^\alpha$ that have no functional dependence on the fundamental bulk and boundary fields, i.e. $\delta[\xi^\alpha] = 0, \xi^\alpha \in T\mathcal{M}$. The third assumption is that the outgoing radiation at $\mathcal{I}^+$ is of compact support such that there exists a cross section $\mathcal{C}^+$ beyond which no further radiation is received (see figure 1 above). The fourth assumption is that on-shell (pull back to $\mathcal{F}_{\text{phys}}$) the pre-symplectic structure on $M$ admits the block-diagonal decomposition

$$\Omega_M = \frac{1}{2} \Omega_{\text{rad}}^{\alpha\beta}[\sigma, \eta] \omega_{\alpha} \wedge d\sigma_{\beta} + \frac{1}{2} \Omega_{\text{edge}}^{\mu\nu}[\sigma, \eta] d\eta_{\mu} \wedge d\eta_{\nu},$$

where the first term describes the radiative data on $\mathcal{N}$, but now expressed in terms of (Dirac) observables that are evaluated on $M$ rather than $\mathcal{I}^+$, whereas the second term describes all possible boundary degrees of freedom (edge modes $\eta_{\mu}$) that are localised at the cross section $\mathcal{C}$. The fourth

---

11 Summation and integration over repeated pairs of such indices is implicitly assumed, i.e. $\sum_{\alpha} \Psi^\alpha \Phi_\alpha \equiv \Psi^\alpha \Phi_\alpha$.

12 We expect that some of the assumption could be dropped or weakened. In the following, we consider, however, only the simplest possibility.

13 An example of a field-dependent vector field would be $\xi^\alpha [g_{ab}] = \nabla^\alpha (R_{bcd} R^{bced})$, where $R_{abcd}$ is the Riemann curvature tensor of the spacetime metric $g_{ab}$.
assumption implies, in other words, that there is a symplectomorphism that allows us to express the radiative modes on $M$ in terms of radiative data recorded at $N$, i.e.

$$\Omega_{\text{rad}} = \frac{1}{2} \Omega_{\alpha\beta}^{\text{rad}} d\sigma_\alpha \wedge d\sigma_\beta \simeq \Omega_N, \quad (40)$$

where the symbol $\simeq$ indicates that the two phase spaces are symplectomorphic. In $2+1$ or $1+1$ dimensions, the decomposition (39) is trivial: gravity is topological and the only contributions to the symplectic structure are the edge modes alone $[26, 34–42]$.

Since the symplectic structure factorises into edge modes and radiative modes (our fourth assumption), the inverse of the Dirac matrix is simply given by $\Delta_{\alpha\beta} \simeq \Omega_{\alpha\beta}^{\text{rad}}$, where the symbol "$\simeq$" stands for equality under an (possibly $\eta$-dependent) symplectomorphism. By imposing the constraint (35), the corresponding pre-symplectic two-form for the Dirac bracket (38) is then only given by the contribution from the edge modes,

$$\Omega_M^* = \Omega_{\text{edge}} = \frac{1}{2} \Omega_{\mu\nu}^{\text{edge}} [h, \eta] \, d\eta_\mu \wedge d\eta_\nu. \quad (41)$$

Let us now compute charges with respect to the Dirac bracket (38). Since we have just identified the corresponding pre-symplectic two-form, we can immediately employ covariant phase space methods to evaluate the charge (provided our assumptions are satisfied). Consider thus a tangent vector $\delta$ to the radiative phase space, such that $[\delta, L_\xi] = 0$. We now immediately get

$$\Omega_{\text{edge}}(\delta, L_\xi) = \Omega_M(\delta, L_\xi) - \Omega_{\text{rad}}(\delta, L_\xi) =$$

$$= \Omega_M(\delta, L_\xi) - \int_{N'} [\delta [J_{\text{rad}}(L_\xi)] - L_\xi [J_{\text{rad}}(\delta)]] =$$

$$= \Omega_M(\delta, L_\xi) + \oint_{C_\xi} \xi \wedge J_{\text{rad}}(\delta) - \int_{N'} \delta [J_{\text{rad}}(L_\xi)]. \quad (42)$$

Notice that the second term is precisely the counter term, which is added in the Wald–Zoupas framework to render the pseudo-charge $Q_\xi := \Omega_M(\cdot, L_\xi)$ integrable. In other words, there is a functional $Q_\xi$ on covariant phase space such that

$$\delta [Q_\xi (C)] = \Omega_M(\delta, L_\xi) + \oint_{C_\xi} \xi \wedge J_{\text{rad}}(\delta). \quad (43)$$

It is important to note that in integrating the charges via (43), the vector fields $\delta \in T_{\mathcal{F}}_{\text{phys}}$ denote an arbitrary linearised solution of the field equations. It is not assumed, in particular, that they lie tangential to the constraint hypersurface (35), see also [12].

Thus, the first two terms of equation (42) reproduce the differential of the quasi-local charge (29). The third term on the right hand side of (42) has an immediate interpretation as well, see equation (30) above. It determines the radiative flux associated to the asymptotic symmetry $\xi^a|_{N'} \in T_N$, which we assumed to be a BMS generator. Such a flux integral can be expressed entirely in terms of radiative modes. Can it be written as the difference of two Hamiltonian generators corresponding to the two consecutive cross-sections? On the radiative phase space, this is impossible $[4]$. From the perspective of the partial Cauchy hypersurface $M$, the situation is different. Now, there is a charge, and the flux is simply the difference of the charges at the two consecutive cross sections. In other words,

$$F_\xi[M \to M_+] = - \int_{N'} J_{\text{rad}}(L_\xi) = Q_\xi (C_+) - Q_\xi (C) \quad (44)$$
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Going back to (42), we obtain
\begin{equation}
\Omega_{\text{edge}}(\delta, \mathcal{L}_\xi) = \delta [Q_\xi[\mathcal{C}_+]] =: \delta [Q_\xi^+] .
\end{equation}

Finally, let us compute the Poisson algebra for the diffeomorphism charges under the Dirac bracket. If our assumptions are satisfied, the (vastly degenerate) pre-symplectic two-form for the Dirac bracket is given by $\Omega_{\text{edge}} = \Omega_M - \Omega_{\mathcal{N}} \simeq \Omega_M - \Omega_{\text{rad}}$. Consider then vector fields $\xi^a, \xi'^a$, whose restriction to $\mathcal{F}^+$ is an asymptotic BMS symmetry. We now have
\begin{equation}
\{Q_\xi^+, Q_{\xi'}^+\}^* = \Omega_{\text{edge}}(\mathcal{L}_\xi, \mathcal{L}_{\xi'}) = \Omega_M(\mathcal{L}_\xi, \mathcal{L}_{\xi'}) - \Omega_{\text{rad}}(\mathcal{L}_\xi, \mathcal{L}_{\xi'}) = \\
= \Omega_M(\mathcal{L}_\xi, \mathcal{L}_{\xi'}) - \int_{\mathcal{N}} \left[ \mathcal{L}_\xi[J_{\text{rad}}(\mathcal{L}_{\xi'})] - \mathcal{L}_{\xi'}[J_{\text{rad}}(\mathcal{L}_\xi)] - J_{\text{rad}}([\xi, \xi']) \right] = \\
= \Omega_M(\mathcal{L}_\xi, \mathcal{L}_{\xi'}) - \oint_{\mathcal{C}} \left[ \xi \cdot J_{\text{rad}}(\mathcal{L}_{\xi'}) - \xi' \cdot J_{\text{rad}}(\mathcal{L}_\xi) \right] - F_{[\xi, \xi']}[\mathcal{N}] .
\end{equation}

Going from the second to the third line, we inserted the definition of the radiative flux (44) and used Stokes’ theorem and the definition of the Lie derivative $\mathcal{L}_\xi[\cdot] = d[\xi, \cdot] + [\xi, d(\cdot)]$ to express the second and third term as an integral over the corner. There is no contribution from $\mathcal{C}_+$, because we have assumed that there is no gravitational radiation (at or) beyond $\mathcal{C}_+$. Notice that integrals of the form $\int_{\mathcal{N}} \xi \cdot \varphi = 0$ vanish, if $\xi \in T\mathcal{N}$ and $\varphi \in \Omega^3(\mathcal{N})$. The meaning of equation (46) is immediate: the first three terms are nothing but the Barnich–Troessaert bracket at the cross section $\mathcal{C}$. If the resulting algebra for the diffeomorphism charges has no anomaly (our first assumption), we obtain
\begin{equation}
\Omega_M(\mathcal{L}_\xi, \mathcal{L}_{\xi'}) - \oint_{\mathcal{C}} \left[ \xi \cdot J_{\text{rad}}(\mathcal{L}_{\xi'}) - \xi' \cdot J_{\text{rad}}(\mathcal{L}_\xi) \right] = -Q_{[\xi, \xi'][\mathcal{C}]}(47)
\end{equation}

Let us now return back to equation (46). It differs from the Barnich–Troessaert bracket (47) by the flux integral that simply shifts the charges upwards along the null generators. Going back to (44), we obtain
\begin{equation}
\{Q_\xi^+, Q_{\xi'}^+\}^* = -Q_{[\xi, \xi'][\mathcal{C}]} - F_{[\xi, \xi']}[M \rightarrow M_+] = -Q_{[\xi, \xi']}^+ .
\end{equation}

We have thus given a simple argument to demonstrate that the charges $Q_\xi^+$ are integrable, but only on a reduced phase space, which is stripped off from all the radiative modes. The resulting charges satisfy the commutation relation (48). The corresponding Poisson bracket $\{\cdot, \cdot\}^*$ is nothing but the Dirac bracket on the covariant phase space. The constraints (35) remove the radiative data from the covariant phase space and turn them into auxiliary background fields on $\mathcal{C}$. Notice also that the constraints (35) will necessary commute under the Dirac bracket, since the flux only depends on the radiative modes and will thus commute under the Dirac bracket, i.e. $\{F_{\xi}, \cdot\}^* = 0$.

5. Summary and Conclusion

On the radiative phase space, it is straightforward to introduce Hamiltonian generators for asymptotic BMS symmetries [4, 32]. These generators are flux integrals. They determine the evolution of the BMS charge aspect due to gravitational radiation. Yet, the charge integrals themselves do not exist on the radiative phase space. To access the charges, we need a different phase space, such as the ADM phase space [43], which is associated to a complete Cauchy surface.

In this note, we pointed out that there is yet another (and perhaps more minimalistic) possibility to realise the charges as Hamiltonian generators. We considered the covariant phase space on a
partial Cauchy surface $M$ and removed the radiative data via the Dirac bracket. We argued that the resulting reduced phase space is the phase space of gravitational edge modes (Coulombic modes) alone. Given a few basic assumptions, we gave a heuristic argument, which allowed us to infer the resulting Dirac bracket. The result returned the Barnich–Troessaert bracket on a cross section of $\mathcal{S}^+$ plus an additional flux integral, which only depends on the radiative data, which commutes under the Dirac bracket (the flux depends only on the radiative modes). The role of the flux integral is to simply shift the charges upwards to future infinity ($i^+$). There are thus three distinct phase spaces. First of all, there is the ADM phase space on a complete Cauchy surface [44]. Next, there is the radiative phase space at $\mathcal{S}^+$, which is slightly smaller. The difference between the two is also a phase space, which is the phase space of the edges modes alone, now localized at $i^+$. The symplectic structure on $i^+$ can be inferred in two different ways: via the Barnich–Troessaert bracket shifted by an additional flux integral, or via the Dirac bracket (38).

To summarise, there are two distinct ways to consider null infinity from a Hamiltonian perspective. The first approach is to work on the usual radiative phase space, where we know the symplectic structure of the radiative data at the full non-perturbative level. On the radiative phase space, the BMS fluxes are Hamiltonian, but the charges are not. The second approach addresses this issue using a more holographic perspective. The radiative data is fixed via auxiliary boundary conditions. Imposing these boundary conditions amounts to introducing auxiliary second-class constraints such that the charges are integrable. These background fields are not part of the resulting phase space and commute under the Dirac bracket. The holographic viewpoint clearly resonates with results in lower dimensions, where there are no radiative modes to begin with, and the entire physical phase space consist of the edge modes alone. It is our opinion that both approaches are equally important, and simply represent different ways of splitting the ADM phase space into different Hamiltonian subsystems. The question for how to identify such subsystems is an important problem both from the perspective of holography as well as non-perturbative quantum gravity and quantum foundations [11–13, 24–28, 45–59].
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