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Abstract—High-rank line-of-sight (LOS) MIMO systems have attracted considerable attention for millimeter wave and THz communications. The small wavelengths in these frequencies enable spatial multiplexing with massive data rates at long distances. Such systems are also being considered for multi-path non-LOS (NLOS) environments. In these scenarios, standard channel models based on plane waves cannot capture the curvature of each wave front necessary to model spatial multiplexing. This work presents a novel and simple multi-path wireless channel parametrization where each path is replaced by a LOS path with a reflected image source. The model is fully valid for all paths with specular planar reflections, and captures the spherical nature of each wave front. Importantly, it is shown that the model uses only two additional parameters relative to the standard plane wave model. Moreover, the parameters can be easily captured in standard ray tracing. The accuracy of the approach is demonstrated on detailed ray tracing simulations at 28GHz and 140GHz in a dense urban area.

Index Terms—MmWave, THz communication, LOS MIMO, channel models.

I. INTRODUCTION

LINE-OF-SIGHT (LOS) multi-input multi-output (MIMO) systems [1], [2], [3], [4] have emerged as a valuable technology for the millimeter wave (mmWave) and terahertz (THz) frequencies. The concept is to operate communication links at a transmitter-receiver (TX-RX) separation, $R$, less than the so-called Rayleigh distance,

$$R < R_{\text{Rayleigh}} \approx \frac{2D^2}{\lambda},$$

(1)

where $D$ is the total aperture of the TX and RX arrays and $\lambda$ is the wavelength. In this regime, links can support multiple spatial streams even with a single LOS path [5]. LOS MIMO is particularly valuable in the mmWave and THz frequencies, where the wavelength $\lambda$ is small and hence the Rayleigh distance — which sets the maximum range of such systems — can be large with moderate size apertures $D$. For example, at 140GHz carrier frequency with an aperture of $D = 1\text{ m}$, the Rayleigh distance is $R_{\text{Rayleigh}} \approx 930\text{ m}$ enabling long range communication while remaining below the Rayleigh distance.

Indeed, there have been several demonstrations in the 60GHz mmWave bands [6]. Also, with the advancement of communication systems in the THz and sub-THz bands [7], there has been growing interest in high-rank LOS MIMO in higher frequencies as well [8] — see, for example, some recent work at 140GHz [9], [10].

Many applications for such LOS MIMO systems are envisioned as operating in NLOS settings. For example, in mid-haul and backhaul applications — a key target application for sub-THz systems [10], [11], [12] — NLOS paths may be present from ground clutter when serving street-level radio units. In this work, we will use the term wide aperture MIMO, instead of LOS MIMO, since we are also interested in cases where the systems operate in such NLOS settings.

Evaluating wide aperture systems in NLOS environments requires accurate channel models to describe multi-path propagation. Conventional statistical multipath models, such as QuaDRiGA [13] and 3GPP [14], describe each path as a propagating plane wave with a gain, delay, and directions of arrival and departure. Under this standard plane wave approximation (PWA), the MIMO channel response can be computed for any array geometries at the TX and RX [15]. However, the PWA model is not valid when the TX-RX separation is below the Rayleigh distance (i.e., not in the far-field), since the curvature of each wavefront becomes important. While spherical wave models are well-understood for single LOS path channels [16], there are currently few techniques to model them in NLOS multi-path settings.

In this work, we present a simple parametrization for multipath channels that capture the full spherical nature of each wavefront. The model is valid for both LOS paths as well as NLOS paths arising from arbitrary numbers of specular reflections from flat surfaces (i.e., no curvature). The main concept is that, in such environments, each NLOS path can be replaced by a LOS path where the TX location is replaced by a virtual image source from the reflection on the source — See
wireless channel from a TX locations $x^t \in A^t$ to RX locations $x^r \in A^r$, where $A^t$ and $A^r \subset \mathbb{R}^p$ are some regions that can contain the elements in the TX and RX arrays. We focus on so-called 3D models with $p = 3$, although similar results can be derived for $p = 2$. We assume the channel is described by a set of $L$ discrete paths representing the routes of propagation from the TX to RX locations. In this case, the channel frequency response at a frequency $f$ from a transmit location $x^t$ to a receive location $x^r$ is given by:

$$H(f) = \sum_{\ell=1}^{L} g_{\ell} \exp \left( -\frac{j2\pi f}{c} d_{\ell}(x^r, x^t) \right), \quad (2)$$

where, for each path $\ell = 1, \ldots, L$, $g_{\ell}$ is a complex nominal channel gain (assumed to be approximately constant over the region), $d_{\ell}(x^r, x^t)$ is the propagation distance along the path from $x^t$ to $x^r$, and $c$ is the speed of light [15]. We will call $d_{\ell}(x^r, x^t)$ the path distance function for path $\ell$.

Describing the gain $g_{\ell}$ and path distance function $d_{\ell}()$ for each path is sufficient to compute the response for arbitrary TX and RX arrays in multi-path environments. For example, suppose that the TX array has $N_{tx}$ elements at locations $x^t_n \in A^t$, $n = 1, \ldots, N_{tx}$ and the RX array has elements at locations $x^r_m \in A^r$, $m = 1, \ldots, N_{rx}$. Then, the MIMO frequency response is the matrix with coefficients $H_{mn}(f) = \sum_{\ell=1}^{L} g_{\ell} \exp \left( -\frac{j2\pi f}{c} d_{\ell}(x^r_m, x^t_n) \right). \quad (3)$

Hence, if we can find the gain $g_{\ell}$ and path distance function $d_{\ell}(x^r, x^t)$ for each path, we can compute the wideband MIMO channel response.

The main challenge is how to model the path distance function $d_{\ell}(x^r, x^t)$ as a function of the RX and TX positions $x^r$ and $x^t$. If path $\ell$ is LOS, the path distance function is simply the Euclidean distance

$$d_{\ell}(x^r, x^t) = \|x^r - x^t\|. \quad (4)$$

For NLOS paths, the distance function is usually approximated under the assumption that the propagation in each path are plane waves. Specifically, suppose that $x^r_0$ and $x^t_0$ are some reference locations for the RX and TX. For example, these points could be the centroids of the arrays. Now, for small displacements $x^t - x^t_0$ and $x^r - x^r_0$, one often assumes a plane wave approximation (PWA)

$$d_{\ell}(x^r, x^t) \approx \tilde{d}_{\ell}(x^r, x^t) = c\tau_{\ell} + (u^r_{\ell})^T(x^r_0 - x^r) + (u^t_{\ell})^T(x^t_0 - x^t), \quad (5)$$

where $c$ is the speed of light, $\tau_{\ell}$ is the time of flight between the nominal points $x^r_0$ and $x^t_0$ along the path,

$$c\tau_{\ell} = d_{\ell}(x^r_0, x^t_0), \quad (6)$$

and $u^r_{\ell}$ and $u^t_{\ell}$ are unit vectors in $\mathbb{R}^p$ representing the directions of arrival and departure of the path. We will call (5) the PWA model.
When path $\ell$ is a LOS path, so that $d_\ell(x^r, x^t)$ is given by (4), the parameters for the PWA model (5) are

$$\tau_\ell = \frac{1}{c} \|x_0^r - x_0^t\|$$

(7a)

$$u^r = \frac{x_0^r - x_0^t}{c \tau}, \quad u^t = \frac{x_0^t - x_0^t}{c \tau}.$$  

(7b)

The direction vectors $u^r_\ell$ and $u^t_\ell$ are also the negative derivatives of the distance function at $(x^r, x^t) = (x_0^r, x_0^t)$, meaning:

$$(u^r_\ell)^T = -\frac{\partial d_\ell(x_0^r, x_0^t)}{\partial x^r}, \quad (u^t_\ell)^T = -\frac{\partial d_\ell(x_0^r, x_0^t)}{\partial x^t}. \quad (8)$$

Hence, the PWA model is valid to a second-order error approximation in that

$$d_\ell(x^r, x^t) - \bar{d}_\ell(x^r, x^t) = O(||x_0^r - x^r||^2) + O(||x_0^0 - x^t||^2). \quad (9)$$

Typically, we express the directions $u^r_\ell$ and $u^t_\ell$ in spherical coordinates. For $p = 3$, we can write these unit vectors as

$$u^r_\ell = (\cos(\phi^r_\ell) \cos(\theta^r_\ell), \sin(\phi^r_\ell) \cos(\theta^r_\ell), \sin(\theta^r_\ell)), \quad (10a)$$

$$u^t_\ell = (\cos(\phi^t_\ell) \cos(\theta^t_\ell), \sin(\phi^t_\ell) \cos(\theta^t_\ell), \sin(\theta^t_\ell)), \quad (10b)$$

where $\phi^r_\ell, \phi^t_\ell$ are the azimuth AoA and AoD for path $\ell$, and $\theta^r_\ell, \theta^t_\ell$ are the elevation AoA and AoD. Thus, the channel can be described by six parameters per path with a total of $6L$ parameters:

$$(g_\ell, \tau_\ell, \phi^r_\ell, \phi^t_\ell, \theta^r_\ell, \theta^t_\ell), \quad \ell = 1, \ldots, L. \quad (11)$$

The PWA model (5) thus has clear benefits: it is geometrically interpretable and accurate when the total array aperture is small. The main disadvantage is that it becomes inaccurate when the array aperture is large and higher-order terms of the displacements $x^r - x_0^r$ and $x^t - x_0^t$ become significant. In particular, the PWA model always predicts that each path contributes at most one spatial rank. But, for wide aperture arrays, the spherical nature of the wavefront can result in a higher rank channel even for a single path [1], [2], [3], [4]. In particular, a channel with only a LOS path can have a higher spatial rank, but the PWA model will not be able to predict this feature.

In contrast, the path distance function (4) is exact for arbitrary displacements. However, this model is only valid for LOS paths. The question is whether there is a model for the path distance function that is exact for arbitrary array sizes and applies in NLOS settings.

III. MODELING THE DISTANCE FUNCTION UNDER PLANAR, SPECULAR REFLECTIONS

A. The Reflection Model

Our first result provides a geometric characterization of the path distance function for paths with arbitrary numbers of specular reflections from flat planes. Specifically, we show that the path distance of the reflected path is identical to a LOS distance to a rotated and translated image point. Moreover, the parameters for the rotation and reflection can be derived from the path route. The result does not apply to curved surfaces, diffractions, or scattering. However, we will show in the simulations below that, even in a realistic environment with these properties, as well as losses such as foliage, the model performs well.

To state the result, let $A^t$ and $A^r \subset \mathbb{R}^p$ be regions of space. Suppose that for every TX location $x^t \in A^t$ and RX location $x^r \in A^r$ there is a path that has a constant set of reflecting surfaces where each surface is a plane. In this case, we will say the path has constant planar reflections over the regions $A^t$ and $A^r$. With this definition, our first result is as follows:

**Theorem 1:** Suppose a path has constant planar reflections from regions $A^t$ to $A^r \subset \mathbb{R}^p$. Let $x_0^t \in A^t$ and $x_0^r \in A^r$ be arbitrary points in these regions. Then, there exists an orthogonal matrix $U \in \mathbb{R}^{p \times p}$ and vector $g \in \mathbb{R}^p$ such that

$$d(x^r, x^t) = \|x^r - Ux^t - g\|.$$  

(12)

**Proof:** Write the path’s route as a sequence of $K - 1$ interactions:

$$x^t = x^0 \to x^1 \to \cdots \to x^K = x^r,$$  

(13)

where $x^i$ represents the location of the $i$-th reflection. The initial point, $x^0 = x^t$, is the TX location and the final point, $x^K = x^r$, is the RX location. An example path with two reflections (i.e., $K = 3$) is shown in Fig. 2. Let $S_k$ denote the $k$-th reflecting plane. For example, in Fig. 2, there are two surfaces, $S_1$ and $S_2$.

The key idea in the proof is to trace the reflection of the transmitted point in each surface. Simple geometry shows that, after $K$ reflections, the image of the transmitted point is an orthogonal and shifted transformation of the original point, and the path distance is the distance to this reflected point. The details are in Appendix A.

We note that the distance function (12) has a simple geometric interpretation: The distance of any reflected path is identical to the distance on a LOS path but with the TX in a rotated and shifted reference frame. The rotation is represented by the orthogonal matrix $U$ and the shift by the
vector \( g \). Returning to Fig. 1, this rotated and shifted point is simply the mirror image of the original transmitter.

It is important to recognize that, in a multi-path channel, there will be separate parameters, \( U_\ell \) and \( g_\ell \), for each path \( \ell \). Thus, if we are computing a MIMO channel matrix component, \( H_{mn}(f) \) in (3), each path distance function must be computed from an expression of the form:

\[
d_\ell(x_m^r, x_n^r) = \| x_m^r - U_\ell x_n^r - g_\ell \|.
\]

We will discuss how to estimate the parameters \((U_\ell, g_\ell)\) for each path in Section IV.

It should be noted that a critical assumption in our result is that the reflecting surface can be modeled as an infinite planar surface. This assumption is valid when the surface is significantly larger than the Fresnel region computed at the interacting boundary.

B. Relation to the PWA Model

The description (12) can also be easily connected to the parameters in the PWA. Let \( R_z(\phi) \), \( R_y(\theta) \) and \( R_x(\gamma) \) be the rotation matrices around the \( z \), \( y \) and \( x \) axes:

\[
R_z(\phi) := \begin{bmatrix} \cos(\phi) & -\sin(\phi) & 0 \\ \sin(\phi) & \cos(\phi) & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad R_y(\theta) := \begin{bmatrix} \cos(\theta) & 0 & \sin(\theta) \\ 0 & 1 & 0 \\ -\sin(\theta) & 0 & \cos(\theta) \end{bmatrix}, \quad R_x(\gamma) := \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\gamma) & -\sin(\gamma) \\ 0 & \sin(\gamma) & \cos(\gamma) \end{bmatrix}
\]

Also, for \( s = \pm 1 \), let \( Q_z(s) \) be the reflection in the \( z \)-axis:

\[
Q_z(s) := \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & s \end{bmatrix}.
\]

With these definitions, we have the following result.

**Theorem 2:** Suppose a path has \( K - 1 \) constant planar reflections from regions \( A^t \) to \( A^r \subset \mathbb{R}^p \). Let \( x_0^r \in A^r \) and \( x_0^t \in A^t \) be arbitrary points in these regions. Then, if \( p = 3 \), there exists parameters

\[
(\tau, \phi^r, \theta^r, \phi^t, \theta^t, \gamma^t, \gamma^r, s)
\]

where

\[
s = \begin{cases} 
-1 & \text{if } K \text{ is even} \\
1 & \text{if } K \text{ is odd},
\end{cases}
\]

such that for all \( x^r \in A^r \) and \( x^t \in A^t \), the total path distance is

\[
d(x^r, x^t) = \| c \tau e_x + R_y(\theta^r)R_z(-\phi^r)(x_0^r - x^r) \\
+ Q_z(s)R_x(\gamma^t)R_y(\theta^t)R_z(-\phi^t)(x_0^t - x^t) \|,
\]

where \( e_x = (1, 0, 0) \) is the unit vector in the \( x \)-direction. Moreover the parameters \((\tau, \phi^r, \theta^r, \phi^t, \theta^t)\) match the parameters in the PWA model (5).

**Proof:** See Appendix B and Appendix C.

The importance of the result is that, in \( p = 3 \), the path distance function can be explicitly written as a set of rotation angles: Specifically, there are elevation and azimuth angles, \( \theta^r \) and \( \phi^r \) at the RX, and roll, elevation, and azimuth angles \( \gamma^t \), \( \theta^t \) and \( \phi^t \) at the TX. There is an additional binary reflection term \( s \).

In a multi-path channel, there will be one set of such parameters for each path along with a path gain. Thus, if there are \( L \) paths, the parameters for the channel will be

\[
(g_\ell, \tau_\ell, \phi^r_\ell, \theta^r_\ell, \phi^t_\ell, \theta^t_\ell, \gamma^t_\ell, \gamma^r_\ell, s_\ell), \quad \ell = 1, \ldots, L
\]

where we have added the complex gain \( g_\ell \) and delay \( \tau_\ell \) for each path \( \ell \). In comparison to the PWA model (11), there is one additional binary parameter \( s_\ell = \pm 1 \) and one additional angle \( \gamma^r_\ell \) per path. We have thus found a concise parametrization of the distance function that is exact and valid for all paths with arbitrary planar reflections. We will call the parametrization (19) the reflection model (RM).

One way to interpret Theorem 2 is that the distance along a reflected path can be computed as the distance on a LOS path, but with translated and rotated frames of references of the TX and RX. An example is illustrated in Fig. 3 for a path with a single reflection. The RX frame of reference is represented via rotation angles \((\theta^r, \phi^r)\); the TX frame of reference is represented via the angles \((\theta^t, \phi^t, \gamma^t)\), reflection coefficient \( s \) and translation \( c \tau \).

IV. FITTING THE RM PARAMETERS FROM RAY TRACING DATA

A benefit of the PWA model is that computing the terms of MIMO channel matrix (3) is computationally simple. Specifically, one typically only needs to run ray tracing once between any reference TX and RX locations \( x_0^t \) and \( x_0^r \) near the array elements. If the PWA parameters for the paths (11) can be extracted from those simulations, then for any elements close to the reference locations, the path distance and phase offset of the path can be computed from (5).
Unfortunately, this approach is not valid for wide aperture arrays where the displacements $x^t - x^r_0$ and $x^r - x^r_0$ are large. In ray tracing, the conventional approach is to perform a simulation for each pair of TX and RX elements to capture the full MIMO response accurately. Hence, if there are $N_{tx}$ and $N_{rx}$ elements on the TX and RX arrays, the computational complexity grows by $N_{tx}N_{rx}$. Moreover, if the arrays are moved or changed, the simulations need to be performed again. As ray tracing is computationally costly, performing ray tracing $N_{tx}N_{rx}$ times for each possible array configuration or orientation can be computationally prohibitive.

In contrast, if one has the full RM model parameters (19) for each pair, the MIMO channel matrix coefficients (3) can be computed for arbitrary array geometries without re-running the ray tracing.

In this section, we show how the model parameters (19) can be extrapolated from a limited number of ray tracing simulations. We describe two potential methods:

- **RM via Route Tracing (RM-RT):** In this method, we assume that we can obtain the full route (13) for each path. This route is provided by most ray tracers, such as the commercial Wireless Insite ray tracer [22] that we use below. Given the route information, we show that the complete set of RM model parameters (19) can be found directly from the channel from a single pair of reference locations $(x^r_0, x^r_0)$.

- **RM via Displaced Pairs (RM-DP):** In this case, we assume the ray tracing provides only the PWA parameters (11) for any TX-RX pair. However, the path route (13) is not provided. In this case, we show that the RM model parameters can be found from the PWA model parameters at $M + 1$ TX-RX pairs with one pair being a reference pair, and $M$ additional pairs at locations displaced from the reference. The number of required additional pairs is $M \geq 2$.

### A. Parameter Estimation via Route Tracing

In the first method, *reflection model via route tracing (RM-RT)*, ray tracing is performed between some reference TX and RX pair locations, $x^r_0$ and $x^r_0$. We assume that, in addition to the PWA parameters (11), the ray tracing provides the physical route of each multi-path component. Specifically, for each path, we assume the ray tracer provides sequence of points as in (13). Under this assumption, we can determine the parameters $U$ and $g$ in (12) following the proof of Theorem 1. Then, we can find the parameters in (19) following the proof of Theorem 2. Again, note that this procedure is performed on each path. Hence, if the ray tracing provides $L$ paths, the procedure will be performed $L$ times, producing parameters (19) for $\ell = 1, \ldots, L$.

### B. Parameter Estimation via Displaced Pairs

In this case, we assume the ray tracer does not include full path route (13) between TX-RX pairs. Instead, the ray tracer only provides the standard PWA parameters (11) for each TX-RX pair. To obtain the RM parameters, we will perform ray tracing between a total of $M + 1$ TX-RX pairs $(x^r_m, x^r_0), m = 0, 1, \ldots, M$. By convention, we will call the first pair, $(x^r_0, x^r_0)$, the reference pair and the remaining $M$ pairs $(x^r_m, x^r_0), m = 1, \ldots, M$, the displaced pairs. Between each TX-RX pair, $m = 0, \ldots, M$, we assume we have PWA parameters of the form:

$$
(g_{\ell m}, \tau_{\ell m}, \phi^r_{\ell m}, \phi^t_{\ell m}, \phi^r_{\ell m}, \phi^t_{\ell m}), \quad \ell = 1, \ldots, L_m,
$$

where $L_m$ is the number of paths in pair $m$, $(\phi^r_{\ell m}, \phi^t_{\ell m}, \phi^t_{\ell m}, \phi^r_{\ell m})$ are the angles of arrival and departure of path $\ell$, $g_{\ell m}$ is its complex gain, and $\tau_{\ell m}$ is its absolute delay. We show in Appendix D that if we have this from $M \geq 2$ TX-RX displaced pairs, we can solve for all the parameters (19) in the RM model. We will call the RM parameters estimated from this procedure RM via Displaced Pairs or RM-DP.

Under the ideal assumptions of the theory – namely that all reflections are specular from surfaces with no curvature – the RM-RT and RM-DP methods will return the same parameters for the RM model. However, most ray tracers also model other interactions including diffractions, diffuse reflections, and transmissions. In addition, the curvature of surfaces may also be accounted for. In this case, RM-RT and RM-DP may return slightly different results. However, we will see in the simulations below that the differences are small.

### V. VALIDATION IN AN URBAN ENVIRONMENT

The RM model is exact under the ideal assumption that paths remain constant over the region of interest and that all reflections are specular and planar. Of course, in reality, these assumptions may not be exactly valid and hence the RM model may still have some errors, particularly when we are trying to estimate the channel at displacements far from the reference. To quantify this error, we conducted a ray tracing simulation of a $1650 \times 1440$ square meter area of a dense urban environment of Beijing, China, as shown in Fig. 4. The identical ray tracing environment was used in the channel modeling work [23]. Within this area, we selected $N = 43$ TX and RX pairs spaced within $200\text{m}$ of each other. We call each of these pairs the reference locations. For each such reference pair $(x^r_0, x^r_0)$, we also generated $M = 6$ random displaced locations $(x^r_m, x^r_m)$.
TABLE I

| Power percentage | 28 GHz | 140 GHz |
|------------------|--------|---------|
| Paths with LoS   | 38.21  | 48.17   |
| Paths with reflection only | 4.43   | 4.05    |
| Paths with foliage | 57.32  | 47.77   |
| Paths with diffraction and no foliage | 0.01   | 0.01    |

Fig. 5. Random displaced pairs generation for testing: Around each location \( (x^r_m, x^t_m) \), we generated displaced locations at random 3D locations \( (x^r_m, x^t_m) \) at distances: 1 cm, 2 cm, 5 cm, 10 cm, 50 cm and 100 cm.

\( m = 1, \ldots, M \) with distances from 1 cm to 100 cm from the reference location. The displaced pairs are shown in Fig. 5. We then run complete ray tracing between each pair \( (x^r_m, x^t_m) \), \( m = 0, \ldots, M \), to obtain PWA parameters (20). The ray tracing is performed at two different reference RF frequencies \( f_0 = 28 \) GHz and 140 GHz.

Importantly, the links in the test scenario have a significant fraction of energy where the RM model may not be exact. Table I shows the average percentage of power contributions of the ray-traced paths at the reference locations for four categories: line of sight (LOS), reflections only, foliage, and diffraction without foliage. The RM model is theoretically exact only for the LOS and reflection paths, which constitute less than 50% of the energy for at both 28 GHz and 140 GHz. Nevertheless, we will see that the RM model is able to predict the channel well.

Now, let \( H_m(f) \) denote the complex channel from the \( x^r_m \) to \( x^t_m \) at an RF frequency \( f \). The “true” value of this channel can be computed from the ray tracing data between the pair \( (x^r_m, x^t_m) \) at the reference RF frequency \( f_0 \). Specifically, the complex channel gain at any RF frequency \( f \) is given by

\[
H_m(f) = \sum_{\ell=1}^{L_m} g_{\ell m} e^{-j2\pi(f-f_0)\tau_{\ell m}},
\]

where \( L_m \) is the number of paths between \( x^r_m \) and \( x^t_m \), and for path \( \ell \), \( g_{\ell m} \) is the complex gain of the path \( \ell \) between \( x^r_m \) and \( x^t_m \) at the reference frequency, \( f_0 \), and \( \tau_{\ell m} \) is its delay.

We wish to see how well different models can predict the true channels \( H_m(f) \) between the displaced TX-RX pairs \( (x^r_m, x^t_m) \), using ray tracing information only near the reference TX-RX pair \( (x^r_0, x^r_0) \). We compare three methods:

- **Constant model**: \( H_m(f) = H_0(f) \) where we assume that the channel does not change from the reference location.

- **PWA model**: The estimate is computed from

\[
\hat{H}_m(f) = \frac{20\log_{10} \sum_j |g_{j m}|^2}{L_m + 1}.
\]

- **Reflection model (RM)**: For the reflection model, we compute the RM model parameters \( (U_{\ell m}, g_{\ell m}) \) for all paths \( \ell \) using either the RM-RT or RM-DP methods in Section IV. We then use channel estimate (22) where \( \hat{d}_{\ell m} \) are the estimates of the distances \( d(x^r_m, x^t_m) \) computed from the reflection model (12):

\[
\hat{d}_{\ell m} = \|x^r_m - U_{\ell m}x^t_m - g_{\ell m}\|.
\]

The channel estimate (22) thus represents the estimate based on extrapolated path distances using the PWA parameters from the reference.

- **Reflection model (RM)**: For the reflection model, we compute the RM model parameters \( (U_{\ell m}, g_{\ell m}) \) for all paths \( \ell \) using either the RM-RT or RM-DP methods in Section IV. We then use channel estimate (22) where \( \hat{d}_{\ell m} \) are the estimates of the distances \( d(x^r_m, x^t_m) \) computed from the reflection model (12):

\[
\hat{d}_{\ell m} = \|x^r_m - U_{\ell m}x^t_m - g_{\ell m}\|.
\]

Equivalently, we can obtain the RM parameters (19) and use the distance (18). These two parametrizations will give the same answer.

For the reflection model, the parameters were extracted as described in Section IV by implementing both the RM-RT and RM-DP methods. In the RM-RT method, the high-precision coordinates of all interaction points between reference TX-RX pairs are extracted from the ray tracer. For the RM-DP method, we used \( M = 2 \) for the two displaced pairs at the distances 1 cm and 2 cm from the reference location. We used \( M = 2 \) since, as discussed above, this value is the minimum number to uniquely identify the parameters. These are the two displaced points closest to the reference.

Similar to [24], we performed the validation on two bands: 28 GHz with a bandwidth of 400 MHz, and 140 GHz with a bandwidth of 2 GHz. On each link, the true and estimated channels were computed at the reference and displaced locations at twenty random frequencies within the bandwidth. All ray tracing was performed using Wireless Insite by Remcom [22]. Importantly, the modeling also includes diffraction, so that deviations from the theory due to non-specular reflections are included. Additionally, the ray tracing can be run with or without foliage. Since interactions with foliage do not necessarily follow the theory, this feature will also enable us to measure the accuracy of the model under more realistic propagation mechanisms. The source code and data for the validation process can be found at [25].
We compute the normalized mean squared errors:

\[ \epsilon_m(f) := \frac{\left| \hat{H}_m(f) - H_m(f) \right|^2}{E_0}, \quad E_0 := \sum_{\ell=1}^{L_0} |g_{\ell 0}|^2 \quad (26) \]

which represents the channel estimate error relative to the average wideband received channel energy. This error can be interpreted as the measure of predicting the channel gain at displaced locations from ray tracing at locations close to the reference.

Fig. 6 plot the empirical cumulative distribution function of the error (26) in both 28 GHz and 140 GHz. As expected, for all models, as the displacement from the reference location is increased, the error increases since we are trying to extrapolate the channel further from the reference. We also observe that the two-parameter estimation methods of the reflection model, RM-RT and RM-DP, have similar performance. This fact shows that the two-parameter estimation methods are in agreement.

Most importantly, we see that the reflection model (either RM-DP or RM-RT) obtains dramatically lower errors at high displacements than the PWA or constant model. For example, at a 100 cm displacement, the median relative error of the RM is less than \(10^{-2}\), thus enabling accurate calculation of the
TABLE II

| Item                        | Value                                      |
|-----------------------------|--------------------------------------------|
| Spectrum                    | Carrier frequency: 140 GHz                 |
|                             | Bandwidth: 2 GHz                           |
| Antenna Height              | TX & RX: 2.49 m (central point)            |
| Array Size                  | TX & RX: 64 (8 x 8 UPA)                    |
| Antenna Spacing             | 0.14 m (~0.45 * wavelength)               |
| Array Aperture              | 0.98 m (Horizontal and Vertical)           |
| Transmit Power              | TX Array: 23 dBm                           |
| Noise Figure                | 3 dB                                        |
| TX Array Orientation        | [−180°, 180°] with 15° steps              |
| RX Array Orientation        | Align on boresight (face to TX)            |
| Tx-Rx Distance              | 180 meters                                 |

Fig. 7. Illustration of TX and RX arrays orientation. The orientation of the RX array is aligned on the boresight and faces the center of the TX array. The TX array is rotated at different angles \( \phi \) away from the boresight. The goal is to estimate the MIMO capacity as a function of the antenna orientation. We use values \( \phi \in [−180°, 180°] \) with 15° steps.

MIMO matrix terms with apertures of this size. In contrast, the relative error is > 1 for the PWA and constant model. Interestingly, although the proposed reflection model is only theoretically correct for fully specular reflections, we see that low errors are obtainable even with foliage and diffraction.

VI. APPLICATION FOR ESTIMATION LOS/NLOS MIMO CAPACITY

A. Simulation Set-Up

We conclude with a demonstration example of how the RM model can be used to significantly reduce the computation time in predicting the MIMO capacity in a wide aperture system. The parameters of the channel capacity estimation simulation are shown in the Table II.

We select a single TX and RX location pair in the Beijing area with a TX-RX separation distance of approximately \( d = 180 \) m. All simulations are performed at a carrier frequency of \( f_0 = 140 \) GHz and the bandwidth \( B = 2 \) GHz – similar to what is being expected for sub-THz backhaul [10], [11], [12]. We then consider three conditions:

- Test (a): The environment with no additional obstacles.
- Test (b): An additional \( 2 \times 3 \times 4 \) m\(^3\) obstacle (similar to a car) is placed to block the LOS path. The obstacle is oriented in the \( z \)-axis (east-west).
- Test (c): The identical set-up as Test (b), but the obstacle oriented in the \( y \)-axis.

A top-down view of each of the test scenarios is shown in the middle panel of Fig. 8 and a 3D view is shown in the bottom panel. Ray tracing is run between the TX-RX locations in Tests (a)–(c) and the rays found from the ray tracing are also shown in middle and bottom panels of Fig. 8. It can be seen that Test (a) has a LOS path while Tests (b) and (c) have only NLOS paths. All ray tracing simulations included diffraction and foliage. In particular, diffracted paths around the obstacles can be seen in Tests (b) and (c) in Fig. 8.

Assuming an ideal planar reflector, the RM model would indeed be accurate. However, since actual reflectors are neither infinitely large nor perfectly planar, differences between the true and RM model arise. Nonetheless, empirical studies show that the model remains a dependable approximation even with substantial displacements.

We then place \( 8 \times 8 \) uniform planar arrays (UPAs) on both TX and RX sides with an array total aperture of 0.98 × 0.98 m, in which case, the antenna spacing is 0.14 m. We adopt the gNB antenna pattern specified by 3GPP [26].

The arrays are first aligned to each other so that their bore sights are along the LOS direction (even in Tests (b) and (c) where the LOS path is not present). We then consider azimuth rotations \( \phi \) of the TX array away from bore sight. We use \( N_{\text{ang}} = 24 \) angular values of \( \phi \in [−180°, 180°] \) with 15° steps. The rotation is illustrated in Fig. 7.

Our goal is to estimate the MIMO capacity of this link as a function of the TX array orientation \( \phi \). This type of simulation would often occur in RF planning since one may need to understand how to mount and orient the array for optimal coverage. Also, when serving multiple points, the array cannot be oriented in bore sight for all RX locations. In this case, it is valuable to be able to predict the MIMO capacity as a function of the actual orientation.

We emphasize here that our goal here is not to make a general statement on the capacity of wide aperture MIMO systems. Such an analysis would require running more extensive simulations to find the statistical distribution of the capacity over large numbers of TX-RX locations. The point of this simulation is to simply illustrate how the RM model can be used to simplify the simulation time for one such link.

B. Capacity Estimation via Exhaustive Ray Tracing

We first consider estimating the capacity via exhaustive ray tracing. This method is the most exact, but also the most computationally intensive. For exhaustive ray tracing, we must run ray tracing between each TX and RX element in the arrays at each orientation at some reference frequency \( f_0 \). That is, between each TX element \( n \) and RX element \( m \), we use ray tracing at the RF center frequency \( f_0 \) to find parameters

\[
(g_{\ell mn}, \tau_{\ell mn}, \phi_{\ell mn}^T, \theta_{\ell mn}, \phi_{\ell mn}^L, \theta_{\ell mn}^L), \quad \ell = 1, \ldots, L_{mn},
\]

(27)

where \( L_{mn} \) is the number of paths between the TX element \( n \) and RX element \( m \) and the items in the vector in (27) are the gain, delays, and angles of the path \( \ell \) in that link. Then,
Fig. 8. Channel capacity simulation results and urban test scenarios at 140 GHz. There are three different test scenarios shown in column (a, b, c). The row I and row II depict 2D (top-down) and 3D views of the paths between TX and RX, respectively. In each test case, the transmitter is rotated around $360^\circ$. Within each test case, the figures in rows III and IV show the true and estimated capacity as a function of the TX rotation angle. Row III shows the narrowband capacity at the center frequency, and row IV shows the average spectral efficiency across the band.

similar to the previous section, the MIMO channel matrix at a frequency $f$, can be estimated by

$$H(f) = \begin{bmatrix}
H_{11}(f) & \ldots & H_{1N_{tx}}(f) \\
\vdots & \ddots & \vdots \\
H_{N_{rx}1}(f) & \ldots & H_{N_{rx}N_{tx}}(f)
\end{bmatrix}, \quad (28)$$

where

$$H_{mn}(f) = \sum_{\ell=1}^{L_{mn}} q_{\ell mn} e^{-j2\pi(f-f_0)\tau_{\ell mn}}. \quad (29)$$

The capacity can then be estimated from the MIMO channel matrix from standard MIMO communication theory \cite{15}, depending on the MIMO assumptions. For example, suppose that the transmit power is $P_{tx}$, the bandwidth is $B$, and the TX must transmit a constant PSD, $S_{tx} = P_{tx}/B$. Suppose, in addition, that the TX and RX know the MIMO channel matrix, $H(f)$, at all frequencies $f$ in the band and perform optimal pre-coding at the TX and linear processing at the RX. That is, the system has full CSI-T and CSI-R. Let

$$s(f) = (s_1(f), \ldots, s_r(f)), \quad (30)$$

denote the singular values of $H(f)$ at frequency $f$, where $r$ is the channel rank. Then, we can estimate the rate by

$$R := \int_{f_0-B/2}^{f_0+B/2} SE(f) \, df \quad (31)$$

where $SE(f)$ is the spectral efficiency (i.e., rate per unit bandwidth):

$$SE(f) = \max_{k=1, \ldots, r} \sum_{i=1}^{k} \rho(\gamma) \left( \frac{s_i^2(f)P_{tx}}{N_0Bk} \right), \quad (32)$$

where $N_0$ is the noise PSD, $\rho(\gamma)$ is the spectral efficiency per stream for an SNR $\gamma$, and the maximization over $k$ is to select the number of streams to use. The formula (32) assumes
that we allocate a fraction $1/k$ of the power to each stream and optimize over $k$. This allocation is an approximation of water-filling. The resulting average spectral efficiency is

$$SE := R/B.$$  \hfill (33)

For the theoretical Shannon capacity, in (32), we would use the formula:

$$\rho(\gamma) = \log_2(1 + \gamma).$$  \hfill (34)

However, to account for losses with practical codes and overhead, we assume a widely-used model in 3GPP simulations [27]:

$$\rho(\gamma) := \min\{\alpha \log_2(1 + \gamma), \rho_{\text{max}}\}$$  \hfill (35)

where $\alpha = 0.6$ and $\rho_{\text{max}} = 4.8$ bps/Hz.

The key computational challenge in the exhaustive capacity estimation is the ray tracing. Since the arrays have $N_{\text{tx}} = 64$ elements each, and there are $N_{\text{ang}} = 24$ angular steps, we must run ray tracing $N$ times with

$$N = N_{\text{tx}} N_{\text{tx}} N_{\text{ang}} = (64)(64)(24) \approx 98000,$$  \hfill (36)

to extract the parameters (27) for all the angular steps. While the exhaustive procedure is the most accurate, the large number of ray tracing simulations required can be computationally extremely expensive.

To illustrate the possible gains, Table III shows the computation time of each of the main steps for the exhaustive procedure and the RM-DP and RM-RT methods. All times are on a machine with NVIDIA RTX 3090 and Intel i9-10900K. The exhaustive method requires significantly more time due to the need to perform ray tracing at each of the $N_{\text{ang}} = 24$ angular rotations and for all the TX-RX pairs. In contrast, the RM-DP and RM-RT methods require ray tracing only once or twice. The RM-DP and RM-DT methods require a parameter extraction component that is not needed for the exhaustive method – but this step is negligible in computation time. All methods require similar time to compute the channels from the rays, but again, this step is also small. Overall, RM-DP and RM-RT are 150 to 200 times faster than the exhaustive method.

Table III also shows the computational time for the standard PWA method. We see that the proposed RM-DP and RM-RT are slightly longer due to the computation of the distance with the orthogonal matrix. However, the total computational time for RM-RT and RM-DP is approximately only 30 to 60% more than PWA and, as we will see, offers a much more accurate channel estimate.

Of course, the absolute numbers will depend on the machine used. However, given the massive reduction in ray tracing needed, the general trend will likely hold across platforms.

Note that the purpose here is not to suggest a particular MIMO scheme. For example, in certain scenarios, CSI-T may not be available. In these cases, the rate formula may be different. However, whatever the scheme is used, one will similarly need to compute the channel matrix at different array configurations, and the same computational complexity problem will hold. We simply select the above MIMO capacity problem since these computational difficulties are clear to see.

| TABLE III | COMPUTATIONAL TIME COMPARISON |
| --- | --- | --- | --- | --- |
| Ray | Exhaustive | PWA | RM-DP | RM-RT |
| Tracing (min) | 65.4 | 2.1 | 4.3 | 2.1 |
| Parameter Estimation (sec) | - | - | 0.0014 | 0.0023 |
| Channel | 7.31 | 9.59 | 14.57 | 15.11 |
| Computation (sec) | $\times 24$ | $\times 24$ | $\times 24$ | $\times 24$ |
| Total (min) | 1572.5 | 5.9 | 10.1 | 8.1 |

C. Approximate Capacity Estimation

Similar to Section V, we next consider the approximate capacity estimation using constant, PWA, or RM channel estimates. While these methods are approximate, the advantage is that, instead of running $N$ ray tracing simulations, where $N$ is given in (36), we only need to run a single ray tracing simulation between a reference location $x_0^t$ in the center of the TX array and a reference location $x_0^r$ in the center of the RX array. The MIMO channel, with any array orientation, can be then estimated from this ray tracing data, providing a much more computationally efficient approach to estimating the capacity. Our interest is in comparing the quality of this capacity estimate for different methods.

The details of the process are as follows: The ray tracing provides the PWA parameters (11) between the reference TX-RX pair $(x_0^t, x_0^r)$. Similar to Section V, we consider three possible approximations for the MIMO channel matrices $H_{mn}(f)$: A constant, PWA, and RM model. Each model provides an estimate for the channel, $\tilde{H}_{mn}(f)$. The formula for these estimates is similar to Section V. For example, the PWA and RM model provide estimates $d_{0mn}$ of the delay from TX element $n$ to RX element $m$ on path $f$. The delay estimates can then be used in a formula similar to (22) to estimate $\tilde{H}_{mn}(f)$. The channel estimates $\tilde{H}_{mn}$ can then be used in place of the true coefficients $H_{mn}(f)$ in (29). Then, the achievable rate $R$ in (31) can be estimated using the channel estimates to obtain an approximation of $R$.

D. Results

The third and fourth rows of Fig. 8 show the MIMO channel center frequency capacity and spectral efficiency, $R/B$, as a function of the angle $\phi$, where the true channel, computed from exhaustive ray tracing, is used. And we simplify the integral in (31) for computing $R$ by summation over ten uniformly distributed frequencies within the bandwidth. As expected, the true channel capacity of the LOS link is greater than that of NLOS links. Also, the LOS capacity is maximized by when the arrays are pointed at bore sight. For the NLOS cases, the optimal pointing angle is slightly off bore sight to capture dominant reflections.

Also plotted in the fourth row of Fig. 8 is the capacity estimate using different channel estimates for different methods. We see that the capacity estimate by the RM model is close to the true capacity. Indeed, the overall error of the RM’s estimation of channel capacity is less than 5%. In contrast, the PWA and constant model grossly under-predict the capacity.
Overall, we see that the RM model can provide an estimate of the capacity of a wide aperture array 140 GHz system in a complex urban environment with reflections. Specifically, the RM model matches the capacity estimated via exhaustive ray tracing, but comes with a dramatically lower simulation time. While exhaustive ray tracing requires one ray tracing simulation between every TX-RX element and every array configuration, RM requires a single ray tracing simulation. The PWA and constant models also save the ray tracing, but are grossly inaccurate for wide aperture arrays.

VII. Conclusion

Near-field communication is a promising technology for systems in the mmWave and THz bands. However, accurate assessment of near-field communications requires channel models that can capture the spherical nature of the wavefront of each path, a feature not accounted for in most models today that use planar approximations of waves. This paper presents a simple parametrization for multi-path wireless channels that correctly describes the spherical nature of each wavefront. Interestingly, the parametrization requires only two additional parameters relative to standard plane wave models. Moreover, we have provided a computationally simple algorithm to extract the parameters from ray tracing.

The model is based on image theory and is fully accurate under the assumption of planar, infinite surface reflections. However, our simulations show that the proposed reflection algorithm to extract the parameters from ray tracing. One avenue of future work is to validate against the actual field measurements. One avenue of future work is to obtain an image that we will denote as $z_k$.

\[ S_k = \{ x \mid (u^k)^T x = b^k \} \]  \hspace{1cm} (39)

for some unit vector $u^k$ and constant $b^k$. To compute the normal vector, let $v^k$ be the unit vector of the $k$-th step in the route:

\[ v^k = \frac{x^k - x^{k-1}}{\|x^k - x^{k-1}\|}, \quad k = 1, \ldots, K. \]  \hspace{1cm} (40)

Then, the normal vector for $S_k$ is given by:

\[ u^k := \frac{v^{k+1} - v^k}{\|v^{k+1} - v^k\|}, \quad k = 1, \ldots, K - 1. \]  \hspace{1cm} (41)

Also, since we know $x^k$ is in the plane $S_k$ in (39), the intercept must be given by:

\[ b^k = (u^k)^T x^k. \]  \hspace{1cm} (42)

Since the image point $z^k$ is the reflection of $z^{k-1}$ around $S_k$, the two points are related by:

\[ z^k = z^{k-1} - 2u^k((u^k)^T z^{k-1} - b^k) = V_k z^{k-1} + c_k \]  \hspace{1cm} (43)

where

\[ V_k = I - 2u^k(u^k)^T, \quad c_k = 2b^ku^k. \]  \hspace{1cm} (44)

The recursion (43) should be initialized with $z^0 = x^t$. Solving (43), we obtain

\[ z^k = U_k x^t + g^k, \]  \hspace{1cm} (45)

where

\[ U_k = \prod_{i=1}^{k} V_i, \]  \hspace{1cm} (46)

and $g^k$ satisfies the recursions

\[ g^k = c^k + V_k g^{k-1}, \quad k = 1, \ldots, K - 1, \]  \hspace{1cm} (47)

with the initial condition $g^0 = 0$. Iterating through (43), we obtain that the final image point is given by (38) with

\[ U = \prod_{k=1}^{K-1} V_k, \quad g = g^{K-1}. \]  \hspace{1cm} (48)

Also, each matrix $V_k$ in (44) is orthogonal. In fact, it is a Householder matrix. Since $U$ in (46) is the product of these matrices, $U$ is also orthogonal. This completes the proof. And we summary above steps as follows:

\[ d(x^t, x^k) = \|x^t - z^{K-1}\|. \]  \hspace{1cm} (37)

Therefore, (12) will be proven if we can show

\[ z^{K-1} = U x^t + g, \]  \hspace{1cm} (38)

for some orthogonal matrix $U$ and vector $g$. That is, the image point is a rotation and translation of the original transmitted point.

Finding the matrix $U$ and vector $g$ in (38) is a matter of simple geometry. We will walk through the details since this process will also show how to numerically compute the parameters from the route sequence (13).

First, since each surface is a plane, the surface can be represented as:

\[ S_k = \{ x \mid (u^k)^T x = b^k \} \]  \hspace{1cm} (39)

for some unit vector $u^k$ and constant $b^k$. To compute the normal vector, let $v^k$ be the unit vector of the $k$-th step in the route:

\[ v^k = \frac{x^k - x^{k-1}}{\|x^k - x^{k-1}\|}, \quad k = 1, \ldots, K. \]  \hspace{1cm} (40)

Then, the normal vector for $S_k$ is given by:

\[ u^k := \frac{v^{k+1} - v^k}{\|v^{k+1} - v^k\|}, \quad k = 1, \ldots, K - 1. \]  \hspace{1cm} (41)

Also, since we know $x^k$ is in the plane $S_k$ in (39), the intercept must be given by:

\[ b^k = (u^k)^T x^k. \]  \hspace{1cm} (42)

Since the image point $z^k$ is the reflection of $z^{k-1}$ around $S_k$, the two points are related by:

\[ z^k = z^{k-1} - 2u^k((u^k)^T z^{k-1} - b^k) = V_k z^{k-1} + c_k \]  \hspace{1cm} (43)

where

\[ V_k = I - 2u^k(u^k)^T, \quad c_k = 2b^ku^k. \]  \hspace{1cm} (44)

The recursion (43) should be initialized with $z^0 = x^t$. Solving (43), we obtain

\[ z^k = U_k x^t + g^k, \]  \hspace{1cm} (45)

where

\[ U_k = \prod_{i=1}^{k} V_i, \]  \hspace{1cm} (46)

and $g^k$ satisfies the recursions

\[ g^k = c^k + V_k g^{k-1}, \quad k = 1, \ldots, K - 1, \]  \hspace{1cm} (47)

with the initial condition $g^0 = 0$. Iterating through (43), we obtain that the final image point is given by (38) with

\[ U = \prod_{k=1}^{K-1} V_k, \quad g = g^{K-1}. \]  \hspace{1cm} (48)

Also, each matrix $V_k$ in (44) is orthogonal. In fact, it is a Householder matrix. Since $U$ in (46) is the product of these matrices, $U$ is also orthogonal. This completes the proof. And we summary above steps as follows:
1) Compute the direction vector, \( u^k \), of each step from (40).
2) Compute the normal vector, \( u^k \), and intercept, \( b^k \), to the \( k \)-th interacting surface from (41) and (42).
3) Compute the reflection matrix \( V_k \) and translation vector \( c^k \) in (44).
4) Compute the sequence of intercepts, \( g^k \), from (47).
5) Compute \( U \) and \( g \) from (48).

APPENDIX B
PROOF OF THEOREM 2

From Theorem 1, we know the distance function \( d(x^r, x^t) \) can be written as (12) for some matrix \( U \) and translation vector \( g \). So, we can prove the theorem if we can rewrite (12) as (18). Let \( z_0^t \) denote the reflected image of the TX reference \( x_0^t \):

\[
z_0^t := U x_0^t + g,
\]

and let \( d_0 \) denote the vector from the RX to the reflection of the TX:

\[
d_0 := x_0^t - z_0^t = x_0^t - U x_0^t - g.
\]

Next, let

\[
\tau = \frac{1}{c} \| d_0 \|
\]

which represents the time of flight from the reference RX to the reflected image of the TX. Since \( d_0 \in \mathbb{R}^3 \) with \( \| d_0 \| = c \tau \), we can write \( d_0 \) in spherical coordinates:

\[
d_0 = c \tau (\cos \theta^r \cos \phi^r, \cos \theta^r \sin \phi^r, -\sin \theta^r).
\]

for angles \( \phi^r \) and \( \theta^r \). The spherical coordinates (53) can also be written as:

\[
R_y(\theta^r)R_z(-\phi^r) d_0 = c \tau e_x,
\]

Substituting (54) into (51), we obtain

\[
d(x^r, x^t) \overset{(o)}{=} \left\| R_y(\theta^r)R_z(-\phi^r)
\right. \times \left[ (x^r - x_0^t) - U (x^t - x_0^t) + d_0 \right] \left\|
\overset{(o)}{=} \left\| R_y(\theta^r)R_z(-\phi^r)(x^r - x_0^t)
\right. + W (x^t - x_0^t) + c \tau e_x \right\|,
\]

where the first step (a) follows from (51) and the fact that \( R_y(\theta^r)R_z(-\phi^r) \) is a rotation matrix that does not change distance, and, in step (b), we define

\[
W := -R_y(\theta^r)R_z(-\phi^r)U.
\]

Also, each Householder matrix \( V_k \) in (44) is orthogonal with determinant, \( \det(V_k) = -1 \). Hence, the determinant \( U \) in (46) is:

\[
\det(U) = (-1)^{K-1}.
\]

Taking the determinant of the product (56),

\[
\det(W) = \det(-R_y(\theta^r)R_z(-\phi^r)U)
\]

\[
= (-1)^2 \det[R_y(\theta^r)R_z(-\phi^r)] \det(U)
\]

\[
= (-1)^{K+1} = s,
\]

where \( s = \pm 1 \) as defined in (17), and we have used the fact that the determinant of rotation matrices is one. Multiplying by the matrix \( Q_z(s) \) defined in (15), we obtain

\[
\det[Q_z(s)W] = \det(Q_z(s)) \det(W) = s^2 = 1.
\]

Hence \( Q_z(s)W \) is an orthogonal matrix with determinant of one in \( \mathbb{R}^{3 \times 3} \). That is, the matrix is in the special orthogonal group of rotations \( SO(3) \). Any such matrix can be parameterized by three rotations:

\[
Q_z(s)W = R_x(\gamma^t)R_y(\theta^t)R_z(-\phi^t).
\]

Since \( Q_z(s)^2 = I \),

\[
W = Q_z(s)R_x(\gamma^t)R_y(\theta^t)R_z(-\phi^t).
\]

Substituting (61) into (55) proves (18). And we summary above steps as follows:

1) Compute, \( d_0 \), the separation vector from the RX to the reflection TX image from (50).
2) Compute the angles \( (\theta^r, \phi^r) \) and distance \( \tau \) by putting \( d_0 \) into spherical coordinates (53).
3) Compute the binary term \( s = \pm 1 \) from the number of reflections, \( K - 1 \), using (17).
4) Compute \( W \) from (56).
5) Since \( Q_z(s)W \) is an orthogonal matrix with determinant one, write the matrix as a product of rotation matrices (61) to recover the TX angles \( (\gamma^t, \theta^t, \phi^t) \) [29].

It remains to show that parameters \( (\theta^r, \phi^r, \theta^t, \phi^t) \) match those in the PWA model. This equivalency is shown in Appendix C.

APPENDIX C

EQUIVALENCY OF THE RM AND PWA PARAMETERS

Let

\[
(\theta^r, \phi^r, \theta^t, \phi^t)
\]

be the angles for the RM model derived in the Appendix B. We need to show that these angles are identical to the angles in the PWA model. To this end, let \( u^r \) and \( u^t \) be the direction vectors (10), computed from these RM angles (62):

\[
u^r = (\cos(\phi^r) \cos(\theta^r), \sin(\phi^r) \cos(\theta^r), \sin(\theta^r))
\]

\[
u^t = (\cos(\phi^t) \cos(\theta^t), \sin(\phi^t) \cos(\theta^t), \sin(\theta^t))
\]

where, similar to Appendix B, we have dropped the dependence on \( \ell \) to simplify the notation. We will show that the direction vectors (63) satisfy the directional derivative property (8):

\[
(u^r)^T = -\frac{\partial d_r(x_0^t, x_0^r)}{\partial x^r}, \quad (u^t)^T = -\frac{\partial d_r(x_0^r, x_0^t)}{\partial x^t}.
\]

Hence the directions (63) must match the PWA directions, and therefore, so must the angles.
To prove (64), write the distance in (18) as:

\[ d(x^r, x'^r) = f(z), \]  
where

\[ f(z) := \|c^r e_x + z\|, \]  
and

\[
z = R_y(\theta^r)R_z(-\phi^r)(x^r_0 - x'^r) \\
+ Q_z(s)R_x(\gamma^r)R_y(\theta^r)R_z(-\phi^r)(x^r_0 - x'^r). \tag{67}\]

Then,

\[
\frac{\partial d_t(x^r_0, x'^r_0)}{\partial x^r} = \frac{\partial f(z)}{\partial z} \bigg|_{z=0} \frac{\partial z}{\partial x^r} \bigg|_{x^r = x^r_0} \\
= e^r_x \frac{\partial z}{\partial x^r} \bigg|_{x^r = x^r_0} \\
= -e^r_x R_y(\theta^r)R_z(-\phi^r) = -(u^r)^T, \tag{68}\]

where (a) follows from (65) and chain rule; (b) follows from taking the derivative of \( f(z) \) in (66); (c) follows from taking the derivative of \( z \) in (67); and (d) follows from applying the formulae for the rotation matrices in (14) and the definition of \( u^r \) in (63). Thus, (68) proves the first equation in (64). The derivative with respect to \( x^r \) is proven similarly.

**APPENDIX D**

**ESTIMATION VIA DISPLACED PAIRS**

The details of the RM-DP fitting procedure are as follows: We assume we have PWA parameters (20) between \( M + 1 \) TX-RX pairs, \((x^r_m, x'^r_m), m = 0, \ldots, M\). As mentioned in Section IV-B, the pair \((x^r_0, x'^r_0)\) is the reference pair and \((x^r_m, x'^r_m), m = 1, \ldots, M\), are the \( M \) displaced pairs. The goal is to determine the RM parameters (19) at the reference pair \((x^r_0, x'^r_0)\). We can obtain most of the RM model parameters from the PWA parameters at the reference pair \((x^r_0, x'^r_0)\). Specifically, we set the number of paths at the reference pair to \( L = L_0 \), and for each path \( \ell \), we set:

\[
g_\ell = g_{\ell_0}, \quad \tau_\ell = \tau_{\ell_0}, \tag{69a}\]
\[
\phi^r_\ell = \phi^r_{\ell_0}, \quad \theta^r_\ell = \theta^r_{\ell_0}, \tag{69b}\]
\[
\phi^t_\ell = \phi^t_{\ell_0}, \quad \theta^t_\ell = \theta^t_{\ell_0}. \tag{69c}\]

The only parameters in the RM model that need to be determined are the binary variable \( s_\ell \) and angle \( \gamma_\ell \), each path \( \ell \).

We proceed in two phases: Path matching and angle solving.

**A. Path Matching**

If the displaced locations are close to the reference location, the number of paths should be the same, and the paths should approximately agree except for the change in the path distance. However, the ray tracing generally outputs paths in an arbitrary order. So, we first perform a heuristic path matching as follows. Let

\[
D_m(\ell, \ell') := c_0 \left[ |\phi^r_{\ell_0} - \phi^r_{\ell'}| + |\phi^t_{\ell_0} - \phi^t_{\ell'}| \right] + c_1 \left[ |\theta^r_{\ell_0} - \theta^r_{\ell'}| + |\theta^t_{\ell_0} - \theta^t_{\ell'}| \right], \tag{70}\]

which represents a distance between the parameters for the path \( \ell \) in the reference pair and the path \( \ell' \) in the displaced pair \( m \). The coefficients \( c_i \) are weighting parameters that we take as

\[ c_0 = c_1 = \frac{1}{180^2}. \]

To match the paths, we then perform the following recursion:

\[
\sigma_m(\ell) = \arg \min_{\ell' \notin \{\ell\}} D_m(\ell, \ell'), \tag{71a}\]
\[
I_{m, \ell + 1} = I_{m, \ell} \cup \{m, \sigma_m(\ell)\}. \tag{71b}\]

which is initialized with \( I_{m, 0} = \emptyset \). For each path \( \ell \) between the reference TX-RX pair \((x^r_0, x'^r_0)\), the recursion (71) finds a closest path \( \ell' = \sigma_m(\ell) \) in the displaced pair \((x^r_m, x'^r_m)\). The recursion is performed from the strongest path to the weakest path, meaning they are sorted in descending order of \( |y_{\ell_0}| \). This sorting ensures that the the strongest paths are given the highest priority in the matching.

After the path matching, we reorder the paths in all the displaced pairs so that in the new order path \( \ell \) in reference pair \( m \) corresponds to the previous path index \( \sigma_m(\ell) \).

**B. Angle Solving**

After the path matching is performed we can solve for the binary variable \( s_\ell \) and angle \( \gamma_\ell \) for each path as follows. Using the RM parameters at the reference location \( m = 0 \), the distance along path \( \ell \) between any TX-RX pair \((x^r, x'^r)\) is:

\[
d_\ell(x^r, x'^r) \\
= \|c^r e_x + R_y(\theta^r)R_z(-\phi^r)(x^r_0 - x'^r) \\
+ Q_z(s)R_x(\gamma^r)R_y(\theta^r)R_z(-\phi^r)(x^r_0 - x'^r)\|. \tag{72}\]

We also know that the propagation delay, \( \tau_{\ell m} \), along the path \( \ell \) between \( x^r_m \) to \( x'^r_m \) is:

\[ c_\ell \tau_{\ell m} = d_\ell(x^r_m, x'^r_m). \tag{73}\]

Combining (72) and (73), we have

\[
(c \ell \tau_{\ell m})^2 = d_\ell^2(x^r_m, x'^r_m) \\
= \|c^r e_x + a^r_{\ell m} + Q_z(s)R_x(\gamma^r)\| a^t_{\ell m} \|^2, \tag{74}\]

where

\[
a^r_{\ell m} := R_y(\theta^r)R_z(-\phi^r)(x^r_0 - x'^r_m), \tag{75a}\]
\[
a^t_{\ell m} := R_y(\theta^r)R_z(-\phi^r)(x^r_0 - x^r_m). \tag{75b}\]

Expanding the square in (74) we obtain:

\[
(c \ell \tau_{\ell m})^2 = (c \ell \tau_{\ell m})^2 + \|a^r_{\ell m}\|^2 + \|a^t_{\ell m}\|^2 + 2(c \ell \tau_{\ell m})e^T x a^t_{\ell m} \\
+ 2(c \ell \tau_{\ell m}) \|Q_z(s)R_x(\gamma^r)\| a^t_{\ell m} \\
+ 2(a^t_{\ell m})^T Q_z(s)R_x(\gamma^r) a^t_{\ell m}. \tag{76}\]

From (75), we have

\[ a^r_{\ell m} = a^r_{\ell m} + \|a^r_{\ell m}\|^2 = \|x^r_0 - x^r_m\|^2, \tag{77a}\]
\[ a^t_{\ell m} = a^t_{\ell m} + \|a^t_{\ell m}\|^2 = \|x^r_0 - x^r_m\|^2. \tag{77b}\]
since the rotation matrices do not change the norm. Also, combining (75) and (10) we have that
\[
e^2_s a^t_{e,m} = (u^t_{e})^T (x^r_m - x^a_m) ,
\]
where \( u^t_{e} \) and \( u^s_{e} \) are unit vectors in the directions of arrival and departure at the reference locations at path \( \ell \):
\[
u^s_e = (\cos(\phi^s_{0,\ell} \theta^s_{0,\ell}), \sin(\phi^s_{0,\ell} \theta^s_{0,\ell}), \sin(\theta^s_{0,\ell})) \quad (79a)
\]
\[
u^t_e = (\cos(\phi^t_{0,\ell} \theta^t_{0,\ell}), \sin(\phi^t_{0,\ell} \theta^t_{0,\ell}), \sin(\theta^t_{0,\ell})) \quad (79b)
\]
Substituting (77) and (78) into (76), we obtain:
\[
d^2(x^r_m, x^a_m) = G_{e,m} + 2(a^t_{e,m})^T \mathbf{Q}_e (s^0_r) \mathbf{R}_e (\gamma^0_e) a^t_{e,m} ,
\]
where
\[
G_{e,m} := (c r_{0,\ell})^2 + \left\| x^r_0 - x^a_m \right\|^2 + \left\| x^r_0 - x^a_m \right\|^2 + 2 c r_{0,\ell} \left[ (u^t_e)^T (x^r_0 - x^a_m) + (u^s_e)^T (x^r_0 - x^a_m) \right] + \left\| x^r_0 - x^a_m \right\|^2 + c r_{0,\ell} u^t_e u^t_e .
\]

Also, write
\[
a^t_{e,m} = (a^t_{e,1,m}, a^t_{e,2,m}, a^t_{e,3,m}) ,
a^s_{e,m} = (u^t_e)^T (x^r_0 - x^a_m) + c r_{0,\ell} u^t_e u^t_e .
\]

We can rewrite (76) as
\[
C_{e,m} = A_{e,m}(s^0_r) x_e + B_{e,m}(s^0_r) y_e ,
\]
where
\[
A_{e,m}(s) := 2(a^r_{e,2,m} a^t_{e,2,m} + s^0 r^t_{0,3,m}) \cos \gamma^0_e\]
\[
B_{e,m}(s) := 2(s^0 r^t_{0,3,m} a^r_{e,2,m} - a^t_{e,2,m} a^t_{e,2,m}) \sin \gamma^0_e
\]
\[
C_{e,m} := (c r_{0,\ell})^2 - G_{e,m} - 2 a^t_{e,1,m} a^r_{e,1,m},
\]
and
\[
x_e = \cos \gamma^0_e, \quad y_e = \sin \gamma^0_e .
\]

To find the solution to (84), we minimize
\[
(s_{e,t}, x_e, y_e) = \arg \min s = \pm 1, x, y J_e(s, x, y) ,
\]
where \( J_e(\cdot) \) is the objective:
\[
J_e(s, x, y) := \sum_{m=1}^M (C_{e,m} - A_{e,m}(s)x - B_{e,m}(s)y)^2 .
\]

The minimization is (87) is easily performed: For each value of \( s = \pm 1 \), the objective (88) is a least squares with two unknowns. Hence, the optimization (87) has a unique minimum provided we have \( M \geq 2 \) measurements. Once we obtain the minimum (87), we obtain the parameters:
\[
\gamma_{e,t} = \arctan(x_e, y_e) .
\]
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