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The shell evolution of neutron-rich nuclei with temperature is studied in a beyond-mean-field framework rooted in the meson-nucleon Lagrangian. The temperature-dependent Dyson equation with the dynamical kernel taking into account the particle-vibration coupling (PVC) is solved for the fermionic propagators in the basis of the thermal relativistic mean-field Dirac spinors. The calculations are performed for \textsuperscript{68–78}Ni in a broad range of temperatures \(0 \leq T \leq 4\) MeV. The special focus is put on the fragmentation pattern of the single-particle states, which is further investigated within toy models in strongly truncated model spaces. Such models allow for quantifying the sensitivity of the fragmentation to the phonon frequencies, the PVC strength and to the mean-field level density. The model studies provide insights into the temperature evolution of the PVC mechanism in real nuclear systems under the conditions which may occur in astrophysical environments.

\section{I. INTRODUCTION}

Understanding the behavior of atomic nuclei and nuclear matter at finite temperature is extremely important for advancements at the frontiers of the nuclear science. The modification of in-medium nucleonic correlations with temperature changes considerably the nuclear structure, leading to the transition to the non-superfluid phase, weakening of collective effects, the appearance of shape fluctuations, and the formation of new structures in the excitation spectra due to the thermal unblocking \cite{14-16, 18}. The microscopic interpretation of these phenomena is crucial for accurate predictions of nuclear processes in astrophysical environments, such as the neutron star mergers and supernovae \cite{7, 12}. As it is found in the recent studies of Refs. \cite{6, 13}, the emergent effects of the many-body correlations, of both collective and non-collective origin, play a decisive role in the key nuclear reaction rates employed in the r-process nucleosynthesis and core-collapse supernovae simulations. The precise knowledge about the evolution of nuclear emergent phenomena with temperature is, therefore, mandatory for a high-quality nuclear physics input utilized in astrophysical modeling.

The equation of motion (EOM) method builds a systematic framework for the description of many-body correlations, in particular, in strongly coupled fermionic systems \cite{14, 19}. Within this framework, the EOM’s are generated for various time-dependent quantities, such as the correlation functions of field operators. One of the simplest correlation functions is the fermionic propagator through the correlated medium, which is directly related to the energies of quasiparticles and their occupancies of the basis orbitals \cite{20, 21}. In principle, the single-particle propagators of the states below the Fermi energy define completely the total ground state energy of the system, if the underlying Hamiltonian is confined by the two-body interaction, via the M"{u}gldal-Galitski-Koltun sum rule \cite{22, 23}. This fact is, in turn, in compliance with the density functional theory, where the total ground state energy is defined by the one-body density, which is the static limit of the single-particle propagator. Thus, the correlated one-body propagator plays a fundamental role in the description of quantum many-body systems.

However, the exact EOM for the one-body propagator does not have a closed form. Instead, it contains higher-rank propagators in the dynamical part of the interaction kernel, namely, the two-body propagator in the non-symmetric form and the three-body propagator in the symmetric form of this kernel \cite{24, 25}. This requires external EOMs for the latter propagators, which, in turn, are coupled to even higher-rank ones through the more complex dynamical kernels, leading to a hierarchy of coupled EOMs. In nuclear physics applications, however, quantitatively most important coupling is the one between the one-body and two-body propagators, while the two-body EOM can be formulated in various approximations, which allow one to truncate the hierarchy of EOMs on a certain level with a reasonable accuracy.

The simplest descriptions of quantum many-body systems take the dynamical kernels of the EOMs into account in static approximations. Such descriptions are confined by one-body densities and propagators and include the Hartree-Fock approach \cite{26, 27}, the random phase approximation (RPA) \cite{29}, the Gor’kov theory of superfluidity \cite{30} and the Bardeen-Cooper-Schrieffer (BCS) model \cite{31}, to name a few. Needless to say, such approximations neglect the explicit coupling between the one-body and two-body EOM’s and, thus, are insufficient for an accurate description of nuclear phenomena, which is required for modern applications and for a deep understanding of emergent effects. A better accuracy can be achieved by cluster expansions of the dynamical kernels of both the one-body and two-body fermionic EOM’s in terms of the two-time two-body correlation functions, as it is discussed, e.g., in the context of the condensed matter and quantum chemistry applications \cite{14, 16, 18}. For the nuclear physics calculations, possible truncation schemes of the dynamical kernels on the two-body level were discussed, in particular, in Ref. \cite{24}. The great advantage of the EOM method is that both the static and dynamical kernels are derived consistently from
the same underlying bare interaction. In nuclear physics, however, the implementations of EOM-based methods still mainly employ effective interactions.

Early approaches with dynamical kernels postulated phenomenological Hamiltonians implying the existence of fermionic quasiparticles and phonons of a bosonic origin \[32,40\]. In such approaches the effective residual interaction between fermions is supplemented by the phonon-exchange interaction, or (quasi)particle-vibration coupling (\(\text{qPVC}\)). Relatively simple calculation schemes are possible with the use of effective phenomenological interactions, however, more accurate and sophisticated versions of PVC were successfully implemented over the years \[24,41–49\].

The models operating with mostly the phonon degrees of freedom \[37,40\], include correlations of high complexity, and a few attempts of using bare nucleon-nucleon interactions were reported \[50,53\].

In this work we examine the EOM for the one-body propagator, which is, in its most general form, the Dyson equation. We consider the finite-temperature case and employ the approach developed in Ref. \[54\] as an extension of the zero-temperature PVC model \[55,56\]. The latter are adopted upon the relativistic quantum hadrodynamics \[57–60\] for the static part and the many-body Hamiltonian \(H\) contains only the free-motion and the mean-field contributions, i.e., confined by the one-body part, the single-fermion Matsubara Green function reads

\[
\tilde{G}(2,1) = \sum_{\alpha = \pm 1} \tilde{G}^\alpha(2,1),
\]

\[
\tilde{G}^\alpha(2,1) = -\alpha \delta_{k_1 k_2} n(-\alpha (\epsilon_{k_1} - \mu) T e^{-i\epsilon_{k_1} T} \theta (\sigma T - 1)),
\]

where \(\tau_{21} = \tau_2 - \tau_1\) and \(\epsilon_{k_1}\) are the eigenvalues of the single-particle Hamiltonian diagonal in the \(|k_1\rangle\) basis. Accordingly, \(n(\epsilon, T)\) is the Fermi-Dirac distribution,

\[
n(\epsilon, T) = \frac{1}{\text{exp}(\epsilon / T) + 1},
\]

at the temperature \(T\) and characterizes the mean-field occupancies of the orbits with the given single-particle energies. The Fourier transform of the propagator \(\tilde{G}(\sigma, \tau)\) to the energy domain,

\[
\tilde{G}_{k_1 k_2}(\epsilon, \tau) = \int_0^{1/T} d\tau e^{i\epsilon \tau} \tilde{G}_{k_1 k_2}(\tau),
\]

leads to its spectral representation

\[
\tilde{G}_{k_1 k_2}(\epsilon, \tau) = \delta_{k_1 k_2} \tilde{G}_{k_1}(\epsilon, \tau), \quad \tilde{G}_{k_1}(\epsilon) = \frac{1}{i \epsilon - \epsilon_{k_1} + i},
\]

defined at the discrete Matsubara frequencies \(\epsilon_\ell\),

\[
\epsilon_\ell = (2 \ell + 1) \pi T,
\]

with the integer \(\ell\). In Eqs. \(3,6\) we indicate the mean-field character of the respective Green function by the "\(\tilde{\text{m}}\)" sign.

II. DYSON EQUATION FOR THE FERMIONIC PROPAGATOR AT FINITE TEMPERATURE

We define the hot nucleus as a system of Dirac nucleons moving in a self-consistent field generated by an effective meson-nucleon interaction at finite temperature. The electromagnetic interaction between protons is mediated by the photon. One of the most convenient ways to quantify the single-particle motion in a fermionic many-body system is to evaluate the one-fermion propagator (also called Green function), which describes the motion of a fermion through the correlated medium formed by \(N\) identical interacting fermions. The advantage of such a description is the simple relationship of this propagator to the excitation spectra and ground-state properties of the systems with \((N + 1)\) and \((N - 1)\) fermions. In this work we are interested in nuclear systems in thermal equilibrium with the surroundings, that can be associated with a certain temperature. The temperature, or Matsubara, propagator of a fermion is defined as

\[
\langle k, 1' \rangle \equiv \langle \tau_1, \tau_1' \rangle = -\langle T, \psi(1') \rangle
\]

where the angular brackets stand for the thermal average \[65,66\] and the chronological ordering operator \(T\) acts on the fermionic field operators in the Wick-rotated picture:

\[
\psi(1) = \psi_{k_1}(\tau_1) = e^{i\tau_1} \psi_{k_1} e^{i\tau_1},
\]

\[
\psi^\dagger(1') = \psi^\dagger_{k_1}(\tau_1) = e^{i\tau_1} \psi_{k_1}^\dagger e^{i\tau_1}.
\]

In Eq. \(2\), the evolution is determined by the operator \(\mathcal{H} = H - \mu N\), where \(H\) is the many-body Hamiltonian, \(\mu\) is the chemical potential, and \(N\) denotes the particle number. The subscripts \(k_1\) defines the full set of the single-particle quantum numbers in a given representation, while the imaginary time variable \(\tau\) is related to the real time \(t\) as \(\tau = it\). The fermionic fields \(\psi_{k_1}\) and \(\psi_{k_1}^\dagger\) satisfy the usual anticommutation relations.

For the many-body Hamiltonian \(H\) containing only the free-motion and the mean-field contributions, i.e., confined by the one-body part, the single-fermion Matsubara Green function reads

\[
\langle k, 1' \rangle = \sum_{\alpha = \pm 1} \langle \tau_1, \tau_1' \rangle = -\langle T, \psi(1') \rangle
\]

that is, the temperature evolution of the PVC mechanism in the neutron-rich even-even nuclei \(68–78\)Ni, which are of interest for various astrophysical applications.
The presence of two-body and higher-rank terms in the many-body Hamiltonian induce correlations beyond mean field originated from the residual interaction. The correlated propagator can be found as a solution of the Dyson equation

$$\mathcal{G}_{k_1 k_2}(\epsilon_f) = \mathcal{G}_{k_1 k_2}(\epsilon_f) + \sum_{k_3, k_4} \mathcal{G}_{k_1 k_3}(\epsilon_f) \Sigma^\ell_{k_3 k_4}(\epsilon_f) \mathcal{G}_{k_4 k_2}(\epsilon_f),$$

where the energy-dependent mass operator, or self-energy, $\Sigma^\ell$ describes the coupling between single fermions and intermediate emergent degrees of freedom. In this work, we employ the PVC model for $\Sigma^\ell$, which approximates the exact energy-dependent self-energy $\Sigma^\ell$ by a cluster expansion truncated at the two-body level \[24\]. This self-energy, in the leading approximation, reads

$$\Sigma^\ell_{k_1 k_2}(\epsilon_f) = -T \sum_{k_3} \sum_{m} \sum_{\sigma' = \pm} \mathcal{G}_{k_1 k_3}(\epsilon_f) \frac{\sigma \rho_{k_3 k_2}^{m(\sigma)} \rho_{k_1 k_3}^{m(\sigma)*}}{\epsilon_f - \epsilon_{k_3} - \sigma \omega_m},$$

where $\mathcal{G}_{k_1 k_2}(\epsilon_f)$ are energy-dependent self-energy for each single-particle state $k$, the poles of the propagator $\mathcal{G}_{k_1 k_2}(\epsilon_f)$ correspond to the zeros of the function $f(\epsilon) = \epsilon - \epsilon_k + \mu - \Sigma^\ell_{k_1 k_2}(\epsilon_f)$.

For each single-particle mean-field state $k$, there exist multiple solutions $\epsilon_k^{(\ell)}$ numbered by the additional index $\lambda$. In other words, the pole character of the energy-dependent self-energy $\Sigma^\ell_{k_1 k_2}(\epsilon_f)$ causes fragmentation of the single-particle states $k$ due to the PVC mechanism. The solutions $\epsilon_k^{(\ell)}$ can be determined by finding the zeros of $f(\epsilon)$ or, alternatively, by the diagonalization of the arrowhead matrix \[70\] [71]:

$$\begin{pmatrix} \epsilon_k - \mu & \epsilon_{m_1(\sigma)} & \epsilon_{m_2(\sigma)} & \cdots \\ \epsilon_{m_1(\sigma)}^* & \delta_{n_1 k} & 0 & \cdots \\ \epsilon_{m_2(\sigma)}^* & 0 & \delta_{n_2 k} & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix},$$

with the spectroscopic factor $S^{(\lambda)}_k$, such as

$$S^{(\lambda)}_k = \frac{S^{(\lambda)}_k}{\epsilon - \epsilon_k^{(\lambda)}},$$

with the spectroscopic factor $S^{(\lambda)}_k$, such as

$$S^{(\lambda)}_k = \frac{S^{(\lambda)}_k}{\epsilon - \epsilon_k^{(\lambda)}},$$

where $\xi^{m(\sigma)}_{n k} = \rho_{k_1 k_2}^{m(\sigma)} \sqrt{N(\omega_m, T) + n(\sigma(\epsilon_n - \mu), T)}, \quad \sigma = \pm 1.$

In the vicinity of the pole $\epsilon_k^{(\lambda)}$, where the function $f(\epsilon)$ can be approximated by

$$f(\epsilon) \approx \left(\epsilon - \epsilon_k^{(\lambda)}\right) \left[1 - \frac{d}{d\epsilon} \Sigma^\ell_{k_1 k_2}(\epsilon_f)\right]_{\epsilon = \epsilon_k^{(\lambda)}},$$

the correlated Matsubara Green function $\mathcal{G}^{(\lambda)}_{k_1 k_2}(\epsilon_f)$ reads:

$$\mathcal{G}^{(\lambda)}_{k_1 k_2}(\epsilon_f) = \frac{S^{(\lambda)}_k}{\epsilon - \epsilon_k^{(\lambda)}},$$

with the spectroscopic factor $S^{(\lambda)}_k$, such as

$$S^{(\lambda)}_k = \frac{S^{(\lambda)}_k}{\epsilon - \epsilon_k^{(\lambda)}},$$

where

$$\xi^{m(\sigma)}_{n k} = \rho_{k_1 k_2}^{m(\sigma)} \sqrt{N(\omega_m, T) + n(\sigma(\epsilon_n - \mu), T)}, \quad \sigma = \pm 1.$$

The sum over $\ell'$ in Eq. 9 is transformed into a contour integral by the standard technique \[65\]. The final expression for the mass operator $\Sigma^\ell$, after the analytical continuation to complex energies, takes the form:

$$\Sigma^\ell_{k_1 k_2}(\epsilon_f) = \sum_{k_3, m} \left\{ \delta_{k_1 k_3} \delta_{k_2 k_3} \frac{N(\omega_m, T) + 1 - n(\epsilon_k - \mu, T)}{\epsilon - \epsilon_k - \mu - \omega_m + i\delta} + \delta_{k_1 k_3} \delta_{k_2 k_3} \frac{n(\epsilon_k - \mu, T) + N(\omega_m, T)}{\epsilon - \epsilon_k + \mu + \omega_m - i\delta} \right\},$$

where $\delta \to +0$, and

$$N(\omega_m, T) = \frac{1}{\exp(\omega_m / T) - 1}$$

are the occupation numbers of phonons with the frequencies $\omega_m$, which arise from the summation over $\ell'$ in Eq. 9.

As in Ref. \[54\], in this work the self-energy \[12\] is treated in the diagonal approximation: $\Sigma^\ell_{k_1 k_2}(\epsilon_f) = \delta_{k_1 k_2} \Sigma^\ell_{k_1}(\epsilon_f)$. Furthermore, Eq. 8 is equivalent to the nonlinear equation:

$$\left[\epsilon - \epsilon_k + \mu - \Sigma^\ell_{k_1 k_2}(\epsilon_f)\right] \mathcal{G}_{k_1 k_2}(\epsilon_f) = 1,$$
III. NUMERICAL SCHEME

The numerical implementation is performed in three steps. (i) The closed set of the relativistic mean-field (RMF) equations with the NL3 parametrization [68] and the thermal fermionic occupation numbers [4] is solved in a self-consistent cycle. This procedure outputs the single-particle spectrum as a set of temperature-dependent single-particle Dirac spinors and the corresponding energies, which form the basis \( |k_j\) employed in further calculations. (ii) The finite-temperature RRPA (FT-RRPA) equations are solved to obtain the phonon vertices \( g_m \) and their frequencies \( \omega_m \). The FT-RRPA phonon spectrum with the RMF single (quasi)particles, build the \( pp \otimes \) phonon and \( ph \otimes \) phonon configurations for the PVC self-energy \( \Sigma^e(\epsilon) \). (iii) Eq. [8] is solved in the configuration space, truncated as described in [54]. The PVC self-energy \( \Sigma^e(\epsilon) \) is treated in the diagonal approximation, i.e., \( \Sigma^e_{k_1k_2}(\epsilon) = \delta_{k_1k_2} \Sigma^e(\epsilon) \). Pairing correlations at \( T = 0 \) are taken into account in all the three steps: in the Bardeen-Cooper-Schrieffer (BCS) approximation [31] for the mean-field calculations, in the relativistic quasiparticle RPA (QRPA) [73] for the calculations of the phonon spectra, and in the approach of Ref. [56] for the solution of the Dyson equation. Pairing correlations were neglected in calculations at temperature \( T \geq 1 \text{ MeV} \) as the critical temperature of the superfluid phase transition is around 1 MeV for the considered nuclei.

The particle-hole (ph) configurations with the energies \( \epsilon_{ph} \leq 100 \text{ MeV} \) and the antiparticle-hole (ah) ones with \( \epsilon_{ah} \geq -1800 \text{ MeV} \), with respect to the positive-energy continuum, were included in the particle-hole basis for the FT-RRPA and QRPA calculations of the phonon spectra. The excitation spectra converge reasonably well with this truncation, as it was verified by direct calculations within the complete RMF basis. The resulting vibrations with the spin-parities \( J^P = 2^+, 3^-, 4^+, 5^-, 6^+ \) below the energy cutoff of 20 MeV formed the phonon model space. This cutoff is also justified by our previous calculations [54]. A further truncation of the phonon space was made according to the values of the reduced transition probabilities of the corresponding electromagnetic transitions \( B(EL) \). Namely, the phonon modes with the \( B(EL) \) values equal or more than 5% of the maximal one for each \( J^P \) were retained in the self-energy \( \Sigma^e(\epsilon) \). The same truncation criteria were applied for all temperature regimes. As in our previous calculations [4][5][54][67], at high temperatures many additional phonon modes appear in the excitation spectra as a consequence of the thermal unblocking, which leads to a significant expansion of the phonon model space with the temperature growth. The single-particle intermediate states \( k_3 \) were included in the summation of Eq. [12] under the condition \( |\epsilon_{k_3} - \epsilon_{k_1}| \leq 50 \text{ MeV} \). The latter implies another truncation of the model space, which is mild enough that the results converge. In contrast to the number of the phonon modes, the number of the intermediate fermionic states changes only little with temperature.

IV. RESULTS AND DISCUSSION

The numerical implementation was performed for the chain of neutron-rich even-even Ni isotopes with the atomic numbers \( A = 68−78 \), which lie on the \( r \)-process path and belong to the high-sensitivity region of the nuclear landscape with respect to the electron capture [7][12]. We investigated the thermal evolution of the single-particle states located within the 20 MeV energy window around the respective Fermi energies of the neutron and proton subsystems. Among the selected isotopes, \(^{78}\text{Ni}\) is a closed-shell nucleus as well as the proton subsystems of the other five Ni isotopes. The neutron subsystems of \(^{68,70,72,74,76}\text{Ni}\) are open-shell. As discussed in detail in Refs. [54][74], the superfluidity in the Bogoliubov’s or BCS sense vanishes at the critical temperature \( T_c \approx 0.6\Delta_p(T = 0) \), where \( \Delta_p(T = 0) \) is the pairing gap \( \Delta_p \) at zero temperature. In the realistic self-consistent finite-temperature calculations the coefficient between \( T_c \) and \( \Delta_p(T = 0) \) can be slightly different, for instance, in the relativistic RMF+BCS calculations it can get close to 0.7 [54][74]. In the approaches beyond BCS the critical temperature further increases as shown, in particular, in Ref. [74]. In this work, however, we stay within the RMF+BCS description, where the critical temperature is around or below 1 MeV for the selected nuclei. Their zero-temperature neutron pairing gaps \( \Delta_p(T = 0) \) were determined using the three-point formula [73] and the data on the nuclear binding energies from Ref. [76]. The empirical values of the pairing gap \( \Delta_p(T = 0) \) and the corresponding empirical critical temperature \( T_c \) for the even-even \(^{68−76}\text{Ni}\) nuclei are shown in Table 1. Since our results below are presented on 1 MeV temperature grid, the pairing correlations are taken into account only at \( T = 0 \).

|          | \( ^{68}\text{Ni} \) | \( ^{70}\text{Ni} \) | \( ^{72}\text{Ni} \) | \( ^{74}\text{Ni} \) | \( ^{76}\text{Ni} \) |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \Delta_p(T = 0) \) (MeV) | 1.57            | 1.55            | 1.41            | 1.49            | 1.30            |
| \( T_c \) (MeV)        | 0.94            | 0.93            | 0.85            | 0.90            | 0.78            |

The reference single-particle spectra for \(^{68−78}\text{Ni}\) isotopes obtained within the RMF(+BCS) approach at zero and finite temperature are shown in Figs. [3][11]. At \( T = 0 \), the sizable effect of neutron pairing correlations is restricted by the neighborhood of the Fermi surface. This is reflected in the presented spectra, while the pure single-particle levels computed without pairing at \( T = 0 \) are not very different from those at \( T = 1 \text{ MeV} \). As a result of pairing correlations, the neutron states above (below) Fermi surface are displaced to higher (lower) energies. Since the chemical potential of the neutron subsystem increases with the increase of the neutron number, the intruder state \( 1g_{9/2} \), shifted upward in \(^{68−72}\text{Ni}\) isotopes, is shifted downward in \(^{74−76}\text{Ni}\) isotopes. As it is mentioned above, superfluid pairing does not show up in the closed-shell \(^{78}\text{Ni}\) and in the closed-shell proton subsystems of \(^{68−76}\text{Ni}\) isotopes, although the proton states are
FIG. 1: Single-particle states in (a) $^{68}\text{Ni}$, (b) $^{70}\text{Ni}$, (c) $^{72}\text{Ni}$, (d) $^{74}\text{Ni}$, (e) $^{76}\text{Ni}$, and (f) $^{78}\text{Ni}$ isotopes at zero and finite temperature calculated within the RMF approximation.
implicitly affected by the neutron superfluidity via the self-consistent mean field.

In general, one observes that the neutron addition induces the displacement of the proton states altogether towards lower energies. As a result, the two proton shell gaps, which are associated with the magic numbers 20 and 28, are slightly diminished with the increase of the neutron number. In the neutron subsystems of $^{68-70}\text{Ni}$ isotopes, one observes an abrupt change of the neutron mean-field energies at the temperature between $T = 0$ and $T = 1$ MeV due to the superfluid phase transition at the critical temperatures $T_c$, given in Table I. In contrast, the doubly-magic $^{78}\text{Ni}$ nucleus shows a smooth development of the neutron mean-field energies due to the absence of the superfluid phase transition. As the temperature increases from $T = 1$ MeV to $T = 4$ MeV, the neutron mean-field states in the major shell display a tendency to densifying. Analogously to the case of $T = 0$, at $T > 0$ the proton mean-field states of isotopes with larger neutron numbers also have lower energies. The overall trend of the proton mean-field energies exhibits a gradual increment of 1-2 MeV in the $1 \leq T \leq 4$ MeV temperature interval.

Figs. 2a-2f display the dominant fragments of both neutron and proton single-particle states for $^{68-78}\text{Ni}$ isotopes computed within the RMF+PVC approach. As in Refs. 54, 56, 71, we select the dominant fragment for each mean-field state according to the spectroscopic factors of the fragments. Generally, the dominant fragment is the one with the largest spectroscopic factor. In the vicinity of the Fermi energy, there is typically one fragment with the spectroscopic factor of $\sim 0.7-0.9$, while the other fragments are characterized by considerably smaller spectroscopic factors (below 0.1). This fragmentation pattern is preserved at all temperatures. The neutron $1\text{g}_{9/2}$ state and the proton $1\text{f}_{7/2}$ state of $^{68-78}\text{Ni}$ isotopes are the examples of such pattern and called good single-particle states. The dominant fragments of these states have the energies rather close to the energies of the original mean-field states. The states far away from the Fermi surface are either strongly or weakly fragmented. The strongly fragmented states are characterized by the presence of two competing fragments with comparable spectroscopic factors. The first fragment is chosen to be the fragment with the largest spectroscopic factor, while another fragment has the spectroscopic factor not smaller than 40% of the spectroscopic factor of the first fragment. Analogously to the good single-particle states, these two dominant fragments have energies close to their original mean-field energies. The weakly fragmented states are characterized by one fragment with a dominant spectroscopic factor, while other fragments have spectroscopic factors smaller than 40% of the spectroscopic factor of the first fragment. In this case, the dominant fragment is well defined as the one with the largest spectroscopic factor. The energy of the dominant fragment is again close to the original mean-field energy. The degree of fragmentation of a state far away from Fermi surface can vary with temperature. One example is the neutron $2\text{p}_{3/2}$ state in $^{74}\text{Ni}$, as displayed in Fig. 2a. While the neutron $2\text{p}_{3/2}$ state is weakly fragmented at $T = 0$ and $T = 3$ MeV, it is strongly fragmented at $T = 1$ MeV, $T = 2$ MeV, and $T = 4$ MeV with 0.30/0.27, 0.17/0.33, and 0.30/0.16 share of spectroscopic factors, respectively. The degree of fragmentation of the same state can also vary along the isotopic chain. At $T = 1$, the neutron $2\text{p}_{3/2}$ state is a good single-particle state in $^{68,70,72}\text{Ni}$ (see Figs. 2a-2c), whereas it is a strongly fragmented state in $^{74,76,78}\text{Ni}$ (see Figs. 2d and 2e). At the same temperature, the neutron $2\text{p}_{3/2}$ state is a weakly fragmented state in the doubly-magic $^{78}\text{Ni}$ nucleus (Fig. 2f). In contrast to the neutron $2\text{p}_{3/2}$ state, which can be strongly fragmented at some temperatures, the proton $2\text{p}_{1/2}$, $1\text{f}_{5/2}$, and $2\text{p}_{3/2}$ states of $^{68-78}\text{Ni}$ isotopes are either good single-particle states or weakly fragmented states, as shown in the right panels of Figs. 2a-2f.

For the states remote from the Fermi surface, one often encounters two or more fragments, which exhibit comparable spectroscopic factors. An example of such states is the neutron $1\text{f}_{7/2}$ state of $^{72}\text{Ni}$ isotopes. The temperature evolution of this state in $^{72}\text{Ni}$ is illustrated in Fig. 3. In general, we observe a consistent fragmentation pattern, which is preserved throughout all temperatures. For each temperature, there exists a cluster of fragments with the energies lower than the mean-field energy (low-energy cluster), and another cluster with the energies larger than the mean-field energy (high-energy cluster). Each cluster has one or two major fragments with relatively large spectroscopic factors. In this case, the major fragments play a role of the dominant fragments. At $T = 0$, the dominant fragments consist of three major fragments. The low-energy fragment has the spectroscopic factor 0.20, while each of the other two fragments has the spectroscopic factor 0.13. The phase transition, which occurs around $T = 1$ MeV, together with the beginning of the thermal unblocking, modifies the strength distribution from a predominantly three-peak structure to a predominantly two-peak structure. As the temperature increases from $T = 2$ MeV to $T = 4$ MeV, the low-energy major fragment dominates, and the high-energy cluster exhibits a strong fragmentation. For comparison, the temperature evolution of the proton $2\text{s}_{1/2}$ state is illustrated in Fig. 4. Analogously to the neutron $1\text{f}_{7/2}$ state, the proton $2\text{s}_{1/2}$ state also exhibits a two-cluster structure, where the clusters are located on the opposite sides of the original mean-field state. At $T = 0$, the dominant fragments are the two major fragments with 0.25/0.48 share of the spectroscopic factors. As the temperature increases, the low-energy cluster becomes strongly fragmented, while the high-energy major fragment in the vicinity of the Fermi energy behaves as a good single-particle state. A similar fragmentation pattern holds for the proton $2\text{s}_{1/2}$ state in other Ni isotopes. Another example from the neutron subsystem is represented by the neutron $1\text{g}_{9/2}$ state, which is a particle state, i.e., located above the Fermi energy. In $^{68-72}\text{Ni}$ isotopes, this state exhibits the fragmentation pattern, which is similar to that of the neutron $1\text{f}_{7/2}$ state in all temperature regimes, as shown in Figs. 2a-2c. However, in $^{74-78}\text{Ni}$ isotopes, the state $1\text{g}_{9/2}$ suddenly becomes a good single-particle state at $T = 1$ MeV, though it is gradually becoming more fragmented at higher
FIG. 2: The dominant fragments of the single-particle states in (a) $^{68}\text{Ni}$, (b) $^{70}\text{Ni}$, (c) $^{72}\text{Ni}$, (d) $^{74}\text{Ni}$, (e) $^{76}\text{Ni}$, and (f) $^{78}\text{Ni}$ isotopes at zero and finite temperature calculated in the RMF+PVC approximation. The labels of strongly fragmented states, together with their shared spectroscopic factors, are written in color. The labels of good single-particle states and weakly fragmented states are written in black and represented by a single dominant fragment.
Let us first consider a system which consists of one state \( k_1 \) and one phonon with frequency \( \omega_1 \). Under these conditions, Eq. (12) for the diagonal mass operator \( S_{k_1}(e) \) takes the form:

\[
\Sigma_{k_1}^\lambda(e) = g_{k_1 k_1}^1 \begin{pmatrix} N(\omega_1, T) + 1 - n(\varepsilon_{k_1} - \mu, T) & n(\varepsilon_{k_1} - \mu, T) + N(\omega_1, T) \\ 0 & e^{-\varepsilon_{k_1} + \mu + \omega_1} \end{pmatrix} .
\]

The diagonalization of the matrix

\[
\begin{pmatrix}
\varepsilon_{k_1} - \mu & \varepsilon_{k_1} - \mu - \omega_1 & \varepsilon_{k_1} - \mu + \omega_1 \\
\varepsilon_{k_1} - \mu - \omega_1 & 0 & \varepsilon_{k_1} - \mu + \omega_1 \\
\varepsilon_{k_1} - \mu + \omega_1 & 0 & \varepsilon_{k_1} - \mu - \omega_1
\end{pmatrix}
\]

results in three different energies \( \varepsilon_{k_1}^{(\lambda)} (\lambda = 1, 2, 3) \). For each \( \lambda \), the corresponding spectroscopic factor \( S_{k_1}^{(\lambda)} \) reads

\[
S_{k_1}^{(\lambda)} = \frac{1 + g_{k_1 k_1}^{1*}}{\left| e^{-\varepsilon_{k_1} + \mu + \omega_1} \right|^2} \left( \frac{N(\omega_1, T) + 1 - n(\varepsilon_{k_1} - \mu, T)}{e^{-\varepsilon_{k_1} + \mu - \omega_1}} + \frac{n(\varepsilon_{k_1} - \mu, T) + N(\omega_1, T)}{e^{-\varepsilon_{k_1} + \mu + \omega_1}} \right) \left( \frac{1}{e^\epsilon_{k_1}^{(\lambda)}} \right).
\]

To illustrate this model, we computed the spectroscopic factors \( S_{k_1}^{(\lambda)} \) for the specific neutron state \( 1f_{7/2} \) of \(^{70}\)Ni nucleus at fixed temperature \( T = 1 \text{ MeV} \). From the thermal RMF calculations, the RMF energy \( \varepsilon_{k_1} \) of the state \( 1f_{7/2} \) and the chemical potential \( \mu \) at \( T = 1 \text{ MeV} \) are obtained as \(-17.296 \text{ MeV} \) and \(-6.114 \text{ MeV} \), respectively. The phonon vertex \( g_{k_1 k_1}^{1*} \) is taken equal to 0.2, which is a typical value for the phonon vertices calculated within FT-RRPA. Fig. 5 demonstrates the evolution of the spectroscopic factors \( S_{k_1}^{(\lambda)} \) with the phonon frequency \( \omega_1 \). As one can see from Fig. 5, both first and third energy fragments are dominant at \( \omega_1 < 0.3 \text{ MeV} \), while the second fragment becomes the dominant state at \( \omega_1 > 0.3 \text{ MeV} \). The critical phonon frequency \( \omega_1^{\text{crit}} = 0.3 \text{ MeV} \) refers to the phonon frequency, where the second fragment starts becoming dominant, and the number of the competing spectroscopic factors is maximal, i.e., 3. A high number of the competing spectroscopic factors can be associated with strong PVC. As shown in Fig. 6, the energy differences \( \varepsilon_{k_1}^{(2)} - \varepsilon_{k_1}^{(1)} \) and \( \varepsilon_{k_1}^{(3)} - \varepsilon_{k_1}^{(2)} \) are minimal at \( \omega_1 = \omega_1^{\text{crit}} \). This implies a correlation between the proximity of the fragments to each other and the degree of fragmentation. Eq. 25 suggests that the evolution of the spectroscopic factors \( S_{k_1}^{(\lambda)} \) with the phonon frequency \( \omega_1 \) is determined by the interplay between the forward going term (the first term in the square bracket) and the backward going term (the second term in the square bracket). To better

---

**FIG. 3:** Temperature evolution of the neutron 1f\(_{7/2}\) state of \(^{72}\)Ni isotope. The pure mean-field state is represented by the red bar, while the blue bars indicate the spectroscopic factors of the fragmented states. The green line corresponds to the chemical potential.

**FIG. 4:** Same as Fig. 3 but for proton 2s\(_{1/2}\) state of \(^{72}\)Ni isotope.

---

**A. Lessons from the toy models**

Thereby, while the evolution of the good single-particle states in all Ni isotopes is quite similar to the evolution of the corresponding mean-field states, the evolution of the states remote from the Fermi surface exhibits various scenarios in both neutron and proton subsystems. However, the evolution of single-particle states in the proton subsystem remains almost unchanged across the Ni isotopic chain. In contrast, a significant modification of the fragmentation pattern occurs in the neutron subsystem. Therefore, we confine our further discussion by only the neutron single-particle states. We examine some simplistic (toy) models of varying complexity below to qualitatively describe the essential factors that determine the fragmentation patterns of single-particle states.
FIG. 5: The evolution of spectroscopic factors $S^{(1)}_{k_1}$ for the state $1f_{7/2}$ with the phonon frequency $\omega_1$ at $T = 1$ MeV. The colors black, red, and chocolate correspond to $\varepsilon^{(1)}_{k_1}$, $\varepsilon^{(2)}_{k_1}$, and $\varepsilon^{(3)}_{k_1}$, respectively.

FIG. 6: The evolution of the energy fragments $\varepsilon^{(1)}_{k_1}$ with the phonon frequency $\omega_1$ at $T = 1$ MeV.

understand this interplay, we track the evolution of the forward and the backward going terms with the phonon frequency $\omega_1$ for each energy fragment $\varepsilon^{(4)}_{k_1}$, as displayed in Fig. 5. As shown in Fig. 5b, there is an almost equal contribution of the forward and the backward going terms to the spectroscopic factor $S^{(2)}_{k_1}$ for all phonon frequencies $\omega_1$, while the backward (forward) going term is always dominant in the first (third) energy fragment, as shown in Figs. 5b 5c.

At $\omega_1 < 0.3$ MeV, the total contribution of the forward and the backward going terms to the second energy fragment is higher than to the other two fragments, leading to the higher spectroscopic factors. Starting from $\omega_1^{(\text{crit})} = 0.3$ MeV, the rapid growth of the backward (forward) going terms in the inverse spectroscopic factor $S^{(1)}_{k_1}$ is associated with a quick increase of the spectroscopic factor $S^{(2)}_{k_1}$ of the second fragment. Similar trends are observed for different temperatures $T$ and different values of the phonon vertex $g^{(1)}_{k_1 k_i}$.

For a fixed phonon vertex $g^{(1)}_{k_1 k_i} = 0.2$, one observes an in-
crease of the critical phonon frequency $\omega_1^{\text{crit}}$ by the amount of roughly 0.1 MeV per 1 MeV temperature step. However, a somewhat faster increase of $\omega_1^{\text{crit}}$ is recorded when one increases the value of $g_{k_1k_1}$ by one order of magnitude, as seen in Fig. 9. Thus, the first toy model demonstrates how the evolution of the spectroscopic factors $S_{k_1}^{(\lambda)}$ with temperature $T$ is governed by the phonon frequency $\omega_1$ and the magnitude of the phonon vertex $g_{k_1k_1}$.

\begin{equation}
\delta
\end{equation}

FIG. 9: The two states $k_1$ and $k_2$ with the energy difference $\delta$ in the second toy model.

In the second toy model, we add another state $k_2$ to the previous state $k_1$ with the energy difference $\delta = \varepsilon_{k_2} - \varepsilon_{k_1} > 0$, see Fig. 9. For the case of two-level system with one phonon mode, the two diagonal mass operators $\Sigma^e_{k_1}(\varepsilon)$ and $\Sigma^e_{k_2}(\varepsilon)$, respectively, take the form:

\begin{equation}
\Sigma^e_{k_1}(\varepsilon) = g_{k_1k_1}^{-1} N(\varepsilon + n(\varepsilon_{k_1} - \mu, T)) \frac{\varepsilon - \varepsilon_{k_1} + \mu + \omega_1}{\varepsilon - \varepsilon_{k_1} + \mu + \omega_1}
\end{equation}

and

\begin{equation}
\Sigma^e_{k_2}(\varepsilon) = g_{k_2k_2}^{-1} N(\varepsilon + n(\varepsilon_{k_2} - \mu, T)) \frac{\varepsilon - \varepsilon_{k_2} + \mu + \omega_1}{\varepsilon - \varepsilon_{k_2} + \mu + \omega_1}
\end{equation}

The solutions $\varepsilon^{(\lambda)}_{k_1}$ and $\varepsilon^{(\lambda)}_{k_2}$, where $\lambda = 1, 2, \ldots, 5$, are obtained by diagonalizing the following two matrices:

\begin{equation}
\begin{pmatrix}
\varepsilon_{k_1} - \mu & \xi_{k_1k_1}^{(+1)} & \cdots & \cdots & \xi_{k_1k_1}^{(-1)} \\
\xi_{k_1k_1}^{(+1)*} & \varepsilon_{k_1} - \mu - \omega_1 & 0 & \cdots & 0 \\
\vdots & 0 & \cdots & 0 & \vdots \\
\vdots & 0 & \cdots & 0 & \vdots \\
\xi_{k_1k_1}^{(-1)*} & 0 & 0 & 0 & \varepsilon_{k_2} - \mu + \omega_1
\end{pmatrix}
\end{equation}

and

\begin{equation}
S_{k_1}^{(\lambda)} = \left[1 - \frac{d}{d\varepsilon} \Sigma^e_{k_1}(\varepsilon)\right]^{-1}_{\varepsilon = \varepsilon_{k_1}^{(\lambda)}}
\end{equation}

respectively. As before, we suppose the state $k_1$ to be the state 1f$^2_{1/2}$ in the $^{70}$Ni nucleus and set all the phonon vertices equal to 0.2. We first computed the spectroscopic factors $S_{k_1}^{(\lambda)}$ and $S_{k_2}^{(\lambda)}$ for the fixed temperature $T = 1$ MeV, at which the chemical potential $\mu = -6.114$ MeV and the RMF energy $\varepsilon_{k_1} = -17.296$ MeV. The energy of the second state $k_2$ is also fixed according to $\varepsilon_{k_2} = \varepsilon_{k_1} + \delta$, where $\delta = 2.0$ MeV. A smaller (larger) value of $\delta$ indicates a smaller (larger) energy distance of the state $k_2$ with respect to the state $k_1$. The left (right) panel of Fig. 10 displays the evolution of the spectroscopic factor $S_{k_1}^{(\lambda)}$ ($S_{k_2}^{(\lambda)}$) with the phonon frequency $\omega_1$ at $T = 1$ for the case of $\delta = 2.0$ MeV. From Fig. 10 one obtains the critical phonon frequency $\omega_1^{\text{crit}}$ of 0.3 MeV. This is in accordance with the energy fragments $\varepsilon^{(1,2,3)}_{k_1}(\varepsilon)$ ($\varepsilon^{(4,5)}_{k_1}(\varepsilon)$) being close to each other at $\omega_1 = 0.3$ MeV, as demonstrated in Fig. 11b. A comparison between the two panels of Fig. 10 shows an apparent mirror symmetry between both spectroscopic factor distributions. This symmetry occurs as a consequence of the single-valued phonon vertices, leading to the symmetry between the mass operators $\Sigma^e_{k_1}$ and $\Sigma^e_{k_2}$, with respect to the interchange $k_1 \leftrightarrow k_2$ (see Eqs. 26 and 27). Next, we increased the temperature $T$ to 2 MeV and let the parameter $\delta$ take the values of $2.0$ MeV, $4.0$ MeV, and $6.0$ MeV. Fig. 12 displays the distribution of the spectroscopic factors $S_{k_1}^{(\lambda)}$ and $S_{k_2}^{(\lambda)}$ at $T = 2$ MeV for the various values of $\delta$ and the fixed phonon frequency $\omega_1 = 0.4$ MeV. Fig. 12 demonstrates that the mirror symmetry between the two spectroscopic strength distributions persists for larger $\delta$ and higher temperature $T$. For several values of the parameter $\delta$, the evolution of the energy fragments $\varepsilon^{(\lambda)}_{k_1}$ with the phonon frequency $\omega_1$ at $T = 2$ MeV is shown by Fig. 13. As one can see from Fig. 13, the critical phonon frequency $\omega_1^{\text{crit}}$ remains constant, i.e., 0.4 MeV, as one varies the parameter $\delta$. Analogously to the first toy model, the critical phonon frequency $\omega_1^{\text{crit}}$ increases roughly by 0.1 MeV per 1 MeV temperature increase, regardless the value of $\delta$. From Fig. 13 one observes that the energy fragments $\varepsilon^{(1,2,3)}_{k_1}$ becoming more and
more separated as the value of parameter $\delta$ increases. As a result, the sum of the spectroscopic factors $S_{k_1}^{(1,2,3)}$ gradually exhausts the sum rule \(21\), as it follows from Fig. 12.

In the third toy model, we consider a system which consists of three states $k_1$, $k_2$, and $k_3$, as shown in Fig. 14, and one phonon mode with the frequency $\omega_1$. The energies of both states $k_1$ and $k_3$ are fixed, while the state $k_2$ is separated by the energy $\delta$ from the state $k_1$. As before, we associate the states $k_1$ and $k_3$ with the states $1f_{7/2}$ and $2p_{1/2}$ in the $^{70}$Ni nucleus. At $T = 1$ MeV, the RMF energy of the state $2p_{1/2}$ is $-8.717$ MeV. We again set all the phonon vertices equal to 0.2. Since the energy difference between the states $k_1$ and $k_3$ is around 8.0 MeV, it is instructive to consider several values of $\delta$, which we set equal to 0.5, 4.0, and 8.0 MeV. In the case of $\delta = 4.0$ MeV, when the state $k_2$ is located approximately in the middle between the states $k_1$ and $k_3$, all of the mean-field states exhibit a similar fragmentation pattern in all temperature regimes and at various phonon frequencies. For example, all of the mean-field states are weakly fragmented at $T = 1$ MeV and with the phonon frequency $\omega_1 = 0.5$ MeV, as shown in Fig. 15. In contrast, for the case of $\delta = 0.5$ MeV, the states $k_1$ and $k_2$ are strongly fragmented, whereas the state $k_3$ is weakly fragmented, as displayed in Fig. 16. Analogously to the case of $\delta = 0.5$ MeV, for $\delta = 8.0$ MeV the states $k_2$ and $k_3$ are strongly fragmented.

FIG. 10: The evolution of the spectroscopic factors $S_{k_1}^{(1)}$ (left panel) and $S_{k_2}^{(1)}$ (right panel) with the phonon frequency $\omega_1$ at $T = 1$ MeV. The parameter $\delta = 2.0$ MeV.

FIG. 11: The evolution of the energy fragments (a) $\epsilon_{k_1}^{(1)}$ and (b) $\epsilon_{k_2}^{(1)}$ with the phonon frequency $\omega_1$ at $T = 1$ MeV. The parameter $\delta = 2.0$ MeV.

FIG. 12: The evolution of the energy fragments $\epsilon_{k_1}^{(1)}$ and $\epsilon_{k_2}^{(1)}$ with the parameter $\delta$ at $T = 2$ MeV and the fixed phonon frequency $\omega_1 = 0.4$ MeV.
leaving the state $k_1$ weakly fragmented, as shown in Fig. 17. From the second and third toy models, one concludes that the degree of fragmentation of each state is sensitive to the relative distance between the neighboring mean-field states, if they are connected by the PVC mechanism. As it is shown in Figs. 10, 12, and 15 the neighboring mean-field states with the same relative distances to their PVC partners exhibit the same fragmentation pattern. Overall, the neighboring states, which are closer to each other, are stronger fragmented, as demonstrated in Figs. 16 and 17.

Summarizing our qualitative study within the simplistic models, we conclude:

(i) The number $N_\lambda$ of fragments generated by the PVC for each phonon mode coupled to a single-particle state $k$ satisfies the following equation:

$$N_\lambda = 2N_{k_1} + 1,$$

where $N_{k_3}$ denotes the number of intermediate states $k_3$ in the mass operator $2^\pi$.

(ii) The energy differences between a specific state $k$ and its neighboring states determine the degree of fragmentation of the state $k$. The state $k$ is strongly fragmented if the energy differences are small.
TABLE II: The temperature evolution of the dominant fragments of the continuum $3p_{1/2}$ and $3p_{3/2}$ states in $^{70,74}$Ni isotopes. Here $\epsilon_{k}^{\text{dom}}$ and $S_{k}^{\text{dom}}$ represent the energy and the corresponding spectroscopic factor for each dominant fragment.

| Orbital | $T = 0$ | $T = 1$ MeV | $T = 2$ MeV | $T = 3$ MeV | $T = 4$ MeV |
|---------|---------|-------------|-------------|-------------|-------------|
|         | $\epsilon_{k}^{\text{dom}}$ [MeV] | $S_{k}^{\text{dom}}$ | $\epsilon_{k}^{\text{dom}}$ [MeV] | $S_{k}^{\text{dom}}$ | $\epsilon_{k}^{\text{dom}}$ [MeV] | $S_{k}^{\text{dom}}$ | $\epsilon_{k}^{\text{dom}}$ [MeV] | $S_{k}^{\text{dom}}$ | $\epsilon_{k}^{\text{dom}}$ [MeV] | $S_{k}^{\text{dom}}$ |
| $^{70}$Ni | | | | | | | | | | |
| $3p_{1/2}$ | 3.226 | 0.918 | 2.889 | 0.303 | 2.836 | 0.317 | 2.583 | 0.643 |
| $3p_{3/2}$ | 3.119 | 0.954 | 2.766 | 0.534 | 2.795 | 0.565 | 2.491 | 0.866 |
| $^{74}$Ni | | | | | | | | | | |
| $3p_{1/2}$ | 3.082 | 0.348 | 2.992 | 0.885 | 2.948 | 0.245 | 2.213 | 0.379 |
| $3p_{3/2}$ | 2.979 | 0.950 | 2.884 | 0.967 | 2.624 | 0.292 | 2.209 | 0.622 |

FIG. 16: Same as Fig. 15 but for $\delta = 0.5$ MeV.

(iii) The low-frequency phonons play the most important role in the fragmentation of the single-particle states.

B. The influence of phonons

Our qualitative study within the toy models discussed above is very instructive for understanding the general trends of the PVC mechanism, however, the toy models cannot explain the whole variety of fragmentation patterns. The deficiency of the simplistic toy models is that they do not take into account the spin and parity of the mean-field states and of the various phonon modes into consideration. For example, the parity of the mean-field hole states $2p_{1/2}$, $2p_{3/2}$, $1f_{5/2}$, and $1f_{7/2}$ is negative. Consequently, the transitions between these mean-field hole states occur due...
to coupling to the positive-parity phonons, e.g., $2^+$ and $4^+$ phonons. Some mean-field particle states, such as $2d_{5/2}$, $3s_{1/2}$, $2d_{3/2}$, and $1g_{7/2}$, have a positive parity, whereas the states $3p_{3/2}$ and $3p_{1/2}$ lying in the continuum have a negative parity. In addition to the positive-parity phonons being responsible for the coupling between the selected particle states, the transitions between the bound and the continuum particle states originate from the coupling to the negative-parity phonons, such as the $3^−$ and $5^−$ phonons. Analogously to the bound state $1g_{7/2}$, the continuum states $3p_{3/2}$ and $3p_{1/2}$ are either weakly or strongly fragmented in $^{68−72}$Ni isotopes at $T > 0$, and suddenly become good single-particle states in $^{74−78}$Ni isotopes at $T = 1$ MeV. For a quantitative comparison, Table I shows the temperature evolution of the dominant fragments of the above-mentioned continuum states in $^{70,74}$Ni isotopes.

It has been shown in the previous studies [77, 78] that the low-energy collective quadrupole $2^+$ and octupole $3^−$ phonons couple most strongly to the single-particle degrees of freedom. This is consistent with our qualitative study discussed in Section IV A which emphasizes the importance of the low-energy phonons for the fragmentation of single-particle states. Recall that the phonon vertices $\Gamma_{k_1,k_2}^m$, are the quantitative measure of the coupling strength for the given phonon mode $m$, and they are related to the phonon transition densities $\rho_{k_1,k_2}^m$ by Eq. (10). For each phonon mode $m$, at $T = 0$ the corresponding reduced transition probability $B_m(\omega)$ reads

$$B_m(\omega) = \left| \sum_{k_1,k_2} V_{k_1,k_2}^0 \rho_{k_1,k_2}^m(\omega) \right|^2,$$

where $V^0$ is the external field, which induces an excitation from the ground to the excited state $m$. At the pole of the corresponding response function $\omega = \omega_m$ the reduced transition probability $B_m(\omega_m)$ is related to the strength function $S(\omega_m)$ via [79]

$$S(\omega_m) = \lim_{\Delta \to +0} \frac{B_m(\omega_m)}{\pi \cdot \Delta},$$

where $\Delta$ is the smearing parameter. From Eqs. (10), (33), and (34), one deduces that the larger the strength function $S(\omega_m)$ at the pole, the larger are the matrix elements of the phonon vertices $\Gamma_m^m$ and the stronger is the PVC. A similar correlation holds for the case of finite temperature [5, 74]. Therefore, it is instructive to investigate the temperature dependence of the $2^+$ and $3^−$ phonon low-energy strength functions. Figs. 18a-18f display this dependence for the quadrupole strength distributions in $^{68−78}$Ni.
At $T = 1$ MeV, one observes an attenuation of the low-energy $2^+$ phonon strength in $^{70}$Ni before seeing it intensifying in $^{72-78}$Ni. In contrast, a gradual enhancement of the low-energy quadrupole phonon strengths has also been observed across the Ni isotopes at $T > 1$ MeV. These observations correlate with the behavior of the neutron hole $2p_{1/2}$, $1f_{5/2}$, and $2p_{3/2}$ states, which are strongly fragmented in $^{74,76}$Ni isotopes, whereas they are good single-particle states in $^{68-72}$Ni isotopes, as follows from Figs. 2a-2c. The temperature dependence of the octupole strength distributions across the Ni isotopes is again different, as shown in Figs. 19a-19f. At $T = 1$ MeV, one observes a slow, but steady attenuation of the low-lying phonon strengths throughout the Ni isotopes. At other temperatures, one observes rather a steady increase of the low-lying $3^-$ phonon strength. The attenuation of the low-lying phonon strengths at $T = 1$ MeV is responsible, for instance, for the change of the fragmentation pattern of the particle bound state $1g_{7/2}$ and of the continuum states $3p_{1/2}$ and $3p_{3/2}$, which transit from being fragmented states in $^{68-72}$Ni to the good single-particle states in $^{74-78}$Ni.

V. SUMMARY AND OUTLOOK

In this work, we investigated the fragmentation patterns of the single-particle states in neutron-rich nuclei at finite temperature. The Dyson equation for the fermionic propagator with the energy-dependent mass operator (or dynamical self-energy) including the PVC mechanism was solved numerically in the basis of the thermal relativistic mean field for the even-even Ni isotopes with the atomic masses $A = 68-78$. As in the zero-temperature case, the dynamical self-energy at finite temperature is responsible for the fragmentation of the mean-field single-particle states, while finite temperature represents another dimension in the model parameter space to reveal the microscopic aspects of the particle-vibration coupling. Complete fragmented single-particle spectra in the 20 MeV window around the Fermi energies of the considered nuclei were extracted, and their temperature evolution was analyzed.

To investigate the essential factors determining the fragmentation patterns of single-particle states, we examined the toy systems consisting of one, two and three single-particle states and one phonon. We found that the fragmentation is sensitive to such quantities as the phonon frequency, the PVC coupling strength, and the distance...
between the single-particle states. The sensitivity of the single-particle spectroscopic factors to these characteristics is quantified by varying them independently and with the temperature. These studies shed light on the fragmentation patterns obtained in the realistic calculations, in particular, we established how the temperature evolution of the phonon modes translates to the evolution of the fragmentation patterns in Ni isotopes via the PVC mechanism.

The systematic studies presented in this work further advance the understanding of the behavior of atomic nuclei at extremal conditions. Here we investigated the extremes of the isospin and temperature, which are of prime importance for astrophysical modeling of cataclysmic events, such as the neutron star mergers and the supernova explosions. The nuclear single-particle properties in the astrophysical environments underly the behavior of the reaction rates, such as the neutron capture, beta decay and electron capture, which are pivotal for modeling the r-process nucleosynthesis and the core collapse of the supernovae. These rates require calculations of fermionic two-body propagators in correlated media in a similar manner, while the results obtained in this work can be directly used for studying the evolution of nuclear level densities with temperature, which are another important part of the nuclear physics input for the astrophysical modeling. Such studies will be addressed by future efforts.
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