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ABSTRACT

This work presents a theoretical and empirical evaluation of the Anderson–Darling test when the sample size is limited. The test can be used to backtest risk factor dynamics in the context of counterparty credit risk modeling. We show the limits of the test when backtesting the distributions of an interest rate model over long time horizons, and we propose a modified version of it that can more efficiently detect the underestimation of a model’s volatility. Finally, we provide an empirical application.
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1 INTRODUCTION

Backtesting is defined as “the quantitative comparison of a model’s forecasts against realized values” (Basel Committee on Banking Supervision 1996b, 2010). In counterparty credit risk (CCR), model forecasts consider the estimates of interest rates, credit spreads and equity or commodity values, which are the underlying risk factors driving the mark-to-market of over-the-counter (OTC) derivatives up to the longest maturity of the contracts. As stated by the Basel Committee on Banking Supervision (2010), banks choose their own best and most appropriate methods to aggregate and then validate the overall quality of model forecasts. This can be done through a synthetic value, such as the outcome of a statistical test, with the goal of detecting any weaknesses in a model’s forecasts. Such forecasts are computed up to the longest maturity and directly affect the exposure toward a counterparty. Backtesting is one of the instruments via which risk managers assess the forecasts of counterparty exposures and the bank’s risk-weighted asset value. A failure in backtesting requires a change to the model, such as a different model parameterization, or even a change in the modeling assumptions used to forecast counterparty exposures.

Further, the Capital Requirements Regulation (CRR) asks banks to use at least three years of historical data for model estimation purposes (CRR, Article 292-2); to have procedures in place to identify and control the risks for counterparties where exposure extends beyond the one-year horizon (CRR, Article 289-6); and to verify their modeling choice through a backtesting program (CRR, Article 293-1(b)). Further, banks having an approved CCR internal model need to compute backtesting

(i) on a risk factor level, with the aim of validating the properties of the stochastic process used to simulate interest rates, credit spreads, foreign exchange and equities;

(ii) on a trade level, such as via plain vanilla or exotic options, with the aim of validating single deal exposure; and

(iii) on a counterparty level, in order to validate the soundness of the estimated exposures.

The CRR is a Capital Requirements Directive consisting of Directive 2013/36/EU of the European Parliament and of the Council of 26 June 2013 on access to the activity of credit institutions and the prudential supervision of credit institutions and investment firms, amending Directive 2002/87/EC and repealing Directives 2006/48/EC and 2006/49/EC, and Regulation (EU) No 575/2013 of the European Parliament and of the Council of 26 June 2013 on prudential requirements for credit institutions and investment firms and amending Regulation (EU) No 648/2012.
Hence, regulatory constraints and good management practice lead risk managers to be interested in backtesting all of the forecast distribution shapes of a given model. Uniformity tests are the instruments that can detect the underestimation of counterparty exposure as well as the likely underestimation of regulatory capital measures, risk-weighted assets and managerial measures, such as expected positive exposure (EPE) or potential future exposure (PFE). In turn, the constraints on the calibration window and the availability of historical market data (eg, USD/EUR, started in 1999) lead to test models with a very limited sample size.\(^2\)

This work attempts to improve the ability of statistical tests to accept/reject models when they are applied for risk management purposes, particularly in the case of limited sample sizes (eg, five to ten observations). Specifically, the concern in risk management is catching the under-/overestimation of volatility in an unknown model distribution to prevent the underestimation of a bank’s regulatory capital or credit limit toward specific counterparties. For these reasons, our research objective is to study the statistical properties of the Anderson–Darling (AD) test (Anderson 2010; Anderson and Darling 1954), and our proposed approach for extending this test aims to overcome its limitations, given the AD’s purpose in risk management.

Our choice of the AD test is due to its wide use in the empirical literature, from biology to sociology; its well-known statistical properties for large samples (Daniel 1990; Gibbons and Chakraborti 2003); and its robustness in limited sample sizes. The issue of small sample sizes has been addressed by several authors when testing the residuals of linear regressions (see Bera et al 1984; Dufour et al 1998; Pfaffenberg and Dielman 1991; Stephens 1986). The effects of having a limited sample on statistical tests were first investigated by Ito (1969), Mardia (1970, 1971, 1975), Bera and John (1983) and Rincon-Gallardo et al (1979), all of whom studied the effects of nonnormality due to small samples on multivariate tests. Meanwhile, the issue of the sampling distribution of a test statistic if samples are small was first addressed by Clark (1996) on tests of covariance structures. Several authors, such as Rincon-Gallardo et al (1979) and Miller and Quesenberry (1979), have also searched for the effects of nonnormality due to small samples on multivariate tests. In these

\(^2\) We observe that, from a purely statistical point of view, the use of overlapping time windows to verify model performance cannot be considered a significant improvement toward the reduction of statistical uncertainty in the forecasted variables. In fact, it can be shown that, in our context, if the random variables are independent and identically distributed (iid), the additional information included in a statistical estimator based on overlapping time windows (compared with one based on nonoverlapping time windows) is not enough to significantly reduce the related statistical uncertainty. As a consequence, a backtesting methodology based on overlapping time windows would face similar statistical issues relating to small sample sizes as one based on nonoverlapping time windows.
studies, the authors addressed the issue of having a limited sample size by applying either the Edgeworth expansion methods, as computed by Phillips (1977), Kallenberg (1993), Sargan and Satchell (1986) and Hansen (2006), or the distance metric test with a Bartlett-type correction, as discussed in recent studies by Huang and Prokhorov (2014). The two cited methods enabled a comparison of the various test statistics through an estimation of the power of the tests, and the results are applied to verify either the normality of residuals after regression or the covariance structures of residuals, as studied by Clark (1996). We share with these studies the Monte Carlo approach that used the residuals of the regression models already cited, although we do not consider it to be directly applicable in such cases since test results should not depend on the estimated under- or over-volatility levels of residuals.

Finally, this paper focuses on the specific case of backtesting market risk using the CCR model instead of the value-at-risk (VaR) model. The aim of VaR backtesting is to quantify the goodness of market risk models through the conditional quantile of the distribution of returns on the bank’s portfolio trading book at a predefined probability $\alpha$, while the aim of CCR backtesting is to verify whether the entire distribution of simulated risk factors is able to capture future real exposures. As a consequence, studies and literature related to the VaR model focus on the goodness of backtesting a single percentile instead of the entire distribution. For this reason, a simple unconditional binomial test such as that of Kupiec (1995), the likelihood ratio of Wilks (1938) and the conditional tests of Christoffersen (1998) are not the right fit for the purposes of CCR, and a different approach is needed. Another dissimilarity is that market risk backtesting searches for both the magnitude and signs of the difference between model-generated measures and actual returns by indicating (using probability $\alpha$) whether the VaR model is the best choice for forecasting the underlying market risk. Both methods of backtesting share the goal of understanding whether failure is due to an institution’s overexposure or underexposure to risk. It is particularly relevant for risk management purposes as well as CCR backtesting validation that the test is able to detect volatility underestimation, which is more dangerous from a risk management point of view than volatility overestimation. This implies that a test’s rejection power should be higher when the forecasted distributions exhibit smaller variance than the empirical ones. In addition, this property should also hold in the case of a limited sample size in order to deal with practical situations in which data sets are typically small.

For these reasons, we propose a modified version of the AD test that may help risk managers to easily detect underestimation of volatility. We highlight that uniformity

---

3 The Edgeworth expansion methods extend the sampling density of test statistics around the asymptotic density in decreasing powers of $N^{-0.5}$, with $N$ being the sample size.
tests such as the AD, the Kolmogorov–Smirnov (KS) (see Smirnov 1948), the Jarque–Bera (see Jarque and Bera 1980) and the Cramér–von Mises (CM) (see Anderson 1962) help to statistically validate model forecasting values because, at each backtesting date, we can map the realized value to the corresponding percentile of the forecasted distribution. In particular, for a given risk factor $r$ (eg, interest rate, foreign exchange, commodity), backtesting date $t$ and time horizon $s$, the $F(r)$ corresponding to the realization $r(t + s)$ is computed according to the following algorithm:

$$F(r) = \begin{cases} 
\frac{1}{N + 2} & \text{for } r(t + s) < \hat{r}^{(1)}, \\
\frac{i + 1}{N + 2} & \text{for } \hat{r}^{(i)} < r(t + s) < \hat{r}^{(i+1)}, \\
\frac{N + 1}{N + 2} & \text{for } r(t + s) > \hat{r}^{(N)},
\end{cases}$$

where $\hat{r}^{(i)}$ represents the $i$-forecasted value and $N$ represents the total number of forecasted values. As a consequence, the collection of ordered, mapped values should be uniformly distributed if the model perfectly matches the realized values.

Examples of this approach can be found in the seminal work of the Basel Committee on Banking Supervision (2010) as well as a more recent paper by Anfuso et al (2014). The former offers an introduction on approaches related to how information should be collected in order to set up the prescribed regulatory backtesting program. However, it does not specify which types of tests are most appropriate, what the regulatory confidence level should be, what the risk factors are (eg, how many buckets of the interest rate curve should be used), or what the optimal method for aggregating the overall results of the backtesting program is. Finally, there are no suggestions related to managing a limited sample size. Anfuso et al (2014) explains how banks should set up the overall backtesting program in order to satisfy all regulatory requirements. Moreover, the authors suggest performing the AD test using an approach similar to that described in this work. However, there are no mentions of cases featuring limited sample sizes because the authors opt for overlapping data in the sample test, sacrificing the power of the uniformity test.

The structure of this paper is as follows. In Section 2, we briefly summarize the AD test and its reduced efficiency when the sample size is limited. In Section 3, we propose a modified version of the AD test in order to more quickly detect any underestimation of volatility. In Section 4, we conduct a numerical exercise that uses real data to generate a “fictitious” time series in order to compare the AD test and our modified version with respect to the KS test. In Section 5, we discuss the backtesting
of a Black–Karaskinski model as applied to the Euribor six-month interest rate as a case study. Our results are summarized in Section 6.

2 ANDERSON–DARLING TEST

Anderson and Darling (1954) designed a statistical test to determine whether a given sequence of random variables \( X = \{x_1, \ldots, x_n\} \) comes from a theoretical cumulative distribution function (CDF) \( F(x) \). The null hypothesis \( H_0 \) is that the data follows \( F(x) \), so this test should be used to prove that the data does not follow \( F(x) \) given a particular confidence level. The AD test is based on the estimation of the following random variable:

\[
W^2 = \int_{-\infty}^{+\infty} \frac{[F_n(x) - F(x)]^2}{(F(x)(1 - F(x)))} \, dF(x),
\]

(2.1)

where \( F(x) \) is the target CDF and \( F_n(x) \) is the empirical distribution derived from the data. The numerator of (2.1) represents the distance of the theoretical distribution from the empirical one, while the denominator represents the variance of the empirical estimation of \( F(x) \) when the central limit theorem holds: that is, when \( n \) is large enough. In other words, (2.1) represents the average of the squared errors between the two distributions (theoretical and empirical), weighted by the implicit uncertainty due to the estimation method of the empirical CDF (order statistics). As the CDF of a random variable is always distributed uniformly between zero and one (i.e., \( F(x) \in U(0, 1) \)), \( W^2 \) is a function of uniformly distributed random variables when \( H_0 \) and the central limit theorem hold. In particular, it does not depend on the distribution \( F(x) \).

In this context, we observe that when the variance of the uniform distribution \( (F(x)(1 - F(x))/n) \) is close to zero – that is, for rare events, \( F(x) \sim 0 \) or \( F(x) \sim 1 \) – the squared error is magnified by the small denominator. In this sense, we consider the AD test to be more sensitive with respect to the tails of the distribution. However, we should point out that if the number of observations used to perform the AD test is low, the denominator of the integral in (2.1) is large: that is, a large variance is associated with the difference between the theoretical and empirical distributions. As a consequence, a large difference between the distributions would also fall inside the variance amplitude, and the AD test would not be able to reject \( H_0 \), as the uncertainty in the measurement would be too large to support any conclusion. Accordingly, in order to reject \( H_0 \), the difference between the theoretical CDF and the empirical one has to be larger than their statistical uncertainty. Equation (2.1) can also be expressed as

\[
W^2 = -n - \sum_{k=1}^{n} \frac{2k - 1}{n} \ln(F(x_k)) + \ln(1 - F(x_{n+1-k})),
\]

(2.2)
where \( x_i \in X \) is the empirical data ordered from smallest to largest in value, and \( n \) is the size of the sample (i.e., the number of backtesting dates). The empirical distribution of \( W^2 \) was estimated using the AD test (Anderson and Darling 1954), and we report the percentiles of the \( W^2 \) distribution in Table 1, with the first line indicating the upper tail probabilities and the second line representing the corresponding percentiles.

### 2.1 Analytical result: the efficiency of the AD test

The AD test can be used for CCR backtesting purposes as a tool to verify whether the model-forecasted distributions are comparable to the empirical ones for a given confidence level. In this context, the null hypothesis is that the two distributions are equal. Therefore, the test gives a positive outcome when the null hypothesis is not rejected, meaning that the model is wrong if its distribution is not sufficiently different from the empirical one.

Given our backtesting approach, a large uncertainty in the empirical cumulative density function (cdf) estimation is due to the small number of observations. This negatively affects the rejection rate of our test-accepting distributions just because of the limited sample size. As a consequence, we consider the introduction of an efficient measure in such a test in order to increase its accuracy when the sample size is small.

In general, a measure is considered efficient and faithful if its uncertainty is much smaller than its expected value;\(^4\) in our case, the statistical uncertainty is related to the empirical estimation of the cdf, whereas the expected value is the theoretical cdf for each point of the empirical distribution. Unfortunately, the simple variance estimation for each point of the distribution is not enough, as the AD measure requires a sum over all of the probabilities \( F_n(x_i) \) for \( \{i = 1, \ldots, n\} \), and one must also consider the whole covariance matrix of the order statistics.

Accordingly, at each single point the expected value of our empirical estimation is given by \( F(x_i) = p_i \), and the covariance structure is given by \( p_{\min(i,j)} - p_i p_j \). We can define the coefficient of variation (CoV), or relative standard deviation, for each

---

\(^4\) The approach is not consistent if the expected value is equal to zero.
FIGURE 1  Decay of the coefficient of variation as a function of the number of observations.

point of the distribution as

\[ c = \frac{\sigma}{\mu} = \frac{1}{\sqrt{n}} \frac{\int_{1/n}^{1} \min(p, q) - pq \, dp \, dq}{\int_{1/n}^{1} p \, dp} = \frac{\sqrt{(1/n - 1)^2 (2/n + 3/4) / 3}}{\sqrt{n} (1/2 - 1/2n^2)} = \frac{1}{n + 1} \sqrt{n + \frac{8}{3}} \]

where \( \sigma \) and \( \mu \) represent the standard deviation and the expected value of the sum of the overestimated probabilities in a range between \( 1/n \) and 1: that is, \( \int_{1/n}^{1} F_n(x) \, dF(x) \). In Figure 1, we show the decay of the coefficient of variation as a function of the number of observations. In order to obtain a CoV below 10%, \( n = 50 \) observations are required. The CoV indicator gives us important information about the performance of the AD test when the sample size is small, and it can be used as a warning level when the AD test is applied. However, we should point out that the CoV is derived assuming the central limit theorem (CLT) holds; this hypothesis does not hold for very small sample sizes. Therefore, one should consider additional corrections to (2.3) that we do not take into consideration in this work.
3 ASYMMETRIC EXTENSION OF THE ANDERSON–DARLING TEST

In order to detect underestimation of the actual volatility when the number of observations is small, we derive an extension of the AD test that can be used for risk management purposes. The main idea behind this AD test extension comes from the observation that, when the sample size is small, it is easier to reject the null hypothesis when the empirical variance of the distribution is larger than the forecasted one. In contrast, when the empirical variance is smaller than the forecasted one, many observations fall inside the theoretical distribution, so it is more difficult to reject the \( H_0 \). This fact will be discussed further, with numerical examples, in the next sections.

Starting from this observation, one could magnify the asymmetric effect by defining an AD-asymmetric (AD-Asym) function that introduces a more pronounced nonlinear behavior when the differences between the theoretical and the empirical cdf are large, as in the case of variance underestimation. We stress that the term “asymmetric” refers to the different behavior of the AD test when the variance of the forecasted distribution is over-/underestimated, and not to the analytical form of \( W^2 \).

Equation (2.1) is then generalized as

\[
W_{\text{Asym}}^2 = \int_{-\infty}^{+\infty} \frac{(F_n(x) - F(x))^{2\beta}}{((F(x)(1 - F(x)))^\beta/n)\beta} dF(x),
\]

where \( \beta \geq 1 \) is the parameter that controls the amplitude of the asymmetric effect, and by using \( \beta = 1 \) we recover (2.1). The reason we increase the power of the AD test instead of using another test, such as the CM, is due to the fact that the AD is the most suitable test for detecting the “wrong” model, where “wrong” means simulating the risk factors using a lower level of volatility than the real one (eg, the real volatility of the risk factor). To tackle this issue, the AD-Asym increases the nonlinearity of the AD test by enlarging by a factor of \( \beta \) the difference between the theoretical and empirical distributions (ie, the numerator of the test).

In this study, we focus our attention on the special case of \( \beta = 2 \); in this way, the small variance amplitude due to the small sample \( n \) is compensated for by the \( \beta \) exponent. In order to apply this new asymmetric formulation of the AD test in practical situations, we have to

(i) estimate the integral in (3.1),

(ii) obtain the distribution of the \( W^2 \) random variables assuming that \( H_0 \) is true, and

(iii) compare the empirical value of \( W^2 \) with the theoretical distribution obtained at the previous point and decide whether \( H_0 \) is rejected at a given confidence level.
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Once a good estimation of (3.1) is obtained, the second and third steps can be overcome by conducting a numerical simulation of the $W^2$ random variable before giving consideration to the obtained cdf. Some care should be taken when executing the integral estimation, given the small sample size. In particular, along the same lines as the original work (Anderson and Darling 1954), we consider a sample of $\{x_1, \ldots, x_n\}$ observations, define $x_0 = 0$ and $u = F(x)$, and find a solution as follows:

$$W^2_{\text{Asym}} = \sum_{k=1}^{n} \int_{u_{k-1}}^{u_k} \frac{(u - ((k - 1)/n))^4}{((1-u)(u/n))^2} \, du$$

$$= \sum_{k=1}^{n} -\left( \frac{k-1}{n} \right)^4 \frac{1}{u} + 2 \left( \frac{k-1}{n} - 2 \right) \left( \frac{k-1}{n} \right)^3 \log(u)$$

$$- \frac{((k-1)/n - 1)^4}{u-1} - 2 \left( \frac{k-1}{n} + 1 \right) \left( 1 - \frac{k-1}{n} \right)^3 \log(1-u) + u \bigg|_{u_{k-1}}^{u_k}$$

$$= \gamma + \sum_{k=1}^{n-1} \frac{\alpha_1(k)}{u_k} + \alpha_2(k) \log(u_k) + \frac{\alpha_3(k)}{u_k-1} + \alpha_4(k) \log(1-u_k). \quad (3.2)$$

### 3.1 Choice of power magnitude

In this study, we chose to perform our numerical and calibration analyses using $\beta = 2$, to which the numerator and the denominator of the AD test are raised to obtain the AD-Asym test. This choice was not supported by quantitative analysis but by qualitative expert opinions from risk management expertise; the level of $\beta$ allows us to increase the rejection rate (lower error of type I) of models with volatilities lower than that currently in place in the financial markets. Hence, a higher level of $\beta$ increases the probability of recognizing whether the model approach is conservative. For this reason, we selected the AD test and decided to increase the power of the numerator (eg, the power of the AD-Asym test). However, the level of $\beta$ in the AD-Asym (3.2) might be due to different approaches, as follows.

**Number of observations.** It is possible to calibrate $\beta$ depending on the number of observations within the test sample. We believe the optimal $\beta$ should address to what extent the underestimation of the model volatility is a function of the sample size $n$ we are using to backtest our model. Using this approach, the risk manager fixes the amount of volatility underestimation that is considered suitable from a risk management point of view (perhaps $-50\%$) and then determines, via a theoretical exercise, the level of $\beta$ that allows the rejection of a wrong model.
at a given confidence level (perhaps 50%, at least). However, with this approach, there are two variables to set: namely, the level of volatility underestimation and the level of test rejection. Given such optimal levels, it is possible to determine the optimal level of $\beta$. As an example, Figure 2(a) shows the rejection rate of the AD and AD-Asym with five observations in the sample; the AD-Asym double-rejects the null hypothesis when the volatility of the forecasted distribution is half the realized distribution (e.g., AD-Asym rejects 40% instead of 2.2% when $\sigma = 1.5$). The result is similar when there are twenty observations, as shown in Figure 2(b). This leads us to conclude that, in the latter case, $\beta = 2$ is not enough to have at least a 50% chance of a model being rejected; on the contrary, when there are twenty observations, the rejection rate of the AD-Asym is 65%, which can be considered acceptable. We support the quantitative approach but recognize that an expert opinion is still necessary in choosing the level of volatility underestimation, which could be dangerous with regard to both using the model and selecting the level of rejection rate of the test.

**Model risk of pricing functions.** Consider $\beta$ to be the variable that estimates model risk in pricing functions. Following Rebonato (2001), “model risk” is the risk that there will be a significant difference between the mark-to-model value of a complex illiquid instrument and the price at which the same instrument is revealed to have traded in the market. As a consequence, a high level of difference between the mark-to-model price and the OTC price should provide a strong rationale for increasing the level of $\beta$ in order to avoid a situation in which backtesting provides good results when the mark-to-model is far from the real price. For example, we can consider the model risk of pricing swaps, caps, floors or swaptions as low and, as a consequence, set a level of $\beta < 2$, since the model risk is limited for such simple products.

**Uncertainty in volatility estimation.** This approach stems from the fact that one uncertainty in CCR exposure is the level of volatility estimated using three years of historical data. This is due, for example, to a level or regime switch that can affect the estimation period (e.g., a day when pegged currencies are switched off). As a consequence, the level of $\beta$ should depend on such events. With this approach, risk managers may consider addressing the relevant missing assumptions of the model they use for pricing or simulation. For example, a model that does not consider the heteroscedasticity of returns in risk factor modeling could entail an error due to the “real” volatility, which is nonconstant. The $\beta$ level might take such a missing assumption into account, e.g., $\beta > 2$ might be used. In Section 4, we support the choice of $\beta = 2$ because the modeled interest rate volatility is estimated to be closer to the real interest rate volatility, since the average estimated volatility is $\sigma_{BK} = 0.01241$ while the real one is $\sigma_{Euribor\ 6M} = 0.0198$.  

www.risk.net/journals
FIGURE 2  Rejection rate as a function of the standard deviation: (a) sample size with five observations and (b) sample size with twenty observations.

“SS” stands for standard symmetric.

Risk appetite. Risk appetite can be defined as the variability in results, on both a short-term and a long-term basis, that the bank is prepared to accept in support of a stated strategy; in other words, an “outer boundary” for how much risk the bank can take. A bank’s risk appetite should be consistent with its desired rating target, which depends on the coherence of the relevant business strategies/revenue targets containing risk. As a consequence, a high (low) level of $\beta$ is consistent
with a strong (weak) perception of risk. Hence, the level of $\beta$ can be assessed using a qualitative approach that involves the overall framework of the bank’s risk appetite.

### 3.2 Testing the AD in a limited sample size

The work of Scholz and Stephens (1987) extended the AD test up to the $k$-sample dimension in order to establish any joint differences in the sampled populations without imposing constraints on their parametric assumptions. In particular, the authors studied the quality of the proposed large sample approximation for small samples via a Monte Carlo simulation, which can be considered an enhancement for the proposed AD-Asym test whenever there is a need to jointly test more samples of different size. For this reason, the proposed AD-Asym test cannot be considered a part of the statistical studies that aim at modifying the asymptotic properties of this test. There is, indeed, a generalization concerning the AD test ($\beta = 1$) that it aims to stress its own well-known asymptotic properties for research purposes. In this section, we compare the AD test and our proposed modification (3.2) to obtain some insights into AD-Asym performances when the number of observations is small.

For CCR management purposes, we still remark that our main goal is to reject more efficiently forecasted (theoretical) distributions with smaller variances than the actual (empirical) ones (ie, volatility underestimation). We address this issue by performing numerical simulations of the AD test assuming different theoretical probability density functions (PDFs). In particular, we compare a Gaussian distribution $N(0, 1)$, assumed to be our theoretical PDF, with other Gaussian distributions having the same mean but different variances. For a fixed number of observations, we estimate the rejection rate of the AD test as a function of the real standard deviation considered to generate the sample set. We expect that, for a large enough sample size, the AD test will reject the different distributions with a rejection rate equal to 1 in 100% of cases, the only exception being when the real variance is equal to the theoretical one (that is, equal to 1). In the latter case, the rejection rate depends on the confidence level required for the test, which in our case is set at 5%.

In Figure 3, we report the results of our analysis for a small sample size. As expected, the rejection rate is higher for larger standard deviations, although the overall performance is not considered to be satisfactory. We obtain a rejection rate of around 50% when considering five observations, and the standard deviation is twice the size of the empirical one. The asymmetry between the smaller and larger standard deviations becomes less evident as the number of observations increases; in fact, when the sample size is 100 observations, the rejection rate becomes symmetric, as demonstrated in the seminal work of Anderson and Darling (1954).
FIGURE 3 Comparing (a) the AD-SS and (b) the AD-Asym using different samples and standard deviations of a normal distribution ($N(0,1)$ versus $N(0,x)$).

In particular, the AD test performs better in our main area of interest: the most extreme cases, where models that underestimate the real volatility are rejected more, as shown on the right-hand side of Figure 3(a). In fact, the AD test has a higher rejection rate when the distribution of real data has the same mean as the forecasted distribution but a larger variance. The reason for this is, as already discussed in the previous section, that a realized PDF with a larger variance has a high probability of generating outliers (with respect to the forecasted PDF), even with only a few
observations. In contrast, if we consider the realized PDF with a lower variance than the forecasted one, all of the observations will fall inside the forecasted distribution, and it is more difficult to conclude whether the two distributions are different. We replicate this analysis when comparing the AD test with our AD-Asym version using a different sample size. Figure 3(b) shows that we have a similar rejection rate when the volatility is overestimated (σ < 1) and a higher rejection rate when the volatility is underestimated. Therefore, we conclude that if we need to avoid volatility underestimation, the AD-Asym test performs better – especially in a limited sample.

In order to extend our results, we compare the rejection rates of the different statistical tests that aim to identify whether a sample – always limited in our case – belongs to a given theoretical distribution. In particular, we consider four different statistical tests:

- the standard symmetric AD test, as described in the previous sections (AD-SS);
- the AD test with tail-sensitive indicators (AD-Asym);
- the Cramér–von Mises (CM) test; and
- the Kolmogorov–Smirnov (KS) test.

Figure 4 shows the results of our analyses as a function of \( n \); in particular, in each part, the rejection rate of different statistical tests is compared assuming a Gaussian \( N(0, 1) \) theoretical distribution and empirical Gaussian distributions with different means and standard deviations. As expected, the AD-Asym test shows a better overall performance (higher rejection rate) than the other tests when the volatility is underestimated.

We analyzed the performance of different statistical tests considering a Gaussian \( N(0, 1) \) theoretical distribution and an empirical Student \( t \) distribution with a variance equal to 1 and \( v \) degrees of freedom. This is due to the well-known fact that the distributions of financial returns frequently show fat-tailed behavior. Figure 5 shows the results of these analyses. The performance levels of the AD-Asym are higher than those related to the AD test, although we know that such tests are strongly influenced by the degrees of freedom considered. This can be explained by the fat-tailed nature of the Student \( t \) distribution, which signifies a higher risk than a Gaussian distribution with the same variance. For this reason, the use of a Gaussian distribution implies an underestimation of the risk that would be better identified by an AD-Asym test, as has already been pointed out in the previous section. In addition, we observe that the convergence of the rejection rate to 100% is not reached when \( n = 150 \), which is contrary to the Gaussian case. The reason for this behavior is from statistics: when the first two moments of the theoretical and empirical distributions are met exactly,
Tests assuming (a) volatility overestimation ($N(0, 1)$ versus $N(0, 0.5)$) and (b) volatility underestimation ($N(0, 1)$ versus $N(0, 1.5)$).

we need to estimate the higher moments in order to observe the differences between the PDFs, and for a fixed number of observations the uncertainty increases with the moment order. It is therefore reasonable to expect that the number of observations needed to obtain the convergence must be larger than that obtained using Gaussian PDFs.

3.3 Comparing the AD-Asym with other uniformity tests

The performance of the AD-Asym test can be compared with those of the AD and other uniformity tests, such as the CM or KS tests, for small sample sizes. Figure 6 shows the rejection rate for different uniformity tests when changing the tested
Tests assuming (c) mean overestimation and the correct volatility ($N(0, 1)$ versus $N(0.5, 1)$) and (d) mean overestimation and volatility underestimation ($N(0, 1)$ versus $N(0.5, 1.5)$).

distribution in terms of mean or volatility. The result is that the AD-Asym with $\beta = 4$ has a higher rejection rate than other tests when changing the parameters of the real distribution. In particular, the AD-Asym has a higher rejection rate when volatility is underestimated as well as when the mean is either correctly estimated or overestimated (see parts (b) and (d) of Figure 6). The reason lies in the mathematical definition of AD-Asym, described theoretically in Section 3 and shown empirically here: the proposed test aims to symmetrically increase the weight of large deviations between theoretical and empirical distributions by increasing the exponent of the integrand function of the standard AD test by a factor $\beta$. Because of the symmetry of
FIGURE 5  Rejection rate for the AD test (blue line with diamonds) and the AD-Asym test (red line with dots) assuming a Gaussian $\mathcal{N}(0, 1)$ theoretical distribution and a Student $t$ distribution with (a) $\nu = 2.8$ degrees of freedom, (b) $\nu = 3$ degrees of freedom and (c) $\nu = 3.5$ degrees of freedom.
the integrand function, an improvement in terms of the rejection rate is then expected in symmetric cases, ie, when the odd moments of the two distributions are similar. In these cases, the proposed test remarkably improves performance with respect to the standard AD test.

In Figure 6(b), the rejection rate of the proposed AD-Asym test when $N = 30$ is about 80%, while that for the AD test is about 60%. On the contrary, when the symmetry between the two distributions is broken and a mean effect is introduced, the performance of the two tests is then comparable. A similar behavior can be obtained with $\beta = 4$, where, as expected, we observe a slight improvement in performance for volatility underestimation; however, the performance is worse for volatility overestimation (Figure 6(c)). In these cases, test performance can be influenced by the introduction of the “mean” effect, which is magnified by the high $\beta$ factor.

These cases are shown for the sake of completeness, but they do not represent the aims of the proposed test, which are focused on under-/overestimation of the second moment. This aspect is left to future research. In conclusion, it is important to highlight that the low level of improvement computed by the AD-Asym test, shown in Figures 4 and 6, is due to the limited sample size and the low level of $\beta$ we have chosen in this work. The former would not facilitate any evidence of improvement: this was also demonstrated by Stephens (1974) in his early work, where the rejection power of different normality tests was compared for completely specified distributions, a normal distribution with its first two moments known and unknown, and a sample of more than five observations. The results of Stephens (1974) are similar to ours, with the AD and CM tests being the preferred statistics in terms of exhibiting better power with respect to KS, and there being no strong preference between the two. On the other hand, the slight improvement of the AD-Asym compared with the performance of the CM for very small sample sizes is questionable.

4 NUMERICAL EXERCISE

We consider the Euribor six-month interest rate, which provides us with a historical time series starting in 1999, to test the AD and AD-Asym tests in a realistic case. As a consequence, we have five/six observations in the backtesting sample if we are using three years of historical data for our estimation purposes and a forecasting horizon of two years. However, in order to address the properties of our AD test using a limited sample size but with the possibility of extending our analysis to a higher sample size, we detrend the interest rate time series using the Hodrick and Prescott (1997) filter applied to the five-day time series up to March 2012. In this way, we are able to obtain more robust calibration results using the interest rate model. We then estimate...
a Black and Karasinski (1991) interest rate model on the cycle component of the log-filtered time series in order to generate, using the estimated parameters, a “fictitious” time series with the desired sample to backtest. We use the Black–Karasinski short-rate model because of its analytical tractability and for the added benefit that rates cannot become negative under it. In fact, the Black–Karasinski model can model the logarithm of the cyclical component of the interest rate \( y(t) = \exp(r(t)) \) using the Ornstein–Uhlenbeck stochastic process:

\[
dy_t = a(\theta - y_t) \, dt + \sigma \, dW_t,
\]

(a) Underestimation of mean (\( N(0, 1) \) versus \( N(0, 0.5) \)). (b) Underestimation of mean and overestimation of variance (\( N(0, 1) \) versus \( N(0.5, 1.5) \)).
where $a$ captures the speed of the $y_t$ log cycle toward its long equilibrium value $\bar{\theta}$ (the mean level), $\sigma$ is the volatility of the process and $W_t$ is the Brownian motion. We estimate the following parameters using a moment-matching approximation formula on the overall data set:

$$\Theta \equiv [\tilde{\theta} = -0.0004871; \tilde{a} = 0.011853; \tilde{\sigma} = 0.018855].$$

The moment-matching method guarantees the level of mean reversion is positive, which is consistent with the values of the risk factor. In particular, this estimation method is based on a two-step formula, where the mean-reversion level is first
estimated and then plugged into the mean reversion rate:

\[
\hat{\theta} = \frac{1}{n} \sum_{k=1}^{n} y(t_k), \quad (4.2)
\]

\[
a = \frac{\sum_{k=1}^{n} (y(t_k) - y(t_{k-1}))^2}{2 \sum_{k=1}^{n} (y(t_k) - \bar{y}(t_k))^2}. \quad (4.3)
\]

In Figure 7, we plot the Euribor six-month interest rate and the filtered cyclical and trend components. We simulate interest rate scenarios using the estimated \( \Theta \) parameters and a constant number of backtested observations in order to verify the statistical properties of the tests at different time horizons. In Figure 8, we show the results of the AD and KS rejection rates, using a backtesting sample with five observations in every simulation. All of the simulations are performed 10 000 times using the same parameters.\(^5\) The rejection rate is plotted against the ratio of the average standard deviation of the simulated process (using \( \theta \) parameter) to the standard deviation at every backtesting date calibrated considering a time window of three years and keeping \( a \) constant;\(^6\) the variance of the process is estimated as shown in Appendix B:\(^7\)

\[\Delta = \tilde{\sigma}_{\text{sim}} / \tilde{\sigma}_{\text{bkt}}.\]

As a consequence, the condition \(\Delta > 1\) implies an underestimation of the volatility of the backtesting subsamples, and we expect a higher rejection rate for both tests. In turn, \(\Delta < 1\) implies that the backtested volatility is higher than that generated in the “fictitious” time series, so we expect a lower, or even zero, rejection rate. This numerical exercise confirms the theoretical analysis shown in Figures 1–3, where the AD test has a higher rejection rate than the KS test when the sample size is low.\(^8\) We control these results using ten, twenty-five and 100 observations and obtain similar results. Last, we note that the volatility estimated using three years of historical data is, on average, lower than that used when simulating the “fictitious” real interest rate. This is confirmed in Figure 9, where we plot the histogram of the distribution of the parameter \(\Delta\).

\(^5\) Note that the AD-Asym rejection rate is affected by the number of observations in the sample, so for \(\Delta > 1.2\) we might have a nonlinear rejection rate.

\(^6\) The variance of the process, as described in Appendix B, depends on the mean-reversion rate \(k\), so in order to avoid a misalignment between the volatility used to simulate the process (\(\theta\)) and those used for backtesting purposes, we opt to use a constant \(k\) with an overall effect that we verify as negligible for our purposes.

\(^7\) The variance of the Black–Karasinski process depends on the time horizon, so we expect this difference in the \(x\)-axis to be as shown in Figure 8.

\(^8\) The extreme boundaries of Figure 8 have few observations, so we discard these from our analysis.
5 EMPIRICAL APPLICATION

In this section, we give an example of a real risk factor backtest being applied to the AD and KS tests on interest rate-forecasted values obtained using the Black and Karasinski (1991) short-rate model. We computed it to verify the performance of the AD test in a real case, where we are interested in backtesting mark-to-the-future distributions at different horizons of the entire distribution of the interest rate. For simplicity, we apply the Black–Karasinski model as given by (4.1) to the Euribor six-month time series, where the parameters are calibrated using three years’ worth of historical data and the moment-matching method shown in (4.2).

We slightly modify the short-rate model (4.1) in order to perform tests with an alternative model setup, as follows:

\[ dy_t = a(\bar{\theta} - y_t) \, dt + \gamma \sigma \, dW_t, \]  

(5.1)

where the parameter \( \gamma \) is an adjustment to the volatility value. Figure 10 plots the Euribor six-month interest rate and the forecasted distribution at two years when setting \( \gamma = 1.9 \). We point out that the backtesting time window included the interest rate regime switch that occurred during the Lehman crisis, and, in general, interest

---

\[ \text{FIGURE 7} \quad \text{Euribor six-month interest rate, filtered with Hodrick–Prescott and simulated with parameters } [\hat{\theta}, \hat{k}, \ddot{\sigma}]. \]

(a) Euribor six-month interest rate. (b) Time series plot: cyclical component. (c) Time series plot: trend component.
rate models would have serious problems trying to correctly forecast the crisis and the following period. Figure 10 shows that

- only five backtesting dates are available for testing the model due to the long forecast horizons,
- the empirical data often falls into the extreme tail of the forecasted distribution, and
- we can capture the realized values only by increasing the model volatility or adjusting the mean volatility.
The efficiency of the AD test with a limited sample size

Table 2 reports the simulated rates and the corresponding real rates for the five backtesting dates. Table 3 reports the results of the AD, AD-Asym and KS tests for different levels of volatility assuming a 5% level of confidence: all of the tests reject the hypothesis that the model is correct (see the bold column). In order to compare the performance of the AD, AD-Asym and KS tests, we reparameterize the model by increasing the volatility. In particular, we increase $\gamma$ from one to up to three times the estimated volatility at each backtesting date, and we observe that, as expected, the tests accept the null hypothesis when the forecasted distribution is very large. In 10 A test rejects the null hypothesis when the $p$-value is lower than the confidence level.

---

**FIGURE 8** Continued.

(c) Time horizon: one year. (d) Time horizon: two years.

---

10 A test rejects the null hypothesis when the $p$-value is lower than the confidence level.
FIGURE 9 Distribution of $\Delta = (\sigma_{\text{sim}}/\sigma_{\text{bkt}})$ in the numerical exercise.

contrast, the AD-Asym test is less reactive to such adjustments than the AD and KS tests. We consider this exercise as evidence of the conservativeness of the AD and AD-Asym tests. Last, we check the robustness of our results with different buckets of the interest rate curve (i.e., one-year, five-year and ten-year buckets) and obtain similar results.

6 CONCLUSIONS

The European CRR/Capital Requirements Directive IV (CRD IV) regulations require the in-depth analysis of a model’s forecasts, which are used to compute CCR exposures. As a consequence, banks need to implement a backtesting program, and the results from this process are very important for the assessment of model weaknesses that affect counterparty exposures and risk-weighted assets. At the same time, banks commonly face a situation in which they are forecasting risk factors at long time horizons while satisfying a requirement to use three years of data in their model calibrations: a very limited sample data set. Thus, from a purely statistical point of view, the use of overlapping time windows to verify model performance cannot be considered a significant improvement in reducing the statistical uncertainty of the forecasted variables. A proper approach to CCR model backtesting should be developed, taking into consideration the strong constraints imposed by the limited statistical power of small data sets. It is worthwhile to observe that, in general, the statistical test should be able to easily detect a model’s volatility underestimation, which is more dangerous from a risk management point of view than volatility overestimation.
FIGURE 10  Simulated distribution of Euribor six-month interest rate at a two-year time horizon and three years of historical calibration.

TABLE 2  Euribor six-month- and statistics-forecasted values at a two-year time horizon.

| Date       | 12/24/04 | 12/22/06 | 12/19/08 | 12/17/10 | 12/14/12 |
|------------|----------|----------|----------|----------|----------|
| Value      | 2.211    | 3.8291   | 2.7634   | 1.0449   | 0.1685   |
| Minimum    | 2.0609   | 1.2958   | 2.2502   | 1.8545   | 0.16382  |
| Average    | 3.3743   | 2.3433   | 3.4989   | 3.3177   | 1.2567   |
| Maximum    | 5.5148   | 3.7534   | 4.9848   | 5.357    | 4.8442   |

TABLE 3  AD, AD-Asym and KS results for Euribor six-month-forecasted values at a two-year time horizon.

| Test   | 1   | 2   | 2.5 | 2.75 | 3   |
|--------|-----|-----|-----|------|-----|
| AD     | Reject | Reject | Reject | Accept | Accept |
| AD-Asym | Reject | Reject | Reject | Reject | Accept |
| KS     | Reject | Reject | Accept | Accept |     |
For these reasons, in this study we focused on the AD test with the goal of understanding when the test is able to detect a volatility underestimation, and we derived an extension of the AD test that can be used for risk management purposes. The main idea behind this extension comes from the observation that the AD test rejection rate is higher when the real variance of the distribution is larger than the forecasted one; however, the rejection rate is quite low due to uncertainty related to the small sample size. As a consequence, we magnify this asymmetric effect by introducing a more pronounced nonlinear behavior, where the differences between the forecasted and real distributions are large when a model’s volatility is underestimated. This means the test’s rejection rate will be higher when the forecasted distribution has a smaller variance than the real one. This property should also hold in the case of a limited sample size in order to be conservative.

We verified the properties of our modified test in the case of a limited sample size, showing that its rejection performance is better overall than that of a standard uniformity test when the forecasting distribution is wrong. We checked this result by comparing it with the AD test and other uniformity tests, such as the KS test, using a numerical example that forecasted Euribor six-month interest rate values using a two-year time horizon with a Black–Karazinski short-rate model. We then used this model to backtest the real interest rate during the time window 2000–2014, which led to the chosen model being rejected.

**APPENDIX A. FUNCTIONS DEFINITION FOR THE ANDERSON–DARLING-ASYMMETRIC TEST**

In the following, we report the functions defined in (3.2):

\[
\gamma = u_n - \frac{(-1 + ((n - 1)/n))^4}{u_n - 1}
- \left(-1 + \frac{n - 1}{n}\right)^3 \left(2 + \frac{2(n - 1)}{n}\right) \log(-u_n + 1)
+ \frac{(-4 + 2((n - 1)/n))(n - 1)^3 \log(u_n)}{n^3} - \frac{(n - 1)^4}{n^4} - 1, \tag{A.1}
\]

\[
\alpha_1(k) = \frac{4k^3 - 6k^2 + 4k - 1}{n^4}, \tag{A.2}
\]

\[
\alpha_2(k) = \frac{2(6nk^2 - 6nk + 2n - 4k^3 + 6k^2 - 4k + 1)}{n^4}, \tag{A.3}
\]

\[
\alpha_3(k) = -\frac{(-n + k)^4 + (n - k + 1)^4}{n^4}, \tag{A.4}
\]

\[
\alpha_4(k) = \frac{2n^3 - 6nk^2 + 6nk - 2n + 4k^3 - 6k^2 + 4k - 1}{n^4}. \tag{A.5}
\]
APPENDIX B. VARIANCE OF THE BLACK–KARASINSKI PROCESS

\[
\begin{align*}
\text{Var}[X_t] &= E[(X_t)^2] - E[(X_t)]^2, \\
E[(X_t)^2] &= \exp \left\{ 2 \ln(X_0)e^{-kt} + 2a(1 - e^{-kt}) + \frac{\sigma^2}{k}(1 - e^{-2kt}) \right\}, \\
E[(X_t)] &= \exp \left\{ \ln(X_0)e^{-kt} + a(1 - e^{-kt}) + \frac{\sigma^2}{4k}(1 - e^{-2kt}) \right\}.
\end{align*}
\]
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