Sparsity-Aware SSAF Algorithm with Individual Weighting Factors for Acoustic Echo Cancellation
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Abstract—In this paper, we propose and analyze the sparsity-aware sign subband adaptive filtering with individual weighting factors (S-IWF-SSAF) algorithm, and consider its application in acoustic echo cancellation (AEC). Furthermore, we design a joint optimization scheme of the step-size and the sparsity penalty parameter to enhance the S-IWF-SSAF performance in terms of convergence rate and steady-state error. A theoretical analysis shows that the S-IWF-SSAF algorithm outperforms the previous sign subband adaptive filtering with individual weighting factors (IWF-SSAF) algorithm in sparse scenarios. In particular, compared with the existing analysis on the IWF-SSAF algorithm, the proposed analysis does not require the assumptions of large number of subbands, long adaptive filter, and paraunitary analysis filter bank, and matches well the simulated results. Simulations in both system identification and AEC situations have demonstrated our theoretical analysis and the effectiveness of the proposed algorithms.

Index Terms—Acoustic echo cancellation; impulsive noise; performance analysis; sign subband adaptive filter; sparse system.

I. INTRODUCTION

Adaptive filtering algorithms have been extensively developed in Gaussian noise environments [1], [2], and representative examples are the least mean square (LMS) and normalized LMS (NLMS) algorithms. However, impulsive noise is often encountered in realistic environments such as echo cancellation, underwater acoustics, audio processing, communications, and prediction of time-series [3], [4], [5], [6], [7], [8]. Although the impulsive noise appears randomly with a small probability or a short duration, its realizations have large amplitude. In this situation, the algorithms based on Gaussian noise suffer from a poor convergence or even divergence. Aiming at impulsive noise, Mathews et al. first proposed the sign algorithm which minimizes the absolute value of the error signal [9]. The maximum correntropy criterion was frequently studied to present efficient and robust LMS-like algorithms in impulsive noise [10], [11], [12], thanks mainly to the strong compression capability of the correntropy function on the error signals with large amplitude.

The problem of the aforementioned algorithms is the slow convergence when the input signal to the adaptive filter is highly correlated. To speed up the convergence, the subband adaptive filter (SAF) is one of the promising approaches [2]. In the SAF, the input signal is divided into multiple subband components through the analysis filters, and then the decimated subband input signals that have approximately uncorrelated samples are used for updating the filter’s weights. Among the SAF’s structures, its multiband structure updates the fullband-like filter’s weights is more promising due to avoiding the aliasing and band edge effects [2]. Based on the multiband structure, the normalized SAF (NSAF) algorithm in [13] converges faster than the NLMS algorithm for highly correlated inputs. The excess computational complexity of the NSAF over the NLMS is trivial, especially for long filter applications such as echo cancellation. By incorporating the sign algorithm into the SAF, the sign subband adaptive filter (SSAF) algorithm was proposed in [14], with good robustness against impulsive noise. By fully taking advantage of the decorrelation feature of SAF, the individual-weighting-factors based SSAF (IWFSAF) algorithm [15] provides faster convergence than the SSAF algorithm. Note that, when users choose the fixed step-size, both SSAF algorithms need to consider a trade-off between fast convergence and low steady-state error. To address this problem, several variable step-size (VSS) strategies were developed for both algorithms that drive fast convergence and low steady-state error simultaneously, to name a few, the VSS-SSAF [16] and band-dependent VSS SSAF (BDVSS-SSAF) [17] algorithms from the mean-square deviation (MSD) minimization, and the novel VSS SSAF [18] and band-dependent VSS IWF-SSAF (BDVSS-IWF-SSAF) [19] algorithms based on the $l_1$-norm minimization, and the robust VSS SSAF algorithm [20]. Among them, the VSS strategies in [18] and [19] do not require the a priori knowledge of the surrounding noise, e.g., the noise variance and the occurrence
The performance analysis is always a vital research issue for adaptive filtering algorithms. It is beneficial to support the effectiveness of a specific adaptive filtering algorithm in theory and to give useful insights to further improve the adaptive filter’s performance. It is worth noting that one often pays attention to the performance analyses of adaptive filtering algorithms in Gaussian noise surroundings. For example, there have been different analysis models on the MSD behavior of the NSAF algorithm. Relatively speaking, it is more difficult to analyze the performance of robust adaptive filtering algorithms in impulsive noise. In the steady-state MSD of the SSAF algorithm in impulsive noise was analyzed based on the energy conservation relation, and the same analysis pattern was also extended to the IWF-SSAF algorithm. However, this analysis approach relies on the assumptions of large number of subbands and long adaptive filter. By assuming the background noise to be Gaussian, the analytical expression in [31] shows better accuracy than the one in [30] for the steady-state MSD of the SSAF algorithm. Nevertheless, the advantage of the SSAF algorithm is working in impulsive noise, so in this case the analysis in [31] is not applicable.

On the other hand, the aforementioned algorithms have not exploited the underlying sparsity of the systems. Sparse systems are common in practice, with the property that its impulse response only has a few large non-zero coefficients (active coefficients) and the remaining coefficients are zero or approach zero (inactive coefficients), such as network/acoustic echo channels, underwater acoustic channels, and digital TV transmission channels. In order to favor such sparsity, the sparsity-aware technique is popular in adaptive filtering algorithms, which adds the sparse constraint term in the original cost function. In the survey of robust SAF against impulsive noise, sparsity-aware approaches were only incorporated straightforwardly into the SSAF and normalized logarithmic SAF algorithms, and have not been analyzed theoretically yet. Also, the resulting algorithms require properly choosing the sparsity penalty parameter in a trial and error way, thereby limiting their usefulness.

It is remarked that the acoustic echo cancellation (AEC) application involves the above-mentioned three characteristics: high correlation of speech input signals, double-talk that is one type of impulsive noise scenarios, and sparsity of acoustic echo channels. For the sake of these requirements, therefore, this paper will focus on studying the sparsity-aware IWF-SSAF (S-IWF-SSAF) algorithm. Our main contributions are as follows:

1) By incorporating the sparsity-aware technique, we propose the S-IWF-SSAF algorithm, and analyze its performance in-depth in impulsive noise. The analysis result reveals that S-IWF-SSAF can be superior to IWF-SSAF in sparse system environments, but it requires properly choosing the sparsity penalty parameter in a certain range.

2) The proposed analysis covers the behaviors of the IWF-SSAF algorithm in impulsive noise. Even though for the IWF-SSAF algorithm, the proposed analysis is significantly more accurate than the analysis in [15] and closely matches the simulations, because it obviates the assumptions of a large number of subbands, long adaptive filter, and paraunitary analysis filter bank.

3) We devise a joint optimization scheme to automatically choose the step-size and the sparsity penalty parameter, which further improves the convergence and steady-state performance of the S-IWF-SSAF algorithm.

4) In order to make the proposed algorithms suitable for AEC, we develop delayless implementation of the proposed algorithms and carry out a simulation study.

The notations used in this paper are listed in Table 1.

### Table 1: Mathematical Symbols

| Description | Notations |
|-------------|-----------|
| transpose of a vector or matrix | $\mathbf{u}^T$ |
| $L_2$-norm of a vector | $\| \cdot \|_2$ |
| sign function | $\text{sgn} (\cdot)$ |
| expectation of a random variable | $\mathbb{E} (\cdot)$ |
| trace of a matrix | $\text{Tr} (\cdot)$ |
| yielding an $L^2 \times 1$ vector from an $L \times L$ matrix by successively stacking the columns | $\text{vec} (\cdot)$ |
| the inverse operation of $\text{vec}(\cdot)$ | $\text{vec}^{-1} (\cdot)$ |
| Kronecker product of two matrices | $\otimes$ |

Let us consider a system identification problem that identifies the impulse response of the unknown system, denoted as an $M$-length column vector. By feeding the input signal $u(n)$ into the unknown system, the desired signal $d(n)$ of the system at discrete time $n$ is formulated as

$$d(n) = u^T(n)\mathbf{w}^0 + v(n)$$

where $u(n) = [u(n), u(n-1), ..., u(n-M+1)]^T$ is the $M \times 1$ input vector, and $v(n)$ denotes the additive noise.

Fig. 1 shows the multiband structure of SAF with $N$ subbands. The desired signal $d(n)$ and the input signal $u(n)$ are decomposed into multiple subband signals $d_i(n)$ and $u_i(n)$, respectively, through the analysis filter bank \( \{H_i(z)\}_{i=0}^{N-1} \). Then, for each band $i$, the signal $u_i(n)$ is filtered by the common filter (whose weight vector
is $w(k)$) to get the output signal $y_i(n)$. By critically decimating sequences $d_i(n)$ and $y_i(n)$, respectively we obtain lower sampled-rate sequences $d_i,D(k)$ and $y_i,D(k)$, namely, $d_i,D(k) = d_i(kN)$ and $y_i,D(k) = u_i^T(k)w(k)$, where $u_i(k) = \{u_i(kN), u_i(kN), ..., u_i(kN - M + 1)\}$. By subtracting $y_i,D(k)$ from $d_i,D(k)$ for $i = 0, ..., N-1$, the decimated subband error signals used for updating $w(k)$ are obtained:

$$e_i,D(k) = d_i,D(k) - u_i^T(k)w(k).$$

(2)

Since $w(k)$ is an estimate of $w^*$ in the decimated domain $k$, the main task of the adaptive filter is how to adjust $w(k)$ by using the available signals $\{d_i,D(k), u_i(k), e_i,D(k)\}_{i=0}^{N-1}$ to reach quickly $w(k) \rightarrow w^*$ as $k$ increases.

To estimate $w^*$ in impulsive noise, the cost function with the band-dependent weighting factor $\lambda_i$ is defined as

$$J(k) = \sum_{i=0}^{N-1} \zeta_i |e_i,D(k)|.$$  

(3)

By applying the instantaneous gradient descent (IGD) principle to minimize $J(k)$ with respect to $w(k)$ and letting $\zeta_i = 1/||u_i(k)||_2^2$, the weight vector of the IWF-SSAF algorithm is recursively updated in [153]:

$$w(k+1) = w(k) + \mu \sum_{i=0}^{N-1} \frac{sgn(e_i,D(k))u_i(k)}{||u_i(k)||_2}.$$  

(4)

where $\mu > 0$ is the step-size. Due to the sign function $sgn(\cdot)$, the IWF-SSAF algorithm is robust against impulsive noise.

III. PROPOSED S-IWF-SSAF ALGORITHM

Based on sparsity-aware techniques [46], [47], [38], [39], [42], we modify the cost function in (3) as

$$J_s(k) = \sum_{i=0}^{N-1} \zeta_i |e_i,D(k)| + \rho H(w),$$

(5)

where $H(w)$ is the penalty term for favoring the sparsity of $w^*$, and $\rho > 0$ is the sparsity penalty parameter associated with this term. By applying the IGD principle to reach a minimization of (5), the proposed S-IWF-SSAF algorithm for updating the weight vector is formulated as

$$w(k+1) = w(k) + \mu \sum_{i=0}^{N-1} \frac{sgn(e_i,D(k))u_i(k)}{||u_i(k)||_2} - \rho H'(w(k)),$$

(6)

where $H'(w) \triangleq \frac{\partial H(w)}{\partial w}$ is the subgradient of $H(w)$ with respect to $w$, and here the parameter $\rho$ has absorbed $\mu$. Furthermore, (6) can be implemented equivalently by two steps:

$$\varphi(k+1) = w(k) + \mu \sum_{i=0}^{N-1} \frac{sgn(e_i,D(k))u_i(k)}{||u_i(k)||_2},$$

(7a)

$$w(k+1) = \varphi(k+1) - \rho H'(\varphi(k+1)).$$

(7b)

In equation (7), the first step plays the adaptive learning role of the IWF-SSAF algorithm, and the second step drives inactive coefficients in $\varphi(k+1)$ to zero to further improve the estimation performance of $w^*$. Note that, in [75] we have also made a replacement of $H'(w(k))$ with $H'(\varphi(k+1))$. By doing so, we are able to independently design the adaptive choices of $\mu$ and $\rho$ according to (7a) and (7b), respectively, which will be discussed in the sequel. Now, another issue is the choice of the penalty term $H(w)$. In the literature, several strategies on $H(w)$ have been reported to present different sparsity-aware adaptive filtering algorithms, see [42], [37], [38] and references therein. Here, we do not discuss the effect of these strategies, and choose the popular log-penalty:

$$H(\varphi(m+1)) = \sum_{m=1}^{M} \ln(1 + |\varphi(m+1))/\xi),$$

(8)

where $\varphi(m+1)$ denotes the $m$-th entry of $\varphi(k+1)$, and $\xi > 0$ denotes the shrinkage magnitude that distinguish active entries and inactive entries. Accordingly, $H'(\varphi(m+1))$ in (7b) is given by

$$H'(\varphi(m+1)) = \frac{\varphi(m+1)}{\xi + |\varphi(m+1)|}.$$  

(9)

We note that the proposed algorithms can also be considered in the context of detection problems [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], and might be further enhanced by exploitation of low-rank techniques [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83], [84], [85], [86], [87], [88], [89], [90], [91], [92], [93], [94], [95], [96], [97], [98], [99], [100], [101], [7], [102], [103], [104].

IV. PERFORMANCE ANALYSIS

In this section, we study in detail the statistical performance of the S-IWF-SSAF algorithm in the presence of impulsive noise, and in theory illustrate its superiority over the IWF-SSAF algorithm when identifying sparse systems.
Assuming that $w^o$ is time-invariant. Then, from (7) and (7b) we obtain the following weights error vector recursions:

\[
\begin{align*}
\tilde{v}(k + 1) &= \tilde{w}(k) - \mu \sum_{i=0}^{N-1} \frac{\text{sgn}(e_{i,D}(k)) u_i(k)}{\|u_i(k)\|^2}, \\
\tilde{w}(k + 1) &= \tilde{v}(k + 1) + \rho H'(\tilde{v}(k + 1)),
\end{align*}
\]

(10a) and (10b), respectively, where $\tilde{w}(k) \triangleq w^o - w(k)$ and $\tilde{v}(k) \triangleq w^o - v(k)$.

Let $\{h_i\}^{N-1}_{i=0}$ be the impulse response of the analysis filter bank $\{H_i(z)\}^{N-1}_{i=0}$, with the length of $L$, then the following relations hold:

\[
\begin{align*}
u_i(k) &= [u_i(kN),...,u_i(kN-L+1)]^T, \\
v_i,k(D) &= \sum_{i=0}^{N-1} \left[ v_i(kN),...,v_i(kN-L+1) \right]^T.
\end{align*}
\]

(11)

Therefore, (2) can be rearranged as

\[
e_{i,D}(k) = e_{i,a}(k) + v_i,k(D),
\]

(12)

where $e_{i,a}(k) \triangleq u_i^T(k)\tilde{w}(k)$ denotes the a priori sub-band error. Equations (10-12) will be the starting point to study the mean and mean-square behaviors of the algorithm in the sequel. Moreover, in order to help to analyze the algorithm mathematically, some widely used assumptions are made as follows:

**Assumption 1:** The input vector $u(n)$ is random with zero-mean vector and positive definite autocorrelation matrix $R_u = E[u(n)u^T(n)]$.

**Assumption 2:** The additive noise $v(n)$ is drawn from the contaminated-Gaussian (CG) process, i.e., $v(n) = v_g(n) + v_{am}(n)$. Specifically, the background noise $v_g(n)$ is white Gaussian with zero-mean and variance $\sigma_g^2$. The impulsive noise component $v_{am}(n)$ is described by the Bernoulli-Gaussian model $v_{am}(n) = b(n)v(n)$, where $b(n)$ obeys the Bernoulli distribution that the probability of occurring 1 is $P(b(n) = 1) = p_r$, and $v(n)$ is also zero-mean white Gaussian but with variance $\sigma_0^2 = b\sigma_g^2$, $b \gg 1$. Thus, it is seen that $v(n)$ is non-Gaussian for any $p_r$ excluding two special cases $p_r = 0$ and 1 [105].

**Assumption 3:** $\tilde{w}(k)$ is independent of $u_i(k)$ for $i = 0,...,N-1$.

Note that, with the relation (11), assumption 1 shows that the $i$-th subband’s input vector $u_i(k)$ is also zero-mean and has a positive definite autocorrelation matrix $R_i = E[u_i(k)u_i^T(k)]$. Assumption 2 is a popular model for analyzing the performance of adaptive filtering algorithms in impulsive noise [42], [105]. Assumption 3 is the well-known independence assumption for the performance analysis of adaptive filtering algorithms [11], [106].

### A. Mean behavior

By imposing the expectations on both sides of (10a) and (10b), we have

\[
\begin{align*}
E\{\tilde{v}(k+1)\} &= \left[ I_M - \mu \sum_{i=0}^{N-1} \Omega_i(k) E\{A_i(k)\} \right] E\{\tilde{w}(k)\}, \\
E\{\tilde{w}(k+1)\} &= E\{\tilde{v}(k+1)\} + \rho E\{H'(\tilde{v}(k+1))\},
\end{align*}
\]

(13a) and (13b), respectively, where

\[
\begin{align*}
\Omega_i(k) &= \sqrt{\frac{2}{\pi}} \left[ \frac{p_r}{\sqrt{E[e_{i,D,1}(k)^2]}} + \frac{1 - p_r}{\sqrt{E[e_{i,D,2}(k)^2]}} \right] \neq 0, \\
E\{e_{i,D,1}(k)\} &= E\{e_{i,a}(k)\} + ||h_i||^2_2(h+1)\sigma_g^2, \\
E\{e_{i,D,2}(k)\} &= E\{e_{i,a}(k)\} + ||h_i||^2_2\sigma_0^2.
\end{align*}
\]

(14)

Note that, the detailed process of (13a) is shown in Appendix A. Supposing that the algorithm converges, it holds that $E\{\tilde{w}(k+1)\} = E\{\tilde{w}(k)\}$ as $k \rightarrow \infty$. Hence, from (13a) and (13b) we can deduce the following theorem.

**Theorem 1.** When $k \rightarrow \infty$, it is established that

\[
E\{\tilde{w}(\infty)\} = \frac{\rho}{\mu} \left( \sum_{i=0}^{N-1} \Omega_i(\infty)E\{A_i(\infty)\} \right)^{-1} E\{H'(\tilde{w}(\infty))\},
\]

(17)

which points out that the S-IWF-SSAF algorithm is biased for estimating a sparse vector $w^o$.

**Remark 1:** For a special case of $\rho = 0$, (17) leads to

\[
E\{\tilde{w}(\infty)\} = 0,
\]

(18)

that is, the IWF-SSAF algorithm is unbiased for estimating $w^o$ in the presence of impulsive noise.

It is worth noting that the mean transient behavior of both IWF-SSAF and S-IWF-SSAF algorithms relies on its mean-square behavior as we shall discuss below.

### B. Mean-square behavior

Let us define the autocorrelation matrices of the weight error vectors $\tilde{w}(k)$ and $\tilde{v}(k)$, as follows, $\tilde{W}(k) \triangleq E\{\tilde{w}(k)\tilde{w}^T(k)\}$ and $\tilde{\Phi}(k) \triangleq E\{\tilde{v}(k)\tilde{v}^T(k)\}$. Thus, by equating the autocorrelation matrices for both sides of (10a) and (10b), respectively, we have the following recursions:

\[
\begin{align*}
\tilde{w}(k+1) &= \tilde{W}(k) + \mu \sum_{i=0}^{N-1} \Omega_i(k)E\{A_i(k)\} - \mu \tilde{W}(k) \sum_{i=0}^{N-1} \Omega_i(k)E\{A_i(k)\} - \\
\mu \sum_{i=0}^{N-1} \Omega_i(k)E\{A_i(k)\} \tilde{W}(k),
\end{align*}
\]

(19a)

and

\[
\begin{align*}
\tilde{v}(k+1) &= \tilde{W}(k) + \mu \sum_{i=0}^{N-1} \Omega_i(k)E\{A_i(k)\} - \\
\mu \tilde{W}(k) \sum_{i=0}^{N-1} \Omega_i(k)E\{A_i(k)\} - \\
\mu \tilde{W}(k),
\end{align*}
\]

(19b)
\( \hat{W}(k+1) = \hat{\Phi}(k+1) + \rho \Theta(k+1) + \rho \Theta^T(k+1) + \rho^2 \Xi(k+1), \) (19b)

where \( \Theta(k+1) \triangleq \mathbb{E}\{H'(\varphi(k+1))\hat{\varphi}^T(k+1)\} \) and \( \Xi(k+1) \triangleq \mathbb{E}\{H'(\varphi(k+1))H'^T(\varphi(k+1))\}. \) Note that, the derivation of (19a) is given in Appendix B. Obviously, the mean model in (19a) and the mean-square model in (19b) require computing \( \mathbb{E}\{H'(\varphi(k+1))\}, \Theta(k+1), \) and \( \Xi(k+1) \) beforehand in a component-wise way, as shown in Appendix C. Furthermore, to implement the recursion in (19a) conveniently, \( \Omega_i(k) \) given by (14) is rewritten as

\[
\Omega_i(k) = \sqrt{\frac{2}{\pi}} \left[ \frac{p_r}{\sqrt{\text{Tr}(\hat{W}(k)R_t) + ||h_i||_2^2(h+1)\sigma_g^2}} + \frac{1-p_r}{\sqrt{\text{Tr}(\hat{W}(k)R_t) + ||h_i||_2^2\sigma_g^2}} \right].
\] (20)

The MSD is defined as \( \text{MSD}(k) \triangleq \mathbb{E}\{||\hat{w}(k)||_2^2\} = \text{Tr}(\hat{W}(k)) \). Consequently, the model in (19a) describes the transient MSD behavior of the S-IWF-SSAF algorithm in impulsive noise.

To continue the steady-state analysis, we impose the vectorization operation on both sides of (19a) and use the Kronecker property that \( \text{vec}(X \Sigma Y) = (Y^T \otimes X) \text{vec}(\Sigma) \) for matrices \( X, Y, \) and \( \Sigma \) of compatible sizes \( N^2 \), the following recursion is established:

\[
\text{vec}(\hat{\Phi}(k+1)) = F_k \text{vec}(\hat{W}(k)) + \mu^2 \text{vec} \left( \sum_{i=0}^{N-1} \mathbb{E}\{\hat{A}_i(k)\} \right).
\] (21)

where

\[
F_k = I_{M^2} - \mu \left( \sum_{i=0}^{N-1} \Omega_i(k) \mathbb{E}\{\hat{A}_i(k)\} \otimes I_{M} \right) - \mu \left( I_{M} \otimes \sum_{i=0}^{N-1} \Omega_i(k) \mathbb{E}\{\hat{A}_i(k)\} \right).
\] (22)

At the steady-state, it holds that \( \hat{W}(k+1) = \hat{W}(k), k \to \infty. \) Therefore, by assuming the existence of \( (I_{M^2} - F_{\infty})^{-1} \) and applying the operators \( \text{vec}(\cdot)^{-1} \) and \( \text{Tr}(XY) = \text{vec}^T(X^T) \text{vec}(Y) \), the steady-state MSD of the S-IWF-SSAF algorithm can be derived from (19a) and (21) that

\[
\text{MSD}_{\infty}(\infty) = \text{MSD}(\infty) + \Delta_s(\infty),
\] (23)

where

\[
\text{MSD}(\infty) = \mu^2 \text{vec}^T(I_{M})(I_{M^2} - F_{\infty})^{-1} \text{vec} \left( \sum_{i=0}^{N-1} \mathbb{E}\{\hat{A}_i(k)\} \right)
\] (24)

is the result of the IWF-SSAF update (7b) and

\[
\Delta_s(\infty) = \text{vec}^T(I_{M})(I_{M^2} - F_{\infty})^{-1} \times \text{vec} \left( \rho \Theta(\infty) + \rho \Theta^T(\infty) + \rho^2 \Xi(\infty) \right)
\] (25)

is the result of the sparsity-aware step (25).

It is stressed that (25) is not a closed-form, as it is self-contained through \( \Omega_i(\infty) \). Thus, in terms of \( \text{MSD}_{\infty}(\infty) \), we may take advantage of some numerical approaches to solve (25) or take the MSD value by running (19) to the steady-state. From (23), the following theorem can be obtained.

**Theorem 2.** In sparse system scenarios, the steady-state performance of the S-IWF-SSAF algorithm would be superior to that of the IWF-SSAF algorithm, if and only if \( \Delta_s(\infty) < 0 \). Interestingly, the possibility of \( \Delta_s(\infty) < 0 \) is true by choosing \( \rho \) in a range \( 0 < \rho < \rho_{qs} \).

**Proof.** See Appendix D.

**Remark 2 (on the special IWF-SSAF algorithm):** For evaluating the steady-state of the IWF-SSAF algorithm using a small step-size, i.e., (24), it can be assumed that \( \text{Tr}(\hat{W}(\infty)R_t) \ll ||h_i||_2^2\sigma_g^2 \). As such, we can make the following approximation for \( \Omega_i(\infty) \):

\[
\Omega_i(\infty) \approx \sqrt{\frac{2}{\pi}} \left[ \frac{p_r}{\sqrt{||h_i||_2^2(h+1)\sigma_g^2}} + \frac{1-p_r}{\sqrt{||h_i||_2^2\sigma_g^2}} \right],
\] (26)

which contributes a closed-form of \( \text{MSD}(\infty) \). On the other hand, when the number of subbands is large enough, the decimated input signal at each subband can be approximately white [2]. Also, the length of the adaptive filter is required to be long. In this case, it is known from (15) that \( \mathbb{E}\{\hat{A}_i(k)\} \approx \sigma_{u,i}^2 M_{\text{white}} \) and \( \mathbb{E}\{\hat{A}_i(k)\} \approx 1 M_I \), where \( \sigma_{u,i}^2 \) is the power of the decimated input signal of the \( i \)-th subband. Plugging them into (24) produces

\[
\text{MSD}_{\infty}(\text{white}) = \frac{\mu N \sqrt{M}}{2 \sum_{i=0}^{N-1} \Omega_i(\infty) \sigma_{u,i}^2}.
\] (27)

It is seen from (27) that the steady-state MSD of the IWF-SSAF algorithm depends on the step size \( \mu \), the number of subbands \( N \), the filter’s length \( M \), the background noise variance \( \sigma_n^2 \), and the subband input power \( \sigma_{u,i}^2 \). Specifically, the steady-state MSD becomes large as \( \mu \) and \( N \) increase. Conversely, increasing \( \mu \) and \( N \) brings also fast convergence of the algorithm. Hence, this would motivate the improvements of the algorithm in performance by optimizing \( \mu \) and/or \( N \).

**C. Stability condition**

Since the elements of \( \mathbb{E}\{H'(\varphi(k+1))\}, \Theta(k+1), \) and \( \Xi(k+1) \) are bounded, the stability condition of the S-IWF-SSAF algorithm is the same as that of the IWF-SSAF algorithm. As a result, we study the stability
where
\[
\Delta(k) = \mu \sum_{i=0}^{N-1} \Omega_i(k) \text{Tr} \left( \bar{W}(k) \mathbb{E}\{ \mathbf{A}_i(k) \} \right) + \mu \sum_{i=0}^{N-1} \Omega_i(k) \text{Tr} \left( \mathbb{E}\{ \mathbf{A}_i(k) \} \bar{W}(k) \right) - \mu^2 N.
\]

Recalling large \( M \) and \( N \) assumptions so that \( \mathbb{E}\{ \mathbf{A}_i(k) \} \approx \frac{\sigma_{w,i}}{\sqrt{M}} \mathbf{I}_M \) and \( \mathbf{R}_i \approx \sigma_{w,i}^2 \mathbf{I}_M \), thereby \( \Delta(k) \) becomes
\[
\Delta(k) = 2\mu \sum_{i=0}^{N-1} \Omega_i(k) \frac{\sigma_{w,i}}{\sqrt{M}} \text{MSD}(k) - \mu^2 N,
\]
where
\[
\Omega_i(k) = \sqrt{\frac{2}{\pi}} \left[ \frac{p_r}{\sqrt{\sigma_{w,i}^2 \text{MSD}(k) + ||\mathbf{h}_i||^2(\mu + 1)}\sigma_g^2} + \frac{1 - p_r}{\sqrt{\sigma_{w,i}^2 \text{MSD}(k) + ||\mathbf{h}_i||^2(\mu + 1)}\sigma_g^2} \right].
\]

Equation (28) illustrates that the algorithm converges in the mean-square sense, if and only if \( \Delta(k) > 0 \), which further leads to
\[
0 < \mu < \frac{2}{N} \sum_{i=0}^{N-1} \Omega_i(k) \frac{\sigma_{w,i}}{\sqrt{M}} \text{MSD}(k),
\]
where
\[
\Omega_{i,\min} = \Omega_i(0)
\]
\[
= \sqrt{\frac{2}{\pi}} \left[ \frac{p_r}{\sqrt{\sigma_{w,i}^2 ||\mathbf{w}^o||^2 + ||\mathbf{h}_i||^2(\mu + 1)}\sigma_g^2} + \frac{1 - p_r}{\sqrt{\sigma_{w,i}^2 ||\mathbf{w}^o||^2 + ||\mathbf{h}_i||^2(\mu + 1)}\sigma_g^2} \right].
\]

The approximation (b) in (36) corresponds the case of no impulsive noise. Although the approximation (a) is more accurate than the approximation (b), the latter is more practical on guiding the choice of the step size as it does not require a priori information of \( p_r \) when \( p_r \ll 1 \).

V. VARIABLE PARAMETERS IMPROVEMENTS FOR THE S-IWF-SSAF ALGORITHM

As stated in theorem 2 and remark 2, the S-IWF-SSAF algorithm can be further improved by jointly developing VSS mechanism and adaptation of \( \rho \). In this section, we will arrive at this goal.

A. VSS mechanism

By using time-varying and band-dependent step-sizes \( \mu_i(k) \), \( i = 0, ..., N - 1 \) to replace \( \mu \) in (10a), it yields
\[
\tilde{\varphi}(k + 1) = \tilde{\varphi}(k) - \sum_{i=0}^{N-1} \mu_i(k) \text{sgn}(e_{i,D}(k)) \mathbf{u}_i(k) / ||\mathbf{u}_i(k)||_2
\]
(37)

By defining the \( i \)-th subband intermediate a posteriori error,
\[
e_{p,i}(k) = d_{i,D}(k) - \mathbf{u}_i^T(k) \tilde{\varphi}(k + 1),
\]
(38)
and then from (37) we are capable of obtaining
\[
e_{p,i}(k) = e_{i,D}(k) - \mu_i(k) ||\mathbf{u}_i(k)||_2 \text{sgn}(e_{i,D}(k)).
\]
(39)

Then, the VSS \( \mu_i(k) \) for \( i = 0, ..., N - 1 \) can be derived from the following minimization:
\[
\min_{\mu_i(k)} ||e_{p,i}(k)||_2^2,
\]
(40)

namely, we have
\[
\mu_i(k) = \frac{|e_{1,D}(k)|}{||\mathbf{u}_i(k)||_2}.
\]
(41)
In the light of the algorithm’s stability, values of $\mu_i(k)$ must be bounded as follows:

$$
\mu_i(k) = \begin{cases} 
\mu_{\text{max}}, & \text{if } \mu_i(k) > \mu_{\text{max}} \\
\mu_{\text{min}}, & \text{if } \mu_i(k) < \mu_{\text{min}} \\
\mu_i(k), & \text{otherwise}
\end{cases}
$$

(42)

where $\mu_{\text{min}}$ and $\mu_{\text{max}}$ denote the lower and upper bounds for $\mu_i(k)$, respectively. It is worth noting that $\mu_{\text{max}}$ can be chosen by $\mu_{\text{max}} = \sqrt{\frac{\sigma_s^2}{\sigma_u^2}}$ to guarantee the stability of the algorithm, where $\sigma_s^2$ and $\sigma_u^2$ denote the powers of $d(n)$ and $u(n)$, respectively, and $\mu_{\text{min}}$ is selected to be close to zero (e.g., $10^{-5}$).

Furthermore, during the convergence of the algorithm, when the impulsive noise appears, $\mu_i(k)$ will increase immediately to $\mu_{\text{max}}$, and finally degrading the convergence performance. To avoid this shortcoming, the proposed VSS is revised based on an exponential window strategy as

$$
\mu_{o,i}(k) = \beta \mu_{o,i}(k - 1) + (1 - \beta) \min\{\mu_i(k), \mu_{o,i}(k - 1)\},
$$

(43)

where the exponential window factor $\beta$ is in general chosen by $\beta = 1 - N/(\tau M)$ with $\tau \geq 1$, and the initial step-size $\mu_{o,i}(0)$ equals to $\mu_{\text{max}}$.

B. Adaptation of $\rho$

To derive the adaptation of $\rho$, we use $\rho(k)$ to rewrite (40) as

$$
\hat{w}(k + 1) = \tilde{\varphi}(k + 1) + \rho(k)H'(\varphi(k + 1)).
$$

(44)

Taking the squared $l_2$-norm for both sides of (44), we arrive at the following equation

$$
||\hat{w}(k + 1)||_2^2 = ||\tilde{\varphi}(k + 1)||_2^2 + \rho(k)||\tilde{\varphi}^2(k + 1)H'(\varphi(k + 1)) + \rho^2(k)||H'(\varphi(k + 1))||_2^2.
$$

(45)

Letting $||\hat{w}(k + 1)||_2^2$ be minimum with respect to $\rho(k)$, the optimal $\rho(k)$ is formulated as

$$
\rho_o(k) = -\frac{\tilde{\varphi}^T(k + 1)H'(\varphi(k + 1))}{||H'(\varphi(k + 1))||_2^2}.
$$

(46)

Applying (68) at any iteration $k$ into (46), we get

$$
\rho_o(k) \geq \frac{H(\varphi(k + 1)) - H(w^c)}{||H'(\varphi(k + 1))||_2^2}.
$$

(47)

Equation (47) is not practical owing mainly to requiring the a priori sparsity $H(w^c)$. To estimate this sparsity, our previous work [39] is employed to yield an estimate of $w^c$:

$$
\begin{align*}
\text{if } k &= 0, \\
\hat{w} &= \varphi(k + 1) \\
\text{else} & \quad \hat{w} = 0.5\hat{w} + 0.5\varphi(k + 1)
\end{align*}
$$

(48)

Note that, using $\hat{w}$ would lead to $H(\varphi(k + 1)) - H(\hat{w}) < 0$ so that $\rho_o(k) < 0$. As such, based on this consideration, from (47) we propose the following rule for adjusting $\rho_o(k)$:

$$
\rho_o(k) = \chi \frac{\max[H(\varphi(k + 1)) - H(\hat{w}), 0]}{||H'(\varphi(k + 1))||_2^2},
$$

(49)

where the parameter $\chi$ results from the inequality sign in (47) and based on extensive simulation results, we found out that $1 \leq \chi \leq 2$ works well.

As a result, by equipping the S-IWF-SSAF algorithm with $\mu_{o,i}(k)$ and $\rho_o(k)$, we refer to it as the variable parameters S-IWF-SSAF (VP-S-IWF-SSAF) algorithm and summarize in Table II.

| Initializations: $w(0) = 0$, $\mu_{o,i}(0) = \mu_{\text{max}}$. | Parameters: $1 \leq \chi \leq 2$; |
| | $\mu_{\text{max}} = \sqrt{\frac{\sigma_s^2}{\sigma_u^2}}$, large step size; |
| | $\mu_{\text{min}} > 0$, very small step size, e.g., $10^{-5}$; |
| | $\delta > 0$, very small number to avoid the division by zero; |
| | $\beta = 1 - N/(\tau M)$, exponential weighted factor, with $\tau \geq 1$; |
| | $\xi > 0$, small constant to distinguish active and inactive entries; |

for each iteration $k$ do

$$
\begin{align*}
\hat{w}(k + 1) &= \tilde{\varphi}(k + 1) + \rho_o(k)H'(\varphi(k + 1)) + \rho^2_o(k)||H'(\varphi(k + 1))||_2^2, \\
n &= \tilde{\varphi}(k + 1) + \rho_o(k)H'(\varphi(k + 1)), \\
\varphi(k + 1) &= \varphi(k) + \sum_{i=0}^{N-1} \mu_{o,i}(k) ||w_i(k,\mu(k))||_2 \\
\end{align*}
$$

Adaptation of $\rho$: $H(\varphi(k + 1)) = \sum_{m=1}^{M} \ln(1 + |\varphi_m(k + 1)/\xi|)$, $H'(\varphi_m(k + 1)) = \frac{\varphi_m(k + 1)/\xi}{\sum_{m=1}^{M} (\varphi_m(k + 1)/\xi)}$, $m = 1, \ldots, M$ if $k = 0$

$$
\rho_o(k) = \chi \frac{\max[H(\varphi(k + 1)) - H(\hat{w}), 0]}{||H'(\varphi(k + 1))||_2^2},
$$

end

C. Discussions

Remark 3-link to some existing algorithms: the proposed S-IWF-SSAF algorithm is obtained by the two-steps implementation given by (73) and (75), which differs from the traditional sparsity-aware framework [35], [37], [38], [39]. This framework makes for the development of the VP-S-IWF-SSAF algorithm in Section 5. Note that, the S-IWF-SSAF algorithm becomes the original IWF-SSAF algorithm when the sparsity penalty parameter $\rho = 0$ in (75). In the VP-S-IWF-SSAF algorithm, the VSS
A. Theoretical verifications

In the system identification, the elements in $w^o$ to be estimated are randomly generated according to the uniform distribution $[-0.5, 0.5]$. The used input signal $u(n)$ originates from a first-order autoregressive (AR) system, $u(n) = 0.9u(n-1) + \epsilon(n)$, where $\epsilon(n)$ is a zero-mean white Gaussian signal with variance $\sigma_\epsilon^2 = 1$ except in Fig. 2(d). Such AR input has a high correlation relative to the white input with $u(n) = \epsilon(n)$. The additive noise $v(n)$ at the unknown system’s output follows a CG random process, described in assumption 2. In the CG, the background noise component $v_g(n)$ with variance $\sigma_g^2$ gives rise to a signal-to-noise ratio (SNR) defined

$$\text{SNR} = 10 \log_{10}(\sigma^2_o/\sigma^2_g),$$

where $\sigma^2_o = E\{(u^T(n)w^o)^2\}$ is the output signal power of the unknown system in noise-free environments. The parameter $h$ for the impulsive noise component $v_{im}(n)$ is set to $h = 300000$, which determines the impulsive characteristic for its realizations. The expectations $E\{A_i(k)\}, E\{A_o(k)\}, R_1$, and $\sigma^2_o$, in the theoretical models are obtained by the available ensemble average.

Figs. 4 and 5 show the steady-state MSDs as a function of $\mu$ from 0.01 to 0.35, where the steady-state MSDs are obtained by averaging 500 instantaneous MSD values in the steady-state. The theoretical stability upper bound is computed according to (35) with the relation (b) in (36).

In Fig. 2, we investigate the effect of $p_r$, $N$, SNR, and $\sigma^2_o$, respectively, by varying one of them, on the stability condition for the IWF-SSAF algorithm. In Fig. 2, to investigate the effect of $M$ on the algorithm’s stability, we normalize $w^o$ as $||w^o||_2 = 1$. As can be seen from Figs. 2 and 3 under the impulsive noise environment with small occurrence probability $p_r$, the theoretical stability range is valid for guiding the choice of $\mu$. Moreover, large $p_r$ and small SNR make the stability upper bound shrink. Interestingly, the input power $\sigma^2_o$ and $N$ do not seem to affect the stability bound of the algorithm.

Figs. 4 to 6 check the proposed transient model (19) (where $\rho = 0$) for the IWF-SSAF algorithm and compares with the transient model in (15). As can be seen, the proposed model matches better the simulation than the existing model. This is due mainly to the fact that the existing model relies on the long adaptive filter assumption and the whitening assumption on the decimated subband input vectors, while the proposed model does not require them. For instance, in Fig. 4 the steady-state results for the existing model are closer to the simulations as $M$ increases. It is seen from Fig. 5 that the fixed step-size $\mu$ cannot make the IWF-SSAF algorithm reach fast convergence and low steady-state MSD simultaneously. By increasing the number of subbands $N$, the IWF-SSAF algorithm can speed up the convergence, see Fig. 6. Moreover, Figs. 5 and 6 reveal that the theory expressions (24) with (25) on the steady-state MSD of the IWF-SSAF algorithm is valid only when the step-size is small.

In Figs. 7 and 8 we check the theoretical insights given in Section IV. B on the S-IWF-SSAF algorithm in sparse scenarios. The sparse vector $w^o$ of interest has $M = 64$ entries, where its NZ entries are Gaussian variables with zero mean and variance of $1/\sqrt{\text{NZ}}$ and their positions are randomly selected from the binomial distribution. As one can see in Fig. 7 in terms of the transient MSD of the S-IWF-SSAF algorithm, the theoretical curves obtained from (19) have good fit with the simulated curves. In order to show the better performance of the S-IWF-SSAF algorithm when the parameter vector of interest is sparse (where $\text{NZ} = 4$) as compared to the IWF-SSAF algorithm, we choose $\rho = 4 \times 10^{-5}$ in Fig. 7(a) and $\rho = 7 \times 10^{-5}$ in Fig. 7(b), respectively. Figs. 8 investigates...
Table III: Number of Arithmetical Operations per iteration $k$.

| Algorithms      | Additions     | Multiplications | Divisions | Square-roots | Logarithms |
|-----------------|---------------|-----------------|-----------|--------------|------------|
| NSAF            | $(2M + 2)N + P^*$ | $(2M + 3)N + P^*$ | $N$       | $N$          | $-$        |
| W-IWF-SSAF      | $(2M + 3)N + P^*$ | $(2M + 2)N + P^*$ | $N$       | $N$          | $-$        |
| BDVSS-IWF-SSAF  | $(2M + 3)N + P^*$ | $(2M + 4)N + P^*$ | $3N$      | $N$          | $-$        |
| S-IWF-SSAF      | $(2M + 3)N + 3M + P^*$ | $(2M + 2)N + P^*$ | $N + M$   | $N$          | $-$        |
| VP-S-IWF-SSAF   | $(2M + 9)N + 11M + P^*$ | $(2M + 4)N + 3M + P^*$ | $2N + M + 4$ | $N$          | $2M$       |

Fig. 2. Steady-state MSDs versus step size $\mu$. (a) $N = 4$, $\sigma^2 = 1$, SNR=30 dB; (b) $p_r = 0.001$, $\sigma^2 = 1$, SNR=30 dB; (c) $N = 4$, $\sigma^2 = 1$, $p_r = 0.001$; (d) $N = 4$, $p_r = 0.001$, SNR=30 dB, $[M = 32]$.

Fig. 3. Steady-state MSDs versus step size $\mu$. $[p_r = 0.001, N = 4, \sigma^2 = 1, $SNR=30$ dB].$ systems there is a range of values for choosing $\rho$ so that the S-IWF-SSAF algorithm outperforms the IWF-SSAF algorithm. Moreover, this range will gradually die out as
Fig. 5. MSD curves of the IWF-SSAF algorithm using different step sizes. [\(p_r=0.001, N=4, M=32, \text{SNR}=30\, \text{dB}\)].

Fig. 6. MSD curves of the IWF-SSAF algorithm for different \(N\). [\(p_r=0.001, \mu=0.002, M=32, \text{SNR}=30\, \text{dB}\)].

\(w^0\) becomes non-sparse (i.e., NZ entries become more).

Fig. 7. MSD curves of the IWF-SSAF and S-IWF-SSAF algorithms for identifying sparse \(w^0\). [\(\xi=0.05, p_r=0.001, N=4, \text{SNR}=30\, \text{dB}\)].

B. Comparison of algorithms

In this subsection, we compare the performance of the proposed S-IWF-SSAF and VP-S-IWF-SSAF algorithms with that of the NSAF, BDVSS-SSAF [17], IWF-SSAF, and BDVSS-IWF-SSAF [19] algorithms under the AEC environment. In the hands-free telephone system, the echo is frequently encountered, that is, the talker hears his own time-delayed voice [108]. Concretely, \(w^0\) denotes the acoustic echo channel between loudspeaker and microphone at the near-end. The far-end speech \(u(n)\) is played at the loudspeaker, and after passing through \(w^0\) to yield the echo signal \(y(n) = u^T(n)w^0\); at the same time, the echo signal \(y(n)\) is picked up by the microphone and sent to the far-end talker, which impair the quality of the speech. In adaptive AEC, by feeding the same input signal \(u(n)\), the output of the adaptive filter \(w(n)\) will be the replica of the echo, i.e., \(y(n) = u^T(n)w(n)\), thus by performing \(e(n) = d(n) - y(n)\) (where the microphone signal \(d(n)\) consists of the echo, the background noise \(v_y(n)\), and the possible near-end speech or impulsive noise \(v_{im}(n)\)), we can cancel the echo as \(w(n) \rightarrow w^0\). That is to say, the adaptive AEC is a typical adaptive system identification problem that identifies the acoustic echo channel, even if we eventually need the signal \(e(n)\). To address the delay issue from the original SAF structure depicted in Fig. 1 for an AEC application, however, Fig. 9 shows its delayless structure [109]. In comparison, the only difference in the delayless structure is that \(e(n)\) is calculated in the original sequences through an auxiliary loop by copying \(w(k)\) to \(w(n)\) once for every \(N\) input samples (i.e., when \(n = kN\)). Here, the sparse acoustic echo channel is shown in Fig. 10 with \(M = 512\) taps. We set the number of subbands to \(N = 8\) for all the SAF algorithms.

In the first example, we consider the (symmetric) \(\alpha\)-stable process to describe the additive noise \(v(n)\) with impulsive samples [3], [5], [34], which is more realistic than the CG process usually used in the analysis. The \(\alpha\)-stable noise is expressed by \(\phi(t) = \exp(-\gamma |t|^\alpha)\), where the characteristic exponent \(0 < \alpha \leq 2\) determines the noise’s impulsiveness (whose role behaves like the impulsive noise probability), and \(\gamma > 0\) indicates the dispersion level of the noise. Note that, when \(\alpha = 2\), it is the Gaussian noise. In view of acoustic scenarios,
IWF-SSAF algorithm is superior to the other algorithms in terms of convergence and steady-state behaviors. It is noticed that like the BDVSS-SSAF and BDVSS-IWF-SSAF algorithms, the VP-S-IWF-SSAF algorithm also cannot track the sudden change of $w^o$, but this issue can be addressed by applying the reset algorithm (RA) presented in [17]. By using the speech signal as the input, similar results can be obtained in Fig. 14 except the tracking performance.

Fig. 10. Sparse acoustic echo channel.

Fig. 9. Delayless multiband structure of SAF applied into AEC.

Fig. 11. NMSD curves of various SAF algorithms for the AR input. We set the fixed step-size $\mu = 0.2$ for the NSAF algorithm and $\mu = 0.01$ for the IWF-SSAF, S-IWF-SSAF, and S-IWF-SSAF with $\rho_0(k)$ algorithms. The parameter $\rho$ for the S-IWF-SSAF algorithm is chosen as $5 \times 10^{-6}$ in a trial and error way. For the proposed sparsity-aware algorithms, we choose $\xi = 0.01$, $\chi = 2$ for the S-IWF-SSAF with $\rho_0(k)$ and $\chi = 1$ for the VP-S-IWF-SSAF. Other parameters of algorithms are set as follows: $V_T = M$, $\kappa = 1$ for the BDVSS-SSAF; $\mu_U = 0.06$, $\mu_L = 10^{-5}$, $\kappa = 1$ for the BDVSS-IWF-SSAF; $\tau = 1$, $\mu_{min} = 10^{-5}$ for the VP-S-IWF-SSAF.

Fig. 12. NMSD curves of various SAF algorithms for the speech input (single run). Since the speech signal exists the silent period (zero values), to avoid the division by zero in the algorithms’ update, we add a regularization parameter $\delta$, i.e., $\delta = 20\sigma_o^2/N$ (NSAF and proposed algorithms), $\delta = 20\sigma_o^2$ (BDVSS-SSAF and BDVSS-IWF-SSAF). Some algorithms’ parameters are retuned as $\kappa = 2$ (BDVSS-SSAF), $\kappa = 3$ (BDVSS-IWF-SSAF), and $\tau = 2$ (VP-S-IWF-SSAF).

In the second example, we consider the double-talk case that the near-end speech also appears. In this case, we choose $\alpha = 1.8$ for the $\alpha$-stable noise. The NMSD

we set $\alpha = 1.5$ and $\gamma = 1/30$. The normalized MSD, i.e., $\text{NMSD}(n) = 10 \log 10(\text{MSD}(n)/||w^o||^2)$ is used for measuring the algorithms’ performance. Fig. 11 depicts the NMSD performance of the algorithms for the AR input. In this figure, to compare the tracking capability of these algorithms, $w^o$ undergoes a sudden change by shifting its 12 taps to the right at the 80001-th input sample. As expected, all the SSAF-type algorithms show stable convergence in the $\alpha$-stable noise, while the NSAF algorithm has severe shaking. Since the IWF-SSAF algorithm employs the band-dependent weighting factors rather than the common one in the SSAF algorithm, the BDVSS-IWF-SSAF algorithm has better convergence than the BDVSS-SSAF algorithm. Due to the sparsity-aware step (7b), the proposed S-IWF-SSAF algorithm significantly enhance the IWF-SSAF’s steady-state performance when identifying sparse channels. Moreover, by proposing the adaptation of $\rho$, the S-IWF-SSAF with $\rho_0(k)$ algorithm overcomes the selection problem of $\rho$ in the S-IWF-SSAF algorithm. Benefited from the adaptively adjusting parameters ($\mu$ and $\rho$), the proposed VP-S-
results of the algorithms are shown in Fig. 13. As opposed to the NSAF algorithm, the SSAF-type algorithms (especially for the VSS versions) are insensitive to the double-talk. The VP-S-IWF-SSAF algorithm is still the best choice among these algorithms, because it optimizes the selections of the step-size and the sparsity penalty parameter.

![Figure 13: NMSD curves of various SAF algorithms in the double-talk scenario (single run). Parameters setting is the same as in Fig 15.](image)

VII. CONCLUSION

In this work, the S-IWF-SSAF algorithm was proposed to take advantage of the underlying sparsity of the systems. The theoretical analysis of the S-IWF-SSAF algorithm has been performed that it has significant improvement in the steady-state performance compared to the IWF-SSAF counterpart when works in sparse system environments. Even for the IWF-SSAF algorithm, the proposed analysis does not require special assumptions, so it matches more accurate with the simulated results than the existing analysis. Moreover, we have developed joint time-varying schemes of both the step-size and the sparsity penalty parameter for the S-IWF-SSAF algorithm, i.e., VP-S-IWF-SSAF, to further improve the convergence and steady-state performance. Simulations in both system identification and AEC situations have been conducted to verify our theoretical analysis and the effectiveness of the proposed algorithms.

It is worth pointing out that, for the proposed VP-S-IWF-SSAF algorithm we simply choose the log-penalty given in (5) from several sparsity-aware strategies as a paradigm. Therefore, in the future, it is also necessary to study the effect of different sparsity-aware strategies with respect to the effectiveness of joint variable parameters in this algorithm.
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APPENDIX

Taking the expectation for both sides of (10a), we have

$$E\{\hat{\varphi}(k + 1)\} = E\{\bar{u}(k)\} - \mu \sum_{i=0}^{N-1} E\left\{\frac{\text{sgn}(e_{i,D}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\}. $$

To compute the last expectation in (50), we introduce the conditional expectation:

$$E\left\{\frac{\text{sgn}(e_{i,D}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\} = \frac{E\left\{\text{sgn}(e_{i,D}(k))u_i(k)\right\}|\bar{w}(k)}}{E\{\|u_i(k)\|^2_2\}}. $$

Since $h_i$ is deterministic, it follows (11) and assumption 2 that $v_{i,D}(k)$ can also be referred to as a CG process, i.e., $v_{i,D}(k) = v_{g,i,D}(k) + b_i(k)\eta_i,k,D(k)$, where $v_{g,i,D}(k)$ and $\eta_i,k,D(k)$ are zero-mean white Gaussian with variances $\sigma^2_{g,i} = ||h_i||^2_2\sigma^2_n$ and $\sigma^2_{\eta,i} = ||h_i||^2_2\sigma^2_\eta$ respectively, and $b_i(k)$ obeys the Bernoulli distribution with $P(b_i = 1) = p_i$ being the probability of occurring 1. It should be stressed that if the analysis filter bank for partitioning the input signal $u(n)$ and the desired signal $d(n)$ is assumed to be identical and paraunitary, as done in references [26] for analyzing the NSAF algorithm, then $||h_i||^2_2 = 1/N$ will be further given.

Hence, applying the CG noise model and the law of total probability, the following relation is established:

$$E\left\{\frac{\text{sgn}(e_{i,D}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\} =
\begin{cases}
P\{b(k) = 1\}E\left\{\frac{\text{sgn}(e_{i,D1}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\}|\bar{w}(k)\} + \\P\{b(k) = 0\}E\left\{\frac{\text{sgn}(e_{i,D2}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\} = \\p_iE\left\{\frac{\text{sgn}(e_{i,D1}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\} + \\p_iE\left\{\frac{\text{sgn}(e_{i,D2}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\},
\end{cases} $$

where $e_{i,D1}(k) = e_{i,a}(k) + v_{g,i,D}(k) + \eta_i,k,D(k)$ and $e_{i,D2}(k) = e_{i,a}(k) + v_{g,i,D}(k)$.

Both $v_{g,i,D}(k)$ and $\eta_i,k,D(k)$ are Gaussian random variables, thus we can assume $e_{i,D1}(k)$ and $e_{i,D2}(k)$ to be zero mean Gaussian variables when $M$ is large [110]. Accordingly, based on Price’s theorem3 and assumption 3, we have

$$E\left\{\frac{\text{sgn}(e_{i,D1}(k))u_i(k)}{\|u_i(k)\|^2_2}\right\} =
\begin{cases}
\sqrt{\frac{2}{\pi}}\frac{1}{\sqrt{E\{e_{i,D1}^2(k)\}}}E\{A_i(k)\}\bar{w}(k),
\end{cases} $$

3If real-valued random variables $x$ and $y$ are jointly Gaussian, it holds that $E\{x\text{sgn}(y)\} = \sqrt{2/\pi}E\{x\phi\}/\sqrt{E\{y^2\}}$ [111].
and
\[
E\left\{ \frac{\text{sgn}(e_{i,D,2}(k)) u_i(k)}{\|u_i(k)\|_2} | \tilde{w}(k) \right\} = \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{E[e_{i,D,2}(k)]}} E\{ A_i(k) \} \tilde{w}(k),
\] (54)
where \(A_i(k) = \frac{u_i(k)w_{i,m}^T(k)}{\|u_i(k)\|_2^2}\).

By substituting (51)–(53) into (50), we will obtain (13a). Both sides of (10a) are multiplied by their transposes, then we take the expectations of all the terms to yield
\[
\tilde{\Phi}(k+1) = \tilde{W}(k) - \mu \sum_{i=0}^{N-1} E\left\{ \frac{\tilde{w}(k)\text{sgn}(e_{i,D}(k))u_i^T(k)}{\|u_i(k)\|_2} \right\} - \mu \sum_{i=0}^{N-1} E\left\{ \frac{u_i(k)\text{sgn}(e_{i,D}(k))\tilde{w}^T(k)}{\|u_i(k)\|_2} \right\} + \mu^2 E\left\{ \sum_{i=0}^{N-1} \frac{u_i(k)\text{sgn}(e_{i,D}(k))}{\|u_i(k)\|_2} \sum_{j=0}^{N-1} \frac{u_j^T(k)\text{sgn}(e_{j,D}(k))}{\|u_j(k)\|_2} \right\},
\] (55)

By performing similar procedures to those in (51)–(54), the term I in (55) can be calculated by
\[
E\left\{ \frac{\tilde{w}(k)\text{sgn}(e_{i,D}(k))u_i^T(k)}{\|u_i(k)\|_2} \right\} = \tilde{W}(k)\Omega_i(k)E\{ A_i(k) \},
\] (56)
but we omit this derivation for brevity. The term II in (55) is the transpose of (56), i.e.,
\[
E\left\{ \frac{u_i(k)\text{sgn}(e_{i,D}(k))\tilde{w}^T(k)}{\|u_i(k)\|_2} \right\} = \Omega_i(k)E\{ A_i(k) \}^T \tilde{W}(k).
\] (57)

The term III in (55) can be approximated as
\[
\sum_{i=0}^{N-1} E\{ A_i(k) \}, \quad A_i(k) = \frac{u_i(k)w_{i,m}^T(k)}{\|u_i(k)\|_2^2},
\] because different subband vectors \(u_i(k)\) and \(u_j(k)\) are weakly correlated [2], [26]. With these relations, it is easy to derive (19a) from (55).

For ease of evaluating \(E\{ H'(\varphi(k)) \}, \Theta(k), \) and \(\Xi(k)\), we need another two assumptions. They have been frequently called up for simplifying the analyses of sparsity-aware adaptive filtering algorithms [36], [39], [112].

**Assumption 4:** The \(m\)-th component of the intermediate weights error vector \(\tilde{\varphi}(k)\) for every \(k\) has a Gaussian distribution, namely, \(\tilde{\varphi}(m)(k) \sim \mathcal{N}(\tilde{z}_m(k), \sigma_{\tilde{\varphi}_m}^2(k))\), where the mean \(\tilde{z}_m(k)\) is the \(m\)-th component of \(E\{ \tilde{\varphi}(k) \}\) from (12a) and the variance \(\sigma_{\tilde{\varphi}_m}^2(k)\) is computed from (19a) by \(\sigma_{\tilde{\varphi}_m}^2 = \bar{\Phi}_{m,m}(k) - \tilde{z}_m^2(k)\). As such, \(\varphi_m(k)\) follows the distribution \(\mathcal{N}(\tilde{\varphi}_m, \sigma_{\varphi_m}^2(k))\) with \(\tilde{\varphi}_m = w_{i,m}^o - z_m(k)\) and \(\sigma_{\varphi_m}^2(k)\) where \(w_{i,m}^o\) is the \(m\)-th component of \(w^o\).

**Assumption 5:** When \(m \neq l\), it can be assumed that \(E\{ H'(\varphi_m(k))\varphi_l(k) \} \approx E\{ H'(\varphi_m(k)) \}E\{ \varphi_l(k) \}\) and \(E\{ H'(\varphi_m(k))H'(\varphi_l(k)) \} \approx E\{ H'(\varphi_m(k)) \}E\{ H'(\varphi_l(k)) \}\).

Based on assumption 4, we compute the \(m\)-th component of \(E\{ H'(\varphi(k)) \}\) by
\[
E\{ H'(\varphi_m(k)) \} \approx \frac{E\{ \text{sgn}(\varphi_m(k)) \}}{\xi + E\{ |\varphi_m(k)| \}},
\] (58)
where this approximation also because \(\xi\) is relatively small, and
\[
E\{ |\varphi| \} = \frac{1}{\sqrt{2\pi\sigma_\varphi}} \int_{-\infty}^{\infty} |\varphi| \exp\left( -\frac{\varphi^2}{2\sigma_\varphi^2} \right) d\varphi,
\] (59)
and
\[
E\{ \text{sgn}(\varphi) \} = \frac{1}{\sqrt{2\pi\sigma_\varphi}} \int_{-\infty}^{\infty} \text{sgn}(\varphi) \exp\left( -\frac{\varphi^2}{2\sigma_\varphi^2} \right) d\varphi = \text{erf}\left( \frac{\varphi}{\sqrt{2\sigma_\varphi}} \right).
\] (60)

with \(\text{erf}(\varphi) \approx \frac{2}{\sqrt{\pi}} \int_{0}^{\varphi} \exp(-t^2) dt\). It has been given that \(\Theta_{m,l}(k) \approx E\{ H'(\varphi_m(k))\varphi_l(k) \} - E\{ H'(\varphi_m(k)) \}E\{ \varphi_l(k) \}\) and \(\Xi_{m,l}(k) \approx E\{ H'(\varphi_m(k))H'(\varphi_l(k)) \}\) for any \(m, l\). Specifically, when \(m = l\), we have
\[
E\{ H'(\varphi_m(k))\varphi_m(k) \} \approx \frac{E\{ |\varphi_m(k)| \}}{\xi + E\{ |\varphi_m(k)| \}} E\{ \varphi_m(k) \}\] (61)
and
\[
E\{ H'(\varphi_m(k))^2 \} \approx \frac{1}{\xi^2 + 2\xi E\{ |\varphi_m(k)| \} + E\{ \varphi_m^2(k) \}}.
\] (62)

When \(m \neq l\), according to assumption 5 we can obtain
\[
E\{ H'(\varphi_m(k))\varphi_l(k) \} \approx \frac{E\{ \text{sgn}(\varphi_m(k)) \} E\{ \varphi_l(k) \}}{\xi + E\{ |\varphi_m(k)| \}}
\] (63)
and
\[
E\{ H'(\varphi_m(k))H'(\varphi_l(k)) \} \approx \frac{E\{ \text{sgn}(\varphi_m(k)) \} E\{ \text{sgn}(\varphi_l(k)) \}}{\xi + E\{ |\varphi_m(k)| \} + E\{ |\varphi_l(k)| \}}.
\] (64)

The matrix \((I_{M_2} - F_{\infty})\) is positive definite due to the convergence of the algorithm. As such, it can be approximated by \((I_{M_2} - F_{\infty}) \approx t \cdot I_{M_2}\) [113], where \(t > 0\) is finite. In this case, we are able to simplify \(\Delta_\infty(\infty)\) given in (25) as
\[
\Delta_\infty(\infty) \approx \frac{1}{t} \text{vec}(t(I)) \text{vec} \left( \rho \Theta(\infty) + \rho \Theta^\top(\infty) + \rho^2 \Xi(\infty) \right)
\]
\[
= \frac{1}{t} \left[ 2\rho E\{ \tilde{\varphi}^\top(\infty) H'(\varphi(\infty)) \} + \rho^2 E\{ |H'(\varphi(\infty))|^2 \} \right],
\]
\[
= \rho \frac{E\{ |H'(\varphi(\infty))|^2 \}}{E\{ |H'(\varphi(\infty))|^2 \} + \rho^2}.
\] (65)
Obviously, $\Delta_s(\infty) < 0$ is true if and only if
\begin{equation}
0 < \rho < -\frac{2E\{\tilde{\varphi}^T(\infty)H'(\varphi(\infty))\}}{E[||H'(\varphi(\infty))||_2^2]} \triangleq \rho_{up} \tag{66}
\end{equation}
and
\begin{equation}
E\{\tilde{\varphi}^T(\infty)H'(\varphi(\infty))\} < 0. \tag{67}
\end{equation}
The above relations shows that $E\{\tilde{\varphi}^T(\infty)H'(\varphi(\infty))\} < 0$ is a necessary condition to $\Delta_s(\infty) < 0$ in the scenario that the vector $w^o$ to be estimated is sparse. In particular, the number of zero elements (Z set) in $w^o$ are much more than that of non-zero elements (NZ set).

Since $H(\cdot)$ is a real-valued convex function, from the definition of the sub-gradient \[39\], \[114\], the following inequality will hold:
\begin{equation}
\tilde{\varphi}^T(\infty)H'(\varphi(\infty)) = (w^o - \varphi(\infty))^T H'(\varphi(\infty)) \\ \leq H(w^o) - H(\varphi(\infty)). \tag{68}
\end{equation}

Since the penalty function $H(w)$ in \[68\] measures the sparsity of the vector $w$ and undoubtedly, the true vector $w^o$ is more sparse than its estimate $\varphi(\infty)$ obtaining from the gradient update \[7\], it is expected that
\begin{equation}
H(w^o) - H(\varphi(\infty)) \approx - \sum_{m \in Z \text{ set}} \ln(1 + |\varphi_m(\infty)|/\zeta) < 0. \tag{69}
\end{equation}

Consequently, by appropriately choosing the sparse penalty parameter $\rho$, the condition $\Delta_s(\cdot) < 0$ is likely to be true. Conversely, when $w^o$ is not sparse, \[69\] would not hold so that $\Delta_s(\cdot) < 0$ is impossible regardless of $\rho$.
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