An Empirical Study for Vietnamese Constituency Parsing with Pre-training
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Abstract—Constituency parsing is an important problem that gets more attention in natural language processing. In this work, we use a span-based approach for Vietnamese constituency parsing. Our method follows the self-attention encoder architecture and a chart decoder using a CKY-style inference algorithm. We present analyses of the experiment results of the comparison of our empirical method using pre-training models XLM-Roberta and PhoBERT on both Vietnamese datasets VietTreebank and NIIVTB1. The results show that our model with XLM-Roberta archived the significantly F1-score better than other pre-training models, VietTreebank at 81.19% and NIIVTB1 at 85.70%.

I. INTRODUCTION

The field of natural language processing (NLP), also known as computational linguistics, which involves the engineering of computational models and processes to solve practical issues in understanding human languages that have leveraged the effect of modern proposed [1]. Particularly, constituency parsing has a variety of applications in NLP tasks, such as grammatical error correction [2], question answering [3], dynamic oracle [4], information extraction [5, 6]. Vietnamese constituency parsing has not been achieved a state-of-art performance as English, Chinese, etc. One main reason is the ambiguities in parsing typical sentences [7]. Another critical reason is the lack of massive and quality corpus for this task.

Current deep learning architectures such as recurrent neural networks (RNNs), in particular, Long Short-term Memory (LSTM) are widely applied to most NLP tasks with great success due to their ability to capture long-distance linguistic features without the need for feature engineering [8]. However, RNNs are not the best performance architecture in sequence-to-sequence (seq2seq) tasks, particularly constituency parsing in the present day. A new mechanism can be extended further into a seq2seq context to eventually replace the role of RNNs, which called attention mechanism.

In the paper of [9], they proposed a state-of-the-art approach, a combination of an encoder using self-attentive architecture and a decoder adapted to parsing (see a Vietnamese example in Figure 1). In section 2, we re-describe self-attentive architecture. A mechanism handle with ambiguous problems, gather the information between words in the sentence. Each location can attend to other locations based on their positions or their contexts.

In section 3, we introduce both constituency parsing datasets: VietTreebank [10] and NIIVTB1 [7], which are used for this work. We represent the general processing and make statistical the constituent tags. And in section 4, we proceed to evaluate
and analyze experimental results after practicing self-attention architecture with a total of two groups pre-training models: XLM-Rbase, XLM-Rlarge [11] and PhoBERTbase, PhoBERTlarge [12], on both mentioned datasets. We compare the performance of these pre-training models and have conclusions. To sum up, our research makes the following contributions:

1) The state-of-the-art performance system on constituency parsing for Vietnamese corpus.
2) The comparison results between two pre-training models: XLM-Roberta and PhoBert on the same datasets.

II. MODEL

In this work, we follow self-attention encoder architecture proposed by [9] (see in Figure 1). In order to get more information to analysis and evaluate exactly, we use four pre-training models: XLM-Rbase, XLM-Rlarge [11] and PhoBERTbase, PhoBERTlarge [12]. We add a part-of-speech tagging component and auxiliary loss to the parser and do not use tags to the train/dev sets are seen as predicted tags.

A. Tree Scores and Chart Decoder

Each constituency parsing tree T, has score S(T), which is calculated by sum of all the scores of internal nodes of label span trees:

\[ S(T) = \sum_{(i,j,l)\in T} s(i,j,l) \]  (1)

Here, i and j are two location in a sentence, the span tree from i to j has label l. To handle with dummy node \( \varnothing \) problem, we assign \( \forall i, j : s(i,j,\varnothing) = 0 \). To optimize model during test time, we use CKY-style algorithm [13] to find best score tree \( T^* \). The model is trained in order to with the gold parsing tree \( T^* \) in such a way that for all tree \( T \) satisfied the margin constraints:

\[ S(T^*) \geq S(T) + \Delta(T, T^*) \]  (2)

for all trees \( T \), using the hinge loss function to minimize

\[ L_c = \max(0, \max_{T \neq T^*}(S(T) + \Delta(T, T^*) - S(T^*)) \]  (3)

where \( \Delta \) is Hamming loss on labeled spans, \( L_c \) is equal to 0 when all constraint conditions are satisfied or the magnitude of the largest margin violation otherwise. Our final parsing goal is to find the highest-scoring valid tree is

\[ \hat{T} = \arg\max_T S(T) \]  (4)

B. Context-Aware Word Representations

The encoder takes the list of vector embedding \([w_1, w_2, ..., w_n]\) as input, head and tail of this list are embedded by \(<\text{START}>\) and \(<\text{STOP}>\) tokens. Moreover, the encoder contains a matrix positional embedding, with every number \( i = 1,2,3,... \) (up to some maximum the sentence length) is a vector \( p_i \). The encoder is composed of a stack \( N = 8 \) identical layers. Each layer has two sub-layers namely multi-head self-attention layer mechanism and position-wise feed-forward sublayer. The output of each layer is \( \text{LayerNorm}(x + \text{Sublayer}(x)) \) with input \( x \), here \( \text{Sublayer}(x) \) is implemented by the sub-layer itself. We employ each sublayer by a residual connection and a Layer Normalization [14] step. Result is outputs of dimension \( d_{\text{model}} \).

1) Self-Attention: Self-attention is a form of attention mechanism when the model receives each word (of input sentence). Self-attention allows it to gather information from other words in the input sequence that can help lead to a better encoding for this word. The first sublayer consists of 8 layers is a multi-headed self-attention mechanism. Attention mechanism takes a \( T \times d_{\text{model}} \) matrix \( X \) as input, each word \( t \) in the sentence is represented by row of vector \( x_t \) respectively.

Look at the Figure 2 in more detail, a single attention head takes an input \( x_t \), the first task of it is create three vectors: a query \( q_t \), a key \( k_t \), and a value \( v_t \). These vectors are created by multiplying three weight matrices \( W_Q \in \mathbb{R}^{d \times d_k}, W_K \in \mathbb{R}^{d \times d_k}, W_V \in \mathbb{R}^{d \times d_v} \). The input \( x_t \); a query \( q_t = W_Q x_t \), a key \( k_t = W_K x_t \), a value \( v_t = W_V x_t \), where number of dimensions of query vector and key vector have the same \( d_k \), and number of dimensions of value vector are \( d_v \). We proceed to compute the dot-product the query with all the keys, then divide by \( d_k \) and use soft-max function to get the weight assigned to each value.

\[ \text{SingleHead}(X) = \left[ \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V \right] W_O \]  (5)

where \( W_O \in \mathbb{R}^{d_v \times d} \) is the output of the weight matrix, and with \( L \) is the segment length of input sequence: \( Q = XW_Q \in \mathbb{R}^{L \times d_k}; K = XW_K \in \mathbb{R}^{L \times d_k}; V = XW_V \in \mathbb{R}^{L \times d_v} \) are the weight matrix of query, key and value respectively.

Rather than only computing the attention once, it is beneficial to linearly project the queries, keys and values \( h \) times with different. Multi-headed attention is presented by concatenating
these single-head attentions.

\[
    \text{MultiHead}(X) = \sum_{i=1}^{h} SingleHead^{(i)}
\]

where the projections are the trainable parameters of each 8 heads, \(W_Q^{(i)}, W_K^{(i)} \in \mathbb{R}^{d \times d_0 / h}\), \(W_V^{(i)} \in \mathbb{R}^{d \times d_0 / h}\) are weight matrices to map input embedding of size \(L \times d\) into query, key and value matrices; \(W_D^{(i)} \in \mathbb{R}^{d_0 \times d}\) is the output linear transformation. In this practice, we initial \(h = 8\) parallel attention heads. This allows a word to attend to information from up to 8 different positions in the sentence at each attention sublayer. Another essential component of the transform is the Position-Wise Feed-Forward Sublayer (FFN). Follow the form of [15]. These sublayers are fully-connected layers with the dimensionality of input and output are the same.

\[
    \text{FeedForward} = W_2 \text{relu}(W_1 x + b_1) + b_2
\]

C. Span score

A span starts at \(i^{th}\) position and ends at \(j^{th}\) correspond with a span vector \(v_{ij} = [\tilde{y}_j - \tilde{y}_i; \tilde{y}_{j+1} - \tilde{y}_{i+1}]\). Span score \(s(i, j \cdot l)\) function was implemented by proposed of [16]. Putting the span representation into a one-layer feed-forward network whose output dimensionality equals the number of possible labels.

\[
    s(i, j, l) = [M_2 \text{relu}(LN(M_1 v_{ij} + c_1))]_l
\]

where \(LN\) is Layer Normalization, \(\text{relu}\) is the Rectified Linear Unit non-linearity and \(v\) is combination of all span score vectors in the sentences.

III. EXPERIMENTS

A. Datasets

First, we describe the general of datasets. As mentioned, we use two well-known datasets to conduct experiments: VietTreebank [17] and NIVTB1[7] with bracketed structure format (similar to English Penn Treebank).

In particular, the raw text of VietTreebank and NIVTB1 were gathered from Youth (Tuoi Tre) newspaper\(^1\) cover social and political topics primarily. VietTreebank corpus totals only 16 constituent tags (see Figure 5 in [10]), while the constituent tags of NIVTB1 were modified and have 18 types (see in table 14 [7]). Below (Figure 3) is example of illustrate from bracketing form sentence. Original sentence is “Nam kể về mèo” (Nam tells about the cat).

These ambiguous problems in Vietnamese are the adjectives that can stand in front of or behind the nouns and the verbs in the noun phrases and the verb phrases, and the adjunct expresses the words without tense, number, context, ... [18] proposed the solution in this cases.

The distributions of labels appear in VietTreebank (Figure 4) and NIVTB1 (Figure 5). The number of labels in both corpora is not the same. These figures show that the corpora are extraordinarily unbalanced and biased toward the popular constituent tags. We split train/test/dev sets follow [7] for NIVTB1. Because, the size of dev set of VietTreebank in [19] is too small, we cut a part of train tail to dev to get the ratio train/dev is 8636:510 and preserve the test set.

\(^1\)https://tuoitre.vn
B. Measures

Following the paper of [9], we also use Precision ($P$), Recall ($R$), F1-score ($F_1$) to evaluate our models.

\[ P = \frac{|T_C|}{|T_P|}; R = \frac{|T_C|}{|T_G|}; F_1 = \frac{2 \times P \times R}{R + P} \quad (9) \]

where $|T_C|$ is number of correct constituent tags; $|T_G|$ is number of constituent tags in the gold tree; $|T_P|$ is number of predict constituent tags.

C. Implement

In this part, we present a summary of the initiation of our models. We experiment step-by-step with two pre-training models: XLM-Roberta\(^2\) and PhoBERT\(^3\) with self-attention architecture\(^4\). For training stages, we set up main hyper-parameters with 2 layers of self-attentions, 150 max epochs, batch size is 150 and 1500 sub-batch max tokens.

IV. Analyses

A. Result

The Table I compares the constituency parsing obtained by the six parsers. The first two rows describe the performance mentioned in [7] and [8] in the same datasets. While the last four rows report the score of our systems. As expected, the self-attention encoder architecture with XLM-R perform significantly better than the previous parsers. Specifically, we witness 1.64% and 9.75% absolute improvements in VietTreebank and NIIVTB1 respectively.

B. XLM-R base and PhoBERT base

As can see in Table I, the performance of PhoBERT on test sets is better than that of XLM-R. In the VietTreebank, while the F1-score of XLM-R could not reach at 80.0 %, PhoBERT has a significant improvement (80.36%). It has a similar previous in the NIIVTB1, F1-score of PhoBERT and XLM-R are 84.79% and 83.09% respectively.

C. XLM-R large and PhoBERT large

Opposite the trend in section 4.2, there is a domination of XLM-R in large models group. The F1-score in the VietTreebank of XLM-R archived 81.19%, a slightly increase of 0.64%. Beside, XLM-R reached a peak at 85.70% in NIIVTB1 test set whereas the result of PhoBERT is only 84.91%. The next section gives a detailed accuracy and error analysis on constituent tags with two highest parser, PhoBERT\(_{large}\) and XLM-R\(_{large}\).

D. Discussion

We start to analysis the effect of the imbalance of VietTreebank dataset to both models. It is more precise when combining the Figure 4 and Figure 7. The four label (S, NP, VP, PP) took up the the most percentage in VietTreebank. It lead to $F_1$ score of them in two systems are over 80%. (WHPP, MDP and WHAP) are three significant constituent tags reach almost 0% in $F_1$ score. The rest of labels (except SQ) have performance archived from 45% to over 65% and the disparity between two systems is not large. The case in which SQ, there is a huge different of two $F_1$ score. XLM-R work with question sentences better than PhoBERT. Looking in Figure 7 for more

\[ \text{Fig. 6. F1-score of PhoBERT}_{large} \text{ and XLM-R}_{large} \text{ for each constituent tags on VietTreebank test set} \]

\[ \text{Fig. 7. F1-score of PhoBERT}_{large} \text{ and XLM-R}_{large} \text{ for each constituent tags on NIIVTB1 test set} \]

\[ ^2 \text{https://github.com/pytorch/fairseq/tree/master/examples/xlmr} \]

\[ ^3 \text{https://github.com/VinAIResearch/PhoBERT} \]

\[ ^4 \text{https://github.com/nikitakit/self-attentive-parser} \]
TABLE I
THE RESULT OF BOTH TEST DATASETS ON PHOBERT AND XLM-R

| Model                  | VietTreebank | NIVVTB1 |
|------------------------|--------------|---------|
|                        | P(%)  | R(%)  | F1(%) | P(%)  | R(%)  | F1(%) |
| Berkeley parser [7]    | 75.07  | 70.40  | 71.71 | 77.21  | 74.71  | 75.95 |
| BERT MINIMAL PARSER [8]| 80.05  | 79.05  | 79.55 | -      | -      | -      |
| PhoBERT$_{base}$       | 81.14  | 79.60  | 80.36 | 85.41  | 84.18  | 84.79  |
| XLM-R$_{base}$         | 79.95  | 78.61  | 79.28 | 83.59  | 82.60  | 83.09  |
| PhoBERT$_{large}$      | 80.55  | 80.54  | 80.55 | 85.22  | 84.50  | 84.91  |
| XLM-R$_{large}$        | 80.78  | 81.61  | 81.19 | 85.91  | 85.50  | 85.70  |

V. RELATED WORK

In recent years, attention has become a popular and powerful mechanism in deep learning community. It brings a strong development in not only NLP, but also a patch of domains such as recommendation [20], image processing [21], speech recognition [22].

The first version of attention was proposed is sequence to sequence (Seq2Seq) architecture for machine translation [23], [24]. They independently exported similar architecture including two RNNs namely encoder linking to decoder. However, there is an issue in seq2seq architecture that might lose some information when processing long sentences. Therefore, Align & Translate [25], [26] born to exploit the context vector to align the source and target.

In year 2006, hierarchical attention network (HAN) [27] that attention can be effectively used on two levels: word and sentence level. Thereby it allows the system to pay less or more attention to individual word and sentence accordingly when assembling the representation of a document.

Transformer neural network architecture [15] is one of the revolutionized in NLP field. It based entirely on attention mechanism, multi-headed self-attention is proposed instead of encoder-decoder architecture. The intuition behind Transformer got a lot of attentions, pave the way for the development of self-attention-based models such as the Bidirectional Encoder Representations from Transformers (BERT) archived novel result in many NLP tasks. A group of BERT-based models demonstrate high performances, such as XLNET [28], RoBERTa [11], DistilBERT [29], ALBERT [30] and PhoBERT [12] have been proposed recently.

VI. CONCLUSION

Despite the essential roles in providing valuable resources to a lot of NLP tasks, unexpectedly Vietnamese constituency parsing has not archived the good performance as English. This research contributes to extensive examinations of the Span-based approach for constituency Parsing of the Vietnamese language. We report the highest performance up to date for Vietnamese constituency parsing with VietTreebank at 81.19% and NIVVTB1 at 85.70%. By using the pre-training models, our system archived state-of-the-art performance of parsing on both datasets (VietTreebank and NIVVTB1). The experimental results illustrate the improvement of parsing accuracy which issues existed in the before studies on the same treebank.

REFERENCES

[1] D. W. Otter, J. R. Medina, and J. K. Kalita, “A survey of the usages of deep learning in natural language processing,” CoRR, vol. abs/1807.10854, 2018. arXiv: 1807.10854. [Online]. Available: http://arxiv.org/abs/1807.10854.

[2] D. Dahlmeier and H. T. Ng, “Better evaluation for grammatical error correction,” in Proceedings of the 2012 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, June 2012, pp. 388–399. [Online]. Available: https://www.aclweb.org/anthology/N12-1017.

[3] K. Wang, Z. Ming, and T.-S. Chua, “A syntactic tree matching approach to finding similar questions in community-based qa services,” in Proceedings of the 32nd International ACM SIGIR Conference on Research and Development in Information Retrieval, ser. SIGIR ’09, Boston, MA, USA: Association for Computing Machinery, 2009, pp. 187–194. [Online]. Available: https://doi.org/10.1145/1571941.1571975.

[4] D. Fried and D. Klein, “Policy gradient as a proxy for dynamic oracles in constituency parsing,” in Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics: Human Language Technologies, Volume 2: Short Papers, Melbourne, Australia: Association for Computational Linguistics, Jul, 2018, pp. 469–476. [Online]. Available: https://www.aclweb.org/anthology/P18-2075.

[5] M. Jiang and J. Diesner, “A constituency parsing tree based method for relation extraction from abstracts of scholarly publications,” in Proceedings of the Thirteenth Workshop on Graph-Based Methods for Natural Language Processing (TextGraphs-13), Hong Kong: Association for Computational Linguistics, Nov, 2019, pp. 186–191. [Online]. Available: https://www.aclweb.org/anthology/D19-5323.

[6] M. Zhang, J. Zhang, and J. Su, “Exploring syntactic features for relation extraction using a convolution tree kernel,” in Proceedings of the Human Language Technology Conference of the NAACL, Main Conference, New York City, NY, USA: Association for Computational Linguistics, Jun, 2006, pp. 288–295. [Online]. Available: https://www.aclweb.org/anthology/N06-1037.

[7] Q. T. Nguyen, Y. Miyao, H. T. Le, and N. T. Nguyen, “Ensuring annotation consistency and accuracy for vietnamese treebank,” Lang. Resour. Eval., vol. 52, no. 1, pp. 289–315, Mar. 2018. [Online]. Available: https://doi.org/10.1007/s10579-017-9398-3.

[8] T. PHAN, N. HUYNH, H. TRUONG, T. DAO, and D. DINH, “Vietnamese span-based constituency parsing with bert embedding,” in 2019 11th International Conference on Knowledge and Systems Engineering (KSE), 2019, pp. 1–7.

[9] N. Kitaev and D. Klein, “Constituency parsing with a self-attentive encoder,” in Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), Melbourne, Australia: Association for Computational Linguistics, 2018.

[10] P.-T. Nguyen, A.-C. Le, T.-B. Ho, and V.-H. Nguyen, “Vietnamese treebank construction and entropy-based error detection,” Lang. Resour. Eval., vol. 49, no. 3, pp. 433–519, Sep. 2015. [Online]. Available: https://doi.org/10.1007/s10579-015-9308-5.

[11] C. Conneau, K. Khandelwal, N. Goyal, V. Chaudhary, G. Wenzek, F. Guzmán, E. Grave, M. Ott, L. Zettlemoyer, and V. Stoyanov, “Unsupervised cross-lingual representation learning at scale,” arXiv preprint arXiv:1911.02116, 2019.

[12] D. Q. Nguyen and A. T. Nguyen, “PhoBERT: Pre-trained language models for Vietnamese,” arXiv preprint, vol. arXiv:2003.00744, 2020.

[13] D. Gaddy, M. Stern, and D. Klein, “What’s going on in neural constituency parsers? an analysis,” in Proceedings of the 2018 Conference
of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long Papers), New Orleans, Louisiana: Association for Computational Linguistics, Jun. 2018, pp. 999–1010. [Online]. Available: https://www.aclweb.org/anthology/N18-1091.

[14] J. L. Ba, J. R. Kiros, and G. E. Hinton, Layer normalization, 2016. arXiv: 1607.06450 [stat.ML].

[15] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” CoRR, vol. abs/1706.03762, 2017. arXiv: 1706.03762. [Online]. Available: http://arxiv.org/abs/1706.03762.

[16] M. Stern, J. Andreas, and D. Klein, A minimal span-based neural constituency parser, 2017. arXiv: 1705.03919 [cs.CL].

[17] P.-T. Nguyen, X.-L. Vu, T.-M.-H. Nguyen, V.-H. Nguyen, and H.-P. Le, “Building a large syntactically-annotated corpus of Vietnamese,” in Proceedings of the Third Linguistic Annotation Workshop, ser. ACL-IJCNLP ’09, Suntec, Singapore: Association for Computational Linguistics, 2009, pp. 182–185.

[18] Q. Nguyen, Y. Miyao, H. Le, and N. Nguyen, “Challenges and solutions for consistent annotation of Vietnamese treebank,” in Proceedings of the Tenth International Conference on Language Resources and Evaluation (LREC’16), Portorož, Slovenia: European Language Resources Association (ELRA), May 2016, pp. 1532–1539. [Online]. Available: https://www.aclweb.org/anthology/L16-1243.

[19] D. Q. Nguyen, D. Q. Nguyen, S. B. Pham, P.-T. Nguyen, and M. L. Nguyen, “From Treebank Conversion to Automatic Dependency Parsing for Vietnamese,” in Proceedings of 19th International Conference on Application of Natural Language to Information Systems, 2014, pp. 196–207.

[20] W. Wang and J. Shen, “Deep visual attention prediction,” IEEE Transactions on Image Processing, vol. 27, no. 5, pp. 2368–2378, 2018. [Online]. Available: http://dx.doi.org/10.1109/TIP.2017.2787612.

[21] J. Chorowski, D. Bahdanau, D. Serdyuk, K. Cho, and Y. Bengio, Attention-based models for speech recognition, 2015. arXiv: 1506.07503 [cs.CL].

[22] I. Sutskever, O. Vinyals, and Q. V. Le, Sequence to sequence learning with neural networks, 2014. arXiv: 1409.3215 [cs.CL].

[23] Z. Yang, D. Yang, C. Dyer, X. He, A. Smola, and E. Hovy, “Hierarchical attention networks for document classification,” in Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, San Diego, California: Association for Computational Linguistics, Jun. 2016, pp. 1480–1489. [Online]. Available: https://www.aclweb.org/anthology/N16-1174.

[24] Z. Yang, Z. Dai, Y. Yang, J. G. Carbonell, R. Salakhutdinov, and Q. V. Le, “Xlnet: Generalized autoregressive pretraining for language understanding,” CoRR, vol. abs/1906.08237, 2019. arXiv: 1906.08237. [Online]. Available: http://arxiv.org/abs/1906.08237.

[25] V. Sanh, L. Debut, J. Chaumond, and T. Wolf, Distilbert, a distilled version of bert: Smaller, faster, cheaper and lighter, 2019. arXiv: 1910.01108 [cs.CL].

[26] Z. Lan, M. Chen, S. Goodman, K. Gimpel, P. Sharma, and R. Soricut, Albert: A lite bert for self-supervised learning of language representations, 2019. arXiv: 1909.11942 [cs.CL].