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Abstract

Online hashing methods usually learn the hash functions online, aiming to efficiently adapt to the data variations in the streaming environment. However, when the hash functions are updated, the binary codes for the whole database have to be updated to be consistent with the hash functions, resulting in the inefficiency in the online image retrieval process. In this paper, we propose a novel online hashing framework without updating binary codes. In the proposed framework, the hash functions are fixed and a parametric similarity function for the binary codes is learnt online to adapt to the streaming data. Specifically, a parametric similarity function that has a bilinear form is adopted and a metric learning algorithm is proposed to learn the similarity function online based on the characteristics of the hashing methods. The experiments on two multi-label image datasets show that our method is competitive or outperforms the state-of-the-art online hashing methods in terms of both accuracy and efficiency for multi-label image retrieval.

Introduction

The large amount of visual data (e.g. images and videos) that is produced everyday leads to the development of efficient index and retrieval methods. Among these methods, hashing methods that perform approximate nearest neighbor search by mapping high-dimensional data to binary codes have attracted increasing attention [Wang et al. 2016; Wang et al. 2018].

Locality Sensitive Hashing (LSH) [Andoni and Indyk 2006] is a representative of the hashing methods. By generating hash functions random projection vectors sampled from a multidimensional Gaussian distribution with zero mean and identity covariance matrix, LSH can hash similar data into similar binary codes in a high probability. However, LSH is a data-independent hashing method and usually needs long binary codes to achieve a good precision. To obtain compact binary codes for the data, data-dependent hashing methods [Weiss, Torralba, and Fergus 2009; Weiss, Fergus, and Torralba 2012; He, Wang, and Cheng 2019; Weng and Zhu 2020a] employ machine learning techniques to learn the hash functions according to the data. For example, some hashing methods [Ge, He, and Sun 2014; Liu et al. 2014; Li, Hu, and Nie 2017] build graphs to describe the relationship between the data and learn the hash functions from the graphs. Some hashing methods [Gong et al. 2013; He, Wen, and Sun 2013] adopt dimensionality reduction techniques to project the data into a low-dimensional space and quantize each dimension into a bit. Due to the development of deep learning methods, deep hashing methods [Shen et al. 2018; Do, Doan, and Cheung 2016; Cao et al. 2018; Wu et al. 2019] learn the neural networks as the hash functions. Since the memory space is limited, deep hashing methods learn the hash functions by using minibatch-based stochastic optimization which requires multiple passes over a given database. Although these methods can achieve good search performance, they are designed for the static database and have poor scalability for the ever-growing database. When new data arrives, the hash functions have to be re-learnt by accumulating all the training data, which is time-consuming.

To address this challenge, online hashing methods [Lin et al. 2019, Cakir et al. 2017, Lin et al. 2020b, 2018a; Weng et al. 2019] employ online learning techniques to learn the hash functions online from the streaming data. For example, Online Sketching Hashing (OSH) [Leng et al. 2015] maintains a small-size data sketch from the streaming data and learns hash functions from the data sketch. Online Kernel Hashing (OKH) [Huang, Yang, and Zheng 2018] constructs a loss function by using the label information and updates the hash functions according to the loss function. Balanced Similarity for Online Discrete Hashing (BSODH) [Lin et al. 2019] uses an asymmetric graph regularization to preserve the similarity between the streaming data and the existing dataset and update the hash function according to the graph. Online Supervised Hashing (OSupH) [Cakir, Bargal, and Sclaroff 2017] and Hadamard Matrix Guided Online Hashing (HMOH) [Lin et al. 2020a] explore how to generate the target codes according to the label information and update the hash functions according to the target codes. Although the current online hashing methods can achieve good search performance and are efficient in learning the hash functions online, they have to recompute the binary codes for the database when the hash functions are updated. It is inefficient since recomputing the binary codes needs to accumulate the whole database as shown in Fig. 1(a). Mutual Information Hashing (MIH) [Cakir et al.
has noticed this problem and introduces a trigger update module to reduce the frequency of recomputing the binary codes, but the calculation in the trigger update module is time-consuming [Weng and Zhu 2020d]. Online Hashing with Efficient Updating (OHWEU) [Weng and Zhu 2020d] tries to solve this problem from another perspective. It designs an online hashing framework that fixes the hash functions and learns the projection functions online to project the binary codes into another binary space. Hence, OHWEU can update the binary codes efficiently without accumulating the whole database, which is shown in Fig. (b). However, for OHWEU, the cost of updating the binary codes is increasing as data is growing.

In this paper, we propose a new online hashing framework without updating binary codes. In this framework, we fix the hash functions and introduce a similarity function to measure the similarity between the query and the binary codes. And the similarity function is learnt online from the streaming data to adapt to the data variations. Fig. 1 shows the difference between our framework (Fig. 1(c)) and other online hashing frameworks. Compared with the other two online hashing framework, our framework omits the process of updating the binary codes, which is efficient for the ever-growing data. Our contribution in this paper is three-fold:

- A novel online hashing framework without updating binary codes is proposed by introducing a parametric similarity function that is learnt online from the streaming data.
- A new online metric learning algorithm is proposed to learn the similarity function that has a bilinear form, which can treat the query and the binary codes asymmetrically.
- The experiments on two multi-label datasets show that our method not only achieves competitive or higher search accuracy than other online hashing methods but also is more efficient in the online process.

### Related Work

#### Hashing methods with similarity functions

Since Hamming distance has a limited distance range and easily causes the ambiguity problem, some emerging studies [Ji et al. 2014; Zhang et al. 2013; Duan et al. 2015; Zhang and Peng 2018] explore using other similarity functions to measure the similarity between binary codes rather than Hamming distance. For example, Manhattan Hashing [Kong, Li, and Guo 2012] uses Manhattan distance to replace Hamming distance as Manhattan distance can preserve more information about the neighborhood structure in the original feature than Hamming distance. And some studies [Duan et al. 2015; Zhang and Peng 2018; Weng et al. 2016] adopt weighted Hamming distance to replace Hamming distance and allocate the weights to each bit.

Although Manhattan distance and weighted Hamming distance can provide superior accuracy than Hamming distance, the computation of Manhattan distance and weighted Hamming distance is slower than that of Hamming distance as the search with Hamming distance can be accelerated in a non-exhaustive search way which can provide a sub-linear search time. To solve this problem, recently, Multi-Index Weighted Querying (MIWQ) [Weng and Zhu 2020d] develops a non-exhaustive search method to accelerate the search with weighted Hamming distance, propelling the development of the hashing methods with weighted Hamming distance.

In this paper, our method uses a bilinear similarity function to replace Hamming distance since the similarity func-
tion can be learnt in an online way to adapt to the data variations in the streaming environment. Meanwhile, the computation of the bilinear similarity between the binary codes can be represented in a form of weighted Hamming distance, so that it can be accelerated by MIWQ.

**Metric learning methods**

Metric learning methods [Kulis et al. 2012; Wang and Sun 2015] aim to learn a similarity function tuned to a particular task and are widely used in different applications that rely on distances or similarities. In terms of learning methodology, metric learning methods can be categorized as batch-based learning methods [Wang et al. 2017; Cakir et al. 2019], and online learning methods [Gao et al. 2017; Chechik et al. 2010].

Our method follows the online-learning methodology. Our method is related to LogDet Exact Gradient Online (LEGO) [Jain et al. 2009] which applies online metric learning technique on updating the hash functions generated by LSH. However, in LEGO, the binary codes need to be recomputed when the hash functions are updated, which is the main difference between LEGO and our method.

**Online Hashing with Similarity Learning**

**Similarity function**

Hashing methods learn the hash functions to map a D-dimensional feature vector $\mathbf{x} \in \mathbb{R}^D$ to a b-bit binary hash code $\tilde{\mathbf{x}} \in \{-1, 1\}^b$. Given a query $\mathbf{q} \in \mathbb{R}^D$, the query $\mathbf{q}$ is hashed into a binary hash code $\tilde{\mathbf{q}} \in \{-1, 1\}^b$ and Hamming distance between the binary query $\tilde{\mathbf{q}}$ and the binary code $\tilde{\mathbf{x}}$ is calculated as

$$S_H(\tilde{\mathbf{q}}, \tilde{\mathbf{x}}) = \sum_{i=1}^{b} \tilde{q}_i \otimes \tilde{x}_i,$$  

where $\otimes$ is an xor operation.

We consider a parametric similarity function that has a bilinear form to replace Hamming distance, which is,

$$S_M(\tilde{\mathbf{q}}, \tilde{\mathbf{x}}) = \tilde{q}^T \tilde{\mathbf{M}} \tilde{\mathbf{x}},$$  

where $\tilde{\mathbf{M}} \in \mathbb{R}^{b \times b}$.

There are two advantages to use the bilinear similarity: (a) It can avoid imposing positivity or square constraints that result in computationally intensive solutions. (b) It can be combined with MIWQ [Weng and Zhu 2020] to perform the non-exhaustive search with the learnt similarity when given a query. In [Weng and Zhu 2020], it shows that the non-exhaustive search with weighted Hamming distance is competitive to the search with Hamming distance for the compact binary codes in terms of search efficiency. More details of MIWQ can be seen in [Weng and Zhu 2020].

In our framework, the hash functions are learnt in advance and fixed. Following other online hashing methods, the linear projection-based hash functions are adopted, which are

$$\tilde{\mathbf{x}} = \text{sgn}(\mathbf{W}^T \mathbf{x} + \mathbf{b}),$$  

where $\mathbf{W} \in \mathbb{R}^{D \times b}$ is a projection matrix and $\mathbf{b} \in \mathbb{R}^b$ is a threshold vector.

As [Huang, Yang, and Zheng 2018; Weng and Zhu 2020c] do, by assuming there is a small amount of training data in the initial stage, we can use the training data to learn the hash functions that can preserve the data similarity in the initial stage. Here, we learn the hash functions by using Iterative Quantization (PCA-ITQ) [Gong et al. 2013] which is an unsupervised hashing method to preserve the similarity between data effectively for both the seen and the unseen data. It is justified in [Li, Liu, and Huang 2018] that the hash functions can be learnt by PCA-ITQ just with a small amount of training data.

**Online learning**

Although Online Algorithm for Scalable Image Similarity learning (OASIS) [Chechik et al. 2009, 2010] provides a solution for learning the similarity matrix $\mathbf{M}$ in Eqn. (3), the similarity matrix $\tilde{\mathbf{M}}$ in OASIS is a square matrix while it can be a rectangular matrix in our method. Hence, we propose a new online metric learning algorithm to learn the similarity matrix.
The similarity matrix $M$ in Eqn. 3 can be decomposed as

$$M = U^T V$$

(8)

where $U \in \mathbb{R}^{l \times D}$ and $V \in \mathbb{R}^{b \times k}$ are linear transformation.

Therefore, Eqn. 3 can be rewritten as

$$S_M(q, \tilde{x}) = q^T M \tilde{x} = q^T U^T V \tilde{x} = (Uq)^T V \tilde{x}.$$  

(9)

The similarity between $q$ and $\tilde{x}$ can be treated as the inner product of two vectors $Uq$ and $V \tilde{x}$. If two data points are similar, the inner product of their corresponding vectors after linear transformation should be larger than that of dissimilar ones. To learn the similarity function using the point-wise algorithm [Crammer et al. 2006] to learn the projection vector as target code. So is each column a projection vector and corresponds to one bit of the binary target code. Thus, $M$ is a projection vector and $u \in \mathbb{R}^D$ in $U$ is a projection vector and corresponds to one bit of the binary target code. So is each column $v \in \mathbb{R}^b$ in $V$. This idea is shown in Fig. 2.

It should be noted that the length $l$ of the binary target code $g$ will affect the performance of our method. When $l$ increases, the search accuracy of our method usually improves in the case of low bits. Considering about the constraint of the rank of $M$ and the learning efficiency, we take $l = 3b$ (i.e., the binary target code is three times the length of the generated binary hash codes) which will be demonstrated in the experiments.

Generating the $l$-bit binary target codes that can preserve the label information has been explored in some online hashing methods [Cakir, Bargal, and Sclaroff 2017; Weng and Zha 2020c; Lin et al. 2020a, 2018b]. Here, we adopt HMOH [Lin et al. 2020a] to introduce the Hadamard product of two vectors $Uq$ and $V \tilde{x}$. Therefore, Eqn. (3) can be rewritten as

$$\tilde{S}_M(q, \tilde{x}) = q^T M \tilde{x} = q^T U^T V \tilde{x} = (Uq)^T V \tilde{x}.$$  

(9)

**Figure 2: An example of learning projection vectors.**

As shown in Fig. 2 after obtaining the binary target codes according to the label information, each projection vector $u$ in $U$ can be learnt online as an online binary classification problem. We adopt the Passive-Aggressive algorithm [Crammer et al. 2006] to learn the projection vector as it can converge to a high quality projection vector after learning from a small amount of training data.

When a data point $x$ with its binary target code $g$ arrives, for each projection vector $u$ and its corresponding bit $g$ in the binary target code $g$, the hinge-loss function is defined as

$$\ell(u; (x, g)) = \begin{cases} 0 & g(u^T x) \geq 1 \\ 1 - g(u^T x) & \text{otherwise}. \end{cases}$$  

(10)

For brevity, we use $\ell_i$ to represent $\ell(u; (x_i, g_i))$ where $x_i$ is the data point and $g_i$ is the corresponding bit of the binary target code $g_i$ in the $i^{th}$ round. At first, $u$ is initialized to a zero-valued vector. Then, for each round $i$, we solve the following convex problem with soft margin:

$$u_i = \arg\min_u \frac{1}{2}||u - u_{i-1}||^2 + C \xi$$

s.t. $\ell_i \leq \xi$ and $\xi \geq 0$.  

(11)

where $|| \cdot ||$ is the Euclidean norm and $C$ controls the trade-off between making $u$ stay close to the previous parameter $u_{i-1}$ and minimizing the loss on the current loss $\ell_i$. When $\ell_i = 0$, $u_i = u_{i-1}$ satisfies Eqn. (11) directly. Otherwise, we define the Lagrangian as:

$$L(p, \tau, \lambda, \xi) = \frac{1}{2}||p - p_{i-1}||^2 + C \xi + \tau (1 - g_i^* (p^T h_i)) - \lambda \xi,$$

(12)

with $\tau \geq 0$ and $\lambda \geq 0$ are Lagrange multipliers.

Let $\frac{\partial L(u, \tau, \lambda, \xi)}{\partial u} = u - u_{i-1} - \tau g_i x_i = 0$, we obtain

$$u = u_{i-1} + \tau g_i x_i.$$  

(13)

Let $\frac{\partial L(u, \tau, \lambda, \xi)}{\partial \xi} = C - \tau - \lambda = 0$, we obtain

$$C = \tau + \lambda.$$  

(14)

where $\tau \leq C$ as $\lambda \geq 0$.

Plugging Eqn. (14) and (15) back into Eqn. (12), we obtain $L(\tau) = \frac{1}{2}\tau^2 ||x_i||^2 + (1 - g_i^*(u^T x_i))$. Let $\frac{\partial L(\tau)}{\partial \tau} = -\tau ||x_i||^2 + (1 - g_i(u^T x_i)) = 0$, we obtain

$$\tau = \frac{1 - g_i^* (u_{i-1}^T x_i)}{||x_i||^2}.$$  

(15)

Therefore, the solution to Eqn. (11) is

$$u_i = u_{i-1} + \tau g_i x_i,$$  

(16)

where

$$\tau = \min \{C, \frac{1 - g_i^* (u_{i-1}^T x_i)}{||x_i||^2} \}.$$  

(17)

Similarly, for each projection vector $v$, the data point $x$ is hashed into a binary hash code $\tilde{x}$ by hash functions in Eqn. 7, and the hinge-loss function is defined as

$$\tilde{\ell}(v; (x, g)) = \begin{cases} 0 & g(v^T \tilde{x}) \geq 1 \\ 1 - g(v^T \tilde{x}) & \text{otherwise}. \end{cases}$$  

(18)

For brevity, we use $\tilde{\ell}_i$ to represent $\tilde{\ell}(v; (x_i, g_i))$. At first, $v$ is initialized to a zero-valued vector. Then, for each round $i$, we solve the following convex problem with soft margin:

$$v_i = \arg\min_v \frac{1}{2}||v - v_{i-1}||^2 + C \xi$$

s.t. $\tilde{\ell}_i \leq \xi$ and $\xi \geq 0$.  

(19)
Following the above derivation, the solution to Eqn. (19) is
\[ v_i = v_{i-1} + \tau g_i \tilde{x}_i, \]  \hspace{1cm} \text{(20)}
where \[ \tau = \min \{ C, \frac{1 - g_i (v_i^T \tilde{x}_i)}{||\tilde{x}_i||} \}. \]  \hspace{1cm} \text{(21)}

The pseudo-code of our method, Online Hashing with Similarity Learning (OHSL), is summarized in Algorithm 1.

**Algorithm 1 OHSL**

**Input:** streaming data \((x_i, y_i)\), parameters \(C\) and \(l\)

**Output:** \(M\)

1. Initialize \(U = [0, ..., 0]\) and \(V = [0, ..., 0]\)
2. for \(i = 1, 2, ..., \text{do} \)
3. Obtain the binary target code \(g_i\) following HMOH
4. for each \(u\) in \(U\) do
5. Update \(u\) by Eqn. (16)
6. end for
7. Obtain the binary representation \(\tilde{x}_i\) by Eqn. (7)
8. for each \(v\) in \(V\) do
9. Update \(v\) by Eqn. (20)
10. end for
11. \(M = U^T V\)
12. end for

**Experiments**

**Datasets**

The following experiments are performed on two commonly-used multi-label image datasets, MS-COCO and NUS-WIDE.

(a). MS-COCO dataset [Lin et al. 2014]. The MS-COCO dataset is a multi-label dataset including training images and validation images. Each image is labeled by some of the 80 concepts. After filtering out the images that do not contain any concept label, there are 122,218 images left. Each image is represented by a 4096-D feature extracted from the fc7 layer of a VGG-16 network [Simonyan and Zisserman 2014] pretrained on ImageNet [Deng et al. 2009]. For each category, we randomly take 50 images as the query images and the rest as the database images.

(b). NUS-WIDE dataset [Chua et al. 2009]. The NUS-WIDE dataset is a multi-label dataset including 269,648 web images associated with tags. Following [Kang, Li, and Zhou 2014], the images that belong to the 21 most frequent concepts are selected and there are 195,834 images left. Each image is represented by a 4096-D feature extracted from the fc7 layer of a VGG-16 network [Simonyan and Zisserman 2014] pretrained on ImageNet. For each category, we randomly take 50 images as the query images and the rest as the database images.

**Accuracy comparison**

Following [Cakir et al. 2017, Lin et al. 2019], mean Average Precision (mAP) is used to measure the search accuracy of the online hashing methods. If the images and the query share at least one common label, they are defined as a groundtruth neighbor. The results are averaged by repeating the experiments 10 times.

We compare our method, OHSL, with OHWEU [Weng and Zhu 2020], HMOH [Lin et al. 2020], OSupH [Lin et al. 2019], MIH [Cakir et al. 2017], OSH [Cakir, Bargal, and Sclaroff 2017], BSODH [Lin et al. 2019], OKH [Huang, Yang, and Zheng 2018] and OSH [Leng et al. 2015]. The key parameters in each compared method are set as the ones recommended in the corresponding papers except a small amount of parameters are adjusted to be suitable for the datasets. In MIH, the reservoir size is set to 200 to make a good tradeoff between the accuracy and the training cost. Following the operation in OKH and OHWEU, we take 300 data points to train the hash functions in the initial stage.

Table 1 and Table 2 show the mAP results of different online hashing methods on MS-COCO and NUS-WIDE, respectively. The best results are bolded and the second results are underlined. On MS-COCO, OHSL can achieve the best results among the online hashing methods and OHWEU achieves the second best results in most of the cases. On NUS-WIDE, HMOH achieves the best results among the online hashing methods and OHSL achieves the second best results.

Fig. 3 shows the mAP results of different online hashing methods with the training data increasing from 16 bits
to 96 bits on MS-COCO. From 16 bits to 64 bits, OHSL can achieve the better mAP results than other online hashing methods after taking only a few training data for training. For 96 bits, OHWEU can achieve the better mAP results than other online hashing methods after taking only a few training data for training at first. With the data increasing, OHSL is better than OHWEU.

Fig. 3 shows the mAP results of different online hashing methods with training data increasing on NUS-WIDE. From 16 bits to 96 bits, OHSL and HMOH can achieve the better mAP results than other online hashing methods after taking only a few training data for training. And HMOH is better than OHSL.

**Efficiency comparison**

To compare the efficiency of different online hashing methods, we calculate the time cost by running the experiments on a PC with Intel i7 3.4 GHz CPU, 24 GB memory. Assume the data comes in chunks [Leng et al. 2015] and each chunk is composed of 1000 data points. The online hashing methods update the functions when receiving one chunk of data.

Fig. 5 shows the accumulated time cost of different online hashing methods with the data samples increasing on NUS-WIDE for 32 bits. 'IO' denotes the time cost of accumulating all the received data for computing the binary codes by exchanging the data between the hard disk and RAM. The exchanging operation is implemented by C++ code. It takes 3.97s to transfer 1000 4096-D data points from the hard disk to RAM averagely. For IO, the accumulated time cost rises as a quadratic function of the number of data. For HMOH, OSupH and OSH, the accumulated time cost also rises as a quadratic function of the number of data since they need to take into account the time cost of IO which takes a majority in the total time cost. For MIH, the time cost is approximately linear to the data size since it adopts the trigger update module to reduce the frequency of recomputing the binary codes. However, its time cost is still high due to the time-consuming computations in the trigger update module. Compared with IO, OHSL and OHWEU are much faster, which implicitly denotes that the time cost of exchanging the data is much larger than the time cost of updating the binary codes and learning the functions online. By zooming in the comparison among OHSL and OHWEU, we can see that the accumulated time cost of OHWEU also rises as a quadratic function of the number of data while the accumulated time cost of OHSL is linear to the data size. OHWEU need to update the binary codes once the projection functions are updated and the time cost of each updating operation is linear to the data size. The accumulated time cost of OHWEU rises as a quadratic function of the data size as the accumulated time cost adds up the time cost of each updating operation.

**Parameter analysis**

There are two key parameters $C$ and $l$ in our method and we investigate the influence of these parameters.

By setting the length of the binary target code is equal to the bit number, i.e., $l = b$, we investigate the influence of the parameter $C$. Fig. 6 shows the comparison of OHSL by using different parameter values of $C$. As denoted in Eqn. (11) and (19), $C$ controls the trade-off between making the projection vector stay close to the previous vector and minimizing the current loss. Both $C$ in Eqn. (11) and (19) choose the same value. According to the results, the best parameter choice on MS-COCO and NUS-WIDE is $C = 0.01$.

By setting $C = 0.01$, we investigate the influence of the parameter $l$. Fig. 7 shows the comparison of OHSL by using different parameter values of $l$, where $1x$ denotes $l = b$ (i.e., the length of the binary target code is equal to the bit number), $2x$ denotes $l = 2b$, $3x$ denotes $l = 3b$ and $4x$ denotes $l = 4b$.
\( l = 4b \). With the increase of the length of the binary target code \( l \), our method can achieve better accuracy. Although the accuracy is improved as the length of the binary target code increases, its time cost also rises. As the accuracy and the time cost are both important, to achieve a good balance between the accuracy and the time cost, we take \( l = 3b \).

Fig. 8 shows the comparison by using different ways to learn the bilinear similarity function. OHSL-sym denotes our method process the query and the binary codes symmetrically as shown in Eqn. (4). OASIS [Chechik et al. 2010] and LEGO [Jain et al. 2009] are the classical online metric learning methods to learn the square bilinear similarity by taking the binary codes as the input. By comparing OHSL to OHSL-sym, it shows that process the query and the binary codes asymmetrically can boost the search accuracy. And our method can achieve better accuracy than OASIS and LEGO.

Conclusions

In this paper, we propose a new online hashing framework without updating binary codes. By introducing the bilinear similarity function, the process of updating binary codes is omitted and the similarity function is learnt online to adapt to the streaming data. A metric learning algorithm is proposed to learn the similarity function that can treat the query and the binary codes asymmetrically. The experiments on two multi-label datasets show that compared with the online hashing methods that need to update the hash functions, our method can achieve competitive or better search accuracy with much smaller time cost. Compared with the online hashing method that fixes the hash functions and learns the projection functions, our method outperforms it in terms of efficiency and accuracy.
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