A Novel Traffic Tracking System Based on division of Video into Frames and Processing
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Abstract - The objective of this paper is to visualize and analyze video. Videos are sequence of image frames. In this work, algorithm will be developed to analyze a frame and the same will be applied to all frames in a video. It is expected see unwanted objects in video frame, which can be removed by converting colour frames into a gray scale and implement thresholding algorithm on an image. Threshold can be set depending on the object to be detected. Gray scale image will be converted to binary during thresholding process. To reduce noise, to improve the robustness of the system, and to reduce the error rate in detection and tracking process, morphological image processing method for binary images is used. Morphological processing will be applied on binary image to remove small unwanted objects that are presented in a frame. A developed blob analysis technique for extracted binary image facilitates pedestrian and car detection. Processing blob’s information of relative size and location leads to distinguishing between pedestrian and car. The threshold, morphological and blobs process is applied to all frames in a video and finally original video with tagged cars will be displayed.
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I. INTRODUCTION

Road transportation systems have been subject to constant increase in traffic congestion and accidents during the last years. With increased number of vehicles on the road, and elevated degree-of-the complexity of the traffic problems, employment of advanced traffic monitoring technologies using artificial intelligence and automation becomes necessary. Of particular interest, is traffic control in randomly populated intersections that do not have a fixed pattern for predetermined traffic signal adjustments. Commonly used loop detectors only detect vehicles crossing the intersections and cannot be used for tracking and model the flow of pedestrians. A vision-based pedestrian and car tracking system which is able to distinguish between car and pedestrian as well as being able to report if pedestrian is waiting or crossing the street, can be a solution to this problem. This system can provide the traffic controllers with better input data statistics to control the traffic signals. Many researches and works have been done on image processing as well as tracking, surveillance and monitoring Digital image processing and visual tracking have been extended to traffic monitoring applications, human and pedestrian detection and tracking as well as vehicle tracking. Some models have been used to distinguish between people and other subjects. But since the system is designed for indoor scene, for outdoor applications of this system, the outdoor noise may cause some error. To remove the outdoor noise a denoising method employing Bayes Shrinking is used. This forms the pre-processing stage. Work is done describing a pedestrian detection system that integrates image intensity information with motion information. The algorithm scans a detector over two consecutive frames of a video sequence. Motion extraction is done by subtracting the information of two separate regions in rectangle filters. Some systems deployed are able to detect waiting pedestrian based on background subtraction method, and the background detection and background update is done when there is no pedestrian waiting. However, in busy intersections it is hard to find such a gap. Work reported in some papers extends a system based on background subtraction and analysis of moving areas in video sequence. A mask is applied to ignore the undesired regions. Optical flow method is combined with background removal to increase the robustness. The work presented in this project conveys the development and testing of vision based tracking system for pedestrian and vehicles in intersection. Objects of interest are tagged using the proposed algorithm. This system is designed to handle outdoor noise in the pre-processing stage. Algorithm also involves proposed work to distinguish between pedestrian and cars. Moreover, the unique feature of this system is that it is able to tag interested pedestrians or cars waiting for traffic light or they are crossing the street. A package has been developed in MATLAB®.
1.1 Tracking Algorithm

Strategies
Step 1: Access the Video and explore it.
Step 2: Develop the Algorithm
Step 3: Apply the Algorithm to the Video
Step 4: Visualize Results

1.2 Video-Preprocessing

![Flowchart for Video-preprocessing](image1)

Fig1.1 : Flowchart for Video-preprocessing

1.3 Tracking Pre-Process

![Flowchart illustrating tracking process](image2)

Fig1.2 : Flowchart illustrating tracking process

1.4 Exploring the Video

Step 1 : Access Video with MMREADER
Use mmreader to access the video and get basic information about it.

Video Parameters: 15.00 frames per second, RGB24
160x120. 120 total video frames available. The get method provides more information on the video such as its duration in seconds.

Step2 : Explore Video with IMPLAY

II. EXPERIMENTAL RESULTS

2.1 Sample Frame to apply the algorithm

![A Sample frame taken to apply the algorithm](image3)

Fig 2.1: A Sample frame taken to apply the algorithm

A frame that has both light coloured and dark coloured cars is taken in order to apply our algorithm and realize the goal of tagging the light coloured cars
2.2 Case 1: Pre-processing stage

To eliminate external noise in the frame by de-noising technique

Fig 2.3: De-noised image after pre-processing stage

Conclusions from our first experiment:

- In the processed image, the external noise induced due to weather conditions and other external sources has been removed.

2.3 Case-2

To eliminate dark coloured cars in the image frame

Determining threshold to tag desired cars

- To eliminate the dark-coloured cars, determine the average pixel value for these objects in the image
- Specify the average pixel value (or a value slightly higher) as the threshold

Algorithm:

\[ \text{Threshold} = \text{average pixel value} \]

Fig 2.4: flowchart demonstrating classification of objects in the frame

2.4 Case 3

Applying Morphological processing to the frames

To perform morphological processing proper size and shape of the structuring element should be used in the operation. Because the lane-markings are long and thin objects, we use a disk-shaped structuring element with radius corresponding to the width of the lane markings.

Fig 2.5: Result of applying threshold to eliminate dark coloured cars

In the processed image, note how most of the dark-coloured car objects are removed but many other extraneous objects remain, particularly the lane-markings. The regional maxima processing will not remove the lane markings because their pixel values are above the threshold. To overcome this, morphological processing is used to remove small objects from a binary image while preserving large objects.

Fig 2.6: Result of applying morphological processing to eliminate Small sized objects (lane markings)

Small and other extraneous objects are removed after this experiment. Now we need to tag the desired object in each frame. To achieve this, Blob analysis is performed in the next experiment.
2.5 Case-4

Performing Blob analysis to each frame. To complete the algorithm we must go for blob analysis (regionprops) to find the centroid and other statistical data of each frame. Use this information (statistical data) to tag the light coloured cars in the frame.

![Fig. 2.7: Result of applying Blob analysis (Light coloured cars are tagged)](image)

This step we tagged the desired light or dark coloured cars in each frame. Now the algorithm should be applied to all frames. Now play the video, with the algorithm applied to all frames, to tag cars in the entire video. This completes our aim of tagging desired cars in a video of traffic.

III. CONCLUSION

In this paper, we presented a framework for detecting and tracking required vehicle in traffic intersection. Pedestrians can be differentiated using the blob analysis concepts. A method for tagging a required car was proposed and applied. The tracking and distinguishing method was robust under many difficult conditions. As the experimental results proved, almost all pedestrian and vehicles were successfully identified and tracked. The key advantage of this system is that it is able to report events (i.e., waiting or crossing pedestrians), and this can be extended to control the traffic signals in intersection as a replacement for existing loop detectors and push buttons.

IV. SCOPE FOR FUTURE WORK

An adaptive background update method can be employed to analyse real-time video. Improve the system noise reduction stage to obtain better results in critical weather conditions such as heavy wind and rain. Enhance the system robustness to shadows and water surface reflection. Develop an algorithm to detect and identify overlapping objects.

REFERENCES

[1] O. Rostamianfar, F. Janabi-Sharifi and I. Hassanzadeh “Visual Tracking System for Dense Traffic Intersections”, IEEE CCECI, Ottawa, May 2006.

[2] Surendra Gupte, Osama Masoud, Robert F.K. Martin and Nikolaos P. Papanikolopoulos, “IEEE Transactions on Intelligent Transport Systems, Vol-3, No.1, March 2002

[3] N. Kehtarnavaz, and F. Rajkhotwala, "Real-time visionbased Detection of waiting pedestrians", Real Time Imaging, vol 3, no. 6, pp. 433 - 440, 1997.

[4] R. Cucchiara, C. Grana, A. Prati and R. Vezzani "Computer vision system for in-house video surveillance," IEEE Proc. - Vis. Image Signal Process., vol. 152, no. 2, pp. 242 - 249, April, 2005.

[5] P. Viola, M. J. Jones, and D. Snow, "Detecting pedestrians using patterns of motion and appearance," Proc. Ninth IEEE International Conf Computer Vision, Nice, France, Vol. 2, pp. 734 - 741, 2003.

[6] D. Gibbins, G.N. Newsam, and M.J. Brooks, "Detecting suspicious background changes in video surveillance of busy scenes" Proc. 3rd IEEE Workshop on Applications of Computer Vision, Florida, USA, pp. 22 - 26, Dec 1996.

[7] B. Maurin, 0. Masoud, N. P. Papanikolopoulos, "Tracking all traffic: Computer vision algorithms for monitoring vehicles, individuals, and crowds," IEEE Robotics and Automations Magazine, vol. 12, Issue 1, pp. 29 - 36, March 2005.

[8] C.E. Smith, C.A. Richards, S.A. Brandt, and N.P. Papanikolopoulos, "Visual tracking for intelligent vehicle-highway systems" IEEE Vehicular Technology, vol. 45, issue 4, pp. 744 - 759, November 1996.

[9] R. Bodor, B. Jackson, and N.P. Papanikolopoulos, "Visionbased human tracking and activity recognition," Proc. 11th Mediterranean Conf on Control, Rhodes, Greece, 2003.

[10] M. Broggi, A. Bertozzi, M. Fascioli, and M. Sechi, "Shape-based pedestrian detection," Proc. IEEE Intelligent Vehicles Symposium, Michigan, USA, pp. 215 - 220, October, 2000.

[11] D.M. Gavrila, J. Giebel, "Shape-based pedestrian detection and tracking " Proc. IEEE Intelligent
Vehicles Symposium, Versailles, France, Vol. 1, pp. 8 - 14, 2002.

[12] C. Stauffer, and W.E.L. Grimson, "Adaptive background mixture models for real-time tracking", Proc. IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Colorado, USA, vol. 2, pp. 23 - 25, 1999.

[13] N. Paragios, R. Dariche, "Geodesic active contours and level sets for the detection and tracking of moving object," IEEE Pattern Analysis and Machine Technology, vol. 22, issue 3, pp. 266-280, March, 2000.

[14] S. Cheung, and C. Kamath, "Robust techniques for background subtraction in urban traffic video," Proc.IEEE Int. Workshop on Visual Surveillance and Performance Evaluation of Tracking and Surveillance, Nice, France, 2003.

[15] R.C. Gonzalez, R. E. Woods, and S. L. Eddins, DIGITAL IMAGE PROCESSING USING MATLAB. Upper Saddle River, NJ, Prentice Hall, 2004.

— — —