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Abstract

The privacy concerns of providing deep learning inference as a service have underscored the need for private inference (PI) protocols that protect users’ data and the service provider’s model using cryptographic methods. Recently proposed PI protocols have achieved significant reductions in PI latency by moving the computationally heavy homomorphic encryption (HE) parts to an offline/pre-compute phase. Paired with recent optimizations that tailor networks for PI, these protocols have achieved performance levels that are tantalizingly close to being practical. In this paper, we conduct a rigorous end-to-end characterization of PI protocols and optimization techniques and find that the current understanding of PI performance is overly optimistic. Specifically, we find that offline storage costs of garbled circuits (GC), a key cryptographic protocol used in PI, on user/client devices are prohibitively high and force much of the expensive offline HE computation to the online phase, resulting in a 10–1000× increase to PI latency. We propose a modified PI protocol that significantly reduces client-side storage costs for a small increase in online latency. Evaluated end-to-end, the modified protocol outperforms current protocols by reducing the mean PI latency by 4× for ResNet18 on TinyImageNet. We conclude with a discussion of several recently proposed PI optimizations in light of the findings and note many actually increase PI latency when evaluated from an end-to-end perspective.

1 Introduction

Today, privacy continues to increase in relevance as users steadily demand more control over how and when their data is used and collected. Addressing these concerns will likely have a profound effect on how the internet and many popular services, which heavily rely on precise user data for high-quality experiences, are implemented. One popular solution is to leverage privacy-preserving computation techniques that guarantee the privacy and security of user data during computations, thereby extending these guarantees from classical methods that only apply to communication. Privacy-preserving computation provides the best of both worlds for the user: privacy and security are both significantly improved and one still has access to online services integral to everyday life.

The scope of privacy-preserving solutions is vast. Techniques vary in how they achieve security, whether by relying on system implementations (e.g., SGX (Anati et al., 2013), Morpheous (Gallagher et al., 2019)), statistics (e.g. differential privacy (Dwork, 2006; Abadi et al., 2016)), or cryptography (e.g. HE (Rivest et al., 1978; Gentry et al., 2009; Brakerski & Vaikuntanathan, 2011) and multi-party computation (Shamir, 1979)). Each comes with a trade-off. Relying on systems offers the best performance (e.g., Slalom (Tramer & Boneh, 2018), DarKnight (Hashemi et al., 2021)) but may concede security due to known vulnerabilities (e.g., Foreshadow (Van Bulck et al., 2018)). Statistical privacy is generally much stronger and has the benefit that it can be quantified; for example using $\rho$ (Wood et al., 2018). However, it typically introduces approximation/noise to the computation, which can degrade inference accuracy, and is most applicable to answering questions in aggregate. Therefore, its use in computing on individual user data is still unclear. Cryptography-based solutions provide capabilities to compute exact inferences with very strong security, e.g., 128-bit, but come at the expense of high computational and communication/storage cost. Homomorphic encryption (HE) and secure multi-party computation (MPC) are the two leading methods for cryptographically secure computation.

We explore private inference (PI) using cryptographic primitives in a two-party compute (2PC) setting. In this setting, we assume that a client/user (the first party) has some data they would like to keep private while a server/service provider (the second party) performs inference on the user data using a deep neural network model, which they also want to keep private, on an encrypted representation of the data. We consider only 2PC protocols in this study because they require fewer trust assumptions than other protocols,
We find that the reported nearly-practical PI latency in recent work can be misleading as the pre-processing times of HE (Rathee et al., 2020), DELPHI (Mishra et al., 2020), CryptNAS (Garimella et al., 2022) must be incurred online, which can reduce online performance by 10-1000\times. Hence, the offline pre-processing cost is quickly brought online as the system cannot keep up.

Driven by the above analysis, we propose a protocol optimization to overcome the client-device storage limitations by reversing the roles of the client and server during the garbled circuit computation. (We note that this has no impact on security, see Section 3.2 for details.) By reversing the roles of the client and server we enable pre-computed GCs to be stored on the server, which has substantially more storage resources. Using our optimized “Client-Garbler” protocol we find that when assuming a server storage budget of 10 TBs, we can reduce the average PI latency by 4\times when compared to the standard Server-Garbler protocol on TinyImageNet on ResNet-18.

Finally, we expand our characterization of the optimized protocol to understand how recently proposed PI optimizations, which serve as examples of general design principles for efficient PI, impact performance in end-to-end systems. We find that many papers focusing on ReLU optimization alone may not be sufficient and that some could even degrade performance (see Table 3 for a comprehensive list of prior work). This is because while they can (significantly) reduce the storage pressure on the systems, they do not address extreme HE runtimes, which limit the rate that the offline precomputations can be done to replenish the supply. Thus, we suggest future papers on PI optimization consider optimizing for both ReLUs, to limit GC storage cost, and FLOPs, to mitigate high HE runtimes.

We conclude that recent low-latency MPC protocols for PI (including optimizations) are in the end performance limited by HE. When considering arrival rates, or more than one inference in isolation, and practical storage limitations the offline cost quickly overwhelms client/server systems and cause the offline cost to be brought online. HE costs are extreme, e.g., it can take roughly 20 minutes to perform inference on TinyImageNet for ResNet-18, and suggests the need for more work in systems support for HE or looking into secure alternatives for computing secrets.

This paper makes the following contributions:

- We conduct the first systems-level study for state-of-the-art PI techniques. Our experiments using different inference request arrival rates reveal client storage limitations and offline homomorphic encryption times limit performance, even when using optimized MPC protocols for PI.

- To overcome the client-storage limitations, we propose the “Client-Garbler” PI protocol. By switching the roles of parties in existing PI protocols (e.g., as used in DELPHI and Gazelle) we are able to reduce the mean PI latency by 4\times for ResNet-18 on TinyImageNet.

- Finally, we evaluate recently proposed optimizations for private inference performance, e.g., replacing ReLU with \(x^2\) (Gilad-Bachrach et al., 2016; Mishra et al., 2017).
et al., 2020) and ReLU dropping (Jha et al., 2021). We find that when considering end-to-end system-level effects many optimizations offer limited benefit. Our analysis motivates the need for more research into reducing both ReLU and FLOP costs in DNN models.

2 Preliminaries

In this section, we provide a brief summary of the cryptographic building blocks used for privacy-preserving inference and show how they can be combined to construct an end-to-end protocol.

2.1 Cryptographic Primitives

Additive Secret Sharing. Additive secret sharing (SS) is a protocol that allows a value \( x \) to be split amongst two (or more) parties such that neither party learns anything about \( x \) from its share while the two parties can reconstruct \( x \) if they work together.

Specifically, the shares of a value \( x \) are \( \langle x \rangle_1 = r \) and \( \langle x \rangle_2 = x - r \), where \( r \) is a random value and the arithmetic operations are module a prime \( p \). Since \( x = \langle x \rangle_1 + \langle x \rangle_2 \), the value \( x \) can be recovered if the two parties add their shares together. However, since \( r \) is random, neither party has enough information to reconstruct \( x \) by itself.

Given shares of two values \( x \) and \( y \), shares of \( x + y \) can be computed by as follows: \( \langle x + y \rangle_1 = \langle x \rangle_1 + \langle y \rangle_1 \), and \( \langle x + y \rangle_2 = \langle x \rangle_2 + \langle y \rangle_2 \). That is, the shares of a sum of two values equal the sum of the shares.

Homomorphic Encryption. HE (Boneh et al., 2005) is a cryptographic protocol that allows a client to encrypt its data in a manner that allows a server to compute a function on the client’s data without ever decrypting the data. HE involves three steps. First, the client encrypts data \( x \) using encryption function \( E \) and its public key \( k_{pub} \), i.e., \( c = E(x, k_{pub}) \) (or just \( c = E(x) \) for short). Then, given two cipher-texts \( c_1 = E(x_1) \) and \( c_2 = E(x_2) \), the server homomorphically computes \( x_1 \odot x_2 \) using a function \( \ast \) that operates directly on cipher-texts, i.e., \( c' = c_1 \ast c_2 \). The client can then decrypt \( c' \) using decryption function \( D \) and secret key \( k_{sec} \) to obtain \( x_1 \odot x_2 = D(c', k_{sec}) \) (or just \( D(c') \) for short). We will also write \( c_1 \ast c_2 = HE(x_1 \odot x_2) \) for clarity.

Oblivious Transfer. OT (Rabin, 2005) is a fundamental building block in MPC and the foundation for many constructions. In 1-out-2 OT there are two parties: the sender and the receiver. The sender has two input values \( x_0, x_1 \), and the receiver takes as input only a selection bit \( r \). The OT protocol allows the receiver to obtain one of the sender’s inputs corresponding to their selection bit (\( x_r \)). The sender will not learn any information, and the receiver will not learn the other input value (\( x_{1-r} \)). Although OT protocols require expensive public-key cryptography, it is possible to use a small number of base OTs and extend them to achieve a larger number of OTs using cheaper symmetric key cryptography operations (Ishai et al., 2003). These are referred to as OT extensions.

Garbled Circuits. The GC protocol was first introduced by Yao (Yao, 1986) and it enables two parties to compute a Boolean function on their private inputs without revealing their inputs to each other. The function is first represented as a Boolean circuit, and one party (the garbler) assigns two random labels (keys) to each wire of the circuit, corresponding to values 0 and 1. For each gate, the garbler then generates an encrypted truth table that maps the output labels to the gate’s input labels. The garbler sends the generated garbled circuit to the other party (the evaluator), along with the labels corresponding to its inputs. The evaluator then uses the OT protocol to obtain the labels corresponding to its inputs without the garbler learning the input values. At this point, the evaluator can execute the circuit gate by gate, without learning intermediate values. Finally, the evaluator shares the output labels with the garbler who maps them to plaintext values.

2.2 Protocol for Private Inference

We begin by reviewing a class of PI protocols that use HE and SS for linear layers, and GCs for ReLU layers (Liu et al., 2017; Juvvark et al., 2018; Mishra et al., 2020). These protocols have achieved SOTA results in the 2PC setting. In this setting, we assume a client and a server who wish to obtain the server’s model prediction on the client’s input while preserving the privacy of both the model and the input. Following prior work, we assume both parties are honest-but-curious, i.e., they follow the protocol faithfully but try to extract information during protocol execution.

We provide a brief description of the DELPHI protocol below, with a depiction in Figure 1(a). The protocol consists of an offline phase, which only depends on the network architecture and parameters, and an online phase, which is performed after the client’s input is available. We represent model parameters at layer \( i \) with \( W_i \) (omitting biases in the description for simplicity). The layers after each linear and ReLU operation are represented by \( x_i \) and \( y_i \), respectively. At a high level, the protocol allows the client and the server to hold additive shares of each layer value during inference evaluation. We assume DELPHI as a baseline (Server-Garbler) protocol in this paper.

Offline Phase. During the offline phase, the client generates the encryption keys and sends them to the server. The client and the server then sample random vectors per each linear layer from a finite ring, denoted by \( r_i \) and \( s_i \), respectively. The client encrypts its random vectors and sends them to the server. After obtaining \( E(r_1) \), the server com-
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### 3 Method

In this section we first motivate our study by noting observations about the assumed baseline Server-Garbler protocol from existing work and how the storage and total performance costs limit its practical deployment. Next, we describe the proposed optimized Client-Garbler protocol and its benefits over the baseline solution.

#### 3.1 Motivational Observations

Figure 2(a) and (b) respectively show the breakdown of computation and communication costs of the baseline PI.

To evaluate the ReLU layer, the server obtains the labels corresponding to its share of ReLU input \( \langle x_i \rangle_s \) and sends them to the client. The client now holds labels for the server’s input, as well as labels for its inputs \( \langle x_i \rangle_c \) and \( r_i \), which were obtained during the offline phase along with the garbled circuits. The client evaluates the circuit and sends the output labels to the server who is then able to obtain \( y_{i+1} = y_i + r_i + 1 \). At this point, the client and server hold additive shares of \( y_{i+1} \) and will similarly evaluate subsequent layers.
protocol evaluated on a single inference, which is typical of prior work. The computation costs are dominated by HE, while the communication costs are dominated by GC. The key observation in DELPHI (Juvekar et al., 2018) was that HE computations involve only the server’s DNN model weights but not the client’s inputs. Therefore, assuming that the same model is used for multiple inferences, the computation costs of HE can be moved to input independent pre-compute/ offline phase. Given that GC’s communication costs are always incurred offline, this means the online latency for a single inference can be reduced to roughly online GC computation costs and online OT communication costs, both of which are small. Table 2 shows that total online latency (including computation and communication latency) is more than 10× smaller than the offline latency. Thus, as long as the client has sufficient downtime to perform pre-computations, it can achieve relatively fast inference results when requests arrive. For instance, ResNet-32 on CIFAR-100 has an online latency of 9.4s; while still far from real-time, a sub-10s latency is an encouraging result considering the strong security guarantee that PI provides.

However, the storage costs are shown in Figure 2(c) paint a different picture. The ResNet-32 model on CIFAR-100 incurs a 5.3GB storage cost, most of which is to store the garbled circuit on the client device assuming a standard server garbler protocol. (We stress here that although the garbled circuit on the client device assuming a standard server garbler protocol, the garbled circuits will be stored on the server, which we assume to have access to high-capacity storage. Our proposed Client-Garbler protocol is depicted in Figure 1(b). The linear layers dominate the compute latency, while Garbled Circuits dominate the communication between the server and client. There is simply no space to store them. Thus, as the request rate increases, large parts of the offline costs will be incurred online.

The picture is even bleaker for the TinyImageNet and ImageNet datasets. Depending on the network, the former requires between 14.7GB-38.9GB of largely client-side storage, a stretch for even high-end mobile phones, while the latter’s 180GB (or greater) storage costs are currently infeasible on most modern devices. Thus, private inference on ImageNet using existing Server-Garbler protocols cannot make use of pre-compute, moving the already large offline costs fully online.

3.2 Client-Garbler Protocol

In this section, we introduce our Client-Garbler protocol, which modifies the protocol described in Section 2.2 to alleviate the high storage requirements on the client. As discussed previously, this storage cost is largely due to the size of garbled circuits. We propose to switch the roles of the garbler and evaluator between the server and the client. Here the client plays the role of the garbler and the server plays the role of the evaluator. Hence, in our Client-Garbler protocol, the garbled circuits will be stored on the server, which we assume to have access to high-capacity storage. Our proposed Client-Garbler protocol is depicted in Figure 1(b). The linear layers (in offline and online phases) are processed as before.

During the offline phase for ReLU layers, the client garbles the circuits and sends them to the server along with the labels corresponding to its inputs (known in the offline phase). However, in this new protocol, the server can no longer acquire labels corresponding to its own inputs from the client in the offline phase since they depend on x, which is not known offline. The server must therefore wait to obtain these from the client online using OT while base OTs can
however be performed offline. For ResNet-32 on CIFAR-100, the client’s offline storage costs in the client garbler protocol are only 23.5 MB while 5.3 GB is stored on the server for a ResNet-32 (Figure 1(b)).

During the online phase, the server computes the linear layer and obtains its share of the output \((x_1)_s\). The client and the server then engage in OT extension protocol and the server obtains the labels corresponding to its input. The server is now able to evaluate the GC and obtain the output, its share of the subsequent linear layer. The introduction of OT in the online phase can slightly increase online costs compared to Server-Garbler protocols. However, in return, we obtain massive reductions in client storage, and in end-to-end system evaluations, this results in a net performance benefit for the proposed Client-Garbler protocol. Still, when PI is evaluated from only the lens of a single inference, the server garbler protocol is slightly better. We note that both protocols have the same security because the security guarantees of GC do not depend on which party is the garbler.

### 4 EXPERIMENTAL RESULTS

**Networks and Datasets:** We performed experiments with ResNet models (He et al., 2016), ResNet-32 and ResNet-18, and VGG-16 (Simonyan & Zisserman, 2014) and we made the same architectural modifications to these networks as made in (Jha et al., 2021) and (Ghodsi et al., 2021). In particular, we remove the downsampling in earlier layers and replace all the max-pooling operations with average-pooling as the latter is a linear operation and cheaper for PI. The layer, parameter, FLOPs, and ReLU counts for these networks are described in Table 1. We perform our experiments of CIFAR-100 (Krizhevsky et al., 2010) and TinyImageNet (Yao & Miller, 2015) dataset with 100 and 200 class labels, respectively. CIFAR-100 has images of spatial resolution \(32 \times 32\) while TinyImageNet is more complex and has images of resolution \(64 \times 64\).

**Experimental Setup:** We develop a private inference simulator using the Simpy library to explore the full system effects of PI at scale (Meurer et al., 2017). We simulate both the conventional Server-Garbler and our proposed Client-Garbler protocol with a default bandwidth of 100 MB/sec. In our evaluations, we sweep client-side storage capacity from 8 GB to 256 GB and assume a 10 TB storage on the server-side. We assume Poisson arrivals of inference requests at a given rate.

For a specified protocol, network, and dataset, we simulate 24 hours of inference requests for a fixed arrival rate (assuming Poisson arrivals) and average inference latency over 100 simulation runs. Two processes are simulated concurrently: 1) the client and server check if enough storage is available to perform an offline phase in order to obtain precompute and Garbled Circuits and 2) the client and server engage in the online phase of either protocol if a private inference has been requested.

We model a single-client and single-server system where inference requests are queued and served in a First-In-First-Out manner. When an inference request moves out of the queue, the simulator checks the storage capacity for previously computed Garbled Circuits. If enough Garbled Circuits are available (for a single inference), the client and server begin executing the online phase of the configured protocol. If Garbled Circuits are not available, the client must wait for an offline phase to complete before performing the online phase.

We computed the latency, storage, and communication costs for the online and offline phase of both protocols using the DELPHI codebase. For all networks, we averaged these costs over 10 and 5 runs for CIFAR100- and TinyImageNet-like inputs, respectively. Finally, we input these costs into the simulator for both the offline and online phases.

#### 4.1 Bottleneck 1 - GC Storage

Figure 3 compares the Server-Garbler and Client-Garbler protocol for the aforementioned networks and datasets. In particular, for the Server-Garbler protocol, we sweep both arrival rates and storage capacities. Client-side storage capacities range from 8 GB to 64 GB for CIFAR-100. For the proposed Client-Garbler protocol, we only simulate the smallest 8 GB client-side capacity because this suffices to
Figure 3. Comparison of the conventional Server-Garbler and our proposed Client-Garbler protocols for single image inference across varying arrival rates for CIFAR-100 (Fig. a-c) and TinyImageNet (Fig. d-f). For the Server-Garbler protocol, the high storage costs of Garbled Circuits prohibits the separation of an offline and online phase even for low to moderate arrival rates. On the other hand, the client-side storage requirements of the Client-Garbler protocol are much lower, mitigating this problem for low to medium arrival rates. At high arrival rates, HE compute latency dominates overall runtime for both protocols.

Figure 4. ResNet-18 latency breakdown for the conventional “Server-Garbler” (SG) and proposed “Client-Garbler” (CG) protocols on CIFAR-100 dataset.

For all networks, at 64 GB of client-side storage capacity (red), the mean inference latency for the Server-Garbler protocol is slightly lower than or similar to the Client-Garbler protocol, since enough capacity is now available to store GC precomputes without saturating the queue. That is, even for CIFAR-100, the Server-Garbler needs up to 64 GB of storage to “catch up” to the Client-Garbler protocol which uses less than 8 GB storage. Every simulation begins with an empty storage capacity.

For the TinyImageNet dataset (see Figure 3d-f), we perform experiments with client-side storage capacity from 64 to 256 GB as the size of Garbled Circuits for a single inference ranges from 15 to 40 GB. Similar characteristics as to the CIFAR-100 experiments are observed for each network. We note a $4 \times$ reduction in mean PI latency at the arrival rate of 0.004 request/sec for ResNet-18 on TinyImageNet dataset.

4.2 Bottleneck 2 - Offline HE Latency

The Client-Garbler protocol enjoys the benefits of high capacity server-side storage for Garbled Circuits and precomputes, which can be observed at moderate arrival rates. However, at even higher arrival rates, the mean latency for the Client-Garbler protocol reaches on the order of hours for CIFAR-100. Figure 4 shows the breakdown of mean latency for a single inference request for three arrival rates for ResNet-18 on CIFAR-100. As the arrival rate increases, more cycles are spent waiting for offline precomputes to
Another common approach is to replace the PI-unfriendly ReLU activation function with polynomials, which can eliminate GC costs. It is worth noting that there is usually a significant accuracy penalty for this optimization (Garimella et al., 2021). Another recent work shows that to achieve reasonable accuracy on the ImageNet-1k dataset (Deng et al., 2009), a polynomial activation function must be of degree 29 needed (Lee et al., 2021). DELPHI and SAFE_Net (Lou et al., 2021) partially substituted some of a network’s ReLUs with low-degree polynomials assuming a baseline model is provided as input. While this will reduce GC costs, the FLOPs count remains the same across all the ReLU-optimized networks, which does not help with HE costs. On the other hand, CryptoNets (Rathee et al., 2020) and Circa (Ghodsi et al., 2021) reduce the GC cost per ReLU computation, rather than replacing them. Thus, both the ReLU and FLOP counts remain the same. MiniONN (Liu et al., 2017), Gazelle (Juvekar et al., 2018), and AutoPrivacy (Lou et al., 2020a) neither reduce ReLU count nor the FLOPs count. AutoPrivacy does reduce the HE-cost per FLOP by automatically tuning the selection of HE-parameters on a layer-wise basis using the deep reinforcement learning technique.

5 Discussion and Related Work

5.1 Categorization of PI Methods

In this section, we discuss the efficacy of recently proposed PI techniques when considering their full-system effect with non-zero arrival requests rates. We categorize previous PI techniques into three categories based on how the FLOPs and ReLU savings affect the GC-cost per ReLU and HE-cost per FLOP depending on arrival rates: (1) low-arrival rate region, (2) moderate-arrival rate region, and (3) high-arrival rate region. We now describe the desirable optimization for each of these regions along with the applicability of PI optimization methods for each category.

Low-arrival rate region: As shown in Table 3, most of the previous PI methods are suitable only for low-arrival rates as they either substitute all the ReLUs with low-degree polynomials (e.g., CryptoNets, SecureML, Polyfit, CryptoDL, HCNN, Sisyphus, etc.) or reduce the number of non-linear operations by reducing the ReLU count of the network (e.g., DELPHI, CryptoNAS, SAFENets). However, in all these optimization strategies, the number of FLOPs (which affects HE costs) is usually disregarded. In fact, some of the ReLU-optimization increase the FLOPs count. For instance, CryptoNAS used neural architecture search and ReLU-balanced layers to find the ReLU-optimized networks while maximizing FLOPs per ReLU; under the assumption that ReLUs dominate PI runtime, this would maximize accuracy per ReLU, a desirable effect. This works well for processing inferences in isolation. However, in a real-world setting where a system is expected to sustain a certain inference throughput, the increase in FLOPs worsens the HE cost, further straining the most costly performance bottleneck of the protocol.

Another common approach is to replace the PI-unfriendly ReLU activation function with polynomials, which can eliminate GC costs. As shown in Figure 2a, HE operations account for over 90% of latency during the offline phase. This issue is further aggravated by networks with higher FLOPs on complex datasets such as ResNet-18 on TinyImageNet. Thus, the HE overhead cannot be mitigated at higher arrival rates and effectively becomes an online computation.
Table 3. Comparison of the common PI methods from the viewpoint of their efficacy on full-system with non-zero arrival requests. Accuracy comparison are shown on MNIST (Deng, 2012), CIFAR-10 (C10), CIFAR-100 (C100), and TinyImageNet (Tiny) datasets. Number of ↑↓ represents the extent of increase/decrease in the quantity compared to the baseline. Most of the previous PI methods performed optimization only for a single PI inference by considering only zero-arrival rate requests.

| Arrival-rate | PI method                                      | Online cost | Offline cost | Accuracy |
|--------------|------------------------------------------------|-------------|--------------|----------|
|              |                                               | #ReLUs | #FLOPs | GC#ReLU | HE#FLOP | MNIST | C10 | C100 | Tiny |
| Low          | CryptoNets (Gilad-Bachrach et al., 2016)      | -      | -      | Const   | Const   | Const | -   | -   | -    |
|              | SecureML (Mohassel & Zhang, 2017)             | -      | -      | Const   | Const   | ↓     | -   | -   | -    |
|              | PolyFit (Chabanine et al., 2017)              | -      | -      | Const   | Const   | ↓     | -   | -   | -    |
|              | CryptoDL (Hesamifard et al., 2017)            | -      | -      | Const   | Const   | Const | -   | -   | -    |
|              | Lookup-Table (Thaine et al., 2019)            | -      | -      | Const   | Const   | Const | -   | -   | -    |
|              | HCNN (Badawi et al., 2020)                    | -      | -      | Const   | Const   | Const | -   | -   | -    |
|              | Sisyphus (Garmiella et al., 2021)             | -      | -      | Const   | Const   | Const | ↓   | ↓   | ↓↓   |
|              | MiniONN (Liu et al., 2017)                    | Const  | Const  | Const   | Const   | Const | -   | -   | -    |
|              | GAZELLE (Juvekar et al., 2018)                | Const  | Const  | Const   | Const   | Const | -   | -   | -    |
|              | DELPH (Mishra et al., 2020)                   | ↓      | Const  | Const   | Const   | Const | -   | -   | -    |
|              | CryptoNAS (Ghodsi et al., 2020)               | ↓↓     | Const  | Const   | Const   | Const | -   | -   | -    |
|              | SAFENet (Lou et al., 2021)                    | ↓↓     | Const  | Const   | Const   | Const | -   | -   | -    |
|              | CrypTFlow2 (Rathee et al., 2020)              | Const  | ↓      | Const   | Const   | Const | -   | -   | -    |
|              | Circa (Ghodsi et al., 2021)                   | Const  | ↓      | Const   | Const   | Const | -   | -   | -    |
|              | AutoPrivacy (Lou et al., 2020a)               | Const  | Const  | Const   | Const   | Const | -   | -   | -    |
| Moderate     | F-CryptoNets (Chou et al., 2018)              | -      | -      | ↓ Const | Const   | Const | ↓   | -   | -    |
|              | HEMET (Lou & Jiang, 2021)                     | -      | -      | Const   | Const   | Const | -   | -   | -    |
|              | DeepReDuce (Jha et al., 2021)                 | ↓↓↓    | Const  | Const   | Const   | Const | -   | -   | -    |
| High         | Falcon (Lou et al., 2020b)                    | -      | -      | ↓ Const | Const   | Const | -   | -   | -    |
|              | DeepReDuce + Circa                            | ↓↓↓    | Const  | Const   | Const   | Const | -   | -   | -    |

* CrypTFlow2 performed the PI on ImageNet-1k dataset with ResNet-50 and DenseNet-121
* Const Reproduces the FLOPs for PI but showed the benefits of FLOPs reduction on plaintext (see Table 7 and Table 8 in [Jha et al., 2021])

include moderate to high arrival rates, HE costs move from the offline phase back to the online phase, and thus, it is necessary to optimize for both ReLU and FLOPs in order to sustain higher arrival rates.

6 RELATED WORK

Two-party PI methods which do not use HE Note that in the aforementioned categorization we do not consider the PI techniques which do not use HE for linear-layer computation. For instance, a few PI methods (Riazi et al., 2019; Samragh et al., 2021) use a Binary neural network (BNN) to reduce GC-cost by a huge margin; however, they showed their efficacy only on MNIST and CIFAR-10. It is well-known that BNN incurs the accuracy drop on complex datasets; even the state-of-the-art BNN suffers accuracy drop on ImageNet (Liu et al., 2020). DeepSecure (Rouhani et al., 2018), EzPC (Chandran et al., 2019), and Chamelon (Riazi et al., 2018) use GC for nonlinear operations and secret-sharing for linear operations. Similarly, CryptGPU (Tan et al., 2021) and CrypTen (Knott et al., 2021) use additive secret sharing for linear operations and binary secret sharing for nonlinear operation and rely on trusted-third party (TTP) for generating the beaver triples.

Private inference with more than two parties There has been a line of research work on three parties private inference. For instance, FALCON (Wagh et al., 2021), CrypTFlow (Kumar et al., 2020), BLAZE (Patra & Suresh, 2020), SecureNN (Wagh et al., 2019), QuantizedNN (Dalskov et al., 2019), ASTRA (Chaudhari et al., 2019), ABY3 (Mohassel & Rindal, 2018), etc. Similarly, there has been four party PI such as FLASH (Byali et al., 2020) and Trident (Rachuri & Suresh, 2019). However, the aforementioned PI methods have weak security model as they sacrificing security by making the assumption of a non-colluding third party.

7 CONCLUSION

In this paper, we investigate the end-to-end system characteristics of private inference. We find that most recently proposed PI protocols and optimizations focus only on reducing the online inference latency by moving compute-heavy HE cryptographic protocols to an offline phase. These online-only optimizations work well, but only for processing individual inferences, or when assuming an effective arrival rate of zero. We find that even for extremely low arrival rates, SOTA PI techniques are unable to endure the storage costs of garbled circuits. Consequently, clients are only able to process very few inferences (at very low arrival rates) at online-only performance before running out of storage and pre-computation before they have to incur both online and offline costs online, which degrades performance by an
order of magnitude. To mitigate the storage issue, we proposed the Client-Garbler protocol to leverage the server’s high storage capacity. This optimization circumvents the storage bottleneck and enables low-latency inferences at low to moderate arrival rates, reducing the mean PI latency by 4× compared to the baseline approach. Finally, we note that recently proposed PI optimizations target online latency and ignore full system effects, thus limiting their true benefits.
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