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Abstract Inspired by the concept of content-addressable retrieval from cognitive science, we propose a novel fragment-based Chinese named entity recognition (NER) model augmented with a lexicon-based memory in which both character-level and word-level features are combined to generate better feature representations for possible entity names. Observing that the boundary information of entity names is particularly useful to locate and classify them into pre-defined categories, position-dependent features, such as prefix and suffix, are introduced and taken into account for NER tasks in the form of distributed representations. The lexicon-based memory is built to help generate such position-dependent features and deal with the problem of out-of-vocabulary words. Experimental results show that the proposed model, called LEMON, achieved state-of-the-art performance with an increase in the F1-score up to 3.2% over the state-of-the-art models on four different widely-used NER datasets.
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1 Introduction

Named entity recognition (NER) aims to locate and classify elements in sentences into pre-defined categories such as the names of persons, organizations, and locations. Many NER systems were developed by either rule-based approaches or statistical methods. Rule-based systems identify entity names by applying linguistic grammar rules governing the derivation of entity names[1], while statistical methods identify entity names based on the distribution of their components and their relation to the whole estimated from a larger corpus[2, 3]. Recently, deep neural networks have been explored to identify named entities[4], and several network architectures have been investigated for NER tasks, such as recurrent neural networks (RNNs)[5, 6] with the encoder-decoder framework[7, 8]. Neural models have gained remarkable success due to their extraordinary ability to memorize some cases and generalize to other unseen cases[9]. However, these models still suffer from two challenging problems when they are applied to the NER task: ambiguous word boundaries and out-of-vocabulary words.

Ambiguity of Word Boundaries. Traditional approaches to Chinese NER can be roughly divided into two paradigms: character-based and word-based models. Character-based models usually are not comparable to their word-based competitors due to the lack of explicit word-level information[10, 11], while word-based models suffer from the issue of error propagation. The results of word segmentation largely determine the boundaries of named entities, and the errors made in the word segmentation step greatly impact the final NER performance. Zhang and Yang[12] proposed a lattice-based model to encode a sequence...
of characters as well as every possible word that matches against a lexicon\[13\]. However, the salient boundary features (prefix and suffix) of each name candidate might be blurred because they consider all possible segmentations, but only a few of them are feasible, possibly introducing unnecessary noise. Named entities often occur in the form of a fragment (a sequence of contiguous words) rather than a single character or word\[14\], which implies that fragment-based models deserve further exploring.

**Out-of-Vocabulary Words.** Unknown words account for several times more errors than name boundary ambiguities. The adverse effects of unknown words could be much alleviated if word-level information can be integrated for the recognition in form of their embeddings and such word embeddings can be learned from a large text corpus in an unsupervised way. As shown in Fig.1, “Microsoft” would be correctly recognized with a higher probability because its embedding is close to those of “Google” and “Amazon” in the embedding space. Similar rules also apply to location entities such as “Rome”, “Tokyo”, and “Beijing”. However, for people or places that are not well known by the public, their names, such as “王奕” (Wang Yi) and “临州大学” (Linzhou University), are unlikely to appear in any dictionary. In these cases, their position-dependent information (prefix or suffix) would be quite helpful for the recognition. For example, most Chinese people’s names start with a common surname followed by one or two characters. Organization names usually begin with the name of a city or a country, and end with one of few words like “公司 (company)”, “大学 (university)”, and “医院 (hospital)”.

In this study, we propose a fragment-based approach to address the above problems, which combines features at different levels of granularity. Particularly, we explore the feasibility of extracting position-dependent features (including prefix, suffix, and infix) and integrating them into neural NER models in the form of their distributed representations. It has been proven to be fruitful to incorporate a lexicon (an external dictionary) for NER\[5, 15\], even though such word-level features are simply derived by string matching in a rigid, discrete manner. Constructing a lexicon by manually collecting gazetteer entries such as common person surnames and geographical terms is time-consuming and labor-intensive. Therefore, it is

**Training Instance:** 特朗普在夏威夷发了一条推特。
Trump (PER) posted a tweet in Hawaii (LOC).

**Training Instance:** 我在微软发了一条推特。
I posted a tweet in Microsoft (ORG).

**Training Instance:** 我在罗马发了一条推特。
I posted a tweet in Rome (LOC).

\[Fig.1. Illustrative instances demonstrate that the position-dependent features can benefit the NER task. For the instances involving “Microsoft” and “Rome”, the semantic information of the words alone is enough for the recognition because their word embeddings are close to those of their kinds. Conversely, lesser-known individuals such as “Wang Yi” or organizations like “Linzhou University” often encounter out-of-vocabulary issues. The position-dependent information (e.g., the prefix “Wang” or the suffix “University”) could be useful for the recognition.\]
worth exploring the possibility of deriving such features automatically.

The fragment-based approach conforms to the way how human beings recognize entity names. Given a fragment, a person’s attention will be drawn towards the content most relevant to his/her memory, which can be regarded as content-addressable retrieval, a concept borrowed from cognitive science to artificial intelligence. From the viewpoint of cognitive systems, a biological brain does not learn by a single and global optimization principle, but is modular and composed of distinct subsystems, such as memory and control, which can interact with each other.

Inspired by this finding from cognitive science, we propose a fragment-based model, called LEMON, which is augmented with a lexicon-based memory for Chinese NER. The model consists of three main sub-modules: a character encoder that imitates the process of scanning each character in an input sentence to capture the global semantics, a fragment encoder that simulates the procedure of reading a sub-sequence (such as words or fragments) in the sentence, and a memory that stores plenty of words that have ever seen. A ranking algorithm is used to determine whether a fragment is a valid name and which category it belongs to by taking its prefix, suffix, and infix features into account. Experimental results show that the proposed model achieved state-of-the-art results on four different benchmark datasets. The source code of LEMON can be downloaded from the GitHub website.

The remainder of this paper is organized as follows. Section 2 presents a brief overview of related work in NER. In Section 3, we introduce our fragment-based Chinese NER model augmented with a lexicon-based memory. Experimental results on four different benchmark datasets are reported in Section 4. The conclusion and future work are summarized in Section 5.

2 Related Work

The NER task has been a long-standing challenge for the natural language processing (NLP) community, and the problem of Chinese NER is far from being solved. We here focus on the work most related to this study and refer readers to two recent survey articles.

2.1 Local Detection Approach

A local detection approach was firstly proposed by Xu et al. for both mention detection and name entity classification tasks. Their model uses a fixed-sized ordinary forgetting encoding (FOFE) to represent all possible fragments in an input text. Our model differs from theirs in that we adopt a character encoder to capture the relationship between the fragments and their contexts to better provide global contextual features. Besides, the position-dependent features are introduced and used for each candidate name with the help of a lexicon-based memory.

2.2 Attention Mechanism

The attention mechanism was first proposed for machine translation, which learns an alignment between a source language and a target one by estimating their correlation. It also has been applied to NER tasks in several ways: integrating character-level information by attending to characters, capturing global contextual features by attending to different sentences in a document, and adopting an adaptive co-attention between texts and images. The memory network was first introduced for question answering. To the best of our knowledge, this study is among the first ones to incorporate word-level features via memory networks for named entity recognition.

3 Model

We describe the architecture of our proposed model in the following. As shown in Fig.2, LEMON mainly consists of three modules: a character encoder that maps each character into its feature vector, a fragment encoder which can transform any variable-length sub-sequence in an input sentence into a fixed-sized vector representation, and a lexicon memory that is designed to help disambiguate the word boundaries and deal with the out-of-vocabulary problem by providing the syntactic and semantic features for possible words appeared in any fragment.

3.1 Character Encoder

Given an input sentence \( S = s_{[1:n]} \) consisting of \( n \)
characters, each character \( s_i \in S_{[1:n]} (1 \leq i \leq n) \) is first mapped into its feature vector \( w_i \). It has been proven that the features derived from the results of word segmentation and part-of-speech (POS) tagging are useful for NER tasks\(^{[29, 30]} \), and thus we augment each character representation with its word-level and POS information in a “soft” way. As shown in Fig.3, the BMES scheme is used to represent the results of word segmentation\(^{[31]} \). In this scheme, each character will be assigned one of four possible boundary tags: “B” for a character located at the beginning of a word, “M” for that inside of a word, “E” for that at the end of a word, and “S” for a character that is a word by itself. Each character is also assigned a POS tag the same as that of the word to which it belongs. The feature vector of each character is obtained by concatenating the feature vectors from the three parts as follows:

\[
w_i = E_{\text{char}}^i \oplus E_{\text{seg}}^i \oplus E_{\text{pos}}^i;
\]

where \( E_{\text{char}}^i, E_{\text{seg}}^i, \) and \( E_{\text{pos}}^i \) are the feature vectors of the character, word boundary label and POS tag for the character at the \( i \)-th position respectively. The symbol \( \oplus \) is used to denote the concatenation operator for feature vectors. The character encoder is used to obtain the context-aware representation of each character in a given sentence \( s_{[1:n]} \):

\[
t_i = \text{ENCODER}_{\text{character}}(w_{[1:n]}),\]

where \( t_i \in \mathbb{R}^{d_i} \), and \( d_i \) is the size of the context-aware character feature vectors produced by the encoder. The character encoder could be implemented with various network architectures including bi-directional long short-term memory (LSTM)\(^{[32, 33]} \) and transformer\(^{[34]} \). In theory, the LSTMs can keep track of arbitrary long-term dependencies in the input sequences, and the transformers are able to capture the dependencies between different words with any distance in a text.

### 3.2 Fragment Encoder

The fragment encoder is used to produce a feature vector for each \( n \)-gram in an input sentence. Given a sequence of characters, \( T = t_{[i:j]} \in \mathbb{R}^{(j-i+1)\times d_i} \), where \( d_i \) is the dimensionality of the context-aware character representations, the fragment encoder learns to map the matrix \( T \) to a fixed-sized vector \( f_{[i:j]} \in \mathbb{R}^{d_f} \), where \( d_f \) is the dimensionality of fragment embeddings.

\[
f_{[i:j]} = \text{ENCODER}_{\text{fragment}}(t_{[i:j]}),
\]

where \([i:j]\) denotes a candidate fragment spanning from character \( i \) to \( j \).

Assuming that the maximum length of named entities is \( m \), for an input sentence consisting of \( n \) characters, the number of all possible fragments would be \( m \times (2n - m + 1)/2 \). The computational complexity of enumerating all the fragments is \( O(mn) \), which is quite time-consuming. We design a method by bi-directional recurrent neural networks (Bi-RNNs) to make use of the inherent recursive structures of the fragments, which greatly reduces the complexity. Note that the representations of shorter fragments can be used to generate those of longer ones, and thus all the possible fragments can be enumerated in \( O(n) \) time. Unfortunately, this efficient method cannot be applied when the fragment encoder is built on the transformer. If the transformer is applied, it requires \( O(mn) \) time to enumerate all the possible fragments.
The increase in the computational cost will greatly reduce the speed of training and inference. Therefore, we rule out the possibility of building the fragment encoder based on the transformer.

The fragment encoder also can be implemented with other network architectures. Xu et al.\cite{10.1007/978-3-319-23461-7_34} chose to use the Fixed-Sized Ordinary Forgetting Encoding (FOFE) to implement this encoder, which incorporates a forgetting gate to capture the positional information of characters or words\cite{10.1007/s10479-018-1659-8}. The bag-of-words method that simply averages the representations of words or characters has also been explored to build such a fragment encoder\cite{10.1007/978-3-319-23461-7_34,10.1007/978-3-319-23461-7_34}. We will report and compare the results achieved by the models implemented with different fragment encoders in Section 4.

3.3 Lexicon Memory

In the following, we describe how to automatically construct a lexicon from a large unlabeled dataset and how the constructed lexicon can be used to derive the word-level, position-dependent features by performing pattern matching operations (i.e., content-addressable retrieval) against a fragment over the lexicon in four different ways.

3.3.1 Lexicon Construction

The lexicon used in this study does not work as a simple gazetteer (i.e., a vocabulary consisting of known entity names), but it contains all the possible words extracted from a dataset, which allows us to leverage a large unlabeled dataset to obtain rich features about the words. Following Zhang and Yang\cite{10.1007/s10479-018-1659-8}, the lexicon is built by automatically segmenting the Chinese Gigaword dataset\cite{catalog.ldc.upenn.edu/LDC2011T13} and collecting the resulting words. The embeddings of the words in the lexicon are learned by the Word2Vec toolkit\cite{10.1007/s10479-018-1659-8} with the same dataset. Due to the ambiguity of Chinese word segmentation, there may exist multiple smaller parts of a word in the lexicon, which reflect different levels of granularity. For example, the named entity “财政部” (Ministry of Finance) contains four smaller parts: “财政” (public finance), “财” (finance), “政” (administration), and “部” (ministry). The words at the finer level of granularity, such as “部” (ministry), can provide finer and more valuable word-level features for the NER task.

3.3.2 Matching Mode

Given a fragment $s_{[i:j]}$, we perform the pattern matching against it over the constructed lexicon $V$. We define four types of matching modes as follows.

- **Exact Matching.** If there exists one word in the lexicon that is the same as the fragment, we call it an exact matching found for this fragment.
- **k-Prefix Matching.** If the first $k$ characters of a fragment are matched against a word, we call it $k$-prefix matching. For example, a fragment “xyz” matches “xy” in a 2-prefix matching mode. Such matching patterns provide informative features to recognize the named entities whose prefixes are usually chosen from a limited number of words, such as commonly-used Chinese surnames like “上官” (Shangguan) and “司马” (Sima).
- **k-Suffix Matching.** We call it $k$-suffix matching if the last $k$ characters of a fragment (i.e., “xyz”) is matched against a word (i.e., “yz”). These matching patterns are quite useful to recognize the entities whose names end with one of the certain words. For example, many locations and organizations share similar suffixes, such as “省” (Province) and “部” (Ministry).
- **Infix Matching.** If a word can be found in the middle of a fragment, it is an infix matching. Its role is slightly different from the above-mentioned modes, and such a matching serves as a hint that a fragment might contain a nested structure.

For the Chinese NER task, the first (or last) one and two characters are relatively more important than those in other positions. Therefore, we group the results of different types of matching into multiple buckets according to their importance. We define LEMON-$K$ in the way that for each distinct $k$, the feature derived from $k$-prefix (or $k$-suffix) matching is placed into a separate bucket if $k \leq K$, while the remaining features ($k > K$) are grouped into a single bucket. The value of $K$ is a hyper-parameter that needs to be tuned.

3.4 Attention over Lexicon Memory

The memory network\cite{10.1007/s10479-018-1659-8,10.1007/s10479-018-1659-8} is a natural choice to implement the concept of the content-addressable retrieval, and can be applied to extract the relevant features from a lexicon-based memory. Specifically, given a matching instance $m_{[l:e]}$, where $l$ denotes a
matched word in the lexicon, and $c$ denotes a mode in which it is matched, both of the matched word and the corresponding matching mode would be mapped into two feature vectors respectively. These two vectors are then concatenated to produce a memory unit as follows.

$$m_{(i,c)} = E_{I}^{\text{lex}} \oplus E_{c}^{\text{mod}},$$

where $E_{I}^{\text{lex}} \in \mathbb{R}^{n_{\text{lex}} \times d_{\text{lex}}}$, $n_{\text{lex}}$ is the size of the lexicon, $d_{\text{lex}}$ is the dimensionality of the vector space into which all the words in the lexicon are embedded, $E_{c}^{\text{mod}} \in \mathbb{R}^{n_{\text{mod}} \times d_{\text{mod}}}$, $n_{\text{mod}}$ is the number of the matching modes, and $d_{\text{mod}}$ is the dimensionality of the feature vectors used to represent different matching modes.

For a fragment $s_{[i:j]}$, we first find all of its matched words against the lexicon, then group them into multiple buckets in the way described in Subsection 3.3.2, and finally assemble them into a matrix $M \in \mathbb{R}^{n_{\text{lex}} \times d_{\text{lex}}}$. This matrix is a lexicon memory dynamically created for the fragment, where $d_{m} = d_{\text{lex}} + d_{\text{mod}}$ and $n_{m}$ is the number of matches founded. Given a fragment representation $f$ and its corresponding lexicon memory $M$, a scaled bi-linear attention is performed for $f$ over $M$ like [23, 34],

$$\text{attention}(f, M) = \text{softmax} \left( \frac{f W M^T}{\sqrt{d_m}} \right) M,$$

where $W \in \mathbb{R}^{d_{f} \times d_{m}}$ is a parameter matrix to be tuned, and $d_{f}$ is the size of fragment vector representations.

### 3.5 Classification and Decoding

#### 3.5.1 Loss Function

For a fragment (or a span), its vector representation $f$ and the result of the attention operation over the lexicon, namely $\text{attention}(f, M)$, are concatenated to produce the final representation $r_{[i:j]}$ for the fragment. This representation is then fed into a multi-layer feed-forward neural network to predict the type of entities. If a fragment does not belong to any entity, it would be labeled as “None”. We take a recently proposed focal loss as the training objective to mitigate the sample-imbalance problem [39].

$$\text{loss}(p_i) = -\alpha_i (1 - p_i)^\gamma \log(p_i),$$

where $p_i$ denotes the predicted probability of the true label, $\alpha_i$ is a parameter vector for the true label which will be tuned during the training process, and $\gamma$ is a hyper-parameter that governs the relative importance of the positive samples with the negative ones. If the values of $\alpha_i$ and $\gamma$ are both set to 1, the focal loss is reduced to the standard cross-entropy loss.

#### 3.5.2 Decoding Strategy

A decoding layer is stacked on top of the entity detector which helps to resolve the issue that some overlapped fragments might be all recognized as valid entities [14]. The following rules will be applied in the decoding process.

- A threshold $\rho$ is used to filter the recognition results. A fragment is identified as an entity if the model assigns the highest probability to this entity type and the probability is greater than $\rho$; otherwise, it will be recognized as “None”.
- If a recognized entity contains another candidate (nested) entity, only the outer entity will remain for further processing.
- If two identified entities overlap each other, only the one with the higher probability is considered.

We find that such a decoding strategy works well although it applies only three simple rules to filter out the candidates. This strategy also can be used to recognize the nested entities by removing the second rule.

### 4 Experiments

We conducted three sets of experiments. The goal of the first one is to test several variants for the different components (character and fragment encoders) on the development set of OntoNotes-4 [40] to gain some understanding of how the choice of architectures and features impacts the performance. The second set of experiments was run on four different benchmark datasets, and we report the results achieved by LEMON and other competitive models. In the third set, we investigated the effect of attention mechanism over the lexicon memory and how the choice of hyperparameters impacts on the performance. An ablation study was also conducted to assess whether the model can benefit from the introduced lexicon-based memory. The $F_1$-score was used to evaluate the performance, and this score is the harmonic mean of precision $P$ and recall $R$, which is defined as $2PR/(P + R)$.

#### 4.1 Experimental Settings

##### 4.1.1 Datasets

We evaluated our model on four different datasets
using the standard split of data: the OntoNotes-4\cite{40}, MSRA\cite{41}, Weibo NER\cite{29, 42}, and Resume\cite{12} datasets, widely used to evaluate the performance of NER models. The statistics of these four datasets are listed in Table 1. As mentioned in Subsection 3.1, each character should be assigned with a soft-word label and a POS tag. All the datasets were segmented and tagged by using the THULAC toolkit\cite{43}, which achieved about 88% of F1-score in the word segmentation on these datasets. For the OntoNotes-4 dataset, the gold segmentation results and part-of-speech tags are available, and we report the results both with and without gold segmentation and POS tags.

| Dataset       | #Train ($\times 10^3$) | #Dev ($\times 10^3$) | #Test ($\times 10^3$) | Domain       |
|---------------|------------------------|----------------------|-----------------------|--------------|
| OntoNotes-4\cite{40} | 15.7                   | 4.30                 | 4.30                  | News         |
| MSRA\cite{41}    | 46.4                   | --                   | 4.40                  | News         |
| Weibo NER\cite{29, 42} | 1.4                    | 0.27                 | 0.27                  | Social media |
| Resume\cite{12}  | 3.8                    | 0.46                 | 0.48                  | Resume       |

Note: "#Train", "#Dev", and "#Test" denote the sizes of training, development, and test datasets, respectively. -- means not available.

### 4.1.2 Training Details

The proposed model was implemented by using the PyTorch deep learning framework\cite{44}. All the experiments were run on a computer equipped with an Intel Xeon processor and eight NVIDIA TITAN-XP GPU cards. We tuned all the hyper-parameters on the development set of the OntoNotes-4 dataset. The sizes of word and character embeddings were both set to 50, and the sizes of soft-word and POS tag embeddings were both set to 25. We found in the preliminary experiments that it achieved a good trade-off between the training speed and performance when setting the dimensionality of character embeddings to 50. Moreover, Zhang and Yang\cite{12} (one of the strongest competitors) also set the size of character embeddings to 50. For a fair comparison, we also used the same method to initialize the character embeddings as theirs and pre-trained both the word and character embeddings on the Chinese Giga-word by the Word2Vec toolkit\cite{37}.

The Dropout mechanism was applied to the character encoder at the embedding layer with a drop rate of 0.3. All learned parameters were updated by the Adam Optimizer\cite{45}, and we chose to use a sparse version of the Adam Optimizer to update the pre-trained embeddings. The learning rate was set to $1.0 \times 10^{-5}$, and the weight decay to $1.0 \times 10^{-7}$. The weight decay was set to $1.0 \times 10^{-5}$ for the Weibo NER dataset because we found that a larger value may make the network hard to converge on this dataset.

### 4.2 Choice of Architectures and Features

We carried out a set of preliminary experiments on the development set of OntoNotes-4 to select the network architecture by trying several different components, and to gain some understanding of how the choice of features impacts the performance.

#### 4.2.1 Impact of Different Architectures

We tried several combinations of different character and fragment encoders to find a better solution for NER. Three different types of networks were tested as the character encoder, and we also tried three different architectures for the fragment encoder. A simple embedding layer serves as a baseline for the character encoder. Two popular sequence models of a transformer with six layers, eight heads, and the hidden size of 512, and a bi-directional LSTM with two layers and the hidden size of 256 were also evaluated. As to the fragment encoder, we tested three different implementations of Bag-of-Words (BOW), FOFE ($\alpha =0.5$)\cite{14}, and bi-directional LSTM. Xu et al.\cite{14} used an embedding layer as the character encoder and an FOFE as the fragment encoder, and they predicted the type of an n-gram candidate with the help of its left and right contexts. We also tried to integrate such contextual information for NER, but the results of preliminary experiments showed that its contribution to the performance is negligible.

The results of different combinations on the development set of OntoNotes-4 are shown in Table 2. A special string "--" denotes that the result is not available in that case. The performances of all models will drop about 4% in the F1-score if we used the results of word segmentation and POS-tagging automatically produced by the THULAC toolkit rather than their ground truth. It shows that the NER performance is significantly impacted by the results of the upstream tasks due to the error propagation. Unless otherwise specified, the used Bi-RNNs were all implemented by bi-directional LSTMs.

**Character Encoder.** Bi-RNN always outperforms other character encoders due to its ability in modelling long-term dependencies. The transformer per-
forms slightly better than the baseline although it achieved impressive results in the machine translation. In our model, the positional information is quite important to produce the features of each character, which are further processed to generate fragment-level representations for the prediction. Unlike Bi-RNNs, the transformer contains no recurrence, and “positional encodings” are added to the input embeddings, which makes it possible for the transformer to model the order of a sequence. However, experimental results show that the positional information provided by the positional embeddings is not sufficient enough to perform NER tasks, which partly explains why the character encoder based on Bi-RNN performs better than that based on the transformer. As stated by Devlin et al., another possible explanation is that the number of training sentences is not sufficient enough to match the model capacity of the transformer.

**Fragment Encoder.** Bi-RNN performs better than the other encoders, especially when the character encoder is not built based on the Bi-RNN. BOW performs inferior to others since it is unable to model the order information in a sequence, which is critical for the entity recognition. FOFE learns to produce a linear combination of the word representations in a subsequence, which is less flexible than Bi-RNN in the sequence modeling since the latter is capable of learning non-linear combinations over an entire sequence.

**Lexicon Memory.** The constructed lexicon memory greatly boosts the performance of any combination of components, with an average increase of about 5% in F1-score. It can be taken as strong empirical evidence that the introduced lexicon memory can significantly improve the models’ performance for the named entity recognition tasks.

### 4.2.2 Impact of Different Features

We also trained an LSTM-CRF model as a representative of traditional approaches for comparison by using an open-source neural sequence labeling toolkit, named NCRF[47]. The impact of different features is shown in Table 3. The experimental results demonstrated that the features derived from the results of word segmentation and POS-tagging make positive contributions to all the models no matter whether they are labeled by humans or produced by an automatic toolkit. Experimental results also showed that the results of word segmentation have a relatively little impact on the NCRF model. NCRF performs NER tasks by the sequence labeling while LEMON does the same tasks by classifying all the possible fragments into the pre-defined categories of named entities. When evaluating each possible fragment, the word boundary information is relatively more important for LEMON to decide whether it is a named entity and which category it belongs to.

As shown in Table 3, LEMON can still beat the LSTM-CRF model by about 5% in F1-score without using any word segmentation or part-of-speech information, which shows that the introduced lexicon memory indeed provides the valuable word-level, position-dependent features via the attention mechanism.

### 4.3 Results

LEMON-2 achieved state-of-the-art results on all the four NER datasets. The ending number “2” de-
notes how many distinct \( k \) values are used to group the features derived by the pattern matching against the lexicon (see Subsection 3.3.2). As shown in Table 4 and Table 5, LEMON outperforms the Lattice LSTM on both the MSRA and Resume NER datasets. Besides, our model also achieved the highest F1-score on the OntoNotes-4 dataset (see Table 6). Note that the Weibo NER data is extracted from the social media, which contains just 1.4k samples and is full of non-standard expressions. The problems of out-of-vocabulary (OOV) and word boundary ambiguity are more serious in this dataset than the others. As we can see from Table 7, LEMON still performs better than the other competitors by a fairly significant margin (at least 3% increase in F1-score).

We also conducted experiments on the same four datasets to see how far we could go by using a pre-trained BERT as the base model of the character encoder. As discussed in Subsection 3.2, if the fragment encoder is built on the transformer, it will greatly reduce the speed of training and inference, and thus we still used the Bi-RNN to implement the fragment encoder in this variant. If the pre-trained BERT is applied, the performance will increase by about 1.9% of F1-score on average across the four datasets.

Table 3. Results on the OntoNotes-4 Development Set Using Different Features

| Model       | Ground Truth | Automatically Labelled |
|-------------|--------------|------------------------|
|             | P (%) | R (%) | F1 (%) | P (%) | R (%) | F1 (%) |
| NCRF Char   | 66.37 | 60.21 | 63.14 | --    | --    | --     |
| NCRF Char + Seg | 70.58 | 69.96 | 70.27 | 70.77 | 63.33 | 66.85  |
| NCRF Char + Pos | 71.81 | 74.48 | 73.12 | 70.20 | 70.26 | 70.23  |
| NCRF Char + Seg + Pos | 75.63 | 72.35 | 73.08 | 72.88 | 68.18 | 70.45  |
| Without Lex Char | 67.60 | 55.03 | 60.67 | --    | --    | --     |
| Without Lex Char + Seg | 72.16 | 66.09 | 68.99 | 70.48 | 62.65 | 66.33  |
| Without Lex Char + Pos | 74.39 | 65.44 | 69.63 | 72.87 | 63.73 | 67.99  |
| Without Lex Char + Seg + Pos | 74.97 | 72.23 | 73.58 | 76.29 | 64.43 | 69.86  |
| Lex Char | 77.27 | 60.73 | 68.01 | --    | --    | --     |
| Lex Char + Seg | 78.40 | 70.75 | 74.38 | 76.11 | 64.63 | 69.91  |
| Lex Char + Pos | 77.71 | 72.35 | 74.93 | 77.46 | 66.89 | 71.79  |
| Lex Char + Seg + Pos | 78.70 | 74.95 | 76.78 | 76.41 | 68.61 | 72.30  |

Note: The best results are highlighted in bold fonts.

Table 4. Results on the MSRA Dataset

| Model       | P (%)   | R (%)   | F1 (%)  |
|-------------|---------|---------|---------|
| Chen et al.[48] | 91.22   | 81.71   | 86.20   |
| Zheng et al.[49] | 92.20   | 90.08   | 91.18   |
| Lu et al.[50] | --      | --      | 87.94   |
| Dong et al.[51] | 91.28   | 90.62   | 90.95   |
| Zhang and Yang[12] | 93.57   | 92.79   | 93.18   |
| LEMON       | 95.40   | 91.77   | 93.55   |

Note: The best results are highlighted in bold.

Table 5. Results on the Resume NER Dataset

| Model       | P (%)   | R (%)   | F1 (%)  |
|-------------|---------|---------|---------|
| Word†      | 93.72   | 93.44   | 93.58   |
| Char†      | 93.66   | 93.31   | 93.48   |
| Word + Char + BiChar† | 94.07 | 94.42 | 94.24 |
| Char + BiChar + Softword† | 94.53 | 94.29 | 94.41 |
| Zhang and Yang[12] | 94.81 | 94.11 | 94.46 |
| LEMON      | 95.59   | 94.07   | 94.82   |

Note: The models indicated with † are those in which the sequence labeling model (LSTM + CRF) was used. The best results are highlighted in bold.

Table 6. Results on the OntoNotes-4 Dataset

| Model       | P (%)   | R (%)   | F1 (%)  |
|-------------|---------|---------|---------|
| Wang et al.[52]† | 76.43   | 72.32   | 74.32   |
| Che et al.[53]† | 77.71   | 72.51   | 75.02   |
| Yang et al.[54]† | 72.98   | 80.15   | 76.40   |
| Zhang and Yang[12] | 76.35   | 71.56   | 73.88   |
| LEMON†     | 79.27   | 78.29   | 78.78   |
| LEMON      | 80.61   | 71.05   | 75.53   |

Note: The model with “†” are those in which the gold results of word segmentation were used. The best results are highlighted in bold.

Table 7. Results on the Weibo NER Dataset

| Model       | P (%)   | R (%)   | F1 (%)  |
|-------------|---------|---------|---------|
| Peng and Dredze[29] | --     | --      | 58.99   |
| He and Sun[54] | --     | --      | 58.23   |
| Zhang and Yang[12] | --     | --      | 58.79   |
| LEMON      | 70.86   | 55.42   | 62.19   |

Note: The best results are highlighted in bold.

---
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Specifically, it boosts the F1-scores to 94.31%, 95.76%, 79.26%, and 64.42% on the MSRA, Resume NER, OntoNotes-4, and Weibo NER datasets, respectively. Although it would be interesting to see whether other pre-trained language models, such as ERNIE\cite{55}, XLNet\cite{56}, and ELMo\cite{57}, and knowledge graph-enhanced variants like K-BERT\cite{58} can be integrated and used to further improve the NER performance in the proposed approach, in this study we would like to focus on how to incorporate a lexicon for NER using the memory network, and leave how to better integrate these pre-trained language representation models as future work.

4.4 Discussion

We also conducted some experiments on the Weibo NER dataset to investigate the effect of the attention mechanism over the lexicon memory, and how the choice of the threshold values and focal loss coefficients impacts the NER performance.

4.4.1 Attention over Lexicon Memory

A heap map (shown in Fig.4) illustrates which words will be given more weights computed by the attention scores over the lexicon memory. As shown in this heat map, our model can learn to assign more weights on the keywords of named entities, and the attentions are sharp for those words particularly informative for the NER task.

Taking the entities of “ORG” (organization) as examples, more weights are placed to the last two characters, such as “中心” (center), “政府” (government), “学校” (school), and “组织” (organization). It is in accordance with a common sense that the last characters are more important in identifying Chinese organization names. We also found a similar pattern when recognizing person names. For instance, some famous persons’ names, such as “蔡元培” (Yuanpei Cai), can be matched exactly and successfully recognized, while for the names of less well-known persons, the first character (i.e., surname) tends to be given more attention as we expected.

4.4.2 Coefficient of Focal Loss

We reported in Fig.5 the speeds of convergence (during the training process) versus different values of $\gamma$ used in the focal loss. If the value of $\gamma$ is set to zero, the focal loss will be reduced to the cross-entropy loss. When the cross-entropy loss is used, the model is still trapped at an extremely low performance even after 15 epochs, which indicates that such a loss is not good for the situation where a severe sample imbalance presents in the training set. Note that the NER models usually suffer from the sample imbalance because most candidates will be labeled as “None”. The model with the focal loss converges relatively faster because this loss will adaptively assign different update rates to misclassified samples according to how hard they are recognized. Although the model trained with focal loss did not outperform that with cross-entropy, the used focal loss does help to speed up the training process.

4.4.3 Decoding Threshold

We reported in Fig.6 the F1-scores under different settings of LEMON on the development set of the
Weibo NER dataset. LEMON-2 generally performs better than LEMON-0 and LEMON-1 because the features derived from the 1-prefix, 2-prefix, 1-suffix and 2-suffix matches are all useful for NER and they cannot be mixed into a single bucket as we described in Subsection 3.3.2.

We found that the value of the threshold $\gamma$ should be in the range of $[0.2, 0.3]$. As shown in Fig.6, if the value of $\gamma$ is greater than or equal to 2, the performance will be more sensitive to the values of the threshold $\gamma$. If $\gamma$ is less than 0.3 and $\gamma$ is set to 3 the performance will drop dramatically. One reasonable explanation is that the focal loss tends to update the parameters too aggressively by a larger learning step for the samples that are hard to be recognized, especially when the probabilities assigned to these samples are pretty low.

Fig.5. F1-scores versus different training epochs.

Fig.6. F1-scores versus different values of $\gamma$ (the decoding threshold). The horizontal line represents the results yielded by the models without the decoding step.
4.5 Ablation Study

We report in Table 8 the recall of out-of-vocabulary (OOV) achieved by LEMON in different situations where the results of word segmentation may be correct or incorrect and the lexicon could be used or not on the test set of OntoNotes-4. From these numbers, we can understand how the results of word segmentation and the presence of lexicon-based memory impact the performance of LEMON. The OOV recall rates are listed separately for different categories of named entities including “Organization”, “Location”, “Person”, “GPE” (geographic entity), and “None”.

| Category   | Segmentation | Lexicon | R (%) |
|------------|--------------|---------|-------|
| Organization | Incorrect   | w/o     | 48.7  |
|             | Correct      | w/o     | 65.8  |
|             | Correct      | with    | 67.1  |
| Location    | Incorrect   | w/o     | 14.8  |
|             | Correct      | w/o     | 14.3  |
|             | Correct      | with    | 29.7  |
| Person      | Incorrect   | w/o     | 69.6  |
|             | Correct      | w/o     | 89.3  |
|             | Correct      | with    | 93.1  |
| GPE         | Incorrect   | w/o     | 38.5  |
|             | Correct      | w/o     | 47.8  |
|             | Correct      | with    | 87.4  |
| None        | Incorrect   | w/o     | 47.9  |
|             | Correct      | w/o     | 68.9  |
|             | Correct      | with    | 81.0  |

Note: We report in this table the recall of out-of-vocabulary in different situations where the results of word segmentation are correct or incorrect and the lexicon could be used (“with”) or not (“w/o”). The best results are highlighted in bold.

The overall recall has increased from 85.25% to 87.62% after the lexicon-based memory is incorporated. Taking the categories of “GPE” and “Person” as examples, the OOV recall of “GPE” increases from 47.8% to 87.4%, and that of “Person” increases from 89.3% to 93.1%. It can be seen from Table 8 that correct word segmentation results help to improve the OOV recall generally, but a slight drop is observed for the “Location” category even though the gold word segmentation results are used. However, when the lexicon is used, the OOV recall for the “Location” category increases by about 15%.

Although we found that it boosts the performance for all the categories by making use of the lexicon-based memory and word segmentation results, the OOV recall for the “Location” category is still dissatisfied. One possible explanation is that this category is easily confused with the other categories. For example, “Russia” and “Britain” belong to the “GPE” category while “Europe”, “Middle East”, and “East Village” are included in the “Location” category in the training set.

5 Conclusions

In this study, we proposed LEMON, a fragment-based model enhanced by a lexicon-based memory for the Chinese named entity recognition task. The lexicon-based memory is introduced to derive position-dependent features, such as prefix and suffix, for each possible fragment in an input sentence, and such position-dependent features have been empirically proven to be effective in dealing with the out-of-vocabulary words. The experimental results demonstrated that the model leveraging the position-dependent features produced by the lexicon-based memory achieved state-of-the-art performance with an increase in the F1-score up to 3.2% over the baseline models on four different NER datasets.

It would be interesting to see whether existing pre-trained language models, such as ERNIE[55], XLNet[56], and ELMo[57], and knowledge graph enhanced variants like K-BERT[58], can be integrated and used to further improve the NER performance in the proposed approach. Although we tested several configurations in which a pre-trained BERT was taken as the base model for the character encoder, in this study we would like to focus on how to incorporate a lexicon for NER via the memory network in a “soft” manner. We believe that this work is a complement to those of pre-trained language representations, and leave searching for the optimal combination as future work.
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