An Elevation Ambiguity Resolution Method Based on Segmentation and Reorganization of TomoSAR Point Cloud in 3D Mountain Reconstruction

Xiaowan Li 1,2, Fubo Zhang 1, Yanlei Li 1,* , Qichang Guo 1, Yangliang Wan 1, Xiangxi Bu 1, Yunlong Liu 1 and Xingdong Liang 1

1 National Key Laboratory of Microwave Imaging Technology, Aerospace Information Research Institute, Chinese Academy of Sciences, Beijing 100190, China; lixiaowan17@mails.ucas.ac.cn (X.L.); zhangfb@aircas.ac.cn (F.Z.); guoqc@aircas.ac.cn (Q.G.); ylwan@mail.ie.ac.cn (Y.W.); buxx@aircas.ac.cn (X.B.); liuyl003299@aircas.ac.cn (Y.L.); xdliang@mail.ie.ac.cn (X.L.)

2 School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of Sciences, Beijing 100094, China

* Correspondence: liyl002954@aircas.ac.cn

Abstract: Tomographic Synthetic Aperture Radar (TomoSAR) is a breakthrough of the traditional SAR, which has the three-dimensional (3D) observation ability of layover scenes such as buildings and high mountains. As an advanced system, the airborne array TomoSAR can effectively avoid temporal de-correlation caused by long revisit time, which has great application in high-precision mountain surveying and mapping. The 3D reconstruction using TomoSAR has mainly focused on low targets, while there are few literatures on 3D mountain reconstruction. Due to the layover phenomenon, surveying in high mountain areas remains a difficult task. Consequently, it is meaningful to carry out the research on 3D mountain reconstruction using the airborne array TomoSAR. However, the original TomoSAR mountain point cloud faces the problem of elevation ambiguity. Furthermore, for mountains with complex terrain, the points located in different elevation periods may intersect. This phenomenon increases the difficulty of solving the problem. In this paper, a novel elevation ambiguity resolution method is proposed. First, Density-Based Spatial Clustering of Applications with Noise (DBSCAN) and Gaussian Mixture Model (GMM) are combined for point cloud segmentation. The former ensures coarse segmentation based on density, and the latter allows fine segmentation of the abnormal categories caused by intersection. Subsequently, the segmentation results are reorganized in the elevation direction to reconstruct all possible point clouds. Finally, the real point cloud can be extracted automatically under the constraints of the boundary and elevation continuity. The performance of the proposed method is demonstrated by simulations and experiments. Based on the airborne array TomoSAR experiment in Leshan City, Sichuan Province, China in 2019, the 3D model of the surveyed mountain is presented. Moreover, three kinds of external data are applied to fully verify the validity of this method.
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1. Introduction

Tomographic Synthetic Aperture Radar (TomoSAR) achieves the elevation resolution of layover targets through multi-angle observation of the same observation scene. TomoSAR has become an advanced data collection tool for three-dimensional (3D) applications such as topographic surveying, urban surveillance, biomass estimation, cultural heritage assets, and monitoring of slow-moving landslides [1–5].

In 1995, the TomoSAR 3D imaging technology was demonstrated for the first time, which was of great significance in promoting the development of TomoSAR [6]. In 2006, Fornaro et al. provided the first validation of spaceborne long-term SAR tomography. Specially, the 3D imaging results from European Remote Sensing 1 and 2 (ERS-1 and ERS-2)
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Of the urban area of Napoli were presented [7]. Later, the high-resolution spaceborne SAR systems such as TerraSAR-X [8] and Cosmo-Skymed [9] were launched. With the acquisition of high-resolution TomoSAR data, there are many achievements regarding TomoSAR 3D reconstruction. TomoSAR 3D reconstruction mainly consists of two steps, including point cloud generation and point cloud processing. For the former, the mainstream methods are based on Compressive Sensing (CS). For the latter, the method of the human-made buildings has been hot research. Initially, most of methods based on the hypothesis of polyhedral building structure were demonstrated [10–12]. Considering the more complex buildings containing curved structures, methods for curved structures are required. Zhu et al. proposed a method suitable for the buildings with rectangular footprints and curved footprints [13]. In this method, the façade points are clustered into individual facades by K-means, and then the segmented plane or curved surface are further modeled and merged. Subsequently, Shahzad et al. proposed a robust reconstruction method for larger areas [14]. In this method, three-step automatic clustering (TSAC) is proposed to segment the building facades [15]. This method integrates the advantages of Density-Based Spatial Clustering of Applications with Noise (DBSCAN) and Mean Shift (MS).

Although the TomoSAR technologies have been well developed, there are several shortcomings in the spaceborne TomoSAR. First, due to the long revisit time, the spaceborne TomoSAR suffers from the problem of temporal decorrelation, especially for mountains with many distributed targets [16]. Second, the satellites only work on the ascending and descending orbits, which is not conducive to adjusting the observation trajectory [13]. Third, the spaceborne TomoSAR is inflexible and cannot respond quickly to the observation needs of a specific region. The airborne array TomoSAR can well address these problems by arranging the antenna array in the cross-track direction. The array TomoSAR system allows the acquisition of high-precision data for 3D mountain reconstruction [17,18]. The National Key Laboratory of Microwave Imaging Technology, Aerospace Information Research Institute, Chinese Academy of Sciences (AIRCAS), has developed the first airborne array TomoSAR system in China. In 2015 and 2019, two experiments based on this system were successfully conducted over both urban areas and mountain areas. Furthermore, a series of TomoSAR point cloud processing methods have been proposed and validated by the airborne array TomoSAR data. In 2017, Gaussian Mixture Model (GMM) was applied for TomoSAR 3D point cloud processing [19]. The GMM fully considers the distribution feature, and allows classification based on probability [20]. In 2019, Zhou et al. proposed an automatic method using neural networks to regularize the 3D building structures [21]. In 2020, Jiao et al. demonstrated the 3D reconstruction framework of buildings [22]. Moreover, driven by this advanced single-pass mode, the multiple scattering of TomoSAR building point cloud has been interpreted and applied to high precision 3D reconstruction [23,24]. However, there are few literatures on TomoSAR 3D mountain reconstruction. The 3D mountain model is relevant in many fields, such as global mapping, disaster assessment, and disaster relief. Due to the layover phenomenon, mapping in high mountain areas remains a difficult task. Motivated by these chances and needs, 3D mountain reconstruction based on the airborne array TomoSAR is meaningful. The mountain point cloud can be obtained by referring to the mainstream CS-based methods. When the elevation span of the scene is larger than the ambiguous elevation of the TomoSAR system, the restricted isometry property (RIP) criterion is not satisfied. The original point cloud is aliased in the elevation direction [25]. For low targets such as buildings, the elevation span of the scene can be known in advance. Therefore, the problem of elevation ambiguity can be solved by encrypting the baseline at the system level [26]. Notwithstanding, the mountainous terrain is highly undulating. It is difficult to know the elevation span in advance. It is a challenge to solve the problem of elevation ambiguity at the system level. In addition, there is a trade-off between the ambiguous elevation and the elevation resolution. Even if the ambiguous elevation meets the requirements that no elevation ambiguity occurs in the original point cloud, the elevation resolution may be reduced. Limited by the system
parameters and the characteristics of the scene, the TomoSAR mountain point cloud has the problem of elevation ambiguity.

Due to elevation ambiguity, none of the existing TomoSAR point cloud processing methods can be directly applied to TomoSAR mountain point cloud processing. To overcome the problem, an elevation ambiguity resolution method is proposed in this paper. The main purpose of elevation ambiguity resolution is to move the points to the correct elevation position. Obviously, it is not optimal to estimate the elevation ambiguity number point by point. Inspired by the processing methods of buildings, segmentation can improve the efficiency of elevation ambiguity resolution by converting the point processing to category processing. Consequently, segmentation and reorganization are the two steps of the proposed method. Notably, due to the common influence of elevation ambiguity and layover, the original point cloud may be corrupted by intersection, which will increase the difficulty of segmentation. In the first step, the difficulty of segmentation can be well addressed by using DBSCAN and GMM jointly. In the reorganization step, the segmentation results are rearranged in the elevation direction by elevation extension and combination, and the real point cloud is further automatically extracted by geometric constraints. The main contributions are as follows:

1. A robust segmentation method combing DBSCAN and GMM is proposed. Compared with the traditional segmentation methods, the proposed method provides better segmentation of the TomoSAR mountain point cloud with intersection.

2. Motivated by segmentation, an ingenious reorganization method is given. Through elevation extension and combination, reorganization allows to construct all possible results of elevation ambiguity resolution instead of estimating the elevation ambiguity number point by point.

3. By analyzing the distribution law of TomoSAR point cloud, geometric constraints are given to ensure the automatic extraction of the real point cloud. If geometric constraints are not used, the processor needs to interpret and judge one by one from all the reorganization results.

This paper is organized as follows. Section 2 briefly introduces our airborne array TomoSAR system. Section 3 analyzes the difficulties in solving the elevation ambiguity problem. Furthermore, the distribution law of TomoSAR point cloud is demonstrated. In Section 4, the proposed method for elevation ambiguity resolution is introduced in detail. In Section 5, the processing results for both simulated data and real data are presented and quantitatively analyzed. As a comparison, the results of traditional methods are given. Besides, the 3D reconstruction results of airborne array TomoSAR are evaluated in detail on three kinds of external data, i.e., the optical image, AW3D30 DSM, and 1:10,000 DEM. Conclusions are given in Section 6.

2. Array TomoSAR System

Because of the problem of temporal decorrelation caused by long revisit time, the traditional TomoSAR systems with repeat-pass cannot obtain a well-focused point cloud in the elevation direction, especially for mountains. The first domestic airborne array TomoSAR system is established by AIRCAS. With the application of multiple input multiple output technology, this system allows multi-angle data acquisition in a single flight by adding antennas in the cross-track direction. The rigid antenna array with a weight of 150 kg is used to ensure the stability of the baseline. Besides, a millimeter-level high-precision calibration system is adopted to record the actual route position, which provides a foundation for motion compensation and image registration. The system combines the advantages of elevation solution and high-precision coherent measurement, filling the gap of TomoSAR system in the field of 3D mountain reconstruction.

In 2019, our team conducted a flight experiment in Huangniba mountain area, Leshan, China. The 3D observation geometry of the airborne array TomoSAR is shown in Figure 1. There are two cylindrical coordinate systems, i.e., the radar coordinate system \((a, r, s)\) and the geodetic coordinate system \((x, y, z)\). Axes \(a\), \(r\), and \(s\) indicate the azimuth direction,
the range direction, and the elevation direction in turn, and they are orthogonal to each other. Similarly, axes \( x, y, \) and \( z \) indicate the azimuth direction, the ground direction, and the height direction in turn, and they are orthogonal to each other. The antenna array is mounted on the lower abdomen of the aircraft. The system operates at X-band and adopts the right-side view mode observing from west to east. The aircraft flies at an altitude height of 3.5 km. The antenna width in the azimuth direction is 0.24 m, and the signal bandwidth is 500 MHz, which ensures that the azimuth resolution and range resolution are 0.12 m and 0.3 m, respectively. The baseline interval is 0.2 m. The detailed information of the system parameters is listed in Table 1.

![Figure 1. The 3D observation geometry of the airborne array TomoSAR.](image)

Table 1. Main system parameters.

| Parameter                          | Symbol | Value  |
|------------------------------------|--------|--------|
| Center frequency                   | \( f_c \) | 10 GHz |
| Bandwidth                          | \( B_w \) | 500 MHz|
| Maximum baseline length            | \( B \)  | 2 m    |
| Baseline interval                  | \( b \)  | 0.2 m  |
| Horizontal inclination of baseline | \( \beta \) | 0 deg  |
| Flight height                      | \( H \)  | 3.5 km |
| Central incidence angle            | \( \theta_c \) | 35 deg |

The function of the TomoSAR system ambiguous elevation [27] is given by:

\[
\Delta_h = \frac{\lambda(H-z)}{2bcos(\theta-\beta)cos\theta}
\]

where \( \lambda \) is the wavelength.

Referring to the flight experiments, let the incidence angle \( \theta \) vary from 20\(^\circ\) to 50\(^\circ\) and the scene height vary from 600 m to 1200 m. The ambiguous elevation map of our system is shown in Figure 2. It can be seen that the ambiguous elevation of the TomoSAR system is determined by the incidence angle and the height of the observation scene. For the test parameter setting, the maximum ambiguous elevation is 352 m, which is smaller than the scene span. This reveals that the original point cloud will be corrupted by elevation ambiguity.
Figure 2. Ambiguous elevation as a function of the incidence angle and the height of scene.

The process of 3D mountain reconstruction using the airborne array TomoSAR is shown in Figure 3. It can be seen that elevation ambiguity resolution is a necessary step for TomoSAR 3D mountain reconstruction. In the following sections, the distribution law of TomoSAR point cloud will be discussed. Furthermore, the proposed elevation ambiguity resolution method and the experimental results will be introduced in detail.

Figure 3. The process of 3D mountain reconstruction using the airborne array TomoSAR.

3. Distribution Law of TomoSAR Point Cloud

In this section, the geometric distortion caused by TomoSAR side-view observation is first illustrated. Then, the CS-based layover solution is given. Furthermore, the cause of the elevation ambiguity problem, as well as the problems of intersection and hole in the original point cloud are explained. At last, the distribution law of TomoSAR point cloud is summarized.

3.1. Geometric Distortion

Radar exploits the time required for the electromagnetic wave to go back and forth to the target to measure the range. Under the far-field assumption, the electromagnetic wave can be regarded as a plane wave. For flat ground, the range increases with the ground
range. There is only one echo of the scattering center in an azimuth-range unit. However, for uneven surfaces, geometric distortion may occur.

There are three kinds of geometric distortion in SAR images, including foreshortening, layover, and shadowing [28]. The schematic of geometric distortion is shown in sequence in Figure 4, where S indicates the location of radar sensor, θ indicates the incidence angle, and the red solid line indicates the imaging plane of the observed scene. Foreshortening means that the length of the range displayed on the SAR image is shorter than its real length. As shown in Figure 4a, when the front slope (ab: along the projection direction of the SAR beam) is less than the incidence angle θ or the back slope (bc: opposite to the projection direction of the SAR beam) is less than π/2 − θ, foreshortening occurs. In this case, the front slope shrinks more severely than the back slope. As shown in Figure 4b, layover refers to the phenomenon that the range of the top is smaller than the range of the bottom on the SAR image. This is mainly because the front slope is greater than the incidence angle. In this case, the incident wave first reaches the top and then reaches the bottom. On the imaging plane, b′ and a′ are the starting and ending range of a layover region, respectively. As a result, multiple targets with different elevations fall in one azimuth-range unit. Moreover, the electromagnetic wave propagates in a straight line. As shown in Figure 4c, when θ + α ≥ π/2, there is a section of terrain (bcd) behind the front slope that the radar beam cannot reach, and there will be no radar echo. In this case, there is a dark area in the corresponding position of the image (b′d′), i.e., shadowing occurs.

![Figure 4](image_url)

Figure 4. Schematic of geometric distortion. (a) Forshortening. (b) Layover. (c) Shadowing.

### 3.2. Compressive Sensing-Based Layover Solution

TomoSAR can extend the 2D SAR image to the third elevation dimension through multi-angle observation. The observation geometry on the ground-height plane of the airborne array TomoSAR is shown in Figure 5, where the terrain marked as dark red can be illuminated, and the terrain marked as black indicates the shadowing area. Moreover, the three targets P2, P3 and P4 are layover in an azimuth-range unit. To rebuild them, the pixel value of the complex image can be expressed in the form of superposition of multiple frequency component signals [29]:

\[
u(x, r, s_k') = \int_{-S_T/2}^{+S_T/2} \gamma(x, r, s)e^{-j\frac{4\pi}{\lambda} R(s_k', s)} ds (2)\]

where −ST/2 ≤ s_k ≤ ST/2, ST is the overall baseline length, S1 is the elevation span of the illuminated layover terrain, γ is the 3D scattering coefficient.

Under far-field approximation, the range function can be expanded in the Taylor series as follows:

\[
R(s_k', s) \approx R_0 + kb_{//} + (s_k' - s)^2 / (2R_0) (3)
\]
Discarding $R_0$, (2) can be written as:

$$\tilde{u}(s'_k) \approx \int_{-S_T/2}^{+S_T/2} \tilde{\gamma}(s)e^{-j\frac{4\pi}{\lambda} s'^2} ds, \quad -S_T/2 \leq s'_k \leq S_T/2$$

where

$$\tilde{u}(s'_k) = u(s'_k)e^{-j\frac{4\pi}{\lambda} R_0 s'^2}$$

$$\tilde{\gamma}(s) = \gamma(s)e^{-j\frac{2\pi}{\lambda} R_0 s'^2}$$

Note that the elevation $s$ and the antenna $s'_k$ constitute a Fourier pair. Thus, $\tilde{\gamma}(s)$ can be estimated through an inverse Fourier transform operator. However, this operation requires the baseline to be evenly distributed. Moreover, the Nyquist sampling theorem illustrates that the elevation resolution of the limited number of baselines is limited. Compressed sensing theory can break through the above limitations. If $\tilde{\gamma}(s)$ can be expressed by the sparsity basis $\{\psi_i(s)\}$, (4) can be written as:

$$\tilde{u} = \Phi \Psi \alpha$$

where $\alpha = [\alpha_{-(N-1)/2}, \ldots, \alpha_{(N-1)/2}]^T$ is the column vector with K-nonzero elements, $\Psi = [\psi_{-(N-1)/2}, \ldots, \psi_{(N-1)/2}]$ is the sparsity basis matrix, that is usually expressed as identity matrix, and $N$ is the discrete number in a $2\pi$ period.

The generic element of the measurement matrix $\Phi$ is defined as:

$$\Phi_{kh} = \frac{1}{\sqrt{N}}e^{-j\frac{2\pi k h}{N}}$$

where $k = 1, \ldots, M, h = 1, \ldots, N$.

If the signal is K sparse in elevation, and the measurement matrix $\Phi$ satisfies the RIP, the optimal solution of K non-zero coefficients can be obtained through M measured values. The layover solution can be acquired by solving an $\ell_1$-norm minimization problem:

$$\hat{\alpha} = \arg\min_{\alpha} \|\alpha\|_1 \quad \text{subject to} \quad \tilde{u} = \Phi \Psi \alpha$$

3.3. Cause of Elevation Ambiguity

Generally, the flat-earth phase between channels is compensated before the generation of point cloud. Therefore, the elevation of ground is zero, and the elevation of the targets on the ground is the relative elevation to the ground. Thus, the original point cloud of regular
buildings is distributed in a Z shape [24]. However, for the mountain area with undulating terrain, the elevation of the original point cloud no longer increases monotonically with the ground.

In fact, the phase difference between two adjacent channels ($\phi_0 = -\frac{j2\pi}{\lambda}b_{//}$) is a variable related to the incidence angle. That is because the horizontal baseline between the adjacent channels can be expressed as:

$$b_{//} = \frac{2Nb_{//}}{\lambda} \sin(\theta - \beta)$$

(9)

where $\beta$ is the horizontal angle of the baseline $b$.

If the flat-earth phase compensation is not done, then the elevation of targets can be expressed as

$$h = \frac{2Nb_{//}}{\lambda} \sin(\theta - \beta)$$

(10)

Discarding the constant variable $\beta$, the above formula can be written as:

$$h = \frac{2Nb_{//}}{\lambda} \sin\theta$$

(11)

Thus, there is a positive correlation relationship between the elevation and the incidence angle. This relationship is called positive correlation constraint in the following. Although the terrain is undulating, the elevation of the point cloud will monotonically increase with the ground.

For the mountain scene shown in Figure 5, the elevation span is $S_T = \frac{2Nb_{//}}{\lambda} (\sin\theta_8 - \sin\theta_1)$, where $\theta_1$ is the incidence angle of $P_1$, and $\theta_8$ is the incidence angle of $P_8$. Based on the spectral estimation, the estimated elevation of the target with the true elevation value $h_t$ ($h_t > N$) is:

$$h = h_t - dN, h = 1, \ldots, N, d \in Z$$

(12)

where $d$ is the number of elevation ambiguity. When the scene span is greater than the ambiguous elevation of the system, $d$ is not equal to zero. As a result, the points outside the elevation period will be aliased in the elevation direction.

The schematic diagram of the elevation ambiguity of layover targets is illustrated in Figure 6. Assuming that $P_3$ is located at the origin of the coordinates, i.e., the elevation value of $P_3$ is zero. Because of elevation ambiguity, only the point $P_3$ in the main period can be correctly sampled, and the points $P_2$ and $P_4$ outside the main period are aliased. The elevation value of $P_2$ is shifted upward for one period, corresponding to $P'_2$. Furthermore, the elevation value of $P_4$ is shifted downward for one period, corresponding to $P'_4$. Besides, the elevation difference between $P_3$ and $P_4$ is an integer multiple of the ambiguous elevation. In the original point cloud, $P_3$ and $P'_4$ will intersect at one point.

Figure 6. The schematic diagram of the elevation ambiguity of layover targets.
3.4. Distribution Law of TomoSAR Point Cloud

Considering the positive correlation constraint and the illumination geometric con-
straint [30], the real point cloud distribution law is summarized as follows:

1. The real point cloud satisfies the boundary constraint in the elevation direction. There
is a monotonic increasing relationship between the elevation and ground. Therefore,
the elevation values of the points without elevation ambiguity are all within the upper
and lower elevation boundaries. As shown in Figure 5, the incidence angle of points
$P_1$ to $P_5$ increases with the ground. According to (11), the elevation values of points
$P_1$ to $P_5$ increase with the ground. Using the reduction to absurdity, if the elevation
value does not increase with the ground distance, $P_6$ will be illuminated. Since $P_6$ is
located in the shadow area, it cannot be illuminated;

2. The real point cloud satisfies the elevation continuity constraint. If there is no shad-
owing, the elevation continuously increases. Otherwise, holes will be included in
the point cloud. However, the near end and the far end of the hole area have equal
elevation values. As shown in Figure 5, there is a shadowing between $P_5$ and $P_7$. The
incidence angles of points $P_5$ and $P_7$ are the same. In the same way, the elevation
values of points $P_5$ and $P_7$ are the same. Thus, the elevation continuity of the real
point cloud is always satisfied.

The distribution law of the original point cloud with elevation ambiguity is summa-
rized as follows:

1. The elevation difference between the real target and the ambiguity target is an integer
multiple of the discrete numbers in an elevation period;
2. The layover points whose elevation difference is an integer multiple of the discrete
number will intersect;
3. For the points in the same period, the elevation is increasing, and the elevation
ambiguity number is equal;
4. The elevation values of the points at the near end and the far end of the hole area are
continuous.

In summary, the TomoSAR mountain point cloud is affected by geometric distortion
and elevation ambiguity. The former is an inherent problem of side-viewing TomoSAR.
The latter appears when the elevation span of the illuminated scene is greater than the
ambiguous elevation of the TomoSAR system. The intersection is caused by elevation ambi-
guity and terrain layover. Based on the positive correlation constraint and the illumination
geometric constraint, the real point cloud satisfies the boundary constraint and elevation
continuity constraint. It is worth emphasizing that the two constrains are not impacted by
holes caused by shadowing.

4. The Segmentation and Reorganization-Based Method

In this section, the proposed elevation ambiguity resolution method based on segmen-
tation and reorganization of TomoSAR point cloud is introduced in detail. The workflow
of the proposed method is shown in Figure 7.

4.1. Segmentation

The purpose of segmentation is to cluster the points with the same elevation ambiguity
number into one category. Segmentation allows the dimensionality reduction from point
to category. This idea cannot only improve the efficiency, but also increase the accuracy
of the results from a statistical perspective. Considering the outliers and the intersection,
the segmentation method combining DBSCAN and GMM is proposed.

First, DBSCAN is performed for all points. Considering the high anisotropy of the
positioning error of TomoSAR points, vortex instead of sphere is adopted to determine
the neighborhood. By setting the size of vortex and the minimum number of points to
be involved in the vortex, the points are divided into three types: core points, boundary
points, and outliers. All core points or boundary points connected in density will be
clustered into one category. Figure 8a describes DBSCAN, where the voxels are simplified into rectangular windows. The length in the azimuth direction, the width in the range direction, and the height in the elevation direction are marked as $awin$, $rwin$ and $hwin$, respectively. The minimum number of points is marked as $Minpts$. Points $p_a$ and $p_b$ are density connected to each other since there is a chain of points between them.

![The original point cloud](image)

**Figure 7.** The workflow of the proposed elevation ambition resolution method.

![Illustration of (a) DBSCAN, and (b) GMM](image)

**Figure 8.** Illustration of (a) DBSCAN, and (b) GMM.

Then, denoising is performed. After DBSCAN, the category information is added to the points, and the outliers are marked by a prior label. Meanwhile, some points that are not considered as outliers but do not conform to the terrain trend can be grouped into categories different from that of targets. By setting the removal label, the unwanted points can be removed.

DBSCAN is damaged by intersection. As a result, the points from different elevation periods but connected in density will be clustered into one category, i.e., abnormal category. It is impossible to obtain the correct result by performing the same elevation shift on the abnormal category. When the abnormal category appears in the segmentation result, the second GMM-based clustering will be executed. As shown in Figure 8b, the distribution model of the points is assumed to be a linear combination of $K$-single Gaussian models. The
clustering algorithm based on the distribution model can describe complex spatial shapes. In fact, the abnormal points belong to different elevation periods corresponding to different terrain. That is to say, the abnormal categories can be divided into categories satisfying different distributions by GMM. In this paper, the 2D position information of the range and the elevation is used as the input feature vector. The Bayesian Information Criterion (BIC) is used to estimate the optimal number of category [31]. Meanwhile, the Expectation Maximum (EM) algorithm is used to determine the coefficients of the GMM [32].

Finally, the two-step clustering results will be merged to acquire the segmentation result.

4.2. Reorganization

The purpose of reorganization is to automatically move the points to the correct elevation position. First, the segmentation result is extended in the elevation direction. To elaborate, the segmentation result will be copied on \( N_{am} \) adjacent elevation periods. \( N_{am} \) is the elevation span of the processing slice, which is equal to the rounding up of the ratio of the elevation span to the elevation ambiguity of the TomoSAR system. Elevation extension ensures that all points are moved to the correct elevation period. However, the downside is that all points will also be moved to the error periods, and the categories are independent.

Then, a combination is performed for all the categories obtained from elevation extension. The combination ensures that each basic event contains all categories, but the same category does not repeat. Suppose that the number of categories after segmentation is \( N_c \). The total number of basic events is \( N_{am} N_c \). Among them, one and only one basic event represents the real point cloud distribution, which is called the optimal basic event in the following.

Finally, the basic events that do not satisfy the boundary constraint and the elevation continuity constraint are eliminated. Performing boundary constraint, the basic events whose all points are within the elevation boundary are retained. These boundary values are obtained by specifying the start category and the end category. Because some interference events also comply with boundary constraint, elevation continuity constraint is further applied. According to the spatial continuity, the real point cloud without terrain occlusion is continuous on the ground-elevation plane. Although the continuity may be corrupted by shadowing, the near-end and the far-end of holes are continuous in the elevation direction. Therefore, the elevation continuity is effective even for the complex terrain with shadowing. Considering the impact of missed detection, the maximum elevation difference of the optimal basic event is the smallest of all basic events.

Here, the advantages of geometric constraints are explained. As mentioned above, the total number of basic events depends on the elevation ambiguity number and the number of segmentation categories. The former is an inherent parameter jointly determined by the system ambiguous elevation and the observation scene elevation span. The latter cannot exceed the lower limit, that is, the optimal number of segmentation categories is equal to the elevation ambiguity number. So, the total number of basic events is greater than one. If geometric constraints are not used, the processor needs to interpret and judge one by one from all the reorganization results. Instead, the geometric constraints given in this paper helps to automatic eliminate the interfering basic events, which significantly improves the extraction efficiency of the real point cloud.

5. Experimental Results and Analysis

In this section, the results from both simulated and real data are presented to validate the effectiveness of the proposed method. Furthermore, the 3D reconstruction results of Huangniba Mountain area are presented.
5.1. Simulation Experiments

5.1.1. Data Set

For quantitative evaluation, the simulated TomoSAR mountain point cloud is generated. The global AW3D30 DSM is used to simulate the real 3D coordinates of the tested scene. The AW3D30 DSM data was developed from 3 million scene archives acquired by the PRISM panchromatic stereo mapping sensor on the Advanced Land Observing Satellite “DAICHI” (ALOS) operated from 2006 to 2011 [33,34]. Moreover, it can be downloaded from Japan Aerospace Exploration Agency Earth Observation Research Center 2015 (http://www.eorc.jaxa.jp/ALOS/en/aw3d30/data/index.htm, accessed on 10 December 2021). POV-ray [35] is used to simulate the 3D coordinates and the scattering intensity of the receiving targets. The simulation parameters refer to the parameters of the real airborne array TomoSAR system listed in Table 1. Focusing on the challenge introduced by intersection, a typical subscene is selected. The subscene and its true point cloud on range-elevation plane are shown in Figure 9a,b. The height of the subscene ranges from about 550 m to 950 m. Both elevation ambiguity and intersection are included in the point cloud. Besides, the color maps in Figure 9a,b represent scattering intensity. The scattering intensity of the front slope is higher than that of the back slope.

The simulated original point cloud after weak scattering filtering is shown in Figure 9c. SAR imaging, image registration, and the CS-based layover solution are performed to generate the original point cloud [29]. The number of discrete points in an elevation period is 128. As can be seen, the original point cloud is corrupted by noise and outliers in the elevation direction. In addition, shadowing leads to holes in the original point cloud. For subsequent quantitative evaluation, it is necessary to determine the reference true value. Considering that the position error of TomoSAR points is highly anisotropic, the points that fall in the voxel of the true value are regarded as the reference true value. Similar to the previous definition, the voxel parameters used for estimating the reference true value are set as: awin = 1, rwin = 1, and hwin = 2. Figure 9d presents the reference true value. Specially, the points coded with −1 are regarded as outliers and the other points are regarded as target points. Further, the code of the target points is equal to the elevation ambiguity number.

5.1.2. Segmentation Results

The results of DBSCAN, TSAC, GMM, and the proposed segmentation method are shown in Figure 10, where the different categories are color-coded. DBSCAN is applied for all points with parameter settings: awin = 1, rwin = 1, hwin = 2, and Minpts = 8. The parameters are empirically chosen according to the data set. The influence of parameters on the clustering effect has been discussed in [14].

Figure 10a intuitively reveals the difficulties caused by intersection. DBSCAN helps in removing outliers and produce categories without density connected. However, DBSCAN may cluster the points from different elevation periods into one category. The green-coded density connected abnormal category needs to be further segmented. TSAC is a method that allows to divide the density connected categories of buildings. Notwithstanding, the method is not effective for mountain point cloud (see Figure 10b). The intermediate results of TSAC are shown in Figure 11. Figure 11a is the Gaussian image, which implies that the points density in the Gaussian image domain is uneven. Then, MS are applied for the lower density points, the corresponding Gaussian image and the range-elevation map are represented by Figure 11b,c in turn. It can be seen that the removal of low-density points will lead to false alarm. In addition, the high variability of mountain terrain makes the normal vector has small inter-class differences. In order to separate the points with different elevation periods, TSAC is bound to be over-segmented. From Figure 10c GMM can guarantee correct segmentation, but it saves outliers. Luckily, the proposed segmentation method not only can achieve correct segmentation, but also can suppress outliers.
Figure 9. Simulated scenes: (a) the subscene in ground range geometry; (b) the truth point cloud; (c) the simulated original point cloud; (d) the reference true value. The color maps in (a,c) represent scattering intensity. The colors in (d) represent outliers (−1) and elevation ambiguity number.

Figure 10. Cont.
Figure 10. Segmentation results of the simulated data: (a) DBSCAN; (b) TSAC; (c) GMM; (d) the proposed segmentation method. The different categories are color-coded.

Figure 11. The intermediate results of TSAC for the abnormal category in Figure 10: (a) the Gaussian image; (b,c) the Gaussian image and range-elevation map after performing MS for the lower density points; (d) the range-elevation map after performing the third density-based clustering. The color on the left figure represents the density of points, and the color on the other figures represents different categories.

Purity and the number of categories are used for quantitative analysis of the segmentation results. The closer the purity is to 1, the better the segmentation performance. Besides, under the premise of correct segmentation, the smaller the non-negative difference between the number of segmentation category and the optimal number of category, the better the segmentation performance. That is to say the number of segmentation category should not be less than the elevation span.
The segmentation performance is listed in Table 2. DBSCAN is not robust to intersection. Consequently, the purity of DBSCAN drops to 0.76. The purity for TSAC, GMM, and the proposed method is 0.90, 0.91, and 0.93 in that order. The number of segmentation category for TSAC, GMM, and the proposed method is 10, 8, and 6 in that order. Although the purity of TSAC and GMM is over 0.90, the number of segmentation category is greater than that of the proposed method. Obviously, the proposed method has the highest purity, and the number of segmentation category is closest to the optimal number.

Table 2. Segmentation parameters.

|                | DBSCAN | TSAC  | GMM  | Proposed |
|----------------|--------|-------|------|----------|
| Purity         | 0.76   | 0.92  | 0.91 | 0.93     |
| \( N_c \)      | 3      | 10    | 8    | 6        |

5.1.3. Reorganization Results

Motivated by segmentation, all possible results of elevation ambiguity resolution can be obtained by reorganization. For the simulated point cloud, the elevation span is 3, and the number of category equals to 6. Without any constraints, the number of basic events is 729, equal to the sixth power of three. This also means that in the worst case, 729 selections are needed to obtain the real point cloud. Performing boundary constraint and continuity constraint, the number of basic events is reduced to 243 and 1. In summary, constraints contribute to quickly obtain the optimal basic event.

The results of the elevation ambiguity resolution acquired by region growing [36] and our method are shown in Figure 12. Regardless of outliers, the point cloud acquired by elevation extension is used as the input of region growing. In this paper, the seeds are selected by human–computer interaction. Using the same neighborhood criteria as DBSCAN, and the points in the voxel are all targets by default. Because of intersection, the density-based region growing fails to solve the problem of elevation ambiguity. Intuitively, when encountering intersection, the growing direction may be wrong. With the help of segmentation, this problem is solved by our method.

Figure 12. The results of the elevation ambiguity resolution acquired by (a) region growing and (b) our method. The red dots indicate the seeds.

A point-by-point comparison method is adopted to evaluate the performance of the methods for solving the problem of elevation ambiguity. Similar to the evaluation metrics [37], the performance is then assessed by the following:

\[
\text{Completeness}(%) = \frac{100 \times TP_{pp}}{TP_{pp} + NP} \\
\text{Correctness}(%) = \frac{100 \times TP_{pp}}{TP_{pp} + PN} \\
\text{Quality}(%) = \frac{100 \times \frac{TP_{pp}}{comp \times corr - comp \times corr}}{\frac{NP \times (2PP - T_{pp} + PP + PN)}}
\] (13)
where $pp$ represents the number of points that are both the targets and are correctly extracted; $pn$ represents the number of points that are noise but are extracted; $np$ represents the number of points that are targets but are not extracted; $nn$ represents the number of points that are noise and are not extracted; $Tpp$ represents the number of points belonging to $pp$ and are truly resolved elevation ambiguity.

The performance of elevation ambiguity resolution is listed in Table 3. Since the input point clouds of the two methods are same, $np$, $pn$ and $pp$ are same. They are mainly determined by DBSCAN, and does not affect the performance comparison of the two methods. Due to the influence of intersection, the $Tpp$ in the result of region growing is significantly smaller than the $Tpp$ in the result of our method. Therefore, the performance indicators of region growing are all significantly inferior to those of our method. For the detected target points, the completeness of region growing and the proposed method is 90.14% and 97.51%, respectively. That is to say, the performance of the elevation ambiguity resolution is significantly improved by the proposed method.

Table 3. Performance of elevation ambiguity resolution.

|      | np  | pn  | pp  | Tpp | comp (%) | cor (%) | Q (%) |
|------|-----|-----|-----|-----|----------|---------|-------|
| Reg. | 78  | 292 | 6548| 5310| 90.14    | 77.63   | 65.11 |
| Pro. | 78  | 292 | 6548| 6461| 97.51    | 94.46   | 92.23 |

5.2. Real Experiments

5.2.1. Data Set

The real data was obtained by our airborne array TomoSAR experiment in 2019. The 2D SAR image of the tested scene is shown in Figure 13. The size of the scene is 7500 × 6800 (azimuth × range). The pixel sizes in the azimuth direction and the range direction are 0.1133 and 0.1362 m, respectively. Foreshortening, layover (the pixels with brighter scattering intensity), and shadowing (the pixels with dark scattering intensity) are all presented in the scene.

To illustrate problem, the subscene in the rectangular box is selected for a detailed introduction and analysis. The size of the scene is 4000 × 6800 (azimuth × range). Considering the efficiency of data processing and the distribution of layover, partition processing is necessary. The coordinate of the upper left corner of Rec1 is (3500, 1). The sizes of Recs1-5 are 1500 × 2000, 1000 × 2000, 900 × 2000, 1000 × 2000, and 1300 × 2000, respectively. The coordinate of the upper left corner of Rec6 is (5500, 2001). The sizes of Recs6-9 are 1500 × 2000, 1000 × 2000, 1000 × 2000, and 1700 × 2000, respectively. In Rec1, Rec2, Rec4, and Recs6-8, the layover is more prominent than shadowing. In Rec3, Rec65, and Rec9, shadowing is more prominent than layover.

The area with elevation ambiguity accounts for 64.22% of the subscene. According to the elevation span and the number of abnormal category, the original point cloud with elevation ambiguity can be divided into five categories (see Figure 14). Taking Figure 14a as an example, the points of slice 1 are from two elevation periods, and the points belong to different elevation periods don’t intersect. Thus, for slice 1, the elevation span is 2, and the number of abnormal category is 0. Similarly, for slices 2–5, the elevation span is 3, 2, 3, and 3, respectively, and the number of abnormal category is 0, 1, 1, and 2, respectively. Their SAR images are indicated with the straight lines in Figure 13. The slices 1–2 represent the case without intersection. The slices 3–5 represent the case with intersection. We carry out the processing of the five slices.
Figure 13. Two-dimensional (2D) SAR image of the tested scene.

Figure 14. Range-elevation maps of the original point cloud: (a) slice 1; (b) slice 2; (c) slice 3; (d) slice 4; (e) slice 5. The colormap represents the normalized scattering intensity.

5.2.2. Segmentation Results

Figure 15 shows the segmentation results of DBSCAN, TSAC, GMM, and the proposed segmentation method. The results of the methods are arranged from left to right, and the slices 1–5 are given from top to bottom. Moreover, the different categories are color-coded. The parameters of DBSCAN for slices 1–3 are set as: \(a_{\text{win}} = 5\), \(r_{\text{win}} = 10\), \(h_{\text{win}} = 2\), and \(\text{Minpts} = 8\), and those for slices 4–5 are set as: \(a_{\text{win}} = 5\), \(r_{\text{win}} = 16\), \(h_{\text{win}} = 2\), and \(\text{Minpts} = 8\).
Figure 15. Slices on range-elevation plane of the segmentation results. From top to bottom: slice 1 to slice 5. From left to right: DBSCAN, TSAC, GMM, and the proposed segmentation method. The different categories are color-coded.

For the case without intersection, there is no need to perform the secondary clustering. So, the methods based on DBSCAN have the same segmentation results. Moreover, they are superior to GMM in terms of noise suppression and segmentation performance.

For the case with intersection, DBSCAN fails to segment the points that are from different elevation periods but connected in density. TSAC also fails even performing clustering in Gaussian image domain. Compared with the simulated data, the read data endures more serious noise interference. TSAC almost only realizes the segmentation of edge points and internal points, rather than the segmentation of abnormal category. Therefore, the third step of clustering is not performed. GMM has outstanding advantages in the segmenting of abnormal category. However, the outliers are saved. Besides, the global clustering makes the number of segmentation category of GMM more than the method in this paper. This goes against the original intention of segmentation. Regardless of whether the cases have intersection, only the method in this paper can achieve correct segmentation.

5.2.3. Reorganization Results

For our method, reorganization is an ingenious method to get the real point cloud from the segmentation results. Table 4 lists the changes in the number of basic events during the reorganization process. Without any constraints, the number of basic events
from slice 1 to slice 5 is 8, 27, 64, 6561, and 729, respectively. For slice 4, in the worst case, 6561 selections are required to extract the real point cloud. Based on two-step geometric constraint, the optimal basic event of all slices can be extracted at one time.

The results of the elevation ambiguity resolution acquired by region growing and our method are shown in Figure 16. It can be seen that region growing is only suitable for the slices without intersection. The method in this paper is not only suitable for non-intersecting situations, but also robust to intersecting situations.

Table 4. The number of basic events during the reorganization process.

|        | Combination | Boundary Constraint | Continuity Constraint |
|--------|-------------|---------------------|-----------------------|
| slice 1 | 8           | 2                   | 1                     |
| slice 2 | 27          | 1                   | 1                     |
| slice 3 | 64          | 8                   | 1                     |
| slice 4 | 6561        | 6561                | 1                     |
| slice 5 | 729         | 729                 | 1                     |

Figure 17 shows the 3D point clouds before and after the elevation ambiguity resolution. The original point cloud, the real point cloud in radar coordinate system, and the real point cloud in geodetic coordinate system are presented from left to right, and the slices 1–5 are given from top to bottom. Obviously, the original point cloud is severely distorted in the elevation direction. After elevation ambiguity resolution, the real structure of mountains will be reconstructed. It can be concluded that elevation ambiguity resolution of TomoSAR point cloud is a necessary step in 3D reconstruction.

Furthermore, external data is used to prove the correctness of the elevation ambiguity resolution. Figure 18 presents the real point cloud, the Elevation Position Result (EPR), the DSM data and the 1:10,000 DEM data. The original grid sizes of the two external data are inconsistent and are much larger than the horizontal resolution of the reconstruction results. Thus, the DSM and DEM data presented in this paper have been interpolated by Global Mapper, and the grid size is 1 × 1 m. The terrain trends presented by the real point cloud and the two external data are almost same, which indicates that the proposed method for solving elevation ambiguity is effective. Moreover, quantitatively evaluation of the EPR results is performed. The height precision (the average height distance of an estimated point to the ground truth surface) of slices 1–5 is 4.02 m, 3.17 m, 14.06 m, 5.68 m, and 4.51 m, respectively. Although the height precision of slice 3 is somewhat abnormal, it may be mainly affected by the original point cloud and the true value (see the special patch in ground range geometry indicated by a red rectangular box in Figure 18) rather than our method. Therefore, it can be concluded that the results of the elevation ambiguity resolution are correct.
Figure 16. Slices on range-elevation plane after elevation ambiguity resolution. From top to bottom: slice 1 to slice 5. From left to right: region growing and the proposed method. The red dot represents the seed.
Figure 17. Comparison of the 3D point clouds before and after the elevation ambiguity resolution. From top to bottom: slice 1 to slice 5. From left to right: the original point cloud, the real point cloud in radar coordinate system, and the real point cloud in geodetic coordinate system.

As mentioned above, the values of DEM and DSM may deviate greatly. Here, the issue of which kind of external data can be selected as the true value is described in detail. Since both DSM and TomoSAR processing results characterize the height of ground objects, DSM are mainly used as the true value. In theory, the height value of DSM is not less than that of DEM. However, in the actual processing results, the height value of DSM may less than that of DEM. Considering that the grid size of the DEM data is smaller than that of DSM, for the terrain where DEM is higher than DSM, the DEM data is taken as the true value. It is worth emphasizing that no matter which data is chosen as the reference true value,
it does not affect the conclusion that the proposed method is effective for the elevation ambiguity resolution.

5.3. 3D Mountain Reconstruction Results

In Figure 19, the optical image of the reconstruction area is marked by a red rectangle. The latitude and longitude are \((103^\circ 30'42''\text{E} \sim 103^\circ 31'11''\text{E}, 29^\circ 24'41''\text{N} \sim 29^\circ 25'27''\text{N})\). The size of the scene is \(800 \text{ m} \times 1400 \text{ m}\) (azimuth \(\times\) ground). The reconstruction area is located in the Huangniba mountain area, Leshan City, Sichuan Province, China. The Huangniba mountain area is located in the north-western region of the Desheng Square in Shawan District, Leshan City. As shown in Figure 19, the distance between the location marked Peak 1 and the Desheng Square is about 4.2 km in the east–west direction and 1.6 km in the north–south direction.

Figure 20 shows the 3D reconstruction image obtained by DSM and the process of this paper. The color map represents the height. Figure 20a,b are the stereograph and the top view of the DSM, respectively. Figure 20c,d are the stereograph and the top view of the image of this paper, respectively. Median filter, grid interpolation \((1 \text{ m} \times 1 \text{ m})\) and smoothing are performed to the results of elevation ambiguity resolution. The 3D reconstruction image obtained in this paper is basically consistent with the optical image and the image from AW3D30 DSM: two main peaks are, respectively, located on the north and east sides of the test scene, and there are obvious depressions between the two peaks; There is a depression in the middle of Peak 1; both the height variation range of our image and AW3D30 DSM are 600 to 1200 m.

Affected by shadowing, there are many holes in the original point cloud. Because of interpolation processing, the height error in the hole area is very large. Not only will the elevation precision of the local area be reduced, but it is also very unfavorable for the subsequent quantitative evaluation. Scattering intensity is the fourth-dimension information reflecting the echo intensity of the observed scene. Figure 21 shows the 3D image with scattering information. The horizontal and vertical coordinates indicate latitude and longitude information. To enhance the image contrast, the scattered intensity is truncated and normalized. It can be seen that the scattering information helps to identify hole areas and terrain texture. The scattering intensity of the front slope is greater than that of the back slope. Affected by shadowing, the scattering intensity of the back slope is mostly zero. Besides, our images can well recover the detailed information of the ground object scattering. The 3D image produced by AW3D30 DSM data and Google Earth and the 3D image obtained from array TomoSAR are compared under different viewing angles. The comparison images are shown in Figure 22. The terrain trend presented by the two images are almost the same. Specifically, a smooth surface on the front slope is contained in the red circle in Figure 22e. In our results, this area is in the red circle in Figure 22f. The scattering intensity of this area is indeed weaker than the scattering intensity of the neighboring areas. In summary, the scattering information is another indicator that confirms the credibility of the reconstruction results in this paper.
Figure 18. Slices of the real point cloud, the Elevation Position Result (EPR), the DSM data, and the DEM data. The left are the slices on range-elevation plane, and the right are the slices on ground-height plane.
Figure 19. Optical image of the survey area.

Figure 20. Three-dimensional (3D) images of the Huangniba mountain area: (a,b) are the stereograph and the top view of AW3D30 DSM, respectively; (c,d) are the stereograph and the top view of our result, respectively.
Figure 21. Three-dimensional (3D) image of the reconstruction mountain with scattering information.

Figure 22. Three-dimensional (3D) images under different viewing angles: (a, b) are the images under view([114,22]); (c, d) are the images under view([105,40]); (e, f) are the images under view([-115,58]). For view([az,el]), az and el are the azimuth and elevation angles of the line of sight in the geodetic coordinate system. The left images are produced by AW3D30 DSM data and Google Earth. The right images are obtained from array TomoSAR.

The quantitative evaluation of our results is compared to the DSM. The absolute height error map is presented in Figure 23. Figure 23a,b are the stereograph and
the top view of the 3D reconstruction image with the absolute height error as the color map. 1:10,000 DEM production technology stipulates that the mean height error of high mountain area is 12.06 m, and the maximum height error of high mountain area is 24.12 m. The absolute height error of the former has not been processed, and the absolute height error of the latter has been truncated with 24.12 m as the critical value. In actual data processing, the points with a scattering intensity less than 0.25 are regarded as noise and removed. Therefore, the area where the scattering intensity is less than 0.25 is regarded as shadowing, and it is not considered by the quantitative evaluation. The absolute height error of the shadowing is marked as −1 m. It can be seen from Figure 23a,b that the absolute height error is relatively large at the shadowing junction. Figure 23c illustrates the histogram of the absolute height error. The percentage of absolute height error less than 24.12 and 12.06 m are, respectively, 96.22% and 86.29%, and the mean absolute elevation error is 6.62 m. It is exciting to note that the absolute height error of our 3D mountain reconstruction results is in accordance with the DEM production techniques. Moreover, the horizontal resolution of the reconstruction results in this paper is much higher than the 5 m resolution of DEM data. In summary, the method proposed in this paper is not only helpful for 3D reconstruction of mountainous areas, but also has guiding significance for high-precision mountain mapping.

Figure 23. (a,b) The stereograph and the top view of the 3D reconstruction image with the absolute height error as the color map; (c) the histogram of the absolute height error.

6. Conclusions

Three-dimensional (3D) mountain reconstruction is crucial to topographic surveying and mapping, bridge erection, disaster prevention and mitigation, etc. However, the problem of elevation ambiguity makes the original point cloud geometrically deformed. In-depth analysis of geometric distortion and the principle of layover solution, the cause of the difficulties in solving the elevation ambiguity problem is explained. Furthermore, the law of TomoSAR point cloud is derived. Motivated by the elevation boundary constraint and the elevation continuity constraint of TomoSAR point cloud, an elevation ambiguity resolution
method is proposed in this paper. The method mainly includes two steps including segmentation and reorganization. The performance of the proposed method is illustrated by both simulated data and the real airborne array TomoSAR data. The comparison with the traditional methods demonstrates that even in the case of intersection, the proposed method is effective. Based on the real results, the 3D mountain images are further presented. The results show that these images with the proposed method have similar topographic features with the optical image, AW3D30 DSM and 1:10,000 DEM. With DSM as the true value, the average elevation error of the 3D reconstruction result is 6.62 m.

There are several aspects of the proposed method that can be improved in the future. Firstly, the automatic identification of abnormal category needs to be further studied. Secondly, if the abnormal category conforms to multiple distributions with large differences, more categories are needed to separate them. This will increase the total number of basic events and increase the difficulty of the optimal basic event extraction. Future work will focus on these factors, and strive to obtain more robust method for solving the problem of elevation ambiguity. Moreover, the high-precision 3D mountain reconstruction using airborne array TomoSAR will also be considered.
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**Abbreviations**

The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| TomoSAR      | Tomographic Synthetic Aperture Radar |
| 3D           | Three-dimentional |
| DBSCAN       | Density-Based Spatial Clustering of Applications with Noise |
| GMM          | Gaussian Mixture Model |
| ERS-1        | European Remote Sensing 1 |
| ERS-2        | European Remote Sensing 2 |
| CS           | Compressive Sensing |
| TSAC         | Three-Step Automatic Clustering |
| MS           | Mean Shift |
| AIRCAS       | Aerospace Information Research Institute, Chinese Academy of Sciences |
| RIP          | Restricted Isometry Property |
| ALOS         | Advanced Land Observing Satellite “DAICHI” |
| BIC          | Bayesian Information Criterion |
| EM           | Expectation Maximum |
| EPR          | Elevation Position Result |
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