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Abstract—Unsupervised binary representation allows fast data retrieval without any annotations, enabling practical application like fast person re-identification and multimedia retrieval. It is argued that conflicts in binary space are one of the major barriers to high-performance unsupervised hashing as current methods failed to capture the precise code conflicts in the full domain. A novel relaxation method called Shuffle and Learn is proposed to tackle code conflicts in the unsupervised hash. Approximated derivatives for joint probability and the gradients for the binary layer are introduced to bridge the update from the hash to the input. Proof on $\epsilon$-Convergence of joint probability with approximated derivatives is provided to guarantee the preciseness on update applied on the mutual information. The proposed algorithm is carried out with iterative global updates to minimize mutual information, diverging the code before regular unsupervised optimization. Experiments suggest that the proposed method can relax the code optimization from local optimum and help to generate binary representations that are more discriminative and informative without any annotations. Performance benchmarks on image retrieval with the unsupervised binary code are conducted on three open datasets, and the model achieves state-of-the-art accuracy on image retrieval task for all those datasets. Datasets and reproducible code are provided.[1]
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I. INTRODUCTION

Binary representations are designed to be compact and informative. It is also called as data hashing, which is efficient on both computation and storage. High dimensional data like images and audio clips consumes large room on the disk, and it was almost impossible to index, search and understand on computers. With the advances in machine learning and pattern recognition, binary representation learned by deep neural networks takes smaller space on storage. Those learned binary codes can measure similarity and classify with considerable accuracy compared to the continuous counterpart. Generally, concrete supervision, eg. class categories, is needed to achieve high performance on tasks like image retrieval with binary representation. However, in most realistic scenarios, annotations like labels are hard to obtain for a generic image retrieval application. Researches on unsupervised hashing algorithms leverage the representation learning with smaller code size and more flexibility on application.

Unsupervised low dimensional binary representation learning, also known as unsupervised hashing, is the main topic in this paper. Binary hash boosts the speed on image searching, as the representation is more sparse than the continuous code. Even simple metrics like Hamming distance is effective to retrieve similar images in the domain with binary representations. And also other applications like cross-modal retrieval [1], [2]. Face identification [3] have proven that binary code is informative enough to distinguish samples in a large domain. On the other hand, unsupervised binary representations are ideal for unknown data. No prior knowledge like bounding boxes and labels is needed to train an unsupervised binary hashing algorithm. It is also capable of carrying sufficient information in application like multimedia retrieval [4], [5] without concern on annotations. In conclusion, across different domains, an unsupervised hash can be widely utilized in applications that require compact representation for unlabeled data.

Unsupervised binary representation learning, unlike the supervised hash, is a challenging topic due to its strong sparsity and insufficiency on constraints with ground truth. Low dimensional binary space has fewer keys in code space to map the samples in the domain. It will drastically reduce the expressiveness by shrinking the value set from the real numbers to binary. To recapture the information, current methods borrow the concept of ‘similar’ and ‘dissimilar’ from the supervised hashing algorithms. Metrics like cosine similarity is applied to preserve the similarity of the binarized representation from the feature holds for the original data. Other constraints are also used to minimize the error between binary code and the learned continuous representation. Intuitively, learning unsupervised representations can be considered as learning a dictionary in the domain. Better representations usually use up more keys in the binary space. Hence, in this work, a novel constraint will be introduced which encourages
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Conventional unsupervised hashing suffers from inefficient use of the code space, which harms the performance on distinguishing samples in the domain. Samples will tend to share the same binary code which is incapable of identifying them in learned unsupervised hash database. Models always suffer from code conflict issue in Fig. [1a] while models with proper relaxation will generalize better, separating samples in a wider range as shown in Fig. [1b]. Current methods [6], [7], [8], [9], [10] only apply losses that maximize the similarity and consistency of feature, hidden code and the hashed code, which may push the solution into a local optimum. It will cause conflicts where samples that should be discriminated sharing the same or similar binary code during optimization. Therefore, proper relaxation needs to be proposed to help the network jump out of the local optimum and scatter representation better in the binary space.

Mutual information is a good criterion to evaluate the correlation between random variables and can be used as a reference to optimize coding efficiency during training. Nevertheless, it is hard to directly obtain gradients with mutual information as both the binarization and joint probability block the gradients that update network parameters. Fortunately, a greedy binarization has already been proposed with code consistency loss [9]. Then the only challenge left is to bridge gradient on joint probability. To tackle that, an approximated derivative is proposed for joint probability to connect those gradients from the output to inputs, enabling back-propagation with mutual information over the learned binary representation.

Our contribution can be summarized as:

1) An relaxation on unsupervised hash called Shuffle and Learn is proposed to encourage less code conflict in the unsupervised hash by minimizing mutual information.
2) Proof on the $\epsilon$-Convergence is provided to justify the effectiveness of minimizing mutual information with approximated derivatives on joint probability.
3) Experiment result suggests that the proposed method achieves SOTA on image retrieval task with unsupervised binary representation (50.7% on CIFAR-10(II), 71.5% on NUS-Wide, 70.3% on MS-COCO with 16-bits binary code)

The paper will be delivered into five sections including the introduction. Related researches will be discussed in Section II covering work on unsupervised binary representation, mutual information in binary representation learning and regularization on unsupervised deep clustering. The proposed method is introduced in Section III coming along with how the gradients are bridged during mutual information minimization. $\epsilon$-Convergence proof on joint probability with approximated derivatives and the algorithm proposed as an application on mutual information minimization. Experiment results will be reported in Section IV. At the end of this paper, we will conclude the contribution we made in this work in Section V.

II. RELATED WORK

There is much research on deep binary representation learning in the past decade. Supervised binary representation learning has been in trend for many years [2], [3], [11], [12], [13], [14], [15]. The proposed approach is related to three major research directions, which are unsupervised binary representation learning, mutual information in binary representation learning and regularization on deep clustering.

A. Unsupervised Binary Representation Learning

Unsupervised hashing methods always take features from sophisticated extractors like VGG [16] or ResNet [17] and learn a binary hash code which describes its semantic representation without any labels or hints. Current researches in unsupervised hashing can be categorized into two series. Discriminative networks constrained by unsupervised losses is one major direction in unsupervised hashing methods. Rotation invariant is considered to retain maximum semantic information from the binary representation [18]. Quantization loss and even distribution on the learned hash are also considered to keep the capability of the binary hash to the original continuous feature representation. A triplet loss [19] is used to generate discriminative hash while keeping consistency and capability on the binarized hash. Samples are considered into positives and negatives when being compared to the original. Positive samples, which are generated with random rotation from the original, should be closer to the negatives that are randomly picked from the dataset. Also, the angular distance among samples provides evidence to similarity [20] as the binary code only take the sign of features into its account. Furthermore, the relation can be learned with mild assumption [10]. A Similarity is predicted with Bayesian optimal classifier during the training process to find the distil data pair which is further used in hash learning. Alternatively, a graph can also describe feature similarity [21], guiding the network to search better hash for the data distribution. Samples are defined as vertices and the similarity are described as edges in the graph. For each iteration, the edges will be reinitialized with the current similarity on learned features.

Generative methods are also popular in unsupervised binary representation learning. Adversarial learning seems to be effective on extracting binary hash code. BinGAN [22] introduces distance matching and entropy regularization with discriminator to learn how to hash effectively. Similarly, HashGAN [23] also adopted a generator-discriminator architecture to learn binary representation. Both even distribution and minimum entropy are considered in an adversarial learning framework. Variational Autoencoders are also effective in finding a proper hash function on datasets. DVB [24] considers reconstruction on the learned bits, which can reflect the information that a hash can retain and also can be a criterion to maximize the representativity of the binarized representations.

In conclusion, unsupervised binary representation learning always considers semantic representativity among the binary representations as well as fewer code conflicts in the full domain. Current unsupervised hashing methods are usually targeted at keeping semantic information in learned binary
code, which may lead to local optimum during learning. However, they failed to relax the code conflicts when extracting unsupervised semantic hash. Those code collision in hashing models will also harm binary code’s representativity in the binary space. Therefore, proper regularization is necessary to relax code conflicts when learning unsupervised hash.

B. Regularization on Unsupervised Deep Clustering

Unsupervised hashing is similar to deep clustering as each key in the code space can be interpreted as a cluster gathering similar samples for the learned feature. Regularization on deep clustering can be applied to unsupervised hash to improve code quality. Researches on deep clustering regularization convinced us that inter-class conflicts are crucial for good binary representation learning [30], [31]. Conversely, the proposed class-wise representation distribution in supervised binary representation learning as it provides a correlation between groups binary representations.

Researches on unsupervised semantic hash. Those code collision in hashing models will also harm binary code’s representativity in the binary space. Therefore, proper regularization is necessary to relax code conflicts when learning unsupervised hash.

Generally, the unsupervised binary representation learning may suffer from local optimum, while mutual information minimization would help to jump out of it. Gradients from mutual information minimization guide the model to a more spare solution that provides better accuracy and discriminative representations to describe the original data.

In this section, we will first discuss how those gradients are bridged the approximated gradient for joint probability. As the gradients are obtained from the approximated joint probability, we need to prove the approximation will eventually converge at the real magnitude of joint probability. At the end of this section, we will introduce an application of the proposed method, regularizing the unsupervised binary representation learning by minimizing the mutual information among bits it learned. Used notations are listed in Table I.

A. Approximated Gradient for Joint Probability

Minimizing mutual information is an optimization problem and gradients are required to update parameters. The partial derivative of \( I(B_i;B_j) \) on \( P(B_i,B_j) \) is easy to obtain but it is not trivial for the partial derivative of \( P(B_i,B_j) \) on \( B_j \). Therefore, we will mainly focus on bridging gradient for \( P(B_i,B_j) \).

Let \( f \) be our differentiable learning function and \( b_i \) be the \( i \)-th output among \( N \) bits from function \( f(\cdot ; \theta) \) with parameter \( \theta \). The target function is mutual information \( I(B_i;B_j) \) which is going to be minimized. The partial derivative \( \frac{\partial I(B_i;B_j)}{\partial b_i} \) is needed to minimize the observed mutual information. Then the overall partial derivative chain can be derived as Eq. (1).

\[
\frac{\partial I(B_i,B_j)}{\partial \theta} = \frac{\partial I(B_i,B_j)}{\partial P(B_i,B_j)} \frac{\partial P(B_i,B_j)}{\partial B_j} \frac{\partial f}{\partial P(B_i,B_j)} \frac{\partial f}{\partial \theta} \tag{1}
\]

There are two parts that is ‘broken’ in the derivative chain. One is the binary layer part \( \frac{\partial b_i}{\partial \theta} \) and another is the joint probability part \( \frac{\partial P(B_i,B_j)}{\partial b_i} \). For the binary part, a simple straight through gradient strategy is applied to update the binary representation with the continuous gradient with a code constraint. Then the only problem would be the derivative on joint probability.

Statistically, accumulating partial derivatives to a random variable from joint probability does not make sense. However, the gradient is required to link the output to inputs in differentiable learning functions. By introducing positive and negative association on binary random variable pairs, the gradient can be easily obtained to update according to the computed statistics.

Positive association \([32]\) is proposed to describe a pair of variables \( B_i \) and \( B_j \) that satisfies \( \text{Cov}[B_i,B_j] \geq 0 \) where \( \text{Cov}[B_i,B_j] = E[B_iB_j] - E[B_i]E[B_j] \). Specifically, the expectation of a binary random variable is positive when itself is positive, making it easier to find its lower bound for the joint probability. Hence, for a pair of positively associated binary variables, the upper bound can be easily derived as Eq. (2).

\[
P(B_i,B_j) \geq P(B_i)P(B_j) \tag{2}
\]

Negative association \([33]\) is the opposite to its positive counterpart, where \( \text{Cov}[B_i,B_j] \leq 0 \). We inherit the notation from previous derivation for clarification by assuming pair \( \{B_i,B_j\} \)

### III. SHUFFLE AND LEARN

#### TABLE I: TABLE OF NOTATION

| Notation   | Description                        |
|------------|------------------------------------|
| \( B_i \)  | Output binary random variable on \( i \)-th position |
| \( P(B_i) \) | Probability of when \( B_i \) is true |
| \( H(B_i) \) | Entropy of \( B_i \)   |
| \( I(B_i;B_j) \) | Mutual information between \( B_i \) and \( B_j \) |
| \( \theta \) | Network parameter                   |
| \( \eta \) | Learning rate for parameter update   |
| \( \epsilon \) | Error on approximated joint probability |
| \( \Delta \) | Update gradient on \( P(B_i) \)         |

Mutual information plays an important role in binary representation learning as it provides a correlation between groups in the domain. Mutual information is introduced to divergence class-wise representation distribution in supervised binary representation learning [30], [31]. Conversely, the proposed Shuffle and Learn tries to minimize mutual information between bit pairs in hash code, encouraging less code conflict in the learned unsupervised binary representation.

Mutual information indicates the mutual dependencies between two random variables. The learned binary representation can also be considered as a group of random variables \( P(B_i) \) for the \( i \)-th in \( N \) bits. Intuitively, the correlation between arbitrary pair \( \{B_i,B_j\} \) can be eliminated by minimizing the mutual information \( I(B_i;B_j) \). Minimizing the mutual information can diverge the samples to use up the whole binary coding space.
is in positive association. So that for a pair of negatively associated binary variables \( \{ B_i, \bar{B}_j \} \), the lower bound can be easily obtained as Eq. (3).

\[
P(B_i, \bar{B}_j) \leq P(B_i)P(\bar{B}_j)
\]  

(3)

With Eq. (2) and (3) it is trivial to obtain the inequality for joint probability for a pair of positively associated binary random variables, as derived in Eq. (4).

\[
\begin{align*}
P(B_i, B_j) &\geq P(B_i)P(B_j) \\
P(\bar{B}_i, \bar{B}_j) &\leq P(\bar{B}_i) - P(B_i)P(B_j) \\
P(\bar{B}_i, B_j) &\leq -P(B_i)P(B_j) + P(B_j) \\
P(\bar{B}_i, \bar{B}_j) &\geq 1 - P(B_i) - P(B_j) + P(B_i)P(B_j)
\end{align*}
\]  

(4)

Similarly, the negative will also provide reversed boundary for \( P(B_i, B_j) \). A pair of associated binary code is either positively or negatively associated in statistics. Intuitively, each pair of independent binary code will not be associated when it is at the optimal solution subject to the mutual information. Our goal is to eliminate association among pairs of hash. When it is in its optimal solution, all inequalities in Eq. (4) will turn into equalities, or it will have a positive or negative error from the joint to multiplication of marginals. To note the error, we define a slack variable \( \varepsilon \) to describe the upper or lower limit of the error. Then we can use this slackness to prove the \( \varepsilon \)-Convergence on this approximation.

Joint probability for associated pair then can be rewritten as Eq. (5) with the slack variable \( \varepsilon \):

\[
P(B_i, B_j) = P(B_i)P(B_j) - \varepsilon \geq P(B_i)P(B_j)
\]  

(5)

where the slack variable \( \varepsilon \) is bounded, which means it will never go infinity as both the joint \( P(B_i, B_j) \) and \( P(B_i)P(B_j) \) are bounded. Both the upper bound and lower bound of joint probability can be obtained by mixing positive and negative association condition. The slack variable \( \varepsilon \) will converge and squeeze the joint probability to be independently multiplied. It will stagger around zero as the variable pairs will switch between positive and negative association frequently. The derivative obtained by the expanded value can provide an approximated gradient that establishes a relationship between joint probability and the output binary representation. In the next section, we will discuss the convergence on the optimization with approximated derivatives with the slack variable \( \varepsilon \).

With the slackness \( \varepsilon \), the derivative can be trivially derived as Eq. (6).

\[
\frac{\partial P(B_i, B_j)}{\partial B_i} \approx \frac{\partial P(B_i)P(B_j)}{\partial B_i} = P(B_j)
\]  

(6)

where \( \frac{\partial P(B_i)}{\partial B_i} = \frac{1}{N} \) for statistics over \( N \) samples as the unconditional probability density function of binary variable \( B_i \) can be considered as summation over positive samples. The derivatives of the rest conditions are stated in Eq. (7). And the gradient can be calculated according to those approximated derivatives.

\[
\begin{align*}
\frac{\partial P(B_i, \bar{B}_j)}{\partial B_i} &\approx \frac{\partial P(B_i)P(\bar{B}_j)}{\partial B_i} = 1 - P(B_j) \\
\frac{\partial P(B_i, B_j)}{\partial B_i} &\approx \frac{\partial P(B_i)P(B_j)}{\partial B_i} = -P(B_j) \\
\frac{\partial P(\bar{B}_i, B_j)}{\partial B_i} &\approx \frac{\partial P(\bar{B}_i)P(B_j)}{\partial B_i} = -(1 - P(B_j))
\end{align*}
\]  

(7)

From an analytic perspective, compensating the bi-variant function with a function of one variable is an over-acting on the gradient. The slack variable will bounce between the optimum which would cause diverge with large step sizes. However, it will eventually provide more precise gradient with the convergence of \( \varepsilon \). Further discussion will be covered in next section and we proved that with small step sizes the slack variable will converge to 0 at last.

The final gradient will accumulate the gradients on \( B_i \) with respect to other bits \( \{ B_{j_1}, \ldots , B_{j_n} \} \), and the actual accumulated joint probability will be used to compute loss when the network feeds forward.

B. \( \varepsilon \)-Convergence of Joint Probability Approximation

The convergence of joint probability approximation needs to be proved to ensure accurate update before being applied during optimization. In the previous section, we introduced a slack variable \( \varepsilon \) which defines the upper and lower bound of the difference between the estimated and approximated joint probability.

In Eq. (5), the partial derivative is obtained using the approximated joint probability \( P(B_i)P(B_j) - \varepsilon \). We will introduce a learning step-size \( \eta' \) to formulate the updated joint probability with the approximated gradient. Then a single iteration at \( t \)-th step can be derived as Eq. (6).

\[
P^{t+1}(B_i, B_j) = P^t(B_i, B_j) - \eta' \frac{\partial P^t(B_i, B_j)}{\partial P^t(B_i)}
\]  

(8)

By introducing the slack variable \( \varepsilon' \) and the gradient \( \Delta'_t \) and \( \Delta'_t \) on \( P^t(B_i) \) and \( P^t(B_j) \) respectively for \( t \)-th iteration, we can replace \( P^t(B_i, B_j) \) with \( P^t(B_i)P^t(B_j) + \varepsilon \) according to Eq. (5) and also substitute \( P^t(B_i) - \Delta'_t P^t(B_i) \) for \( P^{t+1}(B_i, B_j) \). Then the update can be trivially derived as Eq. (9).

\[
-\Delta'_t P^t(B_i) - \Delta'_t P^t(B_j) + \varepsilon' + 1
\]  

(9)

Obviously, we can easily obtain the error difference on slack variable \( \varepsilon' \) from iterations to iterations by deriving the update function to the joint probability with approximation. The error difference \( \varepsilon'^{t+1} - \varepsilon' \) can be illustrated as Eq. (10).

\[
0 < \Delta'_t P^t(B_i) + \Delta'_t P^t(B_j) - \eta' P^t(B_j)
\]  

(10)

To prove the convergence, we add all differences to form a series in \( t \). Then we can build a relationship between \( \varepsilon^t - \varepsilon^1 \) and the series described in Eq. (11). As both the learning rate converges to 0 and the probability is non-negative and bounded, we can imply that series \( \sum_{t=1}^\infty \varepsilon^t \) is convergent.
Then all we need to do is to prove series in Eq. (11) is convergent.

\[
\epsilon^T - \epsilon^1 = \Delta_i \left( P^i (B_j) - \frac{1}{2} \Delta'_j \right) + \Delta'_j \left( P^i (B_i) - \frac{1}{2} \Delta'_j \right)
\]
\[
= \Delta_i \frac{P^i (B_j) + P^{i-1} (B_j)}{2} + \Delta'_j \frac{P^i (B_i) + P^{i-1} (B_i)}{2} \tag{11}
\]

Since \( P^i (B_j) + P^{i-1} (B_j) \in [0, 2] \), we can split and expand the component in Eq. (11) into two individual terms \( |\Delta'_i| \) and \( |\Delta'_j| \). Those terms are controlled by the learning rate \( \eta' \) which is convergent as \( t \) increases. Then both \( |\Delta'_i| \) and \( |\Delta'_j| \) converges, which means the original series in Eq. (11) is convergent. Then the combines series in Eq. (11) is convergent, which means \( \epsilon^T - \epsilon^1 \) is convergent while \( T \to \infty \). It means the error \( \epsilon^t \) will converge to zero with approximated joint probability.

Proof on \( \epsilon \)-Convergence is a weak condition that can guide us to design our algorithm. In our implementation, a small multiplier is designed to diminish the error produced during approximation. Larger multiplier will push the solution too hard and increase \( \epsilon \), which will cause divergence on the derivative that comes from an approximated joint probability. We will discuss the detailed design in the next section.

### C. Minimizing Mutual Information for Unsupervised Hash

Minimizing mutual information can diverge code distribution in binary space. In this section, we will introduce the proposed relaxation method **Shuffle and Learn**. The minimization is served as a shuffling process which encourages the encoder to use up the full binary space. A proper amount of push will guide the model to escape local optimum. We will mainly follow both the network and loss function setup in GreedyHash [3] as the shuffling process is independent to the regular unsupervised hashing optimization.

To make the update precisely, the full dataset will be used to provide an accurate estimation on probabilities. For a finite dataset, the probability distribution can be treated as an approximation of the realistic distribution. Hence, we need to assume that we have enough samples to the observed probability distribution function \( \hat{P}(B_i) \) to be closed to the realistic probability distribution function \( P(B_i) \).

The proposed approach **Shuffle and Learn** is described as pseudo-code in Algorithm 1. Shuffling process always happens at the beginning of every epoch, encouraging the network to fill up the whole binary space. It will diverge the code distribution and help to jump out of the local optimum on the learned hash.

A regular optimization on the unsupervised learning process is also needed to collaborate optimization on binary code. In our implementation, we adopted a cosine similarity loss [2] on binary code from the actual learning part in the proposed **Shuffle and Learn** algorithm. It will stimulate the learned binary code to imitate angular relationship on the input feature as shown in Eq. (12).

\[
L_{sim} = ||sim(H_1, H_2) - sim(B_1, B_2)||^2_2 \tag{12}
\]

where \( H_1 \) and \( H_2 \) are input feature, \( B_1 \) and \( B_2 \) are the hash and the function \( sim(\cdot) \) is the cosine similarity function defined in Eq. (13).

\[
sim(A, B) = \frac{AB}{||A|| ||B||} \tag{13}
\]

where \( A \) and \( B \) are vectors with same number of dimension.

Recalling the objective function that optimizes the model, we combined the consistency regularization \( L_{reg} \) defined in Eq. (14) with the cosine similarity loss \( L_{sim} \) with hyper-parameter \( \alpha \) as the regular unsupervised hashing loss \( L_r \). The consistency loss will align representation between two sides at the binarization and the cosine similarity loss \( L_{sim} \) is a regular unsupervised hash learning step. Mutual information loss \( L_m \) is updated with all samples collected in training set before every epoch to capture accurate estimation on mutual information.

The algorithm is described as Algorithm 1.

**Algorithm 1: Shuffle and Learn**

**Result:** Obtain function parameter \( \theta \), initialize network parameter \( \theta \), learning rate \( \eta \), hyper-parameter \( \alpha \) and \( \beta \).

**foreach epoch do**

- Estimate joint probability \( \hat{P}(B_i, B_j) \) for \( i, j \in 1..N \);
- Calculate mutual information loss \( \beta L_m; \)
- Update \( \theta \) with the approximated derivative \( \eta \frac{\partial L_m}{\partial \theta}; \)

**foreach minimin in dataset do**

- Calculate regular loss \( L_r; \)
- Update \( \theta \) according to \( L_r = L_{sim} + \alpha L_{reg} \)
- with learning rate \( \eta \);

**end**

In our implementation, we extract feature from images with a pre-trained VGG-16 [16] without optimizing its parameters and the generated binary representation is collected over the whole dataset to compute the mutual information. Only a naive fully connected layer is adopted to consume the input feature to the learned hash. To stabilize the training, we minimize mutual information only on \( P(B_i, B_j) \) and gradients from marginal probability are cut from the back propagation. Also, the mutual information is accumulated as a triangular matrix to stabilize training and the loss function is applied with a multiplier \( \beta \) to balance the magnitude on gradients.

Notably, the minimization process is concave so that the whole process will not have global solution to the optimization. The convexity on the proposed minimization is not necessary as we adopt this minimization as a relaxation process. Experiments results also suggest that the proposed relaxation is effective on encouraging less code conflict in the binary space.

### IV. Experiments

We conducted experiments to evaluate the performance of the proposed unsupervised hashing algorithm on open datasets.
For every experiment in this section, fixed random seed with deterministic behaviour is applied to train the model. We used 0 as our random seed for both network and data loader to improve reproducibility.

### A. Datasets

The experiments are conducted on three open datasets: CIFAR-10 [35], NUS-Wide [36] and MS-COCO [37]. We did not apply any data augmentation technique during training and all class labels are not used in our unsupervised setup. All input images are resized to 256 × 256 before being centre cropped to size 224 × 224 before being fed into the network and are normalized according to mean pixel and standard deviation of pixels on ImageNet [38].

1) **CIFAR-10** is an RGB image dataset with 60K 32 × 32 images with class annotations from 10 different categories. We followed the CIFAR-10 (II) setting in GreedyHash [9] which takes 5,000 images each class for training and the rest of 10,000 images for querying. The training dataset will also be served as the retrieval set in this setting. The top-1000 similar images will be considered in our mean average precision (MAP@1000) evaluation.

2) **NUS-Wide** contains about 270,000 images with 81 different concepts. There can be multiple concepts for a single image. A subset of 21 most common concepts is used in our experiments, picking 195,834 images for the experiment. We followed the data split setup in [39], taking 500 images from each concept for training and 100 images each category for querying. The rest of the data are kept as retrieval dataset, providing similar samples for every query image in the test set. We adopted the same setting as other work [39], taking top-5000 neighbours to evaluate MAP on NUS-Wide.

3) **MS-COCO** provides images from a large scope of concepts. In our experiments we used trainval2014 for COCO dataset to match the setup in HashNet [40]. The pruned dataset contains 12,2218 images from 80 different classes. 5,000 images are randomly selected for query and another 10,000 are also picked for training purpose. The remaining is reserved as database during MAP evaluation. We follow common evaluation setting [40], [41] on COCO dataset, considering top-5000 similar images to accumulate MAP score.

### B. Experimental Setup

Experiments are conducted using a batch size of 32 and a learning rate of 1e − 3. We set hyper-parameters α = 0.1 in our experiments and 1e − 4, 1e − 3, 1e − 2 on β for our 16-bits, 32-bits, 64 bits model respectively. A multi-step learning rate decay is applied in our experiments. It will decay by a rate of 0.1 every 100 epoch. We trained the network for 300 epochs with standard SGD optimizer with the momentum of 0.9 and weight decay of 5e − 4. Notably, a special optimizer is applied to mutual information minimization, which does not have any momentum or weight decay. This strategy can ensure that the network will only take the precise gradient to shuffle the binary representation.

### C. Evaluation Metrics

Mean average precision (MAP) is used to evaluate the model’s performance on Image retrieval. It is widely used in retrieval evaluations [6, 7, 8, 11, 18, 24, 22, 23, 24].

| Method      | CIFAR-10 16 bits | CIFAR-10 32 bits | CIFAR-10 64 bits | NUS-WIDE 16 bits | NUS-WIDE 32 bits | NUS-WIDE 64 bits | MS-COCO 16 bits | MS-COCO 32 bits | MS-COCO 64 bits |
|-------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| SpherH [6]  | 0.254            | 0.291            | 0.333            | 0.495            | 0.558            | 0.582            | 0.516            | 0.547            | 0.589            |
| ITQ [7]     | 0.305            | 0.325            | 0.349            | 0.627            | 0.645            | 0.664            | 0.598            | 0.624            | 0.648            |
| DGH [8]     | 0.335            | 0.353            | 0.361            | 0.572            | 0.607            | 0.627            | 0.613            | 0.631            | 0.638            |
| DeepBit [13]| 0.194            | 0.249            | 0.277            | 0.392            | 0.403            | 0.429            | 0.407            | 0.419            | 0.430            |
| SGH [34]    | 0.435            | 0.437            | 0.433            | 0.593            | 0.590            | 0.607            | 0.594            | 0.610            | 0.618            |
| BinGAN [24] | 0.476            | 0.512            | 0.520            | 0.654            | 0.709            | 0.713            | 0.651            | 0.673            | 0.696            |
| HashGAN [23]| 0.447            | 0.463            | 0.481            | 0.604            | 0.632            | 0.665            | 0.570            | 0.629            | 0.623            |
| DVB [24]    | 0.403            | 0.422            | 0.446            | 0.604            | 0.632            | 0.665            | 0.570            | 0.629            | 0.623            |
| DistillHash [10]| 0.284        | 0.285            | 0.288            | 0.667            | 0.675            | 0.677            | -               | -               | -               |
| GreedyHash [9]| 0.448          | 0.473            | 0.501            | 0.633            | 0.691            | 0.731            | 0.582            | 0.668            | 0.710            |

**TABLE II: MAP EVALUATION WITH UNSUPERVISED BINARY REPRESENTATION**

![Fig. 2: Precision-Recall Curves of Ours and Compared Methods on CIFAR-10 Dataset](image-url)
Average precision (AP) is obtained by accumulating retrieval precision on each classes. AP will decrease as we increase the number of retrieved images. Mean of average precision will average all collected average precision score, which is a good criterion for evaluation over different retrieval setups.

Precision recall curve will present the performance with more visual details. It illustrates the relation between precision and recall, which is another form to describe retrieval performance over different settings. Notably, the integral of the precision-recall curve is positively related to MAP score.

**D. Evaluation Results**

1) Benchmark on Image Retrieval: Evaluation results on MAP are illustrated in Table II. All methods compared are using the same deep VGG-16 feature to ensure a fair comparison. Identical training and test split setup are also used to evaluate the proposed method.

We compared the proposed algorithm with several state-of-the-art methods including SpherH [6], ITQ [7], DGH [8], DeepBit [18], SGH [34], BinGAN [22], HashGAN [23], DVB [24], DistillHash [10], GreedyHash [9]. According to evaluation results on image retrieval in Table II, the proposed method has advantages on all code length settings comparing to current state-of-the-art methods. Large gaps can be observed on 64-bits with the proposed *Shuffle and Learn* algorithm. The proposed regular optimization step is similar to GreedyHash [9] as they both use cosine similarity loss and the same regularization loss during training. It can be observed that the mutual information minimization did help the network to improve representativity over the whole domain. Even comparing to the generative method like BinGAN [22] and HashGAN [23], retrieval accuracy of the proposed method can still over-perform them with considerable improvement.

The proposed *Shuffle and Learn* achieves higher performance on larger code length. Results with 64-bits code on CIFAR-10(II) achieved 59.2% on MAP score which is 9.1% higher than GreedyHash [9] and 7.2% higher than BinGAN [22]. The improvement made on NUS-Wide and MS-COCO is 4.5% and 7.5% comparing to the highest score among SOTA. It suggests that code conflict is indeed a challenge to high-quality hashing. And also proper shuffling on code distribution can significantly improve hashing quality in unsupervised setups.

Precision-Recall curves are also collected to compare the proposed approach to others. We used CIFAR-10 and $\beta$ is set as described in Section III-C. Results are demonstrated in Fig. 2. Most compared methods cannot retrieve semantically related clusters from the database, which means those hashing approaches may not be able to generalize semantic hash for similar samples. Those methods surely provide accurate neighbours but are trapped in local optimum with no constraint on code generation. However, with the proposed mutual information, precision is well kept at low recall, which means the hashing model trained with mutual information loss can be more robust and informative on clustering semantically related samples.

2) Visualization: We adopted t-SNE [42] to visualize code quality on the learned binary representation. Results on visualization with our 32 bits and 64 bits hash is illustrated in Fig. 4. The unsupervised binarized representation can separate samples according their semantic contents. And even with smaller form, for example, binary representation with only 32 bits, can still gather samples as neighbours concerning the semantic label without any supervision from the ground truth.

We also visualized the retrieved images with the query image in Fig. 3. We randomly select 4 query images and retrieved 10 most similar images from the database set of NUS-Wide. The top-10 nearest neighbours are semantically related, which suggest that the proposed relaxation can help a simple model to retrieve semantic neighbours more effectively with the unsupervised binary hash.
E. Empirical Analysis

1) Ablation Study: According to our assumption, a proper amount of pushing can improve performance on hashing. Hyper-parameter $\beta$ is designed to control the strength of push during optimization. A smaller value for $\beta$ will diminish the effect of minimizing mutual information while larger $\beta$ will degrade the code quality in performance on retrieval.

TABLE III: MAP RESULTS ON MODELS TRAINED WITH DIFFERENT $\beta$

| $\beta$ | Ours 16 bits | Ours 32 bits | Ours 64 bits |
|---------|--------------|--------------|--------------|
| 0.1     | 0.465        | 0.539        | 0.591        |
| 0.01    | 0.474        | 0.553        | 0.592        |
| 0.001   | 0.482        | 0.562        | 0.591        |
| 0.0001  | 0.507        | 0.554        | 0.590        |
| 0.00001 | 0.495        | 0.560        | 0.589        |

2) Code Analysis: We collected statistics to evaluate how will minimization on mutual information will affect the code utilization in binary space. We controlled hyper-parameter $\beta$ to assess the binary space utilization with different setups. We used CIFAR-10 dataset and follows the same training protocol as described above. The code statistics are sorted according to the counted number to evaluate the utilization of binary space.

As shown in Fig. 5 minimization on mutual information can encourage the network to use more keys in the binary space. The maximal value on single key decreases as we increase the value of $\beta$. Also, the minimum of the code count increases which means the code distribution is more flattened. It can be interpreted as more binary space is used as we shuffle harder by minimizing the mutual information with the proposed method. Though it is achieving what we desired, it does not mean larger $\beta$ is good for a hashing algorithm. According to the conducted ablation study in the previous section, larger $\beta$ will cause performance drop as it may shuffle the code too hard when searching for generalized semantic hash in the binary space.

3) Effect of Mutual Information Minimization on Binary Code: We investigated effects on the proposed algorithm with approximated joint probability during optimization to support the proof on its $\epsilon$-Convergence discussed in Section III-B. First, we conducted this experiment with CIFAR-10 (II) dataset, trying to encourage the binary code to utilize the whole binary space. The network will be only optimized according to the mutual information loss on binary code. To visualize, the embedding is divided into two subsets and converted into integers respectively. Then we used two converted integers to represent the sample’s coordinates on a 2D space. The visualization result will not demonstrate the semantic relationship but optimization process which justifies our motivation. Result is demonstrated in Fig. 7.

We train the network with a learning rate of $1e-5$ with only the optimization step on mutual information loss. The algorithm converges in about 30 iterations. We visualized the binary representation using the strategy discussed above. The binary code is diverging into the full space by minimizing mutual information with the proposed approach. The solution is stable after it converged, which verifies our motivation and design discussed in Section III. There will be an optimal
solution for minimizing mutual information with the joint probability and the optimization with approximated derivatives of joint probability will converge as $\varepsilon$ converges. With this condition, we can ensure that proper minimization on mutual information will not disturb the regular optimization on unsupervised binary representation learning.

V. CONCLUSION

Binary representation has fewer coding space than the continuous and there is a higher chance when two identically different samples share a same code for binary representations. This is often recognized as hash conflict or code conflict in binary space. In this paper, we identified code conflict in low dimensional space as a new barrier to high-quality unsupervised hashing. A novel meta-algorithm called *Shuffle and Learn* is introduced to diverge code distribution in binary space which can enhance hash quality and also help the model escape local minimum. The paper also provides proof on the $\varepsilon$-Convergence of the proposed algorithm. Mutual information loss on binary representation can encourage the network to fully utilize the binary space, which mitigates hash conflict on semantically dissimilar samples. With a proper amount of shuffling, the network can jump out of local minimum and also generalize better with the mutual information loss. The proposed approach is flexible and can be applied to other hashing algorithms to enhance model generality.

Future research should consider studies on a more concrete condition on convergence. More specifically, both theoretical and numerical study is necessary to investigate. Furthermore, current estimation on joint probability is to heavy to perform on very large databases. A flexible on-the-fly technique on the joint probability estimation will broaden its application and also accelerate the training possibility. Minimizing mutual information on continuous outputs is also an interesting direction as it will encourage independence among the output neurons. Learning more identical neurons will eliminate redundancy in networks and encourage more node to be pruned when reducing the size of neural networks.
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