Discovering dependencies in complex physical systems using Neural Networks
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In today's age of data, discovering relationships between different variables is an interesting and a challenging problem. This problem becomes even more critical with regards to complex dynamical systems like weather forecasting and econometric models, which can show highly non-linear behaviour. A method based on mutual information and deep neural networks is proposed as a versatile framework for discovering non-linear relationships ranging from functional dependencies to causality. We demonstrate the application of this method to actual multivariable non-linear dynamical systems. We also show that this method can find relationships even for datasets with small number of datapoints, as is often the case with empirical data.

I. INTRODUCTION

Finding relationships between different variables in large datasets [1–3] is an important problem that has ramifications in fields ranging from environmental science to economics and genetic networks. Understanding what variables affect a certain quantity becomes increasingly challenging when these relationships are highly non-linear, like those occurring in dynamical systems with several variables. Quite often in a large dataset with several variables, only a few variables may significantly affect the target variable and identifying these variables is the first vital step in exploring these dependencies in more detail.

Several methods exist which can help find dependencies and correlations between variables. However most of these methods are good at detecting a certain class of functions while they fail for others. There are some methods which are quite good at detecting functional dependencies between 2 variables [1–4], they have however not been demonstrated in a multi-variable scenario where a target variable depends on several input variables. Finding functional dependencies has been a topic explored extensively in context of relational databases [5, 6]. However these methods rely on finding exact functional relationships by finding all attributes which have a one to one or one to many relationship with a certain column Y. But this approach does not work well for small databases which are just a sample of the true distribution as in these cases one to one relations are more likely to occur. Also in such cases, it is difficult to reliably find the smallest subset of variables which are sufficient to describe Y. These methods do not offer any control over what kind of functional relationships may be considered intuitively as good or interesting candidates. Also, these methods do not provide any kind of score to evaluate functional dependencies.

In this paper, we use Neural networks as devices to model nonlinear behavior and find complex non-linear relationships. Especially deep neural networks (DNN) which consist of more than 1 hidden layer are excellent candidates for efficiently modelling multi-variable non-linear polynomial functions with small number of neurons [7, 8]. Additionally a regularization mechanism allows us to control the complexity of the model we wish to consider [9]. Neural networks have been used recently to discover physical concepts, identify phase transitions and design quantum experiments [10–12]. To help find dependencies, we use an DNN based autoencoder architecture which consists of an encoder-decoder pair. The encoder maps the input space to a latent space, while the decoder maps the latent space to the output space. This architecture has been used, amongst other applications, for non-linear Principle Component analysis (PCA) where the goal is to find a compressed representation of data [13].

As such the input and the output of the autoencoder is conventionally the same. In our method the input will be X, which is the set of input features and Y is the target feature or the set of features. We then use compression of mutual information in the latent space to derive a loss function which can be minimized to find the smallest set of features in X which can be used to reliably reconstruct Y. The loss function can be used to assign a score to compare the functional dependencies on different set of input parameters. We then use this method to find dependencies in chaotic dynamical systems. Also we show that this method can be used to find non-linear causal connections in the Granger sense for chaotic systems [13, 16], even for a small dataset of 100 samples.

II. THEORY

We now derive a loss function using the information bottleneck method [17] based on the fact that the latent intermediate layer can be used to extract only relevant information from X and used to reconstruct Y. We represent this latent representation by L. We also now assume a Markov chain Y → X → L. This means $P(Y|X,L) = P(Y|X)$. This is because X,Y correspond to observed ground truth data. We now use the fact that we want to extract only relevant information from X which can reconstruct Y. We use Shannon mutual infor-
We want to maximize the quantity \( I(L, X) - \lambda_{\text{enc}} I(L, X) \). The first term and the second term describe the capacity of the encoder and the decoder respectively with \( \lambda \) determining the relative weight between the two terms. We can write \( I(L, Y) \) as:

\[
I(L, Y) = \int dy dp(y, l) \log \frac{p(y \mid l)}{p(y)} = \int dl p(l) \int dy dp(y \mid l) \log(p(y \mid l)) + H(Y)
\]

where \( H(Y) \) is the Shannon entropy. We neglect \( H(Y) \) since it is fixed by the data. Since it is very difficult to calculate \( p(y \mid l) \), we can approximate it by another analytic function \( \phi(y \mid l) \). Using the fact that the KL divergence which measures the ‘distance’ between 2 probability distributions is always non-negative:

\[
KL(p(y \mid l), \phi(y \mid l)) \geq 0 \quad \implies \int dy p(y \mid l) \log p(y \mid l) \geq \int dy p(y \mid l) \log \phi(y \mid l)
\]

we can write

\[
I(L, Y) \geq \int dy dp(y, l) \log \phi(y \mid l)
\]

We can now choose an appropriate function for \( \phi(y \mid l) \) which allows us to derive a suitable loss function as well as allows us to tune the complexity of the decoder. The output of the decoder is given by \( \theta_{\text{dec}}(l) \) which describes the composite function of the decoder neural network which acts on the latent variable \( l \). To also include an additional L1 \[9\] regulation parameter which helps restrict the magnitude of the weights in the decoder neural network, we use the following function for \( \phi(y \mid l) \)

\[
\phi(y \mid l) = e^{-(\theta_{\text{dec}}(l) - y)^2/\sigma_{\text{dec}}^2 - \lambda_{\text{dec}}(|\theta_{d1}| + |\theta_{d2}| + \ldots)}
\]

where \( \theta_{d1}, \theta_{d2}, \ldots \), etc., are weights of different neurons in the decoder network. Therefore we can write

\[
I(L, Y) \geq -\int dy dp(y, l) \left[ \frac{(\theta_{\text{dec}}(l) - y)^2}{\sigma_{\text{dec}}^2} \right] + \lambda_{\text{dec}}(|\theta_{d1}| + |\theta_{d2}| + \ldots)
\]

Now we use the fact that \( p(y, l) = \int dx p(x, y, l) = \int dx p(x \mid l) p(x \mid y) \). Using the Markov chain condition, this can be written as \( p(y, l) = \int dx p(l \mid x) p(x, y) \). Approximating

\[
\int dx dy p(x, y) A(x, y) = (1/M) \sum_{k=1}^{M} A(x^k, y^k)
\]

where \( M \) is the number of distinct data points, we can write

\[
I(L, Y) \geq -(1/M) \sum_{k=1}^{M} \int dl p(l \mid x) \left[ \frac{(\theta_{\text{dec}}(l) - y^k)^2}{\sigma_{\text{dec}}^2} \right] + \lambda_{\text{dec}}(|\theta_{d1}| + |\theta_{d2}| + \ldots)
\]
Similarly we can define $I(L, X)$ as:

$$I(L, X) = \int dldxp(x, l) \log \frac{p(l|x)}{p(l)}$$

$$= \int dxdlp(x, l) \log p(l|x) - \int dlp(l) \log p(l) \tag{7}$$

We now again use another analytical function $g(l)$ in place of $p(l)$ and use the result on positivity of KL divergence and get:

$$I(L, X) = \int dldxp(x, l) \log p(l|x) - \int dlp(l) \log p(l)$$

$$\leq \int dxdlp(x, l) \log \frac{p(l|x)}{g(l)} \tag{8}$$

For convenience we use a Gaussian function centred at 0.

$$g(l) = e^{-\sum_i l_i^2/\sigma^2_{enc}} \tag{9}$$

where $l = (l_1, l_2, \ldots)$ are different components of $l$ and $\sigma^2_{enc}$ is an adjustable parameter. For $p(l|x)$ we can use:

$$p(l|x) = \prod_i e^{-(l_i-W_i x_i)^2/\sigma^2_{enc}} \tag{10}$$

where $x = (x_1, x_2, \ldots)$ This means we use a linear transformation from $X$ and add an independent Gaussian noise with variance $\sigma^2_{enc}$ and mean 0 to each component. We now plug in definitions 9,10 into equation 8 and obtain:

$$I(L, X) \leq \int dxdlp(x, l) \log e^{-(\sum_i W_i x_i (W_i x_i - 2 l_i)/\sigma^2_{enc})} \tag{11}$$

Writing $p(x, l) = p(x)p(l|x)$ we can write the above equation as

$$I(L, X) \leq -\int dxdlp(x, l) \prod_i e^{-(l_i-W_i x_i)^2/\sigma^2_{enc}}$$

$$\left[ \sum_i W_i x_i (W_i x_i - 2 l_i)/\sigma^2_{enc} \right] \tag{12}$$

Using the approximation $\int dxp(x) A(x) = (1/M) \sum_{k=1}^M A(x^k)$, we can write

$$I(L, X) \leq -(1/M) \sum_{k=1}^M \int dl \prod_i e^{-(l_i-W_i x_i^k)^2/\sigma^2_{enc}}$$

$$\left[ \sum_i W_i x_i^k (W_i x_i^k - 2 l_i)/\sigma^2_{enc} \right] \tag{13}$$

Similarly substituting equation 10 into equation 6 and assuming $\sigma^2_{enc}$ to be small enough so that $e^{-(l_i-W_i x_i)^2/\sigma^2_{enc}} $ $\approx \delta(l_i-W_i x_i)$ we obtain:

$$I(L, Y) - \lambda_{enc} I(L, X) \geq -(1/M) \sum_{k=1}^M \left[ (\theta_{dec}(l) - y_k)^2/\sigma^2_{dec} \right]$$

$$+ \lambda_{dec}(|\theta_{d1}| + |\theta_{d2}| + \ldots) + \lambda_{enc} \sum_i (|W_i|) \tag{14}$$

Therefore we can define a loss function to be minimized as

$$\mathcal{L} = (1/M) \sum_{k=1}^M \left[ (\theta_{dec}(l) - y_k)^2/\sigma^2_{dec} \right]$$

$$+ \lambda_{dec}(|\theta_{d1}| + |\theta_{d2}| + \ldots) + \lambda_{enc} \sum_i (|W_i|) \tag{15}$$

We observe that the first term tries to minimize the least squares difference between $\theta_{dec}(l)$ and $y$ and the second term controls the size of the weights of the decoder which in turn controls the maximum degree polynomials the decoder NN can approximate. For the third term we see that as we increase the $\lambda_{enc}$, the NN will try to keep $(W_i x_i^k)^2$ small to keep the total loss function small. Assuming now that we standardize our data so that $x_i^k$s on an average have similar magnitudes, we absorb it into $\lambda_{enc}$. The third term will now be smallest when only $W_i$s corresponding to those $x_i^k$s are non-zero, which are required to reproduce $Y$. Using this intuition and the fact that term inside the summation over $i$ in equation 17 is always $\geq 0$, we can further simplify the loss function as

$$\mathcal{L} = (1/M) \sum_{k=1}^M \left[ (\theta_{dec}(l) - y_k)^2/\sigma^2_{dec} \right]$$

$$+ \lambda_{dec}(|\theta_{d1}| + |\theta_{d2}| + \ldots) + \lambda_{enc} \sum_i (|W_i|) \tag{16}$$

where we have merged $\sigma^2_{enc}$ with $\lambda_{enc}$. This way we treat both the encoder and decoder weights on equal terms using L1 regularization. From a practical standpoint L1 is advantageous since it can shrink weights faster.
FIG. 3. Plot shows comparison between \( Y_i \) and the corresponding scaled version of \( l_i \) for (a)-(c) different values of \( y_i = Y_i \) for the set of delay equations 18. In the plots where \( l_i \) is noise, information from the corresponding \( x_i \) is not used to reconstruct \( y_i \) using the decoder.

III. APPLICATION

For further study we use a NN in which the encoder has 2 linear layers. This gives us a mapping \( X \rightarrow L \). We then add Gaussian noise to the latent variables \( l_i = l_i + N(0, \sigma_{\text{enc}}^2) \). The latent code is then sent through a multilayer decoder network with non-linear activation functions to give the output \( \theta_{\text{dec}}(l) \). We perform batch-normalization in between intermediate neural network layers [19]. These layers prevent change in data distributions between adjacent layers and allows neural network learning at a higher learning rate. We then minimize the loss function in equation 16 using Stochastic gradient descent with different batch sizes. We can tune the values of \( \lambda_{\text{dec}}, \lambda_{\text{enc}} \) (regularization parameters) to obtain as low values of loss function as possible. This choice of regularization parameters may also depend on our prior knowledge about the complexity of the system. The data is split into the training and validation set. The training data is used to build the model and validation set checks how well the model generalizes. The basic heuristic for tuning these parameters is as follows: after fixing the learning rate for the gradient descent, we first increase the value of \( \lambda_{\text{dec}} \) which basically fixes the complexity of functions the decoder can simulate. We then increase the value of \( \lambda_{\text{enc}} \) and look at the value of the mean square error and stop when the mean square error is as small as possible for both the training and the validation set.

We now use this method to infer relationships in well known non-linear systems. We first consider a Lorenz96 non-linear system which is defined as:

\[
\frac{dx_i}{dt} = (x_{i+1} - x_{i-2}x_{i-1} - x_i + F)
\]

where \( i \) goes from 1 to \( N \) where \( N \) is the number of oscillators and \( x_{N+1} = x_1, x_{-1} = x_{N-1}, x_0 = x_N \). \( F \) is the driving term and we choose \( F = 8 \) where the system behaves in the chaotic regime. Figure 1 shows the results for \( N=5 \). We run \( N=5 \) times with each time \( y_i = \frac{dx_i}{dt} \) for \( i \) from 1 to 5. We see that the latent representation \( l_i \) is basically just the added Gaussian noise when the corresponding \( y_i \) has no dependency on \( l_i \). The number of data points was 3000 and learning rate was 0.0001 and values of \( \lambda_{\text{dec}}, \lambda_{\text{enc}} \) where 0 and 0.1 respectively. The training was run for 1000 epochs with a batch size of 300.

Next we apply NN to infer causal relationship in a set of non-linear delay equations. For this we look at the following set of equations:

\[
Y_i(t+1) = (\xi_{ii} - \sum_{j=1,2,3} (\xi_{ij} - \xi_{ij}Y_j(t)))Y_i(t)
\]

for \( i=1,2,3 \). We choose to choose parameters \( \xi_{ij} \) which correspond to a fan-in pattern shown in Figure 2. The values of \( \xi \) are as follows \( \xi_{11} = 4, \xi_{22} = 3, \xi_{33} = 2, \xi_{31} = \).

We then add Gaussian noise to the latent variables \( l_i = l_i + N(0, \sigma_{\text{enc}}^2) \). The latent code is then sent through a multilayer decoder network with non-linear activation functions to give the output \( \theta_{\text{dec}}(l) \). We perform batch-normalization in between intermediate neural network layers [19]. These layers prevent change in data distributions between adjacent layers and allows neural network learning at a higher learning rate. We then minimize the loss function in equation 16 using Stochastic gradient descent with different batch sizes. We can tune the values of \( \lambda_{\text{dec}}, \lambda_{\text{enc}} \) (regularization parameters) to obtain as low values of loss function as possible. This choice of regularization parameters may also depend on our prior knowledge about the complexity of the system. The data is split into the training and validation set. The training data is used to build the model and validation set checks how well the model generalizes. The basic heuristic for tuning these parameters is as follows: after fixing the learning rate for the gradient descent, we first increase the value of \( \lambda_{\text{dec}} \) which basically fixes the complexity of functions the decoder can simulate. We then increase the value of \( \lambda_{\text{enc}} \) and look at the value of the mean square error and stop when the mean square error is as small as possible for both the training and the validation set.

FIG. 3. Plot shows comparison between \( Y_i \) and the corresponding scaled version of \( l_i \) for (a)-(c) different values of \( y_i = Y_i \) for the set of delay equations 18. In the plots where \( l_i \) is noise, information from the corresponding \( x_i \) is not used to reconstruct \( y_i \) using the decoder.
where FN, FP, TP are False negatives, false positives and true positives respectively. Here a positive means a certain variable has been discovered to be independent of the output. The negative means a variable has been discovered to be related to the output. This data is obtained by obtaining results over 20 independent runs of the model. For the Lorenz96 model, the best result is obtained with $\lambda_{enc} = 0.2$ while for the set of equations 18, best results are obtained for $\lambda_{enc} = 0.1$

IV. CONCLUSION

The proposed approach using NN is a versatile platform for inferring relationships, especially in complex non-linear systems. This is because NN are a powerful tool to model such non-linear functions. Even though it is difficult to infer the exact functional form using a NN, this method can help locate functional dependencies between variables in a multivariable system. These variables can then be probed more extensively to find the functional (or approximate functional) form of the relationships. Methods based on sparse regression have been used in the past to find functional relationships. However, they rely on pre-knowledge of the set of basis functions to use for the regression. The proposed method has no such requirement and with a large enough NN, can simulate any complex non-linear function. Besides locating functional relationships, it can also help infer causal relationships in non-linear data as seen in the discussed example, where it correctly inferred causal relationship even for a small dataset of 50 samples.
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