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ABSTRACT
Resolved observations of debris discs can be used to derive radial profiles of Azimuthally-averaged Surface Density (ASD), which carries important information about the disc structure even in presence of non-axisymmetric features and has improved signal-to-noise characteristics. We develop a (semi-)analytical formalism allowing one to relate ASD to the underlying semi-major axis and eccentricity distributions of the debris particles in a straightforward manner. This approach does not involve the distribution of particle apsidal angles, thus simplifying calculations. It is a much faster, more flexible and effective way of calculating ASD than the Monte Carlo sampling of orbital parameters of debris particles. We present explicit analytical results based on this technique for a number of particle eccentricity distributions, including two cases of particular practical importance: a prescribed radial profile of eccentricity, and the Rayleigh distribution of eccentricities. We then show how our framework can be applied to observations of debris discs and rings for retrieving either the semi-major axis distribution or (in some cases) the eccentricity distribution of debris, thus providing direct information about the architecture and dynamical processes operating in debris discs. Our approach also provides a fast and efficient way of forward modeling observations. Applications of this technique to other astrophysical systems, e.g. the nuclear stellar disc in M31 or tenuous planetary rings, are also discussed.
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1 INTRODUCTION
High-resolution observations of debris discs allow us to determine the spatial distribution of brightness contributed by debris particles in projection onto the sky plane. Brightness distribution can be converted to a spatial distribution of the surface density of emitting particles \(\Sigma(r, \phi)\) in polar \((r, \phi)\) coordinates in the plane of the disc, using straightforward assumptions, e.g. the knowledge of particle emissivity as a function of \(r\) (and \(\phi\) in the case of a disc directly imaged in the near-IR or optical bands), information on disc inclination (and the possibility of it being warped), and so on (Wyatt 2008). Such a conversion provides us with very important information about the instantaneous spatial distribution of debris, which can be linked to processes that shaped the underlying planetary system in the first place.

Inference of \(\Sigma(r, \phi)\) from observations can also inform us about the eccentricities and inclinations of the emitting particles (as non-circular motion of the debris particles is another factor affecting \(\Sigma(r, \phi)\)), shedding light on the dynamical processes shaping the disc. This may allow one to distinguish dynamical shaping of the disc by the embedded planets via secular forcing (Lee & Chiang 2016; Pearce & Wyatt 2014; Sefilian et al. 2021) or through self-stirring (Kennedy & Wyatt 2010; Marino 2021).

The goal of this work is to present a mathematical formalism allowing one to easily connect the semi-major axis distribution of debris particles and their dynamical state (i.e. their eccentricity distribution) to a certain characteristic of \(\Sigma(r, \phi)\) that can be inferred from observation. More specifically, focusing on the case of a flat, co-planar disc we define Axisymmetric (or Azimuthally-averaged) Surface Density \(\bar{\Sigma}\) (hereafter ASD) as the azimuthal average (zeroth-order azimuthal moment) of its \(\Sigma(r, \phi)\):

\[
\bar{\Sigma}(r) = \frac{1}{2\pi} \int_0^{2\pi} \Sigma(r, \phi) d\phi.
\]

Clearly, \(\bar{\Sigma}(r)\) can be easily determined once \(\Sigma(r, \phi)\) is inferred from observations as described earlier. ASD has a higher signal-to-noise ratio than \(\Sigma(r, \phi)\), making \(\bar{\Sigma}\) a metric of choice for detailed analysis in many studies of debris discs (Marino 2021).

In this work we provide a way to link \(\bar{\Sigma}(r)\) to the semi-major axis distribution of Keplerian particles comprising the disc, given the knowledge of their kinematic properties. We also explore the possibility of using the observationally inferred ASD to solve the inverse problem of determining the radial mass distribution in the disc, or the dynamical characteristics (i.e. the eccentricity distribution) of the debris particles.

This work is organised as follows. After outlining our basic setup (§2), we proceed to develop our formalism for discs with a prescribed profile of eccentricity (§3), with the master equation (16) being the key result. We then extend our approach to the case of a continuous distribution of particle eccentricities (§4), quoting some explicit analytical results for the case of the Rayleigh distribution in §4.1; a number of other eccentricity distributions are explored in Appendices C & D. We explore the use of our results for retrieving the semi-major axis distribution (§5) or the eccentricity distribution (§6) of debris particles from observations. We discuss our findings in §7 and summarise in §8. A number of additional technical but
useful results for certain types of debris discs and rings can be found in Appendices.

2 BASIC SETUP

We consider a disc of particles orbiting a central mass $M_*$. We restrict ourselves to the planar geometry and employ polar $(r, \phi)$ coordinates. The orbits of objects comprising the disc are characterized by their semi-major axis $a$, eccentricity $e$ and apsidal angle $\psi$ (relative to a fixed reference direction), and are given by

$$r = \frac{a(1 - e^2)}{1 + e \cos(\phi - \psi)}.$$  \hfill (2)

Keplerian motion of a particle with a non-zero eccentricity $e$ allows it to contribute to surface density at radii different from its semi-major axis, namely at $r$ satisfying

$$r_p \leq r \leq r_a,$$  \hfill (3)

where $r_p = a(1 - e)$ and $r_a = a(1 + e)$ are the periastron and apoastron distances. Spatial overlap of a large number of disc particles moving along their orbits with different $a$, $e$ and $\psi$ and random mean anomalies — a natural assumption adopted in this work (as well as many others) — determines the spatial distribution of the surface density $\Sigma(r, \phi)$, which is potentially observable.

Let $\mu(a)$ be the semi-major axis distribution of mass in the disc, such that $dm(a) = \mu(a) da$ is the amount of mass in disc particles having their semi-major axes in the interval $(a, a + da)$ (Statler 2001). We find it useful to define $\Sigma_u(a)$ such that

$$\Sigma_u(a) = \frac{1}{2\pi a} \frac{dm(a)}{da} = \frac{\mu(a)}{2\pi a}.$$  \hfill (4)

Note that $\Sigma_u(a)$ does not have a clear physical interpretation, but for a disc composed of objects on circular orbits one naturally has $a = r$ and $\Sigma_u(a) = \Sigma(r)$, with no $\phi$-dependence.

Knowledge of $\Sigma_u(a)$ or $\mu(a)$ is important, since in some cases it might be linked to the initial distribution of mass in the disc. For example, if the disc evolves secularly under the action of massive external perturbers, then the semi-major axes of its constituent particles would be conserved (Murray & Dermott 1999). As a result, both $\mu(a)$ and $\Sigma_u$ remain invariant in the course of secular evolution, and their knowledge at present time can inform us about the mass distribution in a debris disc at its formation.

We will first consider in §3 a simple disc model in which $e$ is a unique function of $a$, i.e. a disc in which all particles with a semi-major axis $a$ have a single value of eccentricity $e_a(a)$; however, in a debris disc, particles having the same semi-major axis $a$ may also have different values of eccentricity and orbit crossings are allowed (unlike fluid discs for which $e$ is always a unique function of $a$). As a result, kinematic properties of a debris disc are better characterized by a distribution of eccentricities $\psi(e, a)$ such that $\psi(e, a)de$ is the fraction of particles having $e$ in the interval $(e, e + de)$ at a given $a$. We will explore this more general model in §4.

3 DISCS WITH $E = E(A)$

Let us assume that eccentricity of the debris disc particles is a unique function of their semi-major axis, $e = e_a(a)$. This is equivalent to a disc having eccentricity distribution in the form

$$\psi(e, a) = \delta(e - e_a(a)),$$  \hfill (5)

where $\delta$ is the Dirac $\delta$-function.

We introduce an auxiliary function $\eta(r|a)$ such that $\eta(r|a)dr\, da$ is the amount of mass per radial interval $(r, r + dr)$ contributed by objects with eccentricity $e$ and semi-major axes in the interval $(a, a + da)$. It is clear that $\eta(r|a)$ is non-zero only as long as the condition (3) is fulfilled, with $r_p = r_p(a)$ and $r_a = r_a(a)$, where

$$r_p(a) = a(1 - e_a(a)), \quad r_a(a) = a(1 + e_a(a)).$$  \hfill (6)

Moreover, from the definition of $\eta(r|a)$ and mass conservation it immediately follows that the following normalization condition must be obeyed, see equation (4):

$$da \int_{r_p(a)}^{r_a(a)} \eta(r|a)dr = dm(a) = 2\pi a \Sigma_u(a) da.$$  \hfill (7)

It is clear on physical grounds that the amount of mass $\eta(r|a)dr$ that an orbiting particle contributes to the radial interval $(r, r + dr)$, in the orbit-averaged sense, should be proportional to the amount of time $dt$ that it spends in this radial range, i.e. $\eta(r|a)dr \propto \int p$$^1$ $dt$. Thus, $\eta(r|a) \propto dt/dr \propto v_r^{-1}$, where (Murray & Dermott 1999)

$$v_r = \sqrt{G M_*/a} - \sqrt{r - r_p}/r_a - r_r$$  \hfill (8)

is the radial velocity of a particle with eccentricity $e$ and semi-major axis $a$ in a Keplerian potential. This implies that

$$\eta(r|a) = \frac{C(a)r}{\sqrt{(r - r_p)(r_a - r)}},$$  \hfill (9)

where $C(a)$ is a normalization constant, which still depends on $a$.

To fix $C(a)$ we plug the expression (9) into the condition (7), finding as a result $C(a) = 2\pi I^{-1} a \Sigma_u(a)$, where

$$I = \int_{r_p}^{r_a} \frac{rdr}{\sqrt{(r - r_p)(r_a - r)}} = \pi a$$  \hfill (10)

is independent of $e$, because of the definitions of $r_p$ and $r_a$. Thus,

$$\eta(r|a) = \frac{2\pi \Sigma_u(a)}{\sqrt{(r - r_p)(r_a - r)}}.$$  \hfill (11)

The behavior of $\eta(r|a)$ as a function of $r$ (for a fixed $a$) is illustrated in Figure 1 for several values of $e_a$. Let us call $\eta(r)$ the amount of mass in debris particles per unit physical radius $dr$ (and not $da$, distinguishing $\eta(r)$ from $\mu(a)$). Since the mass at a given radius $r$ is contributed by all particles with semi-major axes satisfying the condition (3), $\eta(r)$ can be obtained
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\caption{Behavior of $\eta(r|a)$ defined by the equation (11) as a function of $r/a$ for $e_a = 0.1, 0.3, 0.6$; we assumed $\Sigma(a) = 1$.}
\end{figure}
by summing over all contributions $\eta(r|a)$ satisfying this condition. In other words,

$$\eta(r) = \int_0^\infty \eta(r|a) da = 2r \int_0^\infty \frac{\Sigma(a) \theta(r,a) da}{\sqrt{(r-r_p(a))(r_a(a)-r)}}$$

(12)

with

$$\theta(r,a) = \Theta((r-r_p(a))(r_a(a)-r)),$$

(13)

where $\Theta(z)$ is a Heaviside step-function; $\theta = 1$ for all $a$ such that $r_p(a) \leq r \leq r_a(a)$, while $\theta = 0$ if this condition is violated. Introduction of the indicator function $\theta(r,a)$ forces us to count in the integral (12) the contribution to the local surface density only from particles with orbits crossing the radius $r$. It also constrains the expression inside the radical to be non-negative.

On the other hand, by its definition, $\eta(r)$ must coincide with $r \int_0^{2\pi} \Sigma(r, \phi) d\phi = 2\pi r \Sigma(r)$, see equation (1). Expressing $\Sigma(r) = \eta(r)/2(r\pi)$, we obtain

$$\Sigma(r) = \frac{\pi^{-1}}{2} \int_0^\infty \frac{\Sigma(a) \theta(r,a) db}{\sqrt{(r-r_p(a))(r_a(a)-r)}} da,$$

(14)

which is the desired relation between $\Sigma(r)$ and $\Sigma_a(a)$. One can easily show that $\Sigma(r) \to \Sigma_a(a)$ for $\epsilon_a(a) \to 0$, as expected.

### 3.1 Master equation

One can rewrite the result (14) in a different form, making more explicit the role of the constraint (3). This constraint can be written as a lower limit on the eccentricity $\epsilon_a(a)$ of a particle with the semi-major axis $a$ capable of reaching radius $r$: $\epsilon_a(a) > 1 - (r/a)$ for $r < a$, and $\epsilon_a(a) > (r/a) - 1$ for $r > a$, see Figure 2 for an illustration. Alternatively, this can be written as

$$\epsilon_a(a) > \kappa(r,a), \quad \text{where} \quad \kappa(r,a) = \left| 1 - \frac{r}{a} \right|,$$

(15)

a constraint valid for both $r < a$ and $r > a$. Since $\epsilon_a(a) < 1$, equation (15) necessarily implies that $a > r/2$. Indeed, particles with $a < r/2$ have their apoapsis $r_a(a) < r$ (i.e. do not reach $r$) even for $\epsilon_a(a) \to 1$. For that reason, we can set the lower limit of integration in equation (14) to $r/2$. On the contrary, $a$ can be arbitrarily large and still allow particle periastron to be below any given $r$ (for $\epsilon_a(a) \to 1$), contributing to $\Sigma$ at this radius.
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**Figure 2.** Schematic illustration showing the intervals of semi-major axis $a$ (grey shaded) which contribute to particle density at radius $r$. Blue curve shows $\kappa(r,a)$, see equation (15), while orange curve shows some $\epsilon_a(a)$ profile. Only the particles with $a$ such that $\epsilon_a(a) > \kappa(r,a)$ can reach $r$.

After some manipulation, these considerations allow us to rewrite equation (16) as

$$\tilde{\Sigma}(r) = \pi^{-1} \int_{r/2}^\infty a^{-1} \Sigma_a(a) \Phi_e(r,a) da,$$

(16)

where

$$\Phi_e(r,a) = \frac{\theta(r,a)}{\sqrt{\epsilon_a^2(a) - \kappa^2(r,a)}},$$

(17)

is the dimensionless weighting function (a kernel), and

$$\theta(r,a) = \Theta(\epsilon_a(a) - \kappa(r,a))$$

(18)

is equivalent to the definition (13). In Appendix A we provide an alternative derivation of the relations (16)-(18) based on the results of Statler (2001).

Equation (16) is the master equation relating $\Sigma_a(a)$ and $\Sigma(r)$. Function $\Phi_e(r,a)$ is the key ingredient of this relation. For a given eccentricity profile $\epsilon_a(a)$, the kernel $\Phi_e(r,a)$ describes the coupling between the different semi-major axes and the radius $r$, i.e. if de-
terms (through equation (16)) how the mass at different \( a \) contributes of \( \Sigma \) at \( r \). One can easily check that \( \Phi_e(r, a) \) satisfies the following integral conditions
\[
\int_0^\infty \Phi_e(r, a) dr = \pi a, \quad \int_0^\infty \Phi_e(r, a)r dr = \pi a^2,
\]
with the second one effectively ensuring mass conservation in the disc when going from \( \Sigma_a(a) \) to \( \Sigma(r) \). Note that even though \( \Phi_e(r, a) \) formally diverges as \( r \to a(1 \pm e(a)) \), these singularities are integrable, resulting in a finite \( \Sigma(r) \) in equation (16).

Very importantly, in deriving the relations (14) and (16)-(18) we did not use any information about the behavior of apsidal angles of disc particles \( \varpi \) — they can follow any distribution (uniform or non-uniform) without affecting our results. This makes sense since the time that a particle with a given \( a \) and \( e \) spends within some radial interval is independent of the orientation of its orbital ellipse (which is set by \( \varpi \)). The insensitivity to apsidal orientation of individual objects comprising the disc allows us to obtain some rather general results, as we show in the rest of the paper.

### 3.2 Examples for discs with \( e = e_a(a) \)

We illustrate the mapping between \( \Sigma_a(a) \) and \( \Sigma(r) \) in Figure 3, where in panel (a) we plot \( \Phi_e(r, a) \) for an assumed
\[
e_a(a) = e_0(a_{\text{min}}/a)^{0.7}, \quad a_{\text{min}} < a < a_{\text{max}},
\]
with \( e_0 = 0.5, a_{\text{min}} = 1, a_{\text{max}} = 4 \) (in arbitrary units). Note the characteristic structure of \( \Phi_e(r, a) \), which is nonzero only for \( r_a < r < r_p \) and shows two peaks at any given \( a \), near \( r_p(a) \) and \( r_a(a) \). This behavior is reminiscent of the \( \eta(r,a) \) behavior shown in Figure 1.

Figure 3b,c illustrates the use of this \( \Phi_e(r, a) \) to compute \( \Sigma(r) \) using equation (16). In particular, in panel (b) we show how the distribution of particle semi-major axes (blue curve)
\[
\Sigma_a(a) = \Sigma_0(a_{\text{min}}/a)^{1/2}, \quad a_{\text{min}} < a < a_{\text{max}},
\]
with \( \Sigma_0 = 1, a_{\text{min}} = 1, a_{\text{max}} = 4 \) (in arbitrary units) gets mapped into \( \Sigma(r) \) (orange curve). One can see that \( \Sigma(r) \) is smooth (i.e. continuous), even though \( \Sigma_a(a) \) is sharply truncated at the edges (at \( a_{\text{min}} \) and \( a_{\text{max}} \)) and \( \Phi_e(r, a) \) features (integrable) singularities. Far from the edges \( \Sigma(r) \) is quite similar to \( \Sigma_a(a) \) profile, but the sharp edges of \( \Sigma_a(a) \) get smeared to a more gentle transition in \( \Sigma(r) \).

Figure 3c shows the results of a similar exercise but now for
\[
\Sigma_a(a) = \Sigma_0, \quad a_{\text{min}} < a < a_{\text{max}},
\]
with \( \Sigma_0 = 1, a_{\text{min}} = 2, a_{\text{max}} = 3 \). For this less radially extended \( \Sigma_a(a) \), the profile of \( \Sigma(r) \) has a rather different appearance, with two narrowly spaced peaks which arise because of (i) the double-peaked shape of \( \Phi_e(r, a) \) at a fixed \( a \) and (ii) the proximity of \( a_{\text{min}} \) and \( a_{\text{max}} \) in this case. In particular, \( r_p(a_{\text{max}}) < r_a(a_{\text{min}}) \), so that there is an interval of radii where particles with both \( a = a_{\text{min}} \) and \( a = a_{\text{max}} \) are present.

Note that in constructing \( \Sigma(r) \) in panel (c) we used the same \( \Phi_e(r, a) \) shown in panel (a), even though it extends over a larger range of \( a \) than \( \Sigma_a(a) \) given by the equation (22) — equation (16) naturally takes care of the difference of \( a_{\text{min}}, a_{\text{max}} \) ranges for \( e_a(a) \) and \( \Sigma_a(a) \). Thus, a single calculation of \( \Phi_e(r, a) \) for a given \( e_a(a) \) can be used to generate multiple profiles of \( \Sigma(r) \) for different \( \Sigma_a(a) \). Of course, \( \Phi_e(r, a) \) should be calculated over the range of \( a \) that includes the extent of the assumed \( \Sigma_a(a) \), as in Figure 3c.

### 3.3 Power Law Discs

Profiles of \( \Sigma_a(a) \) used in making Figure 3b,c are of the general form
\[
\Sigma_a(a) = \Sigma_0(a_{\text{min}}/a)^\alpha, \quad a_{\text{min}} < a < a_{\text{max}}.
\]
For brevity, we will denote them by the set of their parameters, as a model \( M_{\Sigma} = (\alpha, \Sigma_0, a_{\text{min}}, a_{\text{max}}) \). For example, in Figure 3b we have a model \( M_{\Sigma} = (0.5, 1, 1, 4) \), while in Figure 3c we show \( M_{\Sigma} = (0, 1, 2, 3) \). Similarly, the general power law profile of \( e_a(a) \) in the form
\[
e_a(a) = e_0(a_0/a)^\beta
\]
will be denoted as a model \( M_e = (\beta, e_0, a_0) \) (for reasons outlined in §3.2 we will not worry about specifying the \( a \)-range for \( e(a) \), just assuming that it is large enough), for example, equation (20) corresponds to \( M_e = (0.7, 0.5, 1) \). We will often use such power law models to illustrate our results.

Examination of Figure 3b shows that there is a significant range of radii, in which \( \Sigma(r) \) follows the behavior of \( \Sigma_a(a) \) rather closely. This correspondence is a rather generic feature of the discs with \( \Sigma_a(a) \) and \( e_a(a) \) in the power law forms (23) and (24), provided that \( r_a(a_{\text{min}}) < r_p(a_{\text{max}}) \) and the relevant range exists. At the same time, it is important to note that the close agreement between \( \Sigma(r) \) and \( \Sigma_a(a) \) within this range is not necessarily exact, and in general they differ at some (typically rather small) level.

We devote Appendix B to a more in-depth exploration of these characteristics of the power law discs, highlighting the points made above.

### 4 Disc with a Distribution of Eccentricity

Next we consider a more general situation, in which particles at a given semi-major axis \( a \) might have a distribution of eccentricities \( \psi_e(r, e) \), with properties (e.g. mean, dispersion, etc.) that also depend on \( a \). We will assume that \( \int_0^1 \psi_e(r, e) de = 1 \) at every \( a \).

Generalizing the results of §3, we introduce a function \( \eta(r,a,e) \) such that \( \eta(r,a,e) dr de \) is the amount of mass per radial interval \( (r, r+dr) \) contributed by objects with eccentricity in the interval \( (e, e+de) \) and semi-major axes in the interval \( (a, a+da) \). Clearly, \( \eta(r,a,e) \) is non-zero if only the condition (3) is fulfilled, in which now \( r_p = r_p(e, a), r_a = r_a(e, a) \). The normalization condition (7) generalizes to
\[
da \int_{r_p(a)}^{r_a(a)} \eta(r,a,e) dr = \psi_e(r,e,a) dm(a, e) \, de.
\]
Repeating the development in §3, and extending equation (12) by adding integration over eccentricity, we obtain
\[
\Sigma(r) = \pi^{-1} \int_0^\infty da \int_0^1 de \frac{\Sigma_a(a) \psi_e(r,e,a) \theta(r,a,e)}{\sqrt{(r-a(1-e))(a(1+e)-r)}}.
\]
which is a natural generalization of the equation (14). The generalized indicator function
\[
\theta(r,a,e) = \Theta \left[ (r-a(1-e)][a(1+e)-r] \right],
\]
ensures that the constraint (3) is obeyed when integration over \( e \) and \( a \) is carried out. That constraint can also be written as \( e > \kappa(r,a) \), analogous to the equation (15).

Finally, by manipulating equation (26) one can again put it in the form (16) but with a new weighting function \( \Phi_e \) given by
\[
\Phi_e(r, a) = \int_\kappa^1 \frac{\psi_e(r,e,a)}{\sqrt{e^2 - \kappa^2}} de
\]
with κ = κ(r, a). It is easy to see that the integral in (28) is convergent so that Φe is finite.

Equation (28) represents a natural generalization of the equation (17) in §3 to the case of a distribution of eccentricities (at any a). For ψe(e, a) in the form (5) the expression (28) for Φe naturally reduces to the equation (17). One can easily check that the relations (19) still hold for Φe in the form (28). Also, according to definitions (15) and (28), Φe(r, a) must obey the following symmetry property:

Ψe(a − z, a) = Ψe(a + z, a)  
(29)

for any a and z.

The weighting function Ψe absorbs all information about the shape of the eccentricity distribution ψe(e, a), with equation (28) providing a unique correspondence between the two (we will show in §6 that this relation can be inverted). In Appendix C we provide examples of such ψe − Φe pairs, which can be used in applications.

Equations (16) and (28) represent the desired relation of the ASD Σ to the mass distribution in the disc (i.e. Σa(a)) and its kinematic properties (i.e. ψe(e, a)). They allow efficient computation of Σ(r) once Σa(a) and ψe(e, a) are specified.

4.1 Rayleigh distribution of eccentricity

We now illustrate our results for a disc with the Rayleigh distribution of eccentricity, which is expected to be established as a result of two-body relaxation (self-stirring) in the disc (Ida & Makino 1992; Kennedy & Wyatt 2010). Namely, we will consider ψe(e, a) in the form

ψe(e, a) = \frac{e}{\sigma^2(1 - e^{-1/2\sigma^2})} e^{-e^2/2\sigma^2},  \quad (30)

where σ is the dispersion of eccentricity, which can be a function of a in general. Note that the factor multiplying the exponential in (30) accounts for the fact that e < 1 and the normalization \( \int_0^1 \psi_e(e, a) \, de = 1 \).

Plugging (30) in the equation (28) and integrating we find

Φe(r, a) = \left( \frac{\pi}{2} \right)^{1/2} \frac{e^{-\kappa^2/2\sigma^2}}{\sigma(1 - e^{-1/2\sigma^2})} \operatorname{erf} \left( \sqrt{\frac{1 - \kappa^2}{2\sigma^2}} \right),  \quad (31)

where σ = σ(a), κ = κ(r, a) as per equation (15), and \operatorname{erf}(z) = 2\pi^{-1/2} \int_0^z e^{-t^2} \, dt is the Gaussian error function. Relation (16) between Σa(a) and Σ(r) can then be written as

Σ(r) = \frac{1}{\sqrt{2\pi}} \int_{\sigma(r)/2}^{\infty} \frac{\Sigma_a(a) e^{-\kappa^2/2\sigma^2}}{\sigma(1 - e^{-1/2\sigma^2})} \operatorname{erf} \left( \sqrt{\frac{1 - \kappa^2}{2\sigma^2}} \right) \, da,  \quad (32)

which is a convolution of Σa(a) with a known kernel. These results are valid for arbitrary eccentricity dispersion, including σ ∼ 1.

4.2 Examples for discs with the Rayleigh eccentricity distribution

In Figure 4a we plot Φe(r, a) given by the equation (31), assuming that

σ(a) = σ_0(a_{min}/a)^{1/2}, \quad a_{min} < a < a_{max},  \quad (33)

with σ_0 = 0.4, a_{min} = 1, a_{max} = 4 (in arbitrary units). Note that, unlike Figure 3a, Φe(r, a) for the Rayleigh eccentricity distribution has a single peak around r = a line, and exhibits smooth decay away from it.

In panels (b) and (c) we show Σ(r) computed for the same Σa(a) profiles as in Figure 3b,c, respectively (i.e. \( \mathcal{M}_{\Sigma} = (0.5, 1, 1, 4) \) and \mathcal{M}_{\Sigma} = (0, 1, 2, 3), but now using the Rayleigh Φe(r, a) from Figure 4a. One can see that Σ(r) obtained for the Rayleigh distribution of eccentricities is smooth and does not show sharp changes in its slope even near a_{min} and a_{max}, unlike the ASD in Figure 3b,c. Also, even far from the edges of Σa(a) profiles, the behavior of Σ(r) is not as close to Σa(r) as in Figure 3, c.f. §3.3 (they would follow each other better for smaller σ(a)).

4.3 Small eccentricity limit, σ(a) ≪ 1, for the Rayleigh distribution

Of large practical significance is the situation when the eccentricities of debris disc particles are small, e ≪ 1, meaning that σ(a) ≪ 1. In this limit Φe(r, a) is non-negligible only for κ ≲ σ because of the exponential term in (31). Physically this means that particles with semi-major axes |r − a| ≲ σr (i.e. a typical radial excursion of disc particles for ψe in the form (30)) provide the dominant contribution to ASD at r. For κ ≲ σ ≲ 1 the argument of erf is of order σ^{-1} ≫ 1, so that erf → 1. Also, e^{-1/2\sigma^2} → 0. As a result, for σ ≪ 1 we...
can reasonably approximate
\[
\Phi_e(r, a) \approx \left(\frac{\pi}{2}\right)^{1/2} \sigma^{-1} \exp\left(-\frac{\kappa^2}{2\sigma^2}\right), \tag{34}
\]
\[
\bar{\Sigma}(r) \approx \frac{1}{\sqrt{2\pi}} \int_{r/\kappa}^{\infty} \frac{\Sigma_a(a)}{a \sigma} \exp\left(-\frac{\kappa^2}{2a^2}\right) da. \tag{35}
\]

In Figure 5 we illustrate how well the approximations (34), (35) work compared to the exact equations (31), (32) for different values of \(\sigma\), using power law disc model \(M_\Sigma = (0.5, 1, 1, 5)\) for \(\Sigma_a(a)\) (blue curve). (a) Profiles of \(\bar{\Sigma}(r)\) for three values of eccentricity dispersion \(\sigma = 0.2\) (green), \(\sigma = 0.4\) (orange) and \(\sigma = 0.6\) (magenta) computed using equations (31)-(32) (solid) and (34)-(35) (dashed). (b) Relative deviation between the exact calculations and low-\(\sigma\) approximations for \(\bar{\Sigma}(r)\) shown in panel (a).

5 RECONSTRUCTION OF MASS DISTRIBUTION FROM OBSERVATIONS

Observations of debris discs allow us to directly obtain their ASD \(\bar{\Sigma}(r)\). A natural question to ask then is whether this information can be used to infer the distribution of particle semi-major axes \(\Sigma_a(a)\) and/or the eccentricity distribution \(\psi_e(e, a)\). In other words, one would like to use observations to obtain the underlying disc properties by somehow inverting the equation (16).

It is clear that the knowledge of \(\bar{\Sigma}(r)\) cannot help us uniquely determine both \(\Sigma_a(a)\) and \(\psi_e(e, a)\) at the same time: multiple pairs of \(\Sigma_a(a)\) and \(\Phi_e(e, a)\) can result in the same \(\bar{\Sigma}(r)\) via the equation (16). Thus, some additional information about one of these functions has to be provided based on some additional considerations. In this section we will assume that we somehow possess independent knowledge of \(\psi_e(r, a)\).

For example, as already alluded to in §4.1, particle discs dynamically excited by self-stirring are expected to follow Rayleigh distribution of eccentricities \(\psi_e\) (Ida & Makino 1992). Moreover, the dispersion of particle inclinations in such discs is typically found to be about a half of the local eccentricity dispersion (Ida & Makino 1992; Ida et al. 1993). If a self-stirred debris disc is observed edge-on (relative to our line of sight), the measurement of the radial variation of its vertical thickness would provide us with the radial profile of the particle inclinations \(i(a)\), or the dispersion of inclinations, see Han et al. (2022). Consequently, the eccentricity dispersion as a function of \(a\) can be obtained as \(\sigma(a) \approx 2i(a)\), giving us the full information about \(\psi_e(e, a)\).

Another situation in which we could have a priori knowledge of particle dynamics arises when particle eccentricities are known to be secularly excited by a massive planet\(^1\). In this case an assumption of a unique \(e = e_a(a)\) (as in §3) would be natural. Moreover, if the age of the system, as well as the planetary mass and orbital properties (i.e. its semi-major axis and eccentricity) are known, then one could use the classical Laplace-Lagrange secular theory (Murray & Dermott 1999) to predict the profile of \(e_a(a)\) in the disc.

In both situations we would know the behavior of \(\psi_e(e, a)\), allowing us to compute \(\Phi_e(r, a)\) via equations (17) or (28), as appropriate. Then, by making a change of variable \(r \rightarrow 2x\) we can formally convert the relation (16) to a linear Volterra integral equation of the first kind
\[
\bar{\Sigma}(2x) = \int_x^{\infty} K(x, a) \Sigma_a(a) da, \tag{36}
\]
with the kernel
\[
K(x, a) = \frac{\Phi_e(2x, a)}{\pi a}. \tag{37}
\]

This equation can be discretized on a grid, converting it to a linear (upper triangular) matrix equation, which can be easily solved for \(\Sigma_a(a)\) using standard inversion methods (e.g. forward substitution, Press et al. 2002), since \(\bar{\Sigma}(2x)\) is available from observations and \(K(x, a)\) is known (as assumed). Thus, knowledge of the dynamical characteristics of a debris disc allows one to use its observed \(\bar{\Sigma}(r)\) to infer the semi-major axis distribution \(\Sigma_a(a)\) of particles in the disc in a straightforward manner.

6 RECONSTRUCTION OF ECCENTRICITY DISTRIBUTION FROM OBSERVATIONS

We will now look into the question of whether the knowledge of ASD \(\bar{\Sigma}(r)\) can be used to retrieve the distribution of particle eccentricities \(\psi_e(e, a)\).

We start by noting that equation (28) can be viewed as a version of the Abel integral equation for the unknown function \(\psi_e(e, a)\) (Binney & Tremaine 2008), with \(a\) being a parameter. Also, we can consider \(\Phi_e\) to be a function of \(\kappa\) and \(a\) (instead of \(r\) and \(a\)) as \(\Phi_e(a(1 \pm \kappa), a)\), see equation (15). The sign ambiguity of \(\kappa\) is not important here because of the property (29) which \(\Phi_e\) must obey in the

\(^1\) Close to being co-planar with the disc to not violate our assumption of a two-dimensional disc.
first place. Then equation (28) can be easily inverted as² (Binney & Tremaine 2008)

$$\psi_e(e,a) = -\frac{2e}{\pi} \int_{-1}^{1} \frac{dk}{\sqrt{1-a^2-k^2}} \frac{\partial}{\partial k} \Phi_e(a(1 \pm k),a).$$  \hfill (38)

Thus, if the function $\Phi_e(r,a)$ defined by the equation (28) is somehow known to us as a function of $r$ and $a$, then the behavior of $\psi_e(e,a)$ can be determined uniquely through the equation (38). But the really tricky part of this exercise is obtaining the knowledge of $\Phi_e(r,a)$ behavior in the first place.

Indeed, let us assume that we know exactly the behavior of both $\Sigma(r)$ and $\Sigma_\sigma(a)$ in the whole disc. Even then we would still not be able to infer $\Phi_e(r,a)$ from the equation (16): mathematically, this is an ill-posed problem equivalent to inverting a kernel of an integral equation and has no unique solution³. This is unlike the situation considered in §5, where we have shown that the knowledge of the kinematic properties of the disc (i.e. $\psi_e(e,a)$) allows us to infer $\Sigma_\sigma(a)$.

Progress can still be made if the functional form of the eccentricity distribution is known, and we are just looking to determine the dependence of one of its characteristics as a function of $a$. For example, if for whatever reason we expect particle eccentricity to be a unique function of $a$, as in §3 (i.e. $\psi_e$ to have the form (5)), then equations (16), (17) can be combined to provide an integral equation for $e_0(a)$ only (once $\Sigma(r)$ and $\Sigma_\sigma(a)$ are specified). As a complicating factor, $e_0(a)$ enters the equation (17) in a nonlinear fashion, unlike $\Sigma_\sigma$ in equation (36). However, the original integral equation (16), (17) can still be reduced to a (nonlinear) Volterra equation of the first kind by the same method as used in §5 for equation (36). The numerical solution of such an equation, even if nonlinear, is still reasonably straightforward, see Press et al. (2002).

A similar situation arises for self-stirred discs, in which we expect $\psi_e(e,a)$ to be given by the Rayleigh distribution (30). In this case we would like to determine the run of $\sigma(a)$. As we have shown in §4.1, for such discs equation (32) provides an integral relation between the known $\Sigma(r)$, $\Sigma_\sigma(a)$ and unknown $\sigma(a)$. Again, $\sigma(a)$ enters this equation in a highly non-linear fashion, but the same method based on a reduction of (32) to a nonlinear Volterra equation would still apply for the determination of $\sigma(a)$.

Also, in some special cases one can determine $\psi_e(e,a)$ in a non-parametric form (i.e. not assuming a particular functional dependence on $e$). This possibility arises for certain special forms of $\Sigma_\sigma(a)$ and is discussed next.

6.1 Eccentricity distribution from observations of narrow rings

Let us assume that it is known a priori that the debris particles are clustered in semi-major axis around $a = a_r$ such that their relative spread in semi-major axes, $|a - a_r|/a_r$, is much smaller than their characteristic eccentricity (i.e. its mean or dispersion). This situation is illustrated in Figure 6, where we show the characteristic runs of $\Sigma(r)$ for a ring with a fixed $e_0$ (computed using equation (17), for three values of $e_0$), and for a ring with a Rayleigh distribution of eccentricities (obtained using equation (31), for three values of $\sigma$). While the underlying $\Sigma_\sigma(a)$ in the form of a narrow Gaussian (with the dispersion of 0.003 in $a$) is the same, the ASDs differ drastically in two cases, e.g. double-peaked in (a) vs. single peaked in (b), easily revealing the difference between the underlying eccentricity distributions (Kennedy 2020).

More generally, we can represent a narrow ring (of mass $m_r$) by assuming that all its particles have the same semi-major axis $a_r$, such that

$$\Sigma_\sigma(a) = \frac{m_r}{2\pi a_r^2} \delta(a - a_r).$$  \hfill (39)

Plugging this $\Sigma_\sigma(a)$ into the equation (16), one finds

$$\Sigma(r) = \frac{m_r}{2\pi^2 a_r^2} \Phi_e(r,a_r).$$  \hfill (40)

Thus, for a narrow ring we can use the knowledge of the radial profile of $\Sigma(r)$ to directly obtain the dependence of $\Phi_e$ on $r$:

$$\Phi_e(r,a_r) = \frac{2\pi^2 a_r^2}{m_r} \Sigma(r).$$  \hfill (41)

Plugging this $\Phi_e$ in the equation (38) and setting $a = a_r$ one can subsequently determine the explicit dependence of $\psi_e(e,a_r)$ on $e$.

In Appendix C we illustrate this $\psi_e$-reconstruction technique using a variety of ring ASD profiles. In the process, we also derive a number of $\psi_e$-$\Phi_e$ pairs mutually related via the equations (28) and (38), which may be useful in application to observations.

Note that the assumption of an underlying ring-like $\Sigma_\sigma(a)$ can be justified only if $\Sigma$ is such that

$$\Sigma(a_r + z) = \Sigma(a_r - z)$$ \hfill (42)

for any $z$, which immediately follows from equations (29) and (41). If this constraint is not fulfilled then the debris disc particles cannot be strongly clustered in semi-major axis. But if (42) is fulfilled,
then the narrow ring interpretation with a characteristic ring width $\Delta a_r \ll e a_\psi$ (or $\sigma a_\psi$) is quite plausible.

Examination of Figure 6 shows that constraint (42) is fulfilled for a Gaussian ring (panel (b)) with a very high accuracy. However, a ring with a fixed $e$ (panel (a)) reveals noticeable asymmetries between the inner and outer peaks of the ASD. It turns out that these asymmetries arise from (i) the finite (i.e. non-zero, even if rather small) width of the ring in this example, and (ii) the divergent nature of $\Phi_\psi(r, a_\psi)$ in the form (17) near the periastra and apoapstra of the ring particles. The amplitude of these asymmetries may be used to measure the radial width $\Delta a_r$ of the semi-major axis distribution of the ring particles.

6.2 Eccentricity distribution from observations of sharp disc edges

Another possibility to constrain $\psi_e$ arises at the sharp edges of $\Sigma_a(a)$ distribution of debris discs particles. We will make two assumptions. First, that both $\psi_e(e, a)$ and $\Sigma_a(a)$ vary with a slowly inside the disc near its edge at $a_0$, i.e. on scales larger than the typical epicyclic excursion $e a_0$ of particles near the edge. Second, that the drop of $\Sigma_a$ at the edge occurs over the range of $a$, which is much smaller than the typical epicyclic excursion $e a_0$. Once these conditions are fulfilled, we can (i) assume that $\psi_e(e, a)$ is independent of $a$ near the edge and (ii) adopt $\Sigma_a(a)$ in the form (without loss of generality we will focus on the outer disc edge)

$$\Sigma_a(a) = \Sigma_0 \Theta(a - a_0), \quad (43)$$

i.e. $\Sigma_a(a) = \Sigma_0$ for $a < a_0$ and zero outside $a_0$.

We will now illustrate the $\Sigma(r)$ behavior near the disc edge for two different assumptions about disc kinematics (§6.2.1, 6.2.2) focusing on the low-$e$ case, and then provide a general recipe for $\Phi_\psi$ retrieval near the disc edge (§6.2.3).

6.2.1 $\Sigma(r)$ at the edge of a disc with $e = e_a(a)$

In Figure 7 we show the profile of $\Sigma(r)$ near the edge of a disc with $e = e_a$, which is independent of $a$. This calculation (solid curves) is done for two values of $e_a$ and uses equations (16)-(17).

One can also show using the same equations (16)-(17) that in the low-$e$ limit a disc with $e = e_a$ and a sharply truncated edge has

$$\Sigma(r) = \Sigma_0 \Theta(r - a_p), \quad (44)$$

and $\Sigma(r) = 0$ for $r \geq r_a$, where $r_p = a_0(1 - e_a)$ and $r_a = a_0(1 + e_a)$.

We show this approximation for $\Sigma(r)$ in Figure 7a (dashed lines) for the same two values of $e_a$. as the exact calculation, and their difference in panel (b). One can see that small differences (up to 3% for $e_a = 0.1$) arise in the near-edge region $r_p \leq r \leq r_a$. Also, for $r < r_p$ the exact $\Sigma(r)$ is constant but slightly higher than $\Sigma_0$ with the difference rapidly diminishing with decreasing $e_a$. This behavior is explained in Appendix B. Aside from these differences, the approximation (44) provides a reasonable match to $\Sigma(r)$, especially at low $e_a$.

6.2.2 $\Sigma(r)$ at the edge of a disc with a Rayleigh $\psi_e$

In Figure 8 we show the ASD profile near the edge of a disc with a Rayleigh distribution of eccentricities, for two values of the eccentricity dispersion $\sigma$ (solid curves). As expected, these profiles show that a transition from $\Sigma \approx 0$ far outside the edge to $\Sigma \approx \Sigma_0$ well inside of it occurs over the characteristic distance of several $\sigma a_0$.

In the small eccentricity limit ($\sigma \ll 1$) we can derive an approximate expression for $\Sigma(r)$. Indeed, plugging the anzatz (43) into the equation (35) and working in the vicinity of the disc edge, $|r - a_0| \ll a_0$, one finds

$$\Sigma(r) \approx \Sigma_0 \frac{2}{\sqrt{\pi \sigma a_0}} \left[1 - \text{erf} \left(\frac{r - a_0}{\sqrt{2\sigma a_0}}\right)\right]. \quad (45)$$

This approximation is illustrated in Figure 8a (dashed curves), while the dashed curves in panel (b) show its deviation from the exact calculation. The discrepancy is largest in the near-edge region (similar to Figure 7) but stays below 4% for $\sigma = 0.1$. Thus, the approximation (45) works reasonably well.

Comparing Figures 7 and 8, one can see clear differences in the $\Sigma(r)$ profiles obtained for different particle eccentricity distributions, albeit not as dramatic as in the case of a narrow ring (see Figure 6). A disc with $e = e_a$ near the edge has a sharper transition of $\Sigma$ from $\Sigma_0$ to zero, which also occurs over a smaller radial interval than in the case of the Rayleigh $\psi_e$. While Figure 7 features a very steep (formally divergent) slope of $\Sigma(r)$ at $r = a_0(1 \pm e_a)$, the ASD profile in Figure 8 is smooth everywhere. This provides us with a way of differentiating the dynamical states of debris discs by examining their brightness profiles near the sharp edges of $\Sigma_a(a)$.

6.2.3 General method for retrieving $\Phi_\psi(r, a)$ near sharp disc edges

We now describe a general formalism for deriving $\Phi_\psi(r, a)$ from the measurement of $\Sigma(r)$ near a sharp edge of a disc in the form (43). As stated earlier (and assumed in the examples shown in §6.2.1, 6.2.2),
we need to assume that $\psi_e(e, a)$ is independent of $a$ near the edge. According to equation (28), this implies that $\Phi_e(r, a)$ depends on $r$ and $a$ only through the variable $x$ given by the equation (15), which in particular means that $\Phi_e(r, a) = \Phi_e(r/a)$. Then we can write the equation (16) as

$$\bar{\Sigma}(r) = \frac{\sigma_0}{\pi} \int_{r/2}^{a_0} a^{-1} \Phi_e \left( \frac{a}{a_0} \right) da$$

$$= \frac{\sigma_0}{\pi} \int_{1/2}^{a_0/r} x^{-1} \Phi_e \left( \frac{x}{x^{-1}} \right) dx,$$  

(46)

where in the second line we made a change of variables $a \rightarrow rx$. Differentiating equation (D1) with respect to $r$ we find

$$\Phi_e(r, a) = - \frac{\pi}{\sigma_0} \left( y \frac{d \bar{\Sigma}(y)}{dy} \right) \bigg|_{y=(a_0/a)r},$$

(47)

with $y$ being a dummy variable. Plugging this $\Phi_e(r, a)$ in the equation (38), one can obtain $\psi_e(e, a) = \psi_e(e, a_0)$ at the edge of the disc, completing our task. This procedure is illustrated in detail in Appendix D.

Because of the constraint (29) and the relation (47), the underlying assumption of a sharp truncation of $\Sigma_0(a)$ at some $a_0$ can be justified only if the observed $\bar{\Sigma}(r)$ satisfies

$$(d\bar{\Sigma}/d \ln r) \bigg|_{r=a_0+\varepsilon} = (d\bar{\Sigma}/d \ln r) \bigg|_{r=a_0-\varepsilon}$$

(48)

for any $\varepsilon$. This condition provides a useful check of the sharp (in $a$) edge assumption: if the observationally determined $\bar{\Sigma}(r)$ does not satisfy (48), then $\Sigma_0(a)$ cannot have a form close to (43).

One can see that both here, as well as in the ring case considered in §6.1, the key to a successful retrieval of the $\psi_e$ dependence on $e$ lies in the fact that the eccentricity distribution was assumed to be independent of $a$. Thus, such procedure can inform us about the behavior of $\psi_e$ only locally, near a sharp feature (ring or edge) of $\Sigma_0(a)$. In particular, it may not work so well for discs that have been secularly evolving for much longer than the apsidal precession period at $a_0$, as in that case $e_0(a)$ would rapidly oscillate in $a$ near $a_0$ (e.g. see Sefilian et al. 2021).

7 DISCUSSION

Results of our study allow one to uniquely relate the distribution of the orbital elements of debris disc particles, namely $\Sigma_0(a)$ and $\psi_e(e, a)$, to a particular observable — azimuthally averaged surface density $\bar{\Sigma}(r)$. Equations (16) and (17) or (28) directly link the underlying kinematic characteristics of the disc and its $\bar{\Sigma}(r)$ profile. One can use these relations to test different assumptions about the forms of $\Sigma_0(a)$ and $\psi_e(e, a)$ by computing the corresponding $\bar{\Sigma}(r)$ and comparing it with observations. For certain forms of particle eccentricity distribution expected in debris discs on theoretical grounds, we were able to simplify things even further, see §3 for $e = e_0(a)$ and §4.1 for the Rayleigh distribution.

The most common method to predict $\bar{\Sigma}(r)$ (or $^1 \Sigma(r, \phi)$) for given $\Sigma_0(a)$ and $\psi_e$ is to randomly sample these distributions in the Monte Carlo fashion assuming (as we do as well) a uniform distribution in the mean longitude of particles (Lee & Chiang 2016; Sefilian et al. 2021; Marino 2021). The resultant instantaneous positions of the debris particles are then binned in $r$-coordinate (or in $(r, \phi)$-plane) yielding an approximation for $\bar{\Sigma}(r)$ (or $\bar{\Sigma}(r, \phi)$). This method is illustrated in Figure 9, in which it is used for obtaining $\bar{\Sigma}(r)$ for two disc models previously shown in Figure 3b,c. For both models the underlying $\Sigma_0(a)$ (blue curve) is sampled (red curves) with $10^3$ orbits per every bin in $a$, with the bin width of $\Delta a = 0.05$. Green curves show the resultant $\bar{\Sigma}(r)$ profiles, with orange curves showing the exact calculation as in Figure 3. One can see that $\bar{\Sigma}(r)$ resulting from the Monte Carlo procedure is rather noisy despite the large number of particles ($6 \times 10^5$) involved in this calculation. Moreover, even at this level of accuracy the Monte Carlo calculation takes an order of magnitude longer to compute than the exact calculation using our method, i.e. equations (16)-(18).

Another benefit of our framework is that the function $\Phi_e(r, a)$ given by equations (17), (28) is independent of $\Sigma_0$. As a result, a single computation of $\Phi_e(r, a)$ can be reused multiple times to generate $\bar{\Sigma}(r)$ profiles for an arbitrary number of disc models with different $\Sigma_0(a)$ via the equation (16), as long as these models have the same $\psi_e(e, a)$. This makes our method very efficient when one needs to compute $\bar{\Sigma}(r)$ for a large number of disc models with the same $\psi_e(e, a)$, e.g. when fitting observational data.

Also, one might often be interested in obtaining the value of $\bar{\Sigma}(r)$ at a single $r$, rather than its full radial profile. To get that, Monte Carlo technique would still require sampling the orbital distribution of the debris particles over a significant portion of the disc, if not all of it. In other words, with Monte Carlo sampling the computational cost of obtaining $\bar{\Sigma}$ at a single point is not much different from that of computing the full $\bar{\Sigma}(r)$ profile. This is not the case for our method, which naturally allows one to compute $\bar{\Sigma}(r)$ at a single (or a few) point(s) via the equations (16), (17), (28) with minimal numerical cost.

Obtaining $\bar{\Sigma}(r, \phi)$ also requires the knowledge of the distribution of particle apsidal angles $\varpi$. 

Figure 8. (a) Profiles of $\bar{\Sigma}(r)$ near a sharp edge of $\Sigma_0(a)$ (in the form (43) with $a_0 = 1$) for the Rayleigh eccentricity distribution (30). Calculations are performed for $\sigma = 0.05$ (orange) and 0.1 (purple). Solid curves are computed using full Eq. (32), while dashed curves represent small-$e$ approximation (45). The dotted curves (almost overlapping with the dashed ones) show the approximation (49) proposed in Marino (2021), discussed in §7.3. (b) Differences between the solid and dashed (dashed (a)) curves from panel (a), for $\sigma = 0.05$ (orange) and 0.1 (purple).
As shown in §§5,6, the relations (16), (17), (28) also provide a basis for inverting the problem, i.e. using disc observations to infer the distribution of debris disc particles in semi-major axis or eccentricity. Unfortunately, one cannot simultaneously obtain both $\Sigma_a(a)$ and $\psi_e(e, a)$ in a unique fashion given $\bar{\Sigma}(r)$, and some additional considerations must be used for solving the inverse problem. Nevertheless, our results do provide explicit recipes for inferring either $\Sigma_a(a)$ (see §5) or, in some situations, $\psi_e(a, e)$ (see §6 and Appendices C,D), given the knowledge of $\bar{\Sigma}(r)$ (see §7.1 for its practical applicability). In particular, these inverse techniques formulated in §§5,6 are mathematically well-posed and can be viewed as proofs of existence of the solutions of the corresponding problems.

Our focus on the zeroth-order azimuthal moment $\bar{\Sigma}(r)$ of the full surface density distribution $\Sigma(r, \phi)$ in this work is not accidental. First, from the observational point of view, ASD should have a higher signal-to-noise ratio than $\Sigma(r, \phi)$, facilitating its analysis. Second, $\bar{\Sigma}(r)$ is related to the underlying orbital properties of disc particles via the straightforward residence time argument (§3), enabling the derivation of the master equation (16) in §3. Third, as already noted in §3.1, the calculation of $\bar{\Sigma}(r)$ is entirely decoupled from the distribution of apsidal angles of disc particles, as $\bar{\Sigma}(r)$ does not enter the relation (16) between $\bar{\Sigma}(r)$ and $\Sigma_a(a), \psi_e(e, a)$.

Clearly, $\bar{\Sigma}(r, \phi)$ encodes more information about kinematic properties of disc particles than $\bar{\Sigma}(r)$ alone, simply because $\bar{\Sigma}(r, \phi)$ also depends on their apsidal angles $\varpi$. With the residence time argument we cannot predict the non-axisymmetric structure of the disc, since different $\Sigma(r, \phi)$ may result in the same $\bar{\Sigma}(r)$. For example, a ring of a kind (39) considered in §6.1 would appear in $(r, \phi)$-space as an elliptical wire for a tightly clustered (i.e. apsidally-aligned) $\varpi$ distribution, but as an axisymmetric ring for randomly distributed $\varpi$; in both cases $\bar{\Sigma}(r)$ would be the same. Our approach turns this ambiguity into a benefit, as it effectively decouples the determination of eccentricity or mass distributions in the disc from the problem of constraining the apsidal angle distribution. In other words, our framework allows one to use observationally derived $\bar{\Sigma}(r)$ (having improved signal-to-noise ratio compared to $\Sigma(r, \phi)$) to first determine either $\Sigma_a(a)$ or $\psi_e(e, a)$. Then this information can be used to facilitate the retrieval of the apsidal angle distribution from the full $\Sigma(r, \phi)$. Such a two-step approach may provide an efficient way of inferring all kinematic characteristics of debris discs.

Our derivation of the master equation (16) in §3 relies on the assumption that debris particles move on eccentric orbits in a Newtonian potential (with randomized mean anomalies). One may wonder whether some additional physical effects may affect this assumption. Collisions between particles are certainly important for the long-term evolution of debris discs. However, as long as the characteristic time between collisions is longer than the particle orbital period, our assumption of eccentric orbits in the form (2) would remain valid.

Radiative effects are also important for debris disc evolution (Burns et al. 1979). Poynting-Robertson drag is a slow process which causes only minuscule departures of particle orbits from Keplerian ellipses (especially for bigger grains) and can be neglected. Radiation pressure is unimportant for large grains such as the ones responsible for thermal emission visible in sub-mm (e.g. by ALMA), but it can play an important role in the dynamics of $\mu m$ and sub-$\mu m$ grains that dominate the scattered light observations. However, even for these small grains the only effect of radiation pressure is the effective reduction of the central object’s mass (Burns et al. 1979), while the orbits still remain closed ellipses with all other features of Keplerian dynamics fully preserved. Since all our results, including the master equation (16) are completely independent of the central mass $M_*$, they should remain valid even for small dust particles strongly affected by radiation pressure.

Gas has been detected in a number of debris discs (Hughes et al. 2018) and may affect the motion of debris particles. However, as long as the gas density is low enough and/or the emitting particle size is large enough for gas drag to not cause significant departures of their orbits from purely Keplerian, presence of gas should not affect our conclusions, similar to the Poynting-Robertson drag.

7.1 Application to debris disc observations

Application of the inversion techniques described in §§5,6 to observations of debris discs can shed light on their architecture at formation, as well as on the dynamical processes operating in them. In particular, knowledge of $\Sigma_a(a)$ for discs undergoing long-term secular evolution translates into the knowledge of initial mass distribution in the disc, as particle semi-major axes do not change in the course of secular evolution. Thus, if the disc started off dynamically cold, with $e \to 0$ everywhere, and then attained its current (non-zero) eccentricity distribution as a result of secular evolution (e.g. due to a planetary or stellar perturber), then the initial $\Sigma(r, \phi)|_{t=0} = \bar{\Sigma}(r)|_{t=0}$ of the disc and its current $\Sigma_a(a)$ must be related as $\Sigma(r, \phi)|_{t=0} = \Sigma_a(a)$.

Constraints on the shape of $\psi_e(e, a)$, even if obtained only locally, like in §6, can shed light on the processes that govern eccentricities of the debris disc particles. For example, a truly smooth and extended (in $e$) $\psi_e$ close in form to the Rayleigh distribution (§4.1) would support the idea that particle eccentricities are excited by disc self-stirring (Kennedy & Wyatt 2010).

On the other hand, if $\psi_e(e, a)$ is found to be clustered around a
particular value of \( e \), i.e. being close to \( e = e_a(a) \) anzatz (§3), this might indicate the prevalence of secular processes in determining eccentricity dynamics. In the case of a spatially extended disc this would also suggest that the disc is “secularly young”, i.e. its age is not very large compared to the local apsidal precession period, as otherwise \( e_a(a) \) would rapidly oscillate in \( a \) (as we alluded to in §6.2.3), potentially masquerading as an extended and continuous (in \( e \)) \( \psi_e \).

It should be noted that some of the inversion recipes proposed in §§5.6 may have somewhat limited practical utility when applied to real observational data, simply because the latter is intrinsically noisy. For example, re-construction of \( \Phi_e(r, a_0) \) near a sharp edge of a disc at \( a = a_0 \) via the equation (47) involves a differentiation of (noisy) \( \Sigma(r) \) derived from observations, which is going to amplify the noise. Subsequent retrieval of \( \psi_e(a, e) \) from this \( \Phi_e(r, a_0) \) using equation (38) involves yet another differentiation, exacerbating the noise issue even further. Thus, one should be cautious when directly applying equations (36)-(38), (47) to real data, which may need to be smoothed prior to using this technique.

In many cases a forward modeling approach, i.e. varying the parameters of a model for \( \Sigma_a(a) \) or \( \psi_e(a, e) \) until \( \Sigma(r) \) predicted by the equation (16) best matches the data, would be more appropriate. Our analytical framework provides a very efficient tool for such forward modeling, see the earlier discussion of Figure 9.

To obtain a reliable \( \Sigma(r) \) from observations one needs to have an accurate mapping of the surface density in \( (r, \phi) \) coordinates in the plane of the disc in the first place. This requires de-projecting the observed brightness distribution in the plane of the sky, accounting for the overall disc inclination, and converting brightness distribution to \( \Sigma(r, \phi) \). The latter should be relatively straightforward for systems imaged in sub-mm with e.g. ALMA, when one expects particle brightness to decay as \( r^{-1/2} \) in the optically thin, Rayleigh-Jeanes regime. Things are more complicated for systems imaged in the optical and near-IR through scattered light\(^6\), as in this case one also need to account for the scattering phase function.

Disc warping might complicate de-projection, especially for discs which are close to edge-on. If a disc has a substantial spread of particle inclinations around its midplane, this would be another complication (especially for close to edge-on discs, see Han et al. 2022), although less severe for almost face-on systems for which inclination enters the determination of \( \Sigma(r, \phi) \) only as a second order effect compared to eccentricity (Marino 2021). And having gone through these procedures, one would obtain \( \Sigma(r, \phi) \) for the luminous dust particles only — the actual mass surface density distributed in objects of all sizes may be quite different from this \( \Sigma(r, \phi) \).

Despite these complications, ASD profiles have been derived and analyzed for a number of debris discs (e.g. Marino 2021), enabling application of our technique to real observations.

7.2 Application to other astrophysical discs/rings

Throughout this work we focused on modeling debris discs. However, our framework can be applied to other types of discs/rings as well. For example, particles in planetary rings with low optical depth may experience collisions rarely enough for the assumptions of their Keplerian motion and randomized mean longitudes to be valid. In such tenuous rings our results would apply for a properly measured ASD.

Large dust grains in the outer parts of protoplanetary discs are weakly affected by gas drag (if their Stokes number is much larger than unity) and move on essentially Keplerian orbits. Thus, our methods would apply for such discs, even though particle motion in them is unlikely to strongly deviate from the gas motion.

Another example of relevant nearly-Keplerian systems is provided by the nuclear stellar discs orbiting supermassive black holes in centers of galaxies, with stars replacing debris particles. In particular, the eccentric stellar disc in the center of M31 (Tremaine 1995) has been a subject of numerous observations (Lauer et al. 1993, 1998) and extensive modeling (Salow & Statler 2001, 2004; Peiris & Tremaine 2003; Brown & Magorrian 2013). Our framework can be directly applied to modeling this system. This disc has a particular benefit of also having a resolved kinematic information available to us (Bacon et al. 2001; Bender et al. 2005), providing an additional constraint on the semi-major axis and eccentricity distributions \( \Sigma_a(a) \) and \( \psi_e(a, e) \).

Finally, we note that the residence time argument can be applied even to non-Keplerian discs, as long as their potential can be approximated as axisymmetric in the disc plane. For example, it can be employed to provide a relation similar to the equation (16) between the stellar energy and angular momentum distributions in disc galaxies and their (azimuthally-averaged) surface density. It should be remembered, however, that the form of the underlying potential is not known a priori in this case (but kinematic data might help in constraining it).

7.3 Comparison with the existing studies

A number of past studies computed \( \Sigma(r, \phi) \) by randomly sampling some prescribed distributions of \( a, e, \) and \( \varpi \) (Wyatt 2005; Lee & Chiang 2016), as described in the discussion of Figure 9. In some cases the radial profiles of ASD were also computed using Monte Carlo sampling (Yelverton & Kennedy 2018; Seifilian et al. 2021).

Marino (2021) used Monte Carlo sampling to study the characteristics of radial density profiles of debris discs with the Rayleigh distribution of eccentricities and random \( \varpi \). Results of this exercise have been used to constrain eccentricity dispersion \( \sigma \) in several debris discs observed with ALMA. A disc with a uniformly distributed \( \varpi \) is axisymmetric and its \( \Sigma(r, \varpi) \) naturally coincides with \( \Sigma(r) \). For that reason we can directly apply our results to provide some insights into the calculations of Marino (2021).

In particular, Marino (2021) explored the ASD profile near a sharp edge of a disc, where \( \Sigma_a(a) \) is of the form (43). They came up with the following fitting function to describe the behavior of \( \Sigma(r) \) near the (outer) edge:

\[
\Sigma(r) \approx \frac{\Sigma_0}{2} \left[ 1 + \tanh \left( \frac{a_0 - r}{l_{\text{out}}} \right) \right],
\]  

(49)

with \( l_{\text{out}} \approx \epsilon_{\text{rms}} a_0 / 1.2 \), where \( \epsilon_{\text{rms}} = \sqrt{2} \sigma \) in our notation.

In Figure 8 we compare the performance of this fitting formula (dotted curves) with the exact calculation using equation (32), as well as with our low-\( \sigma \) approximation near the edge (45). Interestingly, the fitting formula (49) works reasonably well, with deviations from the exact \( \Sigma(r) \) being comparable to the deviations of our (physically motivated) low-\( \sigma \) approximation (45), see Figure 8b. Thus, the fitting formula (49) of Marino (2021) can be used on par with the equation (45) to characterize ASD profile near the edge of a debris disc.
8 SUMMARY

In this work we developed a (semi-)analytical formalism allowing one to relate the (arbitrary) semi-major axis and eccentricity distributions of particles in debris discs to their azimuthally-averaged surface density, which can be inferred from the brightness distribution of the disc. Our method can be used for retrieving orbital parameter distributions of the disc particles directly from observations (§§5,6). Explicit formulae have been derived for a number of eccentricity distributions ψ_e, including a prescribed eccentricity profile e_a(a) and the Rayleigh distribution. This framework does not require the knowledge of the distribution of apsidal angles of disc particles, simplifying the inference of orbital parameters. It can also be applied to understanding the architecture and kinematic properties of other disc-like systems, e.g. nuclear stellar discs in centers of galaxies harboring supermassive black holes. Future work will aim to use the full Σ(r, φ) information to further explore the underlying disc kinematics, beyond the level presented in this study.
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APPENDIX A: ALTERNATIVE DERIVATION OF THE MASTER EQUATION

Statler (2001) provides the following expression for the full two-dimensional distribution of the surface density for a fluid disc with e = e_a(a) and φ = ϕ_a(a):

$$\Sigma(r, \phi) = \Sigma_a(a)(1 - e_a^2)^{1/2} D^{-1}, \quad \text{with (A1)}$$

$$D = 1 - e_a^2 - e_a' \left[ 2e_a a + r \cos(\phi - \omega_a) \right] - r_e a \omega_a \sin(\phi - \omega_a),$$

where we use Σ_a(a) instead of μ(a) and prime denotes differentiation with respect to a. In this formula a is a solution of the equation (2) for given r, φ, e_a(a), and ϕ_a(a).

For fluid discs with no crossing of the fluid element orbits (which would otherwise result in shocks and violation of the purely Keplerian description of the orbits) this solution is unique and one must have D > 0 keeping Σ(r, φ) finite. This does not have to be the case for particulate (e.g. debris) discs, in which orbit crossings are possible, potentially resulting in local singularities (caustics) of Σ(r, φ). In such discs the equation (A1) gets modified: D gets replaced with |D|, and the right hand side may involve a summation over (possibly multiple) values of a satisfying the equation (2) for a given r and φ.

But, for simplicity, let us consider Σ(r, φ) in the form (A1) for now.

To get Σ(r) we need to integrate Σ(r, φ) over φ in equation (1), which can be turned into integration over a, since at a fixed r a value of φ corresponds to some a (modulo the insignificant φ ambiguity) according to the equation (2). In particular, it is easy to show that

$$d\phi = -\frac{\Theta(e_a - \kappa)}{re_a \sin(\phi - \omega_a)} D, \quad \text{(A2)}$$

where the introduction of the Θ-function ensures that only the orbits crossing the radius r contribute to Σ. We can also use equation (2) to express

$$r e_a \sin(\phi - \omega_a) = \pm a \sqrt{1 - e_a^2 - e_a^2 - \kappa^2}, \quad \text{(A3)}$$

where κ is given by the equation (15). Plugging these results into the equation (1) with Σ(r, φ) in the form (A1), and multiplying da by 2 to account for two crossings of a circle of radius r by an eccentric orbit, we finally obtain (choosing the same integration limits as in §3.1)

$$\Sigma(r) = \pi^{-1} \int_{r/2}^{r} \frac{\Theta(e_a - \kappa)}{a \sqrt{e_a^2 - \kappa^2}} da, \quad \text{(A4)}$$

in agreement with equations (16)-(18).

APPENDIX B: POWER LAW DISCS

Here we provide some details on the behavior of Σ(r) for power-law discs with Σ_a(a) in the form (23) and e = e_a(a) in the form (24). Introducing a variable x = a/r we rewrite equations (16)-(17) as

$$\Sigma(r) = \frac{\Sigma_a(r)}{\pi} \int_{x_1}^{x_2} \frac{x^{-1-\epsilon} \, dx}{\sqrt{e_a^2(r)x^{-2\epsilon} - (1 - x^{-2\epsilon})^2}}, \quad \text{(B1)}$$
where $x_{1,2}$ are the two solutions of the equation
\[ x^{\beta - 1} | r - 1 | = e_a(r), \]  
provided that they exist.

There are several cases in which we can obtain a more explicit relation between $\Sigma_a(\alpha)$ and $\bar{\Sigma}(r)$ for power law discs. This relation has a general form
\[ \bar{\Sigma}(r) = \Sigma_a(\alpha) \varphi(r) F(r, \alpha), \]  
with
\[ F(r, \zeta) = \frac{\pi^{-1}}{\int_0^\pi |1 + \lambda(r) \cos t|^{-\zeta} dt}, \]  
where $\varphi(r)$ and $\lambda(r)$ are certain functions determined by the value of $\beta$.

In particular, for $\beta = 0$
\[ \varphi(r) = (1 - e_a^2)^{-\alpha/2}, \quad \lambda(r) = e_a; \]  
are independent of $r$ since $e_a$ is a constant; this implies that $F(r, \alpha)$ is a constant as well. As a result, $\bar{\Sigma}(r)/\Sigma_a(\alpha)$ is independent of $r$ and is a function of $e_a$ and $\alpha$ only. In this case, we will express $\varphi(r)$ and $\lambda(r)$ using equation (38) for several profiles of $\bar{\Sigma}(r)$ that might be featured by narrow debris rings. These profiles must necessarily obey the constraint (42), i.e. be symmetric with respect to the ring semi-major axis $a_r$. We will assume the rings to be confined within the radial range of (half-)width $a_r$, such that
\[ \bar{\Sigma}(r) = 0 \quad \text{for} \quad |r - a_r| > \lambda a_r, \]  
(41)

Also, $\bar{\Sigma}(r)$ should be normalized such that the total ring mass is $m_r$.

Given such $\bar{\Sigma}(r)$ we will express $\Phi_e(\kappa)$ through the equation (41), keeping in mind that $\kappa = |r - a_r|/a_r$ in the ring case. After that we will use equation (38) to obtain $\psi_e(e, a_r)$. Examples of application of this technique follow, providing us with a set of useful $\psi_e - \Phi_e$ pairs.

### C1 Ring with a top-hat $\bar{\Sigma}(r)$

We start with a top-hat ring of mass $m_r$, for which
\[ \bar{\Sigma}(r) = \frac{m_e}{4 \pi a_r^2} \lambda, \quad |r - a_r| < \lambda a_r, \]  
(42)

(see Figure C1a). Equation (41) gives for this ASD
\[ \Phi_e(\kappa) = \left\{ \begin{array}{ll} \frac{\pi}{2} \lambda^{-1}, & \kappa \leq \lambda, \\ 0, & \kappa > \lambda, \end{array} \right. \]  
(43)

(see Figure C1b). Since $\Phi_e(\kappa)$ is discontinuous at $\kappa = \lambda$, we explicitly take this into account by writing $\partial \Phi_e/\partial \kappa = (\pi/2\lambda)\delta(\kappa - \lambda)$. Plugging this into the equation (38) we deduce
\[ \psi_e(e, a_r) = \lambda^{-1} \frac{e}{\sqrt{\lambda^2 - e^2}}, \quad e < \lambda, \]  
(44)

shown in Figure C1c. Note the divergence of $\psi_e$ near $e = \lambda$.

One can easily verify this form of $\psi_e$ by substituting (44) into the definition (28) and recovering $\Phi_e$ given by the equation (43). Also, it is easy to check that the distribution function (44) is normalized to unity, as it should.

### C2 Ring with a triangular $\bar{\Sigma}(r)$

A ring with a triangular ASD has (see Figure C1d)
\[ \bar{\Sigma}(r) = \frac{m_e}{2 \pi a_r^2} \lambda, \quad |r - a_r| < \lambda a_r, \]  
(45)

for which (see Figure C1e)
\[ \Phi_e(\kappa) = \left\{ \begin{array}{ll} \pi \lambda^{-2}(\lambda - \kappa), & \kappa \leq \lambda, \\ 0, & \kappa > \lambda. \end{array} \right. \]  
(46)
Figure B2. Behavior of (top) $\bar{\Sigma}(r)$, $\Sigma_\alpha(r)$ and (bottom) their ratio for different power law disc models in the form (23) and (24): (a,b) $M_\Sigma = (1,1,1,10), M_e = (0.5,0.5,1)$, (c,d) $M_\Sigma = (0.5,1,1,10), M_e = (0.5,0.7,1)$, (e,f) $M_\Sigma = (0.5,1,1,10), M_e = (0,0.3,1)$, (g,h) $M_\Sigma = (1,1,1,10), M_e = (0.8,0.4,1)$, also indicated in the legends of the panels. Shaded regions in the bottom plots are affected by the edge effects and should be ignored.

Figure C1. Illustration of the $\psi_\epsilon$-reconstruction using $\bar{\Sigma}(r)$ profiles of narrow rings. Four columns correspond to the different ASD models: (a)-(c) top-hat, §C1, (d)-(f) triangular, §C2, (g)-(i) power law, §C3, (j)-(l) truncated Gaussian, §C4. Top, middle and bottom rows show the corresponding $\bar{\Sigma}(r)$, $\Phi_e(\kappa)$, and $\psi_\epsilon(e)$, correspondingly, for several values of the relevant parameters indicated in the middle row panels. See text for details.
This $\Phi_e(\kappa)$ is continuous everywhere so the Dirac $\delta$-function no longer appears in $\partial \Phi_e/\partial \kappa$. Equation (38) gives in this case

$$\psi_e(e, a_r) = \frac{2e}{\lambda^2} \ln \frac{\lambda + \sqrt{\lambda^2 - e^2}}{e}, \quad e < \lambda,$$

(C7)

see Figure C1f.

### C3 Ring with a power law $\Sigma(r)$

Next we look at an ASD in the "power law" form

$$\Sigma(r) = \frac{m_e}{2\pi^{3/2}a_r^{2(1+\epsilon)} \lambda \zeta^{\epsilon+1}} \Gamma(\zeta + 3/2) \Gamma(\zeta + 1) \times \left[ (\lambda a_r)^2 - (r - a_r)^2 \right]^{\epsilon}, \quad |r - a_r| < \lambda a_r,$$

(C8)

with $\zeta > 0$ being a free parameter; normalization of this expression again ensures that the ring mass is $m_e$. Variation of $\zeta$ allows us to explore a whole class of ASD profiles, continuous at $r = a_r(1 \pm \lambda)$, but with rather different characteristics, see Figure C1g. For example, for $\zeta > 1$ not only $\Sigma(r)$ vanishes at $r = a_r(1 \pm \lambda)$, but also its derivative, while for $\zeta < 1$ the derivative diverges at the ring edges.

This ASD has a corresponding

$$\Phi_e(\kappa) = \pi^{1/2} \lambda^{-2(2\epsilon + 1)} \Gamma(\zeta + 3/2) \Gamma(\zeta + 1) \left( \lambda^2 - e^2 \right)^{\zeta},$$

(C9)

(see Figure C1h) for $\kappa \leq \lambda$ (and zero otherwise), which gives, using equation (38),

$$\psi_e(e, a_r) = (2\zeta + 1) \lambda^{-(2\zeta+1)} e \left( \lambda^2 - e^2 \right)^{\zeta-1/2}, \quad e < \lambda.$$ 

(C10)

In particular, as $\zeta \to 0$, ASD (C8) evolves into a top-hat profile and equations (C8)-(C10) reduce to the equations (C2)-(C4), as expected. For $\zeta = 1/2$ (a "semi-circular" ASD profile) one finds

$$\psi_e(e, a_r) = 2\lambda^{-2} e, \quad e < \lambda,$$

(C11)

while for $\zeta = 2$ one obtains

$$\psi_e(e, a_r) = 5\lambda^{-5} e \left( \lambda^2 - e^2 \right)^{3/2}, \quad e < \lambda,$$

(C12)

see Figure C1i.

### C4 Ring with a truncated Gaussian $\bar{\Sigma}(r)$

We also consider a debris ring with the ASD profile in the form of a truncated Gaussian (see Figure C1j) with a (relative, dimensionless) dispersion $\sigma_n$:

$$\bar{\Sigma}(r) = \frac{m_e C}{2\pi^{2/3} a_r^{2}} \exp\left[ -\frac{1}{2} \left( \frac{r - a_r}{\sigma_n a_r} \right)^2 \right],$$

(C13)

for $|r - a_r| < \lambda a_r$, where

$$C = \sqrt{\frac{\pi}{2}} \sigma_n \left[ \text{erf} \left( \frac{\lambda}{2 \sigma_n a_r} \right) \right]^{-1}$$

(C14)

guarantees that the ring mass is $m_e$. The corresponding $\Phi_e$ is

$$\Phi_e(\kappa) = C \exp \left( -\kappa^2/2\sigma_n^2 \right), \quad \kappa \leq \lambda,$$

(C15)

and zero otherwise, thus, discontinuous at $\kappa = \lambda$, see Figure C1k. Similar to the case considered in §C1, this means that $\partial \Phi_e/\partial \kappa$ has a contribution proportional to $\delta(\kappa - \lambda)$. With this in mind, equation (38) yields

$$\psi_e(e, a_r) = \frac{2\sqrt{\pi} \sigma_n}{C e} \left( \frac{e^{-e^2/2\sigma_n^2}}{\sigma_n} \right) \text{erf} \left( \frac{\lambda^2 - e^2}{2\sigma_n^2} \right) + \sqrt{\frac{2}{\pi}} \sqrt{\frac{\lambda^2 - e^2}{e^2}},$$

(C16)

which is shown in Figure C1l. In the low-$e$ ($\sigma_n \ll 1$), untruncated ($\kappa \ll \lambda$) limit, equations (C16), (C15) agree with the equations (30), (34).

Note the divergent tail of $\psi_e$ as $e \to \lambda$, caused by the sharp truncation of the ring at $r = a_r(1 \pm \lambda)$, similar to that in Figure C1c. As indicated by the blue curves corresponding to $\zeta = 0.1$ in panels (g)-(i), such divergence of $\psi_e$ is not endemic to discontinuously truncated $\Sigma(r)$ profiles. It also arises in rings with continuous $\Sigma(r)$, as long as they decay to zero sufficiently rapidly (i.e. for $\zeta < 1/2$ for ASD (C8)).

It is straightforward to check that all $\psi_e$ derived in this Appendix are normalized to unity and that plugging them back in equation (28) recovers the corresponding $\Phi_e$. Given the ring setup, with only a single value of $a = a_r$ possible, neither $\psi_e$ nor $\Phi_e$ depend on $a$. But the relations between $\Phi_e$ and $\psi_e$ that we found here are completely general and independent of the semi-major axis distribution $\Sigma_n(a)$ of the debris particles; the ring setup was used just for an illustration (see also §D). For a general $\Sigma_n(a)$ one would find $\Phi_e$ depending on $a$ at least through the $\kappa(r, a)$ dependence.

Moreover, for general $\Sigma_n(a)$ one can easily introduce some additional $a$-dependence in $\Phi_e$. For example, in all cases considered here $\lambda$ can be made a function of $a$. In equations (C8) and (C13) one can also make $\kappa$ and $\sigma_n$ to depend on $a$. Introducing such dependencies would not change the mutual relations between $\psi_e$ and $\Phi_e$ found here, as equations (28) and (38) leave them unaffected.

### APPENDIX D: RECONSTRUCTION OF $\psi_e$ NEAR A SHARP EDGE

We now show an example of $\psi_e$ reconstruction from $\bar{\Sigma}(r)$ near a sharp edge of $\Sigma_n(a)$ distribution, see §6.2.3. For that procedure to work, ASD should, in the first place, obey the constraint (48), i.e. $d\Sigma/d\ln r$ should be symmetric with respect to the disc edge at $a_0$. For illustration, let us assume that

$$d\Sigma/d\ln r = K \left[ (\lambda a_0)^2 - (r - a_0)^2 \right], \quad |r - a_0| \leq \lambda a_0,$$

(D1)

and zero for $|r - a_0| > \lambda a_0$, which satisfies this constraint; $K < 0$ is a constant which will turn out being not a free parameter, see below. This assumption implies that $\Sigma$ is constant for $|r - a_0| > \lambda a_0$. We set $\bar{\Sigma}(r) = 0$ for $r > a_0(1 + \lambda)$ (i.e. an assumption of an outer edge) and denote $\Sigma(r) = \Sigma_m$ for $r < a_0(1 - \lambda)$, i.e. in the bulk of the disc, unaffected by the edge effects. In general, $\Sigma_m$ is different from $\Sigma_0$ — the height of plateau of $\Sigma_0$ (equation (43)) — see Appendix B and equation (D6).

Solving equation (D1) with the boundary condition $\Sigma(a_0(1 + \lambda)) = 0$ we find

$$\Sigma(r) = K a_0^2 \left[ (\lambda^2 - 1) \ln \frac{a_0(1 + \lambda)}{r} - 2 \left( \frac{r}{a_0} - 1 - \lambda \right) \right] + \frac{(r/a_0)^2 - (1 + \lambda)^2}{2}.$$ 

(D2)

Thus, starting with this profile we need to determine the corresponding $\psi_e$ following the recipe outlined in §6.2.3 and then using equation (38).

We start by noting that equation (D1) also defines $\Phi_e$ through the equation (47):

$$\Phi_e(\kappa) = -\frac{\pi K a_0^2}{\Sigma_0} \left( \lambda^2 - \kappa^2 \right).$$

(D3)

This $\Phi_e$ is of the form (C9) with $\zeta = 1$ (green curve in Figure
Using the results of (C3), two things follow immediately. First, setting $\zeta = 1$ in equation (C10) we conclude that $\psi_e$ is given by
\[
\psi_e(e) = 3\lambda^{-\delta} e^{3\lambda^2 e^2}, \quad e < \lambda,
\]
see the green curve in Figure C1i. Second, from the fact that $\psi_e$ in the form (D4) is normalized to unity, it immediately follows that $K$ must be such that the equation (D3) reduces to the equation (C9) with $\zeta = 1$, i.e. $K = -(3/4)\lambda^{-3}\Sigma_0/a_0^3$. This implies that our starting ASD profile (D2) must look like
\[
(\lambda^2 - 1) 1 + \lambda x - 2(x - 1 - \lambda)
\]
This immediately gives us $\Sigma_m$ as $\Sigma(a_0(1 - \lambda))$:
\[
\Sigma_m = 3\Sigma_0 4\lambda^3 \left[ 2\lambda - (1 - \lambda^2) \ln \frac{1 + \lambda}{1 - \lambda} \right],
\]
which indeed differs from $\Sigma_0$. Figure D1 illustrates this profile for two values of $\lambda = 0.2, 0.3$, showing in particular that $\Sigma(r)$ smoothly connects at $r = a_0(1 \pm \lambda)$ to the flat segments outside the transition region.

As $\lambda \to 0$, one finds $\Sigma_m/\Sigma_0 = 1 + (\lambda^2 / 5) + O(\lambda^4)$, which is reflected in small deviations of $\Sigma(r)$ from $\Sigma_0$ in the left part of Figure D1. In zero-eccentricity limit (i.e. when $\lambda \to 0$, see equation (D4)) $\Sigma(r) \to \Sigma(a(r))$, as expected.
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