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Abstract. This paper is based on the classification decision tree algorithm, based on the Spark cloud platform, through the construction of the decision tree algorithm, and setting AUC parameters, comprehensive comparison of the support vector machine algorithm, and Logistic regression. The results show that the Spark cloud platform has the best robustness. Better realize data forecasting.
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1. Introduction
The annual English four-level exam is not only concerned about college students, but also a major event that all institutions are concerned. How to improve the students' four-level pass rates into an important part of teaching management of all institutions. This pass rate has a certain relationship with the students' usual English scores, and can you predict the four-level passing situation of each student from usual scores. Through data mining technology, you can explore implicit, unknown, user-interested in data, and provide potential value for decision-making in a large amount of data of the student score management system. Data mining should pass through a series such as data acquisition, pretreatment, data analysis, and results representation. The algorithm used is mainly: related rules, decision tree methods, artificial neural network, genetic algorithm, rough set method, fuzzy method, Bayesian model, etc. [1] This article will adopt a classification decision tree algorithm to analyze the average score of higher vocational students, to find a valid classification rule forecast student through the English four-level exam.

2. Decision tree algorithm
The decision tree can be based on a set of data records without any order rules, and a classification rule representing the form of decision tree is introduced. The decision tree method adopts the self-turning recursive mode, and the decision tree is compared to the point of property value, and the downward branch is determined according to the different attribute values, and the leaf junction of the decision tree is conclusively. Each node of the decision tree represents an attribute, and each branch represents the judgment condition of this attribute.[3]

Decision trees and decision tree rules belong to the classification method of output, mainly for solving classification and prediction issues. The most critical place in this algorithm is the construction of decision trees. An effective decision tree is established to include both steps and twigs. The first step
is to use the training set to establish a decision tree to establish a decision tree model rule; the second step is to classify the input data using the generated decision tree. For the input record, the recorded property value is tested from the root node until a certain leaf node is reached, thereby finding the class in which the record is located. The decision tree must be trimmed during the decision tree. The purpose of the twig is to reduce the undulations generated due to noise in the training set. There are two of our commonly used trimming techniques: one is a pre-repair, the other is the post-trim. The conditions of the decision tree stop segmentation have: data on one node belongs to the same category; no attributes can be used to segment the data. [2]

Decision tree algorithm mainly solves three optimization problems: the minimum leaf is generated; the depth of each leaf generated is minimal; the generated decision tree leaves are minimal and the depth of each leaf is minimal. [3]

This article combines the characteristics of aviation data and the development of big data technology, uses Spark cluster as a memory computing framework, uses decision trees to build models, and conducts predictive analysis on English four and six levels. The experimental results can provide data support for efficient organizations.

3. Spark platform

3.1. Introduction to Spark

Spark is a big data parallel computing framework based on memory computing, which was developed by the University of California, Berkeley in 2010. At present, a complete biosphere has been formed, which takes SparkCore as the core and can use different components, such as: Spark ecosystem Streaming, SparkMLlib, GraphX and so on. It mainly tries to realize the platform of big data application through large-scale integration among algorithms, machines and people.
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3.2. Description of the environment

In the environment installation, we first configure three virtual machines to install the Centos7Linux system, configure the SSH keyless login and system time synchronization between the virtual machines, and install the Java environment and the Hadoop environment. After the Hadoop cluster is successfully configured, install the Spark cluster in SparkonYarn mode. [4,5]
Table 1. Description of cluster nodes

| Host name    | IP address       | Effect                      |
|--------------|------------------|-----------------------------|
| Chenor01     | 192.168.57.255   | NameNode, Master            |
| Chenor02     | 192.168.57.253   | DataNode, Worker            |
| Chenor03     | 192.168.57.254   | DataNode, Worker            |

4. Data introduction

4.1. Data source

This project research mainly analyzes the statistical data of a certain high-efficiency English Band 4 and 6 grades. The data set size is 556M. There are 8 columns of data, including college, gender, college entrance examination results, class category, first grade of English at school, and second grade of English at school. The second grade, the third grade of English at school, the fourth grade of English at school, and other relevant information. [6]

4.2. Data cleaning

English scores may be affected in various ways during the collection process, such as data recording errors, data recording facts, etc., so the data may be inaccurate, such as null values in the data, and special characters in some data. In order to avoid affecting the results of later data analysis, the data needs to be cleaned. [7]

After processing the dataset, the final dataset categories are as follows:

Table 2. Data format table after processing

| Column name                          | Data type | Data description |
|--------------------------------------|-----------|------------------|
| College                              | Int       | 0-26             |
| gender                               | Int       | 0-1              |
| SAT score                            | Int       | 0-750            |
| Class category                       | Int       | 25               |
| The first grade of English at school | Int       | 0-100            |
| The second grade of English at school| Int       | 0-100            |
| The third grade of English at school | Int       | 0-100            |
| The fourth grade of English at school| Int       | 0-100            |

5. Implementation of Prediction algorithm based on Spark

5.1. CART classification tree

CART is the conditional probability distribution of the output random variable Y under the condition of a given input random variable X. the CART algorithm generates a binary tree, and there are only two categories: "yes, no". [8]

The CART classification tree selects the optimal features by GINI index. The GINI coefficient indicates the impurity of the model. The smaller the GINI coefficient is, the lower the impurity is and the better the characteristic is. Therefore, the classification condition can be obtained by selecting a smaller GINI coefficient, which can be assigned as a syncopation point in turn. In the classification problem, suppose that there are k categories, and the probability of the k category is, then the expression of the GINI coefficient is:

\[ Gini(p) = \sum_{k=1}^{k} p_k (1 - p_k) = 1 - \sum_{k=1}^{k} p_k^2 \]  

(1)

For a given sample D, suppose there are K categories, and the number of the Kth category is, then the expression of the GINI coefficient of sample D is
\[ Gini(D) = 1 - \sum_{k=1}^{K} \left( \frac{|C_k|}{|D|} \right)^2 \]  
\[ (2) \]

For sample D, if D is divided into D1 and D2 according to a value an of feature A, under the condition of feature A, the expression of GINI coefficient of D is as follows:

\[ Gini(D, A) = \frac{|D_1|}{|D|} Gini(D_1) + \frac{|D_2|}{|D|} Gini(D_2) \]  
\[ (3) \]

The greater the GINI coefficient, the greater the uncertainty of the sample set.

5.2. Evaluation indicators

In the classification model, the quality of the classifier is mainly based on confusion matrix, ROC and AUC.

Confusion matrix is used to express the accuracy evaluation, and is mainly used to distinguish whether the classification is good or bad. Take two categories as an example, 0 and 1 represent two types of samples, in which TP: is true positive, prediction is 1, in fact it is also 1 position FP: false positive, prediction is 1, fact is also 0 position TN: true negative, prediction is 0, reality is also 0: false negative, prediction is 0, fact is also 1. [9]

| Actual \ forecast | 1   | 0   |
|-------------------|-----|-----|
| 1                 | TP  | FN  |
| 0                 | FP  | TN  |

Table 3. Confusion matrix

Accuracy: the proportion of correctly classified samples to the total number of samples, indicating the accuracy of the evaluation.

\[ \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \]  
\[ (4) \]

Accuracy: indicates the proportion of positive samples that are actually positive examples.

\[ \text{Exact ratio} = \frac{TP}{TP + FP} \]  
\[ (5) \]

Sensitivity: it is actually a positive sample and is divided into the proportion of positive samples in the positive samples, indicating the proportion of all positive samples to be paired, in order to measure the ability of the classifier to recognize positive examples.

\[ \text{Recognition ability} = \frac{TP}{TP + FN} \]  
\[ (6) \]

ROC is a curve connected by the points of FPR and TPR. The horizontal axis is FPR, and the vertical axis is TPR.

\[ TPR = \frac{TP}{TP + FN} \]  
\[ (7) \]

\[ FPR = \frac{FP}{FP + TN} \]  
\[ (8) \]

The curve area of AUC: ROC is the AUC value, and AUC is mainly used to measure the performance or generalization ability of machine learning algorithms in binary classification problems. The ROC curve is closer to the upper left corner, and the larger the value of AUC is, the better the effect is.
6. Experimental results and analysis
Cross-validation is used in the experiment to randomly divide the test set and the training set, in which the training set accounts for 70% of the data and the test set accounts for 30%. The decision tree algorithm is realized by Spark programming, and the performance of the algorithm is analyzed. At the same time, compared with the other two algorithms, the results are shown in the following table: [10]

| Method               | Accuracy rate | Precision rate | Sensitivity | AUC     |
|----------------------|---------------|----------------|-------------|---------|
| Decision tree        | 97.83%        | 98%            | 96.92%      | 97.72%  |
| Support vector machine | 92.01%    | 87.22%         | 95.46%      | 92.43%  |
| Logistic regression  | 88.56%        | 82.63%         | 82.61%      | 89.11%  |

From the results in the above table, we can see that the accuracy and sensitivity of using the decision tree algorithm to predict the classification of English through data are relatively high. The high classification accuracy rate indicates that the model has passed accurate judgments on levels four and six, and the high sensitivity indicates that the model has a low false detection rate. Therefore, it can be concluded that the decision tree algorithm is more effective in the process of performance prediction and judgment.

7. Conclusion
Through the classification model formed by the above rules, the students' English level 4 exam can predict that when the above IF conditions can be met, the prediction conclusions of the THEN can be obtained. With this prediction module, policymakers can strengthen English teaching work in higher vocational orders. As a high-time recruitment, since the students who are not like high schools have experienced high school English, their English ability is weak, and should pay more attention to English learning.
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