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Abstract
Functions on a bounded domain in scientific computing are often approximated using piecewise polynomial approximations on meshes that adapt to the shape of the geometry. We study the problem of function approximation using splines on a regular but oversampled grid that is defined on a bounding box. This approach allows the use of high-order and highly structured splines as a basis for piecewise polynomials. The methodology is analogous to that of Fourier extensions, using Fourier series on a bounding box, which leads to spectral accuracy for smooth functions. However, Fourier extension approximations involve solving a highly ill-conditioned linear system, and this is an expensive step. The computational complexity of recent algorithms is $O(N \log^2(N))$ in 1-D and $O(N^2 \log^2(N))$ in 2-D. We show that, compared to Fourier extension, the compact support of B-splines enables improved complexity for multivariate approximations, namely $O(N)$ in 1-D, $O(N^{3/2})$ in 2-D and more generally $O(N^{3(d-1)/d})$ in $d$-D with $d > 1$. By using a direct sparse QR solver for a related linear system, we also observe that the computational complexity can be nearly linear in practice. This comes at the cost of achieving only algebraic rates of convergence. Our statements are corroborated with numerical experiments and Julia code is available.
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1 Introduction

It is not straightforward to construct high-order bases for the approximation of functions defined on a domain $\Omega$ with an irregular shape. In contrast, it is conceptually easy to approximate such functions using a basis on a bounding box $\Xi$. Indeed, since a box has Cartesian product structure, one can use the tensor product of any high-order univariate basis and use that to approximate a given function on $\Omega \subset \Xi$.

The choice of classical multivariate Fourier series on $\Xi$ leads to the approximation scheme known as Fourier extension or Fourier continuation [8, 9, 24]. The redundancy in the approximation space leads one to solving highly ill-conditioned linear systems. In spite of this apparent conditioning concern, a regularizing singular value decomposition (SVD) — using a small truncation threshold $\epsilon$ below which singular values are discarded — in combination with approximation in a least squares sense can be employed to find accurate and stable approximations [1–3]. The direct computation of the SVD has cubic complexity $O(N^3)$, but more recent algorithms for Fourier extensions have been proposed with similar results and much lower computational complexity [26–28]. These methods were generalized to the so-called AZ algorithm for ill-conditioned least squares problems in [13].

In this paper, we explore the use of a basis of piecewise polynomials, splines, rather than Fourier series. A similar methodology is used in immersed boundary methods or fictitious domain methods, such as the finite cell method (FCM) [29, 30]. The FCM also defines a simple regular basis of piecewise polynomials on a hypercube that embeds the domain. There are, however, some differences in the FCM approach and the one that we explore. In this paper we are concerned only with the approximation of functions, not the solution of PDEs. It is also worth noting that we make no assumptions on the function in the extended domain. In contrast, fictitious domain methods often extend one or more of the quantities involved, such as the PDE itself, to a formulation on the bounding box, sometimes involving the choice of a parameter or reducing the overall order of the scheme. Our methodology does not depend on the regularity of the function outside $\Omega$, does not rely on an extension of $f$ to the box and readily leads to high-order approximations regardless of the shape of the domain.

Another difference with existing embedding schemes is that we choose to approximate with the unmodified, truncated spline extension frames. This is arguably the simplest and most straightforward approach, which leads to stable and accurate approximation, at the cost of having to solve an ill-conditioned and rectangular system. Earlier work is mostly focused on designing approximation schemes that circumvent this ill-conditioning. The most prominent example, and most closely related to the current paper, is WEB-splines [22, 23]. The method transforms the spline extension frame into a stable spline basis by removing some degrees of freedom. More specifically, the outer B-splines, i.e., the ones that overlap only slightly with the domain (and therefore the sources of ill-conditioning), are adjoined to their inner neighbours. This is achieved in such a way that the resulting basis has full polynomial reproduction on the domain and hence full approximation power. Here, we illustrate that, while seemingly undesirable, the ill-conditioning is harmless if oversampling
and regularization is used, see [1, 2] for more details. Furthermore, algorithms are available that are more efficient than a general truncated SVD.

The piecewise polynomials we consider are linear combinations of B-splines. We recall in Section 2 the definition of B-splines and show how bases are formed using translations over a regular, equidistant grid. The dual basis plays a crucial role in our algorithms. We recall that the dual basis functions to these B-splines with respect to the inner product of $L^2$ on the real line are not compactly supported, but they do exhibit exponential decay. Proofs of this statement are included in Appendix A and formalize the ideas in [7]. We extend these results to a duality with respect to a discrete inner product in an oversampled equispaced grid, making use of earlier results of [34]. In the discrete setting as well, the duals are not compactly supported. We constructively show the existence of compactly supported sequences dual to the B-splines in the oversampled equispaced grid. We extend these results to a periodic setting, which finally forms the basis for the approximation problem formulated in Section 3: we restrict (tensor products of) periodic B-spline bases to the domain $\Omega$ at hand, and consider least squares approximants in oversampled grids.

The main part of the paper is the extension in Section 4 of the above-mentioned AZ algorithm for Fourier extension approximations to these spline-based approximation problems. The AZ algorithm for the solution of a linear system $Ax = b$ relies on knowledge of a $Z$ matrix, such that the matrix $A - AZ^*A$ has numerically low rank. The computational gain of the AZ algorithm results from replacing the full and costly SVD of $A$ by the SVD of (or any other suitable direct solver for) $A - AZ^*A$, and to achieve the latter at a cost that scales with the rank of that matrix rather than with its dimensions. We show that a suitable $Z$ matrix can be derived analytically from the dual bases described earlier for the full periodic basis, with the most efficient results corresponding to the use of a compact discrete dual. Note that the construction and subsequent usage of this compact dual is the primary motivation for considering equispaced grids and uniform oversampling. It is, as of yet, unknown whether the results can be extended to non-uniform oversampling (with more points clustering, say, near the boundary) or can be adapted to unstructured grids.

We introduce two AZ approaches in Section 5. The first is based on a sparse QR factorization of $A - AZ^*A$. This leads to apparent linear complexity in $N$, which however cannot be analytically proven. The second consists of a dense QR applied to a reduced linear system whose size is comparable to its rank. The complexity of the latter approach can be fully analysed. In a third approach, the sparse QR factorization is directly applied to the system $Ax = b$. This is the most straightforward approach, leads to apparent linear complexity in $N$, and slightly better accuracy. However, the complexity and stability of this approach is not analytically proven. The absence of a rigorous proof here and above is due to the heuristic nature of reordering strategies in direct methods for sparse linear systems to reduce fill-in [15, 37].

We illustrate the methods with numerical experiments in Section 6. The results demonstrate a complexity of $O(N^{3(d-1)/d})$ of the solver in two and three dimensions, as well as algebraic convergence at a rate that depends on the degree of the splines. As an application, we consider the spline-based approximation of elevation data of Belgium and The Netherlands. In this application, the data is given on an equispaced grid, but the grid points are geometrically confined to the shape of both
countries. That is precisely the setting of the least squares approximation in this paper.

While these are encouraging results, it remains that approximation on irregular geometries using the AZ approach is decidedly more expensive than approximation on rectangular, cartesian grids. Indeed, all Z matrices in this paper are essentially derived from an efficient solver for the rectangular case. As such, they would solve the rectangular problem with a single application. This is efficient because Z is either sparse or circulant. In contrast, the AZ algorithm always invokes both A and Z* multiple times. The number of applications is related to the rank of $A - AZ^*A$, which we fully quantify in the theoretical results.

2 B-splines and their periodization

B-splines can be defined by a recursive relation. The centred B-spline of first order is defined as

$$\beta^0(t) = \begin{cases} 1, & t \in \left[-\frac{1}{2}, \frac{1}{2}\right) \\ 0, & \text{otherwise} \end{cases}$$

i.e., it is the characteristic function of the interval $[-\frac{1}{2}, \frac{1}{2})$. Higher order B-splines are defined by

$$\beta^p(t) = (\beta^{p-1} \ast \beta^0)(t), \quad k > 1,$$

where $f \ast g$ is the convolution

$$(f \ast g)(t) = \int_{-\infty}^{\infty} f(\tau) g(t - \tau) d\tau.$$ 

These B-spline are called centred because their support

$$\text{supp } \beta^p = \left[-\frac{p+1}{2}, \frac{p+1}{2}\right]$$

is centred around zero. They generate shift-invariant spaces on the real line $S^p = \text{span} \{\Phi^p\}$, where $\Phi^p = \{\beta^p(\cdot - k)\}_{k \in \mathbb{Z}}$.

Here, splines were defined on the real line. We intend to focus solely on a periodic setting, though other boundaries conditions may also be possible depending on the size of the bounding box. Periodicity enables the use of FFTs in algorithms. Moreover, in the setting of function approximation on a subdomain $\Omega$ of the periodic domain $\Xi$, periodicity on $\Xi$ is not actually a restriction on the functions on $\Omega$ that we can approximate if $\Omega$ is contained in the interior of $\Xi$.

2.1 Periodization on $[0, 1]$ with continuous and discrete duals

We define the scaled, normalized and periodized mother function of $\beta^p$ as

$$\Phi^p_N(t) = \sum_{l \in \mathbb{Z}} N^{1/2} \beta^p(N(t - l)).$$

$$\text{supp } \beta^p = \left[-\frac{p+1}{2}, \frac{p+1}{2}\right]$$

is centred around zero. They generate shift-invariant spaces on the real line $S^p = \text{span} \{\Phi^p\}$, where $\Phi^p = \{\beta^p(\cdot - k)\}_{k \in \mathbb{Z}}$.

Here, splines were defined on the real line. We intend to focus solely on a periodic setting, though other boundaries conditions may also be possible depending on the size of the bounding box. Periodicity enables the use of FFTs in algorithms. Moreover, in the setting of function approximation on a subdomain $\Omega$ of the periodic domain $\Xi$, periodicity on $\Xi$ is not actually a restriction on the functions on $\Omega$ that we can approximate if $\Omega$ is contained in the interior of $\Xi$.
The scaling factor $N^{1/2}$ is chosen to ensure that the $L^2$ norms of $\beta^P$ and $\phi_N^P$ are equal. The translates are $\phi_{N,k}^P(t) = \phi_N^P(t - \frac{k}{N})$ and we consider the sequence of spline bases with $N$ elements

$$\Phi_N^P = \{\phi_{N,k}^P(t)\}_{k=0}^{N-1}. \quad (3)$$

Note that the infinite sum in (2) reduces to a finite sum in practice owing to the compact support of $\beta^P$. By this construction, all functions in the spaces $V_N^P := \text{span}(\Phi_N^P)$ are periodic on $[0, 1]$.

**Continuous duals.** We denote by $\tilde{\Phi}_N^P = \{\tilde{\phi}_{N,k}^P\}_{k=0}^{N-1}$ the unique dual B-splines in $V_N^P$ that are dual to $\Phi_N^P$ with respect to the standard inner product of $L^2(0, 1)$. They can be written as $\tilde{\phi}_{N,k}^P(t) = \tilde{\phi}_N^P(t - \frac{k}{N})$, where the mother function is given in terms of $\Phi_N^P$:

$$\tilde{\phi}_N^P(t) = \sum_{l \in \mathbb{Z}} N^{1/2} \tilde{\beta}(N(t-l)) = \sum_{k,l \in \mathbb{Z}} c(k)N^{1/2} \beta(N(t-l)-k) = \sum_{k \in \mathbb{Z}} c(k)\phi_N^P(t - \frac{k}{N}).$$

The scaling factor here ensures biorthonormality, i.e., $\langle \phi_{N,k}^P, \tilde{\phi}_{N,l}^P \rangle_{L^2(0,1)} = \delta_{k,l}$. Because of the periodicity of $\phi_N^P$ the infinite sum can be replaced by a finite one,

$$\tilde{\phi}_N^P(t) = \sum_{k=0}^{N-1} c_N^P(k)\phi_{N,k}^P(t), \quad (4)$$

with $c_N^P$ the periodization of the coefficient sequence in Theorem 1:

$$c_N^P(k) = \sum_{l \in \mathbb{Z}} c^P(k + Nl), \quad k = 0, \ldots, N - 1. \quad (5)$$

Following theorem shows that these coefficients decay exponentially. We use the shortened notation for the inner product:

$$(f, g)_{L^2(\mathbb{R})} = \int_{-\infty}^{\infty} f(t)g(t)dt. \quad (6)$$

**Theorem 1** (Exponential decay of coefficients of the generator dual to the B-spline)

*Let $\tilde{\beta}(t)$ be in the form*

$$\tilde{\beta}(t) = \sum_{k \in \mathbb{Z}} c(k)\beta^P(t - k), \quad (7)$$

*and let*

$$\left(\tilde{\beta}(\cdot - k), \beta^P\right)_{L^2(\mathbb{R})} = \delta_k,$$

*then the sequence $c(k)$ decays exponentially as $|k| \to \infty$.*

This theorem is an application of a more general statement in Demko’s Theorem, see [17] or [18, Theorem 4.3]. Demko’s Theorem states that if the inverse of a banded
matrix exist, its elements decay exponentially. We show in addition that in the current context the inverse exists.

The result is illustrated in the top left of Fig. 1 where the exponential decay is clearly visible for several spline orders. For growing order $p$ the decay rate is lower. Note that, because B-splines have compact support, exponential decay of the coefficients $c(k)$ in (7) implies exponential decay of the dual B-spline itself.

Because of the biorthogonality, we can find the coefficients of any $f \in V^p_N$ as inner products with the dual basis:

$$f(t) = \sum_{k \in \mathbb{Z}} (f, \tilde{\phi}^p_N)_{L^2(\mathbb{R})} \phi^p_N(t), \quad f \in V^p_N. \quad (8)$$

**Discrete duals.** We also define an alternative discrete bilinear form

$$\langle f, g \rangle_{N,q} = \sum_{k=0}^{Nq-1} f\left(\frac{k}{qN}\right) g\left(\frac{k}{qN}\right). \quad (9)$$

Here, $q$ is an integer that defines the amount of oversampling. The discrete grid has exactly $q$ points per degree of freedom, rather than 1 in the case of interpolation. While the choice of an integer precludes fractional levels of oversampling, it enables considerable simplification in the construction of a dual and for this reason it is adopted.

In this discrete setting, we undo the scaling in (2) and define $\phi^p_{N,k} = 1/\sqrt{N} \phi^p_{N,k}$, such that the point samples do not depend on $N$. A spline dual with respect to the discrete bilinear form is denoted by $\tilde{\phi}^{p,q}_{N,k}(t) = \tilde{\phi}^{p,q}_N(t - \frac{k}{N})$, which means that

$$\left\langle \phi^{p,q}_{N,k}, \tilde{\phi}^{p,q}_N \right\rangle_{N,q} = \delta_k. \quad (10)$$
Multiple choices for discrete duals to B-splines are possible. The unique dual B-splines in $V_p^N$ that are dual to $\Phi_p^N$ with respect to the discrete bilinear form have the mother function

$$\tilde{\phi}_N^{p,q}(t) = \sum_{k=0}^{N-1} c_N^{p,q}(k) \phi_N^{p,q}(k).$$

(11)

For these discrete dual B-splines, we again see exponential decay if the dual exists, see Theorems 6 and 7 in Appendix B. Note that, owing to $q$ being an integer, the coefficients $c_N^{p,q}$ are the periodization of the coefficient sequences in both theorems,

$$c_N^{p,q}(k) = \sum_{l \in \mathbb{Z}} s_q^p(k + Nl), \quad k = 0, \ldots, N - 1.$$ 

(12)

Figure 1 illustrates again the effect.

We are interested in duals with compact support, for efficiency reasons. Truncating the exponentially decaying functions using a given threshold $\epsilon > 0$ leads to compactly supported duals:

$$\tilde{\phi}_N^{p,\epsilon}(t) = \begin{cases} \tilde{\phi}_N^p(t) & \text{if } |t| \leq t_N^{p,\epsilon} \\ 0 & \text{otherwise} \end{cases}, \quad \tilde{\phi}_N^{p,q,\epsilon}(t) = \begin{cases} \tilde{\phi}_N^{p,q}(t) & \text{if } |t| \leq t_N^{p,q,\epsilon} \\ 0 & \text{otherwise} \end{cases},$$

(13)

with $t_N^{p,\epsilon}$ the smallest positive real number $t$ such that $|\tilde{\phi}_N^p(t)| < \epsilon$ for $t > t_N^{p,\epsilon}$, and $t_N^{p,q,\epsilon}$ the smallest fraction $t = \frac{k}{qN}, k \in \mathbb{N}$ such that $|\tilde{\phi}_N^{p,q}(t)| < \epsilon$ for $t > t_N^{p,q,\epsilon}$. We define the shifted basis functions $\phi_N^{p,k}$ and $\phi_N^{p,q,k}$ in terms of these mother functions in the same way as before. In higher dimensions, the supports of $\tilde{\phi}_N^{p,k}$ and $\tilde{\phi}_N^{p,q,k}$ become the smallest hypercubes out of which $|\tilde{\phi}_N^{p,k}(t)|$ and $|\tilde{\phi}_N^{p,q,k}(t)|$ are smaller then $\epsilon$, respectively. These duals are biorthogonal up to some numerical error.

Unfortunately, the decay rate of the coefficients is low. Therefore, the compact supports of $\tilde{\phi}_N^{p,\epsilon}$ and $\tilde{\phi}_N^{p,q,\epsilon}$ are relatively large, which necessitates large $N$ before significant effects are seen in the methods proposed below.

**Compact discrete duals.** Finally, we resort to truly compactly supported discrete duals. They are not in $V_p^N$, nor are they unique. The discrete duals are known only as sequences $\tilde{h}_N^{p,q}$, not as continuous functions, but for convenience we associate their values with the evaluations of a dual function in the grid points denoted by

$$\tilde{h}_N^{p,q}(k - ql) = \tilde{\phi}_N^{p,q}(\frac{k}{qN}).$$

(14)

As will become clear in the following, their potential values in between grid points does not play a role in our algorithms.

The biorthogonality requirement with respect to the same discrete bilinear form as above,

$$\left\{ \phi_N^{p,q,k}, \tilde{\phi}_N^{p,q} \right\}_{N,q} = \delta_k,$$

translates into a matrix system with unknown vector $\tilde{h}_N^{p,q}$, see (52) in Appendix B for more details. Given the dual sequence $\tilde{h}_N^{p,q}$, we can periodize it to $h_N^{p,q}(k) = \sum_{l \in \mathbb{Z}} \tilde{h}_N^{p,q}(k + Nql)$ and obtain the values of $\tilde{\phi}_N^{p,q}$ in the equispaced grid points.

For $q > 1$ there exists a compact sequence $\tilde{h}_N^{p}$ dual to $b_q^p$. 

\( \odot \) Springer
Theorem 2 Let \( p > 0, q > 1 \) and let \( K \) be a positive integer such that

\[
K > \frac{p + 1}{2} \frac{q}{q - 1} - \frac{q + 1}{q - 1}
\]

(15)

for \( p \) odd, and

\[
K > \left\lceil \frac{p + 1}{2} \frac{q}{q - 1} - \frac{q + 1}{q - 1} \right\rceil
\]

(16)

for \( p \) even. Then, there exists at least one compact sequence \( \tilde{h}_q^p \) dual to \( b_q^p \) with support \([-K, K]\).

The proof of the theorem is presented in Appendix B, Section B.5. Figure 2 shows some of these duals with different support for \( b_3^1 \) and \( b_2^3 \). The results are reminiscent of quasi-interpolation and corresponding families of compactly supported biorthogonal functionals [21, 32], one difference being our use of an oversampled grid.

In the remainder of the text, we will drop the superscript \( p \) to ease notation.

Remark 1 There are many discrete compact duals. Theorem 2 only provides the minimal support such that existence is guaranteed. As can be seen in Fig. 2, the size of the dual sequence depends on the support length, with sequences of larger support having smaller elements. This has a beneficial effect on the accuracy of the reconstruction. We briefly illustrate this effect in Section 6.

2.2 Computing the dual spline bases

The coefficients \( c_N \) of the continuous dual spline mother function (4) may be found by inverting the Gram matrix of \( \Phi_N \), which is given by

\[
G_N(k, l) = (\phi_N(k, \phi_N(l))_{L^2(0,1)}.
\]

(17)

Fig. 2 The dual signal of \( b_3^1 \) for \( K = 2, 3, 10 \) and of \( b_2^4 \) for \( K = 2, 7, 10 \)
This standard observation follows from the biorthogonality property:

\[ \delta_{k,l} = \langle \phi_N,k, \tilde{\phi}_N,l \rangle_{L^2(0,1)} = \sum_{i=1}^{N} G_N(k,i) c_N(i-l), \]

which in matrix notation corresponds to \( I = G_N M \) with \( M(k,l) = c_N(k-l) \). The inverse matrix \( M = (G_N)^{-1} \) is in fact the Gram matrix of \( \tilde{\Phi}_N \) with elements \( \tilde{G}_N(k,l) = \langle \tilde{\phi}_N,k, \tilde{\phi}_N,l \rangle_{L^2(0,1)} \), since

\[ \langle \tilde{\phi}_N,k, \tilde{\phi}_N,l \rangle_{L^2(0,1)} = \sum_{i,j=1}^{N} c_N(i-k) G_N(i,j) c_N(j-l) = (M M^{-1} M)(k,l) = M(k,l). \]

The Gram matrix and its inverse are circulant because of the periodicity and shift invariance of \( \Phi_N \). Hence, they are diagonalized by the FFT and have a fast matrix-vector multiply based on FFTs [10, 14]. Similar reasonings exist for the coefficients in (12) based on the discrete bilinear form (9). The coefficients in (5) and (12) can thus be computed in \( O(N \log(N)) \) operations.

The number of operations in the computation of \( \tilde{h}_N^{p,q} \) in (14) is independent of \( N \) as it requires solving a system with a size independent on \( N \), see system (53) in Appendix B. The size of this system depends only on \( p \) and \( q \).

### 3 The approximation scheme

We are interested in the approximation of a function \( f \) on a compact domain \( \Omega \), where \( \Omega \) may have an arbitrary shape. Without loss of generality, we can scale \( \Omega \) such that \( \Omega \subset [0,1]^d \). Here, \( d \) is the dimension of \( \Omega \). Whereas Fourier extensions are based on tensor product Fourier series, here we study the use of (tensor products of) periodic and shifted B-splines as described in Section 2.

#### 3.1 Discretization of the approximation problem

In one dimension, the approximation to \( f \in L^2(\Omega) \) with \( \Omega \subset [0,1] \) we are interested in is the best approximation

\[ y = \arg\min_{a \in \mathbb{C}^N} \left\| f - \sum_{k=0}^{N-1} a(k) \phi_{N,k} \right\|_{L^2(\Omega)}, \tag{18} \]

where \( \phi_{N,k} \) are the spline basis functions defined by (3).

The discretization of this problem leads to the system of equations \( A_N x = b_N \), with matrix and vector entries given in terms of inner products on \( \Omega \):

\[ A_N(k,l) = \langle \phi_{N,k}, \phi_{N,l} \rangle_{L^2(\Omega)}, \tag{19} \]

\[ b_N(k) = \langle f, \phi_{N,k} \rangle_{L^2(\Omega)}, \]

where \( k, l = 0, \ldots, N - 1 \).
Alternatively, we consider a discrete approximation of (18). To that end, we first choose a set of points

\[ P_{qN}^q := \left\{ \frac{k}{qN} \mid k_{qN} \in \Omega, k \in \mathbb{Z} \right\}, \tag{20} \]

which arises from the restriction of an equispaced grid with \( L = qN \) points on \([0, 1]\) to \( \Omega \). For convenience we sort the points by size and denote them by \( P_{qN}^q = \{ t_m \}_{m=0}^{M-1} \) where \( M = \#P_{qN}^q \). Using these points we consider a discrete least squares approximation

\[ y = \arg \min_{a \in \mathbb{C}^N} \sum_{m=1}^{M} \left| f(t_m) - \sum_{k=0}^{N-1} a(k)\phi_{N,k}(t_m) \right|^2. \]

This leads to having to solve the linear system \( A_{qN}^q x = b_{qN}^q \) with

\[
A_{qN}^q(m, l) = \phi_{N,l}^q(t_m),
\]

\[
b_{qN}^q(m) = f(t_m),
\]

where \( l = 0, \ldots, N - 1 \) and \( m = 0, \ldots, M - 1 \).

In the remainder of the text we assume a linear oversampling, i.e., \( M = \mathcal{O}(N) \). This implies that we determine a number \( q \) and corresponding factor \( L = qN \), such that the set (20) has a number of points that scales linearly with \( N \), with a proportionality constant greater than 1. This linear scaling is assumed in the computational complexity statements later on. We do not consider other types of oversampling and observe that proving sufficient and necessary conditions for oversampling is currently an open problem in related approximation schemes including Fourier extension. Most recently, the sufficiency of linear oversampling was shown for polynomial extension frames, the first such result [4].

### 3.2 Multivariate approximation

We extend the notation above to two and more dimensions. We define a tensor product basis for \([0, 1]^d\) using \( d \) univariate B-spline bases \( \Phi_{N_i}^{p_i} \) by

\[ \Phi_{N}^p = \Phi_{N_1}^{p_1} \otimes \Phi_{N_2}^{p_2} \otimes \cdots \otimes \Phi_{N_d}^{p_d} = \{ \phi_{N,k}^p(t) \}_{k \in \mathcal{I}_N} \]

with the multi-index set

\[ \mathcal{I}_N = \{(n_1, \ldots, n_d) \mid n_i = 0, \ldots, N_d - 1, i = 1 \ldots, d \}. \]

Similarly, the dual bases are tensor products of their univariate versions,

\[ \tilde{\Phi}_{N}^{p} = \tilde{\Phi}_{N_1}^{p_1} \otimes \tilde{\Phi}_{N_2}^{p_2} \otimes \cdots \otimes \tilde{\Phi}_{N_d}^{p_d} = \{ \tilde{\phi}_{N,k}^p(t) \}_{k \in \mathcal{I}_N} \]

\[ \tilde{\Phi}_{N}^{p,q} = \tilde{\Phi}_{N_1}^{p_{1,q_1}} \otimes \tilde{\Phi}_{N_2}^{p_{2,q_2}} \otimes \cdots \otimes \tilde{\Phi}_{N_d}^{p_{d,q_d}} = \{ \tilde{\phi}_{N,k}^{p,q}(t) \}_{k \in \mathcal{I}_N}. \]

The continuous multivariate approximation problem for \( \Omega \subset [0, 1]^d \) leads to the system \( A_N x = b_N \) where \( A_N \in \mathbb{R}^{N \times N} \) (with \( N = \Pi_{i=1,\ldots,d} N_i \)) and

\[ A_N(k, l) = (\phi_{N,k}, \phi_{N,l})_{L^2(\Omega)}, \]

\[ b_N(k) = (f, \phi_{N,k})_{L^2(\Omega)}, \]
with \( k, l \in I_N \).

For the discrete approach, we first determine \( M \) points \( P^q_N, \Omega = \{ t_m \}_{m=0}^{M-1} \) that are in the intersection of \( \Omega \) and the Cartesian grid

\[
P^q_N = \left\{ \left( \frac{k_1}{q_1 N_1}, \ldots, \frac{k_d}{q_d N_d} \right) \mid k_i = 0, \ldots, N_i q_i - 1, \quad i = 1, \ldots, d \right\}.
\]

Next, we construct the linear system \( A^q_N x = b^q_N \) with \( A^q_N \in \mathbb{R}^{M \times N} \) and \( A^q_N(m, l) = \phi^q_N(t_m) \), \( b^q_N(m) = f(t_m) \)

where \( m = I_M \) and \( l \in I_N \).

The continuous approximation problem leads to the practical difficulty of having to evaluate integrals on \( \Omega \), in order to evaluate the inner products. In contrast, for the discrete problem it suffices to be able to determine whether or not a point on the Cartesian grid above belongs to \( \Omega \). In addition, it must be possible to sample \( f \) at such points.

### Algorithm 1 The AZ algorithm [13].

**Input:** \( A, Z \in \mathbb{C}^{M \times N}, b \in \mathbb{C}^M \)

**Output:** \( x \in \mathbb{C}^N \) such that \( Ax \approx b \)

1: Solve \((I - AZ^*)Ax_1 = (I - AZ^*)b\)
2: \( x_2 \leftarrow Z^*(b - Ax_1) \)
3: \( x \leftarrow x_1 + x_2 \)

Here, too, we will use a linear sampling rate \( M = \mathcal{O}(N) \), with proportionality constant greater than 1 to ensure oversampling.

### 3.3 Numerical solution methods

Though the basis functions are linearly independent on \([0, 1]^d\), this need not be the case on \( \Omega \). As a result, we can expect that the matrices \( A_N \) and \( A^q_N \) are ill-conditioned, depending on \( \Omega \) and on the choice of the parameters \( N, p \) and \( q \).

Following the recommendation of [1] for the approximation of functions using redundant sets, we solve the linear systems using a SVD of \( A \), with all singular values below a threshold \( \epsilon \) discarded. This method is straightforward to implement but it has a computational complexity of \( \mathcal{O}(N^3) \) and we set out to reduce this complexity.

### 4 Fast approximation using the AZ algorithm

#### 4.1 The AZ algorithm for matrices with a plunge region

The AZ algorithm was introduced in [13] as a generic way to solve least squares systems with system matrix \( A \) for which an approximate inverse \( Z^* \) is known. The
AZ algorithm is shown in Algorithm 1. The notion of ‘approximate inverse’ in this context means the following. The matrix $Z$ can in principle be chosen freely, but the goal is to ensure that $A - AZ^*A$ has low (numerical) rank. Note that $A - AZ^*A$ appears in step 1 of the algorithm with a direct solve, which can be implemented efficiently using a randomized linear algebra solver if the matrix indeed has low rank. The goal is achieved if $Z^*$ is an inverse for a large subspace $Y$ of the column space of $A$, i.e., if for $A \in \mathbb{C}^{M \times N}$ one has that $Z^*Ay \approx y$ for $y \in Y \subset \mathbb{C}^N$. It is observed in [13] with a variety of examples that approximation problems with known efficient solvers can be leveraged to more general problems for which the original solver is no longer exact, but does remain well suited as a $Z$ matrix. The AZ algorithm is most efficient if both $A$ and $Z$ have a fast matrix-vector multiply.

A large class of matrices for which the AZ algorithm applies involve matrices with a plunge region. The plunge region refers to a sudden drop of the singular values from a region in which they are $O(1)$ down to zero. The plunge region has received the most study in the context of Fourier extensions and prolate spheroidal wave functions [19, 33]. In these applications, $Z$ is chosen to isolate the plunge region: the rank of $A - AZ^*A$ scales with the width of the plunge region, rather than with the dimension of $A$. If the non-decaying singular values of $A$ (before the onset of the plunge region) are approximately 1, as is the case when using normalized Fourier series in a Fourier extension problem, then one can simply choose $Z = A$ [27, 28]. Matrix-vector products involving either $A$ or $Z$ can be expedited using the FFT.

In the remainder of this section, we set out to show that the system matrices of the spline extension approximation scheme exhibit a plunge region, and that a suitable $Z$ matrix can be found analytically or numerically from the dual basis on the bounding box. Fast matrix-vector multiplies are obtained either by using sparsity or by exploiting circulant structure using the FFT.

4.2 The choice of $Z$ based on duality

We first detail the choice of $Z$ for the continuous and discrete spline extension approximation schemes. In both cases, it is based on the dual of the original basis on the full domain $[0, 1]^d$. The proof that these choices lead to low rank of $AZ^*A - A$ follows in the next section.

In the continuous approach, the system matrix $A$ is $A_N$ (19). We simply choose $Z_N = \tilde{G}_N$, where $\tilde{G}_N$ is the Gram matrix of the dual basis $\tilde{\Phi}_N$ as defined in Section 2.2. Thus, the elements of $Z$ are inner products on the full domain $[0, 1]$ rather than on the subset $\Omega$:

$$Z_N(k, l) = \tilde{G}_N(k, l) = (\tilde{\phi}_N,k, \tilde{\phi}_N,l)_{L^2(0,1)}, \quad k, l = 0, \ldots, N - 1. \tag{22}$$

We have by construction of the dual that $Z_N^* = (\tilde{G}_N^*)^*$ is the inverse of the Gram matrix $G_N$ of the primal basis $\Phi_N$ on $[0, 1]$, recall (17). As we will show, owing to the compact support of B-splines, this property also ensures that $Z^*$ is an approximate inverse for $A_N$ suitable for the AZ algorithm. Indeed, this is one of the most crucial observations of the current paper: in the continuous discretization the $Z$ matrix is precisely the solver of the approximation problem on the full bounding box, i.e., without the restriction to $\Omega$. 
In higher dimensions the \( Z \) matrix is denoted \( Z_N \). It is the Kronecker product of \( Z_{N_i} \) for \( i = 1, \ldots, N \), or
\[
Z_N(k, l) = (\tilde{\phi}_{N,k}, \tilde{\phi}_{N,l})_{L^2([0,1]^d)},
\]
where \( k, l \in I_N \). Note that \( A_N \) itself does not have such Kronecker structure, unless \( \Omega \) happens to be a Cartesian product domain.

In the discrete approach, the system matrix \( A \) is \( A^q_N \), given by (21). Here, a fast matrix-vector product is available since \( A^q_N \) contains only \( O(N) \) non-zero elements. The \( Z \) matrix that leads to a low-rank \( A - AZ^*A \) is based on sampling the discrete dual functions,
\[
Z^q_N(m, l) = \tilde{\phi}^q_{N,l}(t_m),
\]
where \( t_m \) are the points of the set \( P^q_N \), recall (20). Using the first discrete dual (11), \( Z \) is a full matrix, but it can be applied fast since it is the submatrix of a circulant matrix. Using the truncated discrete dual (13), \( Z \) is banded, but it typically has unpractically large bands. Finally, using the compact discrete dual (14), \( Z \) is a banded matrix with a relatively small bandwidth.

In higher dimensions we choose \( Z \) as \( Z^q_N \) with the analogous definition
\[
Z^q_N(m, l) = \tilde{\phi}^q_{N,l}(t_m),
\]
where \( m \in I_M, t_m \in P^q_N \) and \( l \in I_N \).

In the discrete case, too, we can formulate a crucial observation that \( Z \) derives from a solver for the rectangular case. Indeed, due to the discrete biorthogonality (10), the matrix that samples the discrete duals on the full cartesian grid is a left inverse for the least squares system matrix on the full rectangular grid. The proposed \( Z \) (23) merely selects the subset of rows corresponding to points that lie inside \( \Omega \). This implies that \( Z^* \) can also be seen as a solver for the rectangular problem, in which the data on \( \Omega \) is padded by zeros to \([0, 1]^d\).

If the notation is clear from the context, we will use \( A \) and \( Z \) to denote either the combination \( A_N \) and \( Z_N \), or the combination \( A^q_N \) and \( Z^q_N \).

### 5 Two AZ algorithms for spline extension

Earlier algorithms based on the AZ algorithm focused on the numerical low rank of \( A - AZ^*A \). However, in the case of spline extension, as we will show in Theorem 3, the matrix \( A - AZ^*A \) is highly sparse and even contains a lot of zero columns and zero rows. The algorithms we introduce here take advantage of these properties.

The first algorithm, the **sparse AZ algorithm**, follows the same structure as Algorithm 1 but builds a sparse representation of \( A - AZ^*A \). It solves the first step using a direct least squares solver that relies on a rank-revealing sparse QR factorization [15] of \( A - AZ^*A \). This routine is available, e.g., in Matlab as `spqr.solve`.

It is difficult to make definitive statements regarding the time complexity and stability of this solver based on a sparse QR factorization. Hence, we also consider an algorithm that uses a traditional pivoted QR factorization, which we denote the **reduced AZ algorithm** (Algorithm 2). Knowing the indices of the non-zero rows and
columns, the factorization in step 1 of the AZ algorithm can be performed on a sub-
matrix \( R(A - AZ^*A)E \) of reduced size. This submatrix contains only the non-zero rows (\( R \)) and non-zero columns (\( E \)).

Of course the matrix \( A \) itself is also highly sparse. In the experimental results, we will compare against a direct sparse QR solver applied to the system \( Ax = b \) itself. This is a simpler and more straightforward approach which, as we shall see, is surprisingly competitive with the more advanced algorithms. However, as with the sparse AZ algorithm, its computational complexity cannot be proven.

5.1 The structure of \( A - AZ^*A \)

The efficiency gain of the AZ algorithm arises from the low rank of \( A - AZ^*A \). Furthermore, the proposed algorithms depend on the sparsity structure of \( A - AZ^*A \). Hence we start by analysing this matrix. The main result is formulated in Theorem 3. Note that the statement of the theorem is independent of the duals proposed in Section 2.

First, we define the index set of spline basis functions whose support overlaps with the boundary of a domain \( S \):

\[
K^p_N(S) = \{ l \in I_N \mid \text{supp} \phi^p_{N,1} \cap S \neq \emptyset \text{ and } \text{supp} \phi^p_{N,1} \cap S^c \neq \emptyset \}. \tag{24}
\]

with \( S^c = [0, 1]^d \setminus S \). We use the notation \( K_N(S) \) to emphasize here that the quantity depends on the domain \( S \), but for notational convenience we may omit the domain further on.

In order to analyse the rank of \( A - AZ^*A \) in the discrete setting, we also introduce a notion of discrete support. The discrete support is the intersection of the support of a basis function with the grid points in \( P^q_N \):

\[
\text{supp}_q \phi^q_{N,1} = \text{supp} \phi^q_{N,1} \cap P^q_N.
\]

Generalizing (24), we define the set of spline basis functions whose discrete support overlaps with the boundary of a domain \( S \) as:

\[
K^p_{N,q}(S) = \{ l \in I_N, \mid \text{supp} \phi^p_{N,1} \cap S \neq \emptyset \text{ and } \text{supp} \phi^p_{N,1} \cap S^c \neq \emptyset \}. \tag{25}
\]

Now we are ready to state the main theorem on the structure of \( A - AZ^*A \):

**Theorem 3** For the AZ pair \((A^p_N, Z^p_N)\), and some \( \delta > 0 \), the matrix \( A - AZ^*A \) has
1. at most \( \#K^p_N(\Omega) \) non-zero columns
2. \( \text{rank}(A - AZ^*A) \leq \#K^p_N(\Omega) \)
3. \( \mathcal{O}(\#K^p_N(\Omega)) \) rows with elements larger than \( \delta \) in absolute value and
4. \( \mathcal{O}(\#K^p_N(\Omega)) \) elements larger than \( \delta \) in absolute value.

For the AZ pair \((A^q_N, Z^q_N)\), and some \( \delta > 0 \), the matrix \( A - AZ^*A \) has
1. at most \( \#K^p_{N,q}(\Omega) \) non-zero columns
2. \( \text{rank}(A - AZ^*A) \leq \#K^p_{N,q}(\Omega) \)
3. \( O(\#K_N^{p,q}(\Omega)) \) rows with elements larger than \( \delta \) in absolute value and
4. \( O(\#K_N^{p,q}(\Omega)) \) elements larger than \( \delta \) in absolute value.

The constant in the big \( O \) is independent of \( N \).

Proof (Proof of Theorem 3) The proofs of the two parts in Theorem 3 follow the same reasoning. We consider the continuous result first and then indicate where the proof differs for the discrete case.

Proof of statements 1. and 2. For the continuous approximation problem, the AZ pair is \((A_N, Z_N)\). We have by construction that

\[
f = \sum_{i \in I_N} (f, \tilde{\phi}_{N,i})_{L^2([-1,1]^d)} \phi_{N,i}
\]

for all \( f \in \text{span} \Phi_N \). Choosing \( f = \phi_{N,k} \) and applying \((f, g)_{L^2(\Omega)}\) with \( \tilde{\phi}_{N,1} \) shows that

\[
(Z^* A)(k, l) = \sum_{i \in I_N} (\tilde{\phi}_{N,k}, \tilde{\phi}_{N,i})_{L^2([0,1]^d)} (\phi_{N,1}, \phi_{N,i})_{L^2(\Omega)} = (\phi_{N,1}, \tilde{\phi}_{N,k})_{L^2(\Omega)}.
\]

Note that \((\phi_{N,1}, \tilde{\phi}_{N,k})_{L^2(\Omega)} = (\phi_{N,1}, \tilde{\phi}_{N,k})_{L^2([0,1]^d)} = \delta_{k,1} \) whenever \( \text{supp} \phi_{N,1} \subset \Omega \). Similarly, the inner product evaluates to zero if \( \phi_{N,1} \) is supported outside of \( \Omega \).

Let \( I_N \) be the Kronecker product of the identity matrices of size \( N_i \) for \( i = 1, \ldots, d \). Then, the above reasoning demonstrates sparsity of the matrix

\[
(I_N - Z^* A)(k, l) = \begin{cases} 
\delta_{k,1} & \text{if } \text{supp} \phi_{N,1} \subset [0,1]^d \setminus \Omega, \\
0 & \text{if } \text{supp} \phi_{N,1} \subset \Omega, \\
\delta_{k,1} - (\phi_{N,1}, \tilde{\phi}_{N,k})_{L^2(\Omega)} & \text{otherwise.}
\end{cases}
\]

It follows that \( I - Z^* A \) has a zero column with index \( l \) if the basis function \( \phi_{N,1} \) is contained within \( \Omega \), or a unit-vector column if \( \phi_{N,1} \) is contained in the complement of \( \Omega \). Another multiplication by \( A \) leads to even more sparsity:

\[
(A(I - Z^* A))(k, l) = \begin{cases} 
0 & \text{if } \text{supp} \phi_{N,1} \subset [0,1]^d \setminus \Omega, \\
0 & \text{if } \text{supp} \phi_{N,1} \subset \Omega, \\
a_{k,1} & \text{otherwise},
\end{cases}
\]

where the values \( a_{k,1} \) may or may not be zero. The first line follows because \( A(k, l) = 0 \) if \( \text{supp} \phi_{N,1} \subset [0,1]^d \setminus \Omega \) for \( k \in I_N \), hence the multiplication by the unit vector in column \( l \) of \((I - Z^* A)\) evaluates to zero.

The number of columns in \( A(I - Z^* A) \) that are not identically zero is bounded by the number of basis functions in the set \( K_N(\Omega) \), because only these basis functions do not match either of the first two conditions in (27).

This concludes the proof on the statement of the number of non-zero columns. The bound on the rank follows immediately.

For the discrete case, it suffices to replace the AZ pair by \((A_N^q, Z_N^q)\), to use the discrete bilinear forms and supports: \( \langle f, g \rangle_{N,q,\Omega}, \langle f, g \rangle_{N,q} \) and \( \text{supp}_q \), instead of...
\((f, g)_{L^2(\Omega)}, (f, g)_{[-1, 1]^d}\); and to replace \(K_N(\Omega)\) by \(K_N^q(\Omega)\). The same substitutions are largely sufficient for the second half of the proof, with additional remarks explicitly noted.

Proof of statements 3. and 4. Here we introduce

\[ Z^p_{\Sigma, \epsilon}(k, l) = (\tilde{\phi}^p_{N, k}, \tilde{\phi}^p_{N, l})_{L^2([0, 1]^d)}, \]

which uses the truncated versions in (13) of the dual function used to construct \(Z_N^p\). For the discrete case, this would be \(Z^p_{N, \epsilon}(m, l) = \phi^p_{N, 1} (\epsilon, l_m)\).

The error made in \(Z\) by replacing infinite supports with finite ones can be bounded elementwise by:

\[ |(Z_N - Z^\epsilon_N)(k, l)| = |(\tilde{\phi}^p_{N, k}, \tilde{\phi}^p_{N, l})_{L^2([0, 1]^d \setminus (\supp \tilde{\phi}^p_{N, k} \cup \supp \tilde{\phi}^p_{N, l}))}| < \epsilon. \]

This is because \(\tilde{\phi}^p_{N, k}\) is smaller than \(\epsilon\) by construction away from the support of \(\tilde{\phi}^p_{N, k}\), and the inner product above to the integral of a quantity less than \(\epsilon\) over a subset of the domain \([0, 1]^d\) which has volume 1. The elementwise error bound of \(\epsilon\) follows in the discrete case from the definition (13).

Using this elementwise bound, the entries of \(A - AZ^*A\) can in turn be bounded by

\[ |(A(I - Z^\epsilon A) - (A(I - (Z^\epsilon)^* A))(k, l)| < \epsilon |(A1_N A)(k, l)|, \]

where \(1_N\) is a matrix with all entries equal to 1. For the continuous case the entries of \(A = A^p_N\) are all positive and that \(A\) is symmetric, we have

\[ |(A^p_N 1_N A^p_N)(k, l)| = \sum_{i \in I_N} A^p_N(k, i) \sum_{j \in I_N} A^p_N(l, j) \leq M^2 \prod_{i=1}^d (2p_i + 1)^2. \]

Here, \(M\) is the largest element of \(A\), and \(2p_i + 1\) is the number of overlapping neighbouring spline functions with \(\phi\) in dimension \(i\). The product of these factors in all dimensions is the maximal number of non-zero entries in row \(k\) of \(A\). Since the splines are strictly decreasing away from their centre, the maximal entry of \(A\) is \(M = \prod_{i=1}^d \|\beta_i\|^2\), which is achieved by any diagonal entry of \(A\) associated with a spline that is completely supported within \(\Omega\). We denote the upper bound in the expression above as \(C\). It is independent on \(N\).

The elements of \(A^q_{N, 1} A^q_{N, M}\) are also bounded in the discrete setting, since

\[ |A^q_{N, 1} A^q_{N, M}(k, l)| = \sum_{i \in I_N} A(k, i) \sum_{j \in I_M} A(l, j) \leq M^2 \prod_{i=1}^d (2p_i + 1)^2. \]

Here, \(M\) is the largest element of \(A\), i.e., \(M = \|\beta\|_{L^\infty(\mathbb{R})}, \prod_{i=1}^d (2p_i q_i + 1)\) is the number of points in \(P_N^q\) that are in the support of \(\phi\), and \(\prod_{i=1}^d (p_i + 1)\) is the number of elements in \(\Phi\) that overlap with a given point. Again, the upper bound is independent on \(N\).

Next, substituting \(Z^p_{N, \epsilon}\) for \(Z_N\) in (27), we obtain

\[ |(A - A(Z^\epsilon)^* A)(k, l)| = \begin{cases} O(\epsilon) & \text{if } \supp \phi_{N, 1} \subset [0, 1]^d \setminus \Omega, \\ O(\epsilon) & \text{if } \supp \phi_{N, 1} \subset \Omega, \\ |\epsilon| & \text{otherwise.} \end{cases} \]

(Springer)
with
\[ a_{k,i}^\epsilon = \sum_{i \in I_N} A(k,i)(\delta_{i,1} - (\phi_{N,1}, \tilde{\phi}_{N,1}^\epsilon)_{L^2(\Omega)}) = a_{k,1} + O(\epsilon). \]

Here, all terms of size $O(\epsilon)$ are bounded explicitly by $\epsilon C$ and in the discrete case they are bounded by $\epsilon C^q$.

For given $k$ and $l$, the $i$th element in the sum for $a_{k,i}^\epsilon$ is non-zero if $A(k,i)$ is non-zero and if $\delta_{i,1} - (\phi_{N,1}, \tilde{\phi}_{N,1}^\epsilon)_{L^2(\Omega)}$ is non-zero. The former requires $i$ to be in
\[ I_1(k) = \{ j \in I_N \mid \text{supp } \phi_{N,k} \cap \text{supp } \phi_{N,j} \neq \emptyset \}. \]
The latter corresponds to $(\phi_{N,1}, \tilde{\phi}_{N,1}^\epsilon)_{L^2(\Omega)}$ being non-zero, which may only be the case if $i$ is in
\[ I_2(l) = \{ j \in I_N \mid \text{supp } \tilde{\phi}_{N,j} \cap \text{supp } \phi_{N,1} \neq \emptyset \}. \]

The intersection $I(k,l) = I_1(k) \cap I_2(l)$ is non-empty if there exists a $j$ such that
\[ \text{supp } \phi_{N,k} \cap \text{supp } \phi_{N,j} \neq \emptyset \quad \text{and} \quad \text{supp } \tilde{\phi}_{N,j} \cap \text{supp } \phi_{N,1} \neq \emptyset. \]

This means, loosely speaking, that $k$ is close to $l$.

Finally, we conclude that for a fixed $l$ and by the above, $a_{k,1}^\epsilon$ is non-zero if $\text{supp } \phi_{N,k}$ overlaps with the domain
\[ \bigcup_{j \in I_N \text{ with } \text{supp } \tilde{\phi}_{N,j} \cap \text{supp } \phi_{N,1} \neq \emptyset} \text{supp } \phi_{N,j}. \]

This domain is a hypercube of which the length in the $d$th dimension grows like $O(1/N_d)$. Since the support of all basis elements depends in the same way on $N$, the number of elements that overlap with this domain is independent of $N$ — it does however depend on $\epsilon$ and $p$. Therefore, also the number of non-zero elements $a_{k,1}^\epsilon$ for fixed $l$ is independent of $N$. Consequently, the number of elements in column $l$ of $A - AZ^*A$ that are in absolute value larger than $\delta \triangleq \epsilon C$ is also independent of $N$. Since there are $\#K_N(\Omega)$ non-zero columns in $A - AZ^*A$, the number of rows with elements larger than $\delta$ in absolute value is $O(\#K_N(\Omega))$. Also, the number of elements in $A - AZ^*A$ that are larger than $\delta$ is $O(\#K_N(\Omega))$.

This concludes the full proof of the last two statements for the continuous case.

The previous result can be adjusted for the case where an exact discrete dual is known with compact support such as in (14). We state it here as a corollary.

**Corollary 1** For the AZ pair $(A_N^q, Z_N^q)$ where
\[ (Z_N^q)(k,l) = \tilde{\phi}_N^q(t_k) \]
and the dual $\tilde{\phi}_N^q$ has compact support, the matrix $A - AZ^*A$ has at most
1. \( \#K^q_N(\Omega) \) non-zero columns
2. \( \text{rank}(A - AZ^*A) \leq \#K^q_N(\Omega) \)
3. \( \mathcal{O}(\#K^q_N(\Omega)) \) non-zero rows
4. \( \mathcal{O}(\#K^q_N(\Omega)) \) non-zero elements.

The constant in the big \( \mathcal{O} \) is independent of \( N \).

Proof The corollary results from Theorem 3 and using \( \delta = 0 \) because of the compact support.

Assumption 1 In the remainder of this text we assume that the boundary \( \partial \Omega \) of \( \Omega \subset \mathbb{R}^d \) has dimension \( d - 1 \), i.e., its dimension is one less than that of \( \Omega \). With this we exclude, for example, fractal domains. This assumption allows the statement that the number of elements in both \( \#K_N(\Omega) \) and \( \#K^q_N(\Omega) \) scales as \( N^{d-1} \). In particular, the rank in the univariate case is constant as \( N \) grows.

Moreover, in the discrete case we assume a linear sampling rate \( M = \mathcal{O}(N) \), with proportionality constant greater than 1 to ensure oversampling. This allows asymptotic complexity estimates involving only the parameter \( N \).

The singular values of \( A - AZ^*A \) are illustrated in Fig. 3. The first panel shows the singular values of \( A - AZ^*A \) for a 1-D domain \( (N = 200) \). A small number of them are numerically significant, followed by a plateau of singular values near machine precision. By Theorem 3, in 1-D the number of numerically significant singular values remains constant with increasing \( N \). The second panel shows a slightly larger number of large singular values for a 2-D domain \( (N = 100 \times 100) \), again followed by a drop to machine precision. Here, we expect \( \mathcal{O}(N^{1/2}) \) singular values to be above machine precision.

In the following, we let \( K \) equal \( K^p_N(\Omega) \) or \( K^{p,q}_N(\Omega) \) in the continuous and discrete setting respectively.

![Fig. 3](image-url) Left: singular values of \( A - AZ^*A \) for the domain \( \Omega = [0.3, 0.9] \) with \( p = 3, N = 200, q = 2 \). Right, similar figure for a 2D domain, a disk with centre at \((0.5, 0.5)\) and radius \(1/3\), and with \( p = (3, 3) \), \( N = (100, 100), q = (2, 2) \)
5.2 The sparse AZ algorithm

The sparse AZ algorithm can be applied to the discrete problem if a compact dual is used to construct the matrix $Z$. Corollary 1 shows that the matrix contains only $O(N(d-1)/d)$ non-zero elements, provided that Assumption 1 is satisfied. Therefore, we consider an AZ algorithm where a sparse representation of $A - AZ^*A$ is created, which is solved using a direct least squares solver that relies on a rank-revealing sparse QR factorization [15].

The algorithm can also be used by truncating the duals as in (13). Then, the elements in $A - AZ^*A$ with absolute value smaller than some $\delta$ (recall $\delta \triangleq \epsilon C$ in the proof of Theorem 3) in Theorem 3 are zero.

Following procedure allows to construct $A - AZ^*A$ as a sparse matrix with a computational complexity of $O(N)$:

1. Find $K$ in $O(N)$ operations by iterating once over all basis functions and define $E$ as the $\#K \times N$ matrix that extends $K$ to $I_N$.
2. Find the index set
   \[ \hat{K} = \{k \in I_M | l \in K : AE(k, l) = 0\} \]
   in $O(N)$ operations by iterating once over all $M$ points and define $R$ as the $\#\hat{K} \times M$ matrix that restricts $I_M$ to $\hat{K}$.
3. Construct the sparse matrix $RAE$ in $O(\#K)$. Using the structure of the supports of the bases involved, we know a priori the location of the non-zero elements in each of the $K$ columns and $\hat{K}$ rows.
4. Find the indices
   \[ \tilde{K} = \{l \in I_N | k \in \hat{K} : Z(k, l) = 0\} \]
   in $O(N)$ operations and define $\tilde{E}$ as the $N \times \#\tilde{K}$ matrix that extends $\tilde{K}$ to $I_N$.
5. Construct the sparse matrices $(RZ\tilde{E})^*$ and $A\tilde{E}$ in $O(\#K)$.
6. Construct $E^*(I - Z^*A)E$ and use the result to construct $A(I - Z^*A)E$. Note that
   \[ \tilde{E}^*(I - Z^*A)E = \tilde{E}^*E - (RZ\tilde{E})^*RAE \]
   and
   \[ A(I - Z^*A)E = A\tilde{E}E^*(I - Z^*A)E, \]
   see, e.g., the proof of Theorem 3. In general, a sparse matrix-matrix multiply has a lower bound of $N^2$ since the multiplication of two sparse matrices may result in a dense matrix. However, because of the structure in $RAE$, $A\tilde{E}$ and $(RZ\tilde{E})^*$, $\tilde{E}(I - Z^*A)E$ and $A(I - Z^*A)E$ will have $O(\#K)$ non-zero elements (see Corollary 1). Moreover, the computation of each of these elements involves a number of operations that is independent of $N$. This step takes $O(\#K)$.
7. Construct the sparse matrix $A - AZ^*A$ as $[A(I - Z^*A)E]E^*$. We can make no precise statements about the complexity of the direct sparse QR solver, other than the observation that the cost in our application seems to scale roughly proportional to the number of non-zero entries. This is due mainly to the
heuristic nature of reordering strategies to reduce fill-in.\(^1\) Furthermore, our solver relies on the efficient implementation of the product of sparse matrices as a sparse matrix. We have only shown that the result is indeed highly sparse, not how the multiplication algorithm should be implemented. We observe that the standard multiplication of sparse matrices in the current version of Julia (version 1.2, September 2019) yields optimal complexity in practice.

Algorithm 2 The reduced AZ algorithm.

**Input:** \(A, Z \in \mathbb{C}^{M \times N}, b \in \mathbb{C}^M\)

**Output:** \(x \in \mathbb{C}^N\) such that \(Ax \approx b\)

1: Determine \(R \in \{0, 1\}^{\#I(K) \times M}, E \in \{0, 1\}^{N \times \#K}\) such that \(R(A - AZ^*A)E\) contains the non-zero columns and rows of \(A - AZ^*A\)

2: Solve \(R(I - AZ^*)AE x_1 = R(I - AZ^*)b\)

3: \(x_2 \leftarrow Z^*(b - AE x_1)\)

4: \(x \leftarrow E x_1 + x_2\)

5.3 The reduced AZ algorithm

As it is difficult to predict the behaviour of the direct sparse QR solver used in the sparse AZ algorithm, we also introduce an algorithm that uses a traditional pivoted QR solver. This solver does not take advantage of the full sparsity of \(A - AZ^*A\), as it simply uses dense matrices instead of sparse matrices. We do exploit some sparsity of \(A - AZ^*A\) by removing the zero columns and rows. In doing so, we obtain a system that has size \(O((N(d - 1)/d) \times N(d - 1)/d)\), see Corollary 1. To solve this system efficiently, it is not necessary to rely on randomized linear algebra since the rank is proportional to the dimension of the reduced matrix.

The algorithm is presented in Algorithm 2. In the first step, we determine the index set \(K\). The selection of the non-zero columns is represented by the \(N \times \#K\) matrix

\[
E(k, l) = \delta_{k,l}, \quad k \in I_N, l \in K.
\]

The index set \(K\) can be constructed in \(O(N)\) operations most simply by iterating over all basis functions and checking their supports, and \(E\) can be realized in practice as a sparse matrix.

After the non-zero columns, we also look for the indices of the non-zero rows,

\[
I(K) = \{k \in I_M \mid \forall l \in K : |(I - AZ^*)AE(k, l)| = 0\}.
\]

\(^1\)Note that minimizing fill-in is NP-hard [37]. We quote the full reasoning in [15] here: A solver based on a sparse QR of \(M = QR\) is subdivided in several steps. For ordering and symbolic analysis no tight bounds are known for the time complexity. Experiments show that they scale roughly proportionally with the number of non-zeros in \(M\) if CHOLAMD is used. However, exceptions exist. Next follows a symbolic factorization that takes in practice \(O(|M| + |R|)\) number of steps where \(|R|\) is the integers of steps needed to represent the multifrontal structure of \(R\). This step can be a lot faster than the creation of \(A^*A\). The numerical factorization consists of a series of dense QR factorizations. The number and size depends on the earlier analysis.
This restriction operation is represented by the $#I(K) \times M$ matrix, with $M$ the number of points in the discrete setting and $M = N$ in the continuous setting:

$$R(k, l) = \delta_{k,l}, \quad k \in I(K), \ l \in I_M.$$  

The computation of this index set $I(K)$ is more involved. It can be computed in $O(N)$ operations using the sparse representation of $A - AZ^*A$ in the previous section or simply by checking the zero rows of the dense matrix $(A - AZ^*A)E$. The latter approach takes more operations, but this does not influence the complexity of the total number of operations of the reduced AZ algorithm as we also have to take into account the creation of the dense matrix and the solve step.

**Theorem 4** Provided Assumption 1 is satisfied, the reduced AZ algorithm (Algorithm 2) using the AZ pairs $(A_N, Z_N)$ and $(A^q_N, Z^q_N)$ can be implemented with $O(N^{3/2})$ operations in 2-D and $(N^{3(d-1)/d})$ operations in d-D with $d > 1$. In 1-D the number of operations depends on the dual used; for a dual computed by inverting the Gram matrix it is $O(N \log(N))$; for a compact dual, it is $O(N)$.

**Proof** The extension matrix $E$ can be constructed in $O(N)$ operations by iterating once over all basis functions. The matrix $R$ can be constructed most easily by explicitly forming the matrix $(A - AZ^*A)E$ of size $M \times n$, where $n = #K = O(N^{(d-1)/d})$ by Theorem 3 and Assumption 1. The cost of constructing $(A - AZ^*A)E$ is $O(nT_{\text{mult}})$. Selecting non-zero rows requires an additional $O(nM)$ operations by iterating over all elements of the matrix. There are $m = #I(K) = O(N^{(d-1)/d}) = O(#K)$ such rows, hence $R \in \mathbb{R}^{m \times M}$ and forming the matrix $R(A - AZ^*A)E$ explicitly requires $O(Mn)$ operations.

Next, solving the $m \times n$ linear system with a direct solver requires $O(mn^2) = O(n^3)$ operations. Taken together, the full time complexity of the algorithm is

$$O(N + nT_{\text{mult}} + nM + n^3) = O(nT_{\text{mult}} + n^3)$$

where we take linear oversampling $M = O(N)$ into account.

It remains to determine $T_{\text{mult}}$. The matrix-vector product with $A$ takes $O(N)$ operations since it is sparse. Indeed, in the continuous approach, each basis function $\phi_{N,k}$ has a support that overlaps with the support of a fixed number of other basis functions and, due to the scaling of splines with $N$, this number is independent of $N$. In the discrete approach, each basis function similarly is non-zero in a finite number of grid points independently of $N$. Thus, each column of $A_N \in \mathbb{C}^{N \times N}$ and $A^q_N \in \mathbb{C}^{M \times N}$ has a fixed number of non-zero entries and there are $N$ columns.

In the case of a dual computed by inverting a Gram matrix (see Section 2.2) the matrix $Z^*$ can analogously be written as the combination of a sparse and a circulant matrix. The multiplication by a circulant matrix is expedited using the FFT. The matrix-vector product with $Z^*$ can thus be performed in $O(N \log(N))$ operations.

Using the discrete compact dual, $Z^*$ can be created in $O(1)$ (see Section 2.2) and applied in $O(N)$ operations instead of $O(N \log(N))$.  

The time complexity of Theorem 4 with AZ pair $(A^q_N, Z^q_N)$ is numerically illustrated in Fig. 4. Shown are the timings of a 1-D, 2-D and 3-D spline extension.
approximation for increasing $N$. The figure compares the difference in using a compact and truncated Gram-based dual. While the time complexity results promised by the theorem are equal for both flavours of dual bases (except for the logarithmic factor in 1-D), we see that, in practice, the reduced AZ algorithm using the compactly supported basis takes less time.

The computational cost is better than that of Fourier extension, which is $O(N \log^2(N))$ in 1-D and $O(N^2 \log^2(N))$ in 2-D [27, 28].

6 Numerical experiments

All examples are performed using the BSplineExtension.jl package [11] written in Julia. Code producing the figures can also be found there. The continuous approach requires (multivariate) quadrature on irregular domains to evaluate the elements of $A_N$ and $b_N$. Therefore, we only consider experiments in the discrete setting here and in the following.

We compare the two algorithms proposed in Section 5 with each other and with the direct sparse QR solver.

6.1 Time complexity

The time complexity of the sparse AZ algorithm is numerically illustrated in Figs. 5 and 6. The former compares the sparse AZ algorithm with the reduced AZ algorithm. The latter compares with the direct sparse QR solver applied to the system $Ax = b$.

We see in Fig. 5 that the timings for the sparse AZ algorithm and the reduced AZ algorithm are comparable in 1-D. However, for the higher-dimensional problems the sparse AZ algorithm is clearly faster. In particular, it seemingly reaches linear complexity. As mentioned above, it is not straightforward to prove this complexity.

We see in Fig. 6 that for the 1-D approximation, there is no significant difference in timings between the sparse AZ algorithm and the direct sparse QR solver for $Ax = b$.
Efficient function approximation on general bounded domains...

Fig. 5 Timings (in seconds) of the sparse AZ algorithm applied to the approximation problems of Fig. 4 and using the compact dual. In the black dashed line: $O(N)$. The timings of Fig. 4 (using reduced AZ with a compact dual) are repeated in the black dotted lines. The sparse AZ algorithm is faster and seemingly exhibits linear complexity.

(left panel). In 2-D, the AZ algorithm is clearly faster. In 3-D, the AZ approach is much faster than a direct solve for low spline orders. For higher spline orders, the splines have larger support and this directly impacts the computational cost of the algorithms. We see that the number of degrees of freedom needs to be sufficiently high before the sparse AZ algorithm outperforms the direct solve. For $p = (3, 3, 3)$ and $N = (46, 46, 46)$, e.g., the number of non-zero elements in $A$ and $A - AZ^*A$ is 13,363,264 and 28,112,684, respectively, while it is 419,601,512 and 239,763,184 for $N = (129, 129, 129)$.

6.2 Approximation accuracy as a function of time

For the experiment that compares the sparse AZ algorithm and the direct sparse QR approach, we also compare the residuals. Recall that the residuals relate directly to the approximation error. The residuals are comparable and show algebraic convergence in Fig. 7. The residuals of the AZ approach are slightly larger, consistently in all experiments (Fig. 8).

Experiments indicate that the size of the residual is influenced by the choice of the compact dual spline basis, recall Remark 1. This is illustrated in Fig. 9. Theorem 2 guarantees that a dual spline exists with a certain minimal support. There may also

Fig. 6 Timings (in seconds) of the sparse AZ algorithm using the compact dual (first three lines) and the direct sparse QR solver (last three lines) applied to: Left panel, 1-D (the interval $f(x) = e^x$ on [0, 1/2]); Middle panel, 2-D ($f(x, y) = e^{xy}$ on a disk with centre (1/2, 1/2) and radius 0.4); and, Right panel, 3-D ($f(x, y, z) = e^{xyz}$ on a ball with centre (1/2, 1/2, 1/2) and radius 0.4) using a B-spline basis on [0, 1]^d.
be duals with larger support, but with smaller uniform norm of the discrete sequence, i.e., these are smaller duals. Here, we choose a dual with minimal support that also has uniform norm smaller than $M_{rel} = M_{abs}/\|b_q\|_\infty$, where $M_{abs}$ is a given constant. A lower uniform norm is beneficial for attaining smaller residuals. However, the larger support sizes lead to higher timings.

In order to illustrate the interplay between residual and clock time, we use the domain shown in Fig. 8, and we show in Fig. 9 the efficiency, i.e., the residual as a function of the timings. A lower curve indicates an improved efficiency. We study the effect of decreasing $M_{abs}$ for the reduced and sparse AZ algorithm, and compare them with the efficiency of applying a direct sparse QR solver (which is independent of the choice of $M_{abs}$). The efficiency improves by requiring a smaller uniform norm. The change is most apparent in the sparse AZ algorithm, which for small $M_{abs}$ obtains the same efficiency as the direct sparse QR solver.

Remark 2 We have observed that the plain AZ algorithm (Algorithm 1) with a $Z$ matrix constructed using the compact dual basis performs very similarly to the reduced AZ algorithm in our implementation, even though the linear system in the former approach has (much) larger dimensions. This means that the algorithm based on randomized linear algebra to solve the low-rank problem may have implicitly removed the non-zero rows and columns automatically, resulting in an effective
system of reduced size. This property of course simplifies the implementation of the scheme, but it depends on the implementation of the solver so it may not be a general property. We used the solver of the LowRankApprox.jl package in Julia [25].

7 Application to data smoothing on irregular geometries

We have invoked the final sparse AZ algorithm for the spline approximation of the elevation of the countries Belgium and The Netherlands. The data is provided by the Digital Elevation Model over Europe from the GMES RDA project (EU-DEM) [20]. The data consists of elevation (in metres) on an equispaced grid, with grid points confined by the highly irregular borders of these two countries. The results are depicted in Fig. 10: shown at the top left is a plot of the data, at the top right is the piecewise linear spline approximation. Shown at the bottom left and right is the relative and absolute error of the approximation in all the data points.

The approximation domain is not connected, due for example to a set of islands (de Waddeneilanden) belonging to The Netherlands in the north. Country borders
Fig. 10  Top left: The elevation data of Belgium and The Netherlands. The data uses EPSG 3035/ ETRS89 as its coordinate system. The location data is equispaced. It contains the points that have coordinates $3799048.10 + 1000.73 k, k = 1, \ldots, 336$, in the horizontal direction, and coordinates $2941371.64 + 999.85 l, l = 1, \ldots, 448$, in the vertical direction. Top right: Approximation of the data using a 2-D spline extension with $p = (1, 1), q = (2, 2), N = (168, 224)$ and the sparse AZ algorithm. Elevation data smaller than 1 is truncated to 1 in the two figures at the top to make them more clear. Bottom left: The relative error. Bottom right: The absolute error. Relative errors smaller than $10^{-4}$ are truncated to $10^{-4}$ and absolute errors smaller than $10^{-1}$ are truncated to $10^{-1}$ to make the figure more clear. The data was produced using Copernicus data and information funded by the European Union — EU-DEM layers [20].

are notoriously irregular, but so is the elevation data. Elevation data is more irregular in the hilly south of Belgium (the blue region covering the Ardennes) than in The Netherlands, which is mostly flat. This is adjusted for in the figure by showing the elevation in logarithmic scale, which reveals the low-elevation structure of the flat regions as well. Along the country borders on land, the regularity of the elevation data is not related to the regularity of the border, because the geography is of course continuous. In contrast, the two types of (ir)regularities are related in cases where the border is determined by a geographical feature, such as a sea (the North Sea) or a river. The dark homogeneous red region in the middle of the upper part of the figure...
has constant elevation because it is a lake at sea level (Ijsselmeer). It is included in the elevation data for The Netherlands because a large dike seals it off from the sea.

The least squares system in this example has dimensions $67970 \times 37632$, where $37632 = 168 \times 224$ is the number of degrees of freedom on a bounding box. The selection matrix $E$ is a $50176 \times 1386$ matrix. Thus, the system $(A - AZ^*A)E$ has dimensions $67970 \times 1368$, of which only 1736 elements are non-zero. The time required to solve the final reduced linear system with the sparse AZ algorithm is only 0.22 seconds on a MacBook Pro with a 2.8 GHz Quad-Core Intel Core i7 processor, 16 GB 1600 MHz memory and using Julia version 1.2. The relative residual of the solution is 0.0721. A direct sparse QR solver applied to the original linear system $Ax = b$ takes 0.48 seconds and results in a relative residual of 0.6537. The code for this experiment is available in [11].

8 Concluding remarks

We have shown that spline extension frame approximation on general domains is possible and efficient using a regular spline basis defined on a bounding box. We used the AZ algorithm to isolate the ill-conditioned part in the computation of the approximation. This algorithm necessitates the knowledge of a dual basis to the spline basis. We compared different dual bases and their influence on the structure of $A - AZ^*A$ and conclude that an exact and compact dual is the best choice. Spline extension leads to a low-rank and sparse structure of $A - AZ^*A$ that enables fast AZ-like algorithms. The algorithm proposed in Section 5.3 has a provable complexity of $O(N)$ operations in 1-D, $O(N^{3/2})$ in 2-D and $O(N^{3(d-1)/d})$ in $d$-D, $d > 1$. This should be compared to the cubic cost of standard direct solvers. The other algorithms considered appear to offer better complexity, but this could not be shown.

The use of a direct sparse QR solver applied to the linear system $Ax = b$ without modification does not require a detailed study of the structure of the problem. As such, it is simpler to implement, and relevant to compare to. The experiment of Fig. 9 shows it to be more efficient, in the sense of achieving accuracy as a function of time. The small loss of accuracy due to the introduction of the compact dual basis is the main culprit of the decreased efficiency of the AZ-based algorithms. Indeed, the AZ-based method is faster time-wise. Other families of (more regular) dual discrete bases might find a better balance between accuracy and sparsity.

We could use any basis on the bounding box. The aim of the follow-up work in [12] is to use the techniques developed here to construct efficient algorithms using wavelets on the bounding box. This may pave the way for adaptive algorithms and refinement in the future.

Preliminary experiments seem to indicate that the solvers based on sparse QR factorizations loose their stability when using wavelets. The coefficient norm explodes and accuracy is lost. This may mean that the seemingly stable behaviour of the direct sparse QR solver in the experiments of this paper are specific to the regular structure of B-splines. Also, it is certainly not the case that a direct sparse QR solver can always solve a linear system at a cost that is linear in the number of non-zero entries.
That this seems so for the case of spline extension is an observation that warrants further study.

Appendix A. Shift-invariant B-spline spaces

A.1 Generators of spline spaces

We refer the reader to [6, 7] for an extensive description, in the setting of signal and image processing, of both periodic and non-periodic splines.

The function $\phi(t)$ is called a generator for $S$ if every $f(t) \in S$ can be written as

\[ f(t) = \sum_{k \in \mathbb{Z}} c_k \phi(t - k). \]

There exist multiple generators for one space $S$. The B-spline $\beta(t)$ is just one of them. Below we will introduce another which is biorthogonal to B-splines translated over integer shifts.

The $2\pi$-periodic function

\[ u(\omega) \triangleq \sum_{k \in \mathbb{Z}} e^{-i\omega k} \beta(k) \]

is called the characteristic function of the space $S$ [7, Definition (3.2)]. Because of B-spline symmetry and compact support, $u$ is a cosine polynomial. Examples are

\[ u^2(\omega) = 1, \quad u^4(\omega) = \frac{1 + 2 \cos^2(\omega/2)}{3}, \quad u^5(\omega) = \frac{5 + 18 \cos^2(\omega/2) + \cos^4(\omega/2)}{24}. \]

For our B-spline space, the characteristic function is strictly positive.

Another quantity that will be useful is the symbol. The symbol of a function $f$ is defined as

\[ \xi(\omega) = \sum_{k \in \mathbb{Z}} e^{-i\omega k} c(k) \]

where $c(k)$ are the coefficients of $f$ in the spline basis:

\[ f(t) = \sum_{k \in \mathbb{Z}} c(k) \beta(t - k). \]

The symbol of $\beta(t)$ is 1.

A.2 Exponential decay of dual B-splines

We introduce the relation between the symbols of B-splines and their duals, and the characteristic function:

**Lemma 1** ([7, Proposition 4.7]) Each generator $\phi(t)$ of $S$ has its dual counterpart $\tilde{\phi}(t)$ such that the biorthogonal relations

\[ \int_{-\infty}^{\infty} \phi(t - k) \overline{\tilde{\phi}(t - l)} dt = \delta_{k,l} \]
hold. The symbols $\tau(\omega)$ and $\tilde{\tau}(\omega)$ of the generators $\phi(t)$ and $\tilde{\phi}(t)$, respectively, are linked as

$$\tau(\omega)\tilde{\tau}(\omega) = \frac{1}{u^{2p}(\omega)}, \quad (33)$$

where $u^{2p}(\omega)$ is the characteristic function of the space $S^{2p}$.

The following proof of Theorem 1 is not stated as a theorem in [7], but it follows from the reasoning on page 60 which we repeat here in order to extend the reasonings further on.

**Proof of Theorem 1** By Lemma 1 the symbol $\tau(\omega)$ of $\tilde{\beta}(t)$ is $\frac{1}{u^{2p}(\omega)}$. Note that its definition is (31)

$$\tilde{\tau}(\omega) = \frac{1}{u^{2p}(\omega)} = \sum_{k \in \mathbb{Z}} c(k) e^{-i\omega k},$$

which shows that $c(k)$ are the Fourier coefficients of $\tilde{\tau}(\omega)$. The characteristic function $u^{2p}(\omega)$ is a $2\pi$ periodic cosine polynomial without zeros on $[0, 2\pi]$ [31, Lemma 6]. Therefore, $\tilde{\tau}(\omega)$ is analytic and periodic; and its Fourier coefficients decay exponentially as $|k|$ grows.

**Appendix B. Dual B-splines with respect to discrete sampling**

Since we are interested in discrete methods, we also study discrete sequences associated with sampled B-splines on a regular grid. Stability, fast algorithms and applications in this discrete setting were treated in [5, 34–36]. These sampled B-splines are not to be confused with another set of discrete B-splines defined by discrete convolutions of rectangular pulses [7]. We consider duality with respect to a discrete inner product involving the sample points. For these dual B-splines we again show exponential decay in Theorem 6.

**B.1 Notation**

In this section we adopt the notation of [34]. The centred and shifted sampled B-spline sequences are defined by sampling the centred continuous B-spline with an integer oversampling factor $q$:

$$b_q(k) = \beta(k/q), \quad k \in \mathbb{Z}.$$  

Sampling the continuous B-splines translated over integer shifts results in translates of the B-spline sequences by corresponding multiples of $q$,

$$\beta\left(\frac{k}{q} - l\right) = b_q(k - lq), \quad \forall k, l \in \mathbb{Z}. \quad (34)$$

Like the B-splines, these discrete sequences have compact support. For $p > 0$, we find from (1) that their discrete support is

$$\text{supp } b_q = [-Q, Q], \quad Q = \left\lceil q \frac{p+1}{2} - 1 \right\rceil. \quad (35)$$
For \( p = 0 \) the support is \([-\frac{q}{2}, \frac{q-1}{2}]\) which is not symmetric for even \( q \).

In this text we use the convention that discrete convolution, defined by

\[
(a \ast b)(k) = \sum_{l=-\infty}^{\infty} a(k - l)b(l),
\]

takes precedence over evaluation in order to avoid a multitude of brackets and to ease notation. Thus \((a \ast b)(k) = a \ast b(k)\). If we introduce the shift operator \(\delta_i(k)\) such that \(\delta_i(a(k)) = a(k - i)\) we can write (34) as

\[
\beta\left(\frac{k}{q} - l\right) = \delta_{ql} \ast b_q(k), \quad k, l \in \mathbb{Z}.
\]

Next, we define upsampling by a factor of \( q \) as

\[
[a]_{\uparrow q}(k) = \begin{cases} 
a(k') & k' = qk \\
0 & \text{otherwise},
\end{cases}
\]

and downsampling by the same factor as

\[
[a]_{\downarrow q}(k) = a(qk).
\]

Analogously to the continuous case above, we can define a discrete shift-invariant space

\[
S_q = \text{span}\{\Phi_q\}, \quad \text{with} \quad \Phi_q = \{\delta_{qk} \ast b_q\}_{k \in \mathbb{Z}}.
\]

We call the sequence \( g \) a generator for \( S_q \) if every \( f \in S_q \) can be written as

\[
f(k) = \sum_{l \in \mathbb{Z}} c(l)g(k - ql)
\]

which in signal processing notation simplifies to

\[
f = [c]_{\uparrow q} \ast g.
\]

These spaces are invariant with respect to shifts by integer multiples of \( q \).

### B.2 Discrete duality of sampled splines

We are again interested in a dual generator; but this time based on a discrete inner product on the sequence space \( S_q \),

\[
\langle a, b \rangle = \sum_{k \in \mathbb{Z}} a(k)b(k).
\]  

We look for a dual generating sequence \( \tilde{b}_q \in S_q \) that satisfies

\[
\sum_{i=-\infty}^{\infty} \tilde{b}_q(i - qk)b_q(i - ql) = \langle \delta_{qk} \ast \tilde{b}_q, \delta_{ql} \ast b_q \rangle = \delta_{k,l}, \quad k, l \in \mathbb{Z}, \quad \tilde{b}_q \in S_q.
\]
Alternatively, we can describe the duality with respect to an inner product defined on the function space $S_q$. Since $\tilde{b}_q \in S_q$, the sequence corresponds to the samples of a continuous function $\tilde{\beta}_q \in S^q$ that has a representation in the basis $\Phi$:

$$\tilde{\beta}_q(t) = \sum_{k \in \mathbb{Z}} c_q(k) \beta(t - k).$$

(38)

We obtain functions in $S^q$ that are biorthogonal in an oversampled equidistant grid:

$$\langle \tilde{\beta}_q(\cdot - k), \beta_q(\cdot - l) \rangle_q = \delta_{k,l},$$

where we have used a discrete inner product$^2$

$$\langle f, g \rangle_q = \sum_{k \in \mathbb{Z}} f\left(\frac{k}{q}\right) \overline{g\left(\frac{k}{q}\right)}.$$  

(39)

The $q$-shift biorthogonality property results in a reconstruction formula that is similar to the one expressed by (8) in the continuous case. We have that

$$f(t) = \sum_{k \in \mathbb{Z}} \langle f, \tilde{\beta}_q \rangle_q \phi(t), \quad f \in S^p.$$  

For this dual generator, the discretization of (38) yields the expression

$$\tilde{b}_q = [c_q]_{q \ast} b_q.$$  

It turns out that the dual generator in $S_q$ is unique. We describe the solution in Sections B.3 and B.4. We will consider other solutions of (37) later on in Section B.5, by relaxing the requirement that the dual sequence lies in $S_q$.

**B.3 Discrete least squares approximations**

In the interpolation problem for a function $f$ on the real line one wants to determine coefficients $y(k)$ such that

$$f(k) = \sum_{l=-\infty}^{\infty} y(l) \beta(k - l), \quad k \in \mathbb{Z}.$$  

This problem is better known as the **cardinal B-spline interpolation problem** and it is extensively investigated in [31]. The interpolation problem is uniquely solvable. We are interested in the solution of the more general, oversampled problem

$$f(k/q) = \sum_{l=-\infty}^{\infty} y(l) \beta(k/q - l), \quad k \in \mathbb{Z}.$$  

$^2$The discrete bilinear form defined here is clearly not an inner product on, say, $L^2(\mathbb{R})$, but it is on the shift invariant space $S$. That is because the discretization points include all integers, and the value of any function in $S$ is uniquely determined by its values at the integers due to the unique solvability of the cardinal B-spline interpolation problem. Hence, a spline that evaluates to zero at all integers is identically zero on the real line.
for which a solution not necessarily exists with equality to the samples of \( f \). Thus, we solve the problem in a least squares sense:

\[
y = \text{argmin}_a \sum_{k=-\infty}^{\infty} |f(k/q) - \sum_{l=-\infty}^{\infty} a(l) \beta(k/q - l)|^2. \tag{40}
\]

This problem was investigated in [35].

Written in a convolutional form we want to solve

\[
f_q(k) = b_q \ast [y]_q(k), \tag{41}
\]

where \( f_q(k) = f(k/q) \), in a least squares sense. In section IV.D of [35] the solution \( y(k) \) of the least squares problem (41) is written in terms of filters. We restate equations [35, (4.18)–(4.19)]:

\[
y(k) = s_q \ast [b_q \ast f_q]_q(k), \tag{42}
\]

where

\[
s_q(k) = ([b_q \ast b_q]_q)^{-1}(k), \tag{43}
\]

if the inverse of \([b_q \ast b_q]_q\) exists. The meaning of the inverse in this context is that the sequence \( s_q \) satisfies

\[
s_q \ast [b_q \ast b_q]_q = \delta_0. \tag{44}
\]

The solution can be found by taking Fourier transforms of both sides, writing the convolution as a product of terms, and then moving one factor to the other side by division. The Fourier transform of \( s_q \) exists if the Fourier transform of \([b_q \ast b_q]_q\) does not vanish, else the division introduces poles. The latter Fourier transform is in fact strictly positive, as will be shown in the proof of Theorem 6 later on.

To that end, we define the Fourier transform of a sequence \( f \) as \( \hat{F}(\omega) = \hat{F}(e^{i\omega}) \), where \( \hat{F}(z) \) is the \( z \)-transform of \( f \):

\[
\hat{F}(z) = \sum_{k \in \mathbb{Z}} f(k) z^{-k}.
\]

### B.4 Exponential decay of discrete dual B-splines

We study the dual generators in \( S_q \) which are \( q \)-shift biorthogonal to \( b_q \) in more detail. First, we show that there is a generator that satisfies the conditions (37).

The coefficients \( c(k) \) of this generator \( \tilde{b}_q \) in \( \Phi_q \) are obtained from the filter defined by (43).

**Theorem 5** Provided that (44) is uniquely solvable for \( s_q \), the generator \( \tilde{b}_q(k) \in S_q \) that is \( q \)-shift biorthogonal to \( b_q \) (with \( q \)-shift biorthogonality defined by (37)) is given by

\[
\tilde{b}_q(k) = [s_q]_q \ast b_q(k). \tag{45}
\]

Furthermore, the discrete B-spline least squares problem (40) is solved by applying \( \tilde{b}_q(k) \) to \( f_q \):

\[
y(k) = [\tilde{b}_q \ast f_q]_q(k).
\]
Proof. First we show that a sequence in $S_q$ of the form (45) with coefficients equal to $s_q$ is $q$-shift biorthogonal to $b_q$. With the notation $a'(k) = a(-k)$ for time-reversal and $\overline{a}(k) = \overline{a(k)}$ for complex conjugation of a sequence, we can write the inner product (36) as

$$\langle a, b \rangle = \sum_{k=-\infty}^{\infty} a(k) \overline{b(k)} = a' \ast \overline{b}(0) = a \ast \overline{b'}(0).$$

Since $b_q(k) = b_q(-k)$ and $b_q(k)$ is real-valued, we can write for arbitrary $g = [d]_q \ast b_q \in S_q$

$$\langle \delta_q \ast g, \delta_q \ast b_q \rangle = \delta_q(k-l) \ast g \ast (b_q)'(0) = g \ast b_q(q(k-l)) = [d]_q \ast b_q \ast b_q \downarrow_q(k-l).$$

If we use

$$[[a]_q \ast b]_q(k) = \sum_{i \in \mathbb{Z}} b(qk - qi)a(i) = \sum_{l \in \mathbb{Z}} b(ql)a(k - l) = a \ast [b]_q(k) \quad (46)$$

then we can simplify the expression: we find coefficients of a dual generator by solving

$$d \ast [b_q \ast b_q]_q = \delta_0$$

for $d(k)$. This is exactly the definition of $s_q$ given in (43).

The second equality of the theorem is verified using the definition of $s_q$, (46) and (42): \[ [\tilde{b}_q \ast f]_q(k) = [s_q]_q \ast b_q \ast f]_q(k) = s_q \ast [b_q \ast f]_q(k) = y(k). \]

Knowing the form of the dual generator, we are ready to show that its coefficients $s_q$ decay exponentially. To that end, we study its Fourier transform and those of $b_q$ and

$$c_q(k) = \beta \left( k/q + \frac{1}{2} \right).$$

In the following lemma we first consider the Fourier transforms of $b_1$ and $c_1$. The lemma generalizes a result of [5, Prop. 1] and is needed for the proof of the main theorem, Theorem 6, further on.

Lemma 2 Let

$$B_1(\omega) = \sum_{k \in \mathbb{Z}} b_1(k)e^{-i\omega k} = \sum_{k=-\infty}^{\infty} \left( \frac{\sin(\omega - 2\pi k)}{\omega - 2\pi k} \right)^{p+1}$$

$$C_1(\omega) = \sum_{k \in \mathbb{Z}} c_1(k)e^{-i\omega k} = \sum_{k=-\infty}^{\infty} e^{i\omega k} \left( \frac{\sin(\omega - 2\pi k)}{\omega - 2\pi k} \right)^{p+1}$$

be the Fourier transforms of $b_1(k)$ and $c_1(k)$ for $p \geq 0$ and $p > 0$, respectively.

Then $B_1(\omega)$ and $D(\omega) = e^{-i \frac{\omega}{2}} C_1(\omega)$ are strictly decreasing in $[0, \pi]$. Moreover, $B_1(\pi) > 0$ for $p \geq 0$ and $D(\pi) = 0$ for $p > 0$. 

\( \text{ Springer} \)
Proof Earlier results show that $B_1(\omega)$ is strictly positive and decreasing in $[0, \pi]$. See, e.g., [31, Lemma 6] and [5, Prop. 1]. This only leaves us to show that $D(\omega) = e^{-i \omega} C_1(\omega)$ is strictly decreasing in $[0, \pi]$ and has a zero at $\omega = \pi$ for $p > 0$.

The continuous Fourier transform of $\beta(t)$ is

$$B(\omega) = \left( \frac{\sin(\omega/2)}{\omega/2} \right)^{p+1}$$

because of the recursive convolution. The sequences $b_1(k)$ and $c_1(k)$ are the sampled (and for $c_1(k)$, shifted over $\frac{1}{2}$) versions of $\beta(t)$. Therefore, their Fourier transforms can be written as stated in the theorem.

Noting that

$$\sin \left( \frac{\omega - 2\pi k}{2} \right) = (-1)^k \sin \left( \frac{\omega}{2} \right)$$

we simplify $D(\omega)$ to

$$D(\omega) = (2 \sin(\omega/2))^{p+1} \sum_{k=-\infty}^{\infty} (-1)^k (-1)^{k(p+1)} (\omega - 2\pi k)^{-(p+1)}.$$ 

If $p$ is even, $D(\pi)$ takes the following form:

$$D(\pi) = \left( \frac{2}{\pi} \right)^{p+1} \sum_{k=-\infty}^{\infty} 1_{(1-2k)^{p+1}}.$$ 

which is zero since the summation evaluates to zero:

$$\sum_{k=-\infty}^{\infty} 1_{(1-2k)^{p+1}} = \sum_{k=1}^{\infty} 1_{(1+2k)^{p+1}}$$

$$= \sum_{k=0}^{\infty} 1_{(-1+2k)^{p+1}} = \sum_{k=0}^{\infty} (-1)^{p+1} 1_{(1-2k)^{p+1}} = -\sum_{k=0}^{\infty} 1_{(1-2k)^{p+1}}.$$ 

For odd $p$ the reasoning is analogous. Therefore, $D(\omega)$ vanishes at $\omega = \pi$ for all $p > 0$.

Next, we expand $\frac{\partial D}{\partial \omega}(\omega)$:

$$\frac{\partial D}{\partial \omega}(\omega) = (p+1) \sum_{k=-\infty}^{\infty} (-1)^k \left( \frac{\sin(\omega-2\pi k/2)}{\omega-2\pi k/2} \right)^p \frac{1}{2} \cos \left( \frac{\omega}{2} \right)(-1)^k \frac{\omega-2\pi k}{2} - \frac{1}{2} \sin \left( \frac{\omega}{2} \right)(-1)^k.$$ 

The expression vanishes at $\omega = 0$. For $\omega > 0$, we split the sum into two parts:

$$\frac{2}{p+1} \frac{\partial D}{\partial \omega}(\omega) = (\cos(\omega/2) - \sin(\omega/2)) \sum_{k=-\infty}^{\infty} \left( \frac{\sin(\omega-2\pi k/2)}{\omega-2\pi k/2} \right)^p \frac{1}{(\omega-2\pi k/2)^2}$$

$$-\pi \sum_{k=-\infty}^{\infty} \left( \frac{\sin(\omega-2\pi k/2)}{\omega-2\pi k/2} \right)^p \frac{k}{(\omega-2\pi k/2)^2}$$ (49)
The factor in front of the first summation, $f(\omega) = \cos(\omega) \frac{\omega}{2} - \sin(\omega) \frac{\omega}{2}$, is strictly negative for $\omega \in (0, \pi]$ since its derivative $f'(\omega) = -\frac{1}{4} \sin(\omega)$ is strictly negative in $(0, \pi]$ and $f(0) = 0$. Since both prefactors are negative, if both sums are shown to be positive we can conclude that $\frac{\partial D}{\partial \omega}(\omega)$ is negative, hence $D(\omega)$ is decreasing. That would conclude the proof.

We consider the range $\omega \in (0, \pi]$. The first sum in (49),

$$S_1(\omega) = \sum_{k=-\infty}^{\infty} \left( \frac{\sin(\omega - 2\pi k)}{\omega - 2\pi k} \right)^p \frac{1}{(\omega - 2\pi k)^2},$$

has only positive terms when $p$ is even. For $p$ odd, we write $S_1(\omega) = \sum_{k=-\infty}^{\infty} \left( -\frac{1}{2} \right)^{k+1} f^p_k(\omega)$ with

$$f^p_k(\omega) = \left( \frac{\sin(\omega)}{\omega - 2\pi k} \right)^p \frac{1}{(\omega - 2\pi k)^2}.$$

Because of the term $\frac{1}{\omega} (\omega - 2\pi k)$ in the denominator, we find that $f^p_k(\omega) > 0$ for $k \leq 0$ and $f^p_k(\omega) < 0$ for $k > 0$. Furthermore, due to the growth of the denominators of both factors for increasing $|k|$, it is true that

$$|f^p_{k-1}| < |f^p_k|, \quad \text{for } k \leq 0, \quad |f^p_{k+1}| < |f^p_k|, \quad \text{for } k > 0.$$

We can then group terms in pairs with alternating signs. For $k > 0$:

$$(-1)^{2k-1} f^p_{2k-1}(\omega) + (-1)^{2k} f^p_{2k}(\omega) = -f^p_{2k-1}(\omega) + f^p_{2k}(\omega) = |f^p_{2k-1}(\omega)| - |f^p_{2k}(\omega)| > 0,$$

and for $k \leq 0$:

$$(-1)^{2k-1} f^p_{2k-1}(\omega) + (-1)^{2k} f^p_{2k}(\omega) = -f^p_{2k-1}(\omega) + f^p_{2k}(\omega) = -|f^p_{2k-1}(\omega)| + |f^p_{2k}(\omega)| > 0.$$

This shows that

$$S_1(\omega) = \sum_{k=-\infty}^{\infty} (-1)^{2k-1} f^p_{2k-1}(\omega) + (-1)^{2k} f^p_{2k}(\omega) > 0$$

is also positive for odd $p$.

For the second sum in (49), we first note that $|\omega - 2k\pi| < |\omega + 2k\pi|$ for $\omega \in (0, \pi]$, hence

$$|f^p_k(\omega)| > |f^p_{-k}(\omega)|, \quad \text{for } k > 0. \quad (50)$$

We also set out to show that

$$(k+1) f^p_{k+1}(\omega) - k f^p_k(\omega) > 0 \quad \text{for } k > 0, \quad k f^p_k(\omega) - (k+1) f^p_{k+1}(\omega) > 0 \quad \text{for } k < -1. \quad (51)$$

To that end, we start by rewriting

$$k f^p_k(\omega) - (k+1) f^p_{k+1}(\omega) = \frac{k \left( 1 + \frac{1}{k - \frac{\omega}{2\pi}} \right)^{p+2}}{(\omega - 2\pi k - 2\pi)^{p+2}} - (k+1).$$
Here, the denominator is negative for $k > 0$ and positive for $k < -1$. For the numerator, we note that
\[
\left(1 + \frac{1}{k - f}\right)^2 - \frac{k + 1}{k} = -\frac{f^2 - k(k + 1)}{k(k - f)^2}
\]
which is positive for $k > 0$ and negative for $k < -1$, with $f = \omega/(2\pi) \in (0, 1/2]$. Thus
\[
\left(1 + \frac{1}{k - f}\right)^{p+2} - \frac{k + 1}{k} > \left(1 + \frac{1}{k - f}\right)^2 - \frac{k + 1}{k} > 0
\]
for $k > 0$ and
\[
\left(1 + \frac{1}{k - f}\right)^{p+2} - \frac{k + 1}{k} < \left(1 + \frac{1}{k - f}\right)^2 - \frac{k + 1}{k} < 0
\]
for $k < -1$. Multiplying with $k$ (and changing the direction of the inequality for negative $k$) shows that the numerator is positive and leads to the inequalities in (51).

Returning to the second sum in (49), it is positive for $p$ even since
\[
S_2^p(\omega) = \sum_{k=\infty}^{\infty} kf_k^p(\omega) = \sum_{k=\infty}^{\infty} k|f_k^p(\omega)| = \sum_{k=\infty}^{\infty} k(|f_k^p(\omega)| - |f_{-k}^p(\omega)|) > 0,
\]
owing to (50). The sum is positive for $p$ odd since
\[
S_2^p(\omega) = \sum_{k=-\infty}^{\infty} kf_k^p(\omega) = \sum_{k=1}^{\infty} \left((-2k - 1) f_{2k-1}^p(\omega) + (2k) f_{2k-1}^p(\omega)\right) + \left((-2k) f_{-2k}^p(\omega) - (2k + 1) f_{-2k+1}^p(\omega)\right) > 0
\]
because of (51). This ends the proof.

Previous work already proved the exponential decay of the dual generator coefficients of some cases. Earlier results include the dual taken with respect to the inner product $(f, g)$ defined in (6) see Theorem 1; and, the dual with respect to integer grid, i.e., the discrete inner product $\langle f, g \rangle_1$ of which the definition is given in (39), see [31]. The exponential decay of the discrete dual generator coefficients in the oversampled case, $(f, g)_q$ with $q > 1$, has, to the best of our knowledge, not been described in literature.

**Theorem 6** For $p > 0$, (44) is uniquely solvable for $s_q$ and the coefficients $s_q(k)$ decay exponentially as $|k| \to \infty$.

**Proof (Proof of 6)** The Fourier transform of (43) follows from taking the Fourier transform of both sides in (44). Noting that the latter involves the convolution of a sequence with itself, which results in squaring the corresponding Fourier transform.
This is followed by downsampling by a factor of $q$, leading to [35, eqn (4.20)], which we repeat here:

$$S_q(\omega) = \left( \frac{1}{q} \sum_{k=0}^{q-1} B_q \left( \frac{\omega + 2\pi k}{q} \right)^2 \right)^{-1}.$$  

By Theorem 5 and since the Fourier coefficients of periodic functions analytic on the real line decay exponentially, the result holds if we can show that $S_q(\omega)$ is analytic on the interval $[0, 2\pi]$ and by extension the real line, i.e., $1/S_q(\omega)$ has no zeros on the unit circle.

To obtain an expression for $B_q$, we use known convolution expressions for the sampled B-splines [35]. They depend on the parity of $p$ and $q$. For $q$ odd:

$$b_q(k) = \frac{1}{q} b_0^q \star b_0^q \star \cdots \star b_0^q \star b_1(k).$$

For $p$ odd and $q$ even:

$$b_q(k) = \frac{1}{q} \delta_{(p+1)/2} \star b_0^q \star \cdots \star b_0^q \star b_1(k).$$

Finally, for $p$ even and $q$ even:

$$b_q(k) = \frac{1}{q} \delta_{(p+2)/2} \star b_0^q \star \cdots \star b_0^q \star c_1(k).$$

The $z$-transform of the rectangular pulse is $\hat{B}_q^0(z) = z^{[q/2]} \left( \frac{1-z^{-q}}{1-z^{-1}} \right)$, where $[x]$ truncates to the smaller integer. Therefore, we arrive at the following expressions for $B_q(\omega) = \hat{B}_q(e^{i\omega})$, which again depend on the parity of $p$ and $q$. When either $p$ or $q$ is odd:

$$B_q(\omega) = \frac{1}{q} T_q(\omega) B_1(\omega).$$

Here, $T_q(\omega) = \hat{T}_q(e^{i\omega})$ with $\hat{T}_q(z) = z^{i_0} \left( \frac{1-z^{-q}}{1-z^{-1}} \right)^{p+1}$ for $i_0 = (q-1)(p+1)/2$ [35, eqn (3.10)]. This leads to

$$T_q(\omega) = \left( \frac{\sin(q \frac{\omega}{2})}{\sin(\frac{\omega}{2})} \right)^{p+1}.$$  

When both $p$ and $q$ are even:

$$B_q(\omega) = \frac{e^{-i\omega/2}}{q} T_q(\omega) C_1(\omega).$$

The function $T_q(\omega)$ has zeros at $\omega = 2\pi k q + 2\pi l$ for $k = 1, \ldots, q-1, l \in \mathbb{Z}$, while Lemma 2 shows that $B_1(\omega)$ is strictly positive and $C_1(\omega)$ has zeros at $\omega = \pi + 2\pi l$ with $l \in \mathbb{Z}$. Noting that the zero of $C_1$ coincides with one of the zeros of $T_q$ for $p$ even, we see that $B_q(\omega)$ has the same zeros as $T_q(\omega)$.  
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Since
\[ K_{q,k}(\omega) \triangleq B_q \left( \frac{\omega + 2\pi k}{q} \right)^2 \]
is a positive $2\pi q$-periodic function with zeros at $\omega = 2\pi l$, $l \in \mathbb{Z}$, with the exception of $\omega = -2\pi kq + 2\pi ql$, $l \in \mathbb{Z}$, $K_{q,k_1}$ and $K_{q,k_2}$ don’t share zeros if $k_1 \neq k_2$. Therefore, $L(\omega) \triangleq \frac{1}{q} \sum_{k=0}^{q-1} K_{q,k}(\omega)$ is $2\pi$-periodic and strictly positive. And, its inverse, $S_q(e^{i\omega})$, meets the previously stated requirements.

**Theorem 7** Let $p = 0$ and $q \neq 2$. Then (44) is uniquely solvable for $s_q$ and the coefficients $s_q(k)$ decay exponentially as $|k| \to \infty$. More specifically, for $q$ odd we have $s_q^0(k) = \frac{1}{q} \delta_0(k)$. For $q$ even, but $q \neq 2$, we have
\[ s_q^0(k) = \begin{cases} \frac{-1}{(1-q)^{k+1}} & k \leq 0, \\ 0 & k > 0. \end{cases} \]

**Proof of Theorem 7** If $q$ is even, then $b_q^0(k) = 1$ for $-q/2 \leq k \leq q/2 - 1$ and 0 otherwise, see the comment under (35). Hence, $b_q^0 \ast b_q^0(k)$ is non-zero for $-q \leq k \leq q - 2$, and $[b_q^0 \ast b_q^0]_q(k)$ is non-zero only if $-1 \leq k \leq 0$. To be precise, $[b_q^0 \ast b_q^0]_q(0) = q - 1$ and $[b_q^0 \ast b_q^0]_q(-1) = 1$, therefore
\[ (S_q^0)^{-1}(\omega) = e^{-i\omega} + q - 1. \]
The modulus is bounded above and below by $q - 2 \leq |(S_q^0)^{-1}(\omega)| \leq q$ for $\omega \in [0, 2\pi]$. Thus, $(S_q^0)^{-1}(\omega)$ vanishes in $[0, 2\pi]$ only if $q = 2$ and $\omega = \pi$ at the same time. This means that $S_2^0(\omega)$ has a pole at $\omega = \pi$ and (44) is not uniquely solvable for $s_2^0$.

Still for $q$ even, but $q \neq 2$, using the series expansion $\frac{1}{1-z} = \sum_{k=0}^{\infty} z^k$, $S_q^0$ can be written as
\[ S_q^0(\omega) = \frac{1}{e^{-i\omega} + q - 1} = -\sum_{k=0}^{\infty} \frac{e^{-iok}}{(1-q)^{k+1}}, \]
so $|s_q^0(k)|$ decays exponentially for $k \to -\infty$ and $q \geq 4$ and it is zero if $k > 0$.

If $q$ is odd, then $b_q^0(k) = 1$ for $-(q - 1)/2 \leq k \leq (q - 1)/2$. Hence, $b_q^0 \ast b_q^0(k)$ is non-zero for $-q + 1 \leq k \leq q - 1$, and $[b_q^0 \ast b_q^0]_q(k)$ is non-zero if $k = 0$. To be precise, $[b_q^0 \ast b_q^0]_q(0) = q$ and
\[ (S_q^0)^{-1}(\omega) = q. \]
Thus, $s_q^0(k) = \frac{1}{q} \delta_0(k)$. \hfill \box

**B.5 Compact discrete duals to B-splines**

We end this section with a description of duals to the sampled B-splines that have compact support. The $q$-shift biorthogonality conditions (37) admit alternative...
solutions outside of the shift-invariant space $S_q$, in particular solutions with compact support. For these discrete solutions we are not able to provide a continuous analogue as in (38).

For clarity of the presentation we switch to a new notation for these duals. Thus, we are looking for a sequence $\tilde{h}_q$ that satisfies

$$\sum_{k=-\infty}^{\infty} \tilde{h}_q(k)b_q(k-ql) = \delta_l, \quad l \in \mathbb{Z}. \quad (52)$$

If this holds, then $q$-shifts of $\tilde{h}_q$ define a dual generating sequence for a discrete shift-invariant space

$$\tilde{U}_q = \text{span}\{\delta_qk \star \tilde{h}_q\}_{k \in \mathbb{Z}}.$$

This space may in general be different from $S_q$. We are encouraged by the observation that if both $\tilde{h}_q$ and $b_q$ are compact sequences, (52) reduces to a finite number of conditions.

**Proof (Proof of Theorem 2)** Assume that $w$ is a sequence with support $[-K, K]$, i.e., that $w(k) = 0$ for $|k| > K$. Recall that the support of $b_q$ for $p > 0$ is given by $[-Q, Q]$ with $Q = \lceil q \frac{p+1}{2} - 1 \rceil$, see (35). Substituting $w$ into (52) yields, with $L = \left\lfloor \frac{K+Q}{q} \right\rfloor$,

$$\sum_{k=-K}^{K} w(k)b_q(k-ql) = \delta_0(l), \quad -L \leq l \leq L, \quad (53)$$

where the range of $l$ is restricted such that $|k - ql| > Q$ for $k \in [-K, K]$. Indeed, if $l > \frac{K+Q}{q}$, then

$$k - ql < k - (K + Q) < -Q + (k - K) < -Q.$$

The case $l < -\frac{K+Q}{q}$ similarly leads to $k - ql > Q$. The conditions (53) correspond to a linear system with $2L + 1 = 2 \left\lfloor \frac{K+Q}{q} \right\rfloor + 1$ equations for $2K + 1$ unknowns.

We are interested in choosing $K$ such that there are more unknowns than conditions,

$$2K + 1 \geq 2 \left\lfloor \frac{K+Q}{q} \right\rfloor + 1.$$

This leads to $K \geq \left\lfloor \frac{K+Q}{q} \right\rfloor$ and hence $\frac{K+Q}{q} < K + 1$, leading to

$$K > \frac{Q - q}{q - 1}.$$

Substituting $Q = \lceil q \frac{p+1}{2} - 1 \rceil$ results in

$$K > \frac{q(p - 1) - 2}{2(q - 1)} \quad \text{and} \quad K > \left\lceil \frac{q(p - 1) - 2}{2(q - 1)} \right\rceil$$

for odd and even $p$, respectively. This leads, after rearrangement, to the statements of the theorem.
The system matrix of (53) can also be written as

\[ A(l, k) = \beta \left( \frac{k}{q} - l \right), \quad -L \leq l \leq L, \quad -K \leq k \leq K. \]

This is precisely the collocation matrix of a sequence of \( 2K + 1 \) spline functions \( \beta(\cdot - \frac{k}{q}) \) evaluated in the \( 2L + 1 \) integers \(-L \leq l \leq L\). The result follows if this system has full rank, i.e., if \( A \) has rank \( L \) (recall that \( L < K \)). We select a subset of \( L \) splines, in such a way that each spline can be associated uniquely with one integer in its support. This is always possible because both the integers and the spline centres are regularly distributed on the same interval by construction. The corresponding \( L \times L \) submatrix of \( A \) represents a spline interpolation problem that is known to be uniquely solvable by [16, Theorem 1]. Therefore, at least one exact solution of the underdetermined linear system exists.

**Remark 3** Theorem 2 guarantees the existence of a dual sequence with small support, but does not state anything about its stability, in the sense of having a bound on a discrete norm of \( \hat{h}_q \). In practice we observe that, owing to the norm-minimization property of least squares solutions, compact duals with smaller discrete norm can be found by solving (53) in a least squares sense for a larger value of \( K \) than the minimal one.
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