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Abstract

We prove complexity bounds for the primal-dual algorithm with random extrapolation and coordinate descent (PURE-CD), which has been shown to obtain good practical performance for solving convex-concave min-max problems with bilinear coupling. Our complexity bounds either match or improve the best-known results in the literature for both dense and sparse (strongly)-convex-(strongly)-concave problems.

1 Introduction

We consider the convex-concave min-max problem with bilinear coupling based on the function $L: \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \cup \{-\infty, +\infty\}$ defined as follows:

$$
\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^n} \left\{ L(x, y) := \sum_{i=1}^{n} \left[ \langle A_i x, y^{(i)} \rangle - h^*_i(y^{(i)}) \right] + g(x) = \langle Ax, y \rangle - h^*(y) + g(x) \right\},
$$

where $h^*_i: \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$, $i = 1, 2, \ldots, n$ and $g: \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ are convex and extended-valued, $y = (y^{(1)}, y^{(2)}, \ldots, y^{(n)})^\top$, $h^*(y) = \sum_{i=1}^{n} h^*_i(y^{(i)})$, $A_i$ is a row vector of length $d$, and $A$ is the $n \times d$ matrix whose rows are $A_i$, $i = 1, 2, \ldots, n$. We assume the existence of a primal-dual solution $(x_*, y_*)$ satisfying the saddle point property

$$
L(x, y_*) \geq L(x_*, y_*) \geq L(x_*, y), \quad \text{for all } x \in \mathbb{R}^d, y \in \mathbb{R}^n.
$$

Under this assumption we can exchange min and max in (1.1) and write the problem as

$$
\min_{x \in \mathbb{R}^d} F(x), \quad \text{where} \quad F(x) := \max_{y \in \mathbb{R}^n} \left\{ L(x, y) = \sum_{i=1}^{n} h_i(A_i x) + g(x) = h(Ax) + g(x) \right\},
$$

where $h_i$ is the convex conjugate of $h^*_i$, and $h: \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ has the separable form $h(z) = \sum_{i=1}^{n} h_i(z^{(i)})$. Problems of this form arise in machine learning, especially in empirical risk minimization (ERM, see (3.14)), matrix games, and also in linearly constrained optimization (see (3.15)) as well as imaging. Therefore, many methods have been developed for solving this problem under various assumptions on $h$, $g$, and $A$, such as (strong)-convexity of $g$, $h$, or $h^*$; or sparsity of $A$ [2, 4, 8, 9, 18, 19, 20, 21, 22, 25, 26].

The various methods that have been proposed for (1.1) have favorable complexity guarantees in certain special cases. The plethora of methods and results makes it difficult for both theoreticians and practitioners to choose the method best suited to particular instances of (1.1). In this paper, we focus on improving the theory for an existing method, the PURE-CD algorithm described in [2]. We show that this method achieves or improves best-known complexity results for interesting special cases of (1.1). The state-of-the-art results are currently dispersed among different methods.
To facilitate our discussion on complexity, we define the function $G : \mathbb{R}^d \times \mathbb{R}^n \times \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \cup \{-\infty, +\infty\}$ as follows:

$$G(x', y', x, y) := L(x', y) - L(x, y') = g(x') + \langle Ax', y \rangle - h^*(y) - g(x) - \langle Ax, y' \rangle + h^*(y').  \hspace{1cm} (1.4)$$

For a given compact set $Z \subset \mathbb{R}^d \times \mathbb{R}^n$, we define the gap function as follows:

$$\text{Gap}(x', y') := \max_{(x,y) \in Z} G(x', y', x, y).$$

The set $Z$ is introduced to handle cases in which the domains for $x$ and $y$ are unbounded [8, 9, 14, 15]. (See [15, Lemma 4] for further details about $Z$.) In general, our goal in this paper is to find the total complexity of an algorithm to output a pair $(x_{out}, y_{out})$ such that

$$\mathbb{E} \text{Gap}(x_{out}, y_{out}) = \mathbb{E} \max_{(x,y) \in Z} G(x_{out}, y_{out}, x, y) = \mathbb{E} \max_{(x,y) \in Z} [L(x_{out}, y) - L(x, y_{out})] \leq \varepsilon.  \hspace{1cm} (1.5)$$

Because of the presence of $Z$, we refer to (1.5) as the expected restricted primal-dual gap function, or expected duality gap, for short. For special cases of (1.1) such as linearly constrained optimization or ERM, we also consider such optimality measures as objective suboptimality and feasibility.

### 1.1 Context and Contributions

There are several reasons for our focus on PURE-CD. Its algorithmic structure is simple and it adapts efficiently to the case in which $A$ is sparse; unlike the methods in [20, 22, 26] it does not require any special implementation techniques to exploit sparsity (such as lazy updates). Its appealing empirical performance is documented in [2, 20]. It has favorable theoretical properties such as almost-sure convergence in the general convex-concave setting and adaptive linear convergence under metric subregularity; these were shown in the paper [2], which introduced the method. Such properties do not hold for many competing algorithms [4, 18, 20, 21, 22, 26]. Unfortunately, the complexity bounds proven in [2] for PURE-CD do not improve over deterministic algorithms.

Before we proceed, a little terminology is needed. We say that a convex function $g$ is “$\mu$-strongly convex” or “$\mu$-s.c.” for some $\mu \geq 0$ when $g(x) \geq g(y) + \langle q, x - y \rangle + \frac{\mu}{2} \|x - y\|^2$ for all $x$ and all $q \in \partial g(y)$. We say that (1.1) is “convex-concave” in the basic case in which $g$ and $h^*$ are convex. We describe (1.1) as “convex-strongly concave” when, additionally, $h^*$ is $\mu$-strongly convex with $\mu > 0$. The terms "strongly convex-concave" and "strongly convex-strongly concave" are defined accordingly. The latter three terms are collective referred to as the "strongly convex cases." We also sometimes use terminology “one-sided strong convexity” for strongly convex-concave and convex-strongly concave cases.

The contributions of this paper to the theory of PURE-CD and the problem (1.1) can be summarized as follows (see Section 1.3 for the details):

- For linearly constrained problems with dense $A$, we improve the best known complexity on objective value and feasibility from $\min \left\{ O \left( nd \|A\| \varepsilon^{-1} \right), O \left( nd + \sqrt{nd(n + d)} \|A\|_F \varepsilon^{-1} \right) \right\}$ (for PDHG [9] and variance reduced extragradient [3]) to $O \left( nd + d \sum_{i=1}^n \|A_i\| \varepsilon^{-1} \right)$.

- For general convex-concave problems with dense $A$, we improve the best-known complexity on expected duality gap from $\min \left\{ O \left( nd \|A\| \varepsilon^{-1} \right), O \left( nd + \sqrt{nd(n + d)} \|A\|_F \varepsilon^{-1} \right) \right\}$ (for PDHG [9] and variance reduced extragradient [3]) to $O \left( nd + nd \max_i \|A_i\| \varepsilon^{-1} \right)$. This improvement is strict when rows of $A$ are normalized. We make use of several techniques from [21] that proved the same complexity for the weaker measure $\max_{(x,y)} \mathbb{E} G(x_{out}, y_{out}, x, y)$ (see Section 1.2 for the relations between these measures).

- For empirical risk minimization problems with $L$-Lipschitz convex losses, non-strongly convex regularizers, and normalized feature vectors with with dense $A$, we improve the best-known complexity from $O \left( nd \log \varepsilon^{-1} + d \sqrt{nL\varepsilon^{-1}} \right)$ (see the accelerated variance reduction and primal-dual coordinate
techniques of [4, 18, 22, 26] to $O(nd + d\sqrt{n}L\varepsilon^{-1})$. To our knowledge, this is the first time that the logarithmic factor is removed for this problem, despite it being a well-studied case. (See Appendix B for details.)

- For strongly convex-strongly concave problems with sparse $A$, we match the best known complexity of $O((n\text{nz}(A) + n\text{nz}(A) \max_i \|A_i\|\sqrt{\mu_1\mu_2}) \log \varepsilon^{-1})$ (see [22]).

- For strongly convex-concave or convex-strongly concave problems with sparse $A$, we improve the best-known complexity $\min \{O(n\text{nz}(A)\|A\|\mu^{-1}\varepsilon^{-1/2}) , O(nd + n\max_i \|A_i\|\mu^{-1}\varepsilon^{-1/2}) \}$ (for PDHG [9], SPDHG [8], and VRPDA [20]) to $O(n\text{nz}(A) + n\text{nz}(A) \max_i \|A_i\|\mu^{-1}\varepsilon^{-1/2})$, in the common regime in which $\max_i \|A_i\| \geq \mu$. This complexity has also been shown for the strongly convex-concave case in the recent work [20].

In addition to the different methods achieving the best known rates in these cases (prior to this work), we note that some of the methods that are best in one case may have no guarantees for the other cases. Consider the following.

- The technique used in the analysis of VRPDA [21] led to improved complexity in the convex-concave case with dense $A$ for the quantity $\max_{x,y} E\mathcal{G}(x_{out}, y_{out}, x, y)$ (see Section 1.2), and this method also has good complexity for the strongly convex-concave case with dense $A$. On the other hand, this method does not have guarantees for the expected primal-dual gap $\mathbb{E}\max_{x,y} \mathcal{G}(x_{out}, y_{out}, x, y)$ or for the convex-strongly concave or strongly convex-strongly concave cases. Moreover, the output sequence for VRPDA does not have almost sure convergence guarantees in the convex-concave case, and it does not adapt to sparsity in $A$.

- SPDHG [8] has good complexity with dense $A$ and in the strongly convex cases, but it does not adapt to sparsity of $A$.

- Although the method of [22] (and also [26] with more restrictions) can adapt to sparsity of $A$ for strongly convex-strongly concave problems, it does not have a guarantee for the general convex-concave case or linearly constrained problems, see Table 1.

- The recent work [20] built on [21] to propose a new method that exploits sparsity and has improved guarantees in the convex-concave and strongly convex-concave cases. However, the guarantees for convex-concave case are for the quantity $\max_{x,y} E\mathcal{G}(x_{out}, y_{out}, x, y)$ (see Section 1.2) rather than for the expected duality gap. Additionally, the objective and feasibility guarantees are on the expectation of the output $\mathbb{E}[x_{out}]$ rather than the output iterates $x_{out}$ themselves. This algorithm is not analyzed for the convex-strongly concave or strongly convex-strongly concave cases.

- Variance reduced variational inequality (VRVI) methods [3, 6] have competitive complexity bounds when $n \approx d$, but they are not appealing otherwise, since the per-iteration cost depends on $n + d$, degrading the complexity, as we explain in Section 1.3.

### 1.2 Preliminaries

We introduce a blanket assumption to ensure that $L$ defined in (1.1) is convex-concave and that strong duality holds. Additional assumptions are introduced as needed in the analysis.

**Assumption 1.** Let $g: \mathbb{R}^d \to (-\infty, +\infty], h^*: \mathbb{R}^n \to (-\infty, +\infty]$ be proper convex lower semicontinuous and that a saddle point $(x^*, y^*)$ for (1.1) exists (but is not necessarily unique).

This assumption is standard in the literature for analyzing both stochastic and deterministic algorithms [1, 6, 8, 9, 11, 21]. For the relationship between the existence of a saddle point, primal and dual solutions, and strong duality, we refer to [5, Cor. 19.19, 19.20], [17, Lem. 36.2].

Some works show convergence of the “max of expectation” gap-like measure $\max_{(x,y) \in \Omega} E\mathcal{G}(x', y', x, y)$. However, results for the “expectation of max” or the “expected gap” $E \max_{(x,y) \in \Omega} \mathcal{G}(x', y', x, y) = E \mathcal{G}(x_{out}, y_{out})$ are more interesting, as the following example shows.
Example 1. Consider the saddle-point problem defined by $L(x, y) = xy$, with $x, y \in \mathbb{R}$, which has the unique solution $(x_*, y_*) = (0,0)$. We have
\[
\max_{(x,y) \in Z} \mathbb{E}G(x_k, y_k, x, y) = \max_{(x,y) \in Z} \mathbb{E}[x_k y - x y_k],
\]
for any set $Z$. Consider an algorithm that generates iterates $(x_k, y_k)$ with $x_k = y_k = k$ with probability (w.p.) $1/2$ and $x_k = y_k = -k$ w.p. $1/2$, for $k = 1, 2, \ldots$. Then we have for any fixed $x$ and $y$ that $\mathbb{E}[x_k y - x y_k] = \frac{1}{2}(k(y-x) + k(x-y)) = 0$. This seems to indicate acceptable behavior of the algorithm, although the iterates are diverging. On the other hand, the optimality measure $\mathbb{E}\max_{(x,y) \in Z} G(x_k, y_k, x, y)$ is nonzero, as desired.

We show in sequel (Section 3.1.1) that guarantees on expected gap can be transformed into guarantees in objective suboptimality and/or feasibility for specific problems.

Remark 1.1. In all the comparison tables, a dash (−) indicates that the result for the particular setting is not proven in the previous work.

The complexity results that we discuss in the remainder of the paper depend on different norms of the matrix $A \in \mathbb{R}^{n \times d}$. The relationship between these norms is critical to determining when and in what circumstances the complexity of one method is superior to another. We summarize the equivalences between these norms here. (Note that $\|A\|$ denotes the spectral norm $\|A\|_2$.)

\[
\|A\| \leq \|A\|_F \leq \sqrt{r}\|A\|, \quad \text{where } r \text{ is the rank of } A,
\]
(1.6a)
\[
\frac{1}{\sqrt{n}}\|A\|_F \leq \max_i \|A_i\| \leq \|A\|_F,
\]
(1.6b)
\[
\frac{1}{\sqrt{d}}\|A\| \leq \max_i \|A_i\| \leq \|A\|,
\]
(1.6c)
\[
\|A\|_F \leq \sum_{i=1}^n \|A_i\| \leq \sqrt{n}\|A\|_F,
\]
(1.6d)
\[
\|A\| \leq \sum_{i=1}^n \|A_i\| \leq n\|A\|.
\]
(1.6e)

1.3 Overview of Results

In the tables described here, the notation $O(\cdot)$ suppresses the term $\max_{x,y} \|x\|^2 + \|y\|^2$ for the measures $\mathbb{E}\max_{(x,y)} G(x', y', x, y)$ and $\mathbb{E}\max_{(x,y)} \mathbb{E}G(x', y', x, y)$. It suppresses $\max_{x_*, y_0} \|x_* - x_0\|^2 + \|y_* - y_0\|^2$ for the other measures. (Since these quantities are common across the complexity bounds for all algorithms, they only complicate the comparisons.)

Convex-concave $L$ and dense $A$ (Table 1 and Section 3.1). We first consider the the third column of Table 1, showing complexities on the expected gap. Compared to variance reduced variational inequality (VRVI) methods [6], coordinate methods are preferable when $n \gg d$, because in this case it is more likely that $\sqrt{d}\max_i \|A_i\| \leq \|A\|_F$. When $d \gg n$, we can apply the coordinate methods in the dual, switching the roles of $n$ and $d$ and still obtain a better complexity than VRVI. (Note that since VRVI incurs a cost that depends on $n + d$ at each iteration and is invariant under switching.) The complexity of VRVI methods is better when $A$ is dense and square ($n = d$), since $\|A\|_F \leq \sqrt{n}\max_i \|A_i\|$. (VRVI might also be competitive when $A$ is approximately square.)

If the norms of the rows $A_i$ are normalized, then coordinate methods such as PURE-CD or VRPDA strictly improve variance reduced methods for the expected gap, since we then have $\|A_i\| = \frac{1}{\sqrt{n}}\|A\|_F$ for all $i \in [n]$. Finally, for the first two columns in Table 1 (see the corresponding problems in (3.14), (3.15)),
coordinate methods have strictly better complexity thanks to importance sampling, since\(\sum_{i=1}^{n} \|A_i\| \leq \sqrt{n}\|A\|\), by Cauchy-Schwarz and since \(\sum_{i=1}^{n} \|A_i\| \leq n \max_i \|A_i\|\).

We refer to Section 1.2 for the comparison between the measures in the last two columns of Table 1. We include the last column only to be able to compare with all the results in the literature, many of which apply only to this weaker “max of expectation” measure.

| \(\mathbb{E} \|F(x_{\text{out}}) - F(x^*)\| \) | \(\mathbb{E} \|g(x_{\text{out}}) - g(x^*)\| \) | \(\mathbb{E} \|\text{dist}(Ax_{\text{out}}, C)\|_\triangle \) | \(\mathbb{E} \text{Gap}(x_{\text{out}}, y_{\text{out}}) \) | \(\max \mathbb{E} G(x_{\text{out}}, y_{\text{out}}, x, y) \) |
|---|---|---|---|---|
| PDHG [9] | \(O\left( \frac{d\sqrt{n}L_f \|A\|}{\varepsilon} \right) \) | \(O\left( \frac{nd\|A\|}{\varepsilon} \right) \) | \(O\left( \frac{nd\|A\|}{\varepsilon} \right) \) | \(O\left( \frac{nd\|A\|}{\varepsilon} \right) \) |
| VRPDA [21] | – | – | – | – |
| CLVR [20] | – | \(\tilde{O} \left( \frac{nd}{\varepsilon} \right) \) | – | – |
| SPDC [26] | \(\tilde{O} \left( \frac{nd + d\sqrt{n}L_f \max_i \|A_i\|}{\varepsilon} \right) \) | – | – | – |
| Katyusha [4] | \(\tilde{O} \left( \frac{nd + d\sqrt{n}L_f \max_i \|A_i\|}{\varepsilon} \right) \) | – | – | – |
| SDAPD [22] | \(\tilde{O} \left( \frac{nd + d\sqrt{n}L_f \max_i \|A_i\|}{\varepsilon} \right) \) | – | – | – |
| VRVI [3, 6] | \(\tilde{O} \left( \frac{\sqrt{nd(n+\varepsilon)} \|A\|}{\varepsilon} \right) \) | \(\tilde{O} \left( \frac{\sqrt{nd(n+\varepsilon)} \|A\|}{\varepsilon} \right) \) | \(\tilde{O} \left( \frac{\sqrt{nd(n+\varepsilon)} \|A\|}{\varepsilon} \right) \) | \(\tilde{O} \left( \frac{nd \max_i \|A_i\|}{\varepsilon} \right) \) |
| PURE-CD | \(O\left( \frac{nd + dL_f \sum_{i=1}^{n} \|A_i\|}{\varepsilon} \right) \) | \(O\left( \frac{\sqrt{d\sum_{i=1}^{n} \|A_i\|}}{\varepsilon} \right) \) | \(\tilde{O} \left( \frac{nd \max_i \|A_i\|}{\varepsilon} \right) \) | \(\tilde{O} \left( \frac{nd \max_i \|A_i\|}{\varepsilon} \right) \) |

Table 1: Complexity bounds for various measures of \(\varepsilon\)-optimality, for the convex-concave case of (1.1) with dense \(A\) (Algorithm 1). Each entry shows the number of operations required to reduce the quantities indicated in each column label below \(\varepsilon\). *The first column is for solving \(\min_x F(x) = g(x) + \frac{1}{n} \sum_{i=1}^{n} f_i(A,x)\) and assumes that \(f_i\) are \(L_f\)-Lipschitz and uses the conversion described in Appendix B. △The second column is when \(h() = \delta_C()\) for a set \(C\). †The result derived in [20, Cor. 1] for CLVR applied to problems with linear constraints are on the expectation of the output iterate \(\mathbb{E}[x_{\text{out}}]\) (not normally available) rather than on \(x_{\text{out}}\) itself, so we omit this result. ‡This result is given for the specific case of linear constrained problems.

**Convex-concave \(L\) and sparse \(A\) (Table 2 and Section 3.2.1)**. In the case of sparse \(A\), we compare the results for PURE-CD obtained in this paper with the results for CLVR [20] and the standard results for PDHG. The results of [7] may also be applicable in this case. For matrix games with \(\ell_2\) domains in both primal and dual, [7] derives a complexity bound for expected gap of

\[
O \left( \frac{\text{nnz}(A)}{\varepsilon^2} \right) + \varepsilon^{-1} \sqrt{\text{nnz}(A)} \max \left\{ \sqrt{\sum_i \|A_i\|_2^2}, \sqrt{\sum_j \|A_j\|_2^2} \right\},
\]

which may be a remarkable improvement over the deterministic complexity in certain regimes. We do not include this algorithm in our comparisons for two reasons. (i) The algorithm targets constrained problems without separable, bounded domains whereas we focus on the case of separable proximal functions, with potentially unbounded domains. The non-separability requires new data structures which result in a complicated algorithm whose practicality is unclear. No implementation is done in [7]. (ii) Algorithmically, [7] builds on [6], where the extension of the arguments to the proximal case requires either additional assumptions on the functions or additional boundedness assumptions on the domains. These assumptions hold on the matrix game applications of [6, 7] but they may not hold on the problems we are most interested in here. Still, when the relevant assumptions hold, the complexity results in the algorithms of [7] may improve over our results and other best-known complexities (as discussed in that paper).

As shown in Table 2, our analysis techniques do not show improved complexities for PURE-CD over PDHG, for \(\mathbb{E} \text{Gap}(x_{\text{out}}, y_{\text{out}})\) with sparse \(A\) (Algorithm 2). We show however that PURE-CD can match the
complexity of the deterministic algorithm PDHG, which is the best known for (1.1), and which is proved in [2] when step sizes are selected appropriately. We can also obtain for PURE-CD the same complexity bound as CLVR from [20], which is on the weaker measure on $\max \epsilon$. We leave it as an open question whether improved complexity can be obtained for PURE-CD on the expected gap (see also our discussions in Section 3.2.1 and Section 6).

| Algorithm  | $\mathbb{E}$ Gap$(x_{\text{out}}, y_{\text{out}})$ | $\max \mathbb{E}G(x_{\text{out}}, y_{\text{out}}, x, y)$ |
|------------|---------------------------------|-------------------------------------------------|
| PDHG [9]   | $O(\text{mnz}(A)\|A\|\epsilon^{-1})$ | $O(\text{mnz}(A)\|A\|\epsilon^{-1})$           |
| CLVR [20]  | --                              | $O(\text{mnz}(A)\max_i \|A_i\|\epsilon^{-1})$ |
| PURE-CD    | $O(\text{mnz}(A)\|A\|\epsilon^{-1})$  | $O(\text{mnz}(A)\max_i \|A_i\|\epsilon^{-1})$ |

Table 2: Complexity bounds for various measures of $\epsilon$-optimality, for the convex-concave case of (1.1) with sparse $A$ (Algorithm 2). Each entry shows the number of operations required to reduce the quantities indicated in each column label below $\epsilon$. The first column shows that the complexity of PURE-CD matches that of PDHG for the expected-gap measure. In the second column, we assume that the output point $(x_{\text{out}}, y_{\text{out}})$ is randomly selected iterate, rather than the ergodic average; see Section 3.2.1. The proof of this result can be found in [2] when appropriate choices are made for the step sizes and when $\|A\| \geq g(x_0) + h^*(y_0) - g(x_*) - h^*(y_*)$.

**Strongly convex cases and sparse $A$ (Table 3 and Sections 4, 5).** When $h^*$ is strongly convex (second column of Table 3), we prove complexity results only for a measure involving only the dual variable, namely, $\mathbb{E}\|y_k - y_*\|^2$. For $A$ dense, it is easy to derive the same complexities for the expected gap using arguments from [10], but since sparsity introduces additional complications in the argument, we state results here, similar comments apply to the other strongly convex cases, shown in the first and third columns of the table. To make comparisons between algorithms more straightforward, we focus on the (usual) case in which $\max_i \|A_i\| \geq \mu$, so that $\max_i \{\max_i \|A_i\|/\mu, 1\} = \max_i \|A_i\|/\mu$.

For the strongly convex-strongly concave case, our complexity improves over VRVI methods [3, 6] when $\sqrt{\text{mnz}(A)} \max_i \|A_i\| \leq \sqrt{n + d}\|A\|_F$. This inequality holds when row norms are normalized, but otherwise one can find examples where one complexity is better than the other. When $n \gg d$, this requirement would usually be satisfied since it is roughly equivalent to $\sqrt{\frac{\text{mnz}(A)}{n}} \max_i \|A_i\| \leq \|A\|_F$. For sparse $A$, this condition will usually be satisfied easily.

### 1.4 Notation and Terminology

We use the notation $\text{dom} g = \{x \in \mathbb{R}^d : g(x) < +\infty\}$; $A_i$ for $i$-th row of data matrix $A \in \mathbb{R}^{n \times d}$; $\|A\|$ for spectral norm; $\text{mnz}(A)$ for number of nonzero elements in matrix $A$; $[n] = \{1, \ldots, n\}$; the projection operator $P_C(x) = \arg \min_{u \in C} \|u - x\|^2$ for a nonempty, convex, closed set $C$; $\text{dist}^2(x, C) = \|x - P_C(x)\|^2$; $\delta_C(x) = 0$ if $x \in C$ and $\delta_C(x) = +\infty$ if $x \notin C$. For $Q > 0$, we denote the weighted inner product and norm as $\langle x, y \rangle_Q = \langle Q x, y \rangle$ and $\|x\|_Q = \langle x, Qx \rangle^{1/2}$. The $i$-th coordinate of a vector $y_k$ is denoted by $y_k(i)$. When we use diagonal step sizes and parameters, we frequently use the following notations for important diagonal matrices: $\Sigma = \text{diag}(\sigma(1), \ldots, \sigma(n))$, $T = \text{diag}(\tau(1), \ldots, \tau(d))$, $\Theta = \text{diag}(\theta(1), \ldots, \theta(d))$, and $\Pi = \text{diag}(\pi(1), \ldots, \pi(d))$.

For a key conditional expectation, we use the notation $\mathbb{E}[\cdot] = \mathbb{E}[\cdot | i_0, \ldots, i_{k-1}]$. When dealing with sparse $A$, we use the definitions $J(i) = \{j \in [d] : A_{i,j} \neq 0\}$ and $I(j) = \{i \in [n] : A_{i,j} \neq 0\}$.
| Algorithm | Complexity Bound | Notes |
|-----------|-----------------|-------|
| PDHG [9]  | $O\left(\frac{\text{nnz}(A)\|A\|}{\mu\sqrt{\varepsilon}}\right)$ | $g$ is $\mu$-s.c., $\mathbb{E}\|x_k - x_k\|^2$ |
| SPDHG [8] | $O\left(\frac{\text{nnz}(A)\|A\|}{\mu\sqrt{\varepsilon}}\right)$ | $h^*$ is $\mu$-s.c., $\mathbb{E}\|y_k - y_k\|^2$ |
| VRPDA [21] | $O\left(\frac{\text{nnz}(A)\|A\|}{\mu\sqrt{\varepsilon}}\right)$ | $g, h^*$ are $\mu_1, \mu_2$-s.c., $\mathbb{E}\|x_k - x_k\|^2 + \|y_k - y_k\|^2$ |
| CLVR [20] | - | $\text{nnz}(\star)\|A\|\log \varepsilon^{-1}$ |
| SPDAD [22] | - | $\text{nnz}(\star)\|A\|\log \varepsilon^{-1}$ |
| VRVI [3, 6] | - | $\text{nnz}(\star)\|A\|\log \varepsilon^{-1}$ |
| PURE-CD | $O\left(\frac{\text{nnz}(A)\max_{i} \|A_i\|_{1}}{\sqrt{\varepsilon}}\right)$ | $\text{nnz}(\star)\|A\|\log \varepsilon^{-1}$ |

Table 3: Complexity bounds for various measures of $\varepsilon$-optimality, for the strongly convex cases of (1.1) with sparse $A$ (Algorithm 2). Each entry shows the number of operations required to reduce the quantities indicated in each column label below $\varepsilon$. [22] provided a lazy update scheme for SPDAD only in the case tabulated in the last column.

For a diagonal weighting matrix $T$ and convex function $g$, we define $\text{prox}_T,g(x) = \arg\min_u g(u) + \frac{1}{2\mu}\|u - x\|_T^{-1}$. We will frequently use the prox-inequality, which states that for a $\mu$-strongly convex function $g$ with $\mu \geq 0$, we have

$$x^+ = \text{prox}_{T,g}(x) \iff (x^+ - x, T^{-1}(u - x^+)) + g(u) - g(x^+) \geq \frac{\mu}{2}\|u - x^+\|^2, \; \forall u,$$

which follows by convexity of $g$ and definition of $x^+$.

We make frequent use of the following notation for a distance measure from initial point $(x_0, y_0)$ to the solution set:

$$D_z = \min_{(x, y) \in Z} \left(\|x - x_0\|^2 + \|y - y_0\|^2\right),$$

where $Z_\star$ is the set of primal-dual solutions, which is nonempty by Assumption 1. Also denote

$$D_Z = \max_{(x, y) \in Z} \left(\|x - x_0\|^2 + \|y - y_0\|^2\right)$$

for any compact set $Z$. It is known from [2] that iterates of PURE-CD are almost surely bounded and that they converge almost surely to a solution.

## 2 Algorithm

The PURE-CD algorithm proposed in [2] is a variant of primal-dual hybrid gradient (PDHG), which is a deterministic algorithm for (1.1). PDHG can be seen as a gradient descent-ascent method with extrapolation. One of the most straightforward algorithms for (1.1) is gradient descent-ascent (GDA), whose iterates have the form

$$\bar{x}_{k+1} = \text{prox}_{\tau,g}(\bar{x}_k - \tau A^\top \bar{y}_k)$$

$$\bar{y}_{k+1} = \text{prox}_{\sigma,h^*}(\bar{y}_k + \sigma \bar{x}_{k+1}),$$

for positive step sizes $\tau$ and $\sigma$. By contrast, one iteration of PDHG has the form

$$\bar{x}_{k+1} = \text{prox}_{\tau,g}(\bar{x}_k - \tau A^\top (2\bar{y}_k - \bar{y}_{k-1}))$$

$$\bar{y}_{k+1} = \text{prox}_{\sigma,h^*}(\bar{y}_k + \sigma A\bar{x}_{k+1}),$$

(PDHG)
where the extrapolated iterate $(2\bar{y}_k - y_{k-1})$ in place of the of $\bar{y}_k$ used by GDA. An equivalent form of PDHG is

$$\bar{x}_{k+1} = \text{prox}_{\tau g}(\bar{x}_k - \tau A^\top \bar{y}_k)$$ (2.1a)
$$\bar{y}_{k+1} = \text{prox}_{\sigma h^*}(\bar{y}_k + \sigma A\bar{x}_{k+1})$$ (2.1b)
$$x_{k+1} = \bar{x}_{k+1} - \tau A^\top (\bar{y}_{k+1} - \bar{y}_k).$$ (2.1c)

PURE-CD builds on (2.1). In the case of dense $A$ (see Algorithm 1), it computes $\bar{x}_{k+1}$ as in (2.1a), but then updates just a single, randomly chosen component $i_k$ of $y$ to obtain $y_{k+1}$. It then takes an extrapolation step like (2.1c), based on the difference between $y_k$ and $y_{k+1}$ (which differ in only a single component).

When $A$ is sparse and $g$ is separable (that is, $g(x) = \sum_{j=1}^d g_j(x^{(j)})$, a sparse-friendly version of Algorithm 1 can be designed to exploit the sparsity of $A$ and require only $O(|J(i_k)|)$ operations on iteration $k$. Such an algorithm is shown in Algorithm 2 (proposed in [2]), for the case in which $i_k$ is chosen from a uniform distribution on $[n]$ at each iteration. We note that Algorithm 1 and Algorithm 2 are equivalent with dense $A$ (when $p(i) = 1/n$ for all $i \in [n]$), but they are different with sparse $A$. Specifically, for all $j \notin J(i_k)$, Algorithm 1 sets $x_{k+1}^{(j)} = \bar{x}_{k+1}^{(j)}$, which requires knowledge of all components of $\bar{x}_{k+1}$. On the other hand, Algorithm 2 sets $x_{k+1}^{(j)} = x_k^{(j)}$ for all $j \notin J(i_k)$. In fact, this is the main reason for lower per-iteration cost in Algorithm 2.

The efficiency of Algorithm 2 depends critically on the fact that at iteration $k$, $x_k$ and $x_{k+1}$ differ only in the components $j \in J(i_k)$. Thus, we compute only the components $j \in J(i_k)$ of the vector $\bar{x}_{k+1}$ (which are subsequently used in computation of the corresponding components of $x_{k+1}$) and simply copy across the remaining components $j \notin J(i_k)$ from $x_k$ to $x_{k+1}$. The computation of $A_{i_k} \bar{x}_{k+1}$ on line 5 of Algorithm 2 also requires only knowledge of $\bar{x}_{k+1}^{(j)}$ for $j \in J(i_k)$. Moreover, the vector $A^\top y_k$ can be maintained using a classical technique borrowed from coordinate descent (see for example [8, 16, 24]), namely:

$$A^\top y_{k+1} = A^\top y_k + A^\top (y_{k+1} - y_k) = A^\top y_k + A^\top (y_{i_k}^{(i_k)} - y_k^{(i_k)})$$

$$\iff (A^\top y_{k+1})^{(j)} = \begin{cases} (A^\top y_k)^{(j)} + A_{i_k,j}(y_{i_k}^{(i_k)} - y_k^{(i_k)}), & j \in J(i_k), \\ (A^\top y_k)^{(j)}, & j \notin J(i_k). \end{cases}$$

The cost of this procedure is $O(|J(i_k)|)$ operations.

**Algorithm 1** PURE-CD with dense data [2]

1. Initialize $x_0 \in \text{dom } g, y_0 \in \text{dom } h^*$
2. for $k \geq 0$ do
3. \hspace{1em} $\bar{x}_{k+1} = \text{prox}_{T_k g}(x_k - T_k A^\top y_k)$
4. \hspace{1em} Pick $i_k \in [n]$ with $\Pr(i_k = i) = p(i)$ and $P = \text{diag}(p^{(1)}, \ldots, p^{(n)})$
5. \hspace{1em} $y_{k+1}^{(i_k)} = \text{prox}_{\sigma_g}((y_k^{(i_k)} + \sigma_{i_k} A_{i_k} \bar{x}_{k+1}))$
6. \hspace{1em} $y_{k+1}^{(i)} = y_k^{(i)}, \forall i \notin i_k$
7. \hspace{1em} $x_{k+1} = \bar{x}_{k+1} - T_k \Theta_k A^\top P^{-1}(y_{k+1} - y_k)$
8. end for

For future reference, we define

$$\bar{y}_{k+1} = \text{prox}_{\Sigma_k h^*}(y_k + \Sigma_k A \bar{x}_{k+1}),$$ (2.2)

where $\Sigma_k = \text{diag}(\sigma_1^{(i_k)}, \ldots, \sigma_n^{(i_k)})$, as defined in Section 1.4. Let us note that in Algorithm 2, we have $\bar{x}_{k+1} = \text{prox}_{T_k g}(x_k - \tau_k A^\top y_k)$. However, since each iteration of Algorithm 2 only uses $\bar{x}_{k+1}^{(j)}$ for $j \in J(i_k)$, we compute only these entries, as described earlier.
Algorithm 2 PURE-CD with sparse data [2]

1: Initialize \( x_0 \in \text{dom} g, y_0 \in \text{dom} h^* \) and recall \( J(i) = \{ j \in [d] : A_{i,j} \neq 0 \}, I(j) = \{ i \in [n] : A_{i,j} \neq 0 \} \)
2: for \( k \geq 0 \) do
3: \( \bar{x}_{k+1}^{(j)} = \text{prox}_{\tau_k^{(j)}} g^j \left( x_k^{(j)} - \tau_k^{(j)} (A^\top y_k)^{(j)} \right), \quad \forall j \in J(i_k) \)
4: \( y_{k+1} = \text{prox}_{\sigma_k^{(i_k)}} (y_k + \sigma_k^{(i_k)} A_i \bar{x}_{k+1}^{(i_k)}) \)
5: \( y_{k+1} = y_{k+1}^{(i)}, \quad \forall i \neq i_k \)
6: \( x_{k+1} = x_{k+1}^{(i)} - \theta_k^{(i)} A_{i,k} (y_{k+1}^{(i)} - y_{k+1}^{(i_k)}) , \quad \forall j \in J(i_k) \)
7: \( x_{k+1} = x_{k+1}^{(j)}, \quad \forall j \notin J(i_k) \)
8: end for

3 Convergence in the Convex-Concave Case

We focus now on the convex-concave case, where Assumption 1 holds but strong convexity does not necessarily hold for \( g \) or \( h^* \). Section 3.1 considers the case in which \( A \) is dense, deriving the results in the PURE-CD row of Table 1. We also specialize the results to the important special cases of linearly constrained optimization and ERM; see Section 3.1.1. In Section 3.2, we consider the case of \( A \) sparse, deriving the results in the second column of Table 2 for PURE-CD. In Section 3.2, we also derive a result analyzing one iteration of Algorithm 2 that we use later in Section 4 and Section 5.

3.1 Convergence Analysis for Dense \( A \) (Algorithm 1)

We start with a lemma to analyze the behavior of a single iteration of Algorithm 1. Our analysis in this lemma follows [2] but is simpler, since we focus here on a specific case with dense \( A \) and we do not include a general smooth function of \( x \) in the objective, in addition to the function \( g \) which is handled with a prox operation. For clarity of presentation, we include the full proof.

Lemma 3.1 (Single-iteration analysis of Algorithm 1). Let Assumption 1 hold and recall the definition of \( y_{k+1} \) from (2.2). In Algorithm 1, set \( \Theta_k = \theta I \). Then for any \( (x,y) \in \mathbb{R}^d \times \mathbb{R}^n \) and for \( k \geq 0 \), we have

\[
2(L(\bar{x}_{k+1}, y) - L(x, \bar{y}_{k+1})) + \| x - x_{k+1} \|^2_{T_k^{-1}} + \| y - \bar{y}_{k+1} \|^2_{\Sigma_k^{-1}} \leq \| x - x_k \|^2_{T_k^{-1}} + \| y - y_k \|^2_{\Sigma_k^{-1}} - \| y_{k+1} - y_k \|^2_{\Sigma_k^{-1}} - 2\theta^2 \| A^\top P^{-1} (y_{k+1} - y_k) \|^2_{T_k} + 2\theta \langle x - x_{k+1}, A^\top P^{-1} (y_{k+1} - y_k) \rangle + 2 \langle x - \bar{x}_{k+1}, A^\top (y_k - \bar{y}_{k+1}) \rangle. \tag{3.1}
\]

Moreover, when we set \( \tau_k = \tau I \) and \( \Sigma_k = \Sigma = \text{diag}(\sigma^{(1)}, \ldots, \sigma^{(n)}) \), with step sizes satisfying \( \sigma^{(1)}\tau (p^{(i)})^{-1} \| A_i \|^2 \leq \gamma < 1 \) for all \( i \), and \( \theta = 1 \), then we have for any solution \( (x^*, y^*) \) that

\[
\sum_{k=0}^{K-1} \mathbb{E} \| y_{k+1} - y_k \|^2_{\Sigma_i^{-1} p^{-1}} \leq \frac{1}{1 - \gamma} \left( \frac{1}{\tau} \| x^* - x_0 \|^2 + \| y^* - y_0 \|^2_{\Sigma_i^{-1} p^{-1}} \right). \tag{3.2}
\]

Remark 3.2. In the first result of the lemma, the first term on the LHS of (3.1) is used to get the gap function in view of (1.5), while the remaining terms on the LHS make up the Lyapunov function and hence will telescope for appropriate choices of \( T_k \) and \( \Sigma_k \). The third and fourth terms on the RHS are used to cancel the fifth and sixth terms.

The following result is an immediate consequence of the bound (3.2) in Lemma 3.1.
Corollary 3.3. Suppose the setup of Lemma 3.1 holds. By setting $p^{(i)} = \frac{\|A_i\|}{\sum_{i=1}^n \|A_i\|}$, $\tau = \frac{1}{\sum_{i=1}^n \|A_i\|}$, $\sigma_1^{(i)} = \sigma^{(i)} = \frac{\gamma}{\|A_i\|}$, for $\gamma < 1$ and $\theta = 1$ we have for any solution $(x_*, y_*)$ that

$$\sum_{k=0}^{K-1} \mathbb{E}[\|y_{k+1} - y_k\|_{T_{k-1}}^2] \leq \frac{\left(\sum_{i=1}^n \|A_i\|\right)\left(\|x_* - x_0\|^2 + \|y_* - y_0\|^2\right)}{(1 - \gamma)\gamma}. \quad (3.3)$$

Proof of Lemma 3.1. By the prox-inequality (1.8) with $\mu = 0$, applied to the definition of $\bar{x}_{k+1}$ in step 3, it follows for any $x$ that

$$\langle \bar{x}_{k+1} - x + T_k A^T y_k, T_k^{-1}(x - \bar{x}_{k+1}) \rangle + g(x) - g(\bar{x}_{k+1}) \geq 0$$

$$\Leftrightarrow \langle T_k^{-1/2}(\bar{x}_{k+1} - x_k), T_k^{-1/2}(x - \bar{x}_{k+1}) \rangle + \langle A^T y_k, x - \bar{x}_{k+1} \rangle + g(x) - g(\bar{x}_{k+1}) \geq 0.$$

We use the standard equality $2\langle a, b \rangle = \|a + b\|^2 - \|a\|^2 - \|b\|^2$ and rearrange to get

$$\|x - \bar{x}_{k+1}\|^2_{T_k^{-1}} + 2\langle g(\bar{x}_{k+1}) - g(x) \rangle \leq \|x - x_k\|^2_{T_k^{-1}} - \|\bar{x}_{k+1} - x_k\|^2_{T_k^{-1}} + 2\langle A^T y_k, x - \bar{x}_{k+1} \rangle - 2\theta \langle x - x_{k+1}, A^T P^{-1}(y_{k+1} - y_k) \rangle. \quad (3.4)$$

By the definition of $x_{k+1}$ in step 7, it follows that $\bar{x}_{k+1} = x_{k+1} + T_k \theta A^T P^{-1}(y_{k+1} - y_k)$. This gives

$$\|x - \bar{x}_{k+1}\|^2_{T_k^{-1}} = \|x - x_{k+1}\|^2_{T_k^{-1}} + \theta^2 \|A^T P^{-1}(y_{k+1} - y_k)\|^2_{T_k} - 2\theta \langle x - x_{k+1}, A^T P^{-1}(y_{k+1} - y_k) \rangle. \quad (3.5)$$

From (1.8) with $\mu = 0$ and the definition of $\bar{y}_{k+1}$ from (2.2), we have for any $y$ that

$$\langle \bar{y}_{k+1} - y - \Sigma_k A \bar{x}_{k+1}, \Sigma_k^{-1}(y - \bar{y}_{k+1}) \rangle + h^*(y) - h^*(\bar{y}_{k+1}) \geq 0$$

$$\Leftrightarrow \langle \Sigma_k^{-1/2}(\bar{y}_{k+1} - y), \Sigma_k^{-1/2}(y - \bar{y}_{k+1}) \rangle - \langle A \bar{x}_{k+1}, y - \bar{y}_{k+1} \rangle + h^*(y) - h^*(\bar{y}_{k+1}) \geq 0.$$

By applying $2\langle a, b \rangle = \|a + b\|^2 - \|a\|^2 - \|b\|^2$ to the first term and rearranging, we obtain

$$\|y - \bar{y}_{k+1}\|^2_{\Sigma_k^{-1}} + 2\langle h^*(\bar{y}_{k+1}) - h^*(y) \rangle \leq \|y - y_{k+1}\|^2_{\Sigma_k^{-1}} - \|\bar{y}_{k+1} - y_{k+1}\|^2_{\Sigma_k^{-1}} - 2\langle A \bar{x}_{k+1}, y - \bar{y}_{k+1} \rangle. \quad (3.6)$$

We add (3.5) to (3.6) and drop the nonpositive term $-\|\bar{x}_{k+1} - x_k\|^2$ on the RHS to obtain

$$2\langle g(\bar{x}_{k+1}) + h^*(\bar{y}_{k+1}) - g(x) - h^*(y) \rangle + \|x - x_{k+1}\|^2_{T_k^{-1}} + \|y - y_{k+1}\|^2_{\Sigma_k^{-1}} - \|\bar{y}_{k+1} - y_{k+1}\|^2_{\Sigma_k^{-1}} - 2\langle A \bar{x}_{k+1}, y - \bar{y}_{k+1} \rangle$$

$$\leq \|x - x_{k+1}\|^2_{T_k^{-1}} + \|y - y_{k+1}\|^2_{\Sigma_k^{-1}} - \|\bar{y}_{k+1} - y_{k+1}\|^2_{\Sigma_k^{-1}} - \theta^2 \|A^T P^{-1}(y_{k+1} - y_k)\|^2_{T_k}$$

$$+ 2\langle A^T y_k, x - \bar{x}_{k+1} \rangle + 2\theta \langle x - x_{k+1}, A^T P^{-1}(y_{k+1} - y_k) \rangle - 2\langle A \bar{x}_{k+1}, y - \bar{y}_{k+1} \rangle. \quad (3.7)$$

Recall that

$$L(\bar{x}_{k+1}, y) - L(x, \bar{y}_{k+1}) = g(\bar{x}_{k+1}) + \langle A^T y, \bar{x}_{k+1} - x \rangle - g(x) + h^*(\bar{y}_{k+1}) - \langle A x, \bar{y}_{k+1} - y \rangle - h^*(y). \quad (3.8)$$

We use this definition in (3.7) and note that $2\langle A^T(y_k - y), x - \bar{x}_{k+1} \rangle + 2\langle x - \bar{x}_{k+1}, A^T(y_k - y) \rangle = 2\langle x - \bar{x}_{k+1}, A^T(y_k - y) \rangle$ to deduce (3.1), the first claim of the lemma.

For the second result (3.2), we start from (3.1) and let $(x, y) = (x_*, y_*)$, $T_k = \tau I$, and $\Sigma_k = \Sigma$. We estimate first the last two terms on the RHS of (3.1). By noting that $\bar{x}_{k+1}$ does not depend on $i_k$ and
Note that this expression partially cancels with the third-last term on the RHS of (3.1) which, when the conditional expectation \( \mathbb{E}_k \) is taken, has the same form as (3.9) but a different coefficient. By taking the conditional expectation \( \mathbb{E}_k \) of both sides of of (3.1), substituting (3.9) for the last two terms on the RHS of (3.1), using \( \theta = 1 \), and noting that \( L(\bar{x}_{k+1}, y_*) - L(x_*, \bar{y}_{k+1}) \geq 0 \), we obtain

\[
\frac{1}{\tau} \mathbb{E}_k \| x_* - x_{k+1} \|^2 + \mathbb{E}_k \| y_* - \bar{y}_{k+1} \|^2_{\Sigma_{-1}} - \| y_k + y_* \|^2_{\Sigma_{-1}} - \| y_{k+1} - y_k \|^2_{\Sigma_{-1}} + \tau \mathbb{E}_k \| A^T P^{-1} (y_{k+1} - y_k) \|^2. \tag{3.10}
\]

Next, we use Lemma A.3 with \( \Phi_k = \Sigma^{-1} P^{-1} \) and \( y = y_* \) to derive

\[
\frac{1}{\tau} \mathbb{E}_k \| x_* - x_{k+1} \|^2 + \mathbb{E}_k \| y_* - y_{k+1} \|^2_{\Sigma_{-1} P^{-1}} - \| y_k + y_* \|^2_{\Sigma_{-1} P^{-1}} + \mathbb{E}_k \| y_{k+1} - y_k \|^2_{\Sigma_{-1} (P^{-1} - I)}. \tag{3.11}
\]

By using this identity to substitute for \( y_k - \bar{y}_{k+1} \|^2_{\Sigma_{-1}} \), on the LHS of (3.10), and rearranging, we obtain

\[
\frac{1}{\tau} \mathbb{E}_k \| x_* - x_{k+1} \|^2 + \mathbb{E}_k \| y_* - y_{k+1} \|^2_{\Sigma_{-1} P^{-1}} - \| y_k + y_* \|^2_{\Sigma_{-1} P^{-1}} + \mathbb{E}_k \| A^T P^{-1} (y_{k+1} - y_k) \|^2.
\]

Since \( y_{k+1} - y_k \) is one-sparse for all \( k \geq 0 \), we have that

\[
\mathbb{E}_k \| A^T P^{-1} (y_{k+1} - y_k) \|^2 = \mathbb{E}_k \sum_{j=1}^{d} \left( \left( A^T P^{-1} (y_{k+1} - y_k) \right)^{(j)} \right)^2
\]

\[
= \mathbb{E}_k \sum_{j=1}^{d} \left( \left( A^T (p^{(i_{k+1})})^{-1} (\bar{y}_{k+1}^{(i_k)} - y_k^{(i_k)}) \right)^{(j)} \right)^2
\]

\[
= \mathbb{E}_k \sum_{j=1}^{d} \left( \left( A_{i_{k+1}, j} (p^{(i_k)})^{-1} (\bar{y}_{k+1}^{(i_k)} - y_k^{(i_k)}) \right)^{(j)} \right)^2
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{d} (p^{(i)})^{-1} A_{i,j}^2 (\bar{y}_{k+1}^{(i)} - y_k^{(i)})^2
\]

\[
= \sum_{i=1}^{n} (p^{(i)})^{-1} A_{i}^2 (\bar{y}_{k+1}^{(i)} - y_k^{(i)})^2.
\]  

Recalling the step size condition \( \sigma^{(i)} \gamma (p^{(i)})^{-1} A_{i}^2 \leq \gamma < 1 \), we have for the last two terms on the RHS
of (3.11) and for $k \geq 0$ that

$$
-\|\tilde{y}_{k+1} - y_k\|_{\Sigma^{-1}}^2 + \tau \mathbb{E}_k \|A^\top P^{-1}(y_{k+1} - y_k)\|^2 = \sum_{i=1}^n \left( -\frac{1}{\sigma(i)} + \tau (\rho(i)^{-1}\|A_i\|^2) \right) \left( \tilde{y}_{k+1}^{(i)} - y_k^{(i)} \right)^2
\leq \sum_{i=1}^n \frac{-1 + \gamma}{\sigma(i)} \left( \tilde{y}_{k+1}^{(i)} - y_k^{(i)} \right)^2 = -(1 - \gamma)\|\tilde{y}_{k+1} - y_k\|_{\Sigma^{-1}}^2 = -(1 - \gamma)\mathbb{E}_k \|y_{k+1} - y_k\|_{\Sigma^{-1}p^{-1}},
$$

(3.13)

where the last step used Lemma A.3 with $\Phi = \Sigma^{-1}P^{-1}$ and $y = y_k$. By substituting the estimate (3.13) onto (3.11), taking total expectation, and summing the resulting inequality over $k = 0, 1, \ldots, K - 1$, we obtain the second result of the lemma.

### 3.1.1 Two Special Cases: Linearly-constrained Optimization and ERM

We recall from (1.1) the problem

$$
\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^n} L(x, y) := \sum_{i=1}^n \langle A_i x, y^{(i)} \rangle - h_i^*(y^{(i)}) + g(x),
$$

where $h(z) = \sum_{i=1}^n h_i(z^{(i)})$. In this section, we consider two important special cases of $h$ where we obtain improved complexities for convergence in the primal iterate $x$. We focus on these cases because of their many applications and because they admit stronger results than the general case. These stronger results also come with simpler proofs — we can bypass the main difficulty by showing guarantees for primal quantities rather than the primal-dual gap. In both cases, we improve the best-known complexities in the literature (see Table 1, Section 1.1, and Section 1.3).

In the first special case, we consider $h$ Lipschitz, so that (1.1) reduces to

$$
\min_{x \in \mathbb{R}^d} \sum_{i=1}^n h_i(A_i x) + g(x).
$$

(3.14)

This formulation has applications in empirical risk minimization with nonsmooth losses, where $h$ can be hinge loss or the $\ell_1$ or $\ell_2$ norm, covering applications such as SVM, least absolute deviation regression, and many popular formulations. Lipschitzness of $h_i$ is a common assumption for solving ERM problems with nonsmooth loss functions, see [4, Cor. 3.7], [26, Cor. 3], [18, Thm. 2]. Our complexity result here is to bound number of iterations required to output $x_{out}$ such that $\mathbb{E} [h(Ax_{out}) + g(x_{out}) - h(Ax_t) - g(x_t)] \leq \varepsilon$. (This result follows from a bound like (1.5).)

The second special case is convex linearly constrained optimization, which is

$$
\min_{x \in \mathbb{R}^d} g(x), \text{ such that } Ax \in C,
$$

(3.15)

for a nonempty, closed, convex set $C$ with the separable structure $C = C_1 \times \cdots \times C_n$. This can be obtained from (1.1) when we set $h_i = \delta_{C_i}$. In the case of $C_i = \{b_i\}$, for $b_i \in \mathbb{R}$, an important instance of formulation (3.15) is distributed optimization, where the equality constraints enforce consistency of the variable vector across processors. By setting $C$ to be a shifted nonpositive orthant (that is, $C_i = \{t \mid t \geq b_i\}$, this framework includes general linear constraints. The need to perform a prox operation with $g$ in Algorithm 1 restricts the types of objectives for which this algorithm may be practical. Nevertheless this class includes such problems as linear programming ($g(x) = c^\top x$ for some $c \in \mathbb{R}^d$) and convex quadratic programming ($g(x) = \frac{1}{2}x^\top Qx + c^\top x$ for $Q$ symmetric and positive semidefinite), provided that systems with coefficient matrices of the form $Q + \tau D$ for positive diagonal $D$ can be solved efficiently (such as when $Q$ is banded). For dense $Q$, we can reformulate the convex QP by factoring $Q = LL^\top$ in a preprocessing step, introducing a variable $t = L^\top x$, and redefining the objective to be $\frac{1}{2}t^\top t + c^\top x$. The prox operation involving $g$ for this
reformulated problem can be performed efficiently. Using again a bound like (1.5), we bound the number of iterates required to output \((x_{\text{out}})\) such that \(\mathbb{E}[\|g(x_{\text{out}}) - g(x_*)\|] \leq \varepsilon\) and \(\mathbb{E}\text{dist}(Ax_{\text{out}}, C) \leq \varepsilon\).

We first prove an intermediate result on the convergence of an auxiliary function

\[
\mathbb{E} \max_y \left[ L(x^K, y) - L(x_*, y^K) - \frac{1}{K} \|y - y_0\|_2^2,_{\Sigma^{-1}p^{-1}} \right],
\]

where \(x^K, y^K\) are defined in Lemma 3.4. The form of this expression is similar to the expected gap function in (1.5), the differences being that the maximization is only over \(y\) and that there an additional negative quadratic term. Then in Theorem 3.5 we show how to convert this type of a guarantee to optimality measures for (3.14) and (3.15).

The main novelty in the analysis of these cases, which yields the improved convergence rates is the special use of the full dimensional update \(\bar{x}_k\) for (3.14) and (3.15). We maintain the running average \(\bar{y}^K\) of these vectors as a potential dual output. However, in these special cases, we do not need the output of such a variable, so they are not actually maintained by the algorithm and thus do not incur any implementation costs. See also the discussion at the beginning of Section 3.1.2.

**Lemma 3.4.** Let Assumption 1 hold. In Algorithm 1, let

\[
T_k = T = \tau I, \quad \tau = \frac{1}{\sum_{i=1}^{n} \|A_i\|}, \quad \theta = 1, \quad \Sigma_k = \Sigma = \text{diag}(\sigma(1), \ldots, \sigma(n)), \quad \sigma(i) = \frac{\gamma}{\|A_i\|},
\]

where \(\gamma \in (0, 1)\), \(p(i) = \frac{\|A_i\|}{\sum_{i=1}^{n} \|A_i\|}\), and \(\Theta_k = \Theta I = I\). Define \(x^K = \frac{1}{K} \sum_{k=1}^{K} \bar{x}_k, y^K = \frac{1}{K} \sum_{k=1}^{K} \bar{y}_k\). Then we have

\[
\mathbb{E} \max_y \left[ L(x^K, y) - L(x_*, y^K) - \frac{1}{K} \|y - y_0\|_2^2,_{\Sigma^{-1}p^{-1}} \right] \leq \frac{\sum_{i=1}^{n} \|A_i\|}{K \gamma (1 - \gamma)} D_*.
\]

**Proof of Lemma 3.4.** Let \(x = x_*\) in (3.1) and \(y\) be a fixed vector that can be random. Let us set

\[
\mathcal{E}_k(y) = \left( -\|y - \bar{y}_{k+1}\|_2^2,_{\Sigma^{-1}p^{-1}} + \|y - y_{k+1}\|_2^2,_{\Sigma^{-1}p^{-1}} + \|y - y_k\|_2^2,_{(I-p^{-1})} \right).
\]

By using the settings \(\theta = 1, T_k = \tau I, \Sigma_k = \Sigma\) in (3.1), adding and subtracting certain terms, and using the definition (3.16), we obtain

\[
2(L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) + \frac{1}{\tau} \|x_* - x_{k+1}\|^2 + \|y - y_{k+1}\|_2^2,_{\Sigma^{-1}p^{-1}} \leq \frac{1}{\tau} \|x_* - x_k\|^2 + \|y - y_k\|_2^2,_{\Sigma^{-1}p^{-1}} - \|\bar{y}_{k+1} - y_k\|_2^2,_{\Sigma^{-1}} - \tau |A^T P^{-1}(y_{k+1} - y_k)|^2 \\
+ 2\langle x_* - x_{k+1}, A^T P^{-1}(y_{k+1} - y_k) \rangle + 2\langle x_* - \bar{x}_{k+1}, A^T (y_k - \bar{y}_{k+1}) \rangle + \mathcal{E}_k(y).
\]

By summing (3.17) over \(k = 0, 1, \ldots, K - 1\), telescoping, removing nonnegative terms from the LHS, and subtracting \(2\|y - y_0\|_2^2,_{\Sigma^{-1}p^{-1}}\) from both sides, we obtain

\[
2 \sum_{k=0}^{K-1} [L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})] - 2\|y - y_0\|_2^2,_{\Sigma^{-1}p^{-1}} \leq \frac{1}{\tau} \|x_* - x_0\|^2 - \sum_{k=0}^{K-1} [||\bar{y}_{k+1} - y_k||_2^2,_{\Sigma^{-1}} + \tau |A^T P^{-1}(y_{k+1} - y_k)|^2] \\
+ \sum_{k=0}^{K-1} [2\langle x_* - x_{k+1}, A^T P^{-1}(y_{k+1} - y_k) \rangle + 2\langle x_* - \bar{x}_{k+1}, A^T (y_k - \bar{y}_{k+1}) \rangle + \mathcal{E}_k(y)] - \|y - y_0\|_2^2,_{\Sigma^{-1}p^{-1}}.
\]
By taking the maximum of both sides over \( y \), then taking the expectation of both sides over all random variables in the algorithm, we obtain

\[
2\mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} (L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) - \|y - y_0\|^2_{\Sigma_{-1} p^{-1}} \right] \\
\leq \frac{1}{\tau} \|x_* - x_0\|^2 + \mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} \mathcal{E}_k(y) - \|y - y_0\|^2_{\Sigma_{-1} p^{-1}} \right] \\
+ \sum_{k=0}^{K-1} \left( -\mathbb{E} \|\bar{y}_{k+1} - y_k\|^2_{\Sigma_{-1}} - \tau \mathbb{E} \|A^T P^{-1}(y_{k+1} - y_k)\|^2 \right) \\
+ \sum_{k=0}^{K-1} \mathbb{E} \left[ 2\langle x_* - x_{k+1}, A^T P^{-1}(y_{k+1} - y_k) \rangle + 2\langle x_* - \bar{x}_{k+1}, A^T (y_k - \bar{y}_{k+1}) \rangle \right]. \tag{3.18}
\]

We use (3.9) (with \( \theta = 1 \)) and the tower property of conditional expectation (since the free variable \( y \) does not appear in (3.9)) to substitute for the terms of the final summation of this expression. By combining with the term involving \( \tau \) in the third line, we obtain

\[
2\mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} (L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) - \|y - y_0\|^2_{\Sigma_{-1} p^{-1}} \right] \\
\leq \frac{1}{\tau} \|x_* - x_0\|^2 + \mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} \mathcal{E}_k(y) - \|y - y_0\|^2_{\Sigma_{-1} p^{-1}} \right] \\
+ \sum_{k=0}^{K-1} \left( -\mathbb{E} \|\bar{y}_{k+1} - y_k\|^2_{\Sigma_{-1}} + \tau \mathbb{E} \|A^T P^{-1}(y_{k+1} - y_k)\|^2 \right). \tag{3.19}
\]

Because the step sizes \( \sigma^{(i)} \) satisfy \( \sigma^{(i)} \tau (p^{(i)})^{-1} \|A_i\|^2 \leq \gamma < 1 \), we can use (3.13) to deduce that the final summation on the RHS of (3.19) is nonpositive. Thus, we can drop this term and write

\[
2\mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} (L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) - \|y - y_0\|^2_{\Sigma_{-1} p^{-1}} \right] \\
\leq \frac{1}{\tau} \|x_* - x_0\|^2 + \mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} \mathcal{E}_k(y) - \|y - y_0\|^2_{\Sigma_{-1} p^{-1}} \right]. \tag{3.20}
\]

For the term \( \mathcal{E}_k(y) \) we rearrange the definition (3.16) to obtain

\[
\mathcal{E}_k(y) = 2\langle (y_{k+1} - y_k) - P^{-1}(y_{k+1} - y_k), y_{k+1} \rangle_{\Sigma_{-1}} + \|y_{k+1}\|^2_{\Sigma_{-1} p^{-1}} + \|y_k\|^2_{\Sigma_{-1} (1 - p^{-1})} - \|y_{k+1}\|^2_{\Sigma_{-1}}. \tag{3.21}
\]

Noting that the last three terms in this expression are independent of \( y \), we obtain the following for the final
summation on the RHS of (3.20):

$$\mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} \mathcal{E}_k(y) - \|y - y_0\|_{\Sigma^{-1}p-1}^2 \right]$$

$$\leq \mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} 2(y, (\bar{y}_{k+1} - y_k) - P^{-1}(y_{k+1} - y_k))\Sigma^{-1} - \|y - y_0\|_{\Sigma^{-1}p-1}^2 \right]$$

$$+ \mathbb{E} \left[ \sum_{k=0}^{K-1} \|y_{k+1}\|_{\Sigma^{-1}p-1}^2 + \|y_k\|_{\Sigma^{-1}(1-p)} - \|y_{k+1}\|_{\Sigma^{-1}}^2 \right]$$

$$= \mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} 2(y, (\bar{y}_{k+1} - y_k) - P^{-1}(y_{k+1} - y_k))\Sigma^{-1} - \|y - y_0\|_{\Sigma^{-1}p-1}^2 \right]$$

$$\leq \sum_{k=0}^{K-1} \mathbb{E} \|y_k - y_{k+1}\|_{\Sigma^{-1}p-1}^2, \quad (3.22)$$

where the equality is due to tower property and by setting $\Phi = \Sigma^{-1}P^{-1}$ and $y = 0$ in Lemma A.3. The final inequality uses Lemma A.2 with $u_0 = y_0$, $K = 0$, and $\mathcal{U} = \mathbb{R}^n$. By substituting (3.22) into (3.20), we obtain

$$2\mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} (L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) - \|y - y_0\|_{\Sigma^{-1}p-1}^2 \right] \leq \frac{1}{\tau} \|x_* - x_0\|^2 + \sum_{k=0}^{K-1} \mathbb{E} \|y_k - y_{k+1}\|_{\Sigma^{-1}p-1}^2.$$

By dividing both sides by $K$ and using the definitions of $\tau$ together with (3.3) in the RHS, we obtain

$$2\mathbb{E} \max_y \left[ \sum_{k=0}^{K-1} \left( \frac{1}{K} (L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) - \frac{1}{K} \|y - y_0\|_{\Sigma^{-1}p-1}^2 \right) \right]$$

$$\leq \frac{1}{K} \sum_{i=1}^n \|A_i\| \|x_* - x_0\|^2 + \frac{\sum_{i=1}^n \|A_i\|}{K\gamma(1-\gamma)} (\|x_0 - y_0\|^2 + \|y_* - y_0\|^2). \quad (3.23)$$

We recall $\bar{y}^K = \frac{1}{K} \sum_{k=1}^K \bar{y}_k$ and $\bar{x}^K = \frac{1}{K} \sum_{k=1}^K \bar{x}_k$, and use convexity of $L$ w.r.t. $x$ and concavity of $L$ w.r.t. $y$ to bound the summation term on the LHS of (3.23) as follows:

$$\frac{1}{K} \sum_{k=0}^{K-1} (L(\bar{x}_{k+1}, y) - L(x_*, \bar{y}_{k+1})) \geq L(x^K, y) - L(x_*, \bar{y}^K).$$

By substituting into (3.23) we obtain

$$\mathbb{E} \max_y \left[ L(x^K, y) - L(x_*, \bar{y}^K) - \frac{1}{K} \|y - y_0\|_{\Sigma^{-1}p-1}^2 \right]$$

$$\leq \frac{\sum_{i=1}^n \|A_i\|}{2K} \|x_* - x_0\|^2 + \frac{\sum_{i=1}^n \|A_i\|}{2K\gamma(1-\gamma)} (\|x_* - x_0\|^2 + \|y_* - y_0\|^2)$$

$$\leq \frac{\sum_{i=1}^n \|A_i\|}{K\gamma(1-\gamma)} (\|x_* - x_0\|^2 + \|y_* - y_0\|^2) = \sum_{i=1}^n \|A_i\|D_*, \quad (3.24)$$

where the last inequality is due to $1 \leq \frac{1}{\gamma(1-\gamma)}$ since $\gamma \in (0,1)$ and the equality is by the definition (1.9) of $D_*$. ■

Next, we show how to use the result of Lemma 3.4 to derive guarantees for the two special cases (3.14) and (3.15).
Theorem 3.5. Let Assumption 1 hold. In Algorithm 1, let

\[ T_k = T = \tau I, \quad \tau = \frac{1}{\sum_{i=1}^{n} ||A_i||}, \quad \Sigma_k = \Sigma = \text{diag}(\sigma^{(1)}, \ldots, \sigma^{(n)}), \quad \sigma^{(i)} = \frac{\gamma}{||A_i||}, \]

where \( \gamma \in (0, 1) \), \( p^{(i)} = \frac{||A_i||}{\sum_{i=1}^{n} ||A_i||} \), and \( \Theta_k = \theta I = I \). Define \( x^K = \frac{1}{K} \sum_{k=1}^{K} x_k \). Then we have the following.

- Case 1: If \( h \) is \( L_h \)-Lipschitz continuous (see (3.14)), we have

\[ \mathbb{E} [h(Ax^K) + g(x^K) - h(Ax*) - g(x*)] \leq \frac{2}{K} \sum_{i=1}^{n} ||A_i|| \left( 4L_h^2 + ||x* - x||^2 \right). \]

- Case 2: If \( h = \delta_C \) with a nonempty convex closed set \( C \) of the form \( C = C_1 \times \cdots \times C_n \) (see (3.15)), we have

\[ \mathbb{E} |g(x^K) - g(x*)| \leq \frac{8}{K\gamma(1 - \gamma)} \left( ||x* - x|| + ||x* - y_0|| + ||y_0|| + ||x|| \right) ||y_0|| + D_1 + ||y_0||^2, \]

(3.25a)

\[ \mathbb{E} [\text{dist}(Ax^K, C)] \leq \frac{8}{K\gamma(1 - \gamma)} \left( ||x* - x|| + ||x* - y_0|| + ||y_0|| + ||x|| \right). \]

(3.25b)

Remark 3.6. The results in this theorem correspond to the bounds claimed for PURE-CD in the first two columns of Table 1. For the first case, we also use the description in Sec. B.

Remark 3.7. Although this worst-case upper bound may suggest the choice \( \gamma = 1/2 \), our experience with practical behavior of the algorithm and also the prior literature on PDHG-based methods [2, 8, 9, 10] suggests a choice of \( \gamma \) that is closer to 1, for example, \( \gamma = 0.99 \).

Proof of Theorem 3.5. In this proof, we will associate the result in Lemma 3.4 to optimality guarantees for (3.14) and (3.15).

- Case 1: We argue as in [11, Thm. 11] and [1]. First, we restate the result in (3.24) by using the definition of \( L(\cdot, \cdot) \) from (1.1):

\[ \mathbb{E} \max_y \left[ g(x^K) + \langle Ax^K, y \rangle - h^*(y) - g(x*) - \langle Ax*, y^K \rangle + h^*(y^K) - \frac{1}{K} ||y - y_0||^2 \right] = \mathbb{E} \max_y \left[ L(x^K, y) - L(x*, y^K) - \frac{1}{K} ||y - y_0||^2 \right] \leq \sum_{i=1}^{n} ||A_i|| D_1. \]

(3.26)

We now work on the LHS of this inequality to obtain the objective suboptimality. Since \( h: \mathbb{R}^n \to \mathbb{R} \) is \( L_h \)-Lipschitz, we have \( \max_{y \in \text{dom} h} ||y||^2 \leq L_h^2 \) (see, for example, [17, Cor. 13.3.3], [5, Cor. 17.19]). We can also choose \( y = \tilde{y} \in \partial h(Ax^K) \neq \emptyset \) (see [17, Thm. 23.4]) such that \( \tilde{y} \in \partial h^*(Ax^K) \iff Ax^K \in \partial h^*(\tilde{y}) \iff \tilde{y} \in \arg \max_v \langle Ax^K, v \rangle - h^*(v) \) and hence

\[ \langle Ax^K, \tilde{y} \rangle - h^*(\tilde{y}) = h(Ax^K). \]

(3.27)

We also have \( ||\tilde{y}|| \leq L_h \) (see [5, Cor. 17.19(i, ii)]). Next, by the Fenchel-Young inequality, we have

\[ h^*(\tilde{y}^K) - \langle Ax*, \tilde{y}^K \rangle \geq -h(Ax*). \]

(3.28)

By (3.27), (3.28), we lower-bound the expression on the first line of (3.26)

\[ \mathbb{E} \max_y \left[ g(x^K) + \langle Ax^K, y \rangle - h^*(y) - g(x*) - \langle Ax*, y^K \rangle + h^*(y^K) - \frac{1}{K} ||y - y_0||^2 \right] \geq \mathbb{E} \left[ h(Ax^K) + g(x^K) - h(Ax*) - g(x*) - \frac{1}{K} ||\tilde{y} - y_0||^2 \right], \]

(3.29)
which, in view of the inequality in (3.26) gives
\[ \mathbb{E} \left[ h(Ax^K) + g(x^K) - h(Ax) - g(x) - \frac{1}{K} \| \bar{y} - y_0 \|_{\Sigma_{-1}^{p-1}}^2 \right] \leq \sum_{i=1}^n \frac{\| A_i \|}{K \gamma (1 - \gamma)} D_* \]
\[ \iff \mathbb{E} \left[ h(Ax^K) + g(x^K) - h(Ax) - g(x) \right] \leq \sum_{i=1}^n \frac{\| A_i \|}{K \gamma (1 - \gamma)} D_* + \frac{1}{K} \| \bar{y} - y_0 \|_{\Sigma_{-1}^{p-1}}^2. \]

We get the result after using \( \max_{y \in \text{dom} h^*} \| y \| \leq L_h \) and \( \Sigma^{-1} P^{-1} = \sum_{i=1}^n \| A_i \| I \) to estimate
\[ \| \bar{y} - y_0 \|_{\Sigma_{-1}^{p-1}}^2 \leq \sum_{i=1}^n \frac{\| A_i \|}{\gamma} \| \bar{y} - y_0 \| \leq \sum_{i=1}^n \frac{\| A_i \|}{\gamma} (2 \| \bar{y} \|^2 + 2 \| y_0 \|^2) \leq \sum_{i=1}^n \frac{\| A_i \|}{\gamma} 4L_h^2. \]

Similarly, we have
\[ D_* = \| x_* - x \|^2 + \| y_* - y_0 \|^2 \leq \| x_0 - x_* \|^2 + 2 \| y_* \|^2 + 2 \| y_0 \|^2 \leq \| x_0 - x_* \|^2 + 4L_h^2 \]
and that \( \frac{1}{\gamma} \leq \frac{1}{\gamma (1 - \gamma)} \) due to \( \gamma \in (0, 1) \).

Case 2: We use the same reasoning as [11, Thm. 11], [23, Lemma 1], [1]. As in Case 1, the argument requires a particular choice for the free variable \( \gamma \), depending on the random variable \( x^K \), so it is important to have a bound for \( \mathbb{E} \max_y L(x^K, y) - L(x, \bar{y}^K) \). The inclusion case is handled implicitly on [23] so we provide a detailed proof for handling this case, which result in somewhat involved expressions.

Let us now estimate the LHS of (3.24). By the definition of conjugate functions and \( h(x) = \delta_C(x) \), we have \( h^*(y) = \max_{u \in C} \langle y, u \rangle \) in this case. We next derive
\[ L(x^K, y) - L(x, \bar{y}^K) = g(x^K) - g(x) + \langle Ax^K, y \rangle - \max_{u \in C} \langle Ax, y \rangle - \max_{u \in C} \langle Ax, \bar{y}^K \rangle + \max_{u \in C} \langle Ax, \bar{y}^K \rangle \]
\[ = g(x^K) - g(x) + \min_{u \in C} \langle Ax^K - u, y \rangle - \min_{u \in C} \langle Ax - u, \bar{y}^K \rangle \]
\[ \geq g(x^K) - g(x) + \min_{u \in C} \langle Ax^K - u, y \rangle, \quad (3.29) \]

where the last step is due to \( \min_{u \in C} \langle Ax - u, \bar{y}^K \rangle \leq 0 \) since \( Ax \in C \).

We use this inequality on the LHS (3.24) to deduce
\[ \mathbb{E} \max_y \left[ L(x^K, y) - L(x, \bar{y}^K) - \frac{1}{K} \| y - y_0 \|_{\Sigma_{-1}^{p-1}}^2 \right] \]
\[ \geq \mathbb{E} \max_y \left[ g(x^K) - g(x) + \min_{u \in C} \langle Ax^K - u, y \rangle - \frac{1}{K} \| y - y_0 \|_{\Sigma_{-1}^{p-1}}^2 \right]. \]

On (3.24), we use this inequality with \( \sigma^{(i)} p^{(i)} = \sum_{i=1}^{\gamma} \| A_i \| \) for all \( i \) and hence \( \Sigma^{-1} P^{-1} = \sum_{i=1}^{\gamma} \| A_i \| I \) to derive
\[ \mathbb{E} \max_y \left[ g(x^K) - g(x) + \min_{u \in C} \langle Ax^K - u, y \rangle - \frac{1}{K} \| y - y_0 \|_{\Sigma_{-1}^{p-1}}^2 \right] \leq \sum_{i=1}^n \frac{\| A_i \|}{K \gamma (1 - \gamma)} D_* \quad (3.30) \]

We then use Young’s inequality to write
\[ -\sum_{i=1}^n \frac{\| A_i \|}{K \gamma} \| y - y_0 \|^2 \geq -\sum_{i=1}^n \frac{\| A_i \|}{K \gamma} \| y \|^2 - 2 \sum_{i=1}^n \frac{\| A_i \|}{K \gamma} \| y_0 \|^2. \]

We use this inequality and \( \frac{1}{K \gamma} \leq \frac{1}{K \gamma (1 - \gamma)} \) in (3.30) to obtain
\[ \mathbb{E} \max_y \left[ g(x^K) - g(x) + \min_{u \in C} \langle Ax^K - u, y \rangle - \frac{2}{K \gamma} \| y \|^2 \right] \leq 2 \sum_{i=1}^n \frac{\| A_i \|}{K \gamma (1 - \gamma)} (D_* + \| y_0 \|^2). \quad (3.31) \]
We set $y = \frac{K\gamma}{4\sum_{i=1}^{n} ||A_i||} (Ax^K - P_C(Ax^K))$ and use $||Ax^K - P_C(Ax^K)||^2 = \text{dist}^2(Ax^K, C)$ to deduce

$$\mathbb{E} \max_y \left[ g(x^K) - g(x_*) + \min_{u \in C} \langle Ax^K - u, y \rangle - \frac{2\sum_{i=1}^{n} ||A_i|| ||y||^2}{K\gamma} \right] - \frac{K\gamma}{8\sum_{i=1}^{n} ||A_i||} \text{dist}^2(Ax^K, C).$$

An elementary argument shows that $\min_{u \in C} \langle Ax^K - u, Ax^K - P_C(Ax^K) \rangle = \text{dist}^2(Ax^K, C)$. By substituting into the lower bound above, we obtain

$$\mathbb{E} \max_y \left[ g(x^K) - g(x_*) + \frac{K\gamma}{8\sum_{i=1}^{n} ||A_i||} \text{dist}^2(Ax^K, C) \right] \leq \frac{2\sum_{i=1}^{n} ||A_i|| ||y_0||^2}{K\gamma(1 - \gamma)} (D_* + ||y_0||^2). \tag{3.32}$$

We first find an upper bound for $\mathbb{E}[g(x^K) - g(x_*)]$. For this, we use that $\text{dist}^2(Ax^K, C) \geq 0$ to derive

$$\mathbb{E} \left[ g(x^K) - g(x_*) \right] \leq \frac{2\sum_{i=1}^{n} ||A_i|| (D_* + ||y_0||^2)}{K\gamma(1 - \gamma)}. \tag{3.33}$$

We proceed to derive a lower bound for $\mathbb{E}[g(x^K) - g(x_*)]$ and an upper bound for the feasibility. By strong duality, the definition of a saddle point, and the Cauchy-Schwarz inequality:

$$g(x_*) = L(x_*, y_*) \leq L(x^K, y_*) = g(x^K) + \langle Ax^K, y_* \rangle - \min_{u \in C} \langle u, y_* \rangle$$

$$= g(x^K) + \min_{u \in C} \langle Ax^K - u, y_* \rangle \leq g(x^K) + \min_{u \in C} ||Ax^K - u|| ||y_*|| = g(x^K) + \text{dist}(Ax^K, C)||y_*||,$$

from which it follows that

$$\mathbb{E}[g(x^K) - g(x_*)] \geq -\mathbb{E}[\text{dist}(Ax^K, C)||y_*||]. \tag{3.34}$$

We use this inequality on the LHS of (3.32) to deduce that

$$\mathbb{E} \left[ g(x^K) - g(x_*) + \frac{K\gamma}{8\sum_{i=1}^{n} ||A_i||} \text{dist}^2(Ax^K, C) \right] \geq \mathbb{E} \left[ -\text{dist}(Ax^K, C)||y_*|| + \frac{K\gamma}{8\sum_{i=1}^{n} ||A_i||} \text{dist}^2(Ax^K, C) \right],$$

which, in view of (3.32) gives

$$\frac{K\gamma}{8\sum_{i=1}^{n} ||A_i||} \mathbb{E} \left[ \text{dist}^2(Ax^K, C) \right] - ||y_*|| \mathbb{E} \left[ \text{dist}(Ax^K, C) \right] \leq \frac{2\sum_{i=1}^{n} ||A_i|| ||y_*||^2}{K\gamma(1 - \gamma)} (D_* + ||y_0||^2). \tag{3.35}$$

Recall that $\text{dist}(Ax^K, C) = ||Ax^K - P_C(Ax^K)||$. We use $\mathbb{E} \left[ \text{dist}^2(Ax^K, C) \right] \geq (\mathbb{E} \left[ \text{dist}(Ax^K, C) \right])^2$ by Jensen’s inequality and complete the square on LHS by adding to both sides $\frac{2\sum_{i=1}^{n} ||A_i|| ||y_*||^2}{K\gamma}$ and using $\frac{1}{\gamma} ||y_*||^2 \leq \frac{1}{\gamma(1 - \gamma)} ||y_*||^2$ due to $\gamma > 0$ to derive

$$\left( \sqrt{\frac{K\gamma}{8\sum_{i=1}^{n} ||A_i||}} \mathbb{E} \text{dist}(Ax^K, C) - \sqrt{\frac{2\sum_{i=1}^{n} ||A_i|| ||y_*||}{K\gamma}} \right)^2 \leq \frac{2\sum_{i=1}^{n} ||A_i|| ||y_*||^2}{K\gamma(1 - \gamma)} (D_* + ||y_0||^2 + ||y_*||^2).$$
Taking the square root of both sides, we have

\[
\sqrt{\frac{K\gamma}{8\sum_{i=1}^{n} \|A_i\|^2}} \mathbb{E} \text{dist}(Ax^K, C) \leq \sqrt{\frac{2\sum_{i=1}^{n} \|A_i\|}{K\gamma(1 - \gamma)} (D* + \|y_0\|^2 + \|y*\|^2)} + \sqrt{\frac{2\sum_{i=1}^{n} \|A_i\|}{K\gamma}} \|y*\|.
\]

Now we multiply both sides with \(\sqrt{\frac{8\sum_{i=1}^{n} \|A_i\|^2}{K\gamma}}\), use

\[
\sqrt{D*} = \sqrt{\|x* - x_0\|^2 + \|y_0 - y*\|^2} \leq \|x_0 - x*\| + \|y_0 - y*\|
\]

and use 1 \(\leq \frac{1}{\sqrt{1 - \gamma}} \leq \frac{1}{\sqrt{\gamma}}\) (by \(\gamma \in (0, 1)\)) to obtain the feasibility bound, which is

\[
\mathbb{E} \text{dist}(Ax^K, C) \leq \frac{4\sum_{i=1}^{n} \|A_i\|}{K\gamma\sqrt{1 - \gamma}} (\|x* - x_0\| + \|y* - y_0\| + \|y_0\| + \|y*\|) + \frac{4\sum_{i=1}^{n} \|A_i\|}{K\gamma} \|y*\|
\]

\[
\leq \frac{8\sum_{i=1}^{n} \|A_i\|}{K\gamma(1 - \gamma)} (\|x* - x_0\| + \|y* - y_0\| + \|y_0\| + \|y*\|),
\]

giving (3.25b).

To obtain (3.25a), we combine the lower bound from (3.34) with the upper bound in (3.33) and use the upper bound for the feasibility in (3.36).

\[\square\]

### 3.1.2 General Convex-Concave Problems

In this section, we focus on problems that are convex-concave but possibly not included in the special cases considered in Section 3.1.1. In this case, in contrast to standard PURE-CD, we need to make use of ideas from [21]. The main reason for this is the following. In the previous section, since we needed to output only primal vector, we could work with the average of \(\bar{y}_k\) in the analysis and then eliminate it, significantly simplifying our treatment of the duality gap. However, when we wish to output a dual vector, we need to switch \(\bar{y}_k\) in the definition of duality gap to the computed vector \(y_k\). This creates a difficulty that can be handled using the techniques of [21].

We also use ideas from [1, 2] to obtain results in the expected gap. It is not clear to us if these ideas can be used in the framework of [21] to strengthen the results given therein. The main difference is that our algorithm and the algorithms analyzed in [1, 2] build on gradient descent whereas [21] builds on dual averaging.

In particular, we add deterministic initialization, and use step sizes from \(\tau_k = \tau a_k\) and \(\sigma = \sigma a_k\) as in [21] for special choices of \(a_k\). To avoid notational clashes, we use \(\lambda_k\) in place of \(a_k\) used in [21], and \(A_k\) in place of \(A_k\) used in [21].

Let \(\lambda_0 = 1\), \(\lambda_1 = \frac{1}{n-1}\), and define \(\lambda_{k+1} = \min \left(1, \frac{n}{n-1} \lambda_k\right)\) for \(k \geq 1\). We also set \(\tau = \frac{1}{n \max_{i} \|A_i\|}\), and for some \(\gamma \in (0, 1)\), we set \(\sigma(i) = \frac{\gamma}{\|A_i\|}\) and \(\sigma = \min_{i} \sigma(i) = \frac{\gamma}{n \max_i \|A_i\|}\). We replace the first iteration of Algorithm 1 by

\[
\bar{x}_1 = x_1 = \text{prox}_{\gamma g}(x_0 - \tau A^T y_0),
\]

\[
y_1 = \text{prox}_{\gamma h^*}(y_0 + \sigma A x_1).
\]

The convergence result is as follows.

**Theorem 3.8.** Let Assumption 1 hold and \(n \geq 2\). Use Algorithm 1 with the modification that the first iteration \((k = 0)\) is replaced by (3.37), with the iterations \(k \geq 1\) proceed exactly as before. Let

\[
T_k = \tau \lambda_k I, \quad \tau = \frac{1}{n \max_i \|A_i\|}, \quad \Sigma_k = \lambda_k \Sigma = \lambda_k \text{diag}(\sigma(1), \ldots, \sigma(n)), \quad \sigma(i) = \frac{\gamma}{\|A_i\|}, \quad \Theta_k = I, \quad p(i) = \frac{1}{n},
\]
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with \( \theta = 1, \gamma < 1, \lambda_0 = 1, \lambda_1 = \frac{1}{n-1}, \) and \( \lambda_{k+1} = \min \left( 1, \frac{n}{n-1} \lambda_k \right) \) for \( k \geq 1. \) Define the following quantities

\[
\Lambda_K = \sum_{k=0}^{K-1} \lambda_k, \quad x^K = \frac{1}{\Lambda_K} \sum_{k=0}^{K-1} \lambda_k \bar{x}_{k+1}, \quad y^K = \frac{n\lambda_{K-1}y_K + \sum_{k=1}^{K-2} (n\lambda_k - (n-1)\lambda_{k+1})y_{k+1}}{\Lambda_K}.
\]

Then, it follows that for \( K_0 \) satisfying \( (n-1)\log(n-1) \leq K_0 \leq 1 + n\log(n-1) \) and any compact set \( \mathcal{Z} = \mathcal{X} \times \mathcal{Y}, \)

\[
\mathbb{E}_{(x,y) \in \mathcal{Z}} \left[ L(x^K, y) - L(x, y^K) \right] \leq \begin{cases} \left( 1 + \frac{1}{(n-1)} \right)^{-K} \frac{6n \max_{\gamma} \|A_i\|}{\gamma (1-\gamma)}, & \text{if } 0 \leq K_0, \\ \left( \frac{K - n^2}{\max_{\gamma} \|A_i\| D_{\mathcal{Z}} \left( (n-1) \frac{n}{n-1} \right)^{\gamma (1-\gamma)} \right), & \text{otherwise}, \end{cases}
\]

where \( D_{\mathcal{Z}} \) is defined in (1.10). Hence, the number of iterations \( K \) to ensure that \( \mathbb{E} \text{Gap}(x^K, y^K) \leq \varepsilon \) is \( O \left( (n + n \min \{\log n, \log \varepsilon^{-1}\} + \varepsilon^{-1} D_{\mathcal{Z}} n \max_{\gamma} \|A_i\| d) \right) \) or \( \tilde{O} \left( n d \max_{\gamma} \|A_i\| D_{\mathcal{Z}} \varepsilon^{-1} \right). \)

**Remark 3.9.** The result in this theorem corresponds to the entry for PURE-CD in the third column of Table 1. It also implies the result in the last column of Table 1.

**Remark 3.10.** This theorem shows that the result in [21] which was for \( \max_{(x,y) \in \mathcal{Z}} G(x^K, y^K, x, y) \) can be strengthened to expected duality gap \( \mathbb{E} \max_{(x,y) \in \mathcal{Z}} G(x^K, y^K, x, y) \) for PURE-CD and that the initialization technique introduced in [21] is remarkably general. A byproduct of the PURE-CD analysis is that the step size rule is more flexible, that is, the product of two step sizes can be twice as large as for VRPDA in [21]. It also shows that dual averaging is not essential for using this technique and obtaining improved complexity bounds.

**Proof of Theorem 3.8.** In (3.1) (note that this result holds for \( k \geq 1 \) for the algorithm described in this theorem), we use \( T_k = \tau \lambda_k I, \Sigma_k = \lambda_k \Sigma, \theta = 1, \) and \( P^{-1} = nI, \) and multiply both sides of the resulting inequality with \( \lambda_k \) to deduce for \( k \geq 1 \)

\[
2\lambda_k (L(\bar{x}_{k+1}, y) - L(x, \bar{y}_{k+1})) + \frac{1}{\tau} ||x - x_{k+1}||^2 + ||y - y_{k+1}||^2_{\Sigma^{-1}} \\
\leq \frac{1}{\tau} ||x - x_k||^2 + ||y - y_k||^2_{\Sigma^{-1}} - ||\bar{y}_{k+1} - y_{k+1}||^2_{\Sigma^{-1}} \\
- \tau \lambda_k^2 n^2 ||A^T(y_{k+1} - y_k)||^2 + 2n\lambda_k (x - x_{k+1}, A^T(y_{k+1} - y_k)) + 2\lambda_k (x - \bar{x}_{k+1}, A^T(y_k - \bar{y}_{k+1})).
\]

To handle the coupling of expectation and supremum, we introduce three error terms:

\[
\mathcal{E}_{k,1}(y) = -||y - \bar{y}_{k+1}||^2_{\Sigma^{-1}} + n||y - y_{k+1}||^2_{\Sigma^{-1}} - (1 - n)||y - y_k||^2_{\Sigma^{-1}}, \\
\mathcal{E}_{k,2}(x) = 2\lambda_k (x - \bar{x}_{k+1}, A^T(y_k - \bar{y}_{k+1})) - 2n\lambda_k (x - \bar{x}_{k+1}, A^T(y_k - y_{k+1})) \\
= 2\lambda_k (x - \bar{x}_{k+1}, A^T(y_k - \bar{y}_{k+1}) - nA^T(y_k - y_{k+1})). \\
\mathcal{E}_{k,3}(x) = \lambda_k \langle x - A^T\bar{y}_{k+1} \rangle + \langle x, A^T(ny_{k+1} + (n-1)y_k) \rangle + h^*(\bar{y}_{k+1}) - nh^*(y_{k+1}) + (n-1)h^*(y_k). \tag{3.39c}
\]

We first note that for deterministic \( x \) and \( y, \) all these terms would be zero-mean. However, we have to bound their expectations after taking supremum over random variables \( x, y \) by using Lemma A.2.

In (3.38), we use the definitions in (3.39a), (3.39b), (1.4) by adding and subtracting certain terms, to write

\[
2\lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) + \frac{1}{\tau} ||x - x_{k+1}||^2 + n||y - y_{k+1}||^2_{\Sigma^{-1}} \\
\leq \frac{1}{\tau} ||x - x_k||^2 + n||y - y_k||^2_{\Sigma^{-1}} - ||\bar{y}_{k+1} - y_{k+1}||^2_{\Sigma^{-1}} + \mathcal{E}_{k,1}(y) + \mathcal{E}_{k,2}(x) \\
- \tau \lambda_k^2 n^2 ||A^T(y_{k+1} - y_k)||^2 + 2n\lambda_k (x - x_{k+1}, A^T(y_{k+1} - y_k)) + 2n\lambda_k (x - \bar{x}_{k+1}, A^T(y_k - \bar{y}_{k+1})).
\]
Since \( \bar{x}_{k+1} - x_{k+1} = \tau \lambda_k n A^\top (y_{k+1} - y_k) \) from step 7, for \( k \geq 1 \), we have in similar fashion to (3.9) that
\[
2 n \lambda_k \langle x - x_{k+1}, A^\top (y_{k+1} - y_k) \rangle + 2 n \lambda_k \langle x - \bar{x}_{k+1}, A^\top (y_k - y_{k+1}) \rangle = 2 n \lambda_k \langle \bar{x}_{k+1} - x_{k+1}, A^\top (y_{k+1} - y_k) \rangle
= 2 \tau n^2 \lambda_k^2 \| A^\top (y_{k+1} - y_k) \|^2,
\]
which can be combined with the third last term in the RHS of (3.40). We then sum the resulting inequality for \( k = 1, 2, \ldots, K - 1 \) to derive
\[
2 \sum_{k=1}^{K-1} \lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) + \frac{1}{\tau} \| x - x_{K+1} \|^2 + n \| y - y_{K+1} \|^2_{\Sigma^{-1}}
\leq \frac{1}{\tau} \| x - x_1 \|^2 + n \| y - y_1 \|^2_{\Sigma^{-1}}
+ \sum_{k=1}^{K-1} \left( -\| \bar{y}_{k+1} - y_k \|^2_{\Sigma^{-1}} + \tau n^2 \lambda_k^2 \| A^\top (y_{k+1} - y_k) \|^2 \right) + \sum_{k=1}^{K-1} (\mathcal{E}_{k,1}(y) + \mathcal{E}_{k,2}(x)). \tag{3.41}
\]

Next, we lower-bound the term involving \( G \) on the LHS of this expression by Lemma A.4, which uses the technique of [21] to derive
\[
\sum_{k=1}^{K-1} \lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) \geq \Lambda K G(x^K, y^K, x, y) + \sum_{k=1}^{K-1} \mathcal{E}_{k,3}(x)
+ \frac{n \max_i \| A_i \|}{2 \gamma} \left( \| y - y_1 \|^2 - \| y - y_0 \|^2 \right)
- n \max_i \| A_i \| \| x - x_1 \|^2 + 2 n \max_i \| A_i \| \| x - x_0 \|^2 + \sum_{k=1}^{K-1} \left( -\| \bar{y}_{k+1} - y_k \|^2_{\Sigma^{-1}} + \tau n^2 \lambda_k^2 \| A^\top (y_{k+1} - y_k) \|^2 \right)
+ \sum_{k=1}^{K-1} (\mathcal{E}_{k,1}(y) + \mathcal{E}_{k,2}(x) - 2 \mathcal{E}_{k,3}(x)),
\]
where \( \mathcal{E}_{k,3} \) is defined in (3.39c). By taking the maximum over \( z = (x, y) \in \mathcal{Z} \) and the expectation, and using the definitions \( \tau = \frac{1}{n \max_i \| A_i \|} \) and \( \sigma(i) = \frac{1}{\| A_i \|} \) to cancel the terms \( \| x - x_1 \|^2 + \| y - y_1 \|^2 \), we obtain
\[
2 \mathbb{E} \max_{(x,y) \in \mathcal{Z}} \Lambda K G(x^K, y^K, x, y) \leq \frac{3 n \max_i \| A_i \|}{\gamma} \max_{(x,y) \in \mathcal{Z}} \left( \| x - x_0 \|^2 + \| y - y_0 \|^2 \right)
+ \mathbb{E} \max_{(x,y) \in \mathcal{Z}} \sum_{k=1}^{K-1} (\mathcal{E}_{k,1}(y) + \mathcal{E}_{k,2}(x) - 2 \mathcal{E}_{k,3}(x)) \tag{3.42}
+ \sum_{k=1}^{K-1} \mathbb{E} \left( -\| \bar{y}_{k+1} - y_k \|^2_{\Sigma^{-1}} + \tau n^2 \lambda_k^2 \| A^\top (y_{k+1} - y_k) \|^2 \right).
\]
By \( \lambda_k \leq 1 \), the tower property, (3.12), (3.13), and the step size rules, each term in the final summation on the RHS of (3.42) is nonpositive, as the following argument shows. Since \( y_{k+1} - y_k \) is one-sparse for \( k \geq 1 \),
we can derive as eqs. (3.12) and (3.13) by using \( p^{(i)} = \frac{1}{n} \) and the step size rule \( \tau = (p^{(i)})^{-1} \leq \gamma < 1 \),

\[
\mathbb{E} \left[ -\|y_{k+1} - y_k\|_{\Sigma_{-1}}^2 + \tau n^2 \lambda_k^2 ||A^T (y_{k+1} - y_k)\|^2 \right] = \mathbb{E} \left[ -\|y_{k+1} - y_k\|_{\Sigma_{-1}}^2 + \tau n^2 \lambda_k^2 \mathbb{E}_k ||A^T (y_{k+1} - y_k)\|^2 \right] \\
\leq \mathbb{E} \left[ -\|y_{k+1} - y_k\|_{\Sigma_{-1}}^2 + \tau n^2 \mathbb{E}_k ||A^T (y_{k+1} - y_k)\|^2 \right] \\
\leq -(1 - \gamma) n \mathbb{E} \left[ \mathbb{E}_k ||y_{k+1} - y_k\|_{\Sigma_{-1}}^2 \right] \leq 0,
\] (3.43)
as claimed. Thus, from (3.42), and using the definition of \( D_x \) from Section 1.4, we obtain

\[
\mathbb{E} \max_{(x,y) \in \mathcal{Z}} G(x^K, y^K, x, y) \leq \frac{2n \max_i \|A_i\|}{\gamma \lambda_K} D_x + \frac{1}{2\lambda_K} \mathbb{E} \max_{x,y} K \sum_{k=1}^{K-1} (\mathcal{E}_{k,1}(y) + \mathcal{E}_{k,2}(x) - 2\mathcal{E}_{k,3}(x)).
\] (3.44)

We need to estimate the last three error terms. Note first that by the definitions on (3.39b), (3.39c)

\[
\mathbb{E} \max_{x,y} \sum_{k=1}^{K-1} (\mathcal{E}_{k,2}(x) - 2\mathcal{E}_{k,3}(x)) = -2 \mathbb{E} \sum_{k=1}^{K-1} \lambda_k (\bar{x}_{k+1}, A^T (y_k - \bar{y}_{k+1}) - nA^T (y_k - y_{k+1})) \\
- 2 \mathbb{E} \sum_{k=1}^{K-1} \lambda_k \left[ h^*(\bar{y}_{k+1}) - nh^*(y_{k+1}) + (n-1)h^*(y_k) \right] \\
= -2 \sum_{k=1}^{K-1} \lambda_k \mathbb{E} \left[ \mathbb{E}_k (\bar{x}_{k+1}, A^T (y_k - \bar{y}_{k+1}) - nA^T (y_k - y_{k+1})) \right] \\
- 2 \sum_{k=1}^{K-1} \lambda_k \mathbb{E} \left[ \mathbb{E}_k \left[ h^*(\bar{y}_{k+1}) - nh^*(y_{k+1}) + (n-1)h^*(y_k) \right] \right],
\] (3.45)

where we used the tower property, \( \bar{x}_{k+1} \) being deterministic under \( \mathbb{E}_k \), the identity \( A^T (y_k - \bar{y}_{k+1}) - \mathbb{E}_k \left[ nA^T (y_k - y_{k+1}) \right] = 0 \) to show that the first term on the RHS of (3.45) is 0 and the third result in Lemma A.3 to show that the second term in the RHS of (3.45) is 0, since \( \mathbb{E}_k h^*(y_{k+1}) = \frac{1}{n} h^*(\bar{y}_{k+1}) + (1 - \frac{1}{n})h^*(y_k) \).

It remains to estimate \( \mathbb{E} \max_{x,y} \sum_{k=1}^{K-1} \mathcal{E}_{k,1}(y) \). Starting from (3.39a), we expand the squared norms to get (similar to (3.21)) that

\[
\mathcal{E}_{k,1}(y) = 2 \langle y, \bar{y}_{k+1} - ny_{k+1} - (1-n)y_k \rangle_{\Sigma^{-1}} - \|\bar{y}_{k+1}\|_{\Sigma^{-1},-1}^2 + n \|y_{k+1}\|_{\Sigma^{-1},-1}^2 + (1-n)\|y_k\|_{\Sigma^{-1},-1}^2.
\]

Similar to (3.22), we obtain

\[
\mathbb{E} \max_{y \in \mathcal{Y}} \sum_{k=1}^{K-1} \mathcal{E}_{k,1}(y) - n \|y - y_1\|_{\Sigma^{-1},-1}^2 \\
\leq \mathbb{E} \max_{y \in \mathcal{Y}} \sum_{k=1}^{K-1} \left[ 2 \langle y, (\bar{y}_{k+1} - y_k) - n(y_{k+1} - y_k) \rangle_{\Sigma^{-1}} - n \|y - y_1\|_{\Sigma^{-1},-1}^2 \right] \\
+ \mathbb{E} \sum_{k=1}^{K-1} - \|\bar{y}_{k+1}\|_{\Sigma^{-1},-1}^2 + n \|y_{k+1}\|_{\Sigma^{-1},-1}^2 + (1-n)\|y_k\|_{\Sigma^{-1},-1}^2 \\
= \mathbb{E} \max_{y \in \mathcal{Y}} \sum_{k=1}^{K-1} \left[ 2 \langle y, (\bar{y}_{k+1} - y_k) - n(y_{k+1} - y_k) \rangle_{\Sigma^{-1}} - n \|y - y_1\|_{\Sigma^{-1},-1}^2 \right] \\
\leq \sum_{k=1}^{K-1} n \mathbb{E} \|y_k - y_{k+1}\|_{\Sigma^{-1},-1}^2,
\]
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where the equality is due to $E_k\|y_{k+1}\|_{Y_k}^2 = \frac{1}{n}\|y_{k+1}\|_{Y_k}^2 + (1 - \frac{1}{n})\|y_k\|_{Y_k}^2$ (Lemma A.3) and the last inequality is the application of Lemma A.2 with $P = 1/n$, $u_0 = y_0$, $k = 1$, and $U = Y$. It follows from this bound that

$$
E \max_{y \in Y} \sum_{k=1}^{K-1} \mathcal{E}_{k,1}(y) \leq \max_{y \in Y} n\|y - y_1\|_{Y_k}^2 + E \max_{y \in Y} \left[ \sum_{k=1}^{K-1} \mathcal{E}_{k,1}(y) - n\|y - y_1\|_{Y_k}^2 \right]
$$

\[
\leq \max_{y \in Y} n\|y - y_1\|_{Y_k}^2 + \sum_{k=1}^{K-1} nE\|y_k - y_{k+1}\|_{Y_k}^2
\]

\[
\leq \max_{y \in Y} \frac{n \max_i \|A_i\|}{\gamma} \|y - y_1\|^2 + \sum_{k=1}^{K-1} nE\|y_k - y_{k+1}\|_{Y_k}^2
\]

\[
\leq \max_{y \in Y} \frac{2n \max_i \|A_i\|}{\gamma} \|y - y_0\|^2 + \sum_{k=1}^{K-1} nE\|y_k - y_{k+1}\|_{Y_k}^2
\]

\[
\leq \max_{y \in Y} \frac{2n \max_i \|A_i\|}{\gamma} D_Z + \sum_{k=1}^{K-1} nE\|y_k - y_{k+1}\|_{Y_k}^2,
\]

where the last step is by the definition of $D_Z$ from Section 1.4, $\sigma_\gamma^{-1} = \|A_i\|/\gamma \leq \max_i \|A_i\|/\gamma$ and the third result in Lemma A.1. To finish upper bounding this term, we need to estimate $\sum_{k=1}^{K-1} nE\|y_k - y_{k+1}\|_{Y_k}^2$.

For this task, we proceed as in the derivation of the second result in Lemma 3.1. By letting $(x, y) = (x_*, y_*)$ and taking expectation of (4.31), we have

\[
2E \sum_{k=1}^{K-1} \lambda_k G(\bar{x}_{k+1}, y_{k+1}, x_*, y_*) \leq \frac{1}{\gamma} \|x_* - x_1\|^2 + \|y_* - y_1\|_{Y_k}^2
\]

\[
+ \mathbb{E} \sum_{k=1}^{K-1} \left(-\|y_{k+1} - y_k\|_{Y_k}^2 + \tau n^2 \lambda_k^2 \|A^T(y_{k+1} - y_k)\|^2\right) + \mathbb{E} \sum_{k=1}^{K-1} (\mathcal{E}_{k,1}(y_*) + \mathcal{E}_{k,2}(x_*)),
\]

Now we can use $G(\bar{x}_{k+1}, y_{k+1}, x_*, y_*) \geq 0$ from the definition of $G$ from (1.4). Moreover, from (3.39a) and (3.39b), we have $\mathbb{E}[\mathcal{E}_{k,1}(y_*)] = 0$ and $\mathbb{E}[\mathcal{E}_{k,2}(x_*)] = 0$. The former claim follows from the second result of Lemma A.3. For the latter, we use the fact that for any fixed $x$ (in this case, $x_*$), under the conditioning of $E_k$, $\bar{x}_{k+1}$ is deterministic. Thus, we have

\[
\mathbb{E}[\mathcal{E}_{k,2}(x_*)] = \mathbb{E}[\mathbb{E}_k[\mathcal{E}_{k,2}(x_*)]] = 2\lambda_k \mathbb{E}[\mathbb{E}_k[x_* - \bar{x}_{k+1}, A^T(y_k - y_{k+1}) - nA^T(y_k - y_{k+1})]]
\]

\[
= 2\lambda_k \mathbb{E}[\mathbb{E}_k[\{x_* - \bar{x}_{k+1}, A^T(y_k - y_{k+1}) - \mathbb{E}_k[nA^T(y_k - y_{k+1})]\}]] = 0,
\]

since $\mathbb{E}_k[n(y_k - y_{k+1})] = y_k - y_{k+1}$.

Finally, we use the derivations in eqs. (3.12) and (3.13) for $k \geq 1$, since $y_{k+1} - y_k$ is one-sparse, $\lambda_k \leq 1$ and tower property, for the first summation in the last line of (4.37) to get for $k \geq 1$ that (see also (3.43))

\[
-\|y_{k+1} - y_k\|_{Y_k}^2 + \tau n^2 \lambda_k^2 \mathbb{E}_k\|A^T(y_{k+1} - y_k)\|^2 \leq -\|y_{k+1} - y_k\|_{Y_k}^2 + \tau n^2 \mathbb{E}_k\|A^T(y_{k+1} - y_k)\|^2
\]

\[
\leq -(1 - \gamma)E_k n\|y_{k+1} - y_k\|_{Y_k}^2.
\]

By using these estimations in (4.37), we have

\[
\sum_{k=1}^{K-1} (1 - \gamma)E_k n\|y_{k+1} - y_k\|_{Y_k}^2 \leq \frac{1}{\gamma} \|x_* - x_1\|^2 + n\|y_* - y_1\|_{Y_k}^2 = n \max_i \|A_i\| \left(\|x_* - x_1\|^2 + \frac{1}{\gamma}\|y_* - y_1\|^2\right).
\]

By using the step size choices in this theorem, we have from the second result in Lemma A.1 that

\[
\sum_{k=1}^{K-1} n\|y_{k+1} - y_k\|_{Y_k}^2 \leq \frac{n \max_i \|A_i\| \left(\|x_* - x_1\|^2 + \gamma^{-1}\|y_* - y_1\|^2\right)}{1 - \gamma} \leq \frac{2n \max_i \|A_i\|}{\gamma(1 - \gamma)} D_*.\]
With this bound, (3.46) becomes
\[
E \max_{y \in Y} \sum_{k=1}^{K-1} E_{k,1}(y) \leq \frac{2n \max_i \|A_i\| D_z}{\gamma} + \frac{6n \max_i \|A_i\| D_z}{\gamma(1 - \gamma)} D_A.
\] (3.48)

By combining the results for the last summation in (3.44), we obtain
\[
E \max_{(x,y) \in Z} G(x^K, y^K, x, y) \leq \frac{1}{\Lambda K} \left( \frac{3n \max_i \|A_i\| D_z}{\gamma} + \frac{3n \max_i \|A_i\| D_z}{\gamma(1 - \gamma)} D_A \right) \leq \frac{6n \max_i \|A_i\|}{\Lambda K \gamma(1 - \gamma)} D_z.
\] (3.49)

We have to lower-bound \( \Lambda_K = \sum_{k=0}^{K-1} \lambda_k \), where \( \lambda_0 = 1 \), \( \lambda_1 = (n - 1)^{-1} \) and \( \lambda_{k+1} = \min \left(1, \frac{n}{n-1} \lambda_k \right) \) for \( k \geq 1 \). For the sake of being self-contained, we provide a brief proof here using the same arguments as in [21]. Here, \( \lambda_k \) for \( k \geq 1 \), increases geometrically with the factor \((1 + \frac{1}{n-1}) \) until it reaches 1. We have for \( k \geq 1 \) that \( \lambda_k = \frac{1}{n-1} \left(1 + \frac{1}{n-1}\right)^{k-1} = 1 \) when \( k - 1 = \log(n - 1)/(\log n - \log(n - 1)) \). Thus for \( k > K_0 = [1 + \log(n - 1)/(\log n - \log(n - 1))] \), we have \( \lambda_k = 1 \). By summing the geometric series, we have
\[
\Lambda_{K_0} = 1 + \sum_{k=1}^{K_0} \frac{1}{n-1} \left(1 + \frac{1}{n-1}\right)^{k-1} = 1 + \frac{1}{n-1} - \frac{\left(1 + \frac{1}{n-1}\right)^{K_0}}{1 - \frac{1}{n-1}} = \left(1 + \frac{1}{n-1}\right)^{K_0} \geq \frac{(n - 1)^2}{n}
\]

since, by the definition of \( K_0 \), \( \frac{1}{n-1} \left(1 + \frac{1}{n-1}\right)^{K_0+1} \geq 1 \). Since \( \lambda_k = 1 \) for \( k > K_0 \), we have for any \( K > K_0 \) that
\[
\Lambda_K = \Lambda_{K_0} + \sum_{k=K_0+1}^{K-1} \lambda_k \geq \frac{(n - 1)^2}{n} + K - K_0 - 1.
\]

One part of the complexity result follows by substituting this lower bound into (3.49). For the other part of the result (the case of \( K \leq K_0 \)), we note from the argument above that \( \Lambda_K = \left(1 + \frac{1}{n-1}\right)^K \) for \( K \leq K_0 \), completing the proof of complexity. For the upper and lower bounds of \( K_0 \), we use the definition of \( K_0 \) and the inequality \( \frac{1}{n} \leq \log \left(1 + \frac{1}{n-1}\right) \leq \frac{1}{n-1} \).

### 3.2 Convergence Analysis with Sparse \( A \) (Algorithm 2)

We proceed to analyze a single iteration of Algorithm 2. Similar to Lemma 3.1, our results use the arguments from [2] but are simplified because our setting does not have an additional smooth nonlinear term in the objective and because we assume uniform sampling for Algorithm 2. Our analysis accounts for possible strong convexity in \( g \) and \( h^* \), so that we can leverage the results in later sections.

With sparsity, for keeping the computational cost cheap, we assume separability of \( g \) in addition to \( h \). The next remark explains the notion of complexity that we use for sparse \( A \).

**Remark 3.11.** In the results with sparse data, we use the notion of expected complexity. This is due to the per-iteration cost being random since it depends on the selected row at each iteration. We compute the complexity by using the expected cost of each iteration. Since each row is selected with the same probability \( 1/n \), the expected cost per iteration is \( \sum_{i=1}^{n} \frac{1}{n} \text{nz}(A_i) = \frac{1}{n} \text{nz}(A) \).

**Assumption 2.** The function \( g \) in (1.1) is separable, that is, \( g(x) = \sum_{j=1}^{d} g_j(x^{(j)}) \).

The following lemma analyzes a single iteration of Algorithm 2.
Lemma 3.12. Let Assumption 1 and Assumption 2 hold, and suppose that \( g \) is \( \mu_g \geq 0 \) strongly convex and \( h^* \) is \( \mu_h \geq 0 \) strongly convex. In Algorithm 2, we set

\[
\Theta_k = n\Pi(I + \mu_g T_k)^{-1} \iff \theta_k^{(j)} = \frac{n\pi^{(j)}}{1 + \mu_g \tau_k^{(j)}}.
\]

Then we have for any deterministic \( x, y \) that

\[
2G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) + \mathbb{E}_k\|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} + \mathbb{E}_k\|y - y_{k+1}\|^2_{(\Sigma_k^{-1} + \mu_h)\Pi}\]

\[
\leq \|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1} - \mu_g} + \|y - y_{k+1}\|^2_{(\Sigma_k^{-1} + \mu_h)\Pi} - \|\bar{y}_{k+1} - y_{k+1}\|^2_{M_y((T_k^{-1} + \mu_g)\Pi^{-1})},
\]

where \( M_y((T_k^{-1} + \mu_g)\Pi^{-1}) = \sum_{j=1}^d \frac{1 + \mu_g \rho_k^{(j)}}{n\tau_k^{(j)}(\theta_k^{(j)})^2} A_{i,j}^2 \) and \( \tau_k^{(j)} = \frac{|\varpi_{(j)}|}{n} \).

Proof. By the prox-inequality (1.8) applied on the definition of \( \bar{x}_{k+1} \), it follows that for any \( x \), we have

\[
\langle \bar{x}_{k+1} - x + T_kA^\top y_k, T_k^{-1}(x - \bar{x}_{k+1}) \rangle + g(x) - g(\bar{x}_{k+1}) \geq \frac{\mu_g}{2}\|x - \bar{x}_{k+1}\|^2.
\]

Similar to the derivation of (3.4), we obtain

\[
\mathbb{E}_k\|x - x_{k+1}\|^2_{B_k} = \|x - \bar{x}_{k+1}\|^2_{\Pi} - \|x - x_{k+1}\|^2_{\Pi} + \|x - x_{k+1}\|^2_{B_k} - 2\langle \bar{x}_{k+1} - x, n^{-1}B_k T_k \Theta_k A^\top(\bar{y}_{k+1} - y) \rangle + \|\bar{y}_{k+1} - y\|^2_{M_y(B_k)},
\]

(3.51) where \( M_y(B_k) = \sum_{j=1}^d \rho_k^{(j)}(\tau_k^{(j)})^2(\theta_k^{(j)})^2 A_{i,j}^2 \) and \( \tau_k^{(j)} = \frac{|\varpi_{(j)}|}{n} \). By setting \( \beta_k^{(j)} = (1 + \mu_g \rho_k^{(j)})^{-1}((\theta_k^{(j)}) \pi^{(j)})^{-1} \) (that is, \( B_k = (T_k^{-1} + \mu_g)\Pi^{-1} = (I + \mu_g T_k) T_k^{-1} \Pi^{-1} \)) in (3.51), we obtain

\[
\mathbb{E}_k\|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} = \|x - \bar{x}_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} - \|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} + \|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi}\]

\[
- 2\langle \bar{x}_{k+1} - x, n^{-1}(I + \mu_g T_k)\Pi^{-1} \Theta_k A^\top(\bar{y}_{k+1} - y) \rangle + \|\bar{y}_{k+1} - y\|^2_{M_y((T_k^{-1} + \mu_g)\Pi^{-1})}.
\]

We add this equality to (3.50) and drop \(-\|\bar{x}_{k+1} - x\|^2_{T_k^{-1}}\) on the RHS to deduce that

\[
\mathbb{E}_k\|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} + 2\langle g(\bar{x}_{k+1}) - g(x) \rangle \leq \|x - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1} - \mu_g} + 2\langle A^\top y_k, x - \bar{x}_{k+1} \rangle
\]

\[
- 2\langle \bar{x}_{k+1} - x, n^{-1}(I + \mu_g T_k)\Pi^{-1} \Theta_k A^\top(\bar{y}_{k+1} - y) \rangle + \|\bar{y}_{k+1} - y\|^2_{M_y((T_k^{-1} + \mu_g)\Pi^{-1})}.
\]

(3.52) For the dual variable we have similarly for any \( y \) (see eqs. (1.8) and (3.6) and the definition of \( \bar{y}_{k+1} \)),

\[
\|y - \bar{y}_{k+1}\|^2_{\Sigma_k^{-1} + \mu_h} + 2(h^*(\bar{y}_{k+1}) - h^*(y)) \leq \|y - \bar{y}_{k+1}\|^2_{\Sigma_k^{-1} - \mu_h} - \|\bar{y}_{k+1} - y\|^2_{\Sigma_k^{-1} - \mu_h} - 2\langle A\bar{x}_{k+1}, y - \bar{y}_{k+1} \rangle.
\]

(3.53) Since \( \mathbb{E}_k\|y - y_{k+1}\|^2_{\Sigma_k^{-1} + \mu_h} = n^{-1}\|y - \bar{y}_{k+1}\|^2_{\Sigma_k^{-1} + \mu_h} + (1 - n^{-1})\|y - \bar{y}_{k+1}\|^2_{\Sigma_k^{-1} + \mu_h} \) (see Lemma A.3), we can substitute for \( \|y - \bar{y}_{k+1}\|^2_{\Sigma_k^{-1} + \mu_h} \) in (3.53) to obtain

\[
\|y - y_{k+1}\|^2_{(\Sigma_k^{-1} + \mu_h)n} + 2(h^*(\bar{y}_{k+1}) - h^*(y)) \leq \|y - y_{k+1}\|^2_{(\Sigma_k^{-1} + \mu_h)n - \mu_h} - \|\bar{y}_{k+1} - y\|^2_{\Sigma_k^{-1} - 2\langle A\bar{x}_{k+1}, y - \bar{y}_{k+1} \rangle}.
\]

(3.54)
Recall (3.8) and
\[ G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) = g(\bar{x}_{k+1}) + \langle A\bar{x}_{k+1}, y \rangle - h^*(y) - g(x) - \langle Ax, \bar{y}_{k+1} \rangle + h^*(\bar{y}_{k+1}) \]
\[ \iff G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) = g(\bar{x}_{k+1}) + \langle A(\bar{x}_{k+1} - x), y \rangle - h^*(y) - g(x) - \langle Ax, \bar{y}_{k+1} - y \rangle + h^*(\bar{y}_{k+1}) \]
\[ \iff 2G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) - 2[g(\bar{x}_{k+1}) - g(x) + h^*(\bar{y}_{k+1}) - h^*(y)] = 2\langle A(\bar{x}_{k+1} - x), y \rangle - 2\langle Ax, \bar{y}_{k+1} - y \rangle. \]  
(3.55)

Combine the inequalities for primal and dual (that is, eqs. (3.52) and (3.54)) and add to them the identity in (3.55) to deduce
\[
2G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) + E_k\|x - x_{k+1}\|^2((\Sigma_k^{-1} + \mu_g)\Pi - 1) + \|y - y_{k+1}\|^2((\Sigma_k^{-1} + \mu_h)n) \\
\leq \|x - x_k\|^2(T^{-1} + \mu_g(\Sigma_k^{-1} + \mu_g)n - \mu_g) + \|y - y_k\|^2((\Sigma_k^{-1} + \mu_h)n - \mu_h) - \|\bar{y}_{k+1} - y_k\|^2((\Sigma_k^{-1} + \mu_h)\Pi - 1) - 2\langle \bar{x}_{k+1} - x, n^{-1}(I + \mu_g T_k)\Pi^{-1}\Theta_k A^\top(\bar{y}_{k+1} - y_k) \rangle \\
+ 2\langle A^\top(y_k - y), x - \bar{x}_{k+1} \rangle + 2\langle \bar{x}_{k+1} - x, A^\top(\bar{y}_{k+1} - y) \rangle.
\]

First, note that the terms in the last line can be combined to write
\[
2\langle A^\top(y_k - y), x - \bar{x}_{k+1} \rangle + 2\langle \bar{x}_{k+1} - x, A^\top(\bar{y}_{k+1} - y) \rangle = 2\langle x - \bar{x}_{k+1}, y_k - \bar{y}_{k+1} \rangle.
\]
Moreover, we see that by combining this with the inner product in the third line of (3.56), we get
\[
-2\langle \bar{x}_{k+1} - x, n^{-1}(I + \mu_g T_k)\Pi^{-1}\Theta_k A^\top(\bar{y}_{k+1} - y_k) \rangle + 2\langle A^\top(y_k - y), x - \bar{x}_{k+1} \rangle + 2\langle \bar{x}_{k+1} - x, A^\top(\bar{y}_{k+1} - y) \rangle \\
= 2\langle x - \bar{x}_{k+1}, [I - n^{-1}(I + \mu_g T_k)\Pi^{-1}\Theta_k A^\top(y_k - \bar{y}_{k+1})] \rangle = 0,
\]
which is equivalent to setting \( \Theta_k = n(I + \mu_g T_k)^{-1} \), as we do in the theorem. We complete the proof by using this estimate on the last two lines of (3.56).

3.2.1 General Convex-Concave Problems with Relaxed Gap-like Measure

As illustrated in Table 1 and also highlighted in Section 6, the ideal result would be an improved complexity for \( \mathbb{E} \max_{x,y} G(x_{\text{out}}, y_{\text{out}}, x, y) \) compared to deterministic methods, as we derived for Algorithm 1 with dense \( A \) in Section 3.1. However, the sparse-friendly Algorithm 2 brings additional difficulties that prevent such a result being proved with our current techniques. We include the next result to show the difference on the difficulty of deriving a guarantee on \( \mathbb{E} \max_{(x,y) \in Z} G(x_{\text{out}}, y_{\text{out}}, x, y) \) compared to \( \max_{(x,y) \in Z} \mathbb{E} G(x_{\text{out}}, y_{\text{out}}, x, y) \) and also to be able to compare our results with some of the existing literature (see Table 2). On the other hand, as we already mentioned in Ex. 1, \( \max_{(x,y) \in Z} \mathbb{E} G(x_{\text{out}}, y_{\text{out}}, x, y) \) has serious deficiencies as an optimality measure and it remains an important open question to derive guarantees for expected gap.

Our result shows that when the expectation is inside the max, we can exploit its properties to derive a bound with a short and simple proof by simply outputting a random iterate. We cannot do such a trick for expected duality gap due to the existence of the nonlinear max operator between the expectation and \( G \). As shown in [2], even the guarantee \( \mathbb{E} \max_{(x,y) \in Z} G(x^K, y^K, x, y) \leq O \left( \frac{\|A\|}{K} \right) \), which can only recover the complexity of the deterministic method in the sparse case, requires a much more intricate analysis.

Theorem 3.13. Let Assumption 1 and Assumption 2 hold. Use Algorithm 2 with the parameters \( \tau_k^{(j)} = \frac{1}{\pi(t) n \max_i \|A_i\|}, \sigma_k^{(i)} = \sigma(i) = \frac{1}{\|A_i\|} \) and \( \theta^{(j)} = \frac{n \pi(j)}{\pi(j)} \) where \( \pi(j) = \frac{|i \in F(j)|}{n} \). Let us pick \( k \) uniformly at random from \( \{1, \ldots, K\} \), independent of all the other randomness in the algorithm. Then, we have \( \max_{(x,y) \in Z} \mathbb{E} G(\bar{x}_k, \bar{y}_k, x, y) \leq \frac{n \max_i \|A_i\|}{K} D_{\mathcal{Z}} \) and hence, 
\[
\max_{(x,y) \in Z} \mathbb{E} G(\bar{x}_k, \bar{y}_k, x, y) \leq \varepsilon, 
\]
with complexity
\[
O \left( n \text{nz}(A) + n \text{nz}(A) \max_i \|A_i\| D_{\mathcal{Z}} \varepsilon^{-1} \right). 
\]
and hence (3.58) is satisfied. As a result, we get after taking total expectation and summation in (3.57) that

$$2G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) + \mathbb{E}_k \|x - x_{k+1}\|^2_{T^{-1} \Pi - 1} + \mathbb{E}_k \|y - y_{k+1}\|^2_{\Sigma - 1} \leq \|x - x_k\|^2_{T^{-1} \Pi - 1} + \|y - y_k\|^2_{\Sigma - 1} - \|\bar{y}_{k+1} - y_{k}\|^2_{\Sigma - 1} + \|\bar{y}_{k+1} - y_{k}\|^2_{M_k(T^{-1} \Pi - 1)}.$$  \hspace{1cm} (3.57)

To cancel the last two terms in the RHS, by the definition of $M_y$ in Lemma 3.12, we need

$$\frac{1}{\sigma^{(i)}} - \sum_{j=1}^{m} \frac{1}{n \pi^{(j)}} \tau^{(j)}(\theta^{(j)})^2 A_{j,i}^2 \geq 0 \iff \frac{1}{\sigma^{(i)}} - \sum_{j=1}^{m} n \pi^{(j)} \tau^{(j)} A_{j,i}^2 \geq 0,$$  \hspace{1cm} (3.58)

where the equivalence is due to the definition of $\theta^{(j)}$. Recall $\sigma^{(i)} = \frac{1}{\|A_i\|} \geq \max_i \|A_i\|$ and $\tau^{(j)} = \frac{1}{\pi^{(j)} n \max_i \|A_i\|}$ and hence (3.58) is satisfied. As a result, we get after taking total expectation and summation in (3.57) that

$$\mathbb{E} \frac{1}{K} \sum_{k=0}^{K-1} G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) \leq \|x - x_0\|^2_{T^{-1} \Pi - 1} + \|y - y_0\|^2_{\Sigma - 1} = \frac{n \max_i \|A_i\|}{K} (\|x - x_0\|^2 + \|y - y_0\|^2).$$

Since the choice of $\hat{k}$ is independent of other randomness in the algorithm, we have

$$\mathbb{E} G(\bar{x}, \bar{y}, x, y) = \mathbb{E} \mathbb{E}_k G(\bar{x}_k, \bar{y}_k, x, y) = \mathbb{E} \frac{1}{K} \sum_{k=1}^{K} G(\bar{x}_k, \bar{y}_k, x, y) \leq \frac{n \max_i \|A_i\|}{K} (\|x - x_0\|^2 + \|y - y_0\|^2).$$

We take maximum and use the definition of $D_Z$ from Section 1.4 to derive the first inequality in the proof. For the complexity, we use the fact that one needs $n \max_i \|A_i\| D_Z \varepsilon^{-1}$ iterations to obtain $\max_{x,y} \mathbb{E} G(\bar{x}_k, \bar{y}_k, x, y) \leq \varepsilon$ and we multiply by the expected cost per iteration, which is $\frac{1}{n} \text{nnz}(A)$ (see Remark 3.11). The additional term $\text{nnz}(A)$ is for the initial computation $A^T y_0$.

4 Convergence in the Strongly Convex-Strongly Concave Case (Algorithm 2)

We focus now on the convergence behavior of Algorithm 2 when $g$ and $h^*$ in (1.1) are both strongly convex and $A$ is sparse. In the context of ERM (3.15), this case corresponds to a smooth function and a strongly convex regularizer, which has been the main focus of many papers in the field [4, 22, 26]. In [22, 26], lazy update strategies are described, to adapt the iteration cost to sparsity of the data matrix. Our complexity will be matching the ones given in these works.

The previous approaches essentially analyze the algorithms in the dense setting and use lazy update techniques to exploit the sparsity. Our approach is to analyze the sparse-friendly algorithm directly, which is more challenging due to additional randomness in the primal updates. The advantage of this approach is that it requires no special implementation features like lazy updates; Algorithm 2 adapts to sparsity in A naturally.

The following theorem establishes the bound claimed in the last column of Table 3 for PURE-CD.

Theorem 4.1. Let Assumption 1 and Assumption 2 hold and suppose that $g$ is $\mu_g > 0$ strongly convex and $h_i^*$ is $\mu_h > 0$ strongly convex. Recall $\pi_j = \frac{\|e^{(j)}\|}{\|A_i\|}$. In Alg 2, set

$$\theta^{(j)} \cdot \frac{\pi^{(j)} n}{1 + \mu_g \tau^{(j)}}, \quad \tau^{(j)} = \frac{\sqrt{\mu_h}}{\sqrt{\mu_g} \max_i \|A_i\| \pi^{(j)} n}, \quad \sigma^{(i)} = \frac{\sqrt{\mu_g}}{\sqrt{\mu_h} \|A_i\|}.$$


Then we have that $E \left[ \|x_K - x_*\|^2 + \|y_K - y_*\|^2 \right] \leq \varepsilon$ with expected complexity

$$
\hat{O} \left( \left( \frac{\text{nnz}(A) + \text{nnz}(A) \max_i \|A_i\|}{\sqrt{n \mu g}} \right) \log \varepsilon^{-1} \right).
$$

Proof: Let $z_* = (x_*, y_*)$ be the unique solution of (1.3). We use the result of Lemma 3.12 with $\mu_g > 0$, $\mu_h > 0$, $T_k = T$, $\Sigma_k = \Sigma$, and $\Theta_k = \Theta = (I + \mu_g T)^{-1} n \Pi$, together with $G((x_k + 1, y_k + 1, x_*, y_*) \geq 0$, to write

$$
\begin{aligned}
\mathbb{E}_k &\|x_k - x_{k+1}\|^2 \leq 2 \|T^{-1} + \mu_g\| \Pi^{-1} \|x_* - x_{k+1}\|^2 + 2 \|T^{-1} + \mu_g\| \Pi^{-1} \|y_* - y_{k+1}\|^2 \\
&\leq \|x_k - x_*\|^2 \leq \|x_* - x_{k+1}\|^2 + \|y_* - y_{k+1}\|^2
\end{aligned}
$$

(4.1)

By the definition of $M_g$ from Lemma 3.12, and the definition of $\theta(j)$, the aggregate of the last two terms on the RHS of (4.1) is nonpositive provided that

$$
\begin{aligned}
\frac{1}{\sigma(i)} - \sum_{j=1}^d \frac{1 + \mu_g \tau(j) \Pi^{-1} \|x_{i,j}\|^2}{n \pi(j)} \\
= \frac{1}{\sigma(i)} - \sum_{j=1}^d \frac{n \pi(j) \tau(j) A_{i,j}^2}{1 + \mu_g \tau(j) A_{i,j}^2} \geq 0,
\end{aligned}
$$

(4.2)

for which a sufficient condition is

$$
\frac{1}{\sigma(i)} - \sum_{j=1}^d n \pi(j) \tau(j) A_{i,j}^2 \geq 0.
$$

(4.3)

From our definitions of $\tau(j)$ and $\sigma(i)$, it can be verified that (4.3) holds. We can thus simplify (4.1) to

$$
\mathbb{E}_k \|x_k - x_{k+1}\|^2 \Pi^{-1} \leq \mathbb{E}_k \|x_* - x_{k+1}\|^2 \Pi^{-1} + \mathbb{E}_k \|y_* - y_{k+1}\|^2 \Pi^{-1}.
$$

(4.4)

To get a contraction in (4.4), we seek a constant $c > 1$ such that

$$
\begin{aligned}
\|x_k - x_{k+1}\|^2 \Pi^{-1} &\geq c \|x_* - x_{k+1}\|^2 \Pi^{-1}, \\
\|y_k - y_{k+1}\|^2 \Pi^{-1} &\geq c \|y_* - y_{k+1}\|^2 \Pi^{-1},
\end{aligned}
$$

(4.5)

which, because of the diagonality of the matrices defining the weighted norms, are implied by

$$
\begin{aligned}
((T^{-1} + \mu_g) \Pi^{-1}) \geq c I, \quad ((\Sigma^{-1} + \mu_h) n - \mu_h)^{-1} \geq c I.
\end{aligned}
$$

(4.6a)

(4.6b)

Defining $\kappa(i) := \frac{\|A_i\|}{\sqrt{n \mu g}}$, we show that the bounds (4.6) hold for

$$
c := 1 + \frac{1}{n - 1 + n \max_i \kappa(i)}.
$$

(4.7)

For (4.6a), we have from $\mu_g \tau(j) \Pi^{-1} = \mu_g \|x_* - x_{k+1}\|^2 \Pi^{-1}$ and $\pi(j) \geq \frac{1}{n}$ that

$$
\begin{aligned}
\frac{\tau(j)}{\tau(j)} - \frac{1}{\tau(j)} - \mu_g (\pi(j))^{-1} &\geq 1 + \frac{\mu_g}{n \max_i \kappa(i)} \\
&\geq 1 + \frac{1}{n \max_i \kappa(i)} \geq 1 + \frac{1}{n - 1 + n \max_i \kappa(i)} = c.
\end{aligned}
$$

For (4.6b), we have from $\sigma(i) \mu_h = \frac{\sqrt{\mu_h n}}{A_i} = \frac{1}{\kappa(i)}$ that

$$
\begin{aligned}
\frac{1}{\sigma(i)} - \frac{1}{\mu_h n} &\geq 1 + \frac{\mu_h}{n \sigma(i)} - \mu_h \\
&\geq 1 + \frac{1}{n (\sigma(i))^{-1} + 1 + n - 1} \\
&\geq 1 + \frac{1}{n - 1 + n \sigma(i)} = c.
\end{aligned}
$$

28
By substituting (4.5) and (4.7) into (4.4) after taking total expectation we obtain
\[
\left(1 + \frac{1}{n - 1 + n \max_i \kappa(i)}\right) \mathbb{E} \left[\|x_\ast - x_{k+1}\|^2_{\gamma(T^{-1} + \mu_g)I^{-1} - \mu_g} + \|y_\ast - y_{k+1}\|^2_{\gamma(T^{-1} + \mu_h)I^{-1} - \mu_h}\right] \\
\leq \mathbb{E} \left[\|x_\ast - x_k\|^2_{\gamma(T^{-1} + \mu_g)I^{-1} - \mu_g} + \|y_\ast - y_k\|^2_{\gamma(T^{-1} + \mu_h)I^{-1} - \mu_h}\right].
\]

Defining \(D^{sc}_\ast := \|x_\ast - x_0\|^2_{\gamma(T^{-1} + \mu_g)I^{-1} - \mu_g} + \|y_\ast - y_0\|^2_{\gamma(T^{-1} + \mu_h)I^{-1} - \mu_h}\), we can iterate the inequality above to obtain
\[
\mathbb{E} \left[\|x_\ast - x_k\|^2_{\gamma(T^{-1} + \mu_g)I^{-1} - \mu_g} + \|y_\ast - y_k\|^2_{\gamma(T^{-1} + \mu_h)I^{-1} - \mu_h}\right] \leq \left(1 + \frac{1}{n - 1 + n \max_i \kappa(i)}\right)^{-K} D^{sc}_\ast. \tag{4.8}
\]

By using the bound \(t \geq \log(1 + t) \geq t/2\) for \(t \in [0, 1]\), we can deduce that the number of iterations needed to make the LHS smaller than \(\varepsilon\) is \(O\left((n + n \max_i \kappa(i)) \log \left(\frac{D^{sc}_\ast}{\varepsilon}\right)\right)\). The complexity result follows by multiplying the number of iterations and the expected per iteration cost, which is \(\frac{1}{n} \text{nnz}(A)\) (see Remark 3.11). The complicated metrics in the norms only affect the constant in the logarithmic terms in this bound, and are suppressed in the final result in the notation \(O\).

5 Convergence with One-Sided Strong Convexity (Algorithm 2)

We focus now on two cases of (1.1) in which either the primal or dual is strongly convex, but not both. We analyze Algorithm 2 and derive guarantees that depend on the sparsity of \(A\).

Let us recall the problem (1.1):
\[
\min_x \max_y \sum_{i=1}^{n} A_i x, y^{(i)} \right) - h^*_i(y^{(i)}) + g(x).
\]

A well known instance of the case in which \(g(x)\) is strongly convex is SVM. When \(h^*(x)\) is strongly convex, we have that \(h\) is smooth, and the class of problems with this property includes Lasso (\(\ell_1\)-regularized linear least squares). In these cases, it is well known that we can obtain iteration complexity bounds of \(O\left(\frac{1}{\sqrt{\varepsilon}}\right)\) by using accelerated methods in the primal [4], stochastic dual coordinate ascent [18, 19], or primal-dual methods [8, 9, 10]. We now derive similar complexities for PURE-CD, with an explicit dependence on complexity depending on \(\text{nnz}(A)\).

5.1 Analysis for the Strongly Convex-Concave Case

We deal first with the case in which \(g\) is strongly convex while \(h^*\) is only convex. The following theorem establishes the complexity bound for PURE-CD from the first column of Table 3.

**Theorem 5.1.** Suppose that Assumption 1, 2 hold and that \(g\) is \(\mu_g > 0\) strongly convex. Recall \(\pi^{(j)} = \frac{|\{i \in I^{(j)}\}|}{n}\). In Algorithm 2, we set
\[
\bar{\tau}_0 = \min \left\{ \frac{1}{n}, \frac{\mu_g}{n \max_i \|A_i\|} \right\}, \quad \sigma_0 = \frac{1}{\max_i \|A_i\|}, \quad \Sigma_k = \sigma_k I \\
\bar{\tau}_{k+1} = \frac{\bar{\tau}_k}{\sqrt{1 + \bar{\tau}_k}}, \quad \tau^{(j)}_k = \frac{\bar{\tau}_k}{\mu_g \pi^{(j)} - \mu_g (1 - \pi^{(j)}) \bar{\tau}_k}, \quad \sigma_{k+1} = \sigma_k \sqrt{1 + \bar{\tau}_k}, \quad g_k^{(j)} = \frac{\pi^{(j)} n}{1 + \mu_g \tau^{(j)}_k}.
\]

Then we have \(\mathbb{E} \left[\|x_K - x_\ast\|^2\right] \leq \varepsilon\) for \(K\) satisfying
\[
K \geq \frac{\sqrt{D_{\gamma} \varepsilon}}{3n} \max \left(1, \frac{\max_i \|A_i\|}{\mu_g} \right), \tag{5.2}
\]
with expected complexity

\[ O \left( \text{nnz}(A) \left( 1 + \frac{\sqrt{D_*}}{\sqrt{\varepsilon}} \max \left( 1, \frac{\max_i \|A_i\|}{\mu_g} \right) \right) \right), \]

where \( D_* \) is defined in (1.9).

**Proof.** First, we note from (5.1) that \( \tilde{\tau}_k \in [0, 1/n] \) for all \( k \) and that \( \pi^{(j)} \in [1/n, 1] \) for all \( j \). Thus, the denominator in the definition of \( \tau_k^{(j)} \) satisfies

\[ \mu_g \pi^{(j)} - \mu_g (1 - \pi^{(j)}) \tilde{\tau}_k \geq \mu_g \left[ \frac{1}{n} - \left( 1 - \frac{1}{n} \right) \frac{1}{n} \right] = \mu_g \left[ \frac{1}{n} - \frac{1}{n} \right] = 0, \]

so we have \( \tau_k^{(j)} > 0 \) for all \( j, k \). By rearranging the definition of \( \tau_k^{(j)} \), we obtain

\[ \tilde{\tau}_k = \frac{\mu_g \pi^{(j)} \tau_k^{(j)} }{1 + (1 - \pi^{(j)}) \mu_g \tau_k^{(j)} }. \] (5.3)

We use Lemma 3.12 with \( \mu_h = 0, \mu_g > 0, \theta_k^{(j)} \) defined above, with \( y_* \) being any dual solution, and the nonnegativity of \( G(\bar{x}_{k+1}, y_{k+1}, x_*, y_*) \) to write

\[ \mathbb{E}_k \| x_* - x_{k+1} \|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} + \frac{n}{\sigma_k} \mathbb{E}_k \| y_* - y_{k+1} \|^2 \]

\[ \leq \| x_* - x_{k+1} \|^2_{(T_k^{-1} + \mu_g)\Pi^{-1} - \mu_g} + \frac{n}{\sigma_k} \| y_* - y_{k+1} \|^2 - \frac{1}{\sigma_k} \| \bar{y}_{k+1} - y_{k+1} \|^2 + \| \bar{y}_{k+1} - y_{k+1} \|^2_{M_g((T_k^{-1} + \mu_g)\Pi^{-1})}, \] (5.4)

By using the definition of \( M_g \) from Lemma 3.12 and the definition of \( \theta_k^{(j)} \) from (5.1), similar to (4.2), we obtain that the final two terms on the RHS will combine to a nonpositive result if

\[ -\frac{1}{\sigma_k} + \sum_{j=1}^d \frac{1 + \mu_g \tau_k^{(j)} \theta_k^{(j)} }{n \pi^{(j)}} \tau_k^{(j)} A_{i,j}^2 \leq 0 \iff -\frac{1}{\sigma_k} + \sum_{j=1}^d \frac{n \pi^{(j)}}{1 + \mu_g \tau_k^{(j)}} \tau_k^{(j)} A_{i,j}^2 \leq 0 \] (5.5)

A sufficient condition for this inequality is

\[ -\frac{1}{\sigma_k} + \sum_{j=1}^d \frac{n \pi^{(j)}}{1 + (1 - \pi^{(j)}) \mu_g \tau_k^{(j)}} \tau_k^{(j)} A_{i,j}^2 \leq 0 \iff \frac{\sigma_k \hat{\tau}_k}{\mu_g} \| A_i \|^2 \leq 1, \] (5.6)

where the equivalence follows from (5.3). By the definitions (5.1), we have

\[ \hat{\tau}_{k+1} = \frac{\tau_k}{\sqrt{1 + \tau_k}} = \frac{\tau_k}{\sigma_{k+1}/\sigma_k} \Rightarrow \hat{\tau}_{k+1} \sigma_{k+1} = \hat{\tau}_k \sigma_k, \]

so that \( \hat{\tau}_k \sigma_k = \hat{\tau}_0 \sigma_0 \) for all \( k \). Since \( \hat{\tau}_0 \leq \frac{\mu_g}{\max_i \|A_i\|} \) and \( \sigma_0 = \frac{1}{\max_i \|A_i\|} \), we have that (5.6) and consequently (5.5) is satisfied. Thus we can drop the final two terms in the RHS of (5.4) and write

\[ \mathbb{E}_k \| x_* - x_{k+1} \|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} + \frac{n}{\sigma_k} \mathbb{E}_k \| y_* - y_{k+1} \|^2 \leq \| x_* - x_{k+1} \|^2_{(T_k^{-1} + \mu_g)\Pi^{-1} - \mu_g} + \frac{n}{\sigma_k} \| y_* - y_{k+1} \|^2. \] (5.7)

By the definition in (5.3), we have

\[ (T_k^{-1} + \mu_g I)\Pi^{-1} - \mu_g I = (1 + \mu_g T_k)\Pi^{-1}T_k - \mu_g I \]

\[ = \text{diag} \left( 1 + \mu_g \tau_k^{(j)} \right) - \mu_g I = \text{diag} \left( \frac{1 + (1 - \pi^{(j)}) \mu_g \tau_k^{(j)} }{\pi^{(j)} \tau_k^{(j)}} \right) = \frac{\mu_g}{\hat{\tau}_k} I. \]
Thus, we can write (5.7) as
\[
E_k\|x_k^* - x_{k+1}\|^2_{P_{k+1}^{-1}} + \frac{n}{\sigma_k}E_k\|y_k - y_{k+1}\|^2 \leq \frac{\mu_g}{\tilde{\tau}_k} \|x_k^* - x_k\|^2 + \frac{n}{\sigma_k} \|y_k^* - y_k\|^2. 
\]
(5.8)

Now define
\[
c_k := \sqrt{1 + \tilde{\tau}_k} = \frac{\sigma_{k+1}}{\sigma_k} = \frac{\tau_k}{\tilde{\tau}_{k+1}}. 
\]
(5.9)

In (5.7), we want to replace the first term on the LHS by
\[
\|x_k^* - x_{k+1}\|^2_{(T_k^{-1} + \mu_g)\Pi^{-1}} = c_k\frac{\mu_g}{\tilde{\tau}_{k+1}} \|x_k^* - x_{k+1}\|^2. 
\]
(5.10)

This equivalence follows from (see (5.3))
\[
(T_k^{-1} + \mu_g)\Pi^{-1} = \text{diag} \left( 1 + \frac{\mu_g \tau_k}{\tau_k^{(j)}} \right) = \text{diag} \left( \mu_g + \frac{1 + (1 - \pi(j))\mu_g \tau_k^{(j)}}{\pi(j) \tau_k^{(j)}} \right) = \mu_g \left( 1 + \frac{1}{\tilde{\tau}_k} \right) I = \mu_g \tilde{\tau}_k + \frac{1}{\tilde{\tau}_k} I = \mu_g \tilde{\tau}_k \frac{c_k}{\tilde{\tau}_k+1} I. 
\]

By substituting (5.10) into (5.8), using \(c_k = \sigma_{k+1}/\sigma_k\) from (5.9), and taking total expectation on both sides, we obtain
\[
c_k E \left[ \frac{\mu_g}{\tilde{\tau}_{k+1}} \|x_k^* - x_{k+1}\|^2 + \frac{n}{\sigma_{k+1}} \|y_k^* - y_{k+1}\|^2 \right] \leq E \left[ \frac{\mu_g}{\tilde{\tau}_k} \|x_k^* - x_k\|^2 + \frac{n}{\sigma_k} \|y_k^* - y_k\|^2 \right]. 
\]

Using (5.9) again, we have
\[
\frac{1}{\tilde{\tau}_{k+1}} E \left[ \frac{\mu_g}{\tilde{\tau}_{k+1}} \|x_k^* - x_{k+1}\|^2 + \frac{n}{\sigma_{k+1}} \|y_k^* - y_{k+1}\|^2 \right] \leq \frac{1}{\tilde{\tau}_k} E \left[ \frac{\mu_g}{\tilde{\tau}_k} \|x_k^* - x_k\|^2 + \frac{n}{\sigma_k} \|y_k^* - y_k\|^2 \right]. 
\]

By iterating the inequality for \(k = 0, 1, \ldots, K - 1\), we obtain
\[
\frac{1}{\tilde{\tau}_K} E \left[ \frac{\mu_g}{\tilde{\tau}_K} \|x_k^* - x_{K}\|^2 + \frac{n}{\sigma_K} \|y_k^* - y_{K}\|^2 \right] \leq \frac{1}{\tilde{\tau}_0} \left( \frac{\mu_g}{\tilde{\tau}_0} \|x_k^* - x_0\|^2 + \frac{n}{\sigma_0} \|y_k^* - y_0\|^2 \right). 
\]

Next, we drop the second term on LHS and multiply both sides by \(\tilde{\tau}_K^2 / \mu_g\) to obtain
\[
E \|x_k^* - x_{K}\|^2 \leq \left( \frac{\tilde{\tau}_K^2}{\mu_g \tilde{\tau}_0} \right) \left( \frac{\mu_g}{\tilde{\tau}_0} \|x_k^* - x_0\|^2 + \frac{n}{\sigma_0} \|y_k^* - y_0\|^2 \right). 
\]
(5.11)

Since \(\tilde{\tau}_k \leq \tilde{\tau}_0 \leq 1\), we will estimate as in [9] (see Lemma A.5) to deduce that \(\tilde{\tau}_K \geq 3/K\) for all \(K > 0\) and hence \(\tilde{\tau}_K^2 \leq \frac{9}{K^2}\). We thus have from (5.11) that
\[
E \|x_k^* - x_{K}\|^2 \leq \frac{9}{K^2} \left( \frac{1}{\tilde{\tau}_0} \|x_k^* - x_0\|^2 + \frac{n}{\mu_g \sigma_0 \tilde{\tau}_0} \|y_k^* - y_0\|^2 \right). 
\]
(5.12)

We now derive upper bounds on the coefficients in the RHS of this bound. By our choice of \(\sigma_0\) and \(\tilde{\tau}_0\) in (5.1), we have
\[
\frac{1}{\tilde{\tau}_0^2} = \left( \min \left( \frac{1}{n}, \frac{\mu_g}{n \max_i \|A_i\|} \right) \right)^2 = n^2 \max \left( 1, \frac{\max_i \|A_i\|^2}{\mu_g^2} \right). 
\]

and
\[
\frac{n}{\mu_g \sigma_0 \tilde{\tau}_0} = \frac{\mu_g \min \left( \frac{1}{n}, \frac{\mu_g}{n \max_i \|A_i\|} \right)}{\mu_g \max \left( n, \frac{n \max_i \|A_i\|}{\mu_g} \right)} = n^2 \max \left( \frac{\max_i \|A_i\|}{\mu_g}, \frac{\max_i \|A_i\|^2}{\mu_g^2} \right) \leq n^2 \max \left( 1, \frac{\max_i \|A_i\|^2}{\mu_g^2} \right). 
\]
By substituting these bounds in (5.12), we obtain
\[ \mathbb{E}\|x_\ast - x_K\|^2 \leq \frac{9n^2}{K^2} \max \left( 1, \frac{\max_i \|A_i\|^2}{\mu_g^2} \right) D_\ast. \] (5.13)

Thus to ensure that $\mathbb{E}\|x_\ast - x_K\|^2 \leq \varepsilon$, it is sufficient by (5.13) that (5.2) holds. We obtain the result for complexity by multiplying this bound on $K$ by the expected number of operations per iteration, which is $O(\text{nnz}(A)/n)$ (see Remark 3.11) and also accounting for the additional nnz($A$) cost of computing $A^\top y_0$. ■

5.2 Analysis for the Convex-Strongly Concave Case

We deal now with the case in which $h^\ast$ is strongly convex while $g$ is only convex. The following theorem establishes the complexity result for PURE-CD from the second column of Table 3

**Theorem 5.2.** Suppose that Assumption 1, 2 hold and that $h^\ast$ is $\mu_h > 0$ strongly convex. Recall $\pi(j) = \left\lceil \frac{\|e^j\|}{n} \right\rceil$. In Algorithm 2, we set
\[
\tilde{\tau}_0 = \frac{\mu_h}{n \max_i \|A_i\|^2}, \quad \tilde{\sigma}_0 = \frac{1}{2n - 1}, \quad \Sigma_k = \sigma_k I,
\]
\[
\tilde{\tau}_{k+1} = \tilde{\tau}_k \sqrt{1 + \tilde{\sigma}_k}, \quad \tau_k^{(j)} = \frac{\tilde{\tau}_k}{\pi(j)}, \quad \tilde{\sigma}_{k+1} = \frac{\tilde{\sigma}_k}{\sqrt{1 + \tilde{\sigma}_k}}, \quad \sigma_k = \frac{n \tilde{\sigma}_k}{\mu_h - (n - 1) \mu_h \tilde{\sigma}_k}, \quad \theta^j_0 = \pi(j) n.
\] (5.14)

Then we have that $\mathbb{E}[\|y_K - y_\ast\|^2] \leq \varepsilon$ for
\[ K \geq 6n \sqrt{\frac{D_\ast}{\varepsilon}} \max \left( \frac{\max_i \|A_i\|}{\mu_h}, 1 \right), \] (5.15)

with expected complexity
\[ O \left( \text{nnz}(A) \right) \sqrt{\frac{D_\ast}{\varepsilon}} \max \left( \frac{\max_i \|A_i\|}{\mu_h}, 1 \right), \]

where $D_\ast$ is defined in Section 1.4.

**Proof.** First, we note from (5.14) that $\{\tilde{\sigma}_k\}$ is a positive decreasing sequence, so $\tilde{\sigma}_k \in \left( 0, \frac{1}{2n - 1} \right]$ for all $k$. As a result, we have for the denominator of $\sigma_k$ in (5.14) that
\[ \mu_h - \mu_h (n - 1) \tilde{\sigma}_k \geq \mu_h \left[ 1 - \frac{n - 1}{2n - 1} \right] > 0. \]

It follows that $\sigma_k > 0$ for all $k$. By rearranging the definition of $\sigma_k$ we obtain
\[ \tilde{\sigma}_k = \frac{\sigma_k \mu_h}{n + (n - 1) \mu_h \tilde{\sigma}_k}. \] (5.16)

We apply Lemma 3.12 with $\mu_h > 0$, $\mu_g = 0$, $\theta^{(j)}_k = \pi(j)n$ where $x_\ast$ is any primal solution, and drop the nonnegative term $G(\bar{x}_{k+1}, \bar{y}_{k+1}, x_\ast, y_\ast)$ on the LHS to obtain
\[ E_k \|x_\ast - x_{k+1}\|_{T_{k+1}^{-1}}^2 + \frac{n (1 + \sigma_k \mu_h)}{\sigma_k} E_k \|y_\ast - y_{k+1}\|^2 \leq \|x_\ast - x_k\|_{T_k^{-1}}^2 + \frac{n (1 + \sigma_k \mu_h) - \sigma_k \mu_h}{\sigma_k} \|y_\ast - y_k\|^2 - \frac{1}{\sigma_k} \|y_{k+1} - y_k\|^2 - \|y_{k+1} - y_k\|_{M_y (T_k^{-1} \Pi^{-1})}^2. \] (5.17)
To drop the last two terms in this inequality, we need, by the definition of $M_y$ in Lemma 3.12, that
\[
\frac{1}{\sigma_k} - \frac{d}{n\pi(j)} \tau_k^{(j)} (\phi_k^{(j)})^2 A_{i,j}^2 \geq 0 \iff \frac{1}{\sigma_k} - \frac{d}{n\pi(j)} \tau_k^{(j)} A_{i,j}^2 \geq 0 \iff \sigma_k \tilde{\tau}_k n ||A_i||^2 \leq 1, \tag{5.18}
\]
where the first equivalence is due to the definition of $\tilde{\tau}_c$ and the second equivalence is by the definition of $\tilde{\tau}_k$ from (5.14). We next write (5.18) in terms of $\sigma_0$ and $\tilde{\tau}_0$. We define
\[
c_k := \sqrt{1 + \sigma_k} = \frac{\sigma_k}{\tilde{\tau}_k} = \frac{\tilde{\tau}_{k+1}}{\tilde{\tau}_k} \geq 1.
\tag{5.19}
\]
Similar to [8, Thm. 5.1], using (5.14), we have
\[
\frac{\sigma_{k+1}}{\sigma_k} = \frac{n\tilde{\tau}_{k+1} + 1 - (n - 1)\mu_h \tilde{\sigma}_{k+1}}{\mu_h - (n - 1)\mu_h \tilde{\tau}_{k+1}} \leq \frac{1 - (n - 1)\tilde{\sigma}_{k+1}}{\mu_h \tilde{\tau}_k} \leq c_k,
\]
where the last inequality uses $c_k \geq 1$. It follows from this inequality together with (5.19) that $\tilde{\tau}_k \sigma_k \leq \tilde{\tau}_{k-1} c_{k-1} \sigma_k \leq \tilde{\tau}_{k-1} c_{k-1} \sigma_{k-1}$, so by recursion we have $\tilde{\tau}_k \sigma_k \leq \tilde{\tau}_0 \sigma_0$ for all $k$. Therefore, (5.18) is implied by
\[
\sigma_0 \tilde{\tau}_0 n ||A_i||^2 \leq 1.
\]
We verify this condition using the definitions (5.14):
\[
\sigma_0 \tilde{\tau}_0 n ||A_i||^2 = \frac{n \tilde{\tau}_0}{\mu_h - (n - 1)\mu_h \tilde{\sigma}_0} \leq \frac{n \tilde{\tau}_0}{1 - (n - 1)\tilde{\sigma}_0} = \frac{n}{2n-1} = 1,
\]
as required.

At this point we have established that (5.18) holds, so we can drop the last two terms on (5.17) and write
\[
E_k ||x_{\ast} - x_{k+1}||^2_{T_k^{-1} \Pi^{-1}} + \frac{n(1 + \sigma_k \mu_h)}{\sigma_k} E_k ||y_{\ast} - y_{k+1}||^2 \leq ||x_{\ast} - x_k||^2_{T_k^{-1} \Pi^{-1}} + \frac{n(1 + \sigma_k \mu_h) - \sigma_k \mu_h k}{\sigma_k} ||y_{\ast} - y_k||^2. \tag{5.20}
\]
By the definition of $\tilde{\tau}_k$ from (5.14), we have that $T_k^{-1} \Pi^{-1} = \tilde{\tau}_k^{-1} I$. We also have from (5.16) that
\[
\frac{n(1 + \sigma_k \mu_h) - \sigma_k \mu_h}{\sigma_k} = \frac{\mu_h}{\tilde{\tau}_k}.
\]
We can thus simplify (5.20) as follows:
\[
\frac{1}{\tilde{\tau}_k} E_k ||x_{\ast} - x_{k+1}||^2 + \frac{n(1 + \sigma_k \mu_h)}{\sigma_k} E_k ||y_{\ast} - y_{k+1}||^2 \leq \frac{1}{\tilde{\tau}_k} ||x_{\ast} - x_k||^2 + \frac{\mu_h}{\sigma_k} ||y_{\ast} - y_k||^2. \tag{5.21}
\]
We claim that $n(1 + \sigma_k \mu_h) ||y_{\ast} - y_{k+1}||^2 \geq c_k \frac{\mu_h}{\tilde{\sigma}_{k+1}} ||y_{\ast} - y_{k+1}||^2$, which is a consequence of $\frac{c_k}{\tilde{\sigma}_{k+1}} \leq \frac{n(1 + \mu_h \sigma_k)}{\mu_h \tilde{\sigma}_k}$. This bound follows from (5.19) and (5.16), since
\[
\frac{c_k}{\tilde{\sigma}_{k+1}} = 1 + \frac{\tilde{\sigma}}{\tilde{\tau}} = 1 + \frac{1}{\tilde{\sigma}} = 1 + \frac{n - 1 + (n - 1)\mu_h \tilde{\sigma}_k}{\mu_h \tilde{\sigma}_k} = \frac{n(1 + \mu_h \sigma_k)}{\mu_h \tilde{\sigma}_k}.
\]
By making this substitution into the second term on the LHS of (5.21), together with $\frac{1}{\tilde{\tau}_k} = \frac{c_k}{\tilde{\tau}_{k+1}}$ in the first term, we obtain
\[
\frac{c_k}{\tilde{\tau}_{k+1}} \left[ \frac{1}{\tilde{\tau}_{k+1}} E_k ||x_{\ast} - x_{k+1}||^2 + \frac{\mu_h}{\tilde{\tau}_{k+1}} E_k ||y_{\ast} - y_{k+1}||^2 \right] \leq \frac{1}{\tilde{\tau}_k} ||x_{\ast} - x_k||^2 + \frac{\mu_h}{\tilde{\tau}_k} ||y_{\ast} - y_k||^2.
\]
By taking total expectation on both sides, we obtain

$$c_k \mathbb{E} \left[ \frac{1}{\bar{\tau}_{k+1}} \| x_* - x_{k+1} \|^2 + \frac{\mu_h}{\sigma_{k+1}} \| y_* - y_{k+1} \|^2 \right] \leq \mathbb{E} \left[ \frac{1}{\bar{\tau}_k} \| x_* - x_k \|^2 + \frac{\mu_h}{\sigma_k} \| y_* - y_k \|^2 \right].$$

By iterating the inequality and using $\bar{\tau}_k = \frac{\sigma_k}{\sigma_{k+1}}$ from (5.19), we obtain

$$\frac{1}{\sigma_K} \mathbb{E} \left[ \frac{1}{\bar{\tau}_K} \| x_* - x_K \|^2 + \frac{\mu_h}{\sigma_k} \| y_* - y_K \|^2 \right] \leq \frac{1}{\sigma_0} \left( \frac{1}{\bar{\tau}_0} \| x_* - x_0 \|^2 + \frac{\mu_h}{\sigma_0} \| y_* - y_0 \|^2 \right)$$

which, after dropping the first term on LHS and multiplying both sides by $\frac{\bar{\tau}_K}{\mu_h}$, yields

$$\mathbb{E} \left[ \| y_* - y_K \|^2 \right] \leq \frac{\sigma^2}{\mu_h\tilde{\sigma}_0} \left( \frac{1}{\bar{\tau}_0} \| x_* - x_0 \|^2 + \frac{\mu_h}{\sigma_0} \| y_* - y_0 \|^2 \right).$$

By applying Lemma A.5 to $\tilde{\sigma}_k$, we have $\tilde{\sigma}_K^2 \leq 9/K^2$ With $\tilde{\sigma}_0 = \frac{1}{2\pi} \geq \frac{1}{2\pi}$ and $\tilde{\tau}_0 = \frac{\mu_h}{n \max_i A_{i,i}^2}$, we have

$$\mathbb{E} \| y_* - y_K \|^2 \leq \frac{\sigma^2}{\mu_h\tilde{\sigma}_0} \left( 1 + \frac{2n^2 \max_i A_{i,i}^2}{\mu_h^2} \right) D_* \leq \frac{36n^2}{K^2} \max_i \frac{A_{i,i}^2}{\mu_h^2} D_*.$$

Thus, the condition (5.15) on $K$ is sufficient for $\mathbb{E} \| y_* - y_K \|^2 \leq \varepsilon$. We obtain the complexity by multiplying by the expected per-iteration cost of $\text{nnz}(A)/n$ (see Remark 3.11) and adding a cost of $\text{nnz}(A)$ for the computation of $A^\top y_0$. \hfill \blacksquare

6 Conclusions

Our aim in this paper is to provide a comprehensive understanding of primal-dual coordinate methods for convex-concave min-max problems with bilinear coupling. Our results complement the developments in [2] and [21] to show that with suitable analysis, we can match and improve the best-known complexities in a wide array of special cases, by using the relatively simple PURE-CD algorithm. We conclude by highlighting an open question.

As we highlighted in Table 2, our analysis in the sparse case does not provide an improved complexity guarantee for optimality measure $\mathbb{E} \text{Gap}(x_{\text{out}}, y_{\text{out}})$ compared to deterministic methods. As we show in Thm. 3.13, it is relatively straightforward to prove this complexity for the quantity $\max_{x,y} \mathbb{E} \text{G}(x_{\text{out}}, y_{\text{out}}, x, y)$. Moreover, as we showed in Section 4 and 5, it is also possible to obtain improved complexity results depending on sparsity when there is strong convexity in the problem. However the interplay of expectation and maximum in the sparse case seems to be a roadblock to prove the desired result for expected gap for solving convex-concave problems. It is necessary to resolve this important question to complete our understanding of primal-dual coordinate methods that can adapt to sparsity in the data.
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A Preliminary Lemmas

Here we collect several technical results that are needed in the proofs of the main results.

The first lemma concerns the inequality resulting from the initialization. It is a standard one-iteration inequality for alternating gradient descent-ascent, but we include it here to make this report self-contained.

**Lemma A.1.** Given $x_1, y_1$ defined as (3.37), and $\tau = \frac{1}{n \max \|A_i\|}$, $\sigma = \frac{\gamma}{n \max \|A_i\|}$ for $\gamma < 1$, it holds for any $x, y$ that

$$h^*(y_1) - \langle Ax, y_1 \rangle \leq h^*(y) + g(x) - g(x_1) - \langle Ax, y \rangle - \frac{n \max_i \|A_i\|}{2\gamma} \left( \|y - y_1\|^2 - \|y - y_0\|^2 \right) - \frac{n \max_i \|A_i\|}{2} \|x - x_1\|^2 + n \max_i \|A_i\| \|x - x_0\|^2.$$  

Moreover, for any solution $(x_*, y_*)$, we have

$$\|x_* - x_1\|^2 + \frac{1}{\gamma} \|y_* - y_1\|^2 \leq \frac{2}{\gamma} \left( \|x_* - x_0\|^2 + \|y_* - y_0\|^2 \right) = \frac{2}{\gamma} D_*,$$

and

$$\|y_1 - y_0\|^2 \leq \frac{2}{1 - \gamma} \left( \|x_* - x_0\|^2 + \|y_* - y_0\|^2 \right) = \frac{2}{1 - \gamma} D_*,$$

where $D_*$ is defined in (1.9).

**Proof.** By prox-inequality (see eqs. (1.8) and (3.6)) applied on (3.37) for $y_1$, we have for any $y$ that

$$\frac{1}{2\sigma} \|y - y_1\|^2 + h^*(y_1) - h^*(y) \leq \frac{1}{2\sigma} \|y - y_0\|^2 - \langle Ax, y - y_1 \rangle - \frac{1}{2\sigma} \|y_1 - y_0\|^2$$

$$\iff h^*(y_1) \leq h^*(y) + \langle Ax, y_1 - y \rangle - \frac{1}{2\sigma} \left( \|y - y_1\|^2 - \|y - y_0\|^2 + \|y_0 - y_1\|^2 \right).$$

By adding to both sides $-\langle Ax, y_1 \rangle$, we obtain

$$h^*(y_1) - \langle Ax, y_1 \rangle \leq h^*(y) + \langle Ax_1, y_1 - y \rangle - \langle Ax, y_1 \rangle - \frac{1}{2\sigma} \left( \|y - y_1\|^2 - \|y - y_0\|^2 + \|y_0 - y_1\|^2 \right). \quad (A.1)$$

Similarly, using prox-inequality (see eqs. (1.8) and (3.4)) on (3.37) for $x_1$, we have for any $x$ that

$$\frac{1}{2\tau} \|x - x_1\|^2 + g(x_1) - g(x) \leq \frac{1}{2\tau} \|x - x_0\|^2 + \langle x - x_1, A^\top y_0 \rangle - \frac{1}{2\tau} \|x - x_0\|^2$$

$$\iff 0 \leq g(x) - g(x_1) - \langle x_1 - x, A^\top y_0 \rangle - \frac{1}{2\tau} \left( \|x - x_1\|^2 - \|x - x_0\|^2 + \|x_1 - x_0\|^2 \right). \quad (A.2)$$

When we sum (A.1) and (A.2), we have

$$h^*(y_1) - \langle Ax, y_1 \rangle \leq h^*(y) + g(x) - g(x_1) - \frac{1}{2\sigma} \left( \|y - y_1\|^2 - \|y - y_0\|^2 + \|y_0 - y_1\|^2 \right)$$

$$- \frac{1}{2\tau} \left( \|x - x_1\|^2 - \|x - x_0\|^2 + \|x_1 - x_0\|^2 \right) + \langle Ax_1, y_1 - y \rangle - \langle Ax, y_1 \rangle - \langle x_1 - x, A^\top y_0 \rangle.$$
We next manipulate the inner products on the RHS as
\[
(Ax_1, y_1 - y) - (Ax_1, y_1 - (x_1 - x, A^T y_0) = -(Ax_1, y) + (A(x_1 - x), y_1) - (x_1 - x, A^T y_0) \\
= -(Ax_1, y) + (A(x_1 - x), y_1 - y_0).
\]
We consequently have
\[
h^*(y_1) - (Ax, y_1) \leq h^*(y) + g(x) - g(x_1) - (Ax_1, y) + (A(x_1 - x), y_1 - y_0) \\
- \frac{1}{2\gamma}(\|y - y_1\|^2 - \|y - y_0\|^2 + \|y_1 - y_0\|^2) - \frac{1}{2\gamma}(\|x - x_1\|^2 - \|x - x_0\|^2 + \|x_1 - x_0\|^2). \tag{A3}
\]
For the inner product \((A(x_1 - x), y_1 - y_0)\), we use \(\|A\| \leq \sqrt{n}\max_i \|A_i\|\) and Young’s inequality twice to write
\[
(A(x_1 - x), y_1 - y_0) \leq \|A\|\|y_1 - y_0\|\|x_1 - x\| \\
\leq \sqrt{n}\max_i \|A_i\|\|y_1 - y_0\|\|x_1 - x\| \\
\leq \frac{n\max_i \|A_i\|}{2}\|y_1 - y_0\|^2 + \max_i \|A_i\|\|x_1 - x\|^2 \\
\leq \frac{n\max_i \|A_i\|}{2}\|y_1 - y_0\|^2 + \max_i \|A_i\|\|x_1 - x\|^2 + \max_i \|A_i\|\|x_0 - x_1\|^2.
\]
Since \(n \geq 2\), we have that \(\max_i \|A_i\| \leq \frac{2}{n}\max_i \|A_i\|\) and hence we have
\[
(A(x_1 - x), y_1 - y_0) \leq \frac{n\max_i \|A_i\|}{2} (\|y_1 - y_0\|^2 + \|x_0 - x_1\|^2 + \|x_0 - x_1\|^2).
\]
By substituting this bound into (A3) and using \(\tau = \frac{1}{\max_i \|A_i\|}, \sigma = \frac{\gamma}{\max_i \|A_i\|}\), we obtain
\[
h^*(y_1) - (Ax, y_1) \leq h^*(y) + g(x) - g(x_1) - (Ax_1, y) \\
+ \frac{n\max_i \|A_i\|}{2} (\|y_1 - y_0\|^2 + \|x_0 - x_1\|^2 + \|x_0 - x_1\|^2) \\
- \frac{n\max_i \|A_i\|}{2\gamma}(\|y - y_1\|^2 - \|y - y_0\|^2 + \|y_1 - y_0\|^2) - \frac{n\max_i \|A_i\|}{2}\|x_1 - x_0\|^2 + \|x_1 - x_0\|^2 + \|x_1 - x_0\|^2).
\]
By combining the coefficients of \(\|y_1 - y_0\|^2, \|x_1 - x_0\|^2\), and \(\|x - x_0\|^2\), we obtain
\[
h^*(y_1) - (Ax, y_1) \leq h^*(y) + g(x) - g(x_1) - (Ax_1, y) - \frac{n\max_i \|A_i\|}{2\gamma} (\|y_1 - y_0\|^2 - \|y - y_0\|^2) \\
- \frac{n\max_i \|A_i\|}{2}\|x_1 - x_0\|^2 + n\max_i \|A_i\|\|x_0 - x_1\|^2 - \frac{(1 - \gamma)n\max_i \|A_i\|}{2\gamma}\|y_1 - y_0\|^2. \tag{A4}
\]
This gives the first result of the lemma after dropping the final term on the RHS.
For the other results, we substitute \((x, y) = (x_*, y_*)\) into (A4) and rearrange to obtain
\[
(g(x_1) + (Ax_1, y_*) - h^*(y_*) - g(x) - (Ax_*, y_1) + h^*(y_1)) + \frac{n\max_i \|A_i\|}{2} \left(\|x_* - x_1\|^2 + \frac{1}{\gamma}\|y_* - y_1\|^2\right) \\
+ \frac{(1 - \gamma)n\max_i \|A_i\|}{2\gamma}\|y_1 - y_0\|^2 \leq \frac{n\max_i \|A_i\|}{2} \left(2\|x_* - x_0\|^2 + \frac{1}{\gamma}\|y_* - y_0\|^2\right).
\]
We have that the terms inside the bracket in LHS is nonnegative due to the definition of a saddle point (see also (3.8)). We then divide both sides by \(\frac{n\max_i \|A_i\|}{2}\) to get
\[
\|x_* - x_1\|^2 + \frac{1}{\gamma}\|y_* - y_1\|^2 + \frac{(1 - \gamma)}{\gamma}\|y_1 - y_0\|^2 \leq 2\|x_* - x_0\|^2 + \frac{1}{\gamma}\|y_* - y_0\|^2 \\
\leq \frac{2}{\gamma} (\|x_* - x_0\|^2 + \|y_* - y_0\|^2) \leq \frac{2}{\gamma}D_*,
\]
where we have used $\gamma < 1$. The second result of the lemma follows since the third term on the LHS is nonnegative. For the last result, we use that the first two terms on the LHS are nonnegative and multiply both sides of the resulting inequality with $\frac{2}{1-\gamma}$.

Next, we give the lemma used to decouple supremum and expectation, using ideas from [1, 13]. This lemma is in a slightly more general form to accommodate different forms of error terms, but is otherwise the same as in these earlier works [13, Lemmas 3.1 and 6.1], [1, Lemma 4.8].

**Lemma A.2.** Given $k \geq 0$ and a fixed vector $u_k \in \mathbb{R}^n$, let $P, \Sigma$ be as defined in Algorithms 2 and 1, and suppose that $v_{k+1} = (y_{k+1} - y_k) - P^{-1}(y_{k+1} - y_k)$. Let $\mathcal{U} \subseteq \mathbb{R}^n$ be any set. Then for all $K > k$, we have

$$\mathbb{E} \max_{u \in \mathcal{U}} \left[ \sum_{k=k}^{K-1} 2(u, v_{k+1})\Sigma^{-1} - \|u_k - u\|^2_{\Sigma^{-1} P^{-1}} \right] \leq \sum_{k=k}^{K-1} \mathbb{E}\|y_k - y_{k+1}\|^2_{\Sigma^{-1} P^{-1}}.$$

**Proof.** For $k \geq k$, define $u_{k+1} = u + Pv_{k+1}$. We have

$$\|u_{k+1} - u\|^2_{\Sigma^{-1} P^{-1}} = \|u - u\|^2_{\Sigma^{-1} P^{-1}} + 2(Pv_{k+1}, u - u)\Sigma^{-1} P^{-1} + \|Pv_{k+1}\|^2_{\Sigma^{-1} P^{-1}}.$$

By rearranging this inequality, summing from $k = k, \ldots, K - 1$, telescoping, and dropping the term $\|u_k - u\|^2_{\Sigma^{-1} P^{-1}}$, we obtain

$$\sum_{k=k}^{K-1} 2(u_{k+1}, u)\Sigma^{-1} - \|u_k - u\|^2_{\Sigma^{-1} P^{-1}} \leq \sum_{k=k}^{K-1} \|v_{k+1}\|^2_{\Sigma^{-1} P^{-1}} + 2(v_{k+1}, u)\Sigma^{-1}.$$  

(A.5)

We wish to bound the $\mathbb{E}\max_u$ of the LHS, which we can do by bounding the expectation of the RHS.

First, when we condition on knowing up to $y_k$, by construction $u_k$ is deterministic since it depends on $v_k$ and consequently $y_k$. We recall the definition of $E_k$ as the conditional expectation defined in Section 1.4. We next have $E_k[v_{k+1}] = 0$, since $E_k[P^{-1}(y_{k+1} - y_k)] = y_{k+1} - y_k$, we have

$$E_k(u_{k+1}, u_k)\Sigma^{-1} = 0.$$

(A.6)

Second, we use $E\|X - EX\|^2 = E\|X\|^2 - \|EX\|^2 \leq E\|X\|^2$ with $X = P^{-1}(y - y_{k+1})$ to obtain

$$E\|v_{k+1}\|^2_{\Sigma^{-1} P^{-1}} = E\|y_{k+1} - y_k - P^{-1}(y_{k+1} - y_k)\|^2_{\Sigma^{-1} P^{-1}}$$

$$= E\|E_k[y_{k+1} - y_k - P^{-1}(y_{k+1} - y_k)]\|^2_{\Sigma^{-1} P^{-1}}$$

$$= E\|E_k[y_{k+1} - y_k - P^{-1}(y_{k+1} - y_k)] - P^{-1}(y_{k+1} - y_k)\|^2_{\Sigma^{-1} P^{-1}}$$

$$\leq E\|E_k[y_{k+1} - y_k]\|^2_{\Sigma^{-1} P^{-1}}$$

We obtain the result by taking the expectation of the RHS in (A.5) and using the bound just derived in combination with (A.6).

The next lemma to compute the expectation of $\|x_{k+1} - x\|^2$ which is random when we use PURE-CD with sparsity. This result is from [2, Lemma 2], but we include the proof for the sake of being self-contained.

**Lemma A.3.** [2, Lemma 2] Let $x_{k+1}$ be computed as Algorithm 2, and let $\bar{y}_{k+1}$ be as defined in (2.2). For any deterministic $x$ and $B_k = \text{diag}(\beta_k^{(1)}, \ldots, \beta_k^{(d)}) > 0$, we have for any $k \geq 0$ that

$$E_k\|x_{k+1} - x\|^2_{B_k} = \|\bar{x}_{k+1} - x\|^2_{B_k} - \|x_{k+1} - x\|^2_{B_k} + \|x_k - x\|^2_{B_k} + \frac{2}{n}(B_k T_k \Theta_k A^\top (\bar{y}_{k+1} - y_k), \bar{x}_{k+1} - x) + \|\bar{y}_{k+1} - y_k\|^2_{M_{\gamma}(B_k)},$$  

(A.7)
Moreover, we have
\[\alpha = \sum_{j=1}^{d} \beta_k^{(j)} (r_k^{(j)})^2 (\phi_k^{(j)})^2 A_{i,j}.\]

Let \(y_{k+1}\) be computed as Algorithm 2 or Algorithm 1. For any deterministic \(y\) and \(\Phi_k = \text{diag}(\phi_k^{(1)}, \ldots, \phi_k^{(n)}) \succ 0\), we have for \(k \geq 0\) (and for \(k \geq 1\) in Sec. 3.1.2) that
\[E_k \|y_{k+1} - y\|^2_{\Phi_k} = \|\bar{y}_{k+1} - y\|^2_{\Phi_k} + \|y_k - y\|^2_{\Phi_k (I-P)}.\]

Moreover, we have
\[E_k [h^*(y_{k+1})] = \sum_{i=1}^{n} p^{(i)} h^*_i (y_{k+1}) + \sum_{i=1}^{n} (1 - p^{(i)}) h^*_i (y_{k}).\]

**Proof.** For convenience, recall the definitions \(J(i) = \{ j \in [d] : A_{i,j} \neq 0 \}\) and \(I(j) = \{ i \in [n] : A_{i,j} \neq 0 \}\).

By using the update rule of \(x_{k+1}\) in step 7 and expanding the square, we write
\[
E_k \|x_{k+1} - x\|^2_{B_k} = E_k \sum_{j=1}^{d} \beta_k^{(j)} (x_{k+1}^{(j)} - x^{(j)})^2
\]
\[= E_k \sum_{j \in J(i_k)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2 + \sum_{j \notin J(i_k)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2
\]
\[= E_k \sum_{j \in J(i_k)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2 + E_k \sum_{j \notin J(i_k)} 2 \beta_k^{(j)} (\bar{x}_{k}^{(j)} - x^{(j)}) (\bar{x}_{k+1}^{(j)} - x^{(j)})
\]
\[+ E_k \sum_{j \notin J(i_k)} \beta_k^{(j)} (\bar{x}_{k}^{(j)} - x^{(j)})^2 + E_k \sum_{j \notin J(i_k)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2. \quad (A.8)
\]

We now estimate all the terms separately. First, we have
\[
E_k \sum_{j \in J(i_k)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2 = \sum_{i=1}^{n} \frac{1}{n} \sum_{j \in J(i)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2 = \sum_{j=1}^{d} \sum_{i \in I(j)} \beta_k^{(j)} \frac{1}{n} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2
\]
\[= \sum_{j=1}^{d} \pi^{(j)} \beta_k^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})^2 = \|\bar{x}_{k+1} - x\|^2_{B_k \Pi}, \quad (A.9)
\]

where the second step used \(\sum_{j=1}^{d} \sum_{i \in I(j)} \alpha_{i,j} = \sum_{i \in I(j)} \sum_{j=1}^{d} \alpha_{i,j}\) for any sequence \((\alpha_{i,j})_{i \in [n], j \in [d]}\) since both sums goes over all the indices corresponding to nonzero elements of matrix \(A\) and sums the values of \(\alpha\) in these indices. The second to last step used the definition \(\pi^{(j)} = \sum_{i \in I(j)} 1/n\).

We next note that since \(y_{k+1} - y_k\) is one sparse for \(k \geq 0\), and that \(y_{k+1}^{(i)} = \bar{y}_{k+1}^{(i)}\), \(y_{k}^{(i)}\), we have
\[(A^T (y_{k+1} - y_k))^{(j)} = (A^T (\bar{y}_{k+1}^{(i)} - y_k))^{(j)} = A_{i,j} (\bar{y}_{k+1}^{(i)} - y_k),\]
We use the last equality to exchange the order of summations to derive the following:

\[
\mathbb{E}_k \sum_{j \in J(i_k)} 2\beta_k^{(j)} \tau_k^{(j)} \vartheta_k^{(j)} (A^\top (y_{k+1} - y_k))^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})
\]

\[
= \mathbb{E}_k \sum_{j \in J(i_k)} 2\beta_k^{(j)} \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})
\]

\[
= \sum_{i=1}^n \sum_{j \in J(i)} \frac{1}{n} 2\beta_k^{(j)} \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})
\]

\[
= \sum_{i=1}^n \sum_{j=1}^d \frac{1}{n} 2\beta_k^{(j)} \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})
\]

\[
= \frac{2}{n} \beta_k^{(j)} \tau_k^{(j)} \vartheta_k^{(j)} \sum_{i=1}^n A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} (\bar{x}_{k+1}^{(j)} - x^{(j)})
\]

\[
= \frac{2}{n} (B_k T_k \Theta_k A^\top (\bar{y}_{k+1} - y_k), \bar{x}_{k+1} - x),
\]

(A.10)

where the third equality is due to \( A_{i,j} = 0 \) for \( j \notin J(i) \).

With a similar estimation to the last equality, we have

\[
\mathbb{E}_k \sum_{j \in J(i_k)} \beta_k^{(j)} \left( \tau_k^{(j)} \vartheta_k^{(j)} (A^\top (y_{k+1} - y_k))^{(j)} \right)^2
\]

\[
= \mathbb{E}_k \sum_{j \in J(i_k)} \beta_k^{(j)} \left( \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} \right)^2
\]

\[
= \sum_{i=1}^n \sum_{j \in J(i)} \frac{1}{n} \beta_k^{(j)} \left( \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} \right)^2
\]

\[
= \sum_{i=1}^n \sum_{j=1}^d \frac{1}{n} \beta_k^{(j)} \left( \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} \right)^2
\]

\[
= \sum_{i=1}^n \left( \sum_{j=1}^d \frac{1}{n} \beta_k^{(j)} \left( \tau_k^{(j)} \vartheta_k^{(j)} A_{i,j} (y_{k+1} - y_k^{-1})^{(j)} \right)^2 \right) (\bar{y}_{k+1}^{-1} - y_k^{-1})^2
\]

\[
= \sum_{i=1}^n M^{(i)}_y (B_k) (\bar{y}_{k+1}^{-1} - y_k^{-1})^2 = \| \bar{y}_{k+1}^{-1} - y_k^{-1} \|^2_{M_y(B_k)}
\]

where we have defined \( M^{(i)}_y (B_k) = n^{-1} \sum_{j=1}^d \beta_k^{(j)} (\tau_k^{(j)})^2 (\vartheta_k^{(j)})^2 A_{i,j}^2 \).

We finally derive

\[
\mathbb{E}_k \sum_{j \notin J(i_k)} \beta_k^{(j)} (x_k^{(j)} - x^{(j)})^2 = \sum_{j=1}^d \beta_k^{(j)} (x_k^{(j)} - x^{(j)})^2 - \mathbb{E}_k \sum_{j \in J(i_k)} \beta_k^{(j)} (x_k^{(j)} - x^{(j)})^2
\]

\[
= \| x_k - x \|_{B_k}^2 - \| x_k - x \|_{B_k \Pi}^2.
\]

(A.11)

where the last step uses the same estimation in (A.9) with the difference of having \( x_k \) instead of \( \bar{x}_{k+1} \).

We insert eqs. (A.9) to (A.12) into (A.8) to deduce the first result.
Then we have (using general probabilities \( p^{(i)} \) in the expectations \( \mathbb{E}_k \)) that

\[
\mathbb{E}_k \| y_{k+1} - y \|^2_{\hat{\Phi}_k} = \mathbb{E}_k \left[ \sum_{i=1}^n \phi_k^{(i)} (y_{k+1}^{(i)} - y^{(i)})^2 \right] \\
= \mathbb{E}_k \left[ \phi_k^{(i_k)} (\bar{y}_{k+1}^{(i_k)} - y^{(i_k)})^2 + \sum_{i \neq i_k} \phi_k^{(i)} (y_k^{(i)} - y^{(i)})^2 \right] \\
= \mathbb{E}_k \left[ \phi_k^{(i_k)} (\bar{y}_{k+1}^{(i_k)} - y^{(i_k)})^2 - \phi_k^{(i_k)} (y_k^{(i_k)} - y^{(i_k)})^2 + \sum_{i=1}^n \phi_k^{(i)} (y_k^{(i)} - y^{(i)})^2 \right] \\
= \sum_{i=1}^n p^{(i)} \phi_k^{(i)} (\bar{y}_{k+1}^{(i)} - y^{(i)})^2 - \sum_{i=1}^n p^{(i)} \phi_k^{(i)} (y_k^{(i)} - y^{(i)})^2 + \sum_{i=1}^n \phi_k^{(i)} (y_k^{(i)} - y^{(i)})^2 \\
= \| \bar{y}_{k+1} - y \|^2_{\hat{\Phi}_k} + \| y_k - y \|^2_{\hat{\Phi}_k (I-P)}.
\]

The final equality is derived by using the same derivation since \( h^* (y) = \sum_{i=1}^n h_i^* (y^{(i)}) \).

The following technical result is used in the proof of Theorem 3.5, immediately after (3.41) and is based on the ideas from [21].

**Lemma A.4.** [based on [21]] Let \( x_1, y_1 \) be computed as (3.37) and let \( \lambda_0 = (n-1)\lambda_1 = 1 \), and for \( k \geq 1 \), \( \lambda_{k+1} = \min \{1, \lambda_k n/(n-1)\} \). For all \( K \geq 1 \), define (as in Theorem 3.5) the following averaged iterates:

\[
\Lambda_K = \sum_{k=0}^{K-1} \lambda_k, \quad y^K = \frac{n\lambda_{K-1} y_K + \sum_{k=1}^{K-2} (n\lambda_k - (n-1)\lambda_{k+1}) y_{k+1}}{\Lambda_K}, \quad x^K = \frac{\sum_{k=0}^{K-1} \lambda_k \bar{x}_{k+1}}{\Lambda_K}.
\]

Then we have

\[
\sum_{k=1}^{K-1} \lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) \geq \Lambda_K G(x^K, y^K, x, y) + \sum_{k=1}^{K-1} \mathcal{E}_{k,3}(x) \\
+ \frac{n \max_i A_i \max_i \parallel y - y_i \parallel^2 - \parallel y - y_0 \parallel^2}{2\gamma} + \frac{n \max_i A_i \max_i \parallel x - x_i \parallel^2}{2} - n \max_i \parallel A_i \parallel \parallel x - x_0 \parallel^2,
\]

where \( \mathcal{E}_{k,3}(x) = \lambda_k \left( -\langle x, A^T \bar{y}_{k+1} \rangle + \langle x, A^T (ny_{k+1} - (n-1)y_k) \rangle + h^* (\bar{y}_{k+1}) - nh^* (y_{k+1}) + (n-1)h^* (y_k) \right) \), as in (3.39c).

**Proof.** We have by using the definitions of \( G \) (from (1.4)) and \( \mathcal{E}_{k,3}(x) \) (above) that

\[
\sum_{k=1}^{K-1} \lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) \\
= \sum_{k=1}^{K-1} \lambda_k \left( g(\bar{x}_{k+1}) + \langle A \bar{x}_{k+1}, y \rangle - g(x) \right) + \lambda_k \left( h^* (\bar{y}_{k+1}) - \langle A x, \bar{y}_{k+1} \rangle - h^* (y) \right) \\
= \sum_{k=1}^{K-1} \lambda_k \left( g(\bar{x}_{k+1}) + \langle A \bar{x}_{k+1}, y \rangle - g(x) \right) \\
+ \sum_{k=1}^{K-1} [n\lambda_k h^* (y_{k+1}) - (n-1)\lambda_k h^* (y_k) - \langle A x, n\lambda_k y_{k+1} - (n-1)\lambda_k y_k \rangle - \lambda_k h^* (y) + \mathcal{E}_{k,3}(x)].
\]
Developing this estimate further, we note that by definition of $K$

Next, we work with two summations on the RHS of (A.13). As in [21], we have

By using this inequality together with $\bar{\lambda}$

By using the definitions of $\Lambda$ and $y^K$ and convexity of $h^*$ to deduce that

By the same derivation, we have

By using the definitions of $\Lambda$ and $y^K$, we can further develop this estimate to obtain

By using (A.14) and (A.15) in (A.13), we have

We have by taking the negative of both sides in the first claim of Lemma A.1) that

By using this inequality together with $\bar{x}_1 = x_1$ and $1 = \lambda_1(n-1) = \lambda_0$ in (A.16), we obtain

\[
\sum_{k=1}^{K-1} \lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) \geq \sum_{k=0}^{K-1} \lambda_k (g(\bar{x}_{k+1}) + \langle A\bar{x}_{k+1}, y \rangle - g(x)) - \sum_{k=0}^{K-1} \lambda_k h^*(y) + \Lambda K h^*(y^K) - \Lambda K \langle Ax, y^K \rangle
\]
In particular, after recalling $\Lambda_K = \sum_{k=0}^{K-1} \lambda_k$, with the definition of $x^K$ in this lemma, we have by convexity of $g$ that

$$\sum_{k=1}^{K} \lambda_k G(\bar{x}_{k+1}, \bar{y}_{k+1}, x, y) \geq \Lambda_K \left[ g(x^K) + \langle Ax^K, y \rangle - g(x) - h^*(y) + h^*(y^K) - \langle Ax, y^K \rangle \right] + \sum_{k=1}^{K-1} \mathcal{E}_{k,3}(x)$$

$$+ \frac{n \max_i \|A_i\|}{2\gamma} \left(\|y - y_1\|^2 - \|y - y_0\|^2\right) + \frac{n \max_i \|A_i\|}{2} \|x - x_1\|^2 - n \max \|A_i\| \|x - x_0\|^2. \quad (A.17)$$

We identify $G(x^K, y^K, x, y)$ (see (1.4)) in the RHS of this inequality to complete the proof. ■

Lemma A.5 ([9]). Let us define a positive sequence $\alpha_k$ for $k \geq 0$ such that $\alpha_0 \leq 1$ and $\alpha_{k+1} = \frac{\alpha_k}{\sqrt{1 + \alpha_k}}$. Then $\alpha_k \leq 3/K$ for all $K > 0$.

Proof. Note first that $\{\alpha_k\}$ is a positive decreasing sequence. For any $k \geq 0$, we have $\alpha_{k+1} = \frac{\alpha_k}{\sqrt{1 + \alpha_k}}$ and thus for $s_k = \alpha_{k}^{-1}$, we have $s_{k+1} = s_k \sqrt{1 + s_k^2} = s_k + (s_k + 1/2) \sqrt{1 - \frac{1}{(s_k + 1/2)^2}}$ and for $s_k \geq 1$ which is due to $\alpha_k \leq 1$, we use $\sqrt{1-t} \geq 1-t$ for $t \in [0,1]$ to get $s_{k+1} \geq (s_k + 1/2) \left(1 - \frac{1}{(s_k + 1/2)^2}\right) = s_k + 1/2 - \frac{1/4}{s_k + 1/2} \geq s_k + 1/2 - \frac{1/4}{s_k + 1/2} = s_k + 1/3$ (again using $s_k \geq 1$). Since this bound holds for all $k = 0, 1, \ldots$, we have $s_k \geq s_0 + \frac{k}{3} \geq \frac{k}{3}$ due to $s_0 \geq 1$. Since $s_k = \alpha_{k}^{-1} = \frac{k}{3}$, the result follows. ■

B Conversion of Results for ERM in Theorem 3.5

We restate the problem considered in this paper as follows:

$$\min_x \max_y \sum_{i=1}^{n} \langle A_i x, y^{(i)} \rangle - h^*_i(y^{(i)}) + g(x) = \min_x \sum_{i=1}^{n} h_i(A_i x) + g(x), \quad (B.1)$$

where $A_i$ is a row vector of length $d$. In Theorem 3.5 and other results in the paper, we measure the complexity bounds of the algorithms in terms of their dependence on $D_x = \max_{x \in \text{dom } g} \|x\|$, $D_y = \max_{y \in \text{dom } h^*} \|y\|$ and $\max_i \|A_i\|$, where $h^*(y) = \sum_{i=1}^{n} h^*_i(y^{(i)})$.

In ERM, we often write the formulation with a feature vector $a_i \in \mathbb{R}^d$, and

$$\min_x \frac{1}{n} \sum_{i=1}^{n} f_i(a_i, x) + g(x), \quad (B.2)$$

and we measure the complexity bounds of the algorithms in terms of their dependence on $D_x = \max_{x \in \text{dom } g} \|x\|$, $L_f$: Lipschitz constant of $f_i$ and $\max_i \|a_i\|_2$. Of course, (B.2) has the form (B.1), but the dependence of the bounds in different quantities can make it hard to compare results in different papers, because they use one or other of these formulations.

First, note that we can map (B.2) into (B.1) by setting

$$h_i \leftarrow \frac{1}{n} f_i \quad \text{and} \quad A_i \leftarrow a_i^\top. \quad (B.3)$$

Let us use [5, Corollary 17.19] to state for proper, convex, lsc $h_i : \mathbb{R} \to \mathbb{R}$ that

$h_i$ is $\bar{L}_h$-Lipschitz $\iff |v| \leq \bar{L}_h$, for all $v \in \text{dom } h_i^*$. Therefore, we have (see (B.1))

$$D_y = \max_{y \in \text{dom } h^*} \|y\| \leq \sqrt{n} \bar{L}_h. \quad (B.4)$$
The upper bounds we derived for (B.1) in Thm. 3.5, 3.8 are of the form

\[ \frac{1}{K} n \max_i \|A_i\| \left( D_x^2 + D_y^2 \right). \]  

(B.5)

Note that this bound is slightly different from Theorem 3.5. The reason is that Theorem 3.5 assumes that \( h \) is \( L_h \)-Lipschitz and uses this constant in the bounds instead of \( D_y \). Here, we have that \( f_i \) is \( L_f \)-Lipschitz and we want to write the bounds in terms of \( L_f \) to compare with existing bounds in [4, 22, 26].

We now show how to write this bound in an alternative way. Note that the upper bound given in (B.5) normally arises from an inequality of the form

\[ \frac{1}{K} \left( \frac{1}{\tau} D_x^2 + \frac{n}{\sigma} D_y^2 \right), \]

and the step sizes are chosen so that \( \tau \sigma n \max_i \|A_i\| \leq 1 \). Normally, we pick \( \tau = \frac{1}{n \max_i \|A_i\|} \) and \( \sigma = \frac{1}{\max_i \|A_i\|} \), resulting in the upper bound (B.5). However, with the knowledge of \( D_x, D_y \), we can also pick \( \tau = \frac{1}{n D_x \max_i \|A_i\|} \) and \( \sigma = \frac{D_y}{D_x \max_i \|A_i\|} \) which still satisfies the step size rule, since we scaled the step sizes in the same way, and the upper bound in (B.5) can be alternatively written as

\[ \frac{n \max_i \|A_i\|}{K} D_x D_y. \]

Using (B.3) and (B.4), our last bound becomes

\[ \frac{1}{K} n \max_i \|a_i\| D_x \sqrt{n L_h}. \]  

(B.6)

Since \( f_i \) is \( L_f \)-Lipschitz and \( h_i = \frac{1}{n} f_i \), we have \( L_h = \frac{L_f}{n} \), so this bound becomes

\[ \sqrt{n} L_f \max_i \|a_i\| D_x. \]  

(B.7)

This bound gives the complexity

\[ \sqrt{n} L_f \max_i \|a_i\| D_x \varepsilon \]

for solving ERM problem in (B.2) to \( \varepsilon \)-accuracy. We can now compare it directly with the existing results [4, 22, 26].
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