Scaling properties of centering forces
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Abstract – Motivated by the centering of microtubule asters in cells, we study the general properties of three types of centering forces: bulk pulling forces, surface (cortical) pulling forces, and pushing forces. We evidence unexpected scaling laws between the net force on the aster and its position for different modes of centering, and also address how the effective centering stiffness depends on the cell size. Importantly, we find that both scaling laws and effective stiffness depend on the spatial dimensions, and thus that 1D and 2D ansatz usually considered could misguide the interpretation of experimental results. We also show how scaling laws depend on the cell shape. While some hold for any convex cell, others strongly depend on the shape. By deriving these scaling laws for any spatial dimension, we generalize these results beyond the biological perspective. This analysis provides a broad framework to understand shape sensing mechanisms.

In animal eggs after fertilization, the male pronucleus reaches the center of the cell, seemingly following only geometrical cues: in deformed cells, the pronucleus seems to stop at the center of mass [1]. It is remarkable that a small biological object can robustly find the center of the containing space autonomously. It has thus gained a lot of experimental and theoretical attention. The pronucleus creates an aster, a radial structure of stiff elastic filaments called microtubules. Molecular motors attached to structures in the cell volume (such as vesicles or the endoplasmic reticulum) and/or to the surface (the cell cortex) pull on microtubules, while microtubule growth creates a pushing force when they are in contact with the cell cortex. In many species, a combination of these mechanisms allows for efficient aster centration [2–6]. However, which of bulk pulling, cortical pulling, or pushing is dominating in a given species, remains controversial [7].

While more biochemical and biophysical methods become available to address this issue, surprisingly little is known on how the cell-scale centering forces depend on how forces are applied on individual microtubules. In this article, we aim at clarifying the mathematical properties of centering forces according to the centering mechanism. We use a single formalism to encompass three different mechanisms, and study their scaling properties, i.e., how the integrated force on the aster scales with the aster distance to the cell center, and how the effective centering stiffness scales with cell size. We find that some centering mechanisms exhibit surprising scaling properties. We first focus on biologically relevant case studies before generalizing to an agent seeking the center of a space in n dimensions. This allows us to address how centering forces depend on dimensionality and container geometry.

Centering by bulk pulling. – We consider an aster centering by motors in the cell volume pulling on microtubules emanating from the aster. Let us call R the radius of the cell if it is spherical, or its characteristic size otherwise and l the length of a microtubule normalized by R; the pulling force on the microtubule should depend on the number of motors attached to it, and thus upon l. It is generally assumed that the magnitude of the force on a microtubule is \( f_1 l^p \), where p is an exponent describing the interaction of the microtubule with motors, and f1 is a typical force. For instance, we expect a scaling exponent \( p = 1 \), if motors are not limiting, so that they saturate the microtubule length, and \( p = 3 \) if motor attachment is limited by the availability or binding time of motors [1,8,9]. The microtubule length l should depend upon its orientation \( \theta \) and upon x the position of the aster normalized by R. Calling N the total number of microtubules, the net force on the aster projected on the axis Ox reads

\[
f^p(x) = \frac{N f_1}{2} \int_0^\pi l(x, \theta)^p \cos \theta \sin \theta \, d\theta .
\] (1)

Here we averaged over all filament orientations \( \theta \) (see fig. 1, left), and implicitly integrated over all orientations around
the $Ox$-axis (as is described by the factor $\sin \theta$), assuming microtubules to have a uniform angular distribution. Because we are interested in scaling properties rather than dynamics, we will not consider the early stages when the aster is small, and always assume that microtubules have grown long enough so that they are all touching the cortex. In this case the function $l(x, \theta)$ depends on the shape of the cell. In a sphere, we have

$$l(x, \theta) = -x \cos \theta + \sqrt{1 - x^2 \sin^2 \theta},$$

Taking the specific case of a spherical cell, we already see interesting scaling properties, fig. 2. For $p = 1$, $f^1(x)$ is linear with $x$ as could be expected. Remarkably, we find that $f^1$ is also linear with $x$, but that $f^2$ and $f^3$ are sub-linear, although the forces per microtubule length are super-linear with microtubule length. Only for $p > 4$ (e.g., $p = 5$) does the net force $f^p$ become super-linear with $x$, see fig. 2. We will see later that these power laws depend on the dimension considered. To understand if these results hold in non-spherical geometries, we considered a conical cell shape (see fig. 1) — mimicking that of cells confined in microfabricated chambers [1] — and found that $f^1$ is no longer linear with $x$: $f^1$, $f^2$ and $f^3$ are now non-monotonous with $x$ and $f^5$ is still super-linear (fig. 2). Interestingly, $f^4$ is still linear with $x$. We will see in the second part of this article that this corresponds to a more general result: in an $n$-dimensional convex space, the centering force for $p = n+1$ is always linear. Centering in cells is often described by a stiffness, i.e., the stiffness of an elastic potential that would yield the same force profile [2,10]. Although we can only rigorously identify a centering stiffness when the force is linear with $x$ (e.g., for $f^1$), we can define an effective centering stiffness $K = -\partial_x f^p(x = 0)$. For a sphere, we find $K = Np f_1/3R$; for other shapes, we expect the same result up to a geometrical factor $\gamma$ that depends on $p$ and on cell shape but is independent of $R$, since all distances can be normalized by $R$. For bulk pulling forces, the characteristic force $f_1$ also depends on system size as $f_1 = R^p k_p$. For instance if $p = 1$, $k_1$ is the motor force per unit microtubule length; for $p = 3$, $k_3$ is the force per unit volume, and so on. Therefore, we expect the effective stiffness to be

$$K = \gamma Np k_p R^{p-1}/3,$$

in which $\gamma = 1$ when the cell is spherical. Thus, the dependence of the stiffness on cell size varies with the scaling exponent $p$. For instance, if the force per microtubule is proportional to their length ($p = 1$), then $K$ is independent of cell size. In addition, we will see later that stiffness also depends on the dimension, and as such, a stiffness estimated in 2D is 50% bigger than that in 3D, i.e., in 3D, one needs 50% more microtubules than would be estimated from a 2D ansatz.

Centering by pushing. — Assuming microtubules to be radially distributed as in bulk pulling, pushing can only work if the force per microtubule depends on its length; otherwise, we would get a net force $\tilde{f}^0(x) = 0$ (see eq. (1)). Two factors can contribute to this: microtubule buckling, because the buckling force for a rod depends on its length, and microtubule dynamics, because the time spent pushing on the cortex depends on the distance to the cortex [11]. In the appendix, we show that in the latter case, the fraction of microtubules pushing against the cortex should be $l_0/t$, with $t$ the normalized distance to the cortex and $l_0$ a dimensionless parameter comparing the growth speed normalized by $R$ to the catastrophe rate of microtubules at the cortex.

Centering by pushing can therefore be treated similarly to bulk pulling. For dynamic microtubules, we have $p = -1$ and $f_1 = -f_0 l_0$, with $f_0$ the polymerization force of a microtubule. $f_0$ should be of a few piconewtons, and independent of microtubule length. For a buckling
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Fig. 3: Top: net centering force in a spherical cell by bulk pulling forces of different power law $f^p$, as a function of the position $x$ (where $x$ is normalized by the typical size $R$). $p = -1$ corresponds to dynamic microtubules and $p = -2$ to buckling microtubules. Insert: centering forces by pushing in a conical cell. Forces are normalized by $N f_1$ (see text).

If microtubule tips can slide on the cortex [13]. In both cases, we cannot write the net force in the same form as eq. (1). Here we will consider the case where the number of motors on the cortex is limiting, as this was recently shown to control aster positioning in vivo [14,15]. Let us call $f'$ the directed centering force projected on Ox. With $M$ the number of motors, $f_m$ the force exerted by a single motor, and assuming motors to be uniformly distributed on the surface, we can write

$$f'(x) = -\frac{M f_m}{S} \int_S u_x \cdot u_0(r) d^2r, \quad (4)$$

in which $S$ is the cell surface, $d^2r$ is the surface element and $u_x = u_0(r) = \cos \theta$ is the projection of the direction $u_0$ of the microtubule on the $x$-axis. In a sphere, this simplifies to (see eq. (8))

$$f'(x) = -\frac{2M f_m}{3} x. \quad (5)$$

However, this linear scaling seen in a spherical cell is not shape independent and does not hold in a conical cell (see fig. 2). The centering stiffness thus reads $K = 2\gamma M f_m/3R$ (with $\gamma = 1$ for a spherical cell), and decreases with increasing system size. Were the forces due to cortical pulling, we would thus expect $M \sim 180$ motors to participate in *C. elegans* (assuming $f_m \sim 2\text{pN}$), while about $12\times$ this number would be required to explain the stiffness measured in sea urchin embryos. Note that, in 2 dimensions, we find $K = M f_m/2R$, therefore the stiffness of a 2D ansatz is $3/4$ that of the real 3D system (see hereafter, for the derivation in $n$ dimensions).

**Generalization to $n$-dimensional cells.** — To reach a more general understanding, we now consider centering forces of an agent in any dimension. We will consider the cell as an $n$-dimensional space that is symmetric around the axis Ox. We will introduce the generalized formalism for bulk pulling (and pushing) and cortical pulling, before discussing the results. In bulk pulling and pushing, forces are averaged on all angular directions from the agent’s perspective, and thus we term this mechanism *autonomous* centering. For cortical pulling, the pulling forces are averaged over all the surface points, and thus the agent’s motion is controlled by the surface properties [14,15]. Thus, we name this mechanism *directed* centering. We will see that these two mechanisms belong to different universality classes. From now on, all distances will be normalized by $R$, and forces by $N f_1$ (for *autonomous* centering) or $M f_m$ (for *directed* centering). The generalization of spherical and conical cells embedded in a $n$-dimensional space are called $n$-ball and $n$-cone, respectively.

In the case of *autonomous* centering, the net force $f^n_1$ (normalized by $N f_1$) is, with $\Gamma$ the gamma function:

$$f^n_1(x) = \frac{1}{\alpha_n} \int_0^\pi \cos \theta \sin^{n-2}(\theta) |l(x, \theta)|^2 d\theta, \quad (6)$$

$$\alpha_n = \frac{\Gamma(n-1)}{\Gamma(n)} \sqrt{\pi}. \quad (7)$$
In the general case of directed centering, the pulling force could depend on the distance to the surface. The net force \( f_n^p(x) \) (normalized by \( M f_n \)) can be written:

\[
\bar{f}_n^p(x) = \frac{1}{S_n} \int_{S_n} u_x \cdot u_0(x) t'(x, r) n^{p-1} d r,
\]

in which \( S_n \) is the surface in \( n \) dimension, i.e., an \( (n-1) \)-dimensional manifold embedded in an \( n \)-dimensional space. We can see this centering mechanism as a generalization of Newton’s shell [16] for forces of different exponents, and for any dimension. In the particular case of a spherical cell we find

\[
\bar{f}_n^p(x) = \frac{1}{\alpha_n} \int_0^{\pi} \left( \cos \phi - x \right) \sin^{n-2} \phi t'(x, \phi) n^p d \phi,
\]

\[
t'(x, \phi) = \sqrt{1 + x^2 - 2x \cos \phi}.
\]

It is possible to solve \( \bar{f}_n^p(x) \) analytically, to find, with \( \alpha_2 \) the \((2, 1)\) hypergeometric function:

\[
\bar{f}_n^p(x) = -N f_1(1-x)^{p-1} \times 2 \alpha_2 \left( \frac{n+1}{2}, \frac{1-p}{2}; n; -\frac{4x}{(x-1)^2} \right) + (x-1)\alpha_2 \left( \frac{n+1}{2}, \frac{1-p}{2}; n-1; -\frac{4x}{(x-1)^2} \right).
\]

Note that here we find \( \bar{f}_3^{p-2}(x) = 0 \) in agreement with Newton’s first theorem [16]; this result is known to be valid only for a sphere in 3 dimensions.

Scaling properties and shape dependence. – For autonomous centering, we did not find any generic analytical solution for any \( n, p \) or any general shape. However, we did find one peculiar scaling for some values of \( p \) and \( n \). For this, we first define the mean distance \( l_n^p \) to the surface:

\[
l_n^p(x) = \frac{1}{\alpha_n} \int_0^{\pi} \sin^{n-2} \phi l(x, \phi) n^p d \phi.
\]

Note that \( l_n^p(x) \) is the fraction of space visible from \( x \), and is equal to 1 for any convex space. Moreover, for a such convex space,

\[
\partial_x l(x, \theta) = -\cos \theta - \frac{\partial l(x, \theta)}{l(x, \theta)} \sin \theta.
\]

And we find that, for any convex shape:

\[
\frac{\partial_v f_n}{p} = \frac{\alpha_{n+2}}{\alpha_n} \left( \frac{p-n-1}{p-1} \right)^{n+1} - \left( \frac{p-n}{p-1} \right) \bar{l}^{n-1}.
\]

Using \( \bar{l}^0_n = 1 \), we find

\[
f_n^{p+1}(x) = -\frac{n+1}{n} x.
\]

Therefore, in \( n \) dimensions, the net \((n+1)\)-force \( f_n^{p+1}(x) \) is linear with \( x \), explaining the surprising scaling properties we observed in three dimensions. We could not find any general scaling law for \( f_n^p(x) \), in agreement with our finding in 3D that the shape of \( f_3^p(x) \) depends on cell geometry, fig. 2.

To identify universal scaling laws, we systematically computed the power law of \( f_n^p(x) \) with \( x \). For this, we numerically integrated eqs. (6),(8), and fitted \( f_n^p(x) \) by a power law \( x^\beta \). We could do this in any shape by redefining \( l(x, \theta) \) in eq. (2). This analysis showed that in a sphere, the net pulling force \( f_n^p(x) \) is linear with \( x \) for \( p = 1 \) and \( p = n+1 \), sub-linear in between, and super-linear for \( p < 1 \) and \( p > n+1 \), fig. 4, top. In a cone, the scaling law \( f_n^{p+1}(x) \) was still valid but \( f_n^p(x) \) was no longer proportional to \( x \), as expected. By taking \( n = 3 \), in the above results, one falls back on the results discussed in the first part of this manuscript for the case of 3D shapes.

Because the scaling behaviour of \( f_n^p(x) \) depends on the dimension \( n \), it is interesting to consider what happens when one dimension becomes arbitrarily small. For this, we thus integrated eqs. (6),(12) in a 3-ball symmetrically truncated along its \( Oy \)-axis at a height \( h \), see fig. 1. We found that the expected scaling law for \( f_3^p(x) \) still held even for \( h \to 0 \), fig. 5. Although this was expected from \( l_n^0 \) being space invariant in any convex space, it is interesting
to see that a $n$-dimensional system does not behave as $(n - 1)$-dimensional system when one dimension becomes infinitesimally small.

For directed centering mechanisms, we first consider the simple case $p = 1$, and note that a convex shape symmetric around the axis $Ox$ can be entirely described by a function $r(\phi)$, in which $r$ is the distance from a point on the surface, at angle $\phi$ to the center of the space. We can thus write

$$f_n^1 \propto \int_0^\pi (-x + r(\phi) \cos(\phi)) (r(\phi) \sin(\phi))^{n-2} \, d\phi. \quad (16)$$

From there, it is clear that $\partial_x f_n^1$ is a constant depending on $r(\phi)$ but not on $x$. Therefore, $f_n^1$ is always linear with $x$ in a convex space. However, we could not find such an argument for $f_n^0$: this is in agreement with our finding that $f_n^0$ is not linear with $x$ in a conical 3D cell, fig. 2.

To understand the generic scaling properties, we could once again integrate $f_n^p(x)$ numerically and fit it by a power law $x^\beta$. In general, in an $n$-ball, for $p > 1$, the exponent $\beta$ appeared to increase with $p$ independently of the dimension considered, but this result did not hold in an $n$-cone. As expected, for $p = 1$, we found $f_n^1(x)$ to be systematically linear with $x$, be the shape spherical or conical, fig. 4. Interestingly, the “cortical pulling” mechanism $f_n^0$ appeared linear only for a 3D spherical cell, and was not linear either for non-spherical cells or for $n \neq 3$.

Thus, only the scaling $f_n^1(x) \propto x$ seems universal.

**Effective stiffness.** – For both autonomous and directed centering, we next derived expressions for the effective stiffness in a spherical cell in $n$-dimensions. We defined the effective stiffness $K_n^p$, as

$$K_n^p = -\partial_x f_n^p \bigg|_{x=0}, \quad K_n^{1p} = -\partial_x f_n^1 \bigg|_{x=0}. \quad (17)$$

For autonomous centering, and in a spherical cell, we can keep the aforementioned definition of $l(\theta, x)$, see eq. (2), and we find the stiffness (normalized by $NF_1/R$):

$$K_n^p = p \frac{\Gamma(n/2)}{\Gamma(1+n/2)} = \frac{p}{n}. \quad (18)$$

For directed centering, using eqn. (11), (17), we can deduce the stiffness $K_n^{1p}$ (normalized by $MF_{1n}/R$) in a sphere:

$$K_n^{1p} = \frac{n-1+p}{n}. \quad (19)$$

The dependence on $n$ and $p$ of the stiffness is very different from the autonomous centering case, compare eq. (18), further highlighting the fundamental differences between autonomous and directed centering.

**Definition of the cell center.** – As mentioned, in non-spherical cells, the aster seems to find the center of mass [1]. We therefore inquired which equilibrium position $x^*$ may be reached in different centering mechanisms. Surprisingly, neither autonomous nor directed mechanism converged strictly to the center of mass of the space, fig. 4, bottom. Interestingly, $x^*$ was not even necessarily monotonous in $p$ (e.g., for $n = 3$). This highlights the non-trivial properties of centering forces. While this finding is theoretically interesting, it remains to be determined whether the predicted differences are within the range of experimental resolution in the case of pronuclear centering. More generally, this is to be kept in mind when using such centering schemes to find the center of a space.

**Centering in non-convex spaces.** – Eventually, we studied centering mechanisms in a non-convex shape by considering a doublet of spheres, truncated on their $Ox$-axis at $x = 0$, mimicking the geometry of a dividing cell, see fig. 1. We took 3D spheres of radius $1/2 \leq r_1 \leq 1$, truncated at $x = 0$ and with centers at $x = -1 + r_1$ and $1-r_1$, see fig. 1. For such a shape, all the volume is not visible by any point in the sphere, and we do not expect $l_n^p$ to be space invariant. Indeed, we found that the violation of the scaling law initially increases as $r_1$ decreases from 1, see fig. 6, top. As the doublet closes ($r_1 \to 1/2$), the scaling laws are restored because the visible space tends towards a single sphere.

We would also expect the center to be at $x^* = 0$ for $r_1 = 1$ (a spherical cell) and $x^* = \pm 0.5$ for $r_1 = 0.5$ (a perfect doublet). Indeed, we find a transition of $x^*$ from 0 to 0.5 when $r_1 \to 1/2$. This transition happens after a threshold value of $r_1$ that depends on $p$; whether this transition is continuous or not also depends on $p$, fig. 6, bottom. This thus resembles a sub-critical pitchfork phase transition. Overall, the higher $p$, the higher the threshold value of $r_1$ both for autonomous and for directed centering.

**Alternative centering mechanisms.** – Beyond the biological context, another centering mechanism that could be considered is to minimize $\ell_n^p(x)$. Going down the gradient of $\ell_n^p(x)$ yields a force $g_n^p(x) = -\partial_x \ell_n^p(x)$. Note that an agent implementing such a strategy needs some kind of memory in order to compute the gradient, while the biologically relevant strategies require no memory. It is
It also matches previous findings that certain modes of centering can be more sensitive to asymmetric cues than other [5]. We did not consider dynamic processes such as aster oscillations and decentering. However, these processes are strongly controlled by the value of the centering stiffness (e.g., the amplitude of aster oscillations, or the extent of aster decenteration) [2, 17, 18].

Experimentally, the stiffness $K$ has been used to characterize the centering forces. In this letter, we clarified how $K$ depends on dimensionality. This may be of broad biological relevance: rod-like cells like fission yeast have microtubules organized as a 1D array [19], and flat adherent cells might have an essentially 2D aster [20]. For 3D cells, 2D approximations of $K$ can be off by up to 50%. More generally, $K$ also depends on cell size in a way depending on $p$, which could be used experimentally to determine $p$ if the centering mechanism is known. The stiffness only gives part of the story: to determine the centering mechanism, measuring the scaling of the force with $x$ can be of high value. For example centering by pushing has a distinct scaling. While cortical and bulk pulling can yield the same scaling for $f(x)$ and $f'(x)$, we showed that this scaling should depend differently on shape and size for these two modes of pulling. Therefore, measuring how $K$ scales with $R$ in one shape, and the scaling of the force with $x$ in several shapes, should yield a unique choice of the centering mechanism and of $p$ [9, 10].

To reach a more general understanding, we extended our study to an $n$-dimensional space. This allowed us to understand that the linear scaling of $f_n^{p+1}(x)$ with $x$ was a general property in any convex space, while $f_n^4$ was not necessarily linear with $x$. A generalization of cortical pulling showed no general reason for the linearity of $f_n^4(x)$ (which is indeed not universal), while $f_n^p(x)$ was always linear with $x$ for a convex cell. At this stage, it is interesting to note that cortical pulling can be mapped to a generalization of Newton’s shell, but not bulk pulling: these two mechanisms have different scaling properties, but belong to different universality classes. Eventually, we also showed that the universal scaling laws break down when one assumption, the convexity of the space, is violated. For very non-convex cells, the “centering” mechanisms may converge far from the geometric center.

Biologically, this could be mitigated by other properties of the branching of microtubule networks, such as branching or nucleation away from the nucleus/centrosome. In such case we expect the exponent $p$ to be some fractal dimension, or that eq. (6) could be altogether broken. Even in convex cells, the definition of center is not necessarily straightforward. Neither centering mechanism actually led to the center of mass in a conical cell; rather, the zero-force position depends non-trivially on $p$ and $n$.

These findings show a new behavior of a simple physical system. Further work on centering should include these non-trivial scaling properties. While this problem is inspired by biology, it has more generic applications.
including the design of autonomous systems, or algorithms to find the center of a space.
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Appendix: dynamic microtubules. – We compute the fraction of microtubules touching the cortex at a distance $l$ normalized by $R$. We take the most common assumption that microtubules may start depolymerizing (undergo catastrophe) with a rate $c_0$ upon touching the cortex; if so, they depolymerize completely (no rescue). After a such event, microtubules start growing again at a speed $v$ (normalized by $R$), and they can undergo no catastrophe until they touch the cortex. In this limit, the probability that a microtubule at a distance $l$ from the cortex is pushing against it is $l_0/(l_0 + l)$ with $l_0 = v/Rc_0$. In the regime $l_0 \gg 1$, most microtubules are pushing against the cortex and there is little net centering. In the limit $l_0 \ll 1$, the probability for a microtubule to be pushing on the cortex is $l_0/l$, which should lead to centering.
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