SOME RIGIDITY RESULTS FOR SOBOLEV INEQUALITIES
AND RELATED PDES ON CARTAN-HADAMARD MANIFOLDS
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Abstract. The Cartan-Hadamard conjecture states that, on every n-dimensional Cartan-Hadamard manifold $M^n$, the isoperimetric inequality holds with Euclidean optimal constant, and any set attaining equality is necessarily isometric to a Euclidean ball. This conjecture was settled, with positive answer, for $n \leq 4$. It was also shown that its validity in dimension $n$ ensures that every $p$-Sobolev inequality ($1 < p < n$) holds on $M^n$ with Euclidean optimal constant. In this paper we address the problem of classifying all Cartan-Hadamard manifolds supporting an optimal function for the Sobolev inequality.

We prove that, under the validity of the $n$-dimensional Cartan-Hadamard conjecture, the only such manifold is $\mathbb{R}^n$, and therefore any optimizer is an Aubin-Talenti profile (up to isometries). In particular, this is the case in dimension $n \leq 4$.

Optimal functions for the Sobolev inequality are weak solutions to the critical $p$-Laplace equation. Thus, in the second part of the paper, we address the classification of radial solutions (not necessarily optimizers) to such a PDE. Actually, we consider the more general critical or supercritical equation

$$-\Delta_p u = u^q, \quad u > 0,$$

on $M^n$, where $q \geq p^* - 1$. We show that if there exists a radial finite-energy solution, then $M^n$ is necessarily isometric to $\mathbb{R}^n$, $q = p^* - 1$ and $u$ is an Aubin-Talenti profile. Furthermore, on model manifolds, we describe the asymptotic behavior of radial solutions not lying in the energy space $\dot{W}^{1,p}(M^n)$, studying separately the $p$-stochastically complete and incomplete cases.

1. Introduction and main results

Given an integer $n \geq 2$ and $p \in [1,n)$, it is well known that, on any $n$-dimensional Cartan-Hadamard manifold $M^n$ (that is a complete and simply connected Riemannian manifold with nonpositive sectional curvature) the Sobolev inequality

$$\|f\|_{L^{p^*}(M^n)} \leq C_{n,p} \|\nabla f\|_{L^p(M^n)} \quad \forall f \in \dot{W}^{1,p}(M^n), \quad p^* := \frac{np}{n-p},$$

holds, with a constant $C_{n,p} > 0$ that depends only on $n$ and $p$ (see for example [23, Lemma 8.1 and Theorem 8.3]). Here $\dot{W}^{1,p}(M^n)$ denotes the closure of $C^1_c(M^n)$ with respect to $\|\nabla (\cdot)\|_{L^p(M^n)}$. In particular, for $p = 1$ we have

$$\|f\|_{L^{\frac{n}{n-1}}(M^n)} \leq C_{n,1} \|\nabla f\|_{L^1(M^n)} \quad \forall f \in \dot{W}^{1,1}(M^n),$$

which by standard approximation arguments turns out to be equivalent to the isoperimetric inequality

$$\text{Per}(\Omega) \geq \frac{1}{C_{n,1}} |V(\Omega)|^{\frac{n-1}{n}},$$

where $\Omega \subset M^n$ is an arbitrary bounded measurable set, $dV$ stands for the volume measure on $M^n$, and

$$\text{Per}(\Omega) := \sup \left\{ \int_{M^n} \chi_\Omega \text{ div } \Phi dV : \Phi \in C^1_c(M^n; TM^n), \|\Phi\|_{L^\infty(M^n)} \leq 1 \right\}$$

is the perimeter function induced by $dV$. 
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A first nontrivial question concerns the exact value of the optimal constant in \((1.1)\), namely the smallest constant for which the inequality is true. That such constant must be larger than or equal to the Euclidean one is a standard fact due to the infinitesimally Euclidean structure of any (smooth) Riemannian manifold. Whether it is equal to the latter is a much harder problem; the special case \(p = 1\) is known in the literature as the Cartan-Hadamard conjecture, that we now recall.

**Cartan-Hadamard conjecture in dimension \(n\).** Let \(\mathbb{M}^n\) be an \(n\)-dimensional Cartan-Hadamard manifold. Then the Euclidean isoperimetric inequality holds on \(\mathbb{M}^n\), that is for every bounded measurable set \(\Omega \subset \mathbb{M}^n\) it holds that

\[
\text{Per}(\Omega) \geq n \omega_n^{\frac{1}{n}} |V(\Omega)|^{\frac{1}{n-1}},
\]

where \(\omega_n\) is the volume of the unit ball in \(\mathbb{R}^n\). Furthermore, equality holds if and only if \(\Omega\) is isometric to a ball in \(\mathbb{R}^n\) (up to a set of volume zero).

So far, the conjecture has been settled, with positive answer, only up to dimension 4 (see \([4,11,26,52]\)). Although we will discuss in more detail these issues in Section 2, it is worth mentioning here that, as shown in \([23, \text{Proposition 8.2}]\), if the optimal constant in \((1.2)\) is Euclidean (namely the Cartan-Hadamard conjecture holds) then also the optimal constant in \((1.1)\) is Euclidean.

A further related question concerns optimal functions, that is, functions \(u \in \bar{W}^{1,p}(\mathbb{M}^n)\) attaining the optimal constant in \((1.1)\). In the Euclidean space \(\mathbb{R}^n\), it is well known since the celebrated results by Aubin \([3]\) and Talenti \([49]\) that such functions do exist, and have the explicit expression

\[
u(x) = a \left( b + |x - x_o|^\frac{1}{n-1} \right)^{-\frac{n}{n-1}} \quad \text{for a.e. } x \in \mathbb{R}^n
\]

for some \(x_o \in \mathbb{R}^n\), \(a \in \mathbb{R} \setminus \{0\}\), and \(b > 0\). One of the main purposes of the present paper is to address the problem on a general Cartan-Hadamard manifold. More precisely, supposing that the Cartan-Hadamard conjecture holds in dimension \(n\), we can completely characterize all the Cartan-Hadamard manifolds supporting an optimal function. In fact, up to isometries, the only possibility is that \(\mathbb{M}^n = \mathbb{R}^n\).

**Theorem 1.1.** Let \(\mathbb{M}^n\) be a Cartan-Hadamard manifold and \(1 < p < n\). Suppose that the Cartan-Hadamard conjecture in dimension \(n\) holds. Let \(u \in \bar{W}^{1,p}(\mathbb{M}^n)\) be a nontrivial optimal function for the Sobolev inequality \((1.1)\), in the sense that \(u \not\equiv 0\) and

\[
\frac{\|\nabla u\|_{L^p(\mathbb{M}^n)}}{\|u\|_{L^p(\mathbb{M}^n)}} = \inf_{f \in \bar{W}^{1,p}(\mathbb{M}^n), f \not\equiv 0} \frac{\|\nabla f\|_{L^p(\mathbb{M}^n)}}{\|f\|_{L^p(\mathbb{M}^n)}}.
\]

Then \(\mathbb{M}^n\) is isometric to \(\mathbb{R}^n\), and

\[
u(x) = a \left( b + \text{dist}(x, x_o)^\frac{1}{n-1} \right)^{-\frac{n}{n-1}} \quad \text{for a.e. } x \in \mathbb{M}^n
\]

for some \(x_o \in \mathbb{M}^n\), \(a \in \mathbb{R} \setminus \{0\}\), and \(b > 0\), where \(\text{dist}(x, x_o)\) denotes the Riemannian distance of \(x\) from \(x_o\).

In particular, thanks to the validity of the Cartan-Hadamard conjecture in low dimension, we deduce the following.

**Corollary 1.2.** Let \(n = 2, 3, 4\), \(p \in (1, n)\), and let \(\mathbb{M}^n\) be a Cartan-Hadamard manifold. Suppose that there exists a nontrivial optimal function \(u \in \bar{W}^{1,p}(\mathbb{M}^n)\) for the Sobolev inequality \((1.1)\). Then \(\mathbb{M}^n\) is isometric to \(\mathbb{R}^n\), and \(u\) is of type \((1.5)\).

**Remark 1.1.** In the above quoted papers where the Cartan-Hadamard conjecture was proved for \(n \leq 4\), the result is typically established for smooth sets (actually submanifolds). That is, it is shown that

\[
\text{Per}(\Omega) \geq n \omega_n^{\frac{1}{n}} |V(\Omega)|^{\frac{1}{n-1}}
\]
for all bounded smooth sets \( \Omega \subset \mathbb{M}^n \), and moreover, if equality holds for some \( \Omega \) within this class, then \( \Omega \) is isometric to a Euclidean ball. By approximation, it is straightforward to extend (1.6) to general bounded measurable sets. It is less obvious that a bounded measurable set attaining equality in (1.6) is smooth, and thus isometric to a Euclidean ball. Nevertheless, this is surely true up to dimension \( n = 7 \), as a consequence of subsequent regularity results for the so-called isoperimetric hypersurfaces (see for example [18, Theorem 2] or [35, Corollary 3.7]).

In proving Theorem 1.1, a key point lies in the fact that any (nonnegative) optimal function of the \( p \)-Sobolev inequality weakly solves, up to a multiplicative constant, the following critical \( p \)-Laplace equation:

\[
- \Delta_p u = u^{p^* - 1}, \quad u > 0, \quad \text{on } \mathbb{M}^n,
\]

where we recall that \( \Delta_p u := \text{div}(|\nabla u|^{p-2} \nabla u) \). A first crucial step consists in showing that such optimal functions are globally bounded and decay uniformly to zero at infinity. Since we do not assume curvature bounds on \( \mathbb{M}^n \) other than \( \text{Sect} \leq 0 \) (where \( \text{Sect} \) denotes the sectional curvature), it does not seem possible to obtain such properties by means of the usual Euclidean-like techniques. Therefore, we need to set up a specific argument that can also be extended to frameworks more general than Cartan-Hadamard manifolds; we refer to the proof of Proposition 2.2 for the details. Once that decay and regularity of the solutions are proved, we are able to adapt the symmetrization technique, originally developed in [49], on the manifold \( \mathbb{M}^n \), obtaining the rigidity result of both the manifold \( \mathbb{M}^n \) and the optimal function \( u \).

Recently, similar rigidity results regarding interpolation inequalities were proved in the papers [27, 28], either upon requiring or not the validity of the Cartan-Hadamard conjecture (see also [15]). As for the Sobolev inequality with \( p = 2 \), it was shown in [24, Theorem 1.1] that no radial optimal function can exist unless \( \mathbb{M}^n \equiv \mathbb{R}^n \), actually without assuming the Cartan-Hadamard conjecture. However, this result will now follow as a particular case of Theorem 1.3 below.

We also mention [29, 46, 53], which concern rigidity results for Sobolev inequalities on manifolds with nonnegative or asymptotically nonnegative curvature, that is, in the somehow complementary setting with respect to ours.

Having discussed the relation between optimizers of the Sobolev inequality and solutions to (1.7), a further natural step consists in studying rigidity results regarding solutions to (1.7) that are not necessarily optimal functions. Again, in \( \mathbb{R}^n \), the problem is essentially understood: if \( p = 2 \), then the only solutions to (1.7) are of type (1.4), see [8]; if \( 1 < p < n \) with \( p \neq 2 \), then the same holds under the additional assumption that \( u \in W^{1,p} (\mathbb{R}^n) \), see [12, 48, 51] and the recent paper [10] for a different original approach. In all these contributions, a key step consists in proving the radial symmetry of positive solutions. However, when working on a manifold, this step becomes particularly involved since powerful tools available in the Euclidean context, such as the moving planes method, do not work (with the exception of some particular cases for which we refer to [1]). Therefore, in the above generality the problem remains open, and we focus instead on radial solutions to (1.7).

In fact, we consider the more general critical or supercritical equation

\[
- \Delta_p u = u^q, \quad u > 0, \quad \text{on } \mathbb{M}^n, \text{ with } q \geq p^* - 1,
\]

addressing existence and asymptotic properties of \( W^{1,p}_{\text{loc}}(\mathbb{M}^n) \cap L^\infty(\mathbb{M}^n) \) radial weak solutions (from now on we will simply write “radial solution” for the sake of brevity). Given the radiality assumption, it is natural to suppose further that \( \mathbb{M}^n \) is a Cartan-Hadamard model manifold: namely, there exists a pole \( o \in \mathbb{M}^n \) such that the metric is given, in polar (or spherical) global coordinates about \( o \), by

\[
g \equiv dr^2 + \psi^2(r) \, g_{S^{n-1}},
\]

where \( r \) is the Riemannian distance of a point of coordinates \((r, \theta) \in \mathbb{R}^+ \times S^{n-1} \) from \( o \), \( g_{S^{n-1}} \) stands for the usual round metric on the unit sphere, and \( \psi : [0, +\infty) \to [0, +\infty) \) is a regular function with \( \psi(0) = 0 \) and \( \psi'(0) = 1 \). The Cartan-Hadamard assumption turns out to be equivalent to the fact that \( \psi \) is in addition convex. A prototypical example is represented by the choice \( \psi(r) = \sinh r \), which gives rise to a well-known realization of the hyperbolic space \( \mathbb{H}^n \).
For notational convenience, from here on and without further mention, we set
\begin{equation}
\Theta(r) := \int_0^r \frac{\psi^{n-1} \, ds}{\psi^{n-1}(r)} \quad \forall r > 0,
\end{equation}
that is, $\Theta$ accounts for the volume-surface ratio of geodesic balls centered at the pole $o$. This function, as we will see below, takes a primary role in our radial results.

When $p = 2$, existence and qualitative properties of radial solutions to the Lane-Emden equation (1.8) on the hyperbolic space and on more general model manifolds was recently investigated in [5,7], also for subcritical powers. In particular, in [5, Proposition 2.1] it is proved that when $p = 2$ and $q \geq 2^* - 1$ there exist infinitely many radial solutions to (1.8), under fairly general assumptions on $\psi$. Moreover, under stronger assumptions, the authors were able to completely characterize the asymptotic behavior of the solutions, see [5, Theorem 2.4], showing also that radial solutions with finite energy cannot exist. Here we generalize these results in two directions (provided $\psi$ is of Cartan-Hadamard type): on one hand, we weaken the asymptotic assumptions on $\psi$ which are needed in [5, Theorem 2.4] (see the discussion below Theorem 1.5); on the other hand, we extend the results to any $1 < p < n$.

In the sequel, if $u$ is a radial function with respect to a point $o \in M^n$, that is $u(x) = \varphi(\text{dist}(x, o))$ for some real function $\varphi$, for simplicity we adopt the notation $u \equiv u(r)$, with $r \equiv r(x) := \text{dist}(x, o) \in [0, +\infty)$. 

**Theorem 1.3.** Let $M^n$ be a Cartan-Hadamard manifold, $1 < p < n$ and $q \geq p^* - 1$. Suppose that there exists a radial solution $u$ to (1.8) such that
\begin{equation}
\int_{M^n} |\nabla u|^p \, dV < +\infty.
\end{equation}
Then $M^n$ is isometric to $\mathbb{R}^n$, $q = p^* - 1$ and $u$ is of type (1.5).

Note that here we do not require $M^n$ to be a model manifold, although for convenience we will carry out complete proofs in that case only (see Remark 3.4 below on the modifications needed so as to treat the general case). Moreover, we do not even require $u \in \dot{W}^{1,p}(M^n)$, but only that the gradient is integrable. This, for instance, allows us to include solutions with positive limit at infinity. It is worth mentioning that such solutions do exist, under suitable assumption on $M^n$ (this was already observed in [5]). In fact, in proving Theorem 1.3 (for model manifolds) an interesting dichotomy arises according to different integrability properties of the function $\Theta$ defined through (1.10). More precisely, we have the following.

**Theorem 1.4.** Let $M^n$ be a Cartan-Hadamard model manifold, $1 < p < n$ and $q \geq p^* - 1$. Then there exist infinitely many radial solutions to (1.8) and the following alternative occurs:

(i) If
\begin{equation}
\Theta^{\frac{1}{p^*}} \not\in L^1(\mathbb{R}^+),
\end{equation}
then any such solution is decreasing and tends to 0 as $r \to +\infty$.

(ii) If instead
\begin{equation}
\Theta^{\frac{1}{p^*}} \in L^1(\mathbb{R}^+),
\end{equation}
then any such solution is decreasing and tends to a positive constant as $r \to +\infty$.

To sum up, the critical or supercritical $p$-Laplace equation on a Cartan-Hadamard model manifold always admits infinitely-many solutions. Such solutions may vanish at infinity or not, according to the dichotomy entailed by (1.12) and (1.13). However, they never satisfy the integrability condition (1.11), unless $M^n$ is isometric to $\mathbb{R}^n$, $q = p^* - 1$, and $u$ is of type (1.5).

When $p = 2$, assumption (1.12) is equivalent to the stochastic completeness of the model manifold at hand. This property is originally related to the fact that the trajectories of the Brownian motion acting on $M^n$, almost surely, do not blow up in finite time. In fact, such a property turns out to bear several analytic equivalent formulations, regarding both elliptic and parabolic equations (see [19,20,45]). When
If \( p \neq 2 \), it was already observed in [6,34] that (1.12) can still be interpreted, at least from the point of view of elliptic PDEs, as a nonlinear version of stochastic completeness, to which we will refer as \( p \)-stochastic completeness in analogy with the previous literature. Our Theorem 1.4 then connects the vanishing at infinity of radial solutions with this global property of the ambient model manifold \( M^n \).

Our last result concerns a more detailed study of the asymptotic behavior of radial solutions at infinity.

**Theorem 1.5.** Let \( M^n \) be a Cartan-Hadamard model manifold, \( 1 < p < n \) and \( q \geq p^* - 1 \).

(i) Under assumption (1.12), suppose further that either there exists \( \gamma \in [0,1) \) such that

\[
\lim_{r \to +\infty} r^{\gamma} \frac{\psi'(r)}{\psi(r)} =: \ell \in (0, +\infty)
\]

or

\[
\lim_{r \to +\infty} \frac{\psi'(r)}{\psi(r)} = +\infty \quad \text{and} \quad \lim_{r \to +\infty} \frac{\psi'(r)}{\psi(r)} \left[ \log \left( \frac{\psi'(r)}{\psi(r)} \right) \right]' = 0.
\]

If \( u \) is a radial solution to (1.8), then

\[
\lim_{r \to +\infty} \left( \int_{0}^{r} \Theta^{\frac{1}{p-1}} \, ds \right)^{\frac{p-1}{p+1-p}} u(r) = \left( \frac{p-1}{q+1-p} \right)^{\frac{p-1}{p+1-p}}.
\]

(ii) Under assumption (1.13), if \( u \) is a radial solution to (1.8) with \( \lambda := \lim_{r \to +\infty} u(r) > 0 \), then

\[
\lim_{r \to +\infty} \left( \int_{r}^{+\infty} \Theta^{\frac{1}{p-1}} \, ds \right)^{-1} (u(r) - \lambda) = \lambda^{\frac{q}{q-p}}.
\]

Moreover, the limit value \( \lambda \) satisfies the universal bound

\[
\lambda \leq \left( \frac{p-1}{q+p-1} \right)^{\frac{p-1}{p+1-p}} \left( \int_{0}^{+\infty} \Theta^{\frac{1}{p-1}} \, ds \right)^{-\frac{p-1}{p+1-p}}.
\]

Assumptions (1.14) and (1.15) entail growth conditions, which to some extent ensure that \( \psi \) has at least an exponential-like behavior at infinity (see below). On one hand, as already mentioned, the case \( p = 2 \) in Theorems 1.3, 1.4 and 1.5-(i) was partially covered by [5, Proposition 2.1 and Theorem 2.4], for a class of model manifolds that is slightly more general than the Cartan-Hadamard one. On the other hand, besides the fact that we also consider the case \( p \neq 2 \), our assumptions include certain manifolds that were not covered therein. Indeed, in [5] it is required that either (1.15) holds (but without the \( \psi'/\psi \) term in the rightmost limit) or that \( \psi'(r)/\psi(r) \to \ell \in (0, +\infty) \) as \( r \to +\infty \), which is a particular case of (1.14); this latter condition allows us to treat model functions of type

\[
\psi(r) \sim e^{cr^{1-\gamma}} \quad \text{as} \quad r \to +\infty, \quad \text{with} \quad \gamma \in (0,1) \text{ and } c > 0,
\]

which do not fulfill the assumptions in [5]. Note that these kinds of manifolds have a relevant role both as concerns radial Sobolev inequalities and nonlinear diffusion PDEs, as discussed in a series of recent papers [21,36,37]. On top of that, we stress that in Theorems 1.3 and 1.4-(i) we do not need any additional assumption, whereas in [5] similar results are obtained still under the aforementioned conditions on \( \psi'/\psi \).

It is not difficult to check that (1.14) actually implies (1.12), whereas (1.15) in general does not (one can take for instance model functions as in (1.18) with \( \gamma = 1 - p - \varepsilon \) for \( \varepsilon > 0 \)).

We point out that, without assuming (1.14) and (1.15), the thesis of Theorem 1.5 may fail. In fact, in the next proposition, we show that if \( \psi \) has a power-like growth at infinity then the asymptotic behavior described in Theorem 1.5 cannot hold. In addition, we can show the existence of Cartan-Hadamard model manifolds, whose function \( \psi \) does not have a power-like growth, where it is not even possible to describe precise asymptotics of solutions at infinity.
Proposition 1.6. Let \( M^n \) be a Cartan-Hadamard model manifold, \( 1 < p < n \) and \( q \geq p^* - 1 \). Suppose that

\[
\liminf_{r \to +\infty} \frac{\int_{B_r} \Theta_{M^n} \psi^{n-1} ds}{\psi^{n-1}(r) \Theta(r) \int_{B_r} \Theta_{M^n} ds} > 0 .
\]

Then (1.12) holds, but formula (1.16) fails for radial solutions to (1.8). In particular, this is the case if (1.14) is satisfied with \( \gamma = 1 \).

Furthermore, for every \( 1 < p < n \), \( q \geq p^* - 1 \) and \( \alpha > 0 \), one can construct a Cartan-Hadamard model manifold satisfying (1.12),

\[
\limsup_{r \to +\infty} \frac{\psi(r)}{e^{r\ell}} = +\infty \quad \forall \ell > 0 ,
\]

and a corresponding radial solution \( u \) to (1.8) with \( u(0) = \alpha \) such that the limit in (1.16) does not exist.

We finally mention that radial and weighted Euclidean equations, to some extent, can be related to the radial version of (1.8) (see also problem (3.1) below), by means of a change of variable introduced in [21, Section 7]. In this regard, at least when \( p = 2 \), such problems have largely been studied previously: see for example [9] for nonexistence results, [25, 39, 40] for existence of solutions that do not vanish at infinity and [41, 54, 55] for the analysis of zeros and asymptotics of radial solutions.

Remark 1.2. On one hand, the fact that the asymptotic behavior of solutions, in the power-like case, cannot be of type (1.16) is not surprising. Indeed, if \( M^n \equiv \mathbb{R}^n \), apart from the well-known special case \( q = p^* - 1 \), in [47, Theorem 9.1] (for \( p = 2 \) and \( q > 2^* - 1 \)) it was established that the limit constant is different from the one appearing on the right-hand side of (1.16). Moreover, for analogous weighted Euclidean equations (recall the above discussion), it was proved in [14, Theorem 5.33] (for \( p = 2 \) and \( q = 2^* - 1 \)) that actually solutions tend to “oscillate” around the expected asymptotic behavior. On the other hand, a general condition valid for all \( p \) and \( q \) such as (1.19) seemed to be unknown, as well as the fact that there are non-power-like model functions \( \psi \) for which the limit in (1.16) does not exist.

Structure of the paper. Section 2 is entirely devoted to the proof of Theorem 1.1, along with crucial preliminary results dealing with a priori estimates for optimal functions. In Section 3 we focus on radial solutions, proving Theorems 1.3, 1.4, 1.5 and Proposition 1.6 after a series of technical lemmas.
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decay at infinity does not follow from standard arguments, and we need to devise an ad hoc method which may be useful in different contexts.

First of all, we prove that energy solutions are globally bounded. Here and in the sequel, for the sake of readability, for all $q \in [1, \infty]$ we set $\| \cdot \|_q := \| \cdot \|_{L^q(M^n)}$.

**Lemma 2.1.** Let $1 < p < n$ and $M^n$ be any complete, noncompact Riemannian manifold supporting the Sobolev inequality (1.1). Let $u$ be an energy solution to (2.1). Then $u \in L^\infty(M^n)$.

**Proof.** The proof can be carried out exactly as in the Euclidean case, for which we refer to [51, Lemma 2.1] and [43, Appendix E]. We omit the details. $\square$

We can then show that in fact solutions vanish at infinity.

**Proposition 2.2.** Let $1 < p < n$ and $M^n$ be any complete, noncompact Riemannian manifold supporting the Sobolev inequality (1.1). Let $u$ be an energy solution to (2.1). Then $u$ is of class $C^1(M^n)$ and, given any $o \in M^n$, it holds

$$\lim_{\text{dist}(x,o) \to +\infty} u(x) = 0.$$ 

In particular, this and the previous result hold on every Cartan-Hadamard manifold.

**Proof.** Note that (2.1), written in local coordinates, is a weighted Euclidean $p$-Laplace equation, and hence one can apply for instance the regularity results of [50, Theorem 1] (see also [13]) to infer that $u \in C^1(M^n)$ (actually the gradient of $u$ is locally $\alpha$-H"older continuous, for some $\alpha \in (0,1)$ that may vary from compact set to compact set. We refer also to [33] for a more complete account of the literature concerning the regularity theory of $p$-Laplace-type equations). To prove the vanishing at infinity, we will exploit a localized version of the Moser iteration technique. Let $o_i \in M^n$ be any sequence such that $\lim_{i \to \infty} \text{dist}(o_i, o) = +\infty$. Clearly, proving the thesis amounts to showing that

$$(2.2) \quad \lim_{i \to \infty} u(o_i) = 0.$$ 

Let $\xi \in C^\infty([0, +\infty))$ be a nonincreasing cut-off function satisfying

$$\xi(r) = 1 \quad \text{for every } r \in [0, 1], \quad \xi(r) = 0 \quad \forall r \geq 2, \quad 0 \leq \xi(r) \leq 1 \quad \text{for every } r \in (1, 2),$$

and consider the (decreasing) sequence of radii

$$(2.3) \quad R_{k+1} = \left[ 1 - \frac{1}{2(k+1)^2} \right] R_k \quad \forall k \in \mathbb{N}, \quad R_0 = 2.$$ 

Note that

$$R_\infty := \lim_{k \to \infty} R_k \in (0, 2),$$

since

$$\prod_{k=0}^{\infty} \left[ 1 - \frac{1}{2(k+1)^2} \right] > 0.$$ 

We construct the following sequence of cut-off functions on $M^n$:

$$\xi_k(x) := \xi^n \left( \frac{\text{dist}(x, o_i) - R_{k+1}}{R_k - R_{k+1}} + 1 \right) \quad \forall x \in M^n.$$ 

Since each $\xi_k$ is radial about $o_i$ and the sequence $R_k$ fulfills (2.3), the following estimates hold:

$$(2.4) \quad \left| \nabla \xi^\frac{k}{n}(x) \right| \leq \frac{2^n \|\xi\|_\infty (k+1)^2}{p R_\infty^p} \chi_{B_{R_k}(o_i) \setminus B_{R_{k+1}}(o_i)}(x) \quad \forall x \in M^n.$$
\[
\frac{p^p(1 + \alpha_k)}{(p + \alpha_k)^p} \int_{M^n} \xi_k \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^p \, dV = \int_{M^n} \xi_k u^{p + \alpha_k} \, dV 
\]
(2.5)

Note that the second term on the right hand side can be bounded, using Hölder’s and Young’s inequalities, by

\[
\left( \frac{p}{p + \alpha_k} \right)^{p-1} \int_{M^n} u^{1 + \frac{\alpha_k}{p}} \nabla \xi_k \cdot \nabla u^{1 + \frac{\alpha_k}{p}} \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^{p-2} \, dV 
\]

\[
= \frac{p^p}{(p + \alpha_k)^{p-1}} \int_{M^n} u^{1 + \frac{\alpha_k}{p}} \nabla \xi_k \cdot \nabla u^{1 + \frac{\alpha_k}{p}} \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^{p-2} \xi_k \, dV 
\]

\[
\leq \frac{p^p}{(p + \alpha_k)^{p-1}} \left( \int_{M^n} \left| \nabla \xi_k \right|^p u^{p + \alpha_k} \, dV \right) \left( \int_{M^n} \xi_k \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^{p} \, dV \right) 
\]

\[
\leq \frac{p^p}{(1 + \alpha_k)^{p-1}} \left( \int_{M^n} \left| \nabla \xi_k \right|^p u^{p + \alpha_k} \, dV + \frac{p - 1}{p} \frac{p^p(1 + \alpha_k)}{(p + \alpha_k)^p} \int_{M^n} \xi_k \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^{p} \, dV \right) 
\]

Therefore, from (2.5) we infer that

\[
p^{p-1} \frac{1 + \alpha_k}{(p + \alpha_k)^p} \int_{M^n} \xi_k \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^p \, dV \leq \left( \frac{p}{p - 1} \right)^{p-1} \int_{M^n} \left| \nabla \xi_k \right|^p u^{p + \alpha_k} \, dV + \int_{M^n} \xi_k u^{p + \alpha_k} \, dV 
\]

(2.6)

On the other hand, by convexity

\[
\int_{M^n} \left| \nabla \left( \frac{1}{k} u^{1 + \frac{\alpha_k}{p}} \right) \right|^p \, dV \leq \left( \frac{p}{p - 1} \right)^{p-1} \int_{M^n} \left| \nabla \xi_k \right|^p u^{p + \alpha_k} \, dV + p^{-1} \int_{M^n} \xi_k \left| \nabla u^{1 + \frac{\alpha_k}{p}} \right|^p \, dV 
\]

This estimate, combined with (2.6), gives

\[
\frac{1 + \alpha_k}{(p + \alpha_k)^p} \int_{M^n} \left| \nabla \left( \frac{1}{k} u^{1 + \frac{\alpha_k}{p}} \right) \right|^p \, dV \leq \|u\|_{\infty}^{p - p} \int_{M^n} \xi_k u^{p + \alpha_k} \, dV 
\]

\[
+ \left( \frac{p}{p - 1} \right)^{p-1} \left( \frac{p - 1}{1 + \alpha_k} \right)^{p-1} \left( \frac{1 + \alpha_k}{p + \alpha_k} \right) \int_{M^n} \left| \nabla \xi_k \right|^p u^{p + \alpha_k} \, dV 
\]

(2.7)

Now, for \( \alpha_0 \geq p^* - p \), we pick the sequence \( \alpha_k \) as follows:

\[
\alpha_{k+1} = p^* - p + \frac{p^*}{p} \alpha_k \quad \Rightarrow \quad \alpha_k = \left( \frac{p^*}{p} \right)^k (\alpha_0 + p) - p \]

(2.8)

From here on, for the sake of readability, we will let \( A \) denote a general positive constant which is independent of \( k \), but may depend on \( \alpha_0, n, p, R_\infty, \xi, \|u\|_\infty \) and change from line to line. We also recall that \( C_{\alpha, p} \) denotes the constant of the Sobolev embedding in (1.1). Having that in mind, by virtue of (2.4) and (2.8) estimate (2.7) entails

\[
\frac{1}{C_{\alpha, p}} \left( \int_{B_{R_{k+1}}(o_i)} u^{p + \alpha_k + 1} \, dV \right)^{\frac{p}{p^*}} \leq \frac{1}{C_{\alpha, p}} \left( \int_{M^n} \xi_k u^{\alpha_k} \, dV \right)^{\frac{p}{p^*}} 
\]

\[
\leq \int_{M^n} \left| \nabla \left( \frac{1}{k} u^{1 + \frac{\alpha_k}{p}} \right) \right|^p \, dV \leq A^{k+1} \|u\|_{L^{p + \alpha_k}}(B_{R_k}(o_i),) \, dV 
\]

namely

\[
\|u\|_{L^{p + \alpha_{k+1}}(B_{R_{k+1}}(o_i))} \leq A^{\frac{p^*}{p + \alpha_k}} \|u\|_{L^{p + \alpha_k}}(B_{R_k}(o_i)) \leq A^k \|u\|_{L^{p + \alpha_k}}(B_{R_k}(o_i)) \leq A^{\sum_{k=0}^{\infty} \frac{p + \alpha_k}{p + \alpha_k}} \|u\|_{L^{p + \alpha_k}}(B_{R_k}(o_i)) \]
so that by letting \( k \to \infty \) we end up with \( \|u\|_{L^\infty(B_{R_n}(o))} \leq A\|u\|_{L^{p+n}(B_2(o))} \), which in turn yields (2.2) upon letting \( i \to \infty \), since \( u \in L^{p+n}(\mathbb{M}^n) \).

The strategy of proof of Theorem 1.1 is a suitable combination of the celebrated symmetrization tools introduced in [49, Lemma 1] (see also the simultaneous paper [3]) and adapted to the manifold setting in [23, Proposition 8.2]. There, as mentioned in the Introduction, the author proves that the validity of the Cartan-Hadamard conjecture ensures that the optimal constant in (1.1) is indeed Euclidean for every Cartan-Hadamard manifold, but existence/nonexistence of optimal functions is not investigated. Before recalling some basics of the radial symmetrization technique, we point out that for our strategy to work it is crucial that \( u \) and its superlevel sets are bounded, which is guaranteed by Lemma 2.1 and Proposition 2.2.

Given a measurable function \( f : \mathbb{M}^n \to \mathbb{R}^+ \) such that

\[
V(\{x \in \mathbb{M}^n : f(x) > t\}) < +\infty \quad \forall t > 0,
\]

we can introduce its Euclidean radially decreasing rearrangement \( f^* : \mathbb{R}^n \to \mathbb{R}^+ \) by setting

\[
f^*(y) := \int_0^{+\infty} \chi_{\{x \in \mathbb{M}^n : f(x) > t\}}(y) dt \quad \forall y \in \mathbb{R}^n,
\]

where, for every measurable set \( A \subset \mathbb{M}^n \) of finite volume, \( A^* \subset \mathbb{R}^n \) denotes the Euclidean ball centered at the origin having the same (Euclidean) volume as \( A \), namely \( V(A) = |A|^* \). By construction \( f^* \) is a (measurable) function that depends only on the variable \( |y| \) and is nonincreasing with respect to it. With some abuse of notation, for the sake of readability, below we will sometimes write \( f^*(|y|) \). Since the superlevel sets of \( f^* \) have the same Lebesgue measure as the Riemannian volume measure of the corresponding superlevel sets of \( f \), thanks to the classical layer-cake representation (see for example [30, Theorem 1.13]) the two functions also share \( L^q \) norms:

\[
\int_{\mathbb{R}^n} (f^*)^q dy = \int_{\mathbb{M}^n} f^q dV \quad \forall q \in [1, \infty).
\]

The last key ingredient we need is the so-called coarea formula. This is a well-established result originally due to Federer [16, Theorem 3.1], and later extended to merely \( W^{1,1} \) functions, up to choosing a precise representative (we refer to [32] and the literature quoted therein).

**Proposition 2.3.** Let \( f : \mathbb{M}^n \to \mathbb{R} \) be a locally Lipschitz function and \( g : \mathbb{M}^n \to \mathbb{R}^+ \) a measurable function. Then it holds

\[
(2.9) \quad \int_{\mathbb{M}^n} g|\nabla f| dV = \int_{\mathbb{R}} \int_{f^{-1}(s)} g d\sigma ds,
\]

where \( d\sigma \) stands for the \((n-1)\)-dimensional Hausdorff measure induced by \( dV \).

We are now in position to prove the main result of this section.

**Proof of Theorem 1.1.** With no loss of generality, we can and will assume that \( u \) is nonnegative, thanks to the plain fact that if \( u \) is an optimal function, so is \( |u| \). Let us then introduce the volume function

\[
V(t) := V(\{x \in \mathbb{M}^n : u(x) > t\}) \quad \forall t > 0.
\]

Clearly \( V(t) \) is finite for all \( t > 0 \) since \( u \in L^{p+n}(\mathbb{M}^n) \). Moreover, by definition, it is a nonincreasing function, thus its pointwise derivative \( V'(t) \) exists, is finite and nonpositive for almost every \( t > 0 \).

As observed above, we know that \( u \) is a nonnegative energy solution to the Euler-Lagrange equation (2.1), up to a multiplication by a constant. By virtue of Lemma 2.1 and Proposition 2.2, we can assert that it is bounded, of class \( C^1(\mathbb{M}^n) \), and vanishes at infinity. In addition, by the strong maximum principle (see for example [45, Proposition 6.4]), we have that \( u \) is strictly positive on the whole \( \mathbb{M}^n \), so that it complies with (1.7).
By regularity, the coarea formula (2.9) holds with \( f = u \), so that upon choosing \( g \) as the characteristic function of each superlevel set \( \{ x \in \mathbb{M}^n : u(x) > t \} \) we end up with the identity

\[
\int_{u^{-1}(t, +\infty))} |\nabla u| \, dV = \int_t^{+\infty} \sigma(u^{-1}\{s\}) \, ds \quad \forall t > 0,
\]

which yields

\[
\frac{d}{dt} \int_{u^{-1}(t, +\infty))} |\nabla u| \, dV = -\sigma(u^{-1}\{t\}) \quad \text{for a.e. } t > 0.
\] (2.10)

Similarly, by using the same function \( g \) multiplied by \(|\nabla u|^p \) we obtain

\[
\frac{d}{dt} \int_{u^{-1}(t, +\infty))} |\nabla u|^p \, dV = -\int_{u^{-1}(t, +\infty))} |\nabla u|^{p-1} \, d\sigma \quad \text{for a.e. } t > 0.
\] (2.11)

Note that the coarea formula itself guarantees that

\[
0 < \int_{u^{-1}(t, +\infty))} |\nabla u|^{p-1} \, d\sigma < +\infty \quad \text{for a.e. } t \in (0, \|u\|_\infty).
\] (2.12)

On one hand, this is easily seen by testing it with the characteristic function of the set of critical points \( \{ x \in \mathbb{M}^n : |\nabla u(x)| = 0 \} \), which makes sure that for a.e. \( t > 0 \) the function \( x \mapsto |\nabla u(x)| \) is \( \sigma \)-a.e. positive on \( u^{-1}\{t\} \), and \( \sigma(u^{-1}\{t\}) > 0 \) for every \( t \) as in (2.12) by virtue of the continuity of \( u \). On the other hand, finiteness follows from (2.11).

The derivative in (2.10) can be bounded from below by resorting to Hölder’s inequality. Indeed, for incremental ratios we have (for all \( t, h > 0 \))

\[
\frac{\int_{u^{-1}(t, +\infty))} |\nabla u| \, dV - \int_{u^{-1}(t+h, +\infty))} |\nabla u| \, dV}{h} \leq \left( \frac{\int_{u^{-1}(t, +\infty))} |\nabla u|^p \, dV - \int_{u^{-1}(t+h, +\infty))} |\nabla u|^p \, dV}{h} \right)^{\frac{1}{p}} \left( \frac{V(t) - V(t+h)}{h} \right)^{\frac{p}{p-1}},
\]

so that, by passing to the limit as \( h \to 0 \), and using (2.10)–(2.11), we deduce the bound

\[
\sigma(u^{-1}\{t\}) \leq \left( \int_{u^{-1}(t, +\infty)} |\nabla u|^{p-1} \, d\sigma \right)^{\frac{1}{p-1}} |V(t)|^{\frac{p}{p-1}} \quad \text{for a.e. } t > 0.
\] (2.13)

Note that estimate (2.13) itself, combined with (2.12), ensures that \( V'(t) \) is nonzero for almost every \( t \in (0, \|u\|_\infty) \), whence

\[
\frac{\sigma^p(u^{-1}\{t\})}{|V'(t)|^{p-1}} \leq \int_{u^{-1}(t, +\infty))} |\nabla u|^{p-1} \, d\sigma \quad \text{for a.e. } t \in (0, \|u\|_\infty).
\] (2.14)

If the Cartan-Hadamard conjecture in dimension \( n \) holds, then

\[
n \omega_n^{\frac{1}{n}} \frac{V(u^{-1}(t, +\infty))}{V(t)} \leq \text{Per}(u^{-1}(t, +\infty)) \leq \sigma(u^{-1}\{t\}) \quad \forall t > 0.
\] (2.15)

(Recall that \( \text{Per}(\Omega) = \sigma(\partial \Omega) \) provided \( \Omega \) is smooth enough, while in general we have that \( \text{Per}(\Omega) \leq \sigma(\partial \Omega) \) as consequence of the structure theorem for sets with finite perimeter, see for example [2.31]).

It is worth observing that in (2.15) we have implicitly exploited two additional key properties of \( u \): continuity (so that \( \partial u^{-1}(t, +\infty)) \subset u^{-1}\{t\} \)), and boundedness of the superlevel sets (which allows us to apply (1.3)), ensured by Proposition 2.2. As a consequence, integrating (2.14) along with (2.11) entails

\[
\int_0^{\|u\|_\infty} n^p \omega_n^{\frac{p}{n}} \frac{V(u^{-1}(t, +\infty))}{|V(t)|^{p-1}} \, dt \leq \int_0^{\|u\|_\infty} \frac{\sigma^p(u^{-1}\{t\})}{|V'(t)|^{p-1}} \, dt \leq \int_{u^{-1}(0, [\|u\|_\infty))} |\nabla u|^p \, dV = \int_{\mathbb{M}^n} |\nabla u|^p \, dV.
\] (2.16)
Let us consider the Euclidean radially decreasing rearrangement \( u^* \) of \( u \), which by definition shares with \( u \) the same volume function \( V(t) \) and the same \( L^\infty \) norm. It is straightforward to check that it is continuous (otherwise \( V(t) \) would vanish in an interval). We claim that it is locally Lipschitz. Indeed, upon integrating (2.10) and using (1.2) (here the optimal value of the isoperimetric constant is inessential), for all \( t, h > 0 \) we have:

\[
L_t (V(t) - V(t + h)) \geq \int_{u^{-1}(s)} |\nabla u| \, dV
\]

(2.17)

\[
= \int_{t}^{t+h} \sigma(u^{-1}(s)) \, ds \geq \frac{\int_{t}^{t+h} \sqrt{n-1}(s) \, ds}{C_{n,1}} \geq \frac{\sqrt{n-1}(t + h)}{C_{n,1} h},
\]

where \( L_t \) stands for the Lipschitz constant of \( u \) in \( u^{-1}(t, +\infty) \). Given any \( r_2 > r_1 > 0 \) complying with \( 0 < u^*(r_2) < u^*(r_1) \leq \|u\|_{\infty} \), from the definition of \( V(t) \) it is clear that \( V(u^*(r_2)) \leq \omega_n r_2^n \) and \( V(u^*(r_1) - \varepsilon) \geq \omega_n r_1^n \) for arbitrarily small \( \varepsilon > 0 \), so that by putting \( t = u^*(r_2) \) and \( t + h = u^*(r_1) - \varepsilon \) in (2.17) we end up with

\[
L_{u^*(r_2)} \omega_n (r_2^n - r_1^n) \geq \frac{\omega_n \varepsilon^n}{C_{n,1}} \frac{\sqrt{n-1}}{r_1^{n-1}} (u^*(r_1) - \varepsilon - u^*(r_2)),
\]

and this readily implies, upon letting \( \varepsilon \to 0 \) and \( r_1 \to r_2 \), that \( u^* \) is Lipschitz in the open set \( \{x \in \mathbb{R}^n : u^*(x) > u^*(r_2)\} \) with constant \( L_{u^*(r_2)} C_{n,1} n \omega_n^{1/n} \). Because \( u^* > 0 \) everywhere, the claim follows.

At this stage, given the local Lipschitz regularity of \( u^* \) (recall Proposition 2.3), we can repeat all the above computations with \( u \) replaced by \( u^* \) (and \( M^n \) by \( \mathbb{R}^n \)). Since \( \nabla u^* \) is constant on every level set \( (u^*)^{-1}(\{t\}) \), and the latter is the boundary of the Euclidean ball \( (u^*)^{-1}(t, +\infty) \), for almost every \( t \in (0, \|u\|_{\infty}) \) (where \( \exists V(t) < 0 \) both (2.14) and (2.15), thus (2.16), hold as identities, whence

\[
\int_{0}^{\|u\|_{\infty}} n^p \omega_n \frac{\sqrt{n-1}}{|V(t)|^{p-1}} \, dt = \int_{\mathbb{R}^n} |\nabla u^*|^p \, dV.
\]

In particular, from (2.16), we deduce the Pólya-Szego-type inequality \( \|\nabla u^*\|_{L^p(M^n)} \leq \|\nabla u\|_{L^p(M^n)} \). However, because \( \|u^*\|_{L^p(M^n)} = \|u\|_{L^p(M^n)} \) and the optimal constant in (1.1) is not smaller than the Euclidean one, the only possibility is that \( u^* \) is also an optimal function for the \( p \)-Sobolev inequality in \( \mathbb{R}^n \), and therefore (2.16) is actually an identity. In particular, it holds

\[
\int_{0}^{\|u\|_{\infty}} \frac{\sigma_p(u^{-1}(t)) - n^p \omega_n \frac{\sqrt{n-1}}{|V(t)|^{p-1}}}{|V(t)|^{p-1}} \, dt = 0,
\]

which in view of (2.15) yields

\[
\sigma(u^{-1}(\{t\})) = \frac{\sigma_p(u^{-1}(t, +\infty))}{n^p \omega_n \frac{\sqrt{n-1}}{|V(t)|^{p-1}}} \quad \text{for a.e. } t \in (0, \|u\|_{\infty}).
\]

Thanks to the rigidity result encompassed by the Cartan-Hadamard conjecture, this implies that almost every superlevel set \( A_t := u^{-1}(t, +\infty) \) is isometric to a Euclidean ball of volume \( V(t) \), up to a set of volume zero. In particular, we can deduce that \( \overline{A_t} \) is isometric (in the metric sense) to a closed Euclidean ball. Hence, since \( u \) is continuous, has no zeros and \( M^n \) is noncompact, there exist a decreasing sequence \( t_k \to 0 \) and a corresponding increasing sequence \( R_k \to +\infty \) such that

\[
M^n = \bigcup_{k=0}^{\infty} \overline{A_{t_k}}, \quad A_{t_k} \subseteq A_{t_{k+1}} \quad \forall k \in \mathbb{N},
\]

where each \( \overline{A_{t_k}} \) is isometric to \( \overline{B_{R_k}} \), the latter symbol denoting the closed Euclidean ball of radius \( R_k \) centered at the origin. This means that for all \( k \in \mathbb{N} \) one can find a bijective map \( T_k : \overline{B_{R_k}} \to \overline{A_{t_k}} \), along
with its inverse $S_k : \overline{A}_{t_k} \to \overline{B}_{R_k}$, such that
\begin{equation}
\text{dist}(T_k(\hat{x}), T_k(\hat{y})) = |\hat{x} - \hat{y}| \quad \forall \hat{x}, \hat{y} \in \overline{B}_{R_k} \iff \text{dist}(x, y) = |S_k(x) - S_k(y)| \quad \forall x, y \in \overline{A}_{t_k}
\end{equation}
and
\begin{equation}
T_k(S_k(x)) = x \quad \forall x \in \overline{A}_{t_k} \iff S_k(T_k(\hat{x})) = \hat{x} \quad \forall \hat{x} \in \overline{B}_{R_k}.
\end{equation}
If we drop the request that the Euclidean balls are centered at a common given point, then up to a translation in $\mathbb{R}^n$ (that may depend on $k$) we can assume that for a fixed $x_0 \in \overline{A}_{t_k}$ and a corresponding $\hat{x}_0 \in \overline{B}_{R_k}$ it holds
\begin{equation}
T_k(\hat{x}_0) = x_0 \iff S_k(x_0) = \hat{x}_0 \quad \forall k \in \mathbb{N}.
\end{equation}
For notational convenience, we will not change symbols and still refer to such translated maps and balls as $T_k$, $S_k$ and $\overline{B}_{R_k}$, respectively. Since $\tilde{M}^n$ is a complete manifold and \{\overline{A}_{t_k}\} is an exhaustion of $\tilde{M}^n$ such that $\overline{A}_{t_k} \subset A_{t_{k+1}}$, for all $r > 0$ one can pick $k_r \in \mathbb{N}$ (large enough) satisfying
\begin{equation}
B_r(x_0) \subset \overline{A}_{t_k} \iff B_r^c(\hat{x}_0) \subset \overline{B}_{R_k} \quad \forall k \geq k_r.
\end{equation}
By virtue of (2.18), (2.20) and (2.21), we are in position to apply Ascoli-Arzelà theorem to infer that there exist two maps $T : \mathbb{R}^n \to \tilde{M}^n$ and $S : \tilde{M}^n \to \mathbb{R}^n$ such that (up to a subsequence)
\[
\lim_{k \to \infty} T_k(\hat{x}) = T(\hat{x}) \quad \forall \hat{x} \in \mathbb{R}^n \quad \text{and} \quad \lim_{k \to \infty} S_k(x) = S(x) \quad \forall x \in \tilde{M}^n,
\]
with both limits occurring locally uniformly. As a result, by passing to the limit in (2.18) and (2.19), we infer that $T$, along with its inverse $S$, is in fact a (metric) isometry between $\mathbb{R}^n$ and $\tilde{M}^n$; thus it is also a smooth isometry between Riemannian manifolds (see [38, 42]), and the thesis follows. Note that (1.5) is then a direct consequence of the results of [3, 49]. \hfill \Box

**Remark 2.1.** In the final part of the above proof we took advantage of a purely metric argument, which uses very little of the particular structure of a Cartan-Hadamard manifold (noncompactness and completeness). Nonetheless, it would have been possible to exploit a more geometric one, by observing that \{A_{t_k}\} is an exhaustion of flat open sets of $\tilde{M}^n$, since each $A_{t_k}$ is isometric to a Euclidean ball up to a negligible set. As a result, the simply connected manifold $\tilde{M}^n$ is flat and thus isometric to $\mathbb{R}^n$ thanks to the well-known characterization of flat manifolds.

### 3. Radial solutions to the (critical or supercritical) $p$-Laplace equation

In this section we focus on radial positive solutions to the $p$-Laplace equation (1.8):

\[
-\Delta_p u = u^{q-1} , \quad u > 0 , \quad \text{on } \mathbb{R}^n,
\]

where $\mathbb{R}^n$ is an $n$-dimensional Cartan-Hadamard model manifold associated to a corresponding “model function” $\psi$ as in (1.9) and $q \geq p^* - 1$. We will take these assumptions for granted from here on.

#### 3.1. Preliminaries and basic properties of radial solutions

First of all, we consider the radial $p$-Laplace equation on $\mathbb{R}^n$ with positive initial datum, that is

\[
\begin{cases}
(\psi^{n-1} |u'|^{p-2} u')' = -\psi^{n-1} |u|^{q-1} u & \text{for } r > 0, \\
u'(0) = 0, \quad u(0) = \alpha > 0.
\end{cases}
\]

Existence and uniqueness of a local classical solution $u \in C^1([0, T])$, with $w := |u'|^{p-2} u' \in C^1((0, T))$, can be established as in the Euclidean case $\psi(r) = r$, studied in [17, 22] (see in particular the appendices in those papers); this follows from the fact that $\psi$ is regular and $\psi(r) = r + o(r)$ as $r \to 0$. As in [17, Lemma 1.1.1], one can actually show that $w \in C^1([0, T])$, with $w'(0) = -\alpha^q/n < 0$. Since $w(0) = 0$, we deduce that $w$, and hence $u'$, are strictly negative in a neighborhood of $r = 0$. We aim to show that $u$ can be globally extended on the whole interval $[0, +\infty)$ remaining positive, with $u' < 0$ on $(0, +\infty)$. To this end,
following a similar strategy to [5], we will take advantage of a Pohozaev-type technique. In the sequel, by “maximal existence interval”, we mean the largest interval $I \equiv [0, T)$ (with possibly $T = +\infty$) where $u$ is a classical solution to (3.1).

**Remark 3.1.** Note that, if $u \in W^{1,p}_0(\mathbb{M}^n) \cap L^\infty_{loc}(\mathbb{M}^n)$ is a radial weak solution to (1.8), then $u$ can be regarded as a solution to (3.1) in the sense specified above. In the proofs of Theorems 1.3-1.5, we will always implicitly use this fact. Indeed, by [13, 50] we have that $u \in C^1([0, +\infty))$, and integrating the equation down to $r = 0$ this ensures that $|u|^p - 2u' \in C^1([0, +\infty))$. In the special case $q = p^* - 1$ local boundedness is actually for free (one can adapt the proof of Lemma 2.1 above), whereas it is well known that for $q > p^* - 1$ locally unbounded radial solutions with local finite energy can exist (see for example [47, Section 9]).

Given a solution to (3.1), let us introduce the associated energy function

$$F_u(r) := \frac{p-1}{p} |u'(r)|^p + \frac{1}{q+1} |u(r)|^{q+1},$$

along with the Pohozaev function

$$P_u(r) := \left( \int_0^r \psi^{n-1} \, ds \right) F_u(r) + \frac{\psi^{n-1}(r)}{q+1} |u'(r)|^{p-2} u(r) u'(r).$$

Note that the differential equation in (3.1) can equivalently be written as

$$\left( |u'|^{p-2} u' \right)' + (n-1) \frac{\psi'}{\psi} |u'|^{p-2} u' + |u|^{q-1} u = 0. \tag{3.2}$$

**Lemma 3.1.** If $u$ is a solution to (3.1) defined in its maximal existence interval $I$, then both $u$ and $u'$ remain bounded in $I$.

**Proof.** We have:

$$|u'|^p \geq \left( |u'|^{p-2} u' \right) \frac{p}{p-1} |u'|^{p-2} u' \left( |u'|^{p-2} u' \right)' = \left( \frac{p}{p-1} u' \left( |u'|^{p-2} u' \right)' \right).$$

Thanks to (3.2) we thus obtain

$$F'_u = u' \left( |u'|^{p-2} u' \right)' + |u|^{q-1} u u' = -(n-1) \frac{\psi'}{\psi} |u'|^p \leq 0,$$

whence it follows that $F_u(r) \leq F_u(0) = \alpha^{q+1}/(q+1)$, for every $r \in I$. This clearly implies that both $u$ and $u'$ remain bounded in $I$. $\square$

Integrating the equation, it is readily seen that if $u > 0$ in $I' \subset I$ then $u' < 0$ in $I' \setminus \{0\}$. Hence, due to Lemma 3.1 and standard ODE theory, at this point we have only two alternatives: either $u$ exists in the whole interval $[0, +\infty)$ remaining positive, with $u' < 0$ on $0, +\infty)$, or there exists $R > 0$ such that $u > 0$ and $u' < 0$ in $(0, R)$, $u(R) = 0$ and $u'(R) \leq 0$. We will prove that only the first alternative is admissible; in order to establish it, we need the following lemma.

**Lemma 3.2.** If $u$ is a solution to (3.1) defined in its maximal existence interval $I$, then

$$P_u(r) = K(r) |u'(r)|^p \text{ for every } r \in I,$$

where $K$ is a suitable function depending only on $p, \psi, n$, such that $K(r) \leq 0$ for all $r \geq 0$ and $K(r) = 0$ for some $r > 0$ if and only if $q = p^* - 1$ and $\psi''(s) = 0$ for every $s \in (0, r)$. In particular, we have that $P_u(r) \leq 0$ for every $r \in I$. 

Proof. By direct computations, we have:

\[ P_u(r) = \psi^{n-1}(r) F_u(r) + \left( \int_0^r \psi^{n-1} \, ds \right) F_u'(r) + \frac{u(r)}{q+1} \left( \psi^{n-1} |u'|^{p-2} u' \right)'(r) + \frac{\psi^{n-1}(r)}{q+1} |u'(r)|^p \]

\[ = \psi^{n-1}(r) \left( \frac{p-1}{p} + \frac{1}{q+1} \right) |u'(r)|^p + \frac{u(r)}{q+1} \left[ \psi^{n-1}(r) |u(r)|^{q-1} u(r) + \left( \psi^{n-1} |u'|^{p-2} u' \right)'(r) \right] \]

\[ - \left( \int_0^r \psi^{n-1} \, ds \right) (n-1) \frac{\psi'(r)}{\psi(r)} |u'(r)|^p \]

\[ = \left[ \frac{p-1}{p} + \frac{1}{q+1} \right] \psi^{n-1}(r) \left( \int_0^r \psi^{n-1} \, ds \right) (n-1) \frac{\psi'(r)}{\psi(r)} |u'(r)|^p, \]

where we have used the differential equation in (3.1) and (3.3). Integration by parts yields

\[ \int_0^r \psi^{n-1} \, ds = \frac{1}{n} \int_0^r n \psi'^{-1} \psi' \, ds = \frac{\psi^n(r)}{n \psi^n(r)} + \frac{1}{n} \int_0^r \psi^n \psi'' \, ds. \]

Therefore we can rewrite \( K \) as

\[ K(r) = \left[ \frac{p-1}{p} + \frac{1}{q+1} \right] \psi^{n-1}(r) \left( \int_0^r \psi^n \psi'' \, ds \right) - \frac{n-1}{n} \frac{\psi'(r)}{\psi(r)} \psi^{n-1}(r) \psi^n(\psi^n)^{\frac{1}{n} - 1}, \]

where the coefficient of \( \psi^{n-1}(r) \) is smaller than or equal to 0 since \( q+1 \geq p^* \) (with equality if and only if \( q+1 = p^* \)); the second term is also nonpositive (recall that \( \psi'(0) = 1 \) and \( \psi \) is convex) and can vanish at some \( r > 0 \) if only if \( \psi''(s) = 0 \) for every \( s \in (0, r) \). Finally, the fact that \( P_u \leq 0 \) in \( I \) follows from \( P_u(0) = 0 \) along with the monotonicity of \( P_u \).

A first relevant consequence of Lemma 3.2 is that any solution to (3.1) is global and remains positive in the whole \([0, +\infty)\).

**Lemma 3.3.** If \( u \) is a solution to (3.1) defined in its maximal existence interval \( I \), then \( I = [0, +\infty) \) with \( u > 0 \) in \([0, +\infty)\) and \( u' < 0 \) in \((0, +\infty)\).

**Proof.** As observed above, either the claim is true or there exists \( R > 0 \) such that \( u > 0 \) and \( u' < 0 \) in \((0, R) \), \( u(R) = 0 \) and \( u'(R) \leq 0 \). The possibility that \( u'(R) = 0 \) can be immediately ruled out, by integrating the equation on \((0, R)\); while the fact that \( u'(R) < 0 \) gives a contradiction with Lemma 3.2, since it would imply \( P_u(R) > 0 \).

We complete this subsection with two further useful properties of radial solutions. From here on we will take for granted that \( u \) is positive and globally defined in \([0, +\infty)\).

**Lemma 3.4.** If \( u \) is a solution to (3.1), then \( u(r) \to \lambda \in [0, u(0)) \) and \( u'(r) \to 0 \) as \( r \to +\infty \).

**Proof.** The monotonicity and positivity of \( u \) ensure that \( u(r) \to \lambda \in [0, u(0)) \) as \( r \to +\infty \), whence

\[ \lim_{r \to +\infty} |u'(r)| = 0. \]

We are left with proving that actually \( u'(r) \to 0 \) as \( r \to +\infty \). To this end, we integrate both sides in (3.3) on an interval \((r_0, r)\), with \( 0 < r_0 < r \), deducing that

\[ F_u(r) - F_u(r_0) = (n-1) \int_{r_0}^r \frac{\psi'}{\psi} |u'|^p \, ds \Rightarrow \frac{p-1}{p} |u'(r)|^p = F_u(r_0) - \frac{u^{q+1}(r)}{q+1} - (n-1) \int_{r_0}^r \frac{\psi'}{\psi} |u'|^p \, ds. \]

Clearly the right-hand side in the last identity has a limit as \( r \to +\infty \), and so does the left-hand side. This means that \( |u'(r)| \) itself has a limit as \( r \to +\infty \), which thanks to (3.4) completes the proof.

**Lemma 3.5.** Let \( M^n \not\equiv \mathbb{R}^n \) and \( u \) be a solution to (3.1). Then there exists \( \varpi > 0 \) such that

\[ P_u(r) < 0 \quad \forall r > \varpi. \]
Proof. In terms of $\psi$, the assumption $\mathbb{M}^n \neq \mathbb{R}^n$ is equivalent to $\psi''(r) > 0$, at least for every $r$ ranging in an open interval $(r_1, r_2)$. Therefore, by Lemmas 3.2 and 3.3 we have that $P_u'(r) = K(r)|u'(r)|^p < 0$ for all $r > r_2$, whence the thesis follows. \hfill $\square$

It is convenient to sum up what we have proved so far. We have shown that, on any Cartan-Hadamard model manifold, there exist (unique) solutions to the radial problems (3.1) which are globally defined, remain positive and decrease, with $u(r) \to \ell \in [0, u(0))$ and $u'(r) \to 0$ as $r \to +\infty$. Moreover, the Pohozaev function $P_u$ is nonincreasing, nonpositive and, if $\mathbb{M}^n \neq \mathbb{R}^n$, strictly negative for large $r$. To proceed further, we now distinguish between the $p$-stochastically complete and incomplete cases.

3.2. Proof of the main results for $p$-stochastically complete manifolds. Throughout this whole subsection we assume that the Cartan-Hadamard manifold at hand is $p$-stochastically complete, namely (1.12) holds.

Proof of Theorem 1.4-(i). By what we have established in Subsection 3.1, we can assert that for all $\alpha > 0$ there exists a unique solution to (3.1), which is in fact classical and complies with (1.8); vice versa, any radial solution to (1.8) satisfies (3.1) for some $\alpha > 0$. Because different values of $\alpha$ give rise to different solutions, there are infinitely-many such solutions.

Let now $u$ be any solution to (3.1). Since $P_u(r) \leq 0$ for all $r > 0$, in particular we have that

$$\left(\int_0^r \psi^{n-1} ds\right) u^{q+1}(r) - \psi^{n-1}(r) [-u'(r)]^{p-1} u(r) \leq 0 \quad \forall r > 0$$

(recall that $u > 0$ and $u' < 0$). From the above inequality, straightforward computations give

$$\frac{|u'(r)|^{p-1}}{u^q(r)} \geq \psi^{1-n}(r) \int_0^r \psi^{n-1} ds \quad \implies \quad -\frac{u'(r)}{u^{\frac{1}{p-1}}(r)} \geq \Theta^{\frac{1}{p-1}}(r) \quad \forall r > 0.$$

By integrating both sides on $(0, r)$, we deduce that

$$\frac{p-1}{q + 1 - p} \left(\frac{1}{u^{\frac{1}{p-1}}(r)} - \frac{1}{\alpha^{\frac{1}{p-1}}}\right) \geq \int_0^r \Theta^{\frac{1}{p-1}} ds \to +\infty \quad \text{as } r \to +\infty,$$

thanks to assumption (1.12). Therefore $u(r) \to 0$ as $r \to +\infty$, and more precisely

$$u(r) \leq \left(\frac{p-1}{q + p - 1}\right)^{\frac{1}{q+1-p}} \left(\int_0^r \Theta^{\frac{1}{p-1}} ds\right)^{-\frac{1}{q+1-p}} \quad \forall r > 0. \quad \square$$

Remark 3.2. In order to prove Theorem 1.4-(i), we could have also argued in the following way: since we know that any radial (positive) global solution is decreasing, it is enough to show that $\inf_{\mathbb{M}^n} u = 0$. To this end, the $p$-stochastic completeness of $\mathbb{M}^n$ allows us to apply the weak maximum principle at infinity in [34, Theorem 1.2] to $-u$, whence the fact that $u(r) \to 0$ as $r \to +\infty$ follows. However, in the sequel we will need the decay estimate (3.5).

Having established that solutions vanish at infinity, we are ready to prove Theorem 1.3 in the $p$-stochastically complete case.

Proof of Theorem 1.3 under (1.12). Suppose by contradiction that there exists a radial solution $u$ to (1.8), satisfying (1.11), on a Cartan-Hadamard model manifold $\mathbb{M}^n \neq \mathbb{R}^n$ complying with (1.12). In particular, we know that $u$ is a (classical) solution to (3.1) for some $\alpha > 0$. Hence, by virtue of Lemmas 3.1–3.5 and Theorem 1.4-(i), we can assert that $u(r) \to 0$ as $r \to +\infty$ and $P_u(r) \leq P_u(\overline{r}) =: -C < 0$ for all $r > \overline{r}$, for some $\overline{r} > 0$. By the definition of $P_u$, this yields

$$\frac{\psi^{n-1}(r)}{q + 1} |u'(r)|^{p-2} u'(r) u(r) \leq -C \quad \forall r > \overline{r}.$$
That is, since $u' < 0$ and $u > 0$,

$$\psi^{n-1}(r) |u'(r)|^p \geq -C \frac{u'(r)}{u(r)} \quad \forall r > R.$$  

Upon integrating on $(\tilde{r}, r)$, we deduce that

$$\int_{\tilde{r}}^{r} |u'|^p \psi^{-1} \, ds \geq C \log(u(R)) - C \log(u(r)) \to +\infty \quad \text{as } r \to +\infty;$$

on the other hand $\int_{r}^{+\infty} |u'|^p \psi^{-1} \, ds$ must be finite by (1.11), which leads to the desired contradiction.  

We now address the proof of Theorem 1.5-(i). To this end, recall that we require the additional assumptions (1.14) and (1.15). We will prove the result through a series of lemmas, following a similar strategy to the one developed in [5], where the case $p = 2$ is treated. Let us start with some preliminary observations.

**Remark 3.3.** Assumption (1.14) implies in particular that there exist two constants $c_1, c_2 > 0$ such that, for all $\delta > 0$, one can pick $r_\delta > 0$ so large that

$$c_1(1 - \delta) e^{c_2(1 - \delta) r^{1 - \gamma}} \leq \psi(r) \leq c_1(1 + \delta) e^{c_2(1 + \delta) r^{1 - \gamma}} \quad \forall r > r_\delta. $$

On the other hand, assumption (1.15) ensures that for all $M > 0$ there exist $C_M, r_M > 0$ such that

$$\psi(r) \geq C_M e^{M r} \quad \forall r > r_M. $$

In both cases $\psi$ has at least an exponential-like growth at infinity. We also notice that, under either (1.14) or (1.15), it holds

$$(3.6) \quad \frac{\psi^{n-1}(r)}{\int_0^r \psi^{-1} \, ds} \sim (n - 1) \frac{\psi'(r)}{\psi(r)} \quad \text{as } r \to +\infty, $$

where by the symbol $\sim$ we mean that the ratio tends to 1. Indeed, in case (1.14) is satisfied, then by L'Hôpital's rule we have

$$(3.7) \quad \frac{r^\gamma \psi^{n-1}(r)}{\int_0^r \psi^{-1} \, ds} \sim (n - 1) \frac{r^\gamma \psi'(r)}{\psi(r)} + \gamma r^{\gamma - 1} \sim (n - 1) \frac{r^\gamma \psi'(r)}{\psi(r)} \to (n - 1) \ell \quad \text{as } r \to +\infty;$$

whereas in case (1.15) is satisfied, still L'Hôpital's rule yields

$$\frac{\psi(r)}{\psi(r)} \psi^{n-1}(r) \sim \frac{\psi'(r)}{\psi(r)} \psi^{n-1}(r) + (n - 1) \psi^{n-1}(r) \to n - 1 \quad \text{as } r \to +\infty. $$

**Lemma 3.6.** Let $u$ be a radial solution to (1.8). Suppose that (1.12) and either (1.14) or (1.15) hold. Then there exist no positive constants $C, \beta > 0$ such that $u(r) \leq C \psi^{-\beta}(r)$ for all $r > 0$.

**Proof.** Assume by contradiction that there exist two constants $C, \beta > 0$ as in the statement. For the sake of readability, along the proof $C$ will stand for a general constant, which may actually change from line to line but will not be relabeled. Since $u$ is bounded and $\psi(r) \to +\infty$ as $r \to +\infty$, it is not restrictive to assume further that $\beta < (n - 1)/q$. By integrating (3.1) on $(0, r)$, we thus find that

$$-u'(r) = \left(\psi^{1-n}(r) \int_0^r \psi^{-1} u^q \, ds\right)^{\frac{1}{q}} \leq C \left(\psi^{1-n}(r) \int_0^r \psi^{-1-\beta q} \, ds\right)^{\frac{1}{q}} \quad \forall r > 0;$$

a subsequent integration on $(r, +\infty)$ yields

$$(3.8) \quad u(r) \leq C \int_r^{+\infty} \left(\psi^{1-n}(s) \int_0^s \psi^{-1-\beta q} \, dt\right)^{\frac{1}{q}} \, ds \quad \forall r > 0,$$
where we used the fact that $u(r) \to 0$ as $r \to +\infty$ (Theorem 1.4-(i)). Note that the integral on the right-hand side of (3.8) vanishes as $r \to +\infty$: this can be seen, for instance, upon bounding the innermost integral by $s \psi^{n-1-\beta q}(s)$ and exploiting the exponential-like growth of $\psi$, as observed in Remark 3.3.

We claim that, for every $\varepsilon \in (0, q + 1 - p)$, there exists $C_\varepsilon > 0$ (which neither will be relabeled from line to line) such that

$$
\frac{1}{\psi^{-\beta (\frac{p}{q-1})}(r)} \int_r^{+\infty} \left( \psi^{1-n}(s) \int_0^s \psi^{n-1-\beta q} dt \right)^{\frac{1}{p-1}} ds \leq C_\varepsilon \quad \text{for } r \text{ large enough}.
$$

In order to prove (3.9), it suffices to apply L'Hôpital's rule to the ratio on the left-hand side and take advantage of (3.6) (which actually holds for any real $n > 1$) along with the just recalled exponential-like growth of $\psi$, to deduce that in fact such ratio vanishes at infinity. In view of (3.8), estimate (3.9) then entails $u(r) \leq C_\varepsilon \psi^{-\beta q/(p-1+\varepsilon)}(r)$, which is stronger than the initial bound since $q/(p-1) > 1$. We can therefore iterate the previous argument a finite number of times, inferring that

$$
u(r) \leq C_\varepsilon \psi^{-\beta (\frac{p}{q-1})^k}(r) \quad \forall r > 0, \quad \text{for every } k \text{ satisfying } \beta \left( \frac{q}{p-1+\varepsilon} \right)^{k-1} < \frac{n-1}{q}.
$$

In particular, because $\beta$ can be taken as small as needed, we can assert that

$$
u(r) \leq C_\varepsilon \psi^{-\beta (\frac{p}{q-1})^k}(r) \quad \forall r > 0.
$$

We will now reach a contradiction by obtaining an incompatible estimate in the opposite direction. To this end, recall that $P_u(r) \leq 0$ in view of Lemma 3.2. As a result,

$$
\left( \int_0^r \psi^{n-1} ds \right) \frac{p-1}{p} \left| u'(r) \right|^p + \frac{\psi^{n-1}(r)}{q+1} \left| u'(r) \right|^{p-2} u(r) u'(r) \leq 0 \quad \forall r > 0.
$$

Since $u' < 0$ and $u > 0$, we deduce that there exists $r_\varepsilon > 0$ such that

$$
\frac{u'(r)}{u(r)} \geq -\frac{p}{(p-1)(q+1)} \frac{\psi^{n-1}(r)}{\int_0^r \psi^{n-1} ds} > -\frac{p(n-1+\varepsilon)}{(p-1)(q+1)} \frac{\psi'(r)}{\psi(r)} \quad \forall r > r_\varepsilon,
$$

the last inequality following from (3.6). By integrating (3.11) on $(r_\varepsilon, r)$, we conclude that

$$
u(r) \geq C' \psi^{-\beta (\frac{p}{q-1})^k}(r) \quad \forall r > r_\varepsilon,
$$

where $C'_\varepsilon$ is another suitable positive constant. A comparison with (3.10) gives the desired contradiction, since $\varepsilon > 0$ can be chosen so small that $p(n-1+\varepsilon)/(p-1+\varepsilon) < (n-1-\varepsilon)(p-1)/(q+1)$.

\begin{lemma}
Let $u$ be a radial solution to (1.8). Suppose that (1.12) and either (1.14) or (1.15) hold. Then

$$
\lim_{r \to +\infty} \frac{u'(r) \psi(r)}{u(r) \psi'(r)} = 0.
$$
\end{lemma}

\begin{proof}
We consider at first the case when (1.15) holds, and start by showing that

$$
\limsup_{r \to +\infty} \frac{u'(r) \psi(r)}{u(r) \psi'(r)} = 0.
$$

Indeed, if this lim sup were smaller than $-\beta < 0$, then it would be immediate to deduce that $u(r) \leq C \psi^{-\beta}(r)$ for a suitable $C > 0$, in contradiction with Lemma 3.6. Therefore, it remains to establish that the lim sup is in fact a limit. To this aim, we proceed again by contradiction. Should the limit not exist, there would be a sequence $r_m \to +\infty$ of local minimizers for the differentiable function $\frac{u'}{\psi'}$, along which the latter does not tend to 0. Let us set

$$
\Gamma(r) := \left[ \log \left( \frac{\psi'(r)}{\psi(r)} \right) \right]'.
$$
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It is easy to check, by extremality, that for all $m \in \mathbb{N}$
\[
    u''(r_m) u(r_m) = (u'(r_m))^2 + u(r_m) u'(r_m) \Gamma'(r_m)
\]
(note that, since $u' < 0$ on $(0, +\infty)$, $u$ is actually $C^2((0, +\infty))$). If we multiply (3.2) by $u$, this identity reads
\[
    (-u'(r_m))^{p-1} = \frac{u^{q+1}(r_m)}{(p-1) u'(r_m) + (p-1) u(r_m) \Gamma'(r_m) + (n-1) \frac{\psi(r_m)}{\psi'(r_m)} u(r_m)}.
\]
Recall that for every $\varepsilon > 0$ small enough estimate (3.11) holds at $r = r_m$ for all $m$ sufficiently large, whence
\[
    (-u'(r_m))^{p-1} \leq \frac{u^q(r_m)}{-\frac{p}{q+1} (n-1 + \varepsilon) \frac{\psi'(r_m)}{\psi(r_m)} + (p-1) \Gamma'(r_m) + (n-1) \frac{\psi'(r_m)}{\psi(r_m)}} \leq \frac{u^q(r_m)}{C \frac{\psi(r_m)}{\psi'(r_m)} (1 + o(1))}
\]
as $m \to \infty$, where we have used assumption (1.15) and the fact that $p < q + 1$. Here and in the sequel $C$ stands for a generic positive constant, whose explicit value is irrelevant to our purpose. As a consequence, for all $m$ large enough. Since $u(r) \to 0$ as $r \to +\infty$, and (1.15) holds, this implies that the limit of the left-hand side is also 0, in contradiction with the definition of the sequence $\{r_m\}$.

Let us turn to the case when (1.14) holds, and proceed similarly. Note that (3.12) amounts to
\[
    \lim_{r \to +\infty} r^\gamma \frac{u'(r)}{u(r)} = 0.
\]
The fact that the lim sup is zero can be shown exactly as in the previous case. In order to establish that the above limit does exist, we argue again by contradiction, assuming that there is a sequence $r_m \to +\infty$ of local minimizers for the differentiable function $\frac{r^\gamma u'(r)}{u(r)}$, along which the latter does not tend to 0. By extremality, for all $m \in \mathbb{N}$ we have
\[
    u''(r_m) u(r_m) = (u'(r_m))^2 - \frac{\gamma}{r_m} u(r_m) u'(r_m).
\]
Hence, upon multiplying (3.2) by $u$, this identity gives
\[
    (-u'(r_m))^{p-1} = \frac{u^{q+1}(r_m)}{(p-1) u'(r_m) + (p-1) u(r_m) \Gamma'(r_m) + (n-1) \frac{\psi(r_m)}{\psi'(r_m)} u(r_m)}.
\]
Thanks to (3.11) and (1.14) (recall that $\gamma < 1$), we thus deduce that for every $\varepsilon > 0$ small enough
\[
    (-u'(r_m))^{p-1} \leq \frac{u^q(r_m)}{-\frac{p}{q+1} (n-1 + \varepsilon) \frac{\psi'(r_m)}{\psi(r_m)} + (p-1) \Gamma'(r_m) + (n-1) \frac{\psi'(r_m)}{\psi(r_m)} + o\left(\frac{\psi'(r_m)}{\psi(r_m)}\right)} \leq C r_m^{\gamma} u^q(r_m)
\]
for all $m$ sufficiently large. Hence,
\[
    \frac{r_m^\gamma u'(r_m)}{u(r_m)} \leq C u^{\frac{q+1-p}{q+1}}(r_m) r_m^{-\gamma} \leq C \left( \int_0^{r_m} \Theta \frac{1}{s^{\frac{1}{p-1}}} \, ds \right)^{-\frac{p}{q}} r_m^{\gamma},
\]
where in the last step we used estimate (3.5). Due to (3.7), we infer that
\[
    \int_0^r \Theta \frac{1}{s^{\frac{1}{p-1}}} \, ds \sim C \int_0^r s^{\frac{1}{p-1}} \, ds \sim C r^{\frac{1}{p-1} + 1} \quad \text{as } r \to +\infty,
\]
which plugged in (3.14) yields
\[ -\frac{r_m^\gamma u'(r_m)}{u(r_m)} \leq C r_m^{\gamma - 1} \to 0 \quad \text{as } m \to \infty, \]
in contradiction with the definition of the sequence \( \{r_m\} \).

**Lemma 3.8.** Let \( u \) be a radial solution to (1.8). Suppose that (1.12) and either (1.14) or (1.15) hold. Then
\[ \lim_{r \to +\infty} \frac{(-u'(r))}{u(r)} \left(\frac{\psi'(r)}{\psi(r)}\right)^{\frac{1}{p-1}} = \left(\frac{1}{n-1}\right)^{\frac{1}{p-1}}. \]

**Proof.** We assume at first that (1.15) holds. To begin with, let us prove by contradiction the existence of the limit in (3.15). Should the latter not exist, then there would be a sequence \( r_m \to +\infty \) of local maxima/minima points for the \( C^1 \) function
\[ \Phi(r) := \frac{(-u'(r))}{u(r)} \left(\frac{\psi'(r)}{\psi(r)}\right) \]
such that \( \{ \Phi(r_m) \} \) does not have a limit. By extremality, for all \( m \in \mathbb{N} \) we have
\[ u''(r_m) u(r_m) = \frac{q}{p-1} (u'(r_m))^2 - \frac{u(r_m) u'(r_m)}{p-1} \Gamma(r_m), \]
where \( \Gamma \) is defined in (3.13). Up to multiplying (3.2) by \( u \), this identity entails
\[ (-u'(r_m))^{p-1} = \frac{u^q(r_m)}{q \frac{u'(r_m)}{u(r_m)} - \Gamma(r_m) + (n - 1) \frac{\psi'(r_m)}{\psi(r_m)}}, \]
whence
\[ \Phi^{p-1}(r_m) = \frac{(-u'(r_m))^{p-1} \psi'(r_m)}{u^q(r_m)} \psi'(r_m) = \left[ \frac{u'(r_m) \psi(r_m) - \psi(r_m) \Gamma(r_m) + n - 1}{u(r_m) \psi'(r_m)} \right]^{p-1} \to \frac{1}{n-1} \]
as \( m \to \infty \), where in the last passage we have used Lemma 3.7 and assumption (1.15). However, by assumption \( \{ \Phi(r_m) \} \) does not have a limit, thus we have reached a contradiction and the existence of the limit in (3.15) is proved. Now let us compute it. By (3.2) we have
\[ (p - 1) \frac{u''(r)}{u'(r)} \frac{\psi'(r)}{\psi(r)} - (n - 1) + \frac{u'(r)}{(-u'(r))^{p-1} \psi'(r)} = 0 \quad \forall r > 0; \]
what we have proved so far implies that the limit as \( r \to +\infty \) of the first term on the left-hand side does exist as well. On the other hand, assumption (1.15) ensures that
\[ \lim_{r \to +\infty} \frac{u''(r) \psi(r)}{u'(r) \psi'(r)} = \lim_{r \to +\infty} \left( \frac{u''(r)}{u'(r)} - \Gamma(r) \right) \frac{\psi(r)}{\psi'(r)} = \lim_{r \to +\infty} \left[ \frac{u'(r) \psi(r) (\psi'(r))^{-1}}{u'(r)} \right]. \]
This implies that the rightmost limit does exist and hence, by Lemma 3.7 and L'Hôpital's rule,
\[ 0 = \lim_{r \to +\infty} \frac{u'(r) \psi(r)}{u'(r) \psi'(r)} = \lim_{r \to +\infty} \left[ \frac{u'(r) \psi(r) (\psi'(r))^{-1}}{u'(r)} \right] = \lim_{r \to +\infty} \frac{u''(r) \psi(r)}{u'(r) \psi'(r)}. \]
Taking advantage of this information in (3.16), we necessarily obtain
\[ \lim_{r \to +\infty} \frac{u^q(r)}{(-u'(r))^{p-1} \psi'(r)} = n - 1, \]
which is equivalent to (3.15).
The case when (1.14) holds can be treated in a similar way. To prove the existence of the limit in (3.15), we argue again by contradiction: claiming that the latter does not exist is equivalent to admitting that one can pick a sequence \( r_m \to +\infty \) of local maxima/minima points for the \( C^1 \) function

\[
\Psi(r) := \frac{(-u'(r))}{u^{p-1}(r)} r^{-\frac{\gamma}{p-1}}
\]
such that \( \{\Psi(r_m)\} \) does not have a limit. By extremality, for all \( m \in \mathbb{N} \) we have

\[
u''(r_m) u(r_m) = \frac{q}{p-1} (u'(r_m))^2 + \frac{\gamma u(r_m) u'(r_m)}{(p-1)r_m}.
\]

From this identity, using (3.2) multiplied by \( u \), we easily deduce that

\[
(-u'(r_m))^{p-1} = \frac{u^q(r_m)}{q u(r_m)} + \frac{\gamma}{r_m} + \frac{r^q u''(r_m)}{(u'(r_m))^{p-1}},
\]

which (thanks to Lemma 3.7) in turn yields \( \Psi^{-1}(r_m) \to 1/[(n-1)/\epsilon] \) as \( m \to \infty \), a contradiction. Thus, the existence of the limit of \( \Psi(r) \) as \( r \to +\infty \) is proved. In order to compute it, let us observe that still by (3.2) we have

\[
(p - 1) \frac{r^q u''(r)}{u'(r)} - (n - 1) \frac{r^q u'(r)}{u'(r)} + \frac{r q u''(r)}{(u'(r))^{p-1}} = 0 \quad \forall r > 0.
\]

What we have proved so far, along with (1.14), ensures the existence of the limit of the first term on the left-hand side, which can be rewritten as

\[
\lim_{r \to +\infty} \frac{\nabla^q u''(r)}{u'(r)} = \lim_{r \to +\infty} \nabla^q \left( \frac{u''(r)}{u'(r)} + \frac{\gamma}{r} \right) = \lim_{r \to +\infty} \frac{(r^q u'(r))'}{u'(r)}.
\]

Therefore, by Lemma 3.7 and L’Hôpital’s rule, we end up with

\[
0 = \lim_{r \to +\infty} \frac{r^q u'(r)}{u'(r)} = \lim_{r \to +\infty} \frac{(r^q u'(r))'}{u'(r)} = \lim_{r \to +\infty} \frac{r^q u''(r)}{u'(r)},
\]

so that (3.17) yields

\[
\lim_{r \to +\infty} \frac{r^q u''(r)}{u'(r)} = (n - 1) \ell,
\]

which is equivalent to the desired result when assumption (1.14) holds.

We are now in position to prove the asymptotics of solutions under either (1.14) or (1.15).

**Proof of Theorem 1.5-(i).** By Lemma 3.8, for every \( \epsilon > 0 \) small enough there exists \( r_\epsilon > 0 \) such that

\[
\left[ \left( \frac{1}{n-1} - \epsilon \right) \frac{\psi(r)}{\psi'(r)} \right]^{\frac{1}{1-\epsilon}} \leq \frac{u'(r)}{u^{p-1}(r)} \leq \left[ \left( \frac{1}{n-1} + \epsilon \right) \frac{\psi(r)}{\psi'(r)} \right]^{\frac{1}{1+\epsilon}} \quad \forall r > r_\epsilon,
\]

whereas, for a possibly larger \( r_\epsilon \), we have

\[
(n - 1 - \epsilon) \Theta(r) < \frac{\psi(r)}{\psi'(r)} < (n - 1 + \epsilon) \Theta(r) \quad \forall r > r_\epsilon
\]
in view of (3.6). Therefore, by combining the above estimates, we deduce that for a suitable \( C > 0 \) (depending only on \( n \)) it holds

\[
(1 - C\epsilon) \Theta(r) \geq \frac{u'(r)}{u^{p-1}(r)} \leq (1 + C\epsilon) \Theta(r) \quad \forall r > r_\epsilon.
\]

By integrating, we obtain

\[
(1 - C\epsilon) \frac{q + 1 - p}{p-1} \int_{r_\epsilon}^r \Theta^{\frac{1}{p-1}} \frac{1}{r} dr < u^{-\frac{1}{p-1}} \Theta^{-\frac{1}{p-1}}(r) - u^{-\frac{1}{p-1}} \Theta^{-\frac{1}{p-1}}(r_\epsilon) < (1 + C\epsilon) \frac{q + 1 - p}{p-1} \int_{r_\epsilon}^r \Theta^{\frac{1}{p-1}} \frac{1}{r} dr,
\]
for every $r > r_\varepsilon$, that is
\[
\left[1 + C\varepsilon + \frac{p-1}{q+1-p}\left(\int_{r_\varepsilon}^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)^{-\frac{q+1-p}{p-1}} \left(\int_{r_\varepsilon}^r u^{-\frac{q+1-p}{p-1}}(s) \, ds\right)^{-1}\right]^{-1} < \frac{q+1-p}{p-1}\left(\int_{r_\varepsilon}^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)^{-\frac{q+1-p}{p-1}} \left(\int_{r_\varepsilon}^r u^{-\frac{q+1-p}{p-1}}(s) \, ds\right)^{-1} < \left[1 - C\varepsilon + \frac{p-1}{q+1-p}\left(\int_{r_\varepsilon}^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)^{-\frac{q+1-p}{p-1}} \left(\int_{r_\varepsilon}^r u^{-\frac{q+1-p}{p-1}}(s) \, ds\right)^{-1}\right]^{-1}
\]
for all $r > r_\varepsilon$. The thesis follows by letting first $r \to +\infty$ and then $\varepsilon \to 0$, using assumption (1.12). □

Finally, we show that without assuming (1.14) or (1.15) the just established asymptotic behavior fails.

**Proof of Proposition 1.6.** As a key starting point, we claim that thanks to (1.19) there exist $\hat{\kappa} > 0$ and $\hat{r} > 0$ such that
\[
\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \left(\int_0^s \Theta^{\frac{1}{q+1-p}}(t) \, dt\right)^{-\frac{p-1}{q+1-p}} \int_s^r \psi^{n-1} \, dt \, ds \geq \hat{\kappa} \int_0^r \psi^{n-1} \, ds \left(\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)^{-\frac{p-1}{q+1-p}}
\]
for every $r \geq \hat{r}$. Indeed, formula (1.19) can be rewritten as
\[
\liminf_{r \to +\infty} \frac{\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \int_0^s \psi^{n-1} \, dt \, ds}{\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \int_0^s \psi^{n-1} \, ds} > 0 \iff \frac{\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \int_0^s \psi^{n-1} \, dt \, ds}{\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \int_0^s \psi^{n-1} \, ds} \geq \hat{\kappa}
\]
for every $r \geq \hat{r}$, with constants $\hat{\kappa}, \hat{r} > 0$ as above, from which (3.18) easily follows by monotonicity of the innermost integral involving $\Theta$.

The validity of (1.12) under (1.19) is a consequence of (3.19), since the latter is equivalent to
\[
\left[\log \left(\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)\right]^\prime \geq \hat{\kappa} \left[\log \left(\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \int_0^s \psi^{n-1} \, dt \, ds\right)\right]^\prime \quad \forall r \geq \hat{r}
\]
and the monotonicity of $\psi$ ensures that
\[
\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \int_0^s \psi^{n-1} \, dt \, ds \geq \frac{p-1}{2p-1} \left(\int_0^r \psi^{n-1} \, ds\right)^{\frac{2p-1}{p-1}} \psi_{\frac{n-1}{q+1-p}}(s) \quad \forall r > 0.
\]
If the ratio on the right-hand side were bounded, this would imply that $\int_0^r \psi^{n-1} \, ds = +\infty$ at some finite $r_0 > 0$, which is absurd.

In order to establish that (1.16) cannot hold, we can argue by contradiction. Should such an asymptotic behavior be true, then upon integrating (3.1) at infinity we would end up with the identity
\[
\lim_{r \to +\infty} \left(\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)^{\frac{p-1}{q+1-p}} \int_r^{+\infty} \left(\int_0^s \psi^{n-1} \, dt\right)^{\frac{q+1-p}{p-1}} \, ds = \left(\frac{p-1}{q+1-p}\right)^{\frac{p-1}{q+1-p}}.
\]
Now we observe that
\[
\lim_{r \to +\infty} \left(\int_0^r \Theta^{\frac{1}{q+1-p}}(s) \, ds\right)^{\frac{p-1}{q+1-p}} \int_r^{+\infty} \frac{1}{\psi^{\frac{1}{q+1-p}}} \, ds = 0.
\]
This is a direct consequence of the fact that $\psi'(r) \geq 1$ and $\psi(r) \geq r$:

$$
\left( \int_0^r \frac{1}{\psi^{\frac{n-1}{\nu}}} \psi^{\frac{n-1}{\nu}} \right) ds \leq \int_0^r \left( \int_0^s \frac{\psi^{n-1} \psi'}{\psi^{n-1}(s)} ds \right)^{\frac{\nu-1}{\nu}} ds \leq \int_0^r \frac{1}{\psi^{\frac{n-1}{\nu}}} \psi^{\frac{n-1}{\nu}} ds
$$

and it is readily seen that for $p \in (1, n)$ and $q + 1 \geq p^* \psi$ the power appearing in the last identity is negative. In particular, from (1.16), (3.20) and (3.21) we necessarily deduce that

$$
\lim_{s \to \infty} \int_0^s \psi^{n-1} w^q ds = \lim_{s \to \infty} \int_0^s \psi^{n-1}(t) \left( \int_0^t \Theta^{\frac{1}{p-1}} \right)^{-\frac{(p-1)q}{q+1-p}} dt = +\infty.
$$

As a result, we can assert that (3.20) is actually equivalent to

$$
\lim_{r \to +\infty} \left( \int_0^r \Theta^{\frac{1}{p-1}} ds \right)^{\frac{q+1-p}{p-1}} = \int_0^r \left[ \int_0^s \psi^{n-1}(t) \left( \int_0^t \Theta^{\frac{1}{p-1}} dt \right)^{-\frac{(p-1)q}{q+1-p}} dt \right]^{\frac{1}{q+1-p}} ds = \frac{q+1-p}{(n-1)p-1}.
$$

Integration by parts, along with (3.18), yields

$$
\int_0^s \psi^{n-1}(t) \left( \int_0^t \Theta^{\frac{1}{p-1}} dt \right)^{-\frac{(p-1)q}{q+1-p}} dt = \int_0^s \psi^{n-1} dt \left( \int_0^s \Theta^{\frac{1}{p-1}} dt \right)^{-\frac{(p-1)q}{q+1-p}} + \frac{(p-1)q}{q+1-p} \int_0^s \Theta^{\frac{1}{p-1}}(t) \left( \int_0^t \Theta^{\frac{1}{p-1}} dt \right)^{-\frac{(p-1)q}{q+1-p}} \int_0^t \psi^{n-1} dt dt
$$

for all $s \geq \hat{r}$, whence

$$
\int_0^\infty \psi^{n-1}(s) \int_0^s \psi^{n-1}(t) \left( \int_0^t \Theta^{\frac{1}{p-1}} dt \right)^{-\frac{(p-1)q}{q+1-p}} dt \left( \int_0^r \Theta^{\frac{1}{p-1}} ds \right)^{-\frac{1}{q+1-p}} ds
$$

$$
\geq \left[ 1 + \frac{(p-1)q\kappa}{q+1-p} \right] \int_0^\infty \Theta^{\frac{1}{p-1}}(s) \left( \int_0^s \Theta^{\frac{1}{p-1}} ds \right)^{-\frac{1}{q+1-p}} ds
$$

for all $r \geq \hat{r}$, which is clearly in contradiction with (3.22).

If (1.14) holds with $\gamma = 1$, then by L'Hôpital's rule it is readily seen that

$$
\lim_{r \to +\infty} \frac{\Theta(r)}{r} = \frac{1}{(n-1)\ell + 1},
$$

whence
\[
\lim_{r \to +\infty} \frac{\int_0^r \Theta^\frac{p}{p+1} \psi^{n-1} ds}{\psi^{n-1}(r) \Theta(r) \int_0^r \Theta^\frac{p}{p+1} ds} = \frac{p}{p-1} \lim_{r \to +\infty} \frac{\int_0^r s^\frac{p}{p+1} \psi^{n-1}(s) ds}{s^\frac{p}{p+1} \psi^{n-1}(r)} = \frac{p}{2p-1 + (n-1)(p-1)} \ell > 0,
\]
where in the last passage we have used again L'Hôpital's rule.

Finally, given \( \alpha > 0 \), let us exhibit a \( p \)-stochastically complete Cartan-Hadamard model manifold, satisfying (1.20), where the limit in (1.16) of the solution \( u \) to (3.1) that starts from \( u(0) = \alpha \) cannot exist. We will proceed by means of a recursive construction. First of all, note that in view of the asymptotic results established above we know in particular that if \( \psi \) complies with
\[
\lim_{r \to +\infty} \frac{\psi'(r)}{\psi(r)} \in (0, +\infty)
\]
then \( u \) satisfies (1.16). On the contrary, by reasoning similarly to the above disproof of (1.16) under (1.19), it is not difficult to check that if \( \psi \) fulfills
\[
\lim_{r \to +\infty} \frac{\psi(r)}{r} \in [1, +\infty)
\]
then
\[
\liminf_{r \to +\infty} \left( \int_0^r \Theta^\frac{p}{p+1} ds \right)^{\frac{p+1}{p}} u(r) \leq \left( \frac{p-1}{q+1-p} \right)^{\frac{p+1}{p}} \left( 1 - \frac{pq}{n(q+1-p)} \right)^{\frac{1}{p+1}}.
\]
Our strategy strongly relies on this dichotomy. We pick an increasing sequence of radii \( \{r_k\}_{k \in \mathbb{N}} \subset [0, +\infty) \) and a corresponding sequence of smooth convex functions \( \{\psi_k\}_{k \in \mathbb{N}} \), which will be carefully chosen below, such that the global function \( \psi \) defined by
\[
\psi(r) := \psi_k(r) \quad \text{for every } r \in [r_k, r_{k+1})
\]
gives rise to a \( p \)-stochastically complete Cartan-Hadamard model manifold that meets our purpose. For the sake of readability, along the \( k \)-th recursive step we will (implicitly) still let \( \psi \) denote the function that fulfills (3.24) on the whole \( [r_k, +\infty) \) rather than on \( [r_k, r_{k+1}) \).

We start the iteration by taking \( r_0 = 0 \) and \( \psi_0(r) = r \). In particular, due to (3.23) we can pick \( r_1 \geq 1 \) so large that
\[
\left( \int_0^{r_1} \Theta^\frac{p}{p+1} ds \right)^{\frac{p+1}{p}} u(r_1) < \left( \frac{p-1}{q+1-p} \right)^{\frac{p+1}{p}} \left( 1 - \frac{1}{n} \right)^{\frac{1}{p+1}}, \quad u(r_1) < 1,
\]
whereas the next function \( \psi_1 \) is chosen to be smooth, convex, complying with
\[
\lim_{r \to +\infty} \frac{\psi_1'(r)}{\psi_1(r)} = 2
\]
and gluing to \( \psi_0 \) in such a way that \( \psi \) is also globally smooth and convex. Hence, thanks to Theorem 1.5, the solution constructed so far satisfies (1.16); we are thus allowed to select \( r_2 \geq r_1 + 1 \) so large that
\[
\left( \int_0^{r_2} \Theta^\frac{p}{p+1} ds \right)^{\frac{p+1}{p}} u(r_2) > \left( \frac{p-1}{q+1-p} \right)^{\frac{p+1}{p}} \left( 1 - \frac{1}{2n} \right)^{\frac{1}{p+1}}, \quad u(r_2) < \frac{1}{2}, \quad \frac{\psi_1(r_2)}{r_2} \geq 1.
\]
The subsequent (recursive) steps of the procedure go as follows. Given \( r_0, \ldots, r_k \) and \( \psi_0, \ldots, \psi_{k-1} \), with \( k \geq 2 \) even, first we choose \( \psi_k \) to be smooth, convex, fulfilling
\[
\lim_{r \to +\infty} \frac{\psi_k(r)}{r} \in (1, +\infty)
\]
and gluing to $\psi_{k-1}$ in such a way that $\psi$ is also globally smooth and convex. Due to (3.23) we can then pick $r_{k+1} \geq r_k + 1$ so large that

$$\left( \int_0^{r_{k+1}} \Theta \frac{ds}{s^{p+1}} \right)^{\frac{p+1}{p}} u(r_{k+1}) < \left( \frac{p-1}{q+1-p} \right)^{\frac{p+1}{p}} \left( 1 - \frac{1}{n} \right)^{\frac{1}{n}} , \quad u(r_{k+1}) < \frac{1}{2k} .$$

(3.25)

Similarly, given $r_0, \ldots, r_k$ and $\psi_0, \ldots, \psi_{k-1}$, with $k \geq 3$ odd, we choose $\psi_k$ to be smooth, convex, complying with

$$\lim_{r \to +\infty} \frac{\psi'(r)}{\psi(r)} = 2k$$

and gluing to $\psi_{k-1}$ in such a way that $\psi$ is globally smooth and convex. The solution constructed so far satisfying (1.16), we can therefore select $r_{k+1} \geq r_k + 1$ so large that

$$\left( \int_0^{r_{k+1}} \Theta \frac{ds}{s^{p+1}} \right)^{\frac{p+1}{p}} u(r_{k+1}) > \left( \frac{p-1}{q+1-p} \right)^{\frac{p+1}{p}} \left( 1 - \frac{1}{2n} \right)^{\frac{1}{n}} , \quad u(r_{k+1}) \leq \frac{1}{2r_k^2} , \quad \frac{\psi_k(r_{k+1})}{e^{r_{k+1}}} \geq 1.$$  

(3.26)

By applying iteratively this procedure, we end up having constructed a Cartan-Hadamard model manifold represented by a function $\psi$ defined as in (3.24) where, by virtue of (3.25) and (3.26), the solution $u$ to (3.1) fulfills

$$\liminf_{r \to +\infty} \left( \int_0^r \Theta \frac{ds}{s^{p+1}} \right)^{\frac{p+1}{p}} u(r) \leq \left( \frac{p-1}{q+1-p} \right)^{\frac{p+1}{p}} \left( 1 - \frac{1}{n} \right)^{\frac{1}{n}} \leq \limsup_{r \to +\infty} \left( \int_0^r \Theta \frac{ds}{s^{p+1}} \right)^{\frac{p+1}{p}} u(r),$$

and $u(r) \to 0$ as $r \to +\infty$, while

$$\lim_{k \to \infty} \frac{\psi(r_k)}{e^{r_k}} = +\infty \quad \forall \ell > 0 .$$

The thesis is therefore proved (note that in the light of Theorem 1.4, the fact that $u \to 0$ at infinity ensures $p$-stochastic completeness). Let us point out that, in each step, the choice of $\psi_k$ depends only upon $\{r_i\}_{i \in \{0, \ldots, k\}}$ and $\{\psi_i\}_{i \in \{0, \ldots, k-1\}}$, whereas the choice of $r_{k+1}$ depends upon the same quantities plus the solution $u$ constructed on $[0, +\infty)$ with $\psi(r) \equiv \psi_k(r)$ for all $r \geq r_k$ (thus only on $\alpha, q, p, n$), leaving however such a solution unchanged in the interval $[0, r_k]$.

$\square$

### 3.3. Proof of the main results for $p$-stochastically incomplete manifolds.

Now we address the case when the Cartan-Hadamard manifold at hand is $p$-stochastically incomplete, namely (1.13) holds.

We will first need the following elementary lemma, whose simple proof is omitted.

**Lemma 3.9.** For all $\alpha > 1$ and $\varepsilon > 0$, there exists $C_\varepsilon > 0$ such that

$$\frac{x+y}{\varepsilon} \leq (1+\varepsilon) x^\alpha + C_\varepsilon y^\alpha \quad \forall x, y \geq 0 .$$

**Proof of Theorem 1.4-(ii).** As concerns the existence of infinitely-many radial solutions to (1.8), and the fact that they all satisfy (3.1), the same observations as in the proof of case (i) hold.

Let then $u$ be any solution to (3.1) under (1.13), and suppose by contradiction that $u(r) \to 0$ as $r \to +\infty$. The case $\psi(r) = r$ does not fulfill (1.13), and this necessarily means that $M^n \not\equiv \mathbb{R}^n$. Therefore, Lemma 3.5 holds and $P_\alpha(r) \leq P_\alpha(\overline{r}) := -C < 0$ for all $r > \overline{r}$, provided $\overline{r}$ is large enough (here and below $C$ or analogous constants will not be relabeled). In particular, we infer that for every $r > \overline{r}$

$$\psi^{n-1}(r) |u'(r)|^{p-2} u'(r) u(r) \leq -C \iff u^{\frac{1}{p-1}}(r) u'(r) \leq -C \psi^{\frac{1}{p-1}}(r)$$

and $u(r) \to 0$ as $r \to +\infty$, while

$$\lim_{k \to \infty} \frac{\psi(r_k)}{e^{r_k}} = +\infty \quad \forall \ell > 0 .$$

The thesis is therefore proved (note that in the light of Theorem 1.4, the fact that $u \to 0$ at infinity ensures $p$-stochastic completeness). Let us point out that, in each step, the choice of $\psi_k$ depends only upon $\{r_i\}_{i \in \{0, \ldots, k\}}$ and $\{\psi_i\}_{i \in \{0, \ldots, k-1\}}$, whereas the choice of $r_{k+1}$ depends upon the same quantities plus the solution $u$ constructed on $[0, +\infty)$ with $\psi(r) \equiv \psi_k(r)$ for all $r \geq r_k$ (thus only on $\alpha, q, p, n$), leaving however such a solution unchanged in the interval $[0, r_k]$.

$\square$
where we recall that \( u' < 0 \) and \( u > 0 \). By integrating on \((r, +\infty)\), since we are supposing that \( u \to 0 \) at infinity, we thus obtain that
\[
-\frac{p-1}{p} u^{\frac{1}{p-1}} (r) \leq -C \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \left( \frac{\psi}{r} \right)^{\frac{p-1}{p}} \, ds
\]
for all large \( r \) enough, which in turn gives
\[
\left( \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds \right)^{\frac{p-1}{p}} \leq C u(r) \to 0 \quad \text{as } r \to +\infty. 
\tag{3.27}
\]
Now we claim that
\[
\limsup_{r \to +\infty} \frac{u'(r)}{u(r)} \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds > -1. 
\tag{3.28}
\]
To prove the claim, we argue by contradiction and suppose that the above \( \limsup \) is less than or equal to \(-1\): that is, for all \( \varepsilon > 0 \) there exists \( r_\varepsilon > 1/\varepsilon \) such that
\[
\frac{u'(r)}{u(r)} \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds \leq -1 + \varepsilon \quad \forall r > r_\varepsilon.
\]
By integrating we obtain
\[
\log \left( \frac{u(r)}{u(r_\varepsilon)} \right) \leq (1-\varepsilon) \log \left( \frac{\int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds}{\int_{r_\varepsilon}^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds} \right) \quad \forall r > r_\varepsilon
\]
(note that the integrals on the right hand side are finite as \( \psi(r) \geq r \) and \( p < n \)). In turn, this implies that there exists \( C_\varepsilon > 0 \) such that
\[
u(r) \leq C_\varepsilon \left( \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds \right)^{1-\varepsilon} \quad \forall r > r_\varepsilon.
\]
However, by taking \( \varepsilon < 1 - (p-1)/p \), a comparison with (3.27) yields
\[
0 < C_\varepsilon \leq \left( \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds \right)^{1-\varepsilon - \frac{p-1}{p}} \to 0 \quad \text{as } r \to +\infty,
\]
which is a contradiction. This proves the claim (3.28), and hence there exist \( \delta \in (0, 1) \) and a sequence \( r_m \to +\infty \) such that
\[
\frac{u'(r_m)}{u(r_m)} \int_r^{+\infty} \frac{\psi}{\psi^{p-1}} \, ds > -1 + \delta \quad \text{for } m \text{ large enough.}
\tag{3.29}
\]
Now we go back to the equation solved by \( u \) in (3.1): by integrating it on \((r_m, r)\), and using the fact that \( u' < 0 \), we deduce that
\[
(-u'(r))^{p-1} = \left( \frac{\psi^{n-1}(r_m)}{\psi^{n-1}(r)} \right)^{p-1} + \left( \frac{\psi^{n-1}(r)}{\psi^{n-1}(r_m)} \right)^{p-1} \int_{r_m}^r \psi^{n-1} \, ds \quad \forall r > r_m.
\]
Thus
\[
-u'(r) = \left( \frac{\psi^{n-1}(r_m)}{\psi^{n-1}(r)} (-u'(r_m))^{p-1} + \psi^{1-n}(r) \int_{r_m}^r \psi^{n-1} \, ds \right)^{\frac{1}{p-1}} \quad \forall r > r_m,
\tag{3.30}
\]
and to proceed further we distinguish between two subcases: \( p \geq 2 \) or \( p < 2 \).

If \( p \geq 2 \) then \( 1/(p-1) \leq 1 \), and hence \((x+y)^{1/(p-1)} \leq x^{1/(p-1)} + y^{1/(p-1)} \) for all \( x, y > 0 \). Therefore, from (3.30) we infer that
\[
-u'(r) \leq \psi^{\frac{n-1}{p-1}}(r_m) (-u'(r_m))^{p-1} + \psi^{\frac{n-1}{p-1}}(r) \left( \psi^{1-n}(r) \int_{r_m}^r \psi^{n-1} \, ds \right)^{\frac{1}{p-1}}.
\]
for all \( r > r_m \), where in the last passage we have used the the monotonicity of \( u \). Note that the term inside brackets is nothing but the function \( \Theta(r) \) defined in (1.10), so that a further integration on \((r_m, r)\) gives the estimate

\[
(3.31) \quad u(r) \geq u(r_m) \left( 1 + \frac{u'(r_m)}{u(r_m)} \frac{\psi^{\frac{p-1}{p}}(r_m)}{\psi^{\frac{p}{p-1}}(r)} \int_{r_m}^{r} \psi^{\frac{1-p}{p}} ds - \frac{u^{\frac{p+1-p}{p}}(r_m)}{u^{\frac{p}{p-1}}(r)} \int_{r_m}^{r} \Theta^{\frac{1}{p-1}} ds \right)
\]

for all \( r > r_m \). Let us focus on the term inside brackets on the right-hand side. By (3.29), assumption (1.13) and the fact that \( u(r_m) \to 0 \) as \( m \to \infty \), we obtain

\[
1 + \frac{u'(r_m)}{u(r_m)} \frac{\psi^{\frac{p-1}{p}}(r_m)}{\psi^{\frac{p}{p-1}}(r)} \int_{r_m}^{r} \psi^{\frac{1-p}{p}} ds - \frac{u^{\frac{p+1-p}{p}}(r_m)}{u^{\frac{p}{p-1}}(r)} \int_{r_m}^{r} \Theta^{\frac{1}{p-1}} ds \geq \delta + o(1),
\]

where \( o(1) \to 0 \) as \( m \to \infty \). In particular, upon taking \( m \) sufficiently large and going back to (3.31), we end up with the estimate \( u(r) \geq \delta/2u(r_m) \) for every \( r > r_m \), which is in contradiction with the fact that \( u(r) \to 0 \) as \( r \to +\infty \). This shows that, under assumption (1.13) and supposing that \( p \geq 2 \), we necessarily have \( u(r) \to \lambda > 0 \) as \( r \to +\infty \).

Let us now consider the case \( p < 2 \). Since \( 1/(p-1) > 1 \), it is no more true that \((x+y)^{1/(p-1)} \leq x^{1/(p-1)} + y^{1/(p-1)}\) for all \( x, y > 0 \). However, we can exploit Lemma 3.9 with \( \varepsilon = \delta/2 \), where \( \delta \) is defined by (3.29). Thanks to this choice, identity (3.30) implies that

\[
-u'(r) \leq \left( 1 + \frac{\delta}{2} \right) \frac{\psi^{\frac{p-1}{p}}(r_m)(-u'(r_m))}{\psi^{\frac{p}{p-1}}(r)} + C_2 \frac{u}{r}(r_m) \left( \psi^{1-n}(r) \int_{0}^{r} \psi^{n-1} ds \right)^{\frac{1}{n}} \forall r > r_m.
\]

Similarly to the case \( p \geq 2 \), we thus deduce that

\[
u(r) \geq u(r_m) \left[ 1 + \left( 1 + \frac{\delta}{2} \right) \frac{u'(r_m)}{u(r_m)} \frac{\psi^{\frac{p-1}{p}}(r_m)}{\psi^{\frac{p}{p-1}}(r)} \int_{r_m}^{r} \psi^{\frac{1-p}{p}} ds - C_2 \frac{u^{\frac{p+1-p}{p}}(r_m)}{u^{\frac{p}{p-1}}(r_m)} \int_{r_m}^{r} \Theta^{\frac{1}{p-1}} ds \right]
\]

for all \( r > r_m \). By virtue of (3.29), assumption (1.13) and using the fact that \( u(r_m) \to 0 \) as \( m \to \infty \), the right-hand side is greater than \( u(r_m) \left[ 1 + (1 + \delta/2)(-1 + \delta) + o(1) \right] \), with \( o(1) \to 0 \) as \( m \to \infty \). As a result, by taking \( m \) sufficiently large we end up with the estimate \( u(r) \geq \delta/4u(r_m) \) for every \( r > r_m \), which gives again a contradiction. This completes the proof also for \( p < 2 \).

Now we can proceed with the proof of Theorem 1.3 in the \( p \)-stochastically incomplete case.

Proof of Theorem 1.3 under (1.13). Suppose by contradiction that there exists a radial solution \( u \) to (1.8), satisfying (1.11), on a Cartan-Hadamard model manifold complying with (1.13). As in the first part of the proof, we infer that \( u \) is a (classical) solution to (3.1) for some \( \alpha > 0 \). By combining the monotonicity of \( u \) with Theorem 1.4, we have that \( 0 < \lambda := \lim_{r \to +\infty} u(r) < u(r) < \alpha \) for all \( r > 0 \). Upon integrating the differential equation in (3.1), we deduce that

\[
(3.32) \quad -\psi^{n-1}(r) |u'(r)|^p u(r) = \int_{0}^{r} \psi^{n-1} u^p ds \implies |u'(r)|^p = \left( \psi^{1-n}(r) \int_{0}^{r} \psi^{n-1} u^p ds \right)^{\frac{1}{p}}
\]
for all $r > 0$, where we used again the fact that $u' < 0$. Upon multiplying by $\psi^{n-1}$, integrating and exploiting the monotonicity of both $u$ and $\psi$, we obtain:

$$\int_0^r |u'|^p \psi^{n-1} \, ds = \int_0^r \left( \psi^{1-n}(s) \int_0^s \psi^{n-1} \, dt \right)^{\frac{p}{n-1}} \psi^{n-1}(s) \, ds$$

$$\geq \lambda \frac{2p-1}{2p-1} \int_0^r \psi^{\frac{(1-n)p}{p-1}}(s) \left[ \frac{p-1}{2p-1} \left( \int_0^s \psi^{n-1} \, dt \right)^{\frac{2p-1}{p-1}} \right] \, ds$$

$$\geq \lambda \frac{2p-1}{2p-1} \frac{p-1}{2p-1} \int_0^r \left( \int_0^s \psi^{n-1} \, dt \right)^{\frac{2p-1}{p-1}} \psi^{\frac{(1-n)p}{p-1}}(r) = C \frac{\int_0^r \psi^{n-1} \, ds}{(f(r))^\frac{p}{n-1}}$$

(3.33)

for all $r > 0$, where $C > 0$ is a constant whose explicit value is immaterial, and $f(r) := \int_0^r \psi^{n-1} \, ds$. We claim that

$$\limsup_{r \to +\infty} \frac{\int_0^r \psi^{n-1} \, ds}{(f(r))^{\frac{p}{n-1}}} = +\infty. \tag{3.34}$$

If not, then the ratio is bounded, which means that for all $r > 1$

$$f'(r) \geq C (f(r))^{\frac{2p-1}{p}} \quad \text{with } f(1) > 0 \implies f \text{ blows up at a finite } r_0 > 1,$$

in contradiction with the definition of $f$. This proves that (3.34) holds and, recalling (3.33), we can finally infer that

$$\int_0^{+\infty} |u'|^p \psi^{n-1} \, ds = +\infty,$$

which is incompatible with (1.11). That is, also under assumption (1.13) finite-energy solutions do not exist. \hfill \box

**Remark 3.4.** By reasoning similarly to [24, Section 2.2], it is not difficult to check that if $M^n$ is not a model manifold but still supports a radial solution to (1.8), then the latter is in fact a solution to (3.1) with $\psi$ replaced by

$$\psi_\ast(r) := \left[ \frac{\sigma(\partial B_1(a))}{n \omega_n} \right]^{\frac{1}{n-1}},$$

and such a function falls within the Cartan-Hadamard class. Moreover, we have

$$\int_{\mathbb{R}^n} |\nabla u|^p \, dV = n \omega_n \int_0^{+\infty} |u'|^p \psi^{n-1}_\ast \, dr,$$

so that the proof of Theorem 1.3 that we have just carried out applies to this case as well.

**Proof of Theorem 1.5-(ii).** By the definition of limit, for every $\varepsilon > 0$ (small enough) there exists $r_\varepsilon > 0$ such that $\lambda^q - \varepsilon < u^q(r) < \lambda^q + \varepsilon$ for all $r > r_\varepsilon$. Therefore, in view of (3.32), for any such $r$ we have that

$$\left[ \psi^{1-n}(r) \left( C_\varepsilon + (\lambda^q - \varepsilon) \int_{r_\varepsilon}^r \psi^{n-1} \, ds \right) \right]^{\frac{1}{1-n}} < u'(r) < \left[ \psi^{1-n}(r) \left( C_\varepsilon + (\lambda^q + \varepsilon) \int_{r_\varepsilon}^r \psi^{n-1} \, ds \right) \right]^{\frac{1}{1-n}},$$
with $C_\varepsilon := \int_0^{r_\varepsilon} \psi^{n-1} u^q \, ds > 0$. A further integration on $(r, +\infty)$ yields, still for $r > r_\varepsilon$,
\[
\int_r^{+\infty} \left[ \psi^{1-n}(s) \left( C_\varepsilon + (\lambda^q - \varepsilon) \int_{rs}^s \psi^{n-1} \, dt \right) \right]^{\frac{1}{n-1}} \, ds \\
< u(r) - \lambda < \int_r^{+\infty} \left[ \psi^{1-n}(s) \left( C_\varepsilon + (\lambda^q + \varepsilon) \int_{rs}^s \psi^{n-1} \, dt \right) \right]^{\frac{1}{n-1}} \, ds.
\]
By the arbitrariness of $\varepsilon > 0$ and L'Hôpital's rule applied to the integral terms, it is not difficult to obtain
the desired asymptotic result.

Finally, in order to prove (1.17), it is enough to observe that (3.5) actually holds under both (1.12) and (1.13), whence
the universal bound just follows upon letting $r \to +\infty$ in such estimate. 
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