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Abstract: In cloud platform, parallel computing is precisely one of the methods to handle various computational tasks which need to perform fast on a large dataset. In a system each job was run by the respective processors. Jobs may need to be accompanying through nodes and it will share resources. So scheduling is important to share the resources and path diversity is very much of important in order to get the data within least retrieval time. The existing scheduling algorithms should not efficiently find the optimum solution. In this paper we make a survey to provide the better transfer scheduling algorithm for transfer the data within stipulated time, to maximize the data transfer rate and to choose cost effective paths.
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I. INTRODUCTION

The cloud is a web based data storage model where data is stored on several virtual servers. Big data is the term which gathers huge and difficult data sets and it’s too hard to process by on-hand database management tools or conventional applications. In computing the processing of big data is a challenge mainly in cloud computing. Your data was stored in the remote server so that retrieving the data from the remote area is very difficult in the parallel processing. Parallel processing which means many cloud applications were request the data concurrently for simultaneous process. It’s not easy to provide the data in stipulated time for the applications concurrently. Because uncountable number of users are utilizing the networks nowadays. All the applications are generating terabytes or petabytes of data per day. It’s to difficult to manage the data and also to transfer the data to the respective applications within time.

Many big-data application was deployed in the cloud system all should need the data for parallel processing. So that data has to be transferred concurrently. Various open source frameworks deployed in cloud platform are facing lot of difficulties to provide scalable data for the big data applications. Parallel processing is nothing but splitting a single into multiple task and process it in available machines simultaneously.

In the conventional system a program has to wait till the completion of the previous program. it increase the delay time for the process completion. So if time delay increased that reflects in overall delay of many task. Automatically path congestion will be occurred. To avoid this congestion multiprocessing technique was introduced in which the job was shared by more than two processors. This will reduce heavy workload in the data centre networks. It is called as symmetric multiprocessing system (SMP).

Here in SMP the handling of workflow that treats each and every processor as equally capable and responsible. It behaves like directly proportional model such as if there is increase in processors than there is increase in the time taken for propagating data in DCN. Here it will transfer the new data to all over the system instead of the respective system. To overcome this, shared memory concept was introduced that shares the data, in which the respective system is utilize that and none by others. This is called as massively parallel processing (MPP) systems.

Whatever systems are exists nowadays still we are facing lot of problems in transferring concurrent information across the node. It’s only possible if we have efficient path diversity and data replicas.

Data Center Networks

Data are generally replicated for redundancy and robustness.

Furthermore, from each data node in Data Center Networks (DCN), data transfer will be done by multiple paths; it is difficult to find the shortest paths, due to path redundancy in DCN. Although we are having many paths it is very much important to select the best node and the best path to retrieve a non-local data. Here we are facing the data retrieval problem. In the number of available paths, we have to select the perfect node and the path for data transfer in least retrieval time.

In present days many Big-data applications are retrieving data concurrently. This may cause path collision because of parallel transferring data to the big data applications. It ignores the bandwidth and seven the nodes and paths are.
overlapped at the time of concurrent data transfer. Insight into cloud system is very much important to know the structure of nodes and paths. In cloud system the HADOOP is one of the most important open framework applications which is used to store massive data and also manage concurrent tasks.

The general structure of HADOOP consists of two-level network structure, which was shown in below figure. Approximately 30 to 40 servers will be there in each rack with 1GB switch. Another 1GB switch or uplink was used to connect the racks respectively. The important point is aggregate bandwidth is higher while transferring the data or information among the nodes in the same rack then the different rack.

Configuring HADOOP is important to get maximum performance to know the structure of current network. If the cluster has multi rack then nodes mapping is essential otherwise you kept it as default.

Network locations are represented in the manner of hierarchical tree structure that mentions the locations distance. To decide for placing the block replicas the namenode get the information from network location and the job tracker used it for to find the closest replica, that is the input for to run on a task tracker.

For the network in Figure , the general rack structure is shown by two network locations. Such as, switch1/rack1 and /switch1/rack2. Here we are having one top-level switch in this cluster because of two racks, further the locations can be changed as /rack1 and /rack2.

To overcome this problem in this paper we made a survey to find the optimum solution. Here we concentrate on to mapping the user request to the available rack by choosing the shortest path. In cloud, users may submit many requests, all request has to process concurrently without any delay. So we have to map the request to the respective rack for retrieving the data in minimum retrieval time.

The shortest path identification leads the performance problem because of multiple paths exists in the data center. Data retrieval problem arises during non local data with path selection. Heavy congestion on links because of overlapping of paths and nodes. So the perfect path selection and replica selection may increase the data transfer rate.

Problem Classification
The data are collected from various sources are identified and place over the data node either original or replicated data node. Then the data pre-processing method is used for collecting the information from multiple resources, transfer the data into required format, and stored it into the respective database is generally called as ETL in which ‘E’ stands for extraction, ‘T’ for transformation and ‘L’ stands for Loading. After the transformation we have to categorise it depends upon nature of the data.

Presently we are having data such as structured data, unstructured data and semi-structured data. Depends upon the categorization of data it will be separated and stored in data node and the replicated data node. In this survey we are going to concentrate on how to increase the data transfer rate across nodes in the cluster. First the user made a request for the retrieval of data, it should be analysed and fetch from the nearby replicate server with unique shortest path.

User raises a request for data retrieval. The HDFS has to classify the user request and it processes the request through a query engine, then the suitable link is selected from the rack and allocated for data retrieval process. The congestion in the link is eliminated by considering unused path to all other nodes.

To find out an optimum solution in the data transformation across the node in cloud system we need efficient scheduling algorithm. So that we undertake a survey on the existing scheduling algorithm and based on that to find a best scheduling algorithm.

Survey on Existing methods
Multiple analytical jobs are assigned to multiple jobs over different data center using Max-Min algorithm. It is not suitable for large scale processing with real time data set [1]. Heuristic bandwidth-aware task scheduler for scheduling is combined with Hadoop in order to assign the task more efficiently. It suffers with scalability. Not suitable for larger network cluster in large scale data processing [2].

Storage-Tag-Aware Scheduler (STAS) uses the shared queue job based scheduling with tag synchronization. It doesn’t support the scheduling with multi-homing nodes which are connected through Mesh topology with hadoop cluster [3]. Dynamic workload based execution model is considered for minimizing the energy. It doesn’t use distributed Scheduler with multiple jobs. Disadvantage is it uses single Map-Reduce scheduler, multi-scheduling is not supported [4].

The number of jobs generated by the applications are arranged in sequence and connected to the available resources by the Cat Swarm Optimization (CSO) based heuristic scheduling algorithm. This algorithm...
selectively picks the unused energy and removes it. The main advantage is it will find the result in less number of iteration process. The drawback is it does not efficiently support to process number of task simultaneously. [5]

Round random partitioning method is used to manage the distributed data blocks by selecting samples of data from the overall dataset. Its time consuming method because it perform this partition one time on every input data. The drawback is it not efficient for huge data analysis in multiple processes such as real-time data and different data centres. [6]

Dynamic load balance scheduling method is used to manage data transmission dynamically for maximizing the network throughput. Two algorithms used for to manage the data flow in slot basis and also dynamically it will change the network states. The drawback is presently it support only specific open flow network. [7]

To manage the resource allocation and to enhance the job scheduling in the enormous range of big data applications a significant method named as Resource co-allocation method was used. At present its not supported to huge amount of real time data. [8]

Nowadays vast number of big data applications requests the data in parallel for the concurrent process. So there was imbalance in the input and output data which means lot of consequences are there at the time of reading and writing the data. To rectify this read/write problem a HM-LRU policy was designed to fetch the data from the local node itself. The OpPass method monitor the node status of input/output and also it manage the disparity of the read/write data But still now we didn’t achieve 100% of optimum solution. [9]

Iterative optimal optimization method was suitable for creating a real time workload schedule in a shorter time and uses a low memory for this processing. Most probably it used for to provide cloud services. But the schedule may be deteriorating in certain circumstances such as increase in noise. [10]

Many large-scale experimental and computational scientific applications are deployed in cloud computing in turns of big data generation is on daily basis. These kind of large volumes data are transferred to the remote applications for data analysis purpose. For lightning data transfer two efficient algorithm namely FBR-ECT (Fast Bandwidth Reservation algorithm for Earliest completion time) and FBR-SD(Fast Bandwidth Reservation algorithm for Shortest Duration) are used for to manage simultaneously schedule the multiple BRR’s in one batch to achieve average ECT(earliest Completion time) and SD(Scheduled Duration) for Scheduled BRRs(bandwidth reservation requests).[11]

| Use          | Schedulers                          | Match Job Reservation | Load Leveling | Execution Utilization | Quality of Service | End-to-End Performance | Maximum Bandwidth |
|--------------|-------------------------------------|-----------------------|---------------|-----------------------|--------------------|------------------------|-------------------|
| 1            | New-All-Optima Schedulers            | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 2            | Previous Bandwidth-aware Schedule    | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 3            | Storage-LR-LRU Scheduler             | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 4            | Data Storage-aware Scheduler         | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 5            | Data Stream-aware Scheduler           | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 6            | Data Stream-aware Scheduler           | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 7            | Dynamic Load Balanced Scheduling     | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 8            | Dynamic Load Balanced Scheduling     | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 9            | Dynamic Load Balanced Scheduling     | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |
| 10           | Dynamic Load Balanced Scheduling     | ✓                     | ✓             | ✓                     | ✓                  | ✓                      | ✓                 |

Table 1- Characteristics of variousSchedulers based on Analysis

An efficient algorithm is used to schedule the job in minimum time for the virtual machine and by considering the job bandwidth and character, which access the job with status updation instead of Waiting for job finishing. The drawback is not considering the dependency of each task to apply the task scheduling.[12]

The weight of the network path should not be same in the data centres, so considering the weight of the path to discover the efficient unequal path for splitting path to reduce path utilization in order to increase the network capacity by the Penalizing Exponential FlowspliTing (PEFT) algorithm.[13]

To increase the performance of cloud application and to reduce the local input/output dispute a heuristic algorithms was developed. A new archetype was developed to schedule the cloud services. At present it not supported to providing a GPFS interface. [14]

A load-balanced scheduler GLOBE is used in data center which manage the traffic between static and dynamic components. It’s the best scheduler to reduce the traffics in dynamic. The drawback is the time consuming is bit high when compared to the other schedulers. [15]

Conclusion

Based on the analysis finally we conclude that for the parallel computing still now we didn’t have efficient scheduling algorithm to get the optimum solution. Because of the vast number of big data application in the cloud system we are in necessity of providing concurrent data transfer for all the applications. The data are collected from various sources are identified and place over the data node either original or replicated data node. The links should be analyzed and group those links for further data movement. The suitable link is selected and allocated for data retrieval process. The main objective is avoiding congestion at the time of link selection and have to select the nearest replica node to fetch the data in least retrieval time. To obtain this objective i have planned to develop a data transfer scheduling scheme based on hybrid algorithm. The objective of this paper is to develop an optimal data transfer scheduling using a hybrid approach combining monarch butterfly and fruit fly algorithm (HMBFF) in the cloud computing environment which will find, best scheduled path leading to the least data transfer time. The
MB is one of the recently proposed algorithms. It has solving global optimization problems fast and this algorithm ideally suited for parallel processing and well capable of making trade-off between intensification and diversification. FF can reach the global optimum easily, it has Solves the problems fast, easily applicable to the applications and it has few parameters. In proposed work, FF is used in MB for migration operation, and this incorporated strategy can only accept the monarch butterfly individuals that have better fitness than their parents. This will improve the performance and to speed up the optimization process in data transfer scheduling. Finally, the performance of data transfer scheduling in terms of different evaluation metrics is analyzed.
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