Shear Viscosity in a CFL Quark Star
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Abstract: We compute the shear viscosity in the color-flavor locked (CFL) phase of dense quark matter at low temperature $T$. Then the contributions of mesons, quarks and gluons to the transport coefficients are Boltzmann suppressed. CFL quark matter displays superfluid properties, and transport phenomena in such cold regime are dominated by phonon-phonon scattering. We study phonons within thermal field theory and compute the mean free path associated to their most relevant collision processes. While the mean free path relevant for shear viscosity usually concerns large-angle collisions, small-angle processes turn out to be more efficient for transport phenomena in the CFL matter. We find the same $T$-dependence for the phonon damping rate and mean free path as for that of superfluid He$^4$. Our results are relevant for the study of rotational properties of compact stars, and correct wrong estimates existing in the literature.
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1. Introduction

It has been known for long time that cold dense quark matter should exhibit the phenomenon of color superconductivity, at least at asymptotic large baryonic densities [1]. Only recently this interesting scenario has been considered thoroughly, both with the hope of deepening our understanding of QCD, and for its applications in astrophysics (see [2] for a review and references). These recent studies realized that the fermionic gap $\Delta$ might be as large as 100 MeV, for quark chemical potentials $\mu$ of the order of 500 MeV. Thus the phenomenon should lead to clear distinct features at the macroscopic level. Much efforts are now being devoted to finding signatures of color superconducting quark matter in any of its different possible phases. There are different superconducting phases, according to the number of quark flavors that participate in the diquark condensation. In this article we will only be concerned about the color-flavor locked (CFL) phase [3], which occurs in the presence of three light quark flavors.

An important set of signatures of color superconductivity might be found in phenomena associated to stellar vibration and/or rotation. The existence of r(otational)-mode instabilities in all relativistic rotating stars [4] seems to be incompatible with the existence of millisecond pulsars, unless the instabilities are suppressed by sufficiently large viscosities.
Thus, the values of the viscosities can be used to rule out models for millisecond pulsars. While the common belief is that pulsars are neutron stars, it cannot be discarded that they are quark or hybrid stars. Madsen did point out that millisecond pulsars could be made of strange quark matter [5], characterized by large shear and bulk viscosities, but he ruled out [6] quark matter in the CFL phase. This last conclusion, however, was based on a wrong estimate, as it was assumed that the main contribution to the viscosities was due to gapped quarks, being exponentially suppressed as \( \exp[-2\Delta/T] \), for values of the temperature \( T \) of the order of 0.1 MeV and below.

Transport properties in the CFL phase of QCD are not dominated by the quarks. In this phase the diquark condensate breaks spontaneously the baryon symmetry \( U_B(1) \), and CFL quark matter is a superfluid. Chiral symmetry is also spontaneously broken. Associated to those breakings, there are Goldstone bosons, which are light degrees of freedom. In addition, there is an unbroken \( U(1) \) subgroup whose gauge boson, a combination of the photon and one gluon, is massless at zero temperature and can be viewed as the in-medium photon. A CFL quark star is electrically neutral [7], both for the real and in-medium electromagnetism, but at finite temperature one may also expect to find electrons. All the above mentioned particles are light and their contribution to the transport coefficients in this phase is bigger than that of the gapped quarks. Let us mention that we are considering a CFL quark star after the deleptonization era, so that all the neutrinos have escaped from the star. At higher temperatures, the contribution of neutrinos to the transport coefficients could be estimated from their mean free path, as computed in refs. [8, 9], but we will not consider such a temperature regime here.

Chiral symmetry is not an exact symmetry of QCD. Therefore, the associated (pseudo) Goldstone bosons (the pions, kaons, and etas) are massive [10, 11]. At asymptotic large densities, meson condensation may occur [12, 13]. At more moderate densities, instanton effects become relevant, and modify the meson mass pattern [14, 15]. There are still some uncertainties in the instanton contribution to the meson masses, however some primary computations indicate that all meson masses \( m_\pi \) are in the range of tens of MeV, or even larger [15]. One can safely state then that at very low temperatures, \( T \ll 1 \) MeV, as for the estimates of ref. [6], the contribution of the mesons to the transport coefficients is also very suppressed by the Boltzmann factor \( \exp[-m_\pi/T] \).

In the regime \( T \ll \Delta, m_\pi \), light particles dominate transport. This was already pointed out in refs. [16, 17], where estimates for the thermal and electrical conductivities were given. The contribution of the in-medium electromagnetism to the shear viscosity can be extracted from that of a QED plasma, with minor modifications, as we carefully explain in Sect. 6, but it is small. We report here a new computation of the contribution to the shear viscosity of the only truly massless Goldstone boson of the CFL phase, the phonon. Its self-interactions have been derived in an elegant way by Son [18].

Shear viscosity describes the relaxation of the momentum components perpendicular to the direction of transport, and it is usually dominated by large-angle collisions. In the CFL phase, and as our calculation below shows, this is not the case. Small-angle processes turn out to be more efficient for transport phenomena in the CFL superfluid. The reason is that the differential cross section of binary collisions mediated by phonon
exchange is divergent for small-angle collisions. This is the typical Coulomb-Rutherford collinear divergence induced by massless exchange. In a scalar theory such a divergence does not appear, as a thermal mass is generated even if the boson is massless in vacuum. But the phonon remains massless at finite temperature, as thermal effects do not represent an explicit breaking of baryon symmetry. The divergence is regulated by the finite width of the phonon. For low momentum transfers, the divergence is effectively regulated by Landau damping, an effect only occurring in a thermal bath. We then find that for shear viscosity it becomes more efficient to achieve large-angle deflections of the particle’s momentum by the addition of many small-angle collisions. Furthermore, we find the same thermal properties of phonons in both the CFL and He$^4$ superfluids [19], showing a universal behavior in their cold regime.

This article is structured as follows. We review the superfluid hydrodynamic equations and the phonon effective Lagrangian in Sec. 2. In Sec. 3 we compute the phonon self-energy at one-loop, stressing the universal behavior mentioned above. From the imaginary part of the on-shell energy we evaluate the phonon damping rate. In Sec. 4 we present the mean free path of splitting processes and binary collisions. The computation of the shear viscosity is done in Sec. 5, and in Sec. 6 we explain why the contribution of the in-medium electromagnetism is negligible at low temperatures. We comment in Sec. 7 on possible corrections to our results, and present conclusions in Sec. 8. We leave for the Appendix A the technical details of the computation of the mean free path of binary collisions.

2. The CFL Superfluid and the phonon low-energy effective theory.

The low energy effective theory for the only truly Goldstone boson of the CFL phase can be constructed from the equation of state (EOS) of normal quark matter [18]. For three massless quark flavors the EOS is

$$P(\mu) = \frac{3}{4\pi^2} \mu^4 ,$$

(2.1)

where $\mu$ is the quark chemical potential. From Eq. (2.1) Son obtained the effective Lagrangian

$$\mathcal{L}_{\text{eff}} = \frac{3}{4\pi^2} \left[ (\partial_i \varphi - \mu)^2 - (\partial_i \varphi)^2 \right].$$

(2.2)

There is an interesting interpretation of the equations of motion associated to $\varphi$, as they can be re-written as the hydrodynamical conservation law of a current representing baryon number flow,

$$\partial_\nu (n_0 u^\nu) = 0 ,$$

(2.3)

where $n_0 = \frac{dP}{d\mu}|_{\mu=\mu_0}$ is interpreted as the baryon density [18]. The superfluid velocity $u^\nu$ is proportional to the gradient of the condensate phase, as in Landau’s model of superfluidity [22],

$$u^\nu = -\frac{D_\nu \varphi}{\mu_0} ,$$

(2.4)
where $D_\nu \varphi \equiv \partial_\nu \varphi - (\mu, 0)$, and $\mu_0 = (D_\nu \varphi D^\nu \varphi)^{1/2}$. The energy momentum tensor can also be written in terms of the velocity defined in Eq. (2.4) and Noether’s energy-density $\epsilon$,

$$T^\nu_\rho = (\epsilon + P) u^\nu u^\rho - g^\nu_\rho P .$$  \hspace{1cm} (2.5)

It is conserved and traceless

$$\partial_\nu T^\nu_\rho = 0 \quad , \quad T^\nu_\nu = 0 .$$  \hspace{1cm} (2.6)

Eqs. (2.3) and (2.5) are the hydrodynamic equations for the relativistic superfluid [18]. They need modifications at finite temperature $T$, as phonons are thermally excited and form a different fluid in the system [23, 24]. The well-known two-fluid model is necessary, featuring a superfluid that flows perfectly and shows no dissipation, and a normal fluid where dissipative processes are possible. At low $T$, these will be controlled by the thermal properties of the phonons composing the normal fluid and their scattering rates, that we compute in the following sections. To proceed with those calculations we first rescale the phonon field

$$\varphi = \frac{3\mu}{\pi} \varphi$$  \hspace{1cm} (2.7)

to normalize the kinetic term in accordance with the LSZ formula. Then the Lagrangian for the rescaled field reads

$$\mathcal{L}_{\text{eff}} = \frac{1}{2}(\partial_0 \phi)^2 - \frac{v^2}{2}(\partial_i \phi)^2 - \frac{\pi}{9\mu^2} \partial_0 \phi (\partial_\mu \phi \partial^\mu \phi) + \frac{\pi^2}{108\mu^4} (\partial_\mu \phi \partial^\mu \phi)^4 ,$$  \hspace{1cm} (2.8)

where $v = 1/\sqrt{3}$ is the phonon velocity. We have neglected above a total time derivative term, which is irrelevant for all computations to follow. The Lagrangian (2.8) is not renormalizable, and only valid up to scales of the order $2\Delta$, the energy necessary to break a diquark condensate.

3. One-loop phonon self-energy

In this Section we compute the phonon self-energy, and evaluate its damping rate at one-loop. We use the Imaginary Time Formalism (ITF) to perform the calculation. Feynman rules are easily deduced from the Lagrangian (2.8).

The phonon propagator in the ITF with momentum $K = (k_0, \mathbf{k}) = (i\omega_n, \mathbf{k})$, reads

$$S(K) \equiv \frac{1}{\omega_n^2 + E_k^2} ,$$  \hspace{1cm} (3.1)

where $\omega_n = 2\pi n T$, with $n \in \mathcal{Z}$, is a bosonic Matsubara frequency, and $E_k = vk$, where $k = |\mathbf{k}|$.

There are two different diagrams that contribute to the one-loop self-energy, see Fig. 1. For external momentum $P = (p_0, \mathbf{p}) = (i\omega, \mathbf{p})$, these are

$$\Pi^{(a)}(P) = \frac{\pi^2}{27\mu} \int \frac{d^dK}{(2\pi)^d} \left( (K \cdot P)^2 + P^2 K^2 \right) S(K) ,$$  \hspace{1cm} (3.2)
Figure 1: One-loop contributions to the phonon self-energy.

and

\[ \Pi^{(b)}(P) = \frac{4\pi^2}{81\mu^4} \int \frac{d^dK}{(2\pi)^d} \left( F(P, K) S(K) S(P - K) \right), \]  

respectively, where

\[ F(P, K) = (p_0(2K \cdot P - K^2) + k_0(P^2 - 2K \cdot P))^2. \]  

Above we have used the notational convention of the ITF

\[ \int \frac{d^dK}{(2\pi)^d} \equiv T \sum_{n=-\infty}^{n=\infty} \int \frac{d^dk}{(2\pi)^d}, \]  

where the sum is over the Matsubara frequencies. We use dimensional regularization to deal with the ultraviolet (UV) divergences of the \( T = 0 \) part of the diagrams, so that \( d = 3 - 2\epsilon \).

Since the thermal part of the diagrams is UV finite, we will analytically continue back to \( d = 3 \) for their evaluation.

Since the phonon is a Goldstone boson, and thermal effects do not represent an explicit breaking of the \( U_B(1) \) symmetry, its self-energy should vanish at \( P = 0 \). It is actually easy to check that this holds at one-loop level

\[ \Pi^{(a)}(P = 0) = \Pi^{(b)}(P = 0) = 0, \]  

so no thermal mass is generated. This property of the self-energy should hold to all orders in perturbation theory.

After performing the sum over Matsubara frequencies we find that the first diagram only corrects the phonon velocity by a term proportional to \( (T/\mu)^4 \ll 1 \).

We proceed with the evaluation of the sum of Matsubara frequencies for the second diagram. We find

\[ \Pi^{(b)}(P) = -\frac{4\pi^2}{81\mu^4} \sum_{s_1,s_2=\pm} \int \frac{d^dk}{(2\pi)^d} F(P, K) \bigg|_{k_0=s_1E_1} \left( \frac{s_1s_2}{4E_1E_2} \frac{1 + f(s_1E_1) + f(s_2E_2)}{i\omega - s_1E_1 - s_2E_2} \right). \]  

where \( E_1 = vk \) and \( E_2 = v|p - k| \), and

\[ f(x) \equiv \frac{1}{e^{x/T} - 1}. \]
After analytical continuation to Minkowski space with retarded boundary conditions, 
$i\omega \to p_0 + i\epsilon$, one notes that this diagram has both real and imaginary parts, the last one
being related to the damping of the phonon.

The real part of the diagram gives contributions that behave as follows for low mo-
menta. For $p_0 = v p$, the thermal corrections are proportional to $(T/\mu)^4 p^2$, while the $T = 0$
corrections go as $p^6/\mu^4 \ln(M^2/p^2)$, where $M$ is a renormalization scale. As for the previous
diagram, these corrections are very much suppressed as compared to the tree level physics
for $p \ll T \ll \mu$, and we will neglect them.

We evaluate analytically the imaginary part of the self-energy for low external mo-
mentum, $p_0, p \ll T$. We keep only quadratic terms in the external momentum in $F$, so that

$$
\text{Im} \Pi(p_0, p) \approx \frac{4\pi^3}{81\mu^4} \int \frac{d^d k}{(2\pi)^d} \frac{E_1(k \cdot p)^2}{E_2} \left\{ (1 + f_1 + f_2) \left( \delta(p_0 - E_1 - E_2) - \delta(p_0 + E_1 + E_2) \right) - (f_1 - f_2) \left( \delta(p_0 - E_1 + E_2) - \delta(p_0 + E_1 - E_2) \right) \right\} ,
$$

where $f_i \equiv f(E_i)$. For $p_0, p \to 0$ it is easy to check that the last two delta functions provide
the leading order behavior to the integral, so we neglect the first two deltas. For the last
two delta functions, we perform the following approximations

$$
E_1 - E_2 \approx v p \cdot \hat{k} , \quad f_1 - f_2 \approx v p \cdot \hat{k} \frac{d f_1}{d E_1} ,
$$

where $\hat{k} \equiv k/k$. Thus, one finds for $d = 3$

$$
\text{Im} \Pi(p_0, p) \approx -\frac{2\pi^3}{81\mu^4} \int_0^\infty \frac{k^2 dk}{2\pi^2} \frac{E_1(E_1^2 - p^2)}{E_2} \int_{-1}^1 dx x^3 \left( \delta(x - \frac{p_0}{vp}) - \delta(x + \frac{p_0}{vp}) \right) ,
$$

and after evaluating the integrals, one gets

$$
\text{Im} \Pi(p_0, p) \approx \frac{8\pi^5}{1215} \frac{T^4}{v^8 \mu^4} \frac{p_0^3}{p} \Theta(v^2 p^2 - p_0^2) ,
$$

where $\Theta$ is the step function. This imaginary part of the self-energy corresponds to what
is known as Landau damping. Particles disappear or are created through scattering in the
thermal bath, and not via the processes which occur at zero temperature.

The damping rate is defined in terms of the on-shell imaginary part of the self-energy

$$
\gamma(E_p) = \frac{v^2}{2E_p} \text{Im} \Pi(p_0 = E_p, p) .
$$

Since we neglect the real corrections to the self-energy, we take $p_0 = E_p = p/\sqrt{3}$, and in
the limit $p \to 0$, we find

$$
\gamma = \frac{8\pi^5}{135\sqrt{3} \mu^4} p + \mathcal{O}(p^3) ,
$$

Let us insist that the $T = 0$ contribution to the damping rate is subleading in $p$. The optical
theorem indicates that this should be proportional to $p^5/\mu^4$, as the on-shell imaginary
part of the self-energy is related to the square of the tree-level scattering amplitude. Thus, at very low momenta, the thermal damping dominates over the $T = 0$ one.

Remarkably, we find that the phonons of the CFL and He$^4$ superfluids share many properties. They both travel at the speed of sound of the system. Their damping rates for low momenta and at low $T$ follow the same law, going as $\sim pT^4$ [20]. Their damping rate at $T = 0$ also behaves as $\sim p^5$ in both cases [21].

4. Phonon mean free path

In this Section we present explicit computations of the mean free path associated to $1 \leftrightarrow 2$ and $2 \leftrightarrow 2$ phonon collisions. This is a necessary pre-analysis for the study of transport coefficients in the system. In a dilute gas, viscous and other transport coefficients are proportional to the mean free path, and hence inversely proportional to the damping rate or scattering cross section between quasiparticles. Here diluteness implies that the mean flight time between collisions is much larger than the duration of the collision, and in addition Boltzmann’s molecular chaos hypothesis (no correlation between successive collisions) must hold.

4.1 Collinear splitting processes

We evaluate the mean free path associated to splitting collinear processes of $1 \leftrightarrow 2$ particles. These processes are kinematically forbidden for massive particles, but they are not for massless ones. Because the phonon dispersion relation is linear, these processes are perfectly collinear, that is, the momenta of the three particles are aligned. Thus, they are not efficient for shear viscosity. They could be efficient if the phonon dispersion law is changed so that the process is not perfectly collinear, but as mentioned in Sec. 3, we neglect corrections to the dispersion law.

The inverse of the mean collision time for these processes is obtained averaging the one-loop damping rate computed in Sec. 3. Thus

$$\Gamma_{1 \rightarrow 2} = \frac{1}{n} \int \frac{d^3 p}{(2\pi)^3} \gamma(E_p) f(E_p) ,$$

where

$$n = \int \frac{d^3 p}{(2\pi)^3} f(E_p) = \frac{T^3}{4\pi^2 v^3} \zeta(3) ,$$
and \( \zeta(x) \) is the Riemann \( \zeta \) function with \( \zeta(3) = 1.202 \ldots \).

The mean-free path is given by \( \lambda = \frac{\mu}{\Gamma} \). From simple dimensional analysis, it can be inferred that the mean free path for these processes increases at low \( T \) as \( \mu^4/T^5 \). We have numerically computed \( \Gamma \) and the mean free path with the exact one-loop self-energy, checking this power law for low \( T \) (see Fig. 3). This may fail at higher \( T \) as perturbative corrections to \( \text{Re} \Pi \) turn relevant, but that temperature regime is not considered in this article.

### 4.2 Two-body elastic scattering processes

Here we compute the mean free path of binary collisions, \( 2 \leftrightarrow 2 \) processes as depicted in Fig. 2. To evaluate their mean free path one needs the imaginary part of two-loop self-energy diagrams. We employ instead the more direct formulation of kinetic theory, which provides the same answer. Thus, the inverse of the mean collision time is given by

\[
\Gamma_{2 \rightarrow 2} = \frac{v^2}{2n} \int_{p, k, k', p'} f_p f_k (1 + f_{p'}) (1 + f_{k'}) (2\pi)^4 \delta(4)(P + K - P' - K') |T|^2, \tag{4.3}
\]

where

\[
\int_p \equiv \int \frac{d^3 p}{2E_p (2\pi)^3}, \tag{4.4}
\]

and \( |T|^2 \) is the scattering amplitude squared. We have also used as shorthands \( f_p = f(E_p) \), etc.

Binary collisions with large or small-angle deflection behave very differently. Let us start with the first ones. Dimensional analysis simply suggests that these proceed with a mean free path of order \( \mu^8/T^9 \) [16]. For the typical values of \( \mu \sim 500 \text{ MeV} \) and \( T \sim 1 \text{ MeV} \), the mean free path is then larger than \( 10^5 \text{ km} \), and exceeds the typical radius of a compact star, \( R \sim 10 \text{ km} \). This means that these processes are totally irrelevant for transport phenomena inside the star.

On the other hand, let us consider the \( t \)-channel scattering in a binary collision, see Fig. 2 (the \( u \)-channel has the same behavior). It is easy to check that the associated scattering matrix diverges for small-angle collisions. In a massless scalar theory this divergence would be cured through the generation of a thermal mass in the medium, which corrects the low momenta behavior of the propagators. This cannot happen for the phonons defined in Sec. 2, as these particles remain massless at finite \( T \). However, the phonon width regulates the divergence, as we detail below.

Let \( Q = (\omega, q) \) be the momentum transfer, \( Q = P - P' \). Then the scattering matrix in the \( t \)-channel reads

\[
|T|^2 = \left( \frac{4\pi^2}{81\mu^2} \right)^2 \frac{F(P, Q)F(K, -Q)}{(\omega^2 - v^2 q^2)^2 + (\text{Im} \Pi(\omega, q))^2}, \tag{4.5}
\]

where \( F \) was defined in Eq. (3.4). We have only included the imaginary part of the phonon self-energy, as the real part only gives subleading corrections as already discussed. Were \( \text{Im} \Pi = 0 \), the scattering matrix would diverge when \( \omega^2 \to v^2 q^2 \), as the exchanged phonon
Figure 3: Mean free path below $T = 1$ MeV, scaling as $\mu^4/T^5$. At very low $T$ it exceeds the typical radius of a compact star.

would be on-shell. This corresponds to a collision where the momenta of the scattered particles is only slightly deflected by the collision. This divergence is regulated by including the damping of the exchanged phonon, which effectively amounts to a resummation of a certain class of diagrams. Because the particles in the thermal bath have typical energies of order $T$, the momentum transfer in the collision will behave typically as $q \ll T$. So for a leading-order estimate of the mean free path, it would suffice to include the value given in Eq. (3.12), although for numerical computations we can calculate with the full self-energy, and check our approximations.

After regulation, the $2 \rightarrow 2$ damping rate becomes finite, and dimensional analysis of the mean free path concurs with the full calculation on a $\mu^4/T^5$ power law (see Appendix A). The numerical estimate (see Fig. 3) teaches us that the mean free path of this process is only slightly smaller than that of the splitting collinear processes.

We have excluded from the analysis the $s$-channel, as it gives a subleading contribution to the mean free path. As opposed to the $t$ and $u$ channels, where the momenta transferred can be arbitrarily small, here it is of order $T$. Thus the regulated divergence in the $s$-channel has much less phase space in the integration region of Eq. (4.3), and can be safely put aside.

Again, we have found the same $T$ dependence for the phonon mean free path as in superfluid Helium below 0.6 K [19]. Initially, Landau and Khalatnikov assumed that the viscosity mean free path was governed by four phonon processes, scaling as $T^{-9}$. Experimental values of the viscosity showed that this was wrong, and that the mean free path was dominated by small-angle collisions, behaving instead as $\sim T^{-5}$, as in the CFL superfluid.
5. Shear viscosity from phonon collisions

In this Section we compute the shear viscosity in the phonon fluid employing kinetic theory. The shear viscosity $\eta$ enters as a dissipative term in the energy-momentum tensor as follows

$$\tau^{ij} = -\eta \left( \partial_i V_j - \partial_j V_i - \frac{2}{3} \nabla \cdot \mathbf{V} \right), \quad (5.1)$$

where $\mathbf{V}$ is the three dimensional velocity of the phonon fluid in the frame where the superfluid component is at rest. The phonon four velocity is given by $U^\mu = (\gamma, -\gamma \mathbf{V})$, with $\gamma^{-1} = \sqrt{1 - V^2}$.

The phonon distribution function $f$, under the hypothesis of molecular chaos, obeys the transport equation

$$\frac{df}{dt} = C[f]. \quad (5.2)$$

In the frame where the superfluid is locally at rest, the Liouville operator appearing in Eq. (5.2) (and thus the equilibrium solutions) depends on the superfluid velocity Eq. (2.4). Because we are interested in the shear viscosity of the phonon fluid, and we will linearize the transport equation in gradients of $\mathbf{V}$, we will neglect the superfluid velocity in all the developments to follow. We note, however, that this approximation would not be valid for the computation of other transport coefficients.

The collision term refers to the binary collisions and splitting/joining processes described in Sec. 4. In the shear viscosity calculation, we neglect the last one for the reasons explained in Sec. 4.1. The binary collision term is given by:

$$C[f_p] = \frac{1}{2} \int_{\mathbf{p}, \mathbf{k}, \mathbf{p'}, \mathbf{k'}} (2\pi)^4 \delta^{(4)}(P + K - P' - K') |T|^2 D, \quad (5.3)$$

with

$$D = f_{p'} f_k (1 + f_p) (1 + f_k) - f_p f_k (1 + f_{p'}) (1 + f_{k'}). \quad (5.4)$$

As usual, the collision term vanishes for the equilibrium distribution $f^{\text{eq}}$, which is given by

$$f^{\text{eq}}_p = \frac{1}{e^{P\mu U^\mu/T} - 1}, \quad (5.5)$$

where $P_\mu = (E_p, \mathbf{p})$.

For the computation of transport coefficients we have to consider small departures from equilibrium so that the distribution function can be written as

$$f = f^{\text{eq}} + \delta f. \quad (5.6)$$

Accordingly, $D$ can be written as $D = D^{\text{eq}} + \delta D$.

To solve the transport equation we employ the Enskog expansion. To first order we consider the perturbation only on the collision term and linearize it, whereas in the advective term we take the equilibrium distribution function. Since the equilibrium part $f^{\text{eq}}$ annihilates the collision term, we substitute $D$ in Eq. (5.3) by $\delta D$, that can be written as

$$\delta D = f_p^{\text{eq}} f_k^{\text{eq}} f_{p'}^{\text{eq}} f_{k'}^{\text{eq}} e^{(E_p + E_k)/T} \Delta \left[ \frac{\delta f}{f^{\text{eq}}}(1 - e^{-E/T}) \right], \quad (5.7)$$
where the symbol $\Delta g$ is a shorthand for:

$$\Delta g \equiv g(p') + g(k') - g(p) - g(k) .$$  \hspace{1cm} (5.8)

From the kinetic point of view, the dissipative part of the spatial momentum-stress tensor can be written as:

$$\tau_{ij} = \int \frac{d^3 p}{(2\pi)^3} p_i p_j \delta f .$$  \hspace{1cm} (5.9)

To simplify the computations, we assume a velocity profile of the form $\mathbf{V} = (V_x(y), 0, 0)$. We then assume that the driving departures from the equilibrium distribution function can be parameterized as

$$\delta f = -\frac{f_{\text{eq}}}{T} g(p)p_x p_y dV_x .$$  \hspace{1cm} (5.10)

Solving the linearized transport equation for $g(p)$ would yield the shear viscosity, which is expressed as

$$\eta = \frac{4\pi}{15T v} \int \frac{dp}{(2\pi)^3} b^5 g(p) f_{\text{eq}} .$$  \hspace{1cm} (5.11)

The general method to solve for this function can be easily sketched (see [25] for more details). We develop this function in terms of orthogonal polynomials:

$$g(x) = \sum_{n=0}^{\infty} g_s^{(n)} P_s^{(n)}(x)$$  \hspace{1cm} (5.12)

which are defined through the measure

$$d\mu_s(x) = w_s(x) dx \equiv \frac{x^s}{e^x - 1} dx .$$  \hspace{1cm} (5.13)

This is a proper definition since

$$\mu_n \equiv \int_0^\infty dx w_s(x)x^n < \infty$$  \hspace{1cm} (5.14)

for $s > 1$ and $n \geq 0$. In addition we will take the $P_s^{(n)}(x)$ polynomials to be monic so that the orthogonality condition becomes

$$\int_0^\infty dx w_s(x)P_s^{(n)}(x)P_s^{(m)}(x) = A_s^{(x)} \delta_{nm} .$$  \hspace{1cm} (5.15)

Following the Enskog method to solve the transport equation we can find the different order contributions to the viscosity according to this orthogonal polynomial expansion of $g(x)$, which usually shows very fast convergence. Thus at the lowest order (constant perturbation) we have,

$$\eta = \frac{(2\pi)^4}{3780} \frac{T^5}{v^7} g_s^{(0)} ,$$  \hspace{1cm} (5.16)

where

$$g_s^{(0)} = \frac{16(2\pi)^4 A_5^{(0)} T^6}{3} \frac{v^5}{L-1} .$$  \hspace{1cm} (5.17)
The constants appearing in Eq. (5.17) are given by

\[ A_{5}^{(0)} = \int_{0}^{\infty} dx \, \frac{x^{5}}{e^{x} - 1} = \frac{(2\pi)^{6}}{504}, \]  

(5.18)

and

\[
L = \frac{1}{2} \int_{p,k,p',k'} f_{P}^{eq} f_{k}^{eq} f_{p'}^{eq} f_{k'}^{eq} \, e^{(E_{p} + E_{k})/T} \frac{(P + K - P' - K') |T|^{2}}{(2\pi)^{4} \delta^{(4)}(P + K - P' - K')} \times \Delta[p_{x}p_{y}(1 - e^{-E/T})] \Delta[p_{x}p_{y}(1 - e^{-E/T})].
\]  

(5.19)

The numerical calculation of \( g_{5}^{(0)} \) as given in Eq. (5.17) proceeds in the same way as that for the associated mean free path in Eq. (4.3), which is detailed in Appendix A. In the temperature range \( T < 1 \text{ MeV} \) the necessary multidimensional integral is completely controlled by collinear scattering. Therefore (as we have separately checked with the full code) the chemical potential can be pulled from the integral. Since the only scale left is the temperature, dimensional analysis must yield a power-law. Evaluating the integral for \( T = 1 \text{ MeV} \), the resulting value for the viscosity is

\[ \eta = 1.15 \frac{\mu^{4}}{T}, \]  

(5.20)

the central result of this paper.

6. Contribution of the in-medium electromagnetism to the viscosity

In considering transport coefficients for the CFL quark star we should examine the contribution of the in-medium electromagnetism, since the very light electron could conceivably transport momentum efficiently. The effective coupling of the in-medium photon and the electron is \( \tilde{e} = e \cos \theta \), where \( e \) is the electromagnetic coupling constant, and the mixing angle is \( \cos \theta = \frac{\sqrt{3g}}{\sqrt{3g^{2} + 4e^{2}}} \),

(6.1)

CFL quark matter is a dielectric at low energies, with dielectric constant \( \tilde{\epsilon} = 1 + 2 \frac{\tilde{e}^{2} \mu^{2}}{9\pi^{2} \Delta^{2}} \).

(6.2)

In particular, this implies that the in-medium photon travels at a speed \( \tilde{v}_{\gamma} = 1/\sqrt{\tilde{\epsilon}} \), less than the speed of light. Reflection and refraction properties of light on CFL quark matter have been studied in [27].

The value of the shear viscosity can be borrowed from QED, by taking into account the following replacements in the electromagnetic fine structure constant

\[ \alpha \rightarrow \tilde{\alpha} = \frac{\tilde{e}^{2}}{4\pi \sqrt{\tilde{\epsilon}}} = \alpha \frac{\cos^{2} \theta}{\sqrt{\tilde{\epsilon}}}, \]  

(6.3)

Transport properties in a photon-electron system in the regime \( T < m_{e} \), where \( m_{e} = 0.5 \text{ MeV} \) is the electron mass, have been computed in [28]. While the computation at an
arbitrary low temperature can only be done numerically, analytical results can be obtained in the regime $T < 10^{-2} m_e$. In this regime one finds for the shear viscosity

$$\eta^{e.m.} = \frac{20 x_{\gamma} T}{27 x_e \sigma_T},$$

where $\sigma_T$ is the Thomson cross-section

$$\sigma_T = \frac{8}{3} \pi \left( \frac{\tilde{\alpha}}{m_e} \right)^2,$$

and $x_{\gamma,e} = n_{\gamma,e}/(n_{\gamma} + n_e)$ measures the relative concentrations of photons/electrons.

For an order of magnitude estimate, one can take $\tilde{\alpha} \sim 1/137$, as for moderate densities $\tilde{c}$ never becomes too large. Then, one can see that the electromagnetic contribution to the shear viscosity is negligible compared to the phonon contribution.

7. Further improvements

Let us comment on possible corrections to Eq. (5.20). We claim that the parametric dependence of the leading order behavior of $\eta \sim \mu^4/T$ will not be modified, although the numerical coefficient in front could be better determined. We foresee two different sorts of corrections.

First, one could better determine the self-interactions of the phonons. According to ref. [18], corrections to the effective Lagrangian Eq. (2.8) can be obtained with a better determination of the EOS of CFL quark matter. Nevertheless, as the EOS is dominated by a term going as $\sim \mu^4$, corrections of the phonon Lagrangian will not modify the leading parametric dependence on $\mu$ of the three-phonon vertex, the relevant one for transport, and would only touch the numerical factor in front of this term in the effective Lagrangian.

Second, one could better determine the collision term entering the transport equation. We saw that Landau damping regulates an otherwise divergent scattering matrix of binary collisions (see Sec. 3). Taking into account the width of the exchanged phonon amounts to a resummation of diagrams, where multiple splitting/joining scatterings are treated as independent classical events. Since the mean free path associated to the $2 \leftrightarrow 2$ and the $1 \leftrightarrow 2$ collisions are of the same order, this approximation is not quite correct. One should take into account the Landau-Pomeranchuk-Migdal (LPM) effect, which would better determine the collision term [29, 30, 31]. This correction would not modify the parametric behavior of $\eta$, but would again affect the preceding numerical factor.\(^1\)

For astrophysical applications an order of magnitude estimate for the values of the viscosities is good enough to study properties of compact stars. Other transport properties would also be needed, but they will be the subject of a different project.

\(^1\)We thank L. Yaffe for this observation.
8. Discussion

We finally summarize our main findings and conclusions. CFL quark matter at very low $T$ behaves as a superfluid of the sort He$^4$, rather than of the sort of He$^3$, as wrongly assumed in the literature. Dissipative processes in such a cold regime are dominated by phonon-phonon scattering. Remarkably, we have found the same $T$-dependence for the thermal properties of phonons of the CFL and He$^4$ superfluids. For the last one, experimental measures agree very well with the theoretical predictions [19]. We believe that this fact gives robustness to our results.

For astrophysical applications, we should emphasize the following. At sufficiently low $T$ the phonon mean free path would exceed the radius of a compact star. We can give a crude estimate of the temperature when this will occur, simply by considering the equation

$$R < L \sim \mu^4/T^5.$$  \hfill (8.1)

If the quark chemical potential is of order $\mu \sim 500$ MeV, and we consider $R \sim 10$ km, we find that for $T < 0.06$ MeV dissipative effects due to phonons are absent in the star. Transport coefficients would then be dominated by the tiny contribution of the in-medium electromagnetism. An evaluation of the photon mean free path also shows that for $T \sim 0.02$ MeV it also exceeds the radius of the star [17]. Below that temperature, CFL quark matter in the star would behave as a perfect superfluid, with no dissipation. In any case, rotational properties of a CFL quark star would be dominated by the existence of vortices in the superfluid, a fact that cannot be obviated. The analysis of r-mode instabilities of a CFL quark star should then be redone, taking into account both the temperature regime of the star, and the vortex dynamics of CFL phase.
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A. Evaluation of the $2 \rightarrow 2$ processes

In this Appendix we give some details on the Montecarlo numerical evaluations of the multiple integrals appearing in two-body elastic scattering. Here we treat Eq. (4.3) at length. The integral is dominated by t-channel scattering (the u-channel contribution is equal and amounts to a factor 2) due to the collinear singularity. Then for production runs it is sufficient to maintain the t-channel scattering matrix $|T|^2$ and neglect the rest of the interaction diagrams. The numerator of Eq. (4.3) has twelve integrations. Three, for example over $k'$, can be immediately performed with the help of the three-momentum $\delta$ in Eq. (4.3). We choose for the nine remaining integrals the incoming three-momenta $p$, $k$, and the transferred momentum $q = p - p' = k' - k$. 
Our liberty to choose the third axis makes the angular integrals around $q$ to be $4\pi$. Since we approximate the integral to be dominated by $t$-channel exchange, the scattering matrix element $|T|^2$ can only depend on the two polar angles (through the derivative coupling in the vertex), $\hat{p} \cdot \hat{q}$ and $\hat{k} \cdot \hat{q}$ and not on the azimuthal angles $\phi_p$ and $\phi_k$. Therefore the latter are also trivial.

Introduction of an auxiliary variable $\omega$ (energy transfer) allows to write the energy $\delta$ in Eq. (4.3) as

$$\delta(E_k + E_p - E_{k'} - E_{p'}) = \int_{-\infty}^{+\infty} d\omega \delta(w - E_p + E_{p'})\delta(\omega + E_k - E_{k'}) .$$

(A.1)

Then it is easy to employ the resulting two $\delta$ functions to compute the remaining polar angular integrals. In exchange, the integral over the auxiliary variable remains. With these manipulations we obtain

$$\Gamma(T) = \frac{1}{v T^3 \pi^4 \zeta(3) 2^{2\eta}} \int_0^{\infty} dq \int_{-vq}^{vq} d\omega \int_{-\infty}^{\infty} dk \int_{-\infty}^{\infty} \frac{dp f_p f_k (1 + f_{k'}) (1 + f_{p'}) |T|^2}{v^2} ,$$

(A.2)

where $|T|^2$ is given in Eq. (4.5). This is an integral in four dimensions dominated by the region around the on-shell singularities for $\omega \simeq vq$ and $\omega \simeq -vq$. To obtain good numerical convergence these singularities, which are regulated by Landau damping, need to be isolated. First, perform one more change of variables to

$$x = \omega + vq ; \quad y = \omega - vq .$$

(A.3)

The integrals over $x$ and $y$ run from $0$ to $\infty$ and from $-\infty$ to $0$ respectively. The on-shell singularities occur now at $x = 0, y = 0$. Therefore we introduce a low momentum cut-off on these variables, $\lambda$, that serves to split the regions of integration in the $xy$ plane as $(1) (0, \lambda) \times (-\lambda, 0); (2) (0, \lambda) \times (-\infty, -\lambda); (3) (\lambda, \infty) \times (-\lambda, 0); (4) (\lambda, \infty) \times (-\infty, -\lambda)$. The value of the integral should of course be independent of the value of $\lambda$ since this merely splits the integration region. Choosing $\lambda \ll T$ allows to evaluate most of the integrand in regions (2) and (3) at $x = 0, y = 0$ respectively, and therefore the $x$ ($y$) integral can be performed analytically. Explicit numerical evaluation shows that regions (1) and (4) are negligible with respect to the contributions from regions (2) and (3) whenever $\lambda$ is large compared to $\frac{\text{Im}\Pi|_{y=0}}{x}$ (or the same expression reversing $x$ and $y$). Under these conditions we need to concentrate only on regions (2) and (3).

For region (3) the relevant $y$ integral is

$$I = F(y = 0) \int_{-\lambda}^0 dy \frac{1}{x^2 y^2 + \text{Im}\Pi(y = 0)} .$$

(A.4)

Since in this region $x > \lambda$, the imaginary part takes a constant value as $y \to 0$. Therefore the integral is regulated and yields an arctangent. All the derivative couplings and Bose-Einstein factors are smooth at $y = 0$ and have been pulled out of the integral as a constant (still function of $x$) $F(y = 0)$, since the interval is small respect to $T$. Therefore

$$I = F(y = 0) \frac{\pi/2}{x \text{Im}\Pi(y = 0)} .$$

(A.5)
Finally the damping rate can be given to very good accuracy in terms of three quadratures

$$\Gamma = \frac{1}{128 \sqrt{3} v^2 T^3 (81 \mu^4)^2} (\bar{\Gamma}_2 + \bar{\Gamma}_3)$$  \hspace{1cm} (A.6)

$$\bar{\Gamma}_2 \simeq \int_{-\infty}^{\lambda} dy \int_{-y/2v}^{\infty} dk \int_0^{\infty} dp f_p f_k (1 + f_{k'}(1 + f_{p'})) \frac{\pi/2}{y \text{Im}\Pi(x = 0)} (F(P, -Q) F(K, Q)) \bigg|_{x = 0}$$

$$\bar{\Gamma}_3 \simeq \int_{\lambda}^{\infty} dx \int_{x/2v}^{\infty} dp \int_0^{\infty} dk f_p f_k (1 + f_{k'}(1 + f_{p'})) \frac{\pi/2}{x \text{Im}\Pi(y = 0)} (F(P, -Q) F(K, Q)) \bigg|_{y = 0}.$$  

The remaining three integrals are routinely calculated with a computer code and yield the damping rate. Evaluation of the shear viscosity is in all equivalent, except for the part of the integrand that is smooth upon taking either limit $x \to 0$ or $y \to 0$.
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