Analysis of Critical Factors in Manufacturing by Adopting a Cloud Computing Service
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Abstract: The advantages of a cloud computing service are cost advantages, availability, scalability, flexibility, reduced time to market, and dynamic access to computing resources. Enterprises can improve the successful adoption rate of cloud computing services if they understand the critical factors. To find critical factors, this study first reviewed the literature and established a three-layer hierarchical factor table for adopting a cloud computing service based on the Technology-Organization-Environment framework. Then, a hybrid method that combines two multi-criteria decision-making tools—called the Fuzzy Analytic Network Process method and the concept of VlseKriterijumska Optimizacija I Kompromisno Resenje acceptable advantage—was used to objectively identify critical factors for the adoption of a cloud computing service, replacing the subjective decision of the authors. The results of this study determined five critical factors, namely data access security, information transmission security, senior management support, fallback cloud management, and employee acceptance. Finally, the paper presents the findings and implications of the study.
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1 Introduction

Enterprises can adopt cloud computing to create innovative solutions, migrate critical applications, and improve financial performance by eliminating expensive older technologies. In addition, it can help enterprises transform their businesses, gain flexibility, and improve operational resilience. Al-Hujran et al. [1] also pointed out that the advantages of a cloud computing service are cost advantages, availability, scalability, flexibility, reduced time to market, and dynamic access to computation resources. Recently, the cloud computing architecture has added increasingly diversified and extensible applications. While organizations in developed countries are increasingly adopting cloud computing, the technology’s adoption rate in developing countries has stagnated, although it has the potential to accelerate the pace of...
digital transformation [2]. The adoption of a cloud computing service is a form of digital transformation. Understanding its critical factors (CFs) will help enterprises improve the successful adoption rate of cloud computing services.

Boynton et al. [3] defined CFs as a small number of events that can guarantee the success of a business or an organizational manager. If companies focus on certain critical areas—referred to as the CFs—they will have performed successfully in the context of competition. Therefore, it is highly important to determine CFs objectively. However, most of the literature that identified CFs in the past used regression analysis or structural equation modeling (SEM) to find the influencing factors, where subjective decisions were subsequently made by the authors [4,5]. Furthermore, as finding CFs is a problem of multi-criteria decision-making (MCDM), this study uses a hybrid tool that integrates two MCDM tools to identify CFs objectively.

2 Literature Review

2.1 Cloud Computing

In the past, numerous studies have discussed the factors affecting the introduction of cloud computing. Kim et al. [6] argued that the external environment is a significant factor, especially for cloud computing service providers and government support. Senyo et al. [7] conducted a meta-analysis of cloud computing research in information systems from 2009 to 2015 and found that majority of the literature focused on the technological dimension. Such research is detrimental to the business, conceptualization, and application domains. In the field of education, Sabi et al. [8] developed an adoption model based on contextual factors and constructs from two theories of technology adoption to discover the factors that influence the diffusion, adoption, and use of cloud computing in sub-Saharan African universities. They discovered that socio-cultural factors, demonstrability of results, usefulness, and data security significantly affect their adoption. In addition to achieving knowledge management, Arpaci [9] surveyed the antecedents and consequences of adopting cloud computing in education and found that perceived usefulness is an important factor in adopting cloud services. Hassan et al. [10] investigated the factors influencing small and medium-sized enterprises (SMEs) adopting cloud computing services in Malaysia and found that IT resources and external pressures significantly affected the adoption of cloud computing. Adjei et al. [2] used partial least squares structural equation modeling (PLS-SEM) to study the adoption of cloud computing in Ghana, taking into account institutional factors, and found that institutional factors can influence organizations’ adoption of cloud computing in Ghana. Further, they found that the perceived nature of the prohibited data transmission is essential in shaping the adoption of cloud computing. Ali et al. [11] combined the literature on cloud computing adoption and information systems complexity framework to propose a complexity assessment model for cloud computing adoption. In particular, they found that organizational structural complexity, technological structural complexity, organizational dynamic complexity, and technological dynamic complexity are the critical complexity aspects to be considered in the cloud computing adoption process. Priyadarshinee et al. [5] used a two-stage method to identify the influencing factors using SEM based on 660 professional experts. The results were then used as input data for an artificial neural network model to understand and predict the factors for cloud computing adoption. The results showed that “trust”, “perceived IT security risk”, and “management style” were the most important predictors. Dincă et al. [12] used a logistic regression analysis to identify the determinants of cloud computing adoption among Romanian SMEs and found that managers’ know-how of cloud computing and the perceived costs of implementing the technology represent the main elements influencing the spreading of cloud computing among Romanian SMEs. Furthermore, Raut et al. [13] and Sharma et al. [14] also used MCDM to find factors of cloud computing adoption, indicating that finding CFs is also an MCDM issue.
2.2 Critical Factors (CFs)

In the past, studies on CFs have been quantified or are qualitative in nature. Langvinienė et al. [15] used literature analysis to identify CFs that influence the model of entry into foreign business markets in the hotel industry. In addition, Martens et al. [16] utilized a systematic literature review that combines bibliometrics and content analysis to understand the key topics of sustainability in project management and conducted a survey of project managers to determine sustainable CFs in project management. Assaf et al. [17] used regression analysis to find out the CFs entering the foreign market of international hotels. Moreover, Raut et al. [4] used Interpretive Structural Modeling (ISM) to identify CFs for the adoption of cloud computing in micro, small, and medium-sized enterprises (MSMEs), and the results indicated that ‘previous technological experience’ was the most significant factor.

In summary, regression analysis and SEM have been frequently used by authors in previous studies to identify CFs subjectively from influential or important factors of adopting cloud computing. Although the β4 value of regression analysis can be expressed as factor importance, it is an estimate that may be subject to error or collinearity, whose resulting value may even be negative [18]. A better way to identify CFs is to use MCDM tools to obtain factor weights and objectively identify CFs.

2.3 TOE Framework

In terms of the theoretical framework, Tornatzky et al. [19] proposed the technology-organization-environment (TOE) model. TOE provides a clear analytical framework, which can be used as an influencing factor to verify the factors influencing the use of innovative/information technologies in organizations, such as the adoption factors of cloud computing [1,5] and the determinants of cloud computing adoption in higher education [20]. Therefore, this study uses TOE as a theoretical basis to develop a three-layer hierarchical factor table (a dimensional layer, a criterion layer, and a factor layer) that influences manufacturing by introducing cloud computing services based on the literature review.

The choice of CFs is an MCDM issue [13,14], and MCDM techniques can be used to select the best combination and synergy method for a problem. Thus, this study utilizes a hybrid approach that integrates two MCDM tools, namely the Fuzzy Analytic Network Process (FANP) method and the concept of VlseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR) acceptable advantage method [21] based on the TOE framework to find appropriate CFs objectively.

3 Methodology

This study considers the research problem as an MCDM issue. The Analytic Hierarchy Process (AHP) proposed by Saaty [22] is the most popular MCDM method for obtaining the weight of factors. However, the AHP method, using a hierarchical structure, is too subjective in assessing values and analyzing various factors, thus failing to explain properly the correlations and interdependence among factors [23]. Saaty [23] subsequently developed the analytic network process (ANP) to improve the deficiencies of the AHP, allowing for a more accurate investigation of specific attributes. Although AHP [22] or ANP [23] is widely applied to solve MCDM problems, it cannot take into account the fuzziness of human thought patterns or the uncertainty of real environments. Therefore, van Laarhoven et al. [24] proposed to integrate the fuzzy concept to the AHP method (called fuzzy AHP), which considers issues of uncertainty, multiple criteria, and opinions of experts and decision-makers, thereby avoiding overly subjective pairwise comparisons. Therefore, this paper integrates the fuzzy concept into the ANP method called fuzzy ANP (FANP). Further, several researchers have used FANP to resolve information and management issues [25,26].

The VIKOR method consists mainly of sorting simultaneously and selecting a set of alternatives to provide a compromise solution to a multi-criteria conflict problem [25]. This so-called “compromise
resolution” is close to the ideal solution. Providing this compromise solution, the VIKOR method uses the concepts of “acceptable advantage” and “acceptance stability” to determine the maximum “most-favoured-group utility” and the minimum of the “personal regret of the opponent”. As a result, this negotiated compromise solution emerges as a more acceptable solution for decision-makers. Hence, after applying FANP to find the weights of the factors and sorting them, the concept of VIKOR acceptable advantage is used to objectively identify the CFs. Authors can refer to Opricovic et al. [21] for detailed calculation steps for VIKOR. Integrating the FANP and the concept of VIKOR acceptance advantage, the following steps are taken:

Step 1: Create a hierarchy table

A hierarchical factor table using the TOE framework was established based on a previous literature review of the factors that affect the adoption of cloud computing services.

Step 2: Collect information

Based on the hierarchical factor table, a pairwise questionnaire—called the expert questionnaire—was designed to compare the factors of the same layer. Particularly, respondents answered questions on the comparison of importance between factors.

Step 3: Create a fuzzy number

Generally, there are two main methods for calculating fuzzy numbers: triangular fuzzy numbers and trapezoidal fuzzy numbers. The trapezoidal fuzzy number is more extensive—it reflects the subjectivity of the decision-maker more effectively and contains more uncertainty than the triangular fuzzy number [27]. Thus, trapezoidal fuzzy numbers (Fig. 1) were used in this study to create fuzzy numbers. Buckley [28] extracted four numbers from the collected data for calculation.

![Trapezoidal fuzzy number](image)

**Figure 1:** Trapezoidal fuzzy number

These four numbers (α, β, γ, and δ) can form a trapezoidal fuzzy number, and the fuzzy numbers α and δ represent the minimum and maximum values of all membership functions. The fuzzy numbers represented by β and γ are the smallest average and largest average value of the interval, respectively. \( W_{0i}^*, W_{1i}^*, W_{1u}^*, W_{0u}^* \) are the fuzzy weight interval values.

Step 4: Establish a fuzzy positive reciprocal matrix

Based on the trapezoidal fuzzy numbers, an \( n \times n \) fuzzy positive reciprocal matrix (A) was constructed, which can be defined as follows:

Let \( \overline{a}_{ij} = 1 \) for \( i = j \), \( \overline{A} = [\overline{a}_{ij}] \), where \( \overline{a}_{ij} = (\alpha_{ij}, \beta_{ij}, \gamma_{ij}, \delta_{ij}) \) for \( i < j \).

Then, \( \overline{a}_{ij} = (\overline{a}_{ji})^{-1} \) for \( i > j \), where \( (\overline{a}_{ji})^{-1} = \left( \frac{1}{\alpha_{ji}}, \frac{1}{\beta_{ji}}, \frac{1}{\gamma_{ji}}, \frac{1}{\delta_{ji}} \right) \), \( i = 1, 2, 3, \ldots, n \); \( j = 1, 2, 3, \ldots, n \).
Step 5: Check for consistency

Before calculating the factor weights, the consistency check was first performed on the positive reciprocal matrix, as presented in the expert questionnaire. The consistency indicator is mainly the reasonable degree of the judgments made by the experts during the evaluation process. According to Csutora et al. [29], let $A = [a_{ij}]$ be a fuzzy positive reciprocal matrix, where $a_{ij} = (a_{ij}, \beta_{ij}, \gamma_{ij}, \delta_{ij})$, $a_{ij} \in (\beta_{ij}, \gamma_{ij})$ and $a_{ij} \in (\beta_{ij}, \gamma_{ij})$ were selected. If $A$ is consistent, then $\bar{A}$ is also consistent. To this end, the geometric mean (i.e., $\Gamma_{ij} = (a_{ij} \times \beta_{ij} \times \gamma_{ij} \times \delta_{ij})^{1/4}$) can be used to obtain the fuzzy weights [21]. The consistency index (CI) and consistency ratio (CR) were calculated as follows:

$$CI = \left(\lambda_{\text{max}} - n\right) / (n - 1), \quad CR = \left(CI / R_{In}\right)$$

where $\lambda_{\text{max}}$ is the maximum eigenvector of the pairwise matrix.

It consists of using the fuzzy pairwise comparison values of all respondents. $n$ is the number of elements of this matrix, and $R_{In}$ is a random index [30] (Tab. 1) with Saaty [22], suggesting that CR $\leq 0.1$ and its consistency are acceptable.

**Table 1:** Randomized index of $R_{In}$  

| $n$ | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----|----|----|----|----|----|----|----|----|
| $R_{In}$ | 0.525 | 0.882 | 1.115 | 1.252 | 1.341 | 1.404 | 1.452 | 1.484 |

Step 6: Obtain the fuzzy weights, and de-fuzzify and normalize the fuzzy numbers

The matrix established in the previous step was used to perform operations on the starting matrix, and the eigenvalues of the eigenvectors of the starting matrix are calculated and normalized to obtain standardized eigenvalues. This study used the $\alpha$-cut method and the geometric mean to obtain the fuzzy weights. First, Csutora et al. [29] proposed the $\alpha$-cut method to determine the fuzzy weight interval values ($W_{*01}, W_{*1l}, W_{*1u}, W_{*0u}$) for each factor. This method has three advantages: (1) it can handle any pairwise comparison of fuzzy number types, (2) it is computationally simple and does not require calculus, requiring only vector values and eigenvector values of the positive matrix, and (3) it reduces ambiguity compared to other methods [27]. The procedures for calculating the $\alpha$-cut method are as follows:

Let $\alpha = 1$ and the $\alpha$-cut method be used to obtain the fuzzy positive reciprocal matrices $A_{1l}$ and $A_{1u}$, where $A_{1l} = \beta$ and $A_{1u} = \gamma$. The minimum possible $K_{1l}$ is the maximum possible $K_{1u}$, and the equation to obtain the fuzzy weight interval values is as follows:

$$K_{1l} = \min \left\{ \frac{W_{im}}{W_{1il}} | 1 \leq i \leq n \right\}, \quad K_{1u} = \max \left\{ \frac{W_{im}}{W_{1iu}} | 1 \leq i \leq n \right\},$$

Thus, the fuzzy number interval values can be obtained from $K_{1l}$ and $K_{1u}$ as follows:

$W_{1l}^* = K_{1l} \times W_{1l}$, \quad $W_{1u}^* = K_{1u} \times W_{1u}$

Let $\alpha = 0.5$ and the $\alpha$-cut method be used to obtain the fuzzy positive reciprocal matrices $A_{0.5l}$ and $A_{0.5u}$. The minimum and maximum possible numbers are $K_{0.5l}$ and $K_{0.5u}$, respectively. Then, the fuzzy weight values are obtained. Finally, $W_{*0.5l}$ and $W_{*0.5u}$ can be obtained.
Let $\alpha = 0$ and the $\alpha$-cut method be used to obtain the fuzzy positive reciprocal matrices $A_{0l}$ and $A_{0u}$. The minimum and maximum possible numbers are $K_{0l}$ and $K_{0u}$, respectively. Then, the fuzzy weight values were obtained. Finally, $W^*_{0l}$ and $W^*_{0u}$ can be obtained. According to this formula, the fuzzy weight interval values ($W^*_{0l}$, $W^*_{1l}$, $W^*_{1u}$, and $W^*_{0u}$) of each factor can be obtained. Then, the fuzzy weight interval of each factor was de-fuzzified using the geometric mean to obtain the explicit weight value ($W^*$). Finally, the weight values of the factors were normalized to obtain the local weights, and then the local weights of the various hierarchies were connected in series to obtain the global weights. Refer to Csutora et al. [29] for the calculation steps of the $\alpha$-cut method.

Step 7. Calculate the weighting of the factors

The expert questionnaire was divided into an independent factor questionnaire and a dependent factor questionnaire. The collected expert questionnaires were applied to the above method to calculate the weight values. The weights of FANP were obtained by multiplying the dependent factor weight matrix and the independent factor weight matrix obtained separately. Finally, the weight values were normalized to obtain the local weights, and then the local weights of different layers were connected in series to obtain the global weights.

Step 8: Find CFs using the concept of VIKOR acceptable advantage

Let $Q(i)$ be the $i^{th}$ evaluated alternative ($i = 1, 2 \ldots j$), where $j$ is the number of alternatives, $Q(1)$ is the most suitable solution among all alternatives, and $Q(2)$ represents the second suitable solution among the alternatives.

If $TD \geq DQ$, then the better solution $Q(i)$ is the compromise solution, where $TD = Q(i + 1) - Q(i)$ and $DQ = 1/(j - 1)$.

4 Establishing a Hierarchy and Collecting Data

This section analyzes the collection of factors that affect the use of cloud computing and establishes a three-layer hierarchical framework during the literature review. The factor layer table is established based on the recommendations of Saaty [22] (i.e., the factors in the same layer must not exceed 7). Each layer in this study consists of three factors, which is a commonly used method to prevent respondents from becoming impatient due to the complexity of the questionnaire, thus avoiding situations of excessive invalid questionnaires. According to Saaty [22], using a 3-layer, hierarchical model with criteria, sub-criteria, and factor layers in a hierarchical factor design is preferable. In summary, there are 27 factors in the $3 \times 3$ hierarchical factor table (Tab. 2) from the literature review. The hierarchy table is similar to that studied by Fu et al. [31], except that there are some differences, such as the inclusion of organizational strategies. They verified that the independence of each factor in the same layer is acceptable. Besides, while previous studies verified the importance of most collected factors, this particular study did not need to re-verify its significance.
5 Identification of CFs

Following the recommendations of Saaty et al. [35], after establishing the hierarchical factor table, the questionnaire in this study was designed. The factors in each layer were measured using a ratio scale and a pairwise comparison method. Their relative importance was compared, and their importance was then ranked in ascending order, expressed by 1, 2, 3… 9. Tabs. 3–6 show the questionnaires for the criteria layer, while questionnaires for the other layers were similarly designed with the criteria layer.

| Criteria       | Sub-criteria | Factors                                                                 | References |
|----------------|--------------|-----------------------------------------------------------------------|------------|
| Technology (T) | System security (T₁) | Data access security (T₁₁)                                                | [2,4,8,32,33] |
|                |              | Information transmission security (T₁₂)                                | [5,32,33]   |
|                |              | Fallback cloud management security (T₁₃)                               | [5,32,33]   |
|                | System quality (T₂) | Information system and communication stability (T₂₁)                  | [1,13,20]   |
|                |              | Information system integration (T₂₂)                                   | [4]         |
|                |              | Information reliability (T₂₃)                                           | [1,4,13]    |
|                | System function (T₃) | Useful of system operations (T₃₁)                                       | [8,9]       |
|                |              | System expandability (T₃₂)                                              | [1,4,11]    |
|                |              | Ease to use of system operation (T₃₃)                                   | [1]         |
| Organization (O)| Organizational support (O₁) | Senior management (O₁₁)                                                 | [10,12,31]  |
|                |              | Employee acceptance (O₁₂)                                               | [14,31]     |
|                |              | Interdepartmental coordination (O₁₃)                                    | [10]        |
|                | Organizational characteristics (O₂) | Organization scale (O₂₁)                                              | [1,11]      |
|                |              | Innovative and design ability of organizational process (O₂₂)         | [2,5,9,13]  |
|                |              | Organizational system (O₂₃)                                             | [10,11]     |
|                | Organizational readiness (O₃) | Organizational infrastructure (O₃₁)                                     | [10,11]     |
|                |              | Degree of education training (O₃₂)                                      | [9]         |
|                |              | Usable resource (O₃₃)                                                   | [1,12,13,14]|
| Environment (E) | Industrial environment (E₁) | Degree of industrial adoption (E₁₁)                                     | [2,6,10]    |
|                |              | Development of cloud service industry (E₁₂)                            | [2]         |
|                |              | Pressure of market competition (E₁₃)                                    | [2,10,11]   |
|                | Overall environment (E₂) | Promotion of Government policy (E₂₁)                                    | [6]         |
|                |              | Government regulation (E₂₂)                                             | [2,6]       |
|                |              | National infrastructure (E₂₃)                                           | [11]        |
|                | Cloud service providers (E₃) | Reasonable charge of cloud service (E₃₁)                                | [10]        |
|                |              | Ability of cloud service providers (E₃₂)                               | [34]        |
|                |              | Relationship with cloud service providers (E₃₃)                        | [34]        |
As soon as the questionnaires were designed, they were sent to the Project Office of Cloud Computing Promotion located at the Industrial Development Bureau (IDB) of the Ministry of Economic Affairs (MOEA), Republic of China. The IDB of MOEA then helped the authors distribute the questionnaires to the senior management of the information technology (IT) departments of 887 large manufacturing enterprises. They further sent each company a copy of the questionnaires, eventually collecting 225 questionnaires in one month. After reviewing, 194 questionnaires were excluded for failing to pass the consistency test (CR ≤ 0.1). This high rejection rate could be due to the complicated questionnaires used in the FANP. Finally, 31 valid questionnaires were used. Following the recommendations of Saaty et al. [35], the decision-making opinions indicated in the collected valid questionnaires were integrated using an arithmetic mean to obtain a pairwise comparison matrix for each criterion. Since the FANP is not based on a statistical method, its greatest advantage is that it does not require large statistical samples [36] and therefore focuses on whether the samples correctly represent the overall image rather than whether there are a sufficient number of samples [36]. Since FAHP uses expert questionnaires, the more senior experts fill out the questionnaire, the better the results will become. Thus, the sampling method is purposive sampling. Regarding the sample size of the expert questionnaires, Delbecq et al. [37] claim that 15 to 30 is a reasonable sample if the group of experts is highly homogeneous. Therefore, the preliminary image can be adequately plotted using the opinions of the 31 experts since the respondents of the questionnaires are senior managers in the IT departments of manufacturing companies. The surveyed group meets the expert feedback requirements with high homogeneity. Besides, purposive sampling is a non-probability sampling method that occurs when the elements selected for the sample are chosen through the researcher’s judgment. Researchers generally believe that they can obtain a representative sample through sound judgment, thereby saving time and cost [38]. Therefore, the sample is suitable for this study.

### Table 3: Pairwise independence questionnaire

| Importance level | Absolutely important | Very strongly important | Essentially important | Weekly important | Equally important | Weekly important | Essentially important | Very strongest important | Absolutely important |
|------------------|----------------------|------------------------|-----------------------|-----------------|------------------|-------------------|-----------------------|----------------------|---------------------|
| Technology       | 9                    | 8                      | 7                     | 6               | 5                | 4                 | 3                     | 2                    | 1                   |
| Technology       | 1                    | 2                      | 3                     | 4               | 5                | 6                 | 7                     | 8                    | 9                   |
| Organization     | 9                    | 8                      | 7                     | 6               | 5                | 4                 | 3                     | 2                    | 1                   |

### Table 4: Pairwise dependence relationship questionnaire (if technology is the most important)

| Importance level | Absolutely important | Very strongly important | Essentially important | Weekly important | Equally important | Weekly important | Essentially important | Very strongest important | Absolutely important |
|------------------|----------------------|------------------------|-----------------------|-----------------|------------------|-------------------|-----------------------|----------------------|---------------------|
| Technology       | 9                    | 8                      | 7                     | 6               | 5                | 4                 | 3                     | 2                    | 1                   |
| Technology       | 1                    | 2                      | 3                     | 4               | 5                | 6                 | 7                     | 8                    | 9                   |
| Organization     | 9                    | 8                      | 7                     | 6               | 5                | 4                 | 3                     | 2                    | 1                   |

| Technology       | 1                    | 2                      | 3                     | 4               | 5                | 6                 | 7                     | 8                    | 9                   |
| Organization     | 9                    | 8                      | 7                     | 6               | 5                | 4                 | 3                     | 2                    | 1                   |
The next step was to calculate the weights of the factors. Based on the 31 valid questionnaires completed by the experts, the weights of the three factors were obtained using the issue of independent factors (Tab. 3) according to steps 3 to 6 indicated in the methodology section of this study. In addition, the weights of the dependent factors can be obtained using the same method (Tabs. 4–6). As such, step 7 is performed. After a set of independent factor weights can form a $3 \times 1$ matrix and three sets of interdependent factor weights can form a $3 \times 3$ matrix, the weights of the three factors are obtained by multiplying the separately obtained dependent factor weight matrix and the independent factor weight matrix. The weights of other factors in the same layer can be obtained using the same method, and the obtained weights are normalized to obtain the local weights. Thereafter, the local weights of different layers are connected in series to obtain the global weights of each factor, as shown in Tab. 7.

In step 8, the concept of VIKOR acceptance advantage involves finding a set of feasible solutions gradually. To avoid finding too many solutions for the first time and going beyond the limit, the first 13 factors (81.53%) with an accumulated 80% weight (80/20 rule) are used in finding the CFs. First, the break values of the 13 alternatives should be as follows:

Break value (i) = $(Q_1 - Q_i)/(Q_1 - Q_{13})$
Break value (1) = $(0.1614 - 0.1614)/(0.1614 - 0.0250) = 0$
Break value (2) = $(0.1614 - 0.1404)/(0.1614 - 0.0250) = 0.1509$

The above method calculates the 13th break value as follows:
Break value (13) = $(0.1614 - 0.0250)/(0.1614 - 0.0250) = 1$

TD (1) = Break value (2) - Break value (1) = 0.1539
TD (12) = Break value (13) - Break value (12) = 0.0072

Based on the above procedure, all break and TD values can be calculated (Tab. 8).

| Importance level | Absolutely important | Very strongly important | Essentially important | Weekly important | Equally important | Weekly important | Essentially important | Very strongest important | Absolutely important | Importance level |
|------------------|----------------------|------------------------|-----------------------|------------------|------------------|-------------------|-----------------------|-----------------------|-------------------|------------------|
| 9                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 1                |
| 8                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 2                |
| 7                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 3                |
| 6                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 4                |
| 5                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 5                |
| 4                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 6                |
| 3                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 7                |
| 2                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 8                |
| 1                |                      |                        |                       |                  |                  |                   |                       |                       |                   | 9                |

The next step was to calculate the weights of the factors. Based on the 31 valid questionnaires completed by the experts, the weights of the three factors were obtained using the issue of independent factors (Tab. 3) according to steps 3 to 6 indicated in the methodology section of this study. In addition, the weights of the dependent factors can be obtained using the same method (Tabs. 4–6). As such, step 7 is performed. After a set of independent factor weights can form a $3 \times 1$ matrix and three sets of interdependent factor weights can form a $3 \times 3$ matrix, the weights of the three factors are obtained by multiplying the separately obtained dependent factor weight matrix and the independent factor weight matrix. The weights of other factors in the same layer can be obtained using the same method, and the obtained weights are normalized to obtain the local weights. Thereafter, the local weights of different layers are connected in series to obtain the global weights of each factor, as shown in Tab. 7.

In step 8, the concept of VIKOR acceptance advantage involves finding a set of feasible solutions gradually. To avoid finding too many solutions for the first time and going beyond the limit, the first 13 factors (81.53%) with an accumulated 80% weight (80/20 rule) are used in finding the CFs. First, the break values of the 13 alternatives should be as follows:

Break value (i) = $(Q_1 - Q_i)/(Q_1 - Q_{13})$
Break value (1) = $(0.1614 - 0.1614)/(0.1614 - 0.0250) = 0$
Break value (2) = $(0.1614 - 0.1404)/(0.1614 - 0.0250) = 0.1509$

The above method calculates the 13th break value as follows:
Break value (13) = $(0.1614 - 0.0250)/(0.1614 - 0.0250) = 1$

TD (1) = Break value (2) - Break value (1) = 0.1539
TD (12) = Break value (13) - Break value (12) = 0.0072

Based on the above procedure, all break and TD values can be calculated (Tab. 8).
In most industries, three to six CFs can be found [3]. However, most studies show the existence of at least 4 CFs [39,40,41]. In this study, the principle of the concept of VIKOR acceptance advantage for extracting CFs involved stopping the extraction immediately if there were more than four CFs with a cumulative weight of more than 50% [42]. If the principle is not simultaneously satisfied, then the CFs extraction work will continue. Based on the above extraction principle, the first extraction in this study obtained five CFs (data access security, information transmission security, senior management support, fallback cloud management, and employee acceptance) with a cumulative weight of 56.42%, exceeding 50% and in line with the principle of stopping extraction. Thus, a total of 5 CFs were obtained (Tab. 8).

Table 7: Weights of the factors obtained by FANP

| Criteria       | Sub-criteria | Factors                                      | Weights | Order |
|----------------|--------------|----------------------------------------------|---------|-------|
| Technology (T) | (T₁)         | Data access security (T₁₁)                   | 0.1614  | 1     |
|                | 0.272755     | Information transmission security (T₁₂)      | 0.1404  | 2     |
|                | (T₂)         | Fallback cloud management security (T₁₃)      | 0.0910  | 4     |
|                | 0.175894     | Information system and communication stability (T₂₁) | 0.0332  | 8     |
|                | (T₃)         | Information system integration (T₂₂)         | 0.0271  | 11    |
|                | 0.106419     | Information reliability (T₂₃)                | 0.0242  | 14    |
| Organization (O)| (O₁)     | Senior management (O₁₁)                      | 0.1116  | 3     |
|                | 0.143975     | Employee acceptance (O₁₂)                    | 0.0597  | 5     |
|                | (O₂)         | Interdepartmental coordination (O₁₃)          | 0.0380  | 7     |
|                | 0.096956     | Organization scale (O₂₁)                     | 0.0176  | 17    |
|                | (O₃)         | Innovative and design ability of organizational process (O₂₂) | 0.0195  | 16    |
|                | 0.057844     | Organizational system (O₂₃)                  | 0.0139  | 20    |
|                | (O₄)         | Organizational infrastructure (O₃₁)           | 0.0156  | 18    |
|                | 0.016157     | Degree of education training (O₃₂)            | 0.0140  | 19    |
|                | 0.030609     | Usable resource (O₃₃)                        | 0.0090  | 23    |
| Environment (E) | (E₁)     | Degree of industrial adoption (E₁₁)          | 0.0408  | 6     |
|                | 0.061813     | Development of cloud service industry (E₁₂)   | 0.0289  | 10    |
|                | (E₂)         | Pressure of market competition (E₁₃)          | 0.0260  | 12    |
|                | 0.053735     | Promotion of Government policy (E₂₁)         | 0.0102  | 21    |
|                | (E₃)         | Government regulation (E₂₂)                  | 0.0089  | 25    |
|                | 0.030609     | National infrastructure (E₂₃)                | 0.0087  | 26    |
|                | (E₄)         | Reasonable charge of cloud service (E₃₁)      | 0.0098  | 22    |
|                | 0.0089       | Ability of cloud service providers (E₃₂)      | 0.0089  | 24    |
|                | 0.0039       | Relationship with cloud service providers (E₃₃)| 0.0039  | 27    |
6 Findings and Implications

This study used the method that combines two MCDM tools to find five CFs for the adoption of a cloud service. Finally, this paper describes the findings and implications of the study as follows.

6.1 Findings

1) The first CF is data access security (0.1614) under system security, indicating that enterprises should pay the greatest attention to the privacy and confidentiality of cloud computing. This factor is a top priority. Therefore, an enterprise is more likely to adopt a cloud provider’s system if it provides highly secure access to cloud data. Access security must include not only an account and password but also data access, access numbers, and a system to control who can access such data.

2) The second CF is information transmission security (0.1404). Some enterprises prefer that the data be transmitted to cloud computing over the Internet because they have to choose public cloud computing due to cost considerations. However, the Internet poses many security problems—For example, hackers may capture confidential data during transmission. Thus, the protection mechanism provided by a cloud computing provider is essential.

3) The third CF is the support and participation of senior management (0.1116). The introduction of new technologies is an important strategy that requires coordination between an enterprise’s strategy and its resources, as well as the support and participation of senior management. More so, it can be hindered if senior management is unwilling to provide adequate support. Therefore, senior management support is an important influencing factor.
4) The fourth CF is fallback cloud management security (0.0910). It can be seen that the senior management is concerned about the inability of the cloud computing system to provide services after a disaster, possibly causing an enterprise to suffer huge losses. Thus, the cloud computing system must be shockproof, fireproof, and have an uninterruptible power supply, as well as other fallback mechanisms. Therefore, it must provide a high level of Service Level Agreements (SLAs).

5) The fifth CF is employee acceptance (0.0597). If employees accept the new technology, then the likelihood of them using cloud computing will increase. When an enterprise decides to use cloud computing, there must be discussion and communication within them in order to reach a consensus. Importantly, relevant personnel must be trained.

6.2 Implications

1) The method presented in this paper can objectively identify CFs, which differs from previous studies mainly due to the authors’ subjective decisions.

This paper describes a study that is an extension of the TOE framework in cloud computing research. The TOE framework has been found to analyze an enterprise’s internal and external situations clearly and effectively when adopting information systems. In addition, this paper integrates MCDM tools to identify CFs objectively based on the TOE framework, which applies to the factors affecting the adoption of cloud computing services. This feature differentiates this study from previous studies on the method of identifying CFs.

2) The most important factor affecting the use of cloud computing in the industry is information security.

Cloud computing relies heavily on data transmission and access via the Internet. If users can connect to a network, then they can perform multiple operations. Since serious data leakage is extremely difficult to prevent when using the Internet, enterprises must prioritize information security and do everything possible to perfect the mechanism before using cloud computing. Furthermore, preventing the cloud system from being hacked is crucial for cloud computing service providers when building the cloud system.

3) Enterprises should pay attention to organizational issues when implementing cloud computing.

The literature related to cloud computing discusses adoption factors based on an organizational or strategic perspective. The results of the study indicate that the support and participation of senior management are the third CF. In addition, employee acceptance is a CF. The implementation of cloud computing is a major project for enterprises and involves many dimensions. The active participation of senior management in providing support and resources relevant to the project is vital, thus minimizing employees’ skepticism and their resistance to the system. This will significantly increase the likelihood of a successful introduction of cloud computing.

4) Enterprises should allocate suitable resources for the adoption of a cloud computing service.

The study identified five CFs for enterprises to adopt a cloud computing service so that they can strategically plan and allocate adequate resources, thereby avoiding adoption failures due to faulty decision-making. Therefore, enterprises with limited resources should preferably allocate their resources to the five CFs. If there are surplus resources, these can be allocated to other important factors. In this way, enterprises can better allocate their resources for adopting cloud computing services at a lower cost and with greater efficiency.

5) The study provides information that will be beneficial to cloud computing service providers.

This study collected the adoptive factors of cloud computing services from a literature review based on the TOE framework and used the proposed hybrid approach to identify CFs objectively. Cloud computing service providers can use these results to develop products for cloud computing service solutions that meet customer requirements, especially in terms of Internet safety, security, and privacy protection. Furthermore, cloud computing service providers can develop more
effective marketing strategies by understanding the different layers of factors important to their clients.

7 Conclusions and Limitations

This study used the TOE framework from a literature review to establish a hierarchical table of factors affecting an enterprise’s adoption of cloud computing services. Further, it used two combined MCDM tools to identify CFs objectively, replacing the authors of previous studies who decided CFs subjectively. After analyzing the factor weights, five CFs (data access security, information transmission security, senior management support, fallback cloud management, and employee acceptance) were found among enterprises’ adoption of cloud computing services, and the findings and implications were discussed. The study results can enable enterprises to identify CFs objectively in adopting a cloud computing service and allocate their resources based on the weights of the CFs to adopt new systems that are less costly and more efficient, thus enhancing the success rate of adopting cloud computing services. In addition, some previous literature has discussed the adoptive factors of cloud computing services from the viewpoint of cloud service providers. The current study reveals that enterprises should pay more attention to the “degree of industrial adoption” in the external environment, despite some previous studies suggesting that the stability and professionalism of cloud service providers should remain an important factor in the external environment. Finally, companies will be more willing to use a cloud computing service only when their technology platforms are rich and mature.

To determine the factors affecting the use of cloud computing in enterprises, this study established a hierarchical factor table for analysis with reference to the TOE framework, as used by scholars in previous literature. The dimensions affecting the use of cloud computing are extensive, bearing the possibility that not all factors were found. Moreover, if too many factors are listed, respondents may have difficulty completing the questionnaire. Besides, we examined a different approach, and the questionnaire developed for the survey adopted the FANP, which can resolve the dependencies between evaluation factors. However, due to the complexity and the extensive content of the questionnaire, respondents may not fully understand the answering method and may lose patience, resulting in many invalid questionnaires.

Although cloud computing research covers several fields, this study only focuses on the demands of large-scale manufacturing enterprises in Taiwan. In the future, the authors can further explore whether the factors affecting the use of cloud computing differ at different developmental phases of adoption and in different countries, such as different sizes of enterprises and different specific industries. Moreover, the authors can investigate issues from time to time and conduct comparative analyses across different industries or across different business scales or different areas to see differences.
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