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Abstract
A time and space inhomogeneous Markov process is a Feller evolution process, if the corresponding evolution system on the continuous functions vanishing at infinity is strongly continuous. We discuss generators of such systems and show that under mild conditions on the generators a Feller evolution can be approximated by Markov chains with Lévy increments.

The result is based on the approximation of the time homogeneous space-time process corresponding to a Feller evolution process. In particular, we show that a $d$-dimensional Feller evolution corresponds to a $d+1$-dimensional Feller process. It is remarkable that, in general, this Feller process has a generator with discontinuous symbol.
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1 Introduction

Markov processes with continuous time parameter are used in various applications and often approximations and simulations of these processes are required. In an infinitesimal sense (see the next section) such a process is composed of Lévy processes. Thus it is natural to try to approximate a Markov process by Markov chains with Lévy increments. In the case of time homogeneous Markov processes general conditions for such an approximation were given in [4]. We are going to extend the result to time inhomogeneous Markov processes. The main tool is the transformation of a time inhomogeneous Markov process to a time homogeneous Markov process, which will be recalled in Section 3. The transformed process is usually called the corresponding space-time process and the transformation was already used by Doob [7, p. 226] and Dynkin [8, Section 4.6]. We will derive a necessary and sufficient condition for the transformed process to be a Feller process. Furthermore, the generator of this Feller process is analyzed. In Section 4 the approximation is presented and discussed.
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For better readability column vectors will be written as rows and a process \((X_t)_{t \in \mathbb{R}}\), an evolution system \((U(s,t))_{s,t \in \mathbb{R}, s \leq t}\) and a semigroup \((T(t))_{t \in \mathbb{R}}\) will be often denoted just by \(X_t\), \(U(s,t)\) and \(T(t)\), respectively. The Borel measurable functions on \(\mathbb{R}^d\) will be denoted by \(B(\mathbb{R}^d)\) and the continuous functions by \(C(\mathbb{R}^d)\). The subscripts \(c, b\) and \(\infty\) denote functions with compact support, bounded functions and functions vanishing at \(\infty\), respectively; furthermore, a superscript indicates the number of existing derivatives. The uniform norm is denoted by \(\|\cdot\|_\infty\).

2 Markov processes and Generators

Let \(X_t\) be an \(\mathbb{R}^d\) valued time (and space) inhomogeneous Markov process on the probability space \((\Omega, \mathcal{A}, \mathbb{P})\). Then the corresponding evolution system

\[
U(s,t)f(x) := \mathbb{E}(f(X_t)|X_s = x), \quad s \leq t, \quad s, t \in \mathbb{R}
\]

is well defined on \(B_b(\mathbb{R}^d)\). The linear operators \(U(s,t)\) are positivity preserving and satisfy \(U(s,t)1 = 1\), \(U(s,s) = \text{id}\) and the evolution property \(U(s,t) = U(s,r)U(r,t)\) for \(s \leq r \leq t\).

Such families of operators are well studied in the literature, e.g. Yosida [17, Section XIV.4], Pazy [13, Chapter 5]. The following definitions are analogous to Gulisashvili and van Casteren [9, Section 2.3], who use the term **backward propagator** for an evolution system.

Corresponding to an evolution system a family of right generators is given by

\[
A^+_s f := \lim_{h \downarrow 0} \frac{U(s, s + h)f - f}{h}
\]

which is defined for all \(f \in C_\infty(\mathbb{R}^d)\) such that the limit exists in a strong sense (i.e. with respect to \(\|\cdot\|_\infty\)). In this case we write \(f \in \mathcal{D}(A^+_s)\). If one weakens (11) to a pointwise limit, the corresponding operator is called **extended pointwise generator** (a notion which will be of importance in Theorem 3.3). Analogously the left generators are defined by

\[
A^-_s f := \lim_{h \downarrow 0} \frac{U(s - h, s)f - f}{h}
\]

on \(\mathcal{D}(A^-_s)\).

The family of operators \(U(s,t)\) is strongly continuous, if for each \(v, w \in \mathbb{R}, v \leq w\)

\[
\lim_{(s,t) \to (v,w)} \|U(s,t)f - U(v,w)f\|_\infty = 0. \tag{2}
\]

Note that a family of linear operators \(U(s,t)\) on \(C_\infty\) satisfying (2), \(\|U(s,t)f\|_\infty \leq \|f\|_\infty\), \(U(s,t)f(x) = U(s,r)U(r,t)f(x)\) for \(s \leq r \leq t\) and \(U(s,t)f \geq 0\) for \(f \geq 0\) is called a **Feller evolution system**.

We denote by \(\frac{d}{dt}^\pm (\frac{d}{ds}^\pm)\) the right (left) derivative. Thus the evolution property leads to the following evolution equations corresponding to the process:

\[
\frac{d}{dt}^\pm U(s,t) = U(s,t)A^\pm_s, \tag{3}
\]

\[
\frac{d}{ds}^\pm U(s,t) = -A^-_s U(s,t). \tag{4}
\]
Equation (3) is called forward equation and (4) is called backward equation. Note that only in the case of the backward equation it makes sense to talk about solutions of the corresponding initial value problem. In the case of the forward equation one can only consider fundamental solutions due to the interchanged order of $U$ and $A$. These equations are equivalent to the Kolmogorov equations if the corresponding process has transition densities $p(s, x; t, y)$. Then

$$U(s, t)f(x) = \int f(y)p(s, x; t, y) \, dy =: \langle f, p(s, x; t, .) \rangle_{L^2}$$

holds and thus the forward equation reads as

$$\langle f, \frac{d}{dt}p(s, x; t, .) \rangle_{L^2} = \langle f, A^+_t p(s, x; t, .) \rangle_{L^2},$$

where $A^+_t$ is the (formal) adjoint of $A^+_t$.

The operators $A^+_t$ (resp. $A^-_t$) satisfy the positive maximum principle, i.e. for $f \in D(A^+_t)$ the following implication holds: If there exists $x_0 \in \mathbb{R}^d$ with $f(x_0) = \sup_{x \in \mathbb{R}^d} f(x) \geq 0$, then

$$A^+_t f(x)|_{x=x_0} \leq 0.$$

This property of $A^+_t$ (resp. $A^-_t$) is a consequence of (1) and the fact, that for $f \in D(A^+_t)$ (resp. $A^-_t$) attaining its positive maximum at some point $x_0$ the following inequality holds:

$$U(s, t)f(x_0) \leq U(s, t)f^+(x_0) \leq \|f^+\|_{\infty} = f(x_0), \text{ where } f^+ := f 1_{\{f \geq 0\}}.$$

Therefore, if the set $C_c^\infty(\mathbb{R}^d)$ is a subset of $D(A^+_t)$ (resp. $D(A^-_t)$), we know by Courr`ege [6] (see Jacob [10, Section 4.5]) that $-A^+_t$ (resp. $-A^-_t$) on $C_c^\infty$ is a pseudo-differential operator with continuous negative definite symbol, i.e. it admits the representation

$$-A^+_t f(x) = (2\pi)^{-\frac{d}{2}} \int_{\mathbb{R}^d} e^{ix\xi} \hat{q}_+(s, x, \xi) \hat{f}(\xi) \, d\xi,$$

where $\hat{f}(\xi) = (2\pi)^{-\frac{d}{2}} \int_{\mathbb{R}^d} e^{-ix\xi} f(x) \, dx$ denotes the Fourier transform of $f$ and $\hat{q}_+(s, x, \cdot)$ is for fixed $(s, x)$ a continuous negative definite function in the sense of Berg and Forst [11]. Conversely, for any operator defined via (5) the function $\hat{q}_+$ is called the symbol of the operator.

An explicit construction of Feller evolutions for a given symbol can be found in [2]. Another option is to construct a Feller process with a constant drift coordinate and consider the process of the remaining coordinates as Feller evolution (see Theorem 3.2 and Corollary 4.2 below). For a survey of constructions of Feller processes for a given symbol see [12].

Note that for a time homogeneous evolution system (i.e. $U$ such that $U(s, s+h) = U(s-h, s)$ for all $s, h \geq 0$) the left and right generators coincide and do not depend on time. Thus $T(h) := U(s, s+h)$ defines a Feller semigroup with generator $A := A^-_t = A^+_t$.

In general, however, the left and the right generator do not coincide as the following example illustrates.
Example 2.1. Consider a process on \( \mathbb{R} \) which drifts with slope \( \alpha > 0 \) until time \( s_0 \) and afterwards with slope \( \beta > 0, \alpha \neq \beta \). Thus the process started in \( x \in \mathbb{R} \) at time \( t_0 \) is given by
\[
X_t = \begin{cases} 
  x + \alpha \cdot (t - t_0) & , t < s_0 \\
  x + \alpha \cdot (s_0 - t_0) + \beta \cdot (t - s_0) & , t \geq s_0
\end{cases}
\]
and for \( f \in C_c(\mathbb{R}) \)
\[
A_{s_0}^- f(x) = \lim_{h \downarrow 0} \frac{\mathbb{E}(f(X_{s_0})|X_{s_0} - h = x) - f(x)}{h} = \lim_{h \downarrow 0} \frac{f(x + \alpha h) - f(x)}{h} = \alpha f'(x),
\]
\[
A_{s_0}^+ f(x) = \lim_{h \downarrow 0} \frac{\mathbb{E}(f(X_{s_0} + h)|X_{s_0} = x) - f(x)}{h} = \lim_{h \downarrow 0} \frac{f(x + \beta h) - f(x)}{h} = \beta f'(x).
\]
Moreover the symbol corresponding to \( A_{s}^+ \) as in (5) is given by
\[
q_+(s, x, \xi) = -i l(s) \xi \quad \text{with} \quad l(s) := \begin{cases} 
  \alpha & , s < s_0, \\
  \beta & , s \geq s_0.
\end{cases}
\]
(See Remark 3.6 for the space-time transformation of this process.)

The following lemma gives some condition for the left and right generator to coincide.

Lemma 2.2. Fix \( s \) and select \( f \in \mathcal{D}(A_{s}^+) \) such that there exists some \( \delta > 0 \) with \( f \in \bigcap_{r \in (s - \delta, s]} \mathcal{D}(A_{r}^+) \). If \( A_{r}^+ \) exists uniformly for \( r \in (s - \delta, s] \), i.e.
\[
\lim_{h \downarrow 0} \sup_{r \in (s - \delta, s]} \left\| \frac{U(r, r + h) f - f}{h} - A_{r}^+ f \right\|_{\infty} = 0 \quad (6)
\]
and \( r \mapsto A_{r}^+ \) is strongly continuous from the left in \( s \), i.e.
\[
\lim_{h \downarrow 0} \left\| A_{s - h}^- f - A_{s}^+ f \right\|_{\infty} = 0, \quad (7)
\]
then \( f \in \mathcal{D}(A_{s}^-) \) and
\[
A_{s}^- f = A_{s}^+ f.
\]
Proof. We have for \( h < \delta \)
\[
\lim_{h \downarrow 0} \left\| \frac{U(s - h, s) f - f}{h} - A_{s}^+ f \right\|_{\infty} \leq \lim_{h \downarrow 0} \left\| \frac{U(s - h, s - h + h) f - f}{h} - A_{s - h}^- f \right\|_{\infty} + \lim_{h \downarrow 0} \left\| A_{s - h}^- f - A_{s}^+ f \right\|_{\infty} \leq \lim_{h \downarrow 0} \sup_{r \in (s - \delta, s]} \left\| \frac{U(r, r + h) f - f}{h} - A_{r}^+ f \right\|_{\infty} + 0 = 0
\]
and the result follows.

The assumptions of Lemma 2.2 are, for example, satisfied if the generator is a pseudo-differential operator whose symbol continuously depends on time (implying (7)) and has bounded coefficients in the sense of (17) below (implying (6)).
3 Transformation of time inhomogeneous Markov processes

To transform an $\mathbb{R}^d$ valued time inhomogeneous Markov process $X_t$ defined on $(\Omega, \mathcal{A}, \mathbb{P})$ into a time homogeneous Markov process $\tilde{X}_t$ defined on $(\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{\mathbb{P}})$ we follow [16, Section 8.5.5]. For generality in this section $\mathcal{T}$ will denote the time set on which $X_t$ is defined, i.e. so far we considered $\mathcal{T} = \mathbb{R}$. But $\mathcal{T} = [0, \infty)$ would also be possible. Note that in both cases the transformed process $\tilde{X}_t$ will always be defined only on the time set $[0, \infty)$.

For $X_t$ there exists a transition function $P : \mathcal{T} \times \mathbb{R}^d \times \mathcal{T} \times \mathcal{B} \rightarrow [0, 1]$ such that for each $s, t \in \mathcal{T}$, $s \leq t$, $x \in \mathbb{R}^d$, $B \in \mathcal{B}$ the function $P(s, r, B)$ is measurable, $P(s, x; t, \cdot)$ is a probability measure, $P(s, x; s, B) = \mathbb{1}_B(x)$ and $P(s, X_s; t, B) = \mathbb{P}(X_t \in B | X_s)$. Furthermore, since $X_t$ is a Markov process also the Chapman Kolmogorov equations $P(s, x; t, B) = \int_{\mathbb{R}^d} P(r, y; t, B) \mathbb{P}(s, x; r, dy)$ hold for $s \leq r \leq t$ and $x, y \in \mathbb{R}^d$.

The standard way to define the transformed process is:

Transformation 3.1. Let $X_t$ be as above.

- **New state space:** $\mathcal{T} \times \mathbb{R}^d$ with elements $\tilde{x} := (s, x)$, $s \in \mathcal{T}$, $x \in \mathbb{R}^d$.
  
  On this space we consider the $\sigma$-algebra $\tilde{\mathcal{B}}$ consisting of all sets $B \subset \mathcal{T} \times \mathbb{R}^d$ such that for all $s \in \mathcal{T}$ the cuts $B_s := \{ x : (s, x) \in B \}$ are elements of the Borel $\sigma$-algebra on $\mathbb{R}^d$.

- **New sample space:** $\tilde{\Omega} := \mathcal{T} \times \Omega$ with elements $\tilde{\omega} := (s, \omega)$, $s \in \mathcal{T}$, $\omega \in \Omega$, and the $\sigma$-algebra $\tilde{\mathcal{A}} := \{ A \subset \tilde{\Omega} : A_s \in \mathcal{A}, \forall s \in \mathcal{T} \}$ where $A_s := \{ \omega : (s, \omega) \in A \}$.

- **Space-time process:**
  $$\tilde{X}_t(\tilde{\omega}) = \tilde{X}_t(s, \omega) := (s + t, X_{s+t}(\omega)) \; , \; t \in [0, \infty)$$

  with the probability measure defined for $A \in \tilde{\mathcal{A}}$ and $\tilde{x} \in \mathcal{T} \times \mathbb{R}^d$ by
  $$\tilde{\mathbb{P}}_{\tilde{x}}(A) = \tilde{\mathbb{P}}(A | \tilde{X}_0 = (s, x)) := \mathbb{P}(A_s | X_s = x),$$

  i.e. the transition probabilities are given by
  $$\tilde{\mathbb{P}}(\tilde{X}_t \in B | \tilde{X}_0 = \tilde{x}) = \tilde{\mathbb{P}}(X_{s+t} \in B | X_s = x) = \mathbb{P}(X_{s+t} \in B_{s+t} | X_s = x)$$

  where $B \in \tilde{\mathcal{B}}$, $\tilde{x} \in \mathcal{T} \times \mathbb{R}^d$, and thus the transition function is defined by
  $$\tilde{P}(t, \tilde{x}, B) := P(s, x; s + t, B_{s+t}).$$

In the transformation the change of the probability space might seem counterintuitive, since the process is extended by adding a deterministic drift in a further dimension but no further randomness is introduced. Nevertheless it is canonical, if one recalls the construction of Markov processes using Kolmogorov’s theorem.

To see that the new process is a Markov process denote by $\mathcal{F}_t$ its filtration and note that for each $t \in [0, \infty)$, $\tilde{x} \in \mathcal{T} \times \mathbb{R}^d$, $B \in \tilde{\mathcal{B}}$ the function $\tilde{x} \mapsto \tilde{P}(t, \tilde{x}, B)$ is measurable, since for $\tilde{x} = (s, x)$ the function is measurable in $x$ and the
\(\sigma\)-Algebra corresponding to \(s\) is the power set of \(T\). Furthermore, \(\tilde{P}(t, \tilde{x}, .)\) is a probability measure, \(\tilde{P}(0, \tilde{x}, B) = 1_B(\tilde{x})\) holds and for all \(t, r \in T\) and \(\tilde{x}, \tilde{y} \in T \times \mathbb{R}^d\) the Chapman Kolmogorov equation

\[
\int \tilde{P}(r, \tilde{y}, B) \tilde{P}(t, \tilde{x}, d\tilde{y}) = \int_{\mathbb{R}^d} P(s + t, y; s + t + r, B_{s+t+r}) P(s, x; s + t, dy) = P(s, x; s + t + r, B_{s+t+r}) = \tilde{P}(t + r, \tilde{x}, B)
\]

holds. Hence the process is a Markov process if and only if

\[
\tilde{P}_{\tilde{x}}(\tilde{X}_{t+h} \in B | F_t) = \tilde{P}(h, \tilde{X}_t, B)
\]

i.e. for all \(A \in \mathcal{F}_t\)

\[
\tilde{P}_{\tilde{x}}(A \cap \{\tilde{X}_{t+h} \in B\}) = \int_A \tilde{P}(h, \tilde{X}_t(\tilde{\omega}), B) \tilde{P}_{\tilde{x}}(d\tilde{\omega}).
\]

This equality holds since the transformation given above and the Markov property of \(X_t\) yield

\[
\int_A \tilde{P}(h, \tilde{X}_t(\tilde{\omega}), B) \tilde{P}_{\tilde{x}}(d\tilde{\omega})
\]

\[
= \int_A P(s + t, X_{s+t}(\omega) ; s + t + h, B_{s+t+h}) \mathbb{P}(d\omega | X_s = x) = P(A \cap \{X_{s+t+h} \in B_{s+t+h}\} | X_s = x) = \tilde{P}_{\tilde{x}}(A \cap \{\tilde{X}_{t+h} \in B\}).
\]

Thus \(\tilde{X}_t\) is a Markov process and therefore there exists a corresponding semigroup \(T(t)\) on \(f \in \mathcal{B}_0(\mathcal{T} \times \mathbb{R}^d)\) given by

\[
T(t)(\tilde{x}) = \tilde{E}(f(\tilde{X}_t) | \tilde{X}_0 = \tilde{x}). \quad (8)
\]

The following theorem provides a necessary and sufficient condition for \(T(t)\) to be a Feller semigroup, i.e. a strongly continuous positivity preserving contraction semigroup on \(C_\infty\).

**Theorem 3.2.** Let \(X_t\) be a Markov process with corresponding evolution system \(U(s, t)\). Furthermore, let \(\tilde{X}_t\) be the time homogeneous transformation (as defined above) of \(X_t\), and \(T(t)\) be the semigroup associated with \(\tilde{X}_t\) as in (3). Then the following statements are equivalent:

i) \((U(s, t))_{s,t \in \mathcal{T}, s \leq t}\) is a Feller evolution system on \(C_\infty(\mathbb{R}^d)\),

ii) \((T(t))_{t \geq 0}\) is a Feller semigroup on \(C_\infty(\mathcal{T} \times \mathbb{R}^d)\).

**Proof.** Note that

\[
C_\infty(\mathcal{T} \times \mathbb{R}^d) = \{ f \in C(\mathcal{T} \times \mathbb{R}^d) : \lim_{|\tilde{x}| \to \infty} f(\tilde{x}) = 0 \}.
\]
Let $f \in C_\infty(\mathcal{T} \times \mathbb{R}^d)$ and define $g_t(x) := f(s, x) = f(\bar{x})$ for all $\bar{x} = (s, x) \in \mathcal{T} \times \mathbb{R}^d$ then the semigroup has the representation

$$T(t)f(\bar{x}) = \hat{E}(f(X_t)|X_0 = \bar{x})$$

$$= \hat{E}(f(X_t)|X_0 = (s, x))$$

$$= \mathbb{E}(f(s + t, X_{s+t})|X_s = x)$$

$$= \mathbb{E}(g_{s+t}(X_{s+t})|X_s = x)$$

$$= U(s, s + t)g_{s+t}(x).$$

(9)

i)⇒ii): Clearly $T(t)$ is a positivity preserving contraction semigroup on $B_b$. Thus it remains to show that

1. $T(t)$ maps $C_\infty(\mathcal{T} \times \mathbb{R}^d)$ into $C_\infty(\mathcal{T} \times \mathbb{R}^d)$,

2. $T(t)$ is strongly continuous on $C_\infty(\mathcal{T} \times \mathbb{R}^d)$.

First note, that since $U(s, t)$ is strongly continuous, it is also locally uniform strongly continuous, i.e. for each compact $K \subset \mathcal{T}$

$$\lim_{(s, t) \to (v, w)} \|U(s, t)g - U(v, w)g\|_\infty = 0 \text{ uniformly for } v, w \in K, v \leq w. \quad (10)$$

Thus it remains to show that $\bar{x} \mapsto T(t)f(\bar{x})$ is continuous. Let $\bar{x} = (s, x), \bar{y} = (r, y) \in \mathcal{T} \times \mathbb{R}^d$ with $\bar{y}$ fixed. Then

$$|T(t)f(\bar{x}) - T(t)f(\bar{y})| = |U(s, s + t)g_{s+t}(x) - U(r, r + t)g_{r+t}(y)|$$

$$\leq |U(s, s + t)(g_{s+t} - g_{r+t})(x)|$$

$$+ |U(s, s + t)g_{r+t}(x) - U(r, r + t)g_{r+t}(x)|$$

$$+ |U(r, r + t)g_{r+t}(x) - U(r, r + t)g_{r+t}(y)|$$

holds, where the first term can be estimated by $\|g_{s+t}(\cdot) - g_{r+t}(\cdot)\|_\infty$ using the contraction property of $U(s, t)$ and the second term converges by the local uniform strong continuity $[10]$. Thus each of these terms is smaller than $\frac{\delta}{2}$ for $|s - r| < \delta_1$ for some $\delta_1 > 0$. Furthermore, $r$ and $t$ being fixed the function $x \mapsto U(r, r + t)g_{r+t}(x)$ is continuous. Hence also the last term gets smaller than $\frac{\delta}{2}$ for $|x - y| < \delta_2$ for some $\delta_2 > 0$. Thus taking $|\bar{x} - \bar{y}| < \delta_1 \wedge \delta_2$ yields the continuity.

The next step is to show that $T(t)f(\bar{x}) \xrightarrow{||\bar{x|| \to \infty} 0$. Let $\varepsilon > 0$. It holds that

$$|T(t)f(\bar{x})| = |U(s, s + t)g_{s+t}(x)| \leq \sup_x |g_{s+t}(x)| = \sup x |f(s + t, x)|,$$  \quad (11)

and note that $|\bar{x}|^2 = |s|^2 + |x|^2$, i.e. for $|\bar{x}| \to \infty$ at least one of $|s|$ and $|x|$ is large.

Since $f \in C_\infty(\mathcal{T} \times \mathbb{R}^d)$ there exists $R_1 = R_1(t)$ such that $|f(s + t, x)| < \varepsilon$ uniformly in $x$ for $|s|^2 > \frac{R_1}{\varepsilon}$.

Otherwise, if $|s|^2 \leq \frac{R_1}{\varepsilon}$, let $h_t(x) := \sup_{|s|^2 \leq \frac{R_1}{\varepsilon}} |g_{s+t}(x)|$ and note that $h_t \in C_\infty(\mathbb{R}^d)$. Thus

$$|T(t)f(\bar{x})| = |U(s, s + t)g_{s+t}(x)| \leq U(s, s + t)h_t(x).$$
By the uniformity of (10) and the Heine-Borel theorem the set \( \{ s \in T : |s|^2 \leq \frac{R}{2} \} \) can be covered by equally sized balls with centres in some finite set \( \mathcal{R}_1 \subset \{ s \in T : |s|^2 \leq \frac{R_1}{2} \} \) such that
\[
\left\| \sup_{|s|^2 \leq \frac{R_1}{2}} U(s, s + t)h_t - \max_{r \in \mathcal{R}_1} U(r, r + t)h_t \right\|_\infty \leq \frac{\varepsilon}{2}.
\]
Since \( \mathcal{R}_1 \) is finite and \( U(s, t) \) is an evolution system on \( C_\infty \) there exists an \( R_2 \) such that for \( |x|^2 > \frac{R_2}{2} \)
\[
\max_{r \in \mathcal{R}_1} U(r, r + t)h_t(x) < \frac{\varepsilon}{2}.
\]
Hence for \( |\bar{x}| > R := \sqrt{\frac{R_1}{2} \wedge \frac{R_2}{2}} \) either \( |s|^2 > \frac{R_1}{2} \) and thus (11) implies the result or \( |s|^2 \leq \frac{R_1}{2} \) and \( |x|^2 > \frac{R_2}{2} \) and therefore
\[
|T(t)f(\bar{x})| \leq \sup_{|s|^2 \leq \frac{R_1}{2}} U(s, s + t)h_t(x) < \varepsilon.
\]
To show 2. note that
\[
|T(t)f(\bar{x}) - f(\bar{x})| = |U(s, s + t)g_{s+t}(x) - g_s(x)|
\]
\[
\leq |U(s, s + t)g_{s+t}(x) - U(s, s + t)g_s(x)| + |U(s, s + t)g_s(x) - g_s(x)|
\]
\[
\leq \|g_{s+t} - g_s\|_\infty + |U(s, s + t)g_s(x) - g_s(x)|
\]
\[
\leq \left[ \sup_{s, x} |f(s + t, x) - f(s, x)| \right] + |U(s, s + t)g_s(x) - g_s(x)|.
\]
holds, where the first term converges to 0 as \( t \to 0 \) due to the uniform continuity of \( f \). For the second term fix \( \varepsilon > 0 \). Then there exists (analogous to (11) and the reasoning thereafter) an \( R > 0 \) such that
\[
\sup_{t < 1} \sup_{|s| > R} |U(s, s + t)g_s(x) - g_s(x)| < \frac{\varepsilon}{3}
\]
holds uniformly for all \( t < 1 \). Furthermore, \( r \mapsto U(s, s + t)g_r(x) - g_r(x) \) is equicontinuous since
\[
|U(s, t + s)g_{r}(x) - g_r(x) - U(s, t + s)g_{r}(x) + g_{r}(x)| \leq 2\|g_r - g_{r}\|_\infty
\]
and therefore we find, as above, a finite set \( \mathcal{R} \subset \{ r \in T : |r| \leq R \} \) such that for all \( x \in \mathbb{R}^d \)
\[
\sup_{|r| \leq R} |U(s, s + t)g_r(x) - g_r(x)| \leq \max_{r \in \mathcal{R}} |U(s, s + t)g_r(x) - g_r(x)| + \frac{\varepsilon}{3}.
\]
Since \( \mathcal{R} \) is finite and \( U(s, t) \) satisfies (10) there exists a \( \delta > 0 \) such that
\[
\sup_{|s| \leq R} \max_{r \in \mathcal{R}} |U(s, s + t)g_r(x) - g_r(x)| < \frac{\varepsilon}{3} \text{ for } t < \delta.
\]
Putting the above together yields for \( t < \delta \land 1 \)
\[
\sup_{x, s} |U(s, s + t)g_s(x) - g_s(x)| \leq \sup_{x} \sup_{|s| \leq R} |U(s, s + t)g_s(x) - g_s(x)| + \frac{\varepsilon}{3}
\]
\[
\leq \sup_{|s| \leq R} \max_{r \in \mathcal{R}} |U(s, s + t)g_r(x) - g_r(x)| + \frac{2\varepsilon}{3}
\]
\[
< \varepsilon.
\]
Thus $T(t)$ is strongly continuous.

ii)$\Rightarrow$ i): $X_t$ is a Markov process, hence $U(s, t)$ is a positivity preserving contraction evolution system on $B_b$. Equation (11) with $f(\tilde{x}) := g(x), g \in C_c(\mathbb{R}^d)$ reads as

$$T(t)f(\tilde{x}) = U(s, s + t)g(x)$$

and thus $U(s, s + t) : C_c(\mathbb{R}^d) \to C_c(\mathbb{R}^d)$.

The function $\tilde{x} \mapsto T(t)f(\tilde{x})$ is uniformly continuous and thus $s \mapsto T(t)f(s, x)$ is equicontinuous (w.r.t. $x \in \mathbb{R}^d$). Finally

$$|U(s, t)g(x) - U(v, w)g(x)| = |T(t) - T(v) - T(w) + T(v) - \tilde{T} - T(w)|
\leq |T(t) - T(v) - T(w) + T(v) - \tilde{T} - T(w)|
\leq \sup_{\tilde{x} \in T \times \mathbb{R}^d} |T(t) - T(v) - T(w)|
\leq \sup_{x \in \mathbb{R}^d} |T(v) - T(w)|$$

yields the strong continuity. \hfill \blacksquare

Now it is straightforward to calculate the generator of $T(t)$:

**Theorem 3.3.** Let $X_t$ be a Feller evolution with evolution system $U(s, t)$ and right generators $A_t^+$. Furthermore, let $\tilde{X}_t$ be its time homogeneous transformation with associated semigroup $T(t)$ as in (8). Then the (extended pointwise) generator $L$ of $T(t)$ is given for all $f \in C_c(T \times \mathbb{R}^d)$ satisfying

- $f(., x) \in C^1(T)$ for all $x \in \mathbb{R}^d$,
- $f(s, .) \in \mathcal{D}(A_t^+)$ for all $s \in T$

by

$$Lf(\tilde{x}) = \frac{\partial}{\partial s}f(s, x) + A_t^+g_s(x) \quad \text{where } \tilde{x} = (s, x) \text{ and } g_s(x) = f(s, x). \quad (12)$$

**Remark 3.4.** Note that (12) does not imply that the given $f$ is in the domain of the generator $L$. For this one would have to ensure that $Lf$ is in $C_c(T \times \mathbb{R}^d)$. See Remark 3.7 for further discussion and Lemma 3.7 for a sufficient condition.

**Proof of Theorem 3.3.** Using (9) yields

$$\frac{T(t)f(\tilde{x}) - f(\tilde{x})}{t} = \frac{\mathbb{E}(f(s + t, X_{s+t}) | X_s = x) - \mathbb{E}(f(s, X_{s+t}) | X_s = x)}{t}
\leq \frac{U(s, s + t)g_s(x) - g_s(x)}{t}$$

where the second term converges for $t \to 0$ to $A_t^+g_s(x)$.

For the first term set $f^{(1)}(s, x) := \frac{\partial}{\partial s}f(s, x)$ and note that

$$\mathbb{E} \left( \frac{f(s + t, X_{s+t}) - f(s, X_{s+t})}{t} \bigg| X_s = x \right)
= \mathbb{E} \left( \frac{1}{t} \int_t^{s+t} f^{(1)}(r, X_{s+t}) \, dr \bigg| X_s = x \right).$$
Furthermore,

\[ \left| \mathbb{E} \left( \frac{1}{t} \int_s^{s+t} f^{(1,0)}(r, X_{s+t}) \, dr \right) X_x = x \right| - \mathbb{E}(f^{(1,0)}(s, X_{s+t})|X_x = x) \leq \sup_{y} \sup_{r \in [s,s+t]} |f(r,y) - f(s,y)| \]

vanishes for \( t \to 0 \) since \( f \) is uniformly continuous. Finally, defining the function \( h_x(x) := f^{(1,0)}(s, x) \) and using strong continuity yields

\[ \mathbb{E}(f^{(1,0)}(s, X_{s+t})|X_x = x) = U(s, s + t) h_x(x) \xrightarrow{t \to 0} h_x(x) = \frac{\partial}{\partial s} f(s, x), \]

which proves the statement.

Furthermore if \( C^\infty_c \) is in the domain of all right generators, then the operator \( L \) has a representation as pseudo-differential operator:

**Corollary 3.5.** Let \( \mathcal{T} = \mathbb{R} \). If \( A^\alpha_t \) is defined on the test functions \( C^\infty_c(\mathbb{R}^d) \) and thus can be represented (cf. (1)) as pseudo-differential operator with symbol \( q_+ (s, x, \xi) \) then \( L \) given by (12) is on \( C^\infty_c(\mathcal{T} \times \mathbb{R}^d) \) a pseudo-differential operator and its symbol is given by

\[ q_L(\tilde{x}, \tilde{\xi}) := -i\sigma + q_+(s, x, \xi) \tag{13} \]

with \( \tilde{x} = (s, x) \) and \( \tilde{\xi} = (\sigma, \xi), s, \sigma \in \mathbb{R}, x, \xi \in \mathbb{R}^d. \)

**Proof.** By linearity the symbol of the sum of the operators is the sum of the symbols and for \( s \) with covariable \( \sigma \) the operator \( \frac{\partial}{\partial s} \) corresponds to \( -i\sigma \).}

Note that for \( \mathcal{T} = [0, \infty) \) one would have to take care of boundary terms. Alternatively, in the setting of Corollary 3.5 a time inhomogeneous Markov process \( X_t \) only defined for positive times, i.e. \( \mathcal{T} = [0, \infty) \) can be extended onto \( \mathcal{T} = \mathbb{R} \) by setting for \( s < 0 \)

\[ q_+(s, x, \xi) := q_+(0, x, \xi). \tag{14} \]

**Remark 3.6.** One subtlety of Corollary 3.5 is that it states that the generator of the time homogeneous process can be defined on \( C^\infty_c(\mathcal{T} \times \mathbb{R}^d) \), but it does not state that \( C^\infty_c(\mathcal{T} \times \mathbb{R}^d) \) is a subset of the domain of the generator of this process. To understand this, consider a Feller process on \( \mathbb{R} \) whose sample path are deterministic with slope \( \alpha > 0 \) below level \( s_0 \) and slope \( \beta > 0 \) above level \( s_0 \), \( \alpha \neq \beta \). Its generator is

\[ L f(x) = l(x) f'(x) \quad \text{with} \quad l(x) := \begin{cases} \alpha & , x < s_0 \\ \beta & , x \geq s_0 \end{cases} \tag{15} \]

for all \( f \in C^1_{\text{loc}}(\mathbb{R}) \) with \( f(s_0) = 0 \), where the last restriction is due to the requirement that \( L \colon D(L) \to C^\infty \). Thus \( C^\infty_c(\mathbb{R}) \) is not a subset of the domain, nevertheless (15) is well defined for \( f \in C^\infty_c(\mathbb{R}) \) and \( L \) has a representation as pseudo-differential operator with symbol \( -i\sigma - il(x)\xi \).

Finally note that the above discussion also applies to the process introduced in Example 2.7 whose transformed process has the symbol

\[ -i\sigma - il(s)\xi \]

where \( (s, x) \) has covariable \( (\sigma, \xi) \).
We close this section with a result which ensures that \( C^\infty_c \) is in the domain of the transformed process.

**Lemma 3.7.** In the setting of Theorem 3.3 let \( C^\infty_c(\mathbb{R}^d) \subset \mathcal{D}(A^+_s) \) for all \( s \), and denote by \( q_+(s, x, \xi) \) the symbol of \( A^+_s \). If

\[
q_+(s, x, \xi) \text{ is continuous for all } x, \xi
\]

then

\[
C^\infty_c(\mathbb{T} \times \mathbb{R}^d) \subset \mathcal{D}(L).
\]

**Proof.** Let \( f \in C^\infty_c(\mathbb{T} \times \mathbb{R}^d) \) then \( Lf \) is in \( C^\infty_c(\mathbb{T} \times \mathbb{R}^d) \) by dominated convergence, and \( (12) \) implies that \( C^\infty_c(\mathbb{T} \times \mathbb{R}^d) \) is a subset of the domain of the pointwise generator. Finally the result follows, since for Feller semigroups the pointwise generator coincides with the generator ([15, Lemma 31.7], see also [14, Lemma III.6.7]).

\[\square\]

### 4 Approximation of the process

Now we are going to show that a process \( X_t \) with symbol \( q_+ \) given by (5) can – under the assumptions of the following lemma – be approximated by Markov chains with time steps of size \( \frac{1}{n} \). For each \( n \in \mathbb{N} \) the approximating Markov chain \( (Z^n_k)_{k \in \mathbb{N}_0} \) is defined by \( Z^n_0 := X_0 \) and transition kernels (from \( x \) at time \( k \) into \( y \) at time \( k + 1 \)) \( \nu_{\frac{1}{n}, x, \frac{1}{n}}(dy) \) where

\[
\int_{\mathbb{R}^d} e^{iy\xi} \nu_{\frac{1}{n}, x, \frac{1}{n}}(dy) = e^{ix\xi} - \frac{1}{n} q_+(s, x, \xi).
\]

\[\text{(16)}\]

**Lemma 4.1.** Let \( (X_t)_{t \in \mathbb{R}} \) be a Markov process on \( \mathbb{R}^d \) with corresponding Feller evolution system \( U(s, t) \). Assume that \( C^\infty_c(\mathbb{R}^d) \) is an operator core for the corresponding family of right generators \( A^+_s \), i.e.

\[
\text{for all } s \text{ the closure of } A^+_s |_{C^\infty_c} \text{ is } A^+_s.
\]

Furthermore, assume that the symbol \( -q_+(s, x, \xi) \) of \( A^+_s |_{C^\infty_c} \) satisfies

\[
|q_+(s, x, \xi)| \leq c(1 + |\xi|^2) \quad \text{for all } s, x, \xi,
\]

\[\text{(17)}\]

\[
s \mapsto q_+(s, x, \xi) \quad \text{is continuous for all } x, \xi.
\]

\[\text{(18)}\]

Then the test functions \( C^\infty_c(\mathbb{R}^{d+1}) \) are an operator core for the generator \( L \) (given in Theorem 3.3) of the corresponding Feller process \( \tilde{X}_t \) and for the symbol \( -\tilde{q}(\tilde{x}, \tilde{\xi}) \) of \( L |_{C^\infty_c(\mathbb{R}^{d+1})} \) exists a \( c > 0 \) such that

\[
|\tilde{q}(\tilde{x}, \tilde{\xi})| \leq c(1 + |\tilde{\xi}|^2) \quad \text{for all } \tilde{x}, \tilde{\xi}.
\]

\[\text{(19)}\]

**Proof.** By Corollary 3.6

\[
\tilde{q}(\tilde{x}, \tilde{\xi}) = -i\sigma + q_+(s, x, \xi)
\]
holds and thus (17) implies (19). Furthermore, the core property follows by Lemma 3.7 and linearity, since
\[ L = \frac{d}{ds} + A_s^+ \]
and these operators act on different components. ■

Under the conditions of the Lemma 4.1 the process \( \tilde{X} \) satisfies the assumptions of the approximation theorem in [4]. Thus, the process \( \tilde{X} \) is approximated by the Markov chains \( \tilde{Y}^n([tk])_{k \in \mathbb{N}_0} \) on \( \mathbb{R}^d \) with \( \tilde{Y}^n(0) := (r, X_0) \) and transition kernel \( \mu_{\tilde{X}, \frac{1}{n}}(d\tilde{y}) \) where
\[
\int_{\mathbb{R}^d} e^{i\tilde{y} \tilde{x}} \mu_{\tilde{X}, \frac{1}{n}}(d\tilde{y}) = e^{i\tilde{x} \tilde{y} - \frac{1}{2} q(\tilde{x}, \tilde{y})}.
\]
Since the last \( d \) coordinates of \( \tilde{X}_t \) started in \( (0, x) \) coincide with \( X_t \) started in \( x \) we only need to check if we can simplify the above expression for these coordinates. Using \( \tilde{x} = (s, x), \tilde{y} = (r, y) \) and \( \xi = (\sigma, \xi) \) we get
\[
\begin{align*}
\tilde{q}(\tilde{x}, \tilde{y}) &= -i\sigma + q(s, x, \xi), \\
e^{i\tilde{x} \tilde{y} - \frac{1}{2} q(\tilde{x}, \tilde{y})} &= e^{i(s+\frac{1}{t})r + i\sigma - q(s, x, \xi)}, \\
\mu_{\tilde{X}, \frac{1}{n}}(d\tilde{y}) &= \delta_{s+\frac{1}{n}}(dr) \times \nu_{s, x, \frac{1}{n}}(dy).
\end{align*}
\]
Thus the processes \( \tilde{X} \) can be approximated by the Markov chain defined by (10). An approximations of this type is easily implemented for simulations, see [3] for an implementation of the time homogeneous case.

Finally we restate, using the transformation introduced in Section 3 a result by Chernoff ([5], see also [11, Theorem 2.5]) which shows that the approximation given above could also be used to construct Feller evolutions directly for a given family of probability measures \( \nu_{s, x, \frac{1}{n}} \) as in (10). The construction is formulated in terms of the operators
\[ V(s, h)g(x) := \int_{\mathbb{R}^d} g(y) \nu_{s, x, h}(dy) \quad s \in \mathbb{R}, h \geq 0 \quad g \in C_\infty(\mathbb{R}^d). \]

**Corollary 4.2.** If \( (V(s, h))_{s \in \mathbb{R}, h \geq 0} \) is a family of strongly continuous linear contractions on \( (C_\infty(\mathbb{R}^d), \| \cdot \|_\infty) \) which satisfies the following properties:

i) \( V_{s, 0} = id, \)

ii) the strong derivatives \( \frac{d}{dh}V(s, h) \bigg|_{h=0} = V(s, 0)' \) are densely defined,

iii) \[
\lim_{n \to \infty} \left\| V(s, \frac{t}{n})V(s + \frac{t}{n}, \frac{1}{n})V(s + \frac{2t}{n}, \frac{1}{n}) \cdots V(s + \frac{(n-1)t}{n}, \frac{1}{n})g - U(s, t)g \right\|_\infty = 0
\]
for all \( g \in C_\infty(\mathbb{R}^d). \)

Then \( (U(s, t))_{s, t \in \mathbb{R}, s \leq t} \) is a Feller evolution system on \( C_\infty(\mathbb{R}^d) \) and its generators \( A^+_s \) extend \( V(s, 0)' \). Moreover the convergence in iii) is uniform for \( t, s \) from compact intervals.
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