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ABSTRACT

Python has grown in popularity throughout various industries, corporations, universities, government, and research groups. Its true potential to automate various processes while increased predictability capabilities have been noticed in various industries. The petroleum industry is at the beginning phase of applying it to solve oil and gas problems. The rise in its popularity in the oil and gas industry is due to the digital transformation such as sensors and high-performance computing services that enable artificial intelligence (AI), machine learning (ML), big data acquisition, and storage in digital oilfields. A quick search on the number of publications in the oil and gas industry with the Society of Petroleum Engineers (OnePetro) in the past few years attests to this fact. Hence, it has proven to be a promising application that can bring about a revolutionary change in the oil and gas industry and transform the existing features for solving oil and gas problems. This will help the production and reservoir engineers to better manage the production operation without any need for expensive software. It will also reduce the overall operating cost and increase revenue.
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ABBREVIATIONS

| Artificial intelligence (AI) | Machine learning (ML) |
|-------------------------------|------------------------|
| Sucker rod anti-buckling pump (SRABS) | Finite difference (FD) |
| Internet of things (IoT) | Finite element (FE) |
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1. INTRODUCTION

Python is an interpreted high-level general-purpose programming language and has become an attractive application in building intelligent models that can predict, diagnose or analyze reservoir and well performance efficiently and accurately in the oil and gas industry. In another way, it is a programming language that stands out for its readable and clean code. The open-source license allows its use in different contexts. Its objective is the automation of processes to save both compilations and time, fundamental for the optimization in the labor field. It is the engine for algorithm development, prototyping, and early-stage deployment. It is a powerful engineering computing/coding program with strong capability in data management, visualization, and debugging. It provides various toolboxes for signal processing, machine learning, and statistical analysis. It has evolved to have a great impact in the technical computing community and enabled technical programming by an extensive set of libraries. Moncorgé et al. [1] proposed an approach of using low-level interfaces to communicate between the core and the modules (such as the fluid, the petrophysical, or the surface facility modules). The performance of this system was then simulated using a combination of MATLAB and Python codes, visualized in the interface of Abaqus. These simulations confirm that this wire rope can indeed replace the rod string in a sucker rod pumping unit. Detailed stress, load, and movement profiles were also compiled to allow for a comprehensive analysis. Kushkumbayeva et al. [2] proposed an evaluation of the technical assessment of multistage stimulation based on lithology, porosity, natural fractures, stimulation type, injectivity, and the production logging data using Python script. The zonal injectivity of each well generated in Excel describes the pre-and post-stimulation injectivity relative to the stimulation type (acid wash, high-rate matrix, and acid fracturing). They used Python’s script to read Excel injectivity analyses data for all the wells and generated plots for multivariable analyses of the impact of various parameters on productivity.

Maiorano et al. [3] used Python in an IAM to vary injected salinity considering the real mixing process of seawater and produced water. Shoaib et al. [4] used Python scripts to pass the gas lift rate between the reservoir simulator and the network simulator. Hesar et al. [5] used a python script to illustrate that large-scale simulation of subsea systems is not only possible but also necessary to be carried out in an integrated manner. This indicates that an integration of the subsea clusters into a single model simulates reality better than conventional approaches and removes the need for major simplifications or sub-modeling. The integration also captures the “system effects” which would otherwise be masked if different units were to be modeled separately. To investigate the time-lapse, three-dimensional (so-called four-dimensional/4D) stress during production/injection, a Python code is provided to communicate data between the finite difference (FD) and finite element (FE) grids [6]. Diakonova et al. [7] presented an optimization riser configuration that allows the best compromise between all parameters while remaining fit for purpose and cost-efficient. The methodology was developed using a Python script as an interface between Orcaflex software and the user-defined parameters to best respect the project-specific weighted criteria. Podskarbi and Knezevic [8] presented a framework, based on a cloud-based simulation platform and Python-based scripting, to automate a workflow. The proposed digital twin provides a single source of truth about asset conditions and allows data-driven communication and decision-making between multiple stakeholders – operators, contractors, regulators, etc. Noshi [9] developed Python code that can identify proper inflection points at the mid-point of the curve turns and use inclination and azimuth indices. The technique is inspired by the discipline of ophthalmology, specifically a method to determine tortuosity from retinal blood vessels. The approach successfully
produced a tortuosity metric with three different risk categories characterizing three ranges of the index. The indices generated were matched against operator reports of drilling incidents and NPT. The methodology matched highly tortuous wells with greater downhole tool failures rates ranking it in the high-risk zone. Khait and Voskov [10] demonstrated how to extract complex physics-related computations from the main simulation loop, leaving only an algebraic multilinear interpolation kernel instead. They described the integrated simulation framework built on top of this technique and showed the applicability of the approach to various challenging physical and chemical problems. All simulation engines along with linear solvers, well controls, interpolation engines, and state operator evaluators are implemented in C++11 and exposed into Python coupling the flexibility of the script language with the performance of C++.

Zhou et al. [11] demonstrated the flexibility power of the python programming language in reservoir management. It empowers engineers to utilize simulation in new ways and extends simulator capabilities to enable them to implement flexible-control logic to solve field management challenges. Olusola et al. [12] presented an original methodology to learn how to perform these tasks faster and at a lower cost to improve oil recovery. The procedure is explained with the use of an actual H&P gas-injection pilot horizontal well in the Eagle Ford Shale, the performance of which is matched using the methodology. The methodology includes the use of an original climbing swarm (CS) derivative-free algorithm that drives, without human intervention, desktop computer or laptop material-balance (MatBal) and net-present-value (NPV) calculations. The code was written in an open-source Python programming language. Oladipo and Nwankwo [13] used Python programming language to compute a table of friction data using both the Colebrook-White Equation and the Weymouth Friction Factor equation. A correction factor was introduced into the Weymouth friction factor that takes into consideration the variation of pipe roughness. Further, the new friction factor relationship was used to modify the existing Weymouth equation. Ojiah et al. [14] deployed Python and Excel to compute all the dimensionless pressures for different well designs. The dimensionless pressure derivatives of a vertical oil well are studied to search for an optimum well location that can guarantee satisfactory oil production without the premature influence of the external boundaries. Eriavbe and Uzoamaka [15] analyzed the typical workflow governing probabilistic evaluation methodologies and proposed a Python script-based approach that enables the user to run a fast and simple mineral components evaluation based on porosity and basic input logs. Data from a typical Niger Delta well is used to evaluate the workflow and the results are compared with a deterministic evaluation to see the added benefits. Ujjwal et al. [16] presented a case study of advanced analytics applied to a mature waterflood. They carried out a study for a mature waterflood field with over 15 years of water injection history and over 100 active producers. Python programming was used to clean up and integrate various data sources into an integrated visualization dashboard. Yang et al. [17] developed a workflow for generating reservoir fluid from data logs and PVT databases. The workflow consists of two main processes; first a quality assessment of logs data and second the computation of reservoir fluid properties. The entire workflow is written in python programming language and embedded into existing commercial petrophysics software. Kiisi et al. [18] developed a user-friendly graphical user interface executable application to compare the results of the Dykstra and Parson method, and the Reznik et al. extension using python scripts. The results of the program for both methods gave a close match with that obtained from the simulation performed with Flow (Open Porous Media).

2. DIGITAL OILFIELD WITH PYTHON

Saadallah et al. [19] developed a simulator capable of simulating transient hydraulics, temperature, torque and drag, and cuttings transport. The simulated drilling data can be accessed by several means. First, through a user-friendly web application used as a tool for teaching the physics involved in drilling operations. Secondly, drilling data can be accessed programmatically through a web API or via programming language APIs written in MATLAB, Python, and. NET. Bhowmik and Naik [20] proposed a design automation framework for all the standard pipeline calculations including code checks and are performed through a web-based graphical user interface (GUI) designed in a cloud-based digital field twin. In the design phase of the subsea pipeline, some more advanced level pipeline finite element analyses are performed for buckling and walking assessment. All the standard pipeline calculations are developed using Python API and connected to cloud-based digital twin Subsea-
XD. Patel et al. [21] demonstrated how cloud-based digital oilfield twin can be leveraged to automate subsea flow assurance engineering workflows and consequently, achieve efficient collaborations, faster and reliable designs, and reduced costs. They used a web application built on top of a cloud-based digital twin platform to perform flow assurance calculations and design analysis. The web-based platform integrates multiphase flow simulators and other relevant engineering tools using python scripts. Khan et al. [22] described the application of a comprehensive field management framework that can create an integrated virtual asset by coupling reservoir, wells, network, facilities, and economic models and provides an advisory system for efficient asset management. This was accomplished through the Python-enabled extensibility and generic capability of the field management system.

Fuad et al. [23] collected huge data from more than 30,000 tags/sensors in real-time. The real-time data were collected up to seconds and quality check need to be done up to each data collected. Firstly, each equipment tags/sensors were checked and arranged. Then, API was developed with the real-time platform. The data quality check and validation model using python script which interact with structured access for the system to read and perform quality checking and analysis. For the first phase, NumPy (a library for the Python programming language, multi-dimensional arrays, and matrices, mathematical functions to operate on arrays) was used and percentile method had been applied in the python environment. Adeyemi et al. [24] proposed a new approach to quantifying the wellbore instability. They focused on data analytics and the development of the Bayesian Algorithm (with code in Python) to predict the wellbore failure probability using real-time pore pressure and fracture gradients data obtained from the wellbore. Bhowmik and Naik [20] demonstrated a cost-effective, user-friendly, and highly reliable subsea pipeline and subsea structure design automation method developed on a cloud-based digital field twin platform with python scripting. In the cloud-based design automation method, a significant number of calculation hours are saved due to a systematic and sequential approach with minimum remediation work by reducing human error.

3. ARTIFICIAL INTELLIGENCE

Asala et al. [25] used a shale gas network and supply chain optimization for a mixed-integer non-linear programming formulation. The model relies on at least 4 major efforts including reservoir simulation, which in turn relies on output from a feed-forward Neural Network (NN) algorithm. The trained NN algorithm was deemed suitable for recommending re-frac candidates, necessary decision variables for multiphase reservoir simulation. Finally, NPV optimization relied on a four-layer Long Short-Term Memory (LSTM) recurrent neural network, developed for forecasting local shale gas demand. Both neural network algorithms were scripted using the python programming language. Noshi et al. [26] proposed a more interdisciplinary approach to integrate seventy-eight land-based wells using a data-driven approach to predict the reasons behind casing failure. They used statistical software in collaboration with Python Scikit-learn implementation to apply different Data Mining and Machine Learning algorithms on twenty-four different features on the twenty failed casing data sets. Descriptive analytics manifested in visual 8 representations included Normal Distribution Charts and Heat Map. Principal component analysis (PCA) was used for dimensionality reduction. Supervised and unsupervised approaches were selected respectively based on the response. The algorithms used in their model included Support Vector Machine (SVM), Random Forest, Naïve Bayes, XG Boost, and K-Means Clustering. Mohammadmoradi, et al. [27] proposed a model to embed artificial intelligence algorithms in reservoir uncertainty modeling and present a mechanistically-supported data-driven model applicable for production forecasting of gas condensate wells with higher confidence. The outcome entails a new set of mathematical models, implemented using Apache Spark cluster computing engine with APIs in Python, that enables rigorous and robust optimization of the recovery process, designing and discovering hidden patterns in production data, and extracting reservoir information indirectly in seconds. Noshi et al. [9] applied both descriptive visual representations such as Mosaic and Box Plots and predictive algorithms including Artificial Neural Networks (ANN) and Boosted Ensemble trees on eighty land-based wells, of which twenty possessed casing and tubing failures. They used predictive analytics software and python coding to evaluate twenty-six different features compiled from drilling, fracturing, and geologic data. This approach enabled them to find out the possible factors contributing to casing failures using both descriptive and supervised ML algorithms. An automatic 3D Finite Element Method (FEM) computation procedure scripted by
MATLAB/ABAQUS/ Python was proposed for a stochastic solid model of corroded plates by Zeng et al. [28]. Comparing the simulation and experiment results show that, the results using the proposed package are quite reasonable and believable in high probability, particularly at the early stage of corrosion. Alamu et al. [29] developed an autoencoder using the Python programming language along with the Keras deep learning framework. It had 7 layers with the exponential linear unit as the activation function for training. During reconstruction, the autoencoder never produces a perfect reconstruction of input data, it, however, performs a good reconstruction on data similar to what it was trained on. Choi et al. [30] presented a novel prediction model for the leak-off pressure (LOP) offshore Norway. The model uses a deep neural network (DNN) applied on a public wellbore database provided by the Norwegian Petroleum Directorate (NPD). They used a Python-based web scraping tool to collect data from more than 6400 wells (1800 exploration wells and 4600 development wells) from the NPD fact pages. Then, analyzed the collected data to investigate the impacts of spatial and regional factors on the collected LOPs. Okoro, et al. [31] proposed a novel idea, a multilayer perceptron approach which is a deep learning neural network model built on Tensor flow using the python programming language. The model was implemented to further increase the accuracy of the output set variables which are matched with the simulation results.

4. MACHINE LEARNING WITH PYTHON

Abbas and Mustapha [32] implemented the ensemble model predictive control algorithm using Python with the simulator. Avila [33] developed a python simulator to model well PI degradation and optimize intelligent well completions (IWC) according to the specific operational philosophy of a deepwater Gulf of Mexico asset. Agito and Bjorkevoll [34] proposed a hybrid approach between machine learning (ML) and physics-based modeling to provide decision support for drilling problems using python scripting. Konoshonkin, et al. [35] proposed a metric-based machine-learning approach to identify and describe spatial trends in reservoir heterogeneity/facies property distribution using wireline and production data. They demonstrated how the proposed method can help to partition reservoir heterogeneity and discover and verify spatial trends for a real mature producing field in Western Siberia. The obtained clustering of reservoir facies based on the wireline logs (alpha-SP) demonstrated a good agreement with the reservoir zonation based on manual log interpretation and the geological concept. Lyall et al. [36] developed a temporary proxy for downhole pressure measurements after gauge failure on an offshore gas production well. A solution was found in the machine learning space by applying multivariate linear regression to represent relationships within the production system. The workflow presented was based on Python code using the opensource learn library. Prince [37] developed a Machine Learning algorithm called Multiple Linear Regression using Python programming language to predict the production volume of oil in an oilfield. The model was developed and fitted to train and test the factors that affect and influence the oil production volume. The relationship between oil production volume and the affecting factors was observed and drawn to a perfect conclusion that the model can be of immense value in the oil and gas industry if implemented because of its ability to predict oilfield output more accurately. Viggen et al. [38] developed a model in python using a dataset of around 60 km of well log data and compared it with specialist interpreters logs according to the bond quality (6 ordinal classes) and hydraulic isolation (2 classes) of solids outside the casing. They trained the ML systems to reproduce these reference interpretations in segments of 1m length.

5. BIG DATA WITH PYTHON

Saini et al. [39] described how the storyboarding process was applied to a dataset of more than 100 gigabytes (GB) from 16 shale wells drilled in North America. Scripts were written in Matlab and Python to automatically process the raw data and generate more than 20 different types of one-page visualization. The illustrated information includes insights into its performance, wellbore tortuosity, quality, vibrations, weight on bit transfer, and other drilling dynamics. Rodger and Garnett [40] presented data recorded by Pason electronic drilling recorders at 970 wells along with end-of-day reports for 370 of these wells. Scripts written in the Python programming language were implemented to break the 8½ in. drilling stage down into depth sections and automatically generate the best composite time model for each field in the study. Individual good data was compared to this benchmark allowing the drilling performance to be compared to other wells in the
same field and identified removable time was classified as either invisible lost time (ILT) or non-productive time (NPT). In total over 4500 hours, or approximately 49.5% of the total 8½ in. drilling time, was identified as removable time across 828 wells. Ejimuda and Ejimuda [41] explained that the key parameter required to design and implement an effective risk management strategy is a visual inspection. They demonstrated how using state-of-the-art computer vision and deep learning techniques could address such challenges. They applied python programming language, Tensorflow Application Programming Interface, Resnet deep learning architecture, GPU machines, and cloud computing technologies to achieve this. Cornel and Vazquez [42] developed an approach to capture the rig sensors data. These steps were as follows: Capture big data using sensors integrated on the rig to produce drilling parameters data sets. An algorithm to clean large data sets with the use of Python Pandas libraries was created.

6. SIMULATION TIME WITH PYTHON

Chong and Shen [43] demonstrated how a scripted Python code approach cut down the run preparation time by at least two weeks compared to the manual solution. It was designed to provide an “automated moving window” to find the best intervals along a good trajectory. This automated script was executed in the pre-processor of the dynamic simulator which has a workflow window with Python-embedded capability. Naufal and Metra [44] proposed a series of workflows to simplify model deployment and set up an automatic advisory system to provide insight as a means to justify an engineer’s day-to-day engineering decision. The workflows leverage technologies from a flow assurance simulator, python script, open-source machine learning packages in python, and a commercial visualization dashboard. A total of three steps were prepared to achieve a field-level automated optimization system. From the first and second steps, time consumed was reduced from 30 minutes/well to 10 minutes/well in bulk well-modeling workflow and from 2 hours to 10 minutes for the network model merge with the assumption of 100 wells in one network. Srinivasan et al. [45] used a python script to pre-process, restructure and create unified data frames. This significantly reduces the time required to pre-process a diverse number of subsurface data sources consisting of static, dynamic reservoir models, log data, historical production & pressure data, and wells & completion data to name a few.

7. CONCLUSION

Python is another object-oriented programming language that enables developers to give fewer efforts to program functions in lesser code lines compared to other programming languages. It has become an attractive application in building intelligent models that can predict, diagnose or analyze reservoir and well performance efficiently and accurately in the oil and gas industry. It is considered as a programming language with multiple paradigms with easier coding syntax and methods. It comes with a massive set of inbuilt standard libraries and features that make it a language of practical usability. On the other hand, is more in the talent field and is mostly popular in machine learning, IoT, and AI fields. Finally, as the demand for its application has grown exponentially in recent years especially with the advent of AI and machine learning, we can safely say that it holds a promising future for the oil and gas industry.

8. RECOMMENDATIONS

A comparison of the Python-based simulator and commercial software, however, can provide quality assurance for well/reservoir performance analysis. If the two values agree, then confidence in the well/reservoir performance analysis will increase but if the two values are away different, then the assumptions need to be reexamined.

CONTRIBUTIONS TO KNOWLEDGE

This will empower engineers to utilize simulation in new ways by extending simulator capabilities and enabling the oil and gas industry to implement flexible control logic to solve field management challenges. The following areas demonstrate the benefits of python scripting in reservoir simulation:

1. Support the development of
2. programming skills for petroleum engineers.
3. Promote the development of Open-Source initiatives for the oil and gas industry.
4. Help petroleum engineers to better manage the production operation without the need for expensive software.
5. Quality control models by extracting and examining data from models.
6. Model dynamic well behaviors.
7. Link reservoir simulator to other applications such as Excel.
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