Multi-modal Data Fusion Method for Human Behavior Recognition Based on two IA-Net and CHMM
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Abstract
The multi-modal data fusion method based on IA-net and CHMM technical proposed is designed to solve the problem that the incompleteness of target behavior information in complex family environment leads to the low accuracy of human behavior recognition. The two improved neural networks (STA-ResNet50, STA-GoogLeNet) are combined with LSTM to form two IA-Nets respectively to extract RGB and skeleton modal behavior features in video. The two modal feature sequences are input CHMM to construct the probability fusion model of multi-modal behavior recognition. The experimental results show that the human behavior recognition model proposed in this paper has higher accuracy than the previous fusion methods on HMDB51 and UCF101 datasets. New contributions: attention mechanism is introduced to improve the efficiency of video target feature extraction and utilization. A skeleton based feature extraction framework is proposed, which can be used for human behavior recognition in complex environment. In the field of human behavior recognition, probability theory and neural network are cleverly combined and applied, which provides a new method for multi-modal information fusion.
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0. Introduction
In the information-based family care for the elderly, human behavior recognition [1-3] is an important nursing value to master the situation on the spot, to judge abnormal behavior, to prevent accidents, and to ensure the safety of the elderly life. It has important nursing value. In complex environments, how to accurately recognition behaviors is a hot spot of research experts at home and abroad [4-5]. Behavior recognition using target features acquired by a single model is susceptible to environmental impact such as lighting, visual angle, background, etc. There are problems of missing and incomplete features, resulting in inaccurate recognition results [6-8]. The multi-modal fusion model can not only capture multi-modal data and solve the contradiction of data loss in the process of single sensor behavior recognition, but also improve the accuracy of behavior recognition by using the complementarity of different modal data Error! Reference source not found.. Multi-modal information [13-14] usually adopts an adaptive fusion method to obtain higher recognition accuracy than individual features, but there is usually no theoretical explanation for each feature weight assignment problem. A target recognition method based on fuzzy theory is proposed in [15], In order to improve the accuracy of the fusion model, an improved logsig function is introduced to express the importance of the information and then the weights are calculated using the fuzzy relationship to improve the recognition accuracy. However, the sensor weight to obtain the target characteristics has been given in advance and the
recognition results are vulnerable to human factors. The article [16] presents a behavior recognition method based on Hidden Markov Model (HMM), which uses probability fusion method to provide theoretical basis for multi-modal data fusion. However, this method needs to set model parameters adaptively, introduces too many system parameters and reduces the speed of model training and calculation. At present, there is no in-depth study on the recognition of complex background and target occlusion.

Two improved attention networks (IA net) [17-19] and a pair of hidden Markov (CHMM) [20] are combined for behavior recognition in this paper. IA-net are respectively combined of the improved spatio temporal attention ResNet50 (STA-ResNet50), Google net (STA-GoogleNet) and Long Short Time Memory (LSTM) network. Model treatment timely and ensuring their life safety of the elderly, the premise is accurate recognition of their behavior. However, due to the influence of object occlusion, light, environment and other factors in the family, the behavior recognition is inaccurate, which poses a threat to the life of the elderly. In order to improve the reliable recognition of human behavior, extracting effective behavior feature information is vitally important, this paper uses Microsoft Kinect equipment to obtain RGB and skeleton video from different angles, which not only overcome effectively the influence of complex background and avoid the occlusion problems, but also constructs the multi-modal fusion behavior recognition model, as shown in Fig. 1.

![Fig.1. Multi-modal human behavior recognition model](image)

As can be seen from Fig. 1. firstly, RGB and 3D skeleton videos are input STA-GoogleNet+LSTM (expressed as LSTMr) and STA-ResNet50+LSTM network (expressed as LSTMg) to obtain two stream feature sequences. Secondly, the multi-modal features are sent to CHMM as inputs to construct the probability fusion model of human behavior recognition.

Because information redundancy and different features in neural network have distinct effects on recognition results, SE-block [18] is introduced and analyzed in this paper. It is found that the model adopts two full connections (FC) layer, which cause the network parameters to increase exponentially, the sigmoid function is lead to the problem of neuron inactivation simultaneously. The Improved SE-block (ISE-block) is proposed and embedded into ResNet50, GoogleNet respectively. The specific implementation process is shown in Fig. 2. Given a video input $X$, its characteristic channel number is $C$, after a series of convolution $F_k$ transformations, the feature map with channel number $C$ is obtained. Finally, which is introduced into the residual branch of advantages: incomplete features will reduce the classification accuracy of the first level and the two-level fusion mechanism can be repaired at a higher level. The behavior recognition method based on HMM needs to establish an adaptive HMM classifier for each behavior in the previous research. This framework uses LSTM model to automatically extract system parameters, which can be used to improve the learning of classifier in CHMM. Finally, IA-ResNet50, IA-GoogleNet are used for behavior feature extraction to avoid the negative impact of unsupervised local features (such as HOG) strengthen important features and weaken redundant features.

1. Improved feature extraction network

In the family environment with complex background, realizing the dangerous behavior recognition of the elderly, ResNet50 and inceptionand of GoogleNet added with the STA-Net.

In Fig. 2, ISE residual modal, replace FC+ReLu+FC+Sigmoid of SE-block[17] with conv_1+ReLu+conv_2+Sigmoid to obtain ISE block. In order to avoid the problem of excessive calculation consumption caused by the increase of parameters, conv_1 convolution replaces FC layer and ReLu function connection conv_2 convolution processing to obtain 0-1 normalized weight. Finally, ISE block is introduced into different networks to form ISE-nets, so that different important features can assign different weights and improve the efficiency of feature extraction.

The length of video required by different actions is not all the same. However, the classical neural network can only accept video input with a fixed length (7 frames), resulting in low behavior recognition accuracy of arbitrary length video. In order to more fully extract the features of continuous actions with different time lengths, this paper connects the LSTM model behind the improved neural network to overcome the complex human behavior representation of long video representation, after the model is connected to the full connection layer of IA-ResNet and IA-GoogleNet, the relationship between the features of continuous action sequences with various length is obtained.

2. Two IA-Nets+CHMM fusion calculation

In order to more accurately recognize the behavior of the elderly, the multi-modal information obtained in the second part is fused. The specific methods are as follows, In the process of home care for the elderly, for reducing the impact of background on human behavior recognition, the STA-ResNet50+LSTM is used to obtain skeleton flow $r^\theta = \{r_1^\theta \}_{i=1}^d$, which is expressed by quaternion: $q = (t, w)$ $=(a, b, c, w)$ represents feature, and a complete 3D skeleton behavior is expressed as $4 \times 25 = 100$ dimensional vector $X_q = (q_1, q_2, \cdots, q_{25})$. In order to avoid the background problem, this paper adopts the color video stream $r^r = \{r_1^r \}_{i=1}^V$ from another perspective, uses STA-GoogleNet+ LSTM to directly extract the RGB behavior features, then takes the
RGB and skeleton features as the CHMM model input for modeling, so as to obtain the multi-modal fused human behavior recognition model, as shown in Fig. 3. The two network models have the same structure, but have different feature vector types. They are inputted into CHMM model for fusion to produce human behavior recognition results. Where, \( x^r_i \) and \( x^s_i \) are RGB or skeleton related vector input signals respectively, \( h_{t-1} \) is an intermediate hidden input.

\( h_0 \) is the initial value, \( \sigma() \) and \( \tanh() \) are the activation function, \( w \) is the network weight, and \( b \) is the deviation. Output \( y_t = \text{softmax}(w_t h_t + b) \). In order to facilitate modeling, \( r \) and \( g \) distribution is defined to represent RGB and skeleton related information. The output of LSTM is \( y^r_t \) and \( y^s_t \), which are RGB and skeleton sequences and \( y^r_t \) and \( y^s_t \) are input to CHMM as observation signal. According to graph model theory, CHMM is divided into two basic models to simplify its calculation. It is a simple dynamic Bayesian network (DBN), which can be determined by Markov chain theory. It consist of parameters \( \lambda = (\pi, a, b) \), definition: \( \pi \) represents prior knowledge, \( A \) is the state transition matrix and \( B \) is the observation matrix.

**Fig.2. ISE-Net structure**

**Fig.3. Two IA-Net+CHMM fusion model for human behavior recognition**

Fig. 3, can be described as \( y^r = (y^r_1, y^r_2, \cdots, y^r_T) \) and \( y^s = (y^s_1, y^s_2, \cdots, y^s_T) \), where \( y^r_1 \) and \( y^s_1 \) represent respectively the behavior RGB and skeleton eigenvector at time \( t \). A hybrid DBN dynamic Bayesian model is established, which use behavior observation \( Y \) and symbolic state \( W \) to represent the continuous human behavior recognition system. Assuming that RGB and skeleton have the same correlation contribution, the state sequence \( w^h = (w^h_1, \cdots, w^h_T) \) can be updated with \( w^i = (w^i_1, \cdots, w^i_T) \), then the information in the two sequences can be fused through probabilistic reasoning to produce a final state with high estimation accuracy.

The STA-ResNet50/STA-GoogleNet+LSTM+CHMM calculation process, CHMM is divided into two HMM to calculate the optimal hidden state probability. Behavior related HMM includes three parameters [16]:

\[
\begin{align*}
\pi^r &= \left[\pi^r_0\right]_{n \times 1} = p(w^r_0) \\
A^r &= \left[a^r_{i,j} \right]_{n \times n} = p(w^r_{i+1} | w^r_i) \\
B^r &= p(y^r_i | w^r_i) = \mathcal{N}(\mu_i, \Sigma) (y^r_i)
\end{align*}
\]

Where, \( \pi^r \) is the prior distribution of behavior related state \( w^r_0 \). If \( w^r_0 \) includes \( n \) states expressing \( S_1, S_2, \cdots, S_n \), where \( S_i \) corresponds to \( P(w^r_0) = S_i = \pi(i) \) at time \( i \). The term \( A^r \) is the state matrix and \( a^r_{i,j} \) represents the state transition probability from \( i \) time to \( j \) time, therefore \( a^r_{i,j} = P(w^r_{i+1} | w^r_i) = \gamma_{i,j} \), \( B^r \) is the observation matrix and \( y^r_i \) is a continuous variable. 

The observation probability
\( p(\mathbf{y}_t^r \mid \mathbf{w}_t^r = s_j) \) is a Gaussian distribution, where \( u_r \) and \( \Sigma_j \) are the mean and variance respectively. The optimal state sequence of \( \mathbf{w} \), \( p(\mathbf{w}) \) can be calculated from Bayesian theory and the estimation is as follows [7]:

\[
p(\mathbf{w}_t^r) = p(\mathbf{w}_t^r \mid \mathbf{w}_0^r)p(\mathbf{w}_0^r)
\]

(2)

Initial time \( p(\mathbf{x}_0^r) = p(\mathbf{w}_0^r) \), then

\[
p(\mathbf{w}_t^r) = p(\mathbf{w}_t^r \mid \mathbf{x}_t^r)p(\mathbf{w}_t^r)
\]

(3)

The observation \( \mathbf{y}_t \), then yields

\[
p(\mathbf{w}_t^r, \mathbf{y}_t^r) = \frac{p(\mathbf{y}_t^r \mid \mathbf{w}_t^r)p(\mathbf{w}_t^r)}{p(\mathbf{y}_t^r)}
\]

(4)

The state probability at time \( t \) can be determined from:

\[
p(\mathbf{w}_{t+1}^r) = p(\mathbf{w}_{t+1}^r \mid \mathbf{w}_t^r)p(\mathbf{w}_t^r)
\]

(5)

And the state can be optimized using an observation sequence:

\[
p(\mathbf{w}_{t+1}^r \mid \mathbf{y}_{t+1}^r) = p(\mathbf{w}_{t+1}^r \mid \mathbf{y}_{t+1}^r, \mathbf{y}_t^r) = \langle p(\mathbf{y}_t^r \mid \mathbf{x}_t^r) \rangle p(\mathbf{x}_t^r | \mathbf{w}_t^r)
\]

(6)

The fusion reasoning probability is obtained through the main network related to HMM. Similarly, the three skeleton related parameters of family care for the elderly are seen(7):

\[
\begin{align*}
\pi^g &= p(\mathbf{w}_t^g) \\
\lambda^g &= a_{\mathbf{w}_t^g} \phi_{\mathbf{w}_t^g} + p(\mathbf{w}_t^g, \mathbf{w}_t^g) \\
B^g &= p(\mathbf{w}_t^g \mid \mathbf{y}_t^g) = \mathcal{N}(\mathbf{u}_y, \Sigma_y \mathbf{y}_t^g)
\end{align*}
\]

(7)

Where, \( \pi^g \) is the prior distribution of skeleton-related state \( \mathbf{w}_t^g \). If \( \mathbf{w}_t^g \) includes \( n \) states, then expressed \( (s_1, s_2, \ldots, s_n) \), \( s_i \) corresponds to skeleton state \( p(\mathbf{w}_t^g = s_i) = \pi^g(i) \) at time \( i \). The term \( \lambda^g \) is a state transaction matrix. \( a_{ij}^g \) denotes the transaction probability from the \( i \) time state to the \( j \) time sign state. As a result, \( a_{ij}^g = p(\mathbf{w}_{t+1}^g = s_j \mid \mathbf{w}_t^g = s_j) \). \( B^g \) is an observation matrix and \( \mathbf{y}_t^g \) is a continuous variable. The observation probability \( p(\mathbf{y}_t^g \mid \mathbf{w}_t^g = s_j, \mathbf{y}_t) \) is then a Gaussian distribution, where \( \mathbf{u}_y \) and \( \Sigma_y \) are the mean and variation respectively. The initial hand-related HMM inference state is given by:

\[
p(w_{t+1}^f) = p(w_t^f \mid w_0^f, w_0^f)p(w_0^f, w_0^f)
\]

(8)

From Fig. 3. \( w_0^g \) can then be updated using \( \mathbf{y}_t^g \):

\[
p(w_t^g \mid \mathbf{y}_t^g) = \frac{p(w_t^g \mid \mathbf{y}_t^g)p(w_t^g)}{p(\mathbf{y}_t^g)}
\]

(9)

In general, the state at time \( t \) is:

\[
p(w_t^g \mid \mathbf{y}_t^g) = p(w_t^g \mid \mathbf{y}_t^g, \mathbf{w}_t^g)p(w_t^g, \mathbf{w}_t^g)
\]

(10)

Where, \( p(w_{t+1}^g, w_t^g) \) represents respectively the distribution state of \( g \) and \( r \) sequences at time \( t \). Then an optimized state can be estimated from the observed sequences:

\[
p(w_{t+1}^g \mid \mathbf{y}_{t+1}^g) = p(w_{t+1}^g \mid \mathbf{y}_{t+1}^g, \mathbf{y}_t^g) = \langle p(\mathbf{y}_t^g \mid \mathbf{x}_t^g) \rangle p(\mathbf{x}_t^g | \mathbf{w}_t^g)
\]

(11)

Bayesian theory then produces:

\[
\max_{w_{t+1}^g} = p(w_{t+1}^g \mid \mathbf{y}_{t+1}^g)
\]

(12)

With an optimal behavior classification prediction of:

\[
\left( \begin{array}{c}
\wedge^g \\
\wedge^r
\end{array} \right) \mathbf{w}_{1:t} = \mathbf{E}(\mathbf{w}_{1:t} \mid \mathbf{y}_{1:t}) = \sum_{w_{t+1}^g} \left( \max_{w_{t+1}^g} p(w_{t+1}^g \mid \mathbf{y}_{t+1}^g) \right)
\]

(13)

In contrast, using RGB-related HMMs as the primary probability network gives:

\[
\left( \begin{array}{c}
\wedge^g \\
\wedge^r
\end{array} \right) \mathbf{w}_{1:t} = \mathbf{E}(\mathbf{w}_{1:t} \mid \mathbf{y}_{1:t}) = \sum_{w_{t+1}^g} \left( \max_{w_{t+1}^g} p(w_{t+1}^g \mid \mathbf{y}_{t+1}^g) \right)
\]

(14)

This leads to the final multi-modal fusion behavior classification result:
us sports. The HMDB51 dataset
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3.5 Performance evaluation of the model

To assess the accuracy of the proposed model for identifying family behavior of the elderly in complex family environments. Two types of behavior features extracted in Section 3.4 are input to CHMM to fuse and form the final behavioral recognition model. Experiments are performed on two datasets HMDB51 and UCF101 to check the performance of the proposed model.

3.5.1 Evaluating performance on HMDB51 dataset:

To evaluate the performance of the model, two improved neural networks are combined with the CHMM algorithm to form the final recognition model. Firstly, the accuracy of behavior recognition is obtained through model training. Secondly, the experimental results are analyzed to find out the specific behavior of identifying errors, so as to provide basis for model optimization. In order to further observe the identification ability of the model, finally, the dimension reduction of clustering method is used to analyze the misidentified behavior and the performance of the model is judged from above three aspects.

(1) Experiments process

The HMDB51 dataset contains 51 classes of actions. Ten classes are selected in turn. The training process of 1-10 classes is shown in Fig. 6, and the accuracy is 89.04%.

Fig. 6. Training accuracy of HMDB51 dataset

After five round experiments, the training accuracy is obtained as Table 2 and the overall training accuracy on HMDB51 dataset is 87.68%.

Table 2 Training Accuracy on HMDB51 Dataset

| Behavior         | Accuracy |
|------------------|----------|
| 1-10 classes     | 89.04%   |
| 11-20 classes    | 86.04%   |
| 21-30 classes    | 87.31%   |
| 31-40 classes    | 87.04%   |
| 41-51 classes    | 90.15%   |
| Average accuracy | 87.88%   |

(2) Experimental process analysis

To observe the specific recognition of each action by the model on the HMDB51 validation dataset, the confusion matrix is used. From this, there are about 20 videos for each action of the 10 types, the left vertical axis represents the real labels of the actions and the horizontal axis represents the predicted results, Fig. 7 shows that the validation accuracy is 96.37%.

Fig. 7. Confusion matrix on HMDB51 verifies dataset

Meanwhile, the generalization ability of the model is trained on the test set with an accuracy of 87.88% in Fig. 8. Among them, the ‘drive’ motion recognition rate is only 76.0%, because there are many video segments of sailing, aerial driving and so on in the drive that almost escape the driving object at the bottom of the sailboat.
3.5.2 Evaluating performance on UCF101 Dataset:

(1) Experiments process

In the UCF101 experimental dataset, 10 types of actions were randomly selected, each of which contained about 107 videos, lasted 3 seconds and totaled 1241 videos. According to 6:2:2 partition randomly, 60% as training dataset, 20% as validation dataset and the rest of 20% as test dataset, the experimental validation accuracy on this dataset is up to 99% in Fig. 10.

Fig. 10. Training accuracy of UCF101 dataset

(2) Experimental process analysis

On UCF101 validation set and testset, observe the specific recognition of each action by the model and use the confusion matrix to analyze in Fig. 11 and Fig. 12.

Fig. 11. Confusion matrix on UCF101 validation dataset

Fig. 12. Confusion matrix on UCF101 test dataset
When the testset is used to predict, the training accuracy is high 97.92% in Fig.12. The action 'Fencing' and 'Breaststroke' are recognized as 'Baseball pitch' due to the background and light, resulting in a low recognition rate.

(3) Visual Fusion Results

To further validate the model's ability to discriminate behavior, 10 types of actions from UCF101 dataset are selected to cluster in Fig. 13. From this, the results of 'billiards' and 'Basketball' clustering are crossed, because they belong to spherical motion, the main features are human, sphere and there are many similar features, leading to partial confusion in the recognition results.

**Fig.13. Clustering results on UCF101 dataset**

4. Comparison and analysis of experimental results

On UCF101 and HMDB51 datasets, this model is compared with the most advanced methods of behavior recognition. The results are shown in Table 3 and table 4. Which are compared with different methods, including single-modal and multi-modal fusion models.

**Table 3** Comparison of accuracy between ours model and other models on HMDB51 dataset

| Method              | Modality | Accuracy (%) |
|---------------------|----------|--------------|
| HDL[30][26]         | VEDIO    | 61.65        |
| Mandal[23]          | RGB      | 70.40        |
| MF+MVF[24]          | OPTICAL  | 71.28        |
| Two Stream[25]      | RGB      | 78.8         |
| Shou[27]            | OPTICAL  | 69.83        |
| Feichtenhofer[28]   | VEDIO    | 70.65        |
| CNN Two Stream+iDT[25] | RGB+BONE | 81.5         |
| TLE: Bilinear[29]   | RGB+OPTICAL | 71.4       |
| I3D[26]             | VEDIO    | 77.8         |
| ST-ResNet[31]       | RGB      | 84.8         |
| Ours (IA-Net+CHMM)  | RGB+BONE | 87.88        |

It can be seen from table 3 that for HMDB51 dataset, the behavior recognition rate of traditional methods HDL and mandal algorithms using single-modal recognition is only 61.65% and 70.40%, its performance is far lower than that of multi-modal fusion method. In addition, some of the latest models have significantly improved the recognition accuracy by optimizing the network structure. Compared with other methods, the accuracy of the two IA Net+CHMM fusion model in this paper is as high as 87.88%, which has achieved obviously remarkable results. This is because it makes full use of the spatio-temporal attention model to give different weights to different features and adopts the method of probabilistic reasoning for fusion, which is 3.08 percentage points higher than the most advanced ST-ResNet model in Table 3.

**Table 4** Comparison of accuracy between ours model and other models on UCF101 dataset

| Method            | Modality      | Accuracy (%) |
|-------------------|---------------|--------------|
| Two Stream[25]    | RGB           | 88           |
| 3D CNN[32]        | RGB           | 82.3         |
| HDL[30]           | VEDIO         | 89.03        |
| STIAM Error!      | RGB+BONE      | 94.9         |
| TLE: Bilinear[29] | RGB+OPTICAL   | 95.6         |
| Mandal[23]        | RGB           | 95.7         |
| Shou[27]          | VEDIO+OPTICAL | 95.97        |
| I3D[26]           | VEDIO         | 96.5         |
| Feichtenhofer[28] | VEDIO         | 96.82        |
| MF+MVF[25][24]    | OPTICAL       | 97.34        |
| Ours (IA-Net+CHMM)| RGB+BONE      | 97.92        |

On the UCF101 dataset, ours method is compared with some two flow methods and some latest methods, as shown in Table 4. Behavior recognition is more based on RGB, from 3D CNN to mandal Model recognition accuracy increased from 82.3% to 95.7%, indicating that RGB has strong advantages in feature extraction, so it provides an important model information for multi-modal data fusion. In addition to MF+MVF, this method is much better than most of the latest methods. Specifically, the result of this method is 3.02% higher than that of STIAM fusion method and 1.95% higher than that of Shou fusion method. Finally, by comparing the test results based on RGB and RGB+bone models, the highest accuracy are 95.7% and 94.9% respectively, which shows that the recognition accuracy based on multi-modal fusion model is higher than that based on single-modal. The accuracy of our model is as high as 97.92%, indicating its advanced.
Ours model has achieved excellent results on both UCF 101 and HMDB51 dataset in this paper. The main reason is that the model introduces the ISE-Block into ResNet and GoogleNet networks to form two IA-Nets, which extract behavior features with different weights based on RGB and bone flow respectively and strengthens the key feature recognition ratio. After that, splicing LSTM network is conducive to the classification of long-time video behavior. Finally, CHMM probability method is used for data fusion, so as to improve the accuracy of human behavior recognition.

5. Conclusion

A fusion method combining two IA-Nets and CHMM is proposed in this article. Based on multi-modal data fusion, probabilistic reasoning and deep learning analysis, improved IA-ResNet50 and IA-GoogeNet networks are designed respectively, then CHMM is used to fuse the feature information of the two models. The complementary advantages of different modal features are used to improve the behavior recognition rate. However, the problem of interactive behavior recognition has not been deeply discussed and relevant research will be carried out in the future to improve the application scene and scope of our model.
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