Emulation of stochastic simulators using generalized lambda models

X Zhu, B Sudret

To cite this version:

X Zhu, B Sudret. Emulation of stochastic simulators using generalized lambda models. 2021. hal-03041849v2

HAL Id: hal-03041849
https://hal.science/hal-03041849v2
Preprint submitted on 16 Feb 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
EMULATION OF STOCHASTIC SIMULATORS USING GENERALIZED LAMBDARA MODELS

X. Zhu and B. Sudret
| **Data Sheet** |
|----------------|
| **Journal:** SIAM/ASA Journal of Uncertainty Quantification |
| **Report Ref.:** RSUQ-2020-006 |
| **Arxiv Ref.:** https://arxiv.org/abs/2007.00996 [stat.CO, stat.ME] |
| **DOI:** - |
| **Date submitted:** July 2nd, 2020 |
| **Date accepted:** - |
Emulation of stochastic simulators using generalized lambda models

Xujia Zhu ∗1 and Bruno Sudret†1

1Chair of Risk, Safety and Uncertainty Quantification, ETH Zürich, Stefano-Franscini-Platz 5, 8093 Zürich, Switzerland

January 18, 2021

Abstract

Stochastic simulators are ubiquitous in many fields of applied sciences and engineering. In the context of uncertainty quantification and optimization, a large number of simulations are usually necessary, which become intractable for high-fidelity models. Thus surrogate models of stochastic simulators have been intensively investigated in the last decade. In this paper, we present a novel approach to surrogate the response distribution of a stochastic simulator which uses generalized lambda distributions, whose parameters are represented by polynomial chaos expansions of the model inputs. As opposed to most existing approaches, this new method does not require replicated runs of the simulator at each point of the experimental design. We propose a new fitting procedure which combines maximum conditional likelihood estimation with (modified) feasible generalized least-squares. We compare our method with state-of-the-art nonparametric kernel estimation on four different applications stemming from mathematical finance and epidemiology. Its performance is illustrated in terms of the accuracy of both the mean/variance of the stochastic simulator and the response distribution. As the proposed approach can also be used with experimental designs containing replications, we carry out a comparison on two of the examples, that show that replications do not help to get a better overall accuracy, and may even worsen the results (at fixed total number of runs of the simulator).

1 Introduction

With increasing demands on the functionality and performance of modern engineering systems, design and maintenance of complex products and structures require advanced computational models, a.k.a. simulators. They help assess the reliability and optimize the behavior of the
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system already at the design phase. Classical simulators are usually deterministic because they implement solvers for the governing equation of the system. Thus, repeated model evaluations with the same input parameters consistently result in the same value of the output quantities of interest (QoI). In contrast, stochastic simulators contain intrinsic randomness, which leads to the QoI being a random variable conditioned on the given set of input parameters. In other words, each model evaluation with the same input values generates a realization of the response random variable that follows an unknown distribution. Formally, a stochastic simulator $M_s$ can be expressed as

$$M_s : \mathcal{D}_X \times \Omega \rightarrow \mathbb{R}$$

$$(\mathbf{x}, \omega) \mapsto M_s(\mathbf{x}, \omega),$$

where $\mathbf{x}$ is the input vector that belongs to the input space $\mathcal{D}_X$, and $\Omega$ denotes the sample space of the probability space $\{\Omega, \mathcal{F}, \mathbb{P}\}$ that represents the internal source of randomness.

Stochastic simulators are widely used in modern engineering, finance and medical sciences. Typical examples include evaluating the performance of a wind turbine under stochastic loads [1], predicting the price of an option in financial markets [2], and the spread of a disease in epidemiology [3].

Due to the random nature of stochastic simulators, repeated model evaluations with the same input parameters, called hereinafter replications, are necessary to fully characterize the probability distribution of the corresponding QoI. In addition, uncertainty quantification and optimization problems typically require model evaluations for various sets of input parameters. Altogether, it is necessary to have a large number of model runs, which becomes intractable for costly models. To alleviate the computational burden, surrogate models, a.k.a. emulators, can be used to replace the original model. Such a model emulates the input-output relation of the simulator and is easy and cheap to evaluate.

Among several options for constructing surrogate models, this paper focuses on the so-called non-intrusive approaches. More precisely, the computational model is considered as a “black box” and only required to be evaluated on a limited number of input values (called the experimental design).

Three classes of methods can be found in the literature for emulating the entire response distribution of a stochastic code in a non-intrusive manner. The first one is the random field approach, which approximates the stochastic simulator by a random field. The definition in Eq. (1) implies that a stochastic simulator can be regarded as a random field indexed by its input variables. Controlling the intrinsic randomness allows one to get access to different trajectories of the simulator, which are deterministic functions of the input variables. In practice, this is achieved by fixing the random seed inside the simulator. Evaluations of the trajectories over the experimental design can then be extended to continuous trajectories, either by classical surrogate methods [4] or through Karhunen-Loève expansions [5]. Since this approach requires the effective access to the random seed, it is only applicable to data generated in a specific way.
Another class of methods is the replication-based approach, which relies on using replications at all points of the experimental design to represent the response distribution through a suitable parametrization. The estimated distribution parameters are then treated as (noisy) outputs of a deterministic simulator. Then, conventional surrogate modeling methods, such as Gaussian processes \([6]\) and polynomial chaos expansions (PCEs) \([7]\), can emulate these parameters as a function of the model input \([8, 9]\). Because this approach employs two separate steps, the surrogate quality depends on the accuracy of the distribution estimation from replicates in the first step \([10]\). Therefore, many replications are necessary, especially when non-parametric estimators are used for the local inference \([8, 9]\).

A third class of methods, known as the statistical approach, does not require replications or controlling the random seed. If the response distribution belongs to the exponential family, generalized linear models \([11]\) and generalized additive models \([12]\) can be efficiently applied. When the QoI for a given set of input parameters follows an arbitrary distribution, nonparametric estimators can be considered, notably kernel density estimators \([13, 14]\) and projection estimators \([15]\). However, it is well-known that nonparametric estimators suffer from the curse of dimensionality \([16]\), meaning that the necessary amount of data increases drastically with increasing input dimensionality.

In a recent paper \([10]\), we proposed a novel stochastic emulator called the generalized lambda model (GLaM). Such a surrogate model uses generalized lambda distributions (GLDs) to represent the response probability density function (PDF). The dependence of the distribution parameters on the input is modeled by polynomial chaos expansions. However, the methods developed in that paper \([10]\) rely on replications. In the present contribution, we propose a new statistical approach combining feasible generalized least-squares with maximum conditional likelihood estimations to get rid of the need for replications. Therefore, the proposed method is much more versatile, in the sense that replications and seed controls are not necessary anymore.

The paper is organized as follows. In Sections 2 and 3, we briefly review generalized lambda distributions and polynomial chaos expansions, which are the two main elements constituting the generalized lambda model. In Section 4, we recap the GLaM framework and introduce the maximum conditional likelihood estimator. Then, we present the algorithm developed to find an appropriate starting point to optimize the likelihood, and to design ad-hoc truncation schemes for the polynomial chaos expansions of distribution parameters. In Section 5, we validate the proposed method on two analytical examples and two case studies in mathematical finance and epidemiology, respectively, to showcase its capability to tackle real problems. Finally, we summarize the main findings of the paper and provide an outlook for future research in Section 6.
2 Generalized lambda distributions

2.1 Formulation

The generalized lambda distribution is a flexible probability distribution family. It is able to approximate most of the well-known parametric distributions \[17, 18\], e.g., uniform, normal, Weibull and Student’s distributions. The definition of a GLD relies on a parametrization of the quantile function \( Q(u) \), which is a non-decreasing function defined on \([0, 1]\). In this paper, we consider the GLD of the Freimer-Kollia-Mudholkar-Lin family \[17\], which is defined by

\[
Q(u; \lambda) = \lambda_1 + \frac{1}{\lambda_2} \left( \frac{u^{\lambda_3} - 1}{\lambda_3} - \frac{(1 - u)^{\lambda_4} - 1}{\lambda_4} \right),
\]

where \( \lambda = \{\lambda_1 : l = 1, \ldots, 4\} \) are the four distribution parameters. More precisely, \( \lambda_1 \) is the location parameter, \( \lambda_2 \) is the scaling parameter, and \( \lambda_3 \) and \( \lambda_4 \) are the shape parameters. To ensure valid quantile functions (i.e., \( Q \) being non-decreasing on \( u \in [0, 1] \)), it is required that \( \lambda_2 \) be positive. Based on the quantile function, the PDF \( f_W(w; \lambda) \) of a random variable \( W \) following a GLD can be derived as

\[
f_W(w; \lambda) = \frac{1}{Q'(u; \lambda)} = \frac{\lambda_2}{u^{\lambda_3-1} + (1 - u)^{\lambda_4-1} \mathbb{1}_{[0,1]}(u)}, \text{ with } u = Q^{-1}(w; \lambda),
\]

where \( Q'(u; \lambda) \) is the derivative of \( Q \) with respect to \( u \), and \( \mathbb{1}_{[0,1]} \) is the indicator function. A closed-form expression of \( Q^{-1} \), and therefore of \( f_Y \), is in general not available, and thus the PDF is evaluated by solving the nonlinear equation Eq. (3) numerically.

2.2 Properties

GLDs cover a wide range of unimodal shapes, including bell-shaped, U-shaped, S-shaped and bounded-mode distributions, which is determined by \( \lambda_3 \) and \( \lambda_4 \), as illustrated in Figure 1 [10]. For instance, \( \lambda_3 = \lambda_4 \) produces symmetric PDFs, and \( \lambda_3, \lambda_4 < 1 \) leads to bell-shaped distributions. Moreover, \( \lambda_3 \) and \( \lambda_4 \) are closely linked to the support and the tail properties of the corresponding PDF. \( \lambda_3 > 0 \) implies that the PDF support is left-bounded and \( \lambda_4 > 0 \) corresponds to right-bounded PDFs. Conversely, the distribution has lower infinite support for \( \lambda_3 \leq 0 \) and upper infinite support for \( \lambda_4 \leq 0 \). More precisely, the support of the PDF denoted by \( \text{supp } (f_Y(y; \lambda)) = [B_l, B_u] \) is given by

\[
B_l(\lambda) = \begin{cases} -\infty, & \lambda_3 \leq 0 \\ \lambda_1 - \frac{1}{\lambda_2 \lambda_3}, & \lambda_3 > 0 \end{cases}, \quad B_u(\lambda) = \begin{cases} +\infty, & \lambda_4 \leq 0 \\ \lambda_1 + \frac{1}{\lambda_2 \lambda_4}, & \lambda_4 > 0 \end{cases}.
\]

Importantly, for \( \lambda_3 < 0 \) (\( \lambda_4 < 0 \)), the left (resp. right) tail decays asymptotically as a power law, and thus the GLD family can also provide fat-tailed distributions. Due to this power law decay, for \( \lambda_3 \leq -1/k \) or \( \lambda_4 \leq -1/k \), moments of order greater than \( k \) do not exist. For \( \lambda_3, \lambda_4 > -0.5 \), the
mean and variance exist and are given by

$$\mu = \mathbb{E}[Y] = \lambda_1 - \frac{1}{\lambda_2} \left( \frac{1}{\lambda_3 + 1} - \frac{1}{\lambda_4 + 1} \right),$$
$$v = \text{Var}[Y] = \frac{(d_2 - d_1^2)}{\lambda_2^2},$$

(5)

where the two auxiliary variables \(d_1\) and \(d_2\) are defined by

$$d_1 = \frac{1}{\lambda_3} B(\lambda_3 + 1, 1) - \frac{1}{\lambda_4} B(1, \lambda_4 + 1),$$
$$d_2 = \frac{1}{\lambda_3^2} B(2\lambda_3 + 1, 1) - \frac{2}{\lambda_3\lambda_4} B(\lambda_3 + 1, \lambda_4 + 1) + \frac{1}{\lambda_4^2} B(1, 2\lambda_4 + 1),$$

(6)

with B denoting the beta function.

Figure 1: A graphical illustration of the PDF of the FKML family of GLD as a function of \(\lambda_3\) and \(\lambda_4\). The values of \(\lambda_1\) and \(\lambda_2\) are set to 0 and 1, respectively. The blue points indicate that the PDF has infinite support in the marked direction. In contrast, both the red and green points denote the boundary points of the PDF support. More precisely, the PDF \(f_Y(y) = 0\) on the red dots, whereas \(f_Y(y) = 1\) on the green ones.
3 Polynomial chaos expansions

Consider a deterministic computational model \( M_d(x) \) that maps a set of input parameters \( x = (x_1, x_2, \ldots, x_M)^T \in \mathcal{D}_X \subset \mathbb{R}^M \) to the system response \( y \in \mathbb{R} \). In the context of uncertainty quantification, the input variables are affected by uncertainty due to lack of knowledge or intrinsic variability (also called aleatory uncertainty). Therefore, they are modeled by random variables and grouped into a random vector \( \mathbf{X} \) characterized by a joint PDF \( f_X \). The uncertainty in the input variables propagates through the model \( M_d \) to the output, which becomes a random variable denoted by \( Y = M_d(\mathbf{X}) \).

**Remark 1.** \( f_X \) is the joint PDF for the input variables, which is needed to define orthogonal polynomials as described below. It should not be confused with the stochasticity of the simulator addressed in the next sections.

Provided that the output random variable \( Z \) has finite variance, \( M_d \) belongs to the Hilbert space \( \mathcal{H} \) of square-integrable functions associated with the inner product

\[
\langle u, v \rangle_{\mathcal{H}} = \mathbb{E}[u(\mathbf{X})v(\mathbf{X})] = \int_{\mathcal{D}_X} u(x)v(x)f_X(x)dx.
\]  

If the joint PDF \( f_X \) fulfills certain conditions [19], the space spanned by multivariate polynomials is dense in \( \mathcal{H} \). In other words, \( \mathcal{H} \) is a separable Hilbert space admitting a polynomial basis.

In this study, we assume that \( \mathbf{X} \) has mutually independent components, and thus the joint distribution \( f_X \) is expressed as

\[
f_X(x) = \prod_{j=1}^{M} f_{X_j}(x_j).
\]

Let \( \{ \phi^{(j)}_k : k \in \mathbb{N} \} \) be the orthogonal polynomial basis with respect to the marginal distribution of \( f_{X_j} \), i.e.,

\[
\mathbb{E}\left[ \phi^{(j)}_k(x_j) \phi^{(j)}_l(x_j) \right] = \delta_{kl},
\]

where \( \delta \) being the Kronecker symbol defined by \( \delta_{kl} = 1 \) if \( k = l \) and \( \delta_{kl} = 0 \) otherwise. Then, multivariate orthogonal polynomial basis can be obtained as the tensor product of univariate polynomials [20]:

\[
\psi_\alpha(x) = \prod_{j=1}^{M} \phi^{(j)}_{\alpha_j}(x_j),
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_M) \in \mathbb{R}^M \) denotes the multi-index of degrees. Each component \( \alpha_j \) indicates the polynomial degree of \( \phi_{\alpha_j} \) and thus of \( \psi_\alpha \) in the \( j \)-th variable \( x_j \). For some classical distributions, e.g., normal, uniform, exponential, the associated univariate orthogonal polynomials are well-known as Hermite, Legendre and Laguerre polynomials [21]. For arbitrary marginal distributions, such a basis can be computed numerically through the Stieltjes procedure [22].
Following the construction defined in Eq. (10), \( \{ \psi_{\alpha}(\cdot), \alpha \in N^M \} \) forms an orthogonal basis for \( \mathcal{H} \). Thus, the random output \( Z \) can be represented by

\[
Z = \mathcal{M}_d(\mathbf{X}) = \sum_{\alpha \in N^M} c_{\alpha} \psi_{\alpha}(\mathbf{X}),
\]

(11)

where \( c_\alpha \) is the coefficient associated with the basis function \( \psi_\alpha \). The spectral representation in Eq. (11) is a series with infinitely many terms. In practice, it is necessary to adopt truncation schemes to approximate \( \mathcal{M}_d(\mathbf{x}) \) with a finite series defined by a finite subset \( \mathcal{A} \subset N^M \) of multi-indices. A typical scheme is the hyperbolic \((q\text{-norm})\) truncation scheme [23]:

\[
\mathcal{A}^{p,q;M} = \left\{ \alpha \in N^M, \|\alpha\|_q = \left( \sum_{i=1}^{M} |\alpha_i|^q \right)^\frac{1}{q} \leq p \right\},
\]

(12)

where \( p \) is the maximum total degree of polynomials, and \( q \leq 1 \) defines the quasi-norm \( \|\cdot\|_q \). Note that with \( q = 1 \), we obtain the so-called full basis of total degree less than \( p \).

For an arbitrary distribution \( f_\mathbf{X} \) with dependent components of \( \mathbf{X} \), the usual practice is to transform \( \mathbf{X} \) into an auxiliary vector \( \boldsymbol{\xi} \) with independent components (e.g., a standard normal vector) using the Nataf or Rosenblatt transform [24]. Alternatively, polynomials orthogonal to the joint distribution may be computed on-the-fly using a numerical Gram-Schmidt orthogonalization [25].

## 4 Generalized lambda models (GLaM)

### 4.1 Introduction

Because of their flexibility, we assume that the response random variable of a stochastic simulator for a given input vector \( \mathbf{x} \) follows a generalized lambda distribution. Hence, the distribution parameters \( \lambda \) are functions of the input variables:

\[
Y(\mathbf{x}) \sim \text{GLD} (\lambda_1(\mathbf{x}), \lambda_2(\mathbf{x}), \lambda_3(\mathbf{x}), \lambda_4(\mathbf{x})).
\]

(13)

Under appropriate conditions discussed in Section 3, each component of \( \lambda(\mathbf{x}) \) admits a spectral representation in terms of orthogonal polynomials. Recall that \( \lambda_2(\mathbf{x}) \) is required to be positive (see Section 2). Thus, we choose to build the associated PCE on the natural logarithm transform \( \log(\lambda_2(\mathbf{x})) \). This results in the following approximations:

\[
\lambda_l(\mathbf{x}) \approx \lambda_l^{PC}(\mathbf{x}; c) = \sum_{\alpha \in \mathcal{A}_l} c_{l,\alpha} \psi_{\alpha}(\mathbf{x}), \quad l = 1, 3, 4,
\]

(14)

\[
\lambda_2(\mathbf{x}) \approx \lambda_2^{PC}(\mathbf{x}; c) = \exp \left( \sum_{\alpha \in \mathcal{A}_2} c_{2,\alpha} \psi_{\alpha}(\mathbf{x}) \right),
\]

(15)
where $\mathcal{A} = \{A_l : l = 1, \ldots, 4\}$ are the truncation sets defining the basis functions, and $c = \{c_l, \alpha : l = 1, \ldots, 4, \alpha \in A_l\}$ are coefficients associated to the bases. For the purpose of clarity, we explicitly express $c$ in the spectral approximations as in $\lambda^{PC}(x; c)$ to emphasize that $c$ are the model parameters.

The generalized lambda model presented above is a statistical model. It involves two approximations. First, the response distribution of a stochastic simulator is approximated by generalized lambda distributions. As illustrated in Figure 1, GLDs cover a wide range of unimodal shapes but cannot produce multi-modal distributions. Thus, the GLD representation is appropriate when the response distribution stays unimodal. In this case, the flexibility of GLDs allows capturing the possible shape variation of the response distribution within a single parametric family. Second, the distribution parameters $\lambda(x)$ seen as functions of $x$ are represented by truncated polynomial chaos expansions. So they must belong to the Hilbert space of square-integrable functions with respect to $f_X(x)dx$.

4.2 Estimation of the model parameters

Given the truncation sets $\mathcal{A}$, the coefficients $c$ need to be estimated from data to build the surrogate model. In this paper, as opposed to [10] and the vast majority of the literature on stochastic simulators, the simulator is required to be evaluated only once on the experimental design $\mathcal{X} = \{x^{(1)}, \ldots, x^{(N)}\}$, and the associated model responses are collected in $\mathcal{Y} = \{y^{(1)}, \ldots, y^{(N)}\}$.

To develop surrogate models in a non-intrusive manner, we propose to use the maximum conditional likelihood estimator:

$$\hat{c} = \arg \max_{c \in \mathcal{C}} L(c),$$

where

$$L(c) = \sum_{i=1}^{N} \log \left( f^{GLD} \left( y^{(i)}; \lambda^{PC} \left( x^{(i)}; c \right) \right) \right).$$

Here, $f^{GLD}$ denotes the PDF of the GLD defined in Eq. (3), and $\mathcal{C}$ is the search space for $c$. The estimator introduced in Eq. (17) can be derived from minimizing the Kullback-Leibler divergence between the surrogate PDF and the underlying true response PDF over $\mathcal{D}_X$, see details in [10].

The advantages of this estimation method are twofold. On the one hand, it removes the need for replications in the experimental design. On the other hand, if a GLaM for a certain choice of $c$ can exactly represent the stochastic simulator, the proposed estimator is consistent under mild conditions, as shown in Theorem 1 (see Appendix A.1 for a detailed proof).

**Theorem 1.** Let $\left( X^{(1)}, Y^{(1)} \right), \ldots, \left( X^{(N)}, Y^{(N)} \right)$ be independent and identically distributed random variables following $X \sim P_X$ and $Y(x) \sim GLD \left( \lambda^{PC}(x; c_0) \right)$. If the following conditions are fulfilled, the estimator defined in Eq. (16) is consistent, that is

$$\hat{c} \xrightarrow{a.s.} c_0.$$
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(i) \( P_X \) is absolutely continuous with respect to the Lebesgue measure of \( \mathbb{R}^M \), i.e., the joint PDF \( f_X(x) \) is Lebesgue-measurable;

(ii) \( f_X \) has a compact support \( D_X \);

(iii) \( C \) is compact, and \( c_0 \in C \);

(iv) There exists a set \( A \subset D_X \) with \( P_X(X \in A) > 0 \) such that \( \forall x \in A, Y(x) \) does not follow a uniform distribution.

Most of the assumptions in the Theorem 1 are realistic, except the one that the true model can be exactly represented by a GLaM, which is rather technical to guarantee the consistency. In practice, we do not require the QoI for any input parameters following a GLD but assume that the response distribution can be well approximated by GLDs.

It is worth remarking that since a GLD can have very fat tails (see Section 2.2), solving the optimization problem may produce response PDFs with unexpected infinite moments when the model is trained on a small data set. To prevent too fat tails (if no prior knowledge suggests it), we apply the following threshold
\[
\lambda_{PC}^3(x) = \max \left\{ \lambda_{PC}^3(x; \hat{c}), -0.3 \right\},
\]
and
\[
\lambda_{PC}^4(x) = \max \left\{ \lambda_{PC}^4(x; \hat{c}), -0.3 \right\},
\]
which indicates that we enforce the surrogate PDFs to have finite moments up to order 3 (higher order moments may exist depending on \( \hat{c} \)). Thresholds larger than \(-0.3\) (e.g., from -0.1 to 0) can be used if the response PDF is known to be light-tailed. Note that when enough data are available, these operations are unnecessary because the resulting model does not exceed the threshold. Although the thresholdings could have been imposed in the model definition in Eq. (14), they change the regularity of the optimization problem, and do not generally improve the performance according to our experience. Therefore, we only use them for post-processing.

**Remark 2.** Whilst we consider the simulator to be evaluated only once for each point of the experimental design in this paper, the estimator defined in Eq. (16) is not limited to this type of data. When replications are available, the objective function can be reformulated to
\[
L(c) = \sum_{i=1}^{N} \frac{1}{R^{(i)}} \sum_{r=1}^{R^{(i)}} \log \left( f_{GLD}^{\lambda_{PC}} \left( y^{(i,r)}; \lambda_{PC} \left( x^{(i)}; c \right) \right) \right),
\]
where \( R^{(i)} \) denotes the number of replications at point \( x^{(i)} \), and \( y^{(i,r)} \) is the model response for \( x^{(i)} \) at \( r \)-th replication. In addition, if \( R^{(i)} \) is constant for all points \( x^{(i)} \in X \), Eq. (19) provides the same estimator as in our previous work [10].

4.3 Fitting procedure

In practice, the evaluation of \( L(c) \) is not straightforward because the PDF of generalized lambda distributions does not have an explicit form as shown in Eq. (3). Details about the evaluation procedure are given in [10]. Note that the optimization problem Eq. (16) is subject to complex
inequality constraints due to the dependence of the PDF support on $\lambda$ (see Eq. (4)). Given a starting point, we follow the optimization strategy developed in [10]: We first apply the derivative-based trust-region optimization algorithm [26] without constraints. If none of the inequality constraints is activated at the optimum, we keep the results as the final estimates. Otherwise, the constrained $(1+1)$-CMA-ES algorithm [27] available in the software UQLab [28] is used instead.

Because $L(c)$ is highly nonlinear, a good starting point is necessary to guarantee the convergence of the optimization algorithm. In this section, we introduce a robust method to find a suitable starting point.

According to Eq. (5), the mean $\mu(x)$ and the variance function $v(x)$ of a generalized lambda model satisfy

$$
\mu(x) = \lambda_1^{PC}(x) + \frac{1}{\lambda_2^{PC}(x)^2} g \left( \lambda_3^{PC}(x), \lambda_4^{PC}(x) \right),
$$

$$
\log \left( v(x) \right) = -2 \log \left( \lambda_2^{PC}(x) \right) + h \left( \lambda_3^{PC}(x), \lambda_4^{PC}(x) \right),
$$

where we group the dependence of $\mu$ and $\log(v)$ on $\lambda_3$ and $\lambda_4$ into $g$ and $h$, respectively, for the purpose of simplicity. If $\lambda_3^{PC}(x)$ and $\lambda_4^{PC}(x)$ do not vary strongly on $D_X$, we observe that the variation of the mean and the variance function are mostly dominated by the location parameter $\lambda_1^{PC}(x)$ and the scale parameter $\lambda_2^{PC}(x)$.

Recall that the spectral approximation for $\lambda_2(x)$ is on its logarithmic transform. If a PCE can be constructed for $\mu(x)$ and $-\frac{1}{2} \log(v(x))$, the associated coefficients can be used as a preliminary guess for the coefficients of $\lambda_1^{PC}(x)$ and $\lambda_2^{PC}(x)$, respectively. As a result, we first focus on estimating the mean and the variance function as follows:

$$
\mu(x) = \sum_{\alpha \in A_{\mu}} c_{\mu, \alpha} \psi_{\alpha}(x), \quad v(x) = \exp \left( \sum_{\alpha \in A_v} c_{v, \alpha} \psi_{\alpha}(x) \right),
$$

where the form of the variance function implies a multiplicative heteroskedastic effect (see [29]).

The mean estimation is a classical regression problem. However, since the variance function is also unknown and needs to be estimated, the heteroskedastic effect should be taken into account. Many methods have been developed in statistics and applied science to tackle heteroskedastic regression problems. They can be classified into two groups: one class of methods relies on repeated measurements at given input values [30–32] (replication-based), whereas a second class of methods jointly estimates both quantities by optimizing certain functions without the need for replications [33–36]. Some studies [34, 36] have shown higher efficiency of the second class of methods over the former. This finding supports our pursuit for a replication-free approach. In particular, we opt for feasible generalized least squares (FGLS) [37], which iteratively fits the mean and variance functions in an alternative way.

The details are described in Algorithm 1. In this algorithm, OLS denotes the use of ordinary least-squares, and WLS is the weighted least-squares. $\hat{v}$ corresponds to the set of estimated variances on the design points in $\mathcal{X}$, which are then used as weights in WLS to re-estimate $c_{\mu}$. 

10
Algorithm 1 Feasible generalized least-squares

1:  \( \hat{c}_\mu \leftarrow \text{OLS}(X, Y) \)
2:  for \( i \leftarrow 1, \ldots, N_{\text{FGLS}} \) do
3:    \( \hat{\mu} \leftarrow \sum_{\alpha \in A_\mu} c_{\mu, \alpha} \psi_\alpha(X) \)
4:    \( \hat{r} \leftarrow 2 \log(|Y - \hat{\mu}|) \)
5:  end for
6:  \( \hat{c}_v \leftarrow \text{OLS}(X, \hat{r}) \)
7:  \( \hat{v} = \exp\left(\sum_{\alpha \in A_v} c_{v, \alpha} \psi_\alpha(X)\right) \)
8:  \( \hat{c}_\mu \leftarrow \text{WLS}(X, Y, \hat{v}) \)
9: Output: \( \hat{c}_\mu, \hat{c}_v \)

After obtaining \( \hat{c}_\mu \) and \( \hat{c}_v \) from FGLS, we perform two rounds of the optimization procedure described at the beginning of this section to build the GLaM surrogate. First, we set the starting points as \( c_1 = c_\mu, c_2 = -\frac{1}{2}c_v \) and \( \lambda_3^{\text{PC}}(x) = \lambda_4^{\text{PC}}(x) = 0.13 \), which corresponds to a normal-like shape. Then, we fit a GLaM with \( \lambda_3^{\text{PC}}(x) \) and \( \lambda_4^{\text{PC}}(x) \) being only constant, i.e., the coefficients of non-constant basis functions are kept as zeros during the fitting. Finally, we use the resulting estimates as a starting point and construct a final GLaM with all the considered basis functions by solving Eq. (17).

### 4.4 Truncation schemes

Provided that the bases of \( \lambda^{\text{PC}}(x) \) are given, we have presented a procedure to construct GLaMs from data in the previous section. However, there is generally no prior knowledge that would help select the truncation sets \( A_i \)'s initio. In this section, we develop a method to determine a suitable hyperbolic truncation scheme \( A^{p,q,M} \) presented in Eq. (12) for each component of \( \lambda^{\text{PC}}(x) \).

As discussed in Section 2, \( \lambda_3^{\text{PC}}(x) \) and \( \lambda_4^{\text{PC}}(x) \) control the shape variations of the response PDF. We assume that the shape does not vary in a strongly nonlinear way. Hence, the associated \( p \) can be set to a small value, e.g., \( p = 1 \) in practice. In contrast, \( \lambda_1^{\text{PC}}(x) \) and \( \lambda_2^{\text{PC}}(x) \) require possibly larger degree \( p \) since their behavior is associated with the mean and the variance function, which might vary nonlinearly over \( D_X \). To this end, we modify Algorithm 1 to adaptively find appropriate truncation schemes for \( \mu(x) \) and \( v(x) \), which are then used for \( \lambda_1(x) \) and \( \lambda_2(x) \), respectively.

Algorithm 2 presents the modified feasible generalized least squares. Instead of using OLS, we apply the adaptive ordinary least-squares with degree and \( q \)-norm adaptivity (referred to as AOLS) [38]. This algorithm builds a series PCEs, each of which is obtained by applying OLS with the truncation set \( A^{p,q,M} \) defined by a particular combination of \( p \in \mathbf{p} \) and \( q \in \mathbf{q} \). Then, it selects the truncation scheme for which the associated PCE has the lowest leave-one-out error. In the modified FGLS, the truncation set \( A_\mu \) for \( \mu(x) \) is selected only once (before the
Algorithm 2 Modified feasible generalized least-squares

1: Input: \((X, Y), p_1, q_1, p_2, q_2\)
2: \(A_\mu, \hat{c}_\mu \leftarrow AOLS (X, Y, p_1, q_1)\)
3: for \(i \leftarrow 1, \ldots, N_{FGLS}\) do
4: \(\hat{\mu} \leftarrow \sum_{\alpha \in A_\mu} c_{m, \alpha} \psi_\alpha (X)\)
5: \(\hat{r} \leftarrow 2 \log \left( |Y - \hat{\mu}| \right)\)
6: \(A_v^i, \hat{c}_v^i, \varepsilon_{LOO}^i \leftarrow AOLS (X, \hat{r}, p_2, q_2)\)
7: \(\tilde{v} \leftarrow \exp \left( \sum_{\alpha \in A_v} c_v \psi_\alpha (X) \right)\)
8: \(\hat{c}_\mu \leftarrow WLS (X, Y, A_\mu, \tilde{v})\)
9: end for
10: \(i^* = \arg\min \{ \varepsilon_{LOO}^i : i = 1, \ldots, N_{FGLS} \}\)
11: Output: \(A_\mu, \hat{c}_\mu, A_v^*, \hat{c}_v^*\)

loop), whereas several truncation schemes \(\{A_v^i : i = 1, \ldots, N_{FGLS}\}\) are obtained. We select the one corresponding to the smallest leave-one-out error on the expansion of the variance as the truncation set \(A_v\) for \(v(x)\). After running Algorithm 2, we apply the two-round optimization strategy described in the previous section to build the GLaM corresponding to the selected truncation schemes.

There are several parameters to be determined in Algorithm 2. In the following examples and applications, we set the candidate degrees \(p_1 = \{0, \ldots, 10\}\) for \(\lambda_{1PC}^i(x)\), and \(p_2 = \{0, \ldots, 5\}\) for \(\lambda_{2PC}^i(x)\). \(p_1\) contains high degrees to approximate possibly highly nonlinear mean functions, the accuracy of which is crucial for basis selections for \(\lambda_2(x)\) in Algorithm 2. \(p_2\) is set to have degrees up to 5, allowing relatively complex variations. The lists of \(q\)-norm are \(q_1 = q_2 = \{0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1\}\) which contains the full basis. The total number of FGLS iteration is set to \(N_{FGLS} = 10\) which, according to our experience, is enough to find an appropriate truncated set for \(\lambda_{2PC}^i(x)\).

5 Application examples

In this section, we validate the proposed algorithm on two analytical examples and two case studies in mathematical finance and epistemology. In the four cases, the response distributions do not belong to a single parametric family, so as to test the flexibility of the proposed method. In addition, we compare the performance of GLaMs with the non-parametric kernel conditional density estimator from the package \texttt{np} [39] implemented in R. The latter performs a thorough leave-one-out cross-validation with a multi-start strategy to choose the bandwidths [14], which is one of the state-of-the-art kernel estimators. The surrogate model built by this method is referred to as KCDE.

Moreover, for comparison purposes, we consider another “Gaussian” surrogate model where
we represent the response distribution with a normal distribution. The associated mean and variance, which are functions of the input $x$, are not fitted to data but set to the true values of the simulator. In other words, this surrogate model should represent the “oracle” of Gaussian-type mean-variance surrogate models, such as the ones presented in [36, 40].

We use Latin hypercube sampling [41] to generate the experimental design. The stochastic simulator is only evaluated once for each vector of input parameters. The associated QoI values are used to construct surrogate models with the proposed estimation procedure in Section 4.3.

To quantitatively assess the performance of the surrogate model, we define an error measure between the underlying model and the emulator by

$$
\varepsilon = \mathbb{E} \left[ d \left( Y(X), \hat{Y}(X) \right) \right],
$$

(21)

where $Y(X)$ is the model response, $\hat{Y}(X)$ corresponds to that of the surrogate, $d(Y_1, Y_2)$ denotes the contrast measure between the probability distributions of $Y_1$ and $Y_2$, and the expectation is taken with respect to $X$. In this study, we use the normalized Wasserstein distance, defined by

$$
d(Y_1, Y_2) = \frac{d_{\text{WS}}(Y_1, Y_2)}{\sigma(Y_1)},
$$

(22)

where $d_{\text{WS}}$ is the Wasserstein distance of order two [42] defined by

$$
d_{\text{WS}}(Y_1, Y_2) \overset{\text{def}}{=} \|Q_1 - Q_2\|_2 = \sqrt{\int_0^1 (Q_1(u) - Q_2(u))^2 \, du},
$$

(23)

where $Q_1$ and $Q_2$ are the quantile functions of $Y_1$ and $Y_2$, respectively.

Following this definition, the standard deviation $\sigma_{Y_1}$ can be seen as the Wasserstein distance between the distribution of $Y_1$ and a degenerate distribution concentrated at the mean value $\mu_{Y_1}$. As a result, the Wasserstein distance normalized by the standard deviation can be interpreted as the ratio of the error related to emulating the distribution of $Y_1$ by that of $Y_2$, and to using the mean value $\mu_{Y_1}$ as a proxy of $Y_1$.

Because $d_{\text{WS}}$ is invariant under translation, the normalized Wasserstein distance is invariant under both translation and scaling, that is,

$$
\forall a \in \mathbb{R} \setminus 0, b \in \mathbb{R} \quad \frac{d_{\text{WS}}(a Y_1 + b, a Y_2 + b)}{\sigma(a Y_1 + b)} = \frac{d_{\text{WS}}(Y_1, Y_2)}{\sigma(Y_1)}.
$$

To calculate the expectation in Eq. (21), we use Latin hypercube sampling to generate a test set $X_{\text{test}}$ of size $N_{\text{test}} = 1,000$ in the input space. The normalized Wasserstein distance is calculated for each $x \in X_{\text{test}}$ and then averaged by $N_{\text{test}}$.

For the last two case studies, the analytical response distribution of $Y(x)$ is unknown. To characterize it, we repeatedly evaluate the model $10^4$ times for $x$. In addition, we also compare some summarizing statistical quantity $b(x)$ of the model response $Y(x)$, such as the mean
\[
\mathbb{E}[Y(x)] \text{ or variance } \text{Var } [Y(x)], \text{ depending on the focus of the application. Note that } b(x) \text{ is a deterministic function of input variables, and we define the normalized mean-squared error by }
\[
\epsilon = \frac{\sum_{i=1}^{N_{\text{test}}} \left( b_S^{(i)} - \hat{b}^{(i)} \right)^2}{\sum_{i=1}^{N_{\text{test}}} \left( \hat{b}^{(i)} - \bar{\hat{b}} \right)^2}, \text{ with } \bar{\hat{b}} = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \hat{b}^{(i)},
\]
where \( b_S^{(i)} \) is the value predicted by the surrogate for \( x^{(i)} \in X_{\text{test}} \), and \( \hat{b}^{(i)} \) denotes the quantity estimated from \( 10^4 \) replicated runs of the original stochastic simulator for \( x^{(i)} \). The error \( \epsilon \) defined in Eq. (24) indicates how much of the variance of \( b(X) \) cannot be explained by \( b_S(X) \) estimated from surrogate model.

Experimental designs of various size \( N \in \{250; 500; 1,000; 2,000; 4,000\} \) are investigated to study the convergence of the proposed method. Each scenario is run 50 times with independent experimental designs to account for statistical uncertainty in the random design. As a consequence, error estimates for each \( N \) are represented by box plots.

### 5.1 Example 1: a two-dimensional simulator

The first example is the Black-Scholes model used for stock prices [43]:
\[
dS_t = x_1 S_t \, dt + x_2 S_t \, dW_t,
\]
where \( x = (x_1, x_2)^T \) are the input parameters, corresponding to the expected return rate and volatility of a stock, respectively. \( W_t \) is a standard Wiener process, which represents the source of stochasticity. Equation (25) is a stochastic differential equation whose solution \( S_t(x) \) is a stochastic process for given parameters \( x \). Note that we explicitly express \( x \) in \( S_t(x) \) to emphasize that \( x \) are input parameters, but the stochastic equation is defined with respect to time. Without loss of generality, we set the initial condition to \( S_0(x) = 1 \).

In this example, we are interested in \( Y(x) = S_1(x) \), which corresponds to the stock value in one year i.e., \( t = 1 \). We set \( X_1 \sim \mathcal{U}(0, 0.1) \) and \( X_2 \sim \mathcal{U}(0.1, 0.4) \) to represent the input uncertainty, where the ranges are selected based on parameters calibrated from real data [44].

The solution to Eq. (25) can be derived using Itô calculus [2]: \( Y(x) \) follows a lognormal distribution defined by
\[
Y(x) \sim \mathcal{LN} \left( x_1 - \frac{x_2^2}{2}, x_2 \right).
\]
As the distribution of \( Y(x) \) is known, it is not necessary to simulate the whole process \( S_t(x) \) with time integration to evaluate \( S_1(x) \). Instead, we can directly generate samples from the distribution defined in Eq. (26).

Figure 2 shows two PDFs predicted by a GLaM and a KCDE built on an experimental design of size \( N = 500 \). The accuracy of the oracle normal approximation is also reported (black dashed line). This error is only due to model misspecifications because we use the true mean and
Figure 2: Example 1 – Comparisons of the emulated PDF, $N = 500$.

Figure 3: Example 1 – Comparisons of the mean function estimation, $N = 500$.

Figure 4: Example 1 – Comparisons of the variance function estimation, $N = 500$. 
variance (however the true response distribution is lognormal). The average error of GLaMs built on \( N = 500 \) model runs are smaller than that of the normal approximation. For \( N > 500 \), GLaMs clearly provide more accurate results. We observe that with 500 model runs, the KCDE yields PDFs with spurious oscillations and demonstrates relatively poor representation of the bulk. In contrast, the GLaM can better approximate the underlying response PDF both in terms of magnitude and shape variations. Figures 3 and 4 compare the mean and variance function predicted by the GLaM and KCDE. The analytical mean function following Eq. (26) is \( \exp(x_1) \) which only depends on the first variable. The GLaM gives an accurate estimate of the mean function, whereas the KCDE captures a wrong dependence. For the variance function, the GLaM yields a more detailed trend than the KCDE.

For quantitative comparisons, Figure 5 summarizes the error measure Eq. (21) with respect to the size of experimental design. The accuracy of the oracle normal approximation is also reported (black dashed line). This error is only due to model misspecifications because we use the true mean and variance (however the true response distribution is lognormal). The average error of GLaMs built on \( N = 500 \) model runs are smaller than that of the normal approximation. For \( N > 500 \), GLaMs clearly provide more accurate results. The accuracy of the oracle normal approximation is also reported (black dashed line). This error is only due to model misspecifications because we use the true mean and variance (however the true response distribution is lognormal). The average error of GLaMs built on \( N = 500 \) model runs are smaller than that of the normal approximation. For \( N > 500 \), GLaMs clearly provide more accurate results. KCDEs show a slow rate of convergence even in this example of dimension two. In contrast, GLaMs reveal high efficiency with a faster decrease of the errors. In terms of the average error, GLaMs outperforms KCDEs for all sizes of experimental design. Furthermore, GLaMs yield an average error near 0.1 for \( N = 1,000 \), which can be hardly achieved by KCDEs even with four times more model runs.

### 5.2 Example 2: a five-dimensional simulator

The second example is given by

\[
Y(x) = M_s(x, \omega) = \mu(x) + \sigma(x) \cdot Z(\omega),
\]

where \( X \sim U([0, 1]^5) \) are the input variables, and \( Z \sim N(0, 1) \) is the latent variable that introduces the stochasticity. The simulator has an input dimension of \( M = 5 \), which is used to show the performance of the proposed method in a moderate-dimensional problem. By definition, \( Y(x) \) is a Gaussian random variable with mean \( \mu(x) \) and standard deviation \( \sigma(x) \) which are...
Figure 5: Example 1 – Comparison of the convergence between GLaMs and KCDEs in terms of the normalized Wasserstein distance as a function of the size of the experimental design. The dashed lines denote the average value over 50 repetitions of the full analysis. The black dash-dotted line represents the error of the model assuming that the response distribution is normal with the true mean and variance.

The function is defined by

$$
\mu(x) = 3 - \sum_{j=1}^{5} j x_j + \frac{1}{5} \sum_{j=1}^{5} j x_j^3 + \frac{1}{15} \sum_{j=1}^{5} j \log \left( (x_j^2 + x_j^4) \right) + x_1 x_2^2 - x_5 x_3 + x_2 x_4,
$$

$$
\sigma(x) = \exp \left( \frac{1}{10} \sum_{j=1}^{5} j x_j \right),
$$

(28)

Thus, this example has a nonlinear mean function and a strong heteroskedastic effect: the variance varies between 1 and 20.

Figure 6 compares the model response PDFs (with different variances) for four input values with those predicted by a GLaM and a KCDE built upon 1,000 model runs. The results show that the GLaM correctly identifies the shape of the underlying normal distribution among all possible shapes of the GLD. Moreover, it yields a better approximation to the reference PDF, whereas KCDE tends to “wiggle” in Figure 6d (high variance) and overestimate the spread in Figure 6a (low variance). Figures 7 and 8 illustrate the mean and variance function predicted by the GLaM and KCDE in the $x_4 - x_5$ plan with all the other variables fixed at their expected value. The results show that the GLaM provides more accurate estimates for both functions.

Similar to the first example, we perform a convergence study for $N \in \{250; 500; 1,000; 2,000; 4,000\}$, the results of which are shown in Fig. 9. In the case of small $N$, namely $N = 250$, both GLaMs and KCDEs perform poorly, with GLaMs showing a similar average error but higher variability. This is explained as follows. Because of the use of AOLS in the modified FGLS procedure, we observe that the total number of coefficients of GLaMs to be estimated varies between 19 to 39 for $N = 250$. Since the GLD is very flexible, a relatively large data
Figure 6: Example 2 – Comparisons of the emulated PDF, $N = 1,000$. Variance values 1.35, 3.32, 8.17, 14.88 from (a) to (d).

Figure 7: Example 2 – Comparisons of the mean function estimation in the plan $x_4 - x_5$ with all the other input fixed at their expected value. The surrogate models are fitted to an ED with $N = 1,000$. 

Figure 8: Example 2 – Comparisons of the variance function estimation in the plan $x_4 - x_5$ with all the other input fixed at their expected value. The surrogate models are fitted to an ED with $N = 1,000$.

Figure 9: Example 2 – Comparison of the convergence between GLaMs and KCDEs in terms of the normalized Wasserstein distance as a function of the size of the experimental design. The dashed lines denote the average value over 50 repetitions of the full analysis.
set is necessary to provide enough evidence of the underlying PDF shape. Consequently, a small \( N \) can lead to overfitting for high-dimensional \( c \), but good surrogates can be obtained for more parsimonious models. In contrast, the KCDE always performs a thorough leave-one-out cross-validation strategy to select the bandwidths. Therefore, KCDEs show a slightly more stable estimate for \( N = 250 \). With \( N \) increasing, however, GLaMs converge with a much faster rate and outperforms KCDEs for \( N \geq 500 \) both in terms of the mean and median of the errors. For \( N \geq 1,000 \), the average performance of GLaM is even better than the best KCDE model among the 50 repetitions.

In this example of moderate dimensionality, building a KCDE can be time-consuming for large experimental designs, due to the bandwidth selection procedure. On a standard laptop, it takes about 20 CPU seconds for \( N = 250 \) but 30 minutes for \( N = 4,000 \). In comparison, constructing a GLaM is always in the order of seconds: around 8 seconds for both \( N = 250 \) and \( N = 4,000 \).

5.3 Effect of replications

As pointed in Remark 2, the proposed method can also work with data set containing replicates. The latter are treated as separate points in the ED. In this section, we analyze the effect of replications using the previous two analytical examples. To this end, we generate data by replicating \( R \in \{5; 10; 25; 50\} \) for each set of input parameters in the ED. We keep the total number of simulations the same as non-replicated cases by reducing the size of ED accordingly.

For instance, a data set of total \( N = 1,000 \) model evaluations with 10 replications consists of 100 different sets of input parameters, each of which is simulated 10 times.

For quantitative comparisons, we investigate a convergence study similar to Sections 5.1 and 5.2: the total number of runs \( N \) varies in \( \{250; 500; 1,000; 2,000; 4,000\} \), and each scenario is repeated 50 times.

Figures 10 and 11 summarize the error defined in Eq. (21) averaged over the 50 repetitions for each \( R \in \{5; 10; 25; 50\} \). In the first example, replications does not have a strong effect for \( R \in \{5; 10; 25\} \). This is because the expansions for \( \lambda(x) \) contain a few terms. Therefore, as far as we have enough ED points, exploring the input space and performing replications bring similar improvements to the surrogate accuracy. However, large number of replications, i.e., \( R = 50 \), gives too few ED points for small values of \( N \), which yields GLaMs of poor performance.

In the second example, we observe a clear negative effect of replications: for the same total amount of model runs, the surrogate quality deteriorates when increasing the number of replications / decreasing the size of the experimental design. In summary, replications do not bring additional gain and may even lead to a “waste” of computational budget for the proposed method.
Figure 10: Example 1 – Comparison of the GLaMs built on data with different number of replications. The curves corresponds to the mean error over the 50 repetitions.

Figure 11: Example 2 – Comparison of the GLaMs built on data with different number of replications. The curves corresponds to the mean error over the 50 repetitions.
5.4 Example 3: Asian options

In the first application, we apply the proposed method to a financial case study, namely an Asian option \[45\]. Such an option, a.k.a. average value option, is a derivative contract, the payoff of which is contingent on the average price of the underlying asset over a certain fixed time period. Due to the path-dependent nature, an Asian option has a complex behavior, and its valuation is not straightforward, as opposed to European options.

Recall the Black-Scholes model defined in Eq. (25) that represents the evolution of a stock price \(S_t(x)\). Instead of relying on the stock price on the maturity date \(t = T\), the payoff of an Asian call option reads

\[ C(x) = \max \{A_T(x) - K, 0\}, \text{ with } A_t(x) = \frac{1}{t} \int_0^t S_u(x)du. \] (29)

where \(A_t(x)\) is called the continuous average process, and \(K\) denotes the strike price. Because \(A_T(x)\) plays an important role in the Asian option modeling Eq. (29), the PDF of \(A_T(x)\) is of interest in this case study. As in Section 5.1, we set \(T = 1\), which corresponds to a one-year inspection period. We choose \(X_1 \sim \mathcal{U}(0, 0.1)\) and \(X_2 \sim \mathcal{U}(0.1, 0.4)\) for the two input random variables. Unlike \(S_t(x)\), the distribution of \(A_1(x)\) cannot be derived analytically. It is necessary to simulate the trajectory of \(S_t(x)\) to compute \(A_1(x)\). Based on the Markovian and lognormal properties of \(S_t(x)\), we apply the following recursive equations for the path simulation with a time step \(\Delta t = 0.001\):

\[
S_0(x) = 1,
\]

\[
S_{t+\Delta t}(x) | S_t(x) \sim \mathcal{L}\mathcal{N} \left( \log(S_t(x)) + \left( x_1 - \frac{x_2^3}{2} \right) \Delta t, x_2 \sqrt{\Delta t} \right).
\]

Finally, the continuous average defined in Eq. (29) is approximated by the arithmetic mean, that is,

\[ A_1(x) = \frac{\sum_{k=1}^{1,000} S_{k\Delta t}(x)}{1,000} \]

Figure 12 shows two response PDFs predicted by the two surrogate models constructed on an experimental design of \(N = 500\). The reference histograms are calculated from 10^4 repeated runs of the simulator for each set of input parameters. We observe that the KCDE exhibits slight fluctuations at the right tail for high volatility (in Figure 12a) and does not well approximate the bulk of the response distribution for low volatility (in Figure 12b). In comparison, the GLaM can well represent the PDF shape in both cases and also approximates more accurately the tails. Figures 13 and 14 shows the mean and variance function, where the reference values can be obtained by applying Itô’s calculus. For the experimental design of \(N = 500\), the GLaM predicts more accurately the two functions. Finally, Figure 15 confirms the superiority of GLaMs to KCDEs: GLaMs yield smaller average error for all \(N \in \{250; 500; 1,000; 2,000; 4,000\}\) and demonstrate a better convergence rate. Moreover, for large experimental designs \((N \geq 2,000)\), the average error of GLaMs is nearly half of that of KCDEs. The oracle Gaussian approximation
Figure 12: Asian option – Comparisons of the emulated PDF, $N = 500$

(a) PDF for $x = (0.03, 0.33)^T$
(b) PDF for $x = (0.07, 0.11)^T$
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Figure 13: Asian option – Comparisons of the mean function estimation, $N = 500$.
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Figure 14: Asian option – Comparisons of the variance function estimation, $N = 500$.

(a) Reference
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(c) KCDE
in this case study has a similar error to GLaMs built on 1,000 model runs. For \( N \geq 2,000 \), GLaMs fitted from data are much more accurate than the best possible Gaussian-type mean-variance model.

\[
\mu_C(x) = \left( \lambda_1 - \frac{1}{\lambda_2\lambda_3} + \frac{1}{\lambda_2\lambda_4} - K \right) (1 - u_K) + \frac{1}{\lambda_2} \left( \frac{1 - u_K^{\lambda_3+1}}{\lambda_3 (\lambda_3 + 1)} - \frac{(1 - u_K)^{\lambda_4+1}}{\lambda_4 (\lambda_4 + 1)} \right)
\]

(30)

where \( \lambda \)'s are the distribution parameters at \( x \), and \( u_K \) is the solution of the nonlinear equation

\[
Q(u_K; \lambda) = K.
\]

(31)

with \( Q \) being the quantile function defined in Eq. (2).

Figure 15: Asian option, average process \( A_1(x) \) at \( T = 1 \) year – Comparison of the convergence of GLaMs and KCDEs in terms of the normalized Wasserstein distance as a function of the size of the experimental design. The dashed lines denote the average value over 50 repetitions of the full analysis. The black dash-dotted line represents the error of the model assuming that the response distribution is normal with the true mean and variance.

As a second quantity of interest, we consider the expected payoff \( \mu_C(x) = \mathbb{E}[C(x)] \). This quantity not only is important for making investment decisions but also has a very similar form to the option price [45]. The definition Eq. (29) implies that the payoff \( C(x) \) is a mixed random variable, which has a probability mass at 0 and a continuous PDF on the positive line depending on the strike price \( K \). In the following analysis, \( K \) is set to 1.

For GLaMs, \( \mu_C(x) \) can be calculated by

\[
\mu_C(x) = \left( \lambda_1 - \frac{1}{\lambda_2\lambda_3} + \frac{1}{\lambda_2\lambda_4} - K \right) (1 - u_K) + \frac{1}{\lambda_2} \left( \frac{1 - u_K^{\lambda_3+1}}{\lambda_3 (\lambda_3 + 1)} - \frac{(1 - u_K)^{\lambda_4+1}}{\lambda_4 (\lambda_4 + 1)} \right)
\]

(30)

Figure 16 shows the convergence of estimations of \( \mu_C(x) \) in terms of the error defined in Eq. (24). The difference between the performance of GLaMs and KCDEs is not as significant as for the distribution estimation of \( A_1(x) \) in Figure 15. For relatively small data sets, namely \( N \leq 500 \), both models work poorly: they are only able to explain on average no more than 70% of the variance of \( \mu_C(X) \). In addition, GLaMs demonstrate a higher variability of the errors. For larger experimental designs \( N \geq 2,000 \), however, the performance of GLaMs improves significantly.
over that of KCDEs. For $N = 4,000$, the average error of GLaMs is twice smaller than that of KCDEs, and the smallest error achieved by GLaMs is one order of magnitude smaller than the best KCDE.

Figure 16: Asian option, expected payoff estimations – Comparison of the convergence of GLaMs and KCDEs in terms of the normalized mean squared error as a function of the size of the experimental design. The dashed lines denote the average value over 50 repetitions of the full analysis.

5.5 Example 4: Stochastic SIR model

In the second application, we apply the proposed method to a stochastic Susceptible-Infected-Recovered (SIR) model in epidemiology [3]. This model simulates the spread of an infectious disease, which can help find appropriate epidemiological interventions to minimize social and ethical impacts during the outbreak.

According to the standard SIR model, at time $t$ a population of size $P_t$ contains three groups of individuals: susceptible, infected and recovered, the counts of which are denoted by $S_t$, $I_t$ and $R_t$, respectively. These three quantities fully characterize a population configuration at time $t$. Among the three groups, only susceptible individuals can get infected due to close contact with infected individuals, whereas an infected person can recover and becomes immune to future infections. We consider a fixed population without newborns and deaths, i.e., the total population size is constant, $P_t = P$. As a result, $S_t$, $I_t$ and $R_t$ satisfy the constraint $S_t + I_t + R_t = P$, and only the time evolution of $(S_t, I_t)$ is necessary to characterize the spread of a disease.

To account for random recoveries and interactions among individuals, stochastic SIR models are usually preferred to represent the epidemic evolution. Without going into details, the model dynamics is briefly summarized as follows. The pair $(I_t, S_t)$ evolves as a continuous-time Markov process following mutual transition rates $\beta$ and $\gamma$, which denote the contact rate and recovery rate, respectively. The epidemic stops at time $t = T$ where $I_T = 0$, indicating that no further
infections can occur. The evolution process is simulated by the Gillespie algorithm \cite{Gillespie1977}. The reader is referred to \cite{Anderson1991} for a more detailed presentation of stochastic SIR models.

In this case study, we set the total population equal to $P = 2,000$ and $\beta = \gamma = 0.5$ as in \cite{Heffernan2005}. The initial configuration $x = (S_0, I_0)$ is the vector of input parameters. To account for different scenarios, the input variables $X$ are modeled as $X_1 \sim U(1200, 1800)$ (initial number of susceptible individuals) and $X_2 \sim U(20, 200)$ (initial number of infected individuals). The QoI is the total number of newly infected individuals during the outbreak, i.e., $Y(x) = S_T - S_0$.

![Figure 17: SIR model – Comparisons of the emulated PDF, $N = 500$](image1)

![Figure 18: SIR model – Comparisons of the mean function estimation in the plan $N = 500$.](image2)

Figure 17 compares two response PDFs estimated by a GLaM and by a KCDE for two sets of initial configurations, using an experimental design of size $N = 500$. The reference histograms are obtained by $10^4$ repeated model runs for each $x$. We observe that the PDF shape varies: it changes from symmetric to slightly right-skewed distributions depending on the input variables. The GLaM is able to accurately capture this shape variation, while KCDE exhibits relatively poor shape representations.

Figures 18 and 19 illustrate the mean and variance function. Because the analytical results are unknown for this simulator, we use 1,000 replications to estimate these quantities for plotting. We
observe that both two functions vary nonlinearly in the input space. Compared with the KCDE, the GLaM is able to capture the trend of the two functions and provides more accurate estimates. More detailed comparisons of the surrogate models are shown in Figure 20. The error of the oracle Gaussian approximation is quite small. This implies that the response distribution for most of the input parameters in the input space are close to a Gaussian distribution. Nevertheless, GLaMs built on $N = 4,000$ model runs still demonstrate better average behavior. For all sizes of experimental design, GLaMs clearly outperform KCDEs. For $N \geq 500$, the biggest error of GLaMs is smaller than the smallest error of KCDEs among the 50 repetitions. Finally, to achieve the same accuracy as GLaMs, KCDEs require around 7 times more model runs.

In epidemiological management, the expected value $\mu(x) = \mathbb{E}[Y(x)]$ is crucial for decision making [47]. Therefore, we investigate the accuracy of $\mu(x)$ estimations, and the results are in Figure 21.
First of all, both GLaM and KCDE can explain more than 90% of the variance in \( \mu(X) \) for \( N = 250 \), which implies an overall accurate approximation to the mean function. With increasing \( N \), GLaM shows a more rapid decay of the error. Furthermore, GLaMs built on \( N = 1,000 \) have a similar (or even slightly better) performance to KCDEs with \( N = 4,000 \).

Figure 21: SIR model, mean value estimations – Comparison of the convergence between GLaMs and KCDEs in terms of the normalized mean-squared error as a function of the size of the experimental design. The dashed line denotes the average value over 50 repetitions of the full analysis.

6 Conclusions

This paper presented an efficient and accurate non-intrusive surrogate modeling method for stochastic simulators that does not require replicated runs of the latter. We follow the setting of Zhu and Sudret [10], where the generalized lambda distribution is used to flexibly approximate the response probability density function. The distribution parameters, as functions of the input variables, are approximated by polynomial chaos expansions. In this paper, however, we do not require replicated runs of the stochastic simulator, which provides a more general and versatile approach. We propose the maximum conditional likelihood estimator to construct such a model for given bases functions. This estimation method is shown to be consistent and applicable to data with or without replications. In addition, we modify the feasible generalized least-squares algorithm to select suitable truncation schemes for the distribution parameters, which also provides a good starting point for the subsequent optimization of the likelihood function.

The performance of the new method is illustrated on analytical examples and cases studies in mathematical finance and epidemics. The results show that with a reasonable number of model runs, the developed algorithm can produce surrogate models that accurately approximate the response probability density function and capture the shape variations of the latter with
Considering the normalized Wasserstein distance as an error metric, generalized lambda models always show a better convergence rate than the nonparametric kernel conditional density estimator with adaptive bandwidth selections (from the package `np` in R). Furthermore, the proposed method generally yields more reliable estimates of certain important quantities.

Quantifying the uncertainty of surrogate models that emulate the entire response distribution of a stochastic simulator remains to be developed in future work, especially when no or a few replications are available. One possibility is to use cross-validation to calculate the expected loss. However, when log-likelihood is used as the loss function such as Eq. (17), the resulting score is not intuitive and difficult to interpret. Alternatively, with a given basis for $\lambda(x)$ in GLaMs, one can use bootstrap [48] to assess the uncertainty in the estimation of the coefficients. To this end, it is necessary to prove the bootstrap consistency, which is usually achieved by showing the asymptotic normality of the estimator. As a result, the asymptotic properties of the maximum likelihood estimator in Eq. (17) is to be investigated.

Possible interesting applications of the proposed method to be investigated in future studies include reliability analysis and sensitivity analysis [49]. To improve the performance of the generalized lambda surrogate model for small data sets, we plan to develop algorithms that select only important basis functions based on appropriate model selection criteria. Finally, since the generalized lambda distribution cannot represent multi-modal distributions, potential extensions to mixtures of generalized lambda distributions may provide more flexible surrogate for simulators with multi-modal response distribution [50].
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A Appendix

A.1 Consistency of the maximum likelihood estimator

In this section, we prove the consistency of the maximum likelihood estimator, as described in Theorem 1. For the ease of derivation, we introduce the following notations:

\[ q_c(x, y) = f_{Y|X}(y|\lambda^C(x; c)), \quad p_c(x, y) = f_{X,Y}(x, y) = f_X(x)q_c(x, y), \]

where \( q_c \) denotes the conditional PDF with model parameters \( c \), and \( p_c \) corresponds to the associated joint PDF. Under this setting, we assume that the true distribution \( q_0 \) belongs to the family for a particular set of coefficients \( c_0 \), i.e., \( q_0 = q_{c_0} \) and \( p_0 = p_{c_0} \). We denote the probability measure of the probability space of \((X, Y)\) by \( P_0 \) and the Lebesgue measure by \( \mu \).

The maximum likelihood estimation defined in Eq. (16) belongs to the generalized method of moments (GMM) [51] for which we define the loss function by

\[ \ell_c(x, y) = -\log (q_c(x, y)) \mathbb{1}_{q_0(x,y)}>0(x, y). \] (32)

It holds that

\[ c_0 = \arg\min_c l(c), \text{ where } l(c) = \mathbb{E} [\ell_c(X, Y)]. \]

The maximum likelihood estimator is then defined by

\[ \hat{c} = \arg\min_c l_n(c), \text{ where } l_n(c) = \frac{1}{n} \sum_{i=1}^{n} \ell_c \left( X^{(i)}, Y^{(i)} \right), \]

where \( l_n \) is the empirical version of \( l \).

To prove the consistency of a GMM estimator, the uniform law of large numbers is usually used. In the case of MLE for the generalized lambda model, classical methods [52] to prove the uniform law of large numbers cannot be applied directly, due to the fact that the support of \( q_c \) can depend on the model parameters \( c \), as shown in Eq. (4). To circumvent this problem, we use the techniques suggested by [53] for the proof.

Lemma 1. Under the conditions described in Theorem 1, we have
(i) Boundedness: \( \sup_{c \in C} q_c(x, y) < +\infty \)

(ii) Continuity: \( \forall \tilde{c} \in C, \) the map \( c \mapsto q_c \) is continuous at \( \tilde{c} \) for \( \mu \)-almost all \( (x, y) \in D_x \times \mathbb{R} \)

**Proof.** (i) As the conditions of Theorem 1 indicate that \( D_X \) and \( C \) are compact, the two sets are bounded according to the Heine-Borel theorem. Hence, the value of \( \lambda^{PC}(x; c) \) is also bounded. We denote respectively \( \{ C_i, i = 1, \ldots, 4 \} \) and \( \{ C_i, i = 1, \ldots, 4 \} \) as the upper and lower bounds for each component of \( \lambda \):

\[
C_i \leq \lambda_i \leq \tilde{C}_i, \quad \forall i = 1, \ldots, 4. \tag{33}
\]

In addition, Eq. (15) guarantees that \( \lambda_2^{PC}(x; c) \) is bounded away from 0, i.e., \( \tilde{C}_2 > 0 \). Consider now Eq. (3) to evaluate the PDF of GLDs. If \( u \) in Eq. (3) does not exist in \([0, 1]\), \( q_c = 0 \) and thus bounded. For \( u \in [0, 1] \), we have

\[
\frac{\lambda_2}{u^{\lambda_3 - 1} + (1 - u)^{\lambda_4 - 1}} \leq \frac{\tilde{C}_2}{u^k + (1 - u)^k}. \tag{34}
\]

where

\[
k = \max \left\{ \tilde{C}_3 - 1, \tilde{C}_4 - 1 \right\}.
\]

Define the function \( m(u) = u^k + (1 - u)^k \), which corresponds to the denominator of Eq. (34). For \( k = 0 \) and \( 1 \), \( m(u) \) is a constant function equal to 2 and 1, respectively. If \( k \neq 0, 1 \), the derivative \( m'(u) = k(u^{k-1} - (1 - u)^{k-1}) \) is equal to 0 only at \( u = 0.5 \) in \([0, 1]\). As a result, \( \min m(u) = \min \{ m(0), m(0.5), m(1) \} \). For \( k < 0 \), \( \min m(u) = m(0.5) = 2^{1-k} \). While for \( k > 0 \), \( \min m(u) = \min \{ m(0), m(0.5), m(1) \} = \min \{ 1, 2^{1-k} \} \). Hence, we have \( \min m(u) \geq \min \{ 1, 2^{1-k} \} = C_m \). Taking this property into account, Eq. (34) becomes

\[
\frac{\lambda_2}{u^{\lambda_3 - 1} + (1 - u)^{\lambda_4 - 1}} \leq \frac{\tilde{C}_2}{C_m} = C_q. \tag{35}
\]

Therefore, \( \sup_{c \in C} q_c(x, y) \leq C_q \).

(ii) Next, we prove the continuity. For any \( \tilde{c} \in C \), we classify the points \((x, y) \in D_x \times \mathbb{R}\) into three groups based on their corresponding latent variable \( \tilde{u} \): (1) \( \tilde{u} \in (0, 1) \), (2) \( \tilde{u} \) does not exist within \([0, 1]\) and (3) \( \tilde{u} = 0 \) or 1.

For \((x, y)\) in the first class, \( y \) is an interior point of the support of the conditional distribution \( q_c(x, \cdot) \). Thereby, the following equation holds:

\[
y = Q(\tilde{u}; \tilde{\lambda}) = \tilde{\lambda}_1 + \frac{1}{\lambda_2} \left( \frac{\tilde{u}^{\tilde{\lambda}_3} - 1}{\lambda_3} - \frac{(1 - \tilde{u})^{\tilde{\lambda}_4} - 1}{\lambda_4} \right), \tag{36}
\]

where the distribution parameters \( \tilde{\lambda} \) are obtained by evaluating \( \lambda^{PC}(x; \tilde{c}) \). The partial derivatives
of $Q(u; \lambda)$ with respect to all the relevant parameters are
\[
\begin{align*}
    \frac{\partial Q}{\partial u} &= \frac{1}{\lambda^2} \left( u^{\lambda_1 - 1} + (1 - u)^{\lambda_4 - 1} \right), \\
    \frac{\partial Q}{\partial \lambda_1} &= 1, \\
    \frac{\partial Q}{\partial \lambda_2} &= -\frac{1}{\lambda_2^2} \left( \frac{u^{\lambda_1 - 1} - (1 - u)^{\lambda_4 - 1}}{\lambda_4} \right), \\
    \frac{\partial Q}{\partial \lambda_3} &= \frac{1}{\lambda_2 \lambda_3^2} \left( u^{\lambda_1} \ln(u) \lambda_3 - \left( u^{\lambda_3} - 1 \right) \right), \\
    \frac{\partial Q}{\partial \lambda_4} &= \frac{1}{\lambda_2 \lambda_4^2} \left( \left(1 - u\right)^{\lambda_4} - 1 \right) - (1 - u)^{\lambda_4} \ln(1 - u) \lambda_4 \right) .
\end{align*}
\]

It can be easily observed that Eq. (37) and Eq. (38) are continuous functions of $u \in (0, 1)$ and $\lambda$. Although Eq. (39) is undefined for $\lambda_3 = 0$ and $\lambda_4 = 0$, the limit exists according to l'Hôpital's rule. The same holds for Eq. (40) and Eq. (41). As a result, we can extend Eqs. (39) to (41) by continuity, and thus they become continuous function of $u \in (0, 1)$ and $\lambda$. Therefore $Q(u, \lambda)$ is continuously differentiable. In addition, Eq. (37) is bounded away from 0. These two properties allows one to apply the implicit function theorem, and thus $u$ is a continuous function of $\lambda$ in a neighborhood of $\hat{\lambda}$, which implies that $u$ is continuous at $\hat{\lambda}$. According to Eq. (3), the PDF is a continuous function of both $u$ and $\lambda$. Hence, using the continuity shown before, $f_Y(y; \lambda)$ is continuous at $\hat{\lambda}$. Furthermore, $\lambda^{\text{PC}}(x; c)$ are $C^\infty$ functions of $c$, and thus $\lambda^{\text{PC}}(x; c)$ is continuous at $\hat{c}$. Combining both the continuity of $f_Y(y; \lambda)$ and $\lambda^{\text{PC}}(x; c)$, we have that $q_e(x, y)$ is continuous at $\hat{c}$ for the point $(x, y)$.

Now consider a point $(x, y)$ in the second class, which implies that $y$ is outside the support of $q_e(x, \cdot)$, say, $y$ is smaller than the lower bound of the support of $q_e(x, \cdot)$. In this case, $q_e(x, y) = 0$. According to Eq. (4), if the lower bound is finite, it is a continuous function of $\lambda$ and thus continuous at $\hat{c}$. As a result, for $c$ within a certain neighborhood of $\hat{c}$, the lower bound is larger than $y$, which implies $q_e(x, y) = 0$ for $c$ in this neighborhood. Thereby, $q_e(x, y)$ is continuous at $\hat{c}$. The analogous reasoning holds for the case where $y$ is bigger than the upper bound of the support.

The last class corresponds to the case where $y$ is located on the endpoint of the support of $q_e(x, \cdot)$. By taking $\hat{u} = 0$ and $1$ in Eq. (36) or consider directly Eq. (4), we obtain two associated deterministic functions between $x$ and $y$. As a result, points of the third class can be represented by two curves in $D_x \times \mathbb{R}$, whose Lebesgue measure is zero. This closes the proof of continuity.

\[\square\]

**Lemma 2.** The class $\mathcal{G}$ defined below satisfies the uniform strong law of large numbers
\[
\mathcal{G} = \left\{ g_c = \log \left( \frac{q_c + q_0}{2q_0} \right) 1_{q_0 > 0} : c \in \mathcal{C} \right\}
\]

**Proof.** According to the continuity property in Lemma 1, it is obvious that for all $\hat{c} \in \mathcal{C}$, the map $c \mapsto g_c$ is continuous at $\hat{c}$ for $\mu$-almost all $(x, y) \in D \times \mathbb{R}$. By assumption, the probability
measure $P_0$ is absolutely continuous with respect to $\mu$, and thus $g_c$ is continuous for $P_0$-almost all $(x, y) \in D \times \mathbb{R}$.

Define $G$ as the envelope function of the class $G$, i.e., $G(x, y) = \sup_{c \in C}|g_c(x, y)|$. Let us prove that $G \in L_1(P_0)$, where $L_1(P_0)$ denotes the set of absolutely integrable functions with respect to $P_0$.

Taking the boundedness property in Lemma 1 into account, we obtain

$$g_c(x, y) \leq \log \left( \frac{2C_q}{q_0(x, y)} \right) = \log(2C_q) - \log(q_0(x, y)).$$

Obviously, $g_c(x, y) \geq -\log(2)$. Therefore,

$$|g_c(x, y)| \leq \max \{\log(2), |\log(2C_q)| + |\log(q_0(x, y))|\} \leq \log(2) + |\log(C_q)| + |\log(q_0(x, y))|.$$  \hspace{1cm} (44)

Because the inequality is independent of $c$, we have

$$G(x, y) \leq \log(2) + |\log(C_q)| + |\log(q_0(x, y))|,$$

$$\mathbb{E}[G(X, Y)] \leq \log(2) + |\log(C_q)| + \mathbb{E}[|\log(q_0(X, Y))|].$$  \hspace{1cm} (45)

Now consider the last term in Eq. (45):

$$\mathbb{E}[|\log(q_0(X, Y))|] = \int_{D_x \times \mathbb{R}} |\log (q_0(x, y))| p_0(x, y) dx dy$$

$$= \int_{D_x} \left( \int_{\mathbb{R}} |\log (q_0(x, y))| q_0(x, y) dy \right) f_X(x) dx.$$  \hspace{1cm} (46)

Through a change of variables, the integral within the parenthesis of Eq. (46) can be calculated as

$$B(x) = \int_{\mathbb{R}} |\log (q_0(x, y))| q_0(x, y) dy = \int_0^1 \left| \log \left( \frac{\lambda_2}{u^{\lambda_3-1} + (1-u)^{\lambda_4-1}} \right) \right| du,$$  \hspace{1cm} (47)

where $\lambda = \lambda^{PC}(x; c_0)$. According to Eq. (33), we have

$$B(x) \leq \int_0^1 \left| \log(\lambda_2) \right| + \left| \log \left( u^{\lambda_3-1} + (1-u)^{\lambda_4-1} \right) \right| du$$

$$\leq k_2 + \int_0^1 \max \left\{ \left| \log \left( u^{k} + (1-u)^{k} \right) \right|, \left| \log \left( u^{\overline{k}} + (1-u)^{\overline{k}} \right) \right| \right\} du,$$  \hspace{1cm} (48)

where

$$k_2 = \max \left\{ \left| \log \left( C_2 \right) \right|, \left| \log \left( C_2 \right) \right| \right\}, \quad \overline{k} = \min \left\{ C_3, C_4, C_4 - 1 \right\}, \quad \overline{k} = \max \left\{ C_3 - 1, C_4 - 1 \right\}.$$

Using the symmetry of the integrand, we get

$$B(x) \leq k_2 + 2 \cdot \max \left\{ \int_0^{\frac{1}{2}} \left| \log \left( u^{k} + (1-u)^{k} \right) \right| du, \int_0^{\frac{1}{2}} \left| \log \left( u^{\overline{k}} + (1-u)^{\overline{k}} \right) \right| du \right\}$$

$$\leq k_2 + 2 \cdot \left( \int_0^{\frac{1}{2}} \left| \log \left( u^{k} + (1-u)^{k} \right) \right| du + \int_0^{\frac{1}{2}} \left| \log \left( u^{\overline{k}} + (1-u)^{\overline{k}} \right) \right| du \right).$$  \hspace{1cm} (49)
Without loss of generality, we now study the property of the integral
\[
\int_0^\frac{1}{2} \left| \log \left( u^k + (1 - u)^k \right) \right| \, du. \tag{50}
\]

For \( k = 0 \), Eq. (50) is equal to \( \frac{1}{2} \log(2) \). For \( k > 0 \), we have \( u^k \leq (1 - u)^k \), and thus
\[
\int_0^\frac{1}{2} \left| \log \left( u^k + (1 - u)^k \right) \right| \, du \leq \int_0^\frac{1}{2} \left| \log \left( 2u^k \right) \right| \, du \leq \frac{1}{2} \log(2) - \int_0^\frac{1}{2} k \log(1 - u) \, du
= \frac{1}{2} \log(2) + \frac{k}{2} (1 - \log(2)). \tag{51}
\]

Through similar calculation, for \( k < 0 \), we have
\[
\int_0^\frac{1}{2} \left| \log \left( u^k + (1 - u)^k \right) \right| \, du \leq \int_0^\frac{1}{2} \left| \log \left( 2u^k \right) \right| \, du \leq \frac{1}{2} \log(2) + \int_0^\frac{1}{2} k \log(u) \, du
= \frac{1}{2} \log(2) + \frac{-k}{2} (\log(2) + 1). \tag{52}
\]

As a result, Eq. (50) is finite. More precisely,
\[
\int_0^\frac{1}{2} \left| \log \left( u^k + (1 - u)^k \right) \right| \, du \leq \frac{1}{2} \log(2) + \frac{|k|}{2} (\log(2) + 1). \tag{53}
\]

Equation (53) implies
\[
B(x) \leq k_2 + \log(2) + \left( |k| + |\overline{k}| \right) (\log(2) + 1) = C_B. \tag{54}
\]

By inserting Eq. (54) into Eq. (46), we obtain
\[
\mathbb{E} \left[ |\log(q_0(X, Y))| \right] \leq C_B. \tag{55}
\]

Then, according to Eq. (45), the envelope function \( G \) fulfills
\[
\mathbb{E} [G(X, Y)] \leq \log(2) + |\log(C_q)| + \mathbb{E} [\left| \log (q_0(X, Y)) \right|]
= \log(2) + |\log(C_q)| + C_B < +\infty. \tag{56}
\]

Since \( G \) is always positive according to its definition, Eq. (56) means \( G \in L_1(P_0) \). The continuity and the property of the envelope function \( G \) shown above allow applying [53, Lemma 3.10], which guarantees that \( G \) satisfies the uniform weak law of large numbers:
\[
\sup_{c \in \mathcal{C}} \left( \frac{1}{n} \sum_{i=1}^n g_c \left( X^{(i)}, Y^{(i)} \right) - \mathbb{E} [g_c(X, Y)] \right) \xrightarrow{P} 0. \tag{57}
\]

Finally, [54, Theorem 22] extends the convergence to \textit{almost surely}, which is the uniform strong law of large numbers.

Now, we have all the ingredients to prove Theorem 1.
Proof. Following [53, Lemma 4.1, 4.2], it can be easily shown that
\[ 0 \leq \int_{D_x} h^2(q_{\hat{c}}, q_0 | x) f_X(x) dx \leq 8 \left( \sum_{i=1}^{N} g_c(X^{(i)}, Y^{(i)}) - E[g_c(X, Y)] \right), \tag{58} \]
where the Hellinger distance is given by
\[ h^2(q_{\hat{c}}, q_0 | x) = \frac{1}{2} \int_{\mathbb{R}} \left( \sqrt{q_{\hat{c}}(x, y)} - \sqrt{q_0(x, y)} \right)^2 dy. \]
According to Lemma 2, Eq. (58) implies
\[ \int_{D_x} h^2(q_{\hat{c}}, q_0 | x) f_X(x) dx \xrightarrow{a.s.} 0, \tag{59} \]
which is called the Hellinger consistency.

We define the function
\[ R(c) = \int_{D_x} h^2(q_{\hat{c}}, q_0 | x) f_X(x) dx. \tag{60} \]
According to Lemma 1, \( \forall \hat{c} \in C \), the map \( c \mapsto (\sqrt{q_c} - \sqrt{q_0})^2 \) is continuous at \( \hat{c} \) for \( \forall x \in D_x \) and almost all \( y \in \mathbb{R} \). Since \( (\sqrt{q_c} - \sqrt{q_0})^2 \leq q_c + q_0 \), and \( \int_{\mathbb{R}} (q_c + q_0) dy = 2 < +\infty \), the map \( c \mapsto h^2(q_{\hat{c}}, q_0 | x) \) is continuous for all \( x \in D_x \), which is guaranteed by the generalized Lebesgue dominated convergence theorem. Similarly, the map \( c \mapsto R(c) \) is also continuous.

Without going into lengthy discussions, it can be shown that the GLD is not identifiable only for \( \lambda_3 = \lambda_4 = 1 \) and \( \lambda_3 = \lambda_4 = 2 \). In other words, by excluding two points in the \( \lambda_3 - \lambda_4 \) plane, different values of \( \lambda \) lead to different distributions. Note that the two exceptions are the only two cases where the corresponding distributions are uniform distributions. As a result, the last condition in Theorem 1 excludes the non-identifiable cases. Furthermore, \( \lambda^{PC}(x; c) \) are polynomials in \( x \) and linear in \( c \). Therefore, for \( c \neq \hat{c} \), \( \lambda^{PC}(x; c) \) and \( \lambda^{PC}(x; \hat{c}) \) are not identical for \( \mu \)-almost all \( x \in \mathbb{R}^M \), and thus for \( P_X \)-almost all \( x \in D_X \). Hence, there exists a set \( \Omega_x \) with \( P_X(\Omega_x) > 0 \) such that as long as \( c \neq c_0 \), \( h(q_{\hat{c}}, q_0 | x) > 0 \ \forall x \in \Omega_x \), which implies the uniqueness. Finally, combining Eq. (59) with the continuity and uniqueness of \( R(c) \), we have \( \hat{c} \xrightarrow{a.s.} c_0. \)