Crack-path selection in phase-field models for brittle fracture
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Abstract

This work presents a critical overview of the effects of different aspects of model formulation on crack path selection in quasi-static phase field fracture. We consider different evolution methods, mechanics formulations, fracture dissipation energy formulations, and forms of the irreversibility condition. The different model variants are implemented with common numerical methods based on staggered solution of the phase-field and mechanics sub-problems via FFT-based solvers. These methods mix standard approaches with novel elements, such as the use of bound-constrained conjugate gradients for the phase field sub-problem and a heuristic method for near-equilibrium evolution. We examine differences in crack paths between model variants in simple model systems and microstructures with randomly heterogeneous Young’s modulus. Our results indicate that near-equilibrium evolution methods are preferable for quasi-static fracture of heterogeneous microstructures compared to minimization and time-dependent methods. In examining mechanics formulations, we find distinct effects of crack driving force and the model for contact implicit in phase field fracture. Our results favor the use of a strain-spectral decomposition for the crack driving force but not the contact model. Irreversibility condition and fracture dissipation energy formulation were also found to affect crack path selection, but systematic effects were difficult to deduce due to the overall sensitivity of crack selection within the heterogeneous microstructures. Our findings support the use of the AT1 model over the AT2 model and irreversibility of the phase field within a crack set rather than the entire domain. Sensitivity to these differences in formulation was reduced but not eliminated by reducing the crack width parameter ℓ relative to the size scale of the random microstructures.
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1. Introduction

Phase field fracture [1, 2, 3] is a leading tool for investigating fracture in engineered [4, 5], geological [6], and biological materials [7]. By considering cracks as localized changes in a phase field variable, phase field fracture requires no explicit tracking of the crack front, and can thus simulate arbitrarily complex crack geometries. Phase field fracture is straightforward to generalize to different physical scenarios, with variants for dynamic [8, 9] and quasi-static [1] fracture and extensions that include plasticity [4, 10] and a variety of other multi-physics phenomena [6, 11, 12]. The development of phase field fracture over the last 20 years has even led to a variety of different models for even the relatively simple case of quasi-static brittle fracture (see reviews [2, 3]). For researchers interested in using phase field fracture, systematic comparisons of these models are valuable in determining what is physically appropriate for their system. However, such comparisons [2, 13, 14, 15, 16, 17] have so far focused on homogeneous systems, despite the growing number of phase field fracture studies that are explicitly interested in the effects of material heterogeneity [15, 19, 20, 21, 22]. The present study seeks to address this gap by focusing on how different
phase field fracture formulations affect crack paths in a set of randomly generated, elastically heterogeneous two-dimensional (2-D) microstructures.

Our interest in crack paths is motivated by the problem of predicting the geometry of fracture surfaces. Fracture surfaces are known to exhibit self-affine scaling [23, 24], and understanding this geometrical scaling has been a goal of modeling and simulation efforts for over 30 years (see e.g., Ref. [25] for a review). Models for fracture surface roughness in brittle materials [26, 27, 28, 25] consider the evolution of a sharp crack via propagation laws based on solutions to the stress field around the crack obtained from linear elastic fracture mechanics (LEFM) [29]. In such models, the crack propagates in the direction indicated by the principle of local symmetry, in which the direction in which the stress intensity factor for mode II (in-plane shear) $K_{II}$ is zero [30, 31], when Griffith’s criteria [32] is met in this direction. That is, when the elastic energy $G$ that would be released by extending the crack by a unit distance exceeds a critical value $G_c$. Other criteria for the direction and onset of crack growth exist, but differences between them are minimal for isotropic materials [33, 34]. The stress distributions obtained from LEFM enable analytical predictions [26, 27, 25] and efficient simulations [28, 35], but only for systems where the elasticity problem is analytically tractable, for example when elastic properties are uniform or their effects can be abstracted into a noise term acting on the crack path.

Phase field fracture is more general than these sharp-crack evolution models in that it can simulate crack nucleation and branching in addition to propagation, and it is not limited to systems where LEFM can be applied. The formulation of Ref. [1] from which most contemporary phase field fracture formulations originate was proposed as a regularization of the variational approach to fracture [36], in which the crack growth criterion $G > G_c$ is recovered via variational principles from an energy functional containing both the stored elastic energy (dependent on the phase field and strain field) and the energy dissipated during propagation of the crack (dependent only on the phase field). This fracture dissipation energy contains a diffuse interface approximation for the crack measure that $\Gamma$-converges as a crack width parameter $\ell$ goes to zero [37, 38]. This approximation was originally proposed by Ambrosio and Tortorelli [37] for the Mumford-Shah image segmentation problem. The limit $\ell \to 0$ was also investigated via matched asymptotic analysis by Hakim and Karma [39], who confirmed agreement with the principle of local symmetry for propagation through isotropic materials and considered anisotropic fracture toughness via simulations. In addition to describing crack propagation, phase field fracture models have been shown to describe crack nucleation in a way that accurately matches experimental systems with stress concentrations and singularities [15]. Phase field fracture has also been interpreted as a form of continuum damage model [40, 41], which provides a physical interpretation to evolution of the phase field away from a crack.

While most studies point to agreement between phase field fracture and classical theories, there are certain scenarios and formulations that are known to result in behavior that is non-physical in the context of brittle fracture. One example is the possibility for interpenetration of crack faces and crack nucleation in compression in the initial model of Bourdin et al. [1]. Multiple formulations were subsequently proposed to restrict the driving force for fracture to tensile or shear conditions and to enforce some form of elastic contact between crack faces [12, 43, 11, 15, 17] (see also Ref. [3] for a review). These include non-variational formulations [2], in which the governing equations for the strain field and phase field do not correspond to the same energy functional. A second example concerns the form of the fracture dissipation energy in the original model of Ref. [1], in which the phase field evolves even at low stresses leading to the lack of a purely elastic phase prior to fracture [10]. An alternative formulation with an elastic phase leads to an improved description of crack nucleation compared to experiments [15]. A related third example is the irreversibility of crack growth: constraining the entire evolution of the phase field to be irreversible, as opposed to a crack set [1, 46], can lead to poor $\Gamma$-convergence [14].

In this work, we consider formulations of the elastic energy, fracture dissipation energy, and irreversibility condition as three ‘dimensions’ in which models for quasi-static fracture can vary. As a fourth ‘dimension’, we also consider the method for evolving the phase field. We consider three types of evolution method: minimization [1, 17, 48], time-dependent evolution [45, 49], and near-equilibrium (e.g., path-following [50, 51, 52]) methods. To our knowledge, our study is the first comprehensive comparison between all three of these evolution methods for quasi-static phase field fracture.

The different formulations considered in this work are simulated within a common numerical and compu-
tational framework. Our solvers weakly couple the phase field and elasticity sub-problems, a relatively common approach in phase field fracture (see e.g., Refs. [1, 53, 52]). The phase field and elasticity sub-problems are discretized using spectral methods [54, 55] that make use of fast Fourier transforms (FFTs), although our approach differs in certain technical aspects from previous FFT-based implementations [56, 57, 58]. Notably, we apply a bound-constrained conjugate gradients algorithm [59] to solve for the phase field while constraining it to evolve irreversibly. Our example of a path-following method is also novel for phase field fracture, and its attributes compared to previous methods [50, 51, 52] will be briefly discussed. Overall, this work is focused on comparing model formulations with respect to crack path selection, and other questions about the relative suitability of our methods are left to future work.

2. Background

Phase field fracture models simulate damage and fracture via the evolution of the phase field \( \phi \) within the entire \( d \)-dimensional domain. There are multiple approaches to determining this evolution, but they all at some level involve solving partial differential equations for \( \phi \) and the displacement or strain field. The phase field represents both local degradation of the elastic properties of the material and the dissipation of energy due to disruption of bonds in the material via damage or formation of a crack. During fracture, evolution of the phase field becomes localized around one or more \((d - 1)\)-dimensional cracks. In order to avoid healing damage or cracks that developed at previous steps, evolution of \( \phi \) must be constrained to be irreversible, either throughout the entire domain [53, 40] or within a crack set where \( \phi \) has reached some critical value [1]. Phase field fracture models are formulated such that \( \phi \) varies smoothly between its fully damaged state (e.g., \( \phi = 1 \)) at a crack center and its value in the bulk material (e.g., \( \phi = 0 \)). This regularity around the crack provides phase field fracture with a degree of independence from its spatial discretization [41, 14], provided that the discretization elements are sufficiently small relative to the length scale over which \( \phi \) decays. The capability to simultaneously nucleate and evolve multiple cracks independently of the spatial discretization makes phase field fracture a promising method for investigating crack path selection.

2.1. Free energy functional

The usual starting point for describing phase field fracture models is a free energy functional. For quasi-static brittle fracture, this functional has two parts,

\[
F[\phi, \mathbf{u}] := F_e[\phi, \mathbf{u}] + F_f[\phi],
\]

where \( \mathbf{u} \) is the displacement vector, \( F_e \) is the stored elastic energy, and \( F_f \) is the energy dissipated during fracture. Here and in the following we use bold-faced symbols for vectors and square brackets to indicate functional dependence. The elastic energy \( F_e[\phi, \mathbf{u}] \) is simply the integral over the domain of the elastic energy density \( \psi(\phi, \varepsilon) \) for a material point with phase field \( \phi \) and strain \( \varepsilon = \nabla \mathbf{u} \), where \( \nabla_s \) denotes the symmetrized gradient \( \nabla_s \mathbf{u} = (\nabla \mathbf{u} + \nabla^T \mathbf{u})/2 \),

\[
F_e[\phi, \mathbf{u}] := \int_\Omega \psi(\phi, \varepsilon(\nabla \mathbf{u})) \, dx,
\]

where \( \Omega \) denotes the \( d \)-dimensional simulation domain \( \Omega \subset \mathbb{R}^d \) and \( \mathbf{x} \in \Omega \). In the simplest choice for \( \psi(\phi, \varepsilon) \), the classical small-strain elastic energy density for an isotropic solid is multiplied by a quadratic degradation function \( h(\phi) = (1 - \phi)^2 \) [1, 40],

\[
\psi(\phi, \varepsilon) = \frac{1}{2} \left( \lambda \text{tr}(\varepsilon)^2 + 2\mu \sum_{i=1}^{d} \sum_{j=1}^{d} \varepsilon_{ij}^2 \right) h(\phi),
\]

where \( \text{tr}(\varepsilon) \) is the trace of \( \varepsilon \) and \( \lambda \) and \( \mu \) are the Lamé parameters: \( \mu = E/(2 + 2\nu) \) and \( \lambda = E\nu/(1 - \nu - 2\nu^2) \) in terms of the Young’s modulus \( E \) and Poisson’s ratio \( \nu \). The degradation function \( h(\phi) \) is equal to unity in the undamaged state, \( h(0) = 1 \), and zero in the fully damaged state at the crack center, \( h(1) = 0 \). It also
has a derivative of zero at the fully damaged state, \(h'(1) = 0\), which means that there is no driving force for further increases in \(\phi\) beyond \(\phi = 1\). The elastic energy density \(\psi(\phi, \varepsilon)\) is non-convex in \(\phi\) and \(\varepsilon\) when they are considered together, but convex in each when the other variable is held constant. The model in Eq. \((3)\) is referred to as isotropic because it does not distinguish between tensile and compressive strain states \([11, 15]\). Thus, a crack in this model would be stress-free even under compressive strains where a contact stress would be expected physically.

In order to account for the asymmetric response of a crack to tension vs. compression, the elastic energy density is typically split into two terms: \(\psi^+_0(\varepsilon)\), which is affected by the degradation function \(h(\phi)\), and \(\psi^-_0(\varepsilon)\), which is not,

\[
\psi(\phi, \varepsilon) := \psi^+_0(\varepsilon)h(\phi) + \psi^-_0(\varepsilon).
\]

(Note that the isotropic model in Eq. \((3)\) also fits this schema with \(\psi^-_0 = 0\).) In this work we consider the strain-spectral split of Miehe et al. \([53]\) and the volumetric-deviatoric split of Amor et al. \([42]\), both formulated for an otherwise isotropic material. These are two of the most widely studied tension/compression splits (see, e.g., Refs. \([2, 3, 60, 44, 16, 17]\)).

The total dissipated fracture energy \(F_f\) is formulated to approximate its theoretical equivalent for a sharp crack,

\[
F_{f,\text{sharp}} := \int_{\Gamma} G_c \, dH^{d-1},
\]

where \(\Gamma\) is the set corresponding to a sharp crack, \(H^{d-1}\) is the \(d-1\)-dimensional Hausdorff measure (equivalent to length for \(d = 2\) or area for \(d = 3\) for sufficiently regular \(\Gamma\)), and \(G_c\) is the critical energy release rate, the energy dissipated when \(\Gamma\) is extended by a unit of \(H^{d-1}\) under equilibrium conditions. Phase field models approximate \(F_{f,\text{sharp}}\) via an elliptic functional in \(\phi\) \([37, 1, 46]\),

\[
F_f[\phi] := \frac{G_c}{\ell c_w} \int_{\Omega} \left[ f(\phi) + \ell^2 |\nabla \phi|^2 \right] \, dx,
\]

where \(\ell\) is a length scale that determines the width of the diffuse crack, and \(c_w\) is a constant that takes different values depending on the form of \(f(\phi)\) to ensure that \(F_f\) evaluates to \(G_c\) for an ideal phase field crack with unit \(\Gamma\). The actual increment in \(F_f\) corresponding to an unit increment in \(\Gamma\) is usually larger than \(G_c\) in practice, for example due to numerical error \([14, 62]\). For systems in which we can easily measure \(\Gamma\), we denote this ‘true’ energy release rate by \(G = dF_f/\, dH^{d-1}\).

We consider two forms for the local fracture energy density term \(f(\phi)\) \([40, 48]\).

\[
\text{(AT1): } f(\phi) = \phi, \quad c_w = 8/3; \quad \text{(AT2): } f(\phi) = \frac{1}{2} \phi^2, \quad c_w = 2.
\]
In combination with the quadratic degradation function \( h(\phi) = (\phi - 1)^2 \), these forms of \( f(\phi) \) correspond to the AT1 and AT2 models considered in Refs. [15, 10]. The ‘AT’ designation refers to Ambrosio and Tortorelli [37], who provided a method to prove \( \Gamma \)-convergence of \( F_f \) to \( F_{f,\text{sharp}} \) in the limit \( \ell \to 0 \). The AT2 model corresponds to the original phase field fracture model proposed by Bourdin et al. [1], while AT1 was proposed subsequently by Pham et al. [40]. The AT1 and AT2 models result in different optimal profiles of \( \phi(x) \) for a 1-D crack [40, 10]:

\[
\begin{align*}
\text{(AT1)} : \quad \phi(x) &= \left( 1 - \frac{|x-x_0|}{2\ell} \right)^2, \\
\text{(AT2)} : \quad \phi(x) &= \exp \left\{ -\frac{|x-x_0|}{\ell} \right\},
\end{align*}
\]

where \( x_0 \) denotes the center of the crack.

During simulations with the AT2 model, the phase field increases as soon as \( \psi_0^+ \) becomes non-zero, which prevents truly elastic behavior and leads to delocalized evolution of \( \phi \) far from the eventual crack [10]. This delocalized evolution results in a worse description of crack nucleation in systems that lack a strongly singular stress concentration compared to the AT1 model [15], which retains a linear elastic response until the onset of fracture. The principal disadvantage of the AT1 model is that it is ill posed unless a constraint is imposed on \( \phi \) throughout the entire domain: either the irreversibility constraint must be enforced throughout the entire domain or another constraint (e.g., \( \phi \geq 0 \)) must be added where the irreversibility constraint is not enforced. The AT2 model has no such requirement due to \( f(\phi) \) being strictly convex.

Enforcing irreversible evolution of \( \phi \) in the entire domain has been found to negatively affect \( \Gamma \)-convergence of \( F_f \) with the AT2 model due to the delocalized evolution of \( \phi \) prior to fracture [14]. Thus, works with the AT2 model often limit the irreversibility constraint to a crack set of points with \( \phi \) greater than some threshold value [11, 65]. To provide consistent notation between these constraints, we define two variants of a constraining field \( \phi_{\text{con}}(\phi) \),

\[
\begin{align*}
\text{(crack-set): } \phi_{\text{con}}(\phi) &= \begin{cases} 
\phi & \text{if } \phi \geq 0.9, \\
0 & \text{otherwise},
\end{cases} \quad \text{(damage): } \phi_{\text{con}}(\phi) &= \phi.
\end{align*}
\]

where the crack set has been approximated as the set of points where \( \phi(x) > 0.9 \) and the ‘damage’ name refers to the prevalence of irreversibility in the entire domain in interpretations of phase field fracture as a damage model [15, 11]. The irreversibility constraint can then be written as \( \phi - \phi_{\text{con}} \geq 0 \), where \( \phi_{\text{con}} \) is obtained from Eq. (12) based on a previous iterate for \( \phi \). The choice of previous iterate differs between evolution methods.

We may now write the overall energy functional for the phase field fracture model as

\[
F(\phi, u) = \int_\Omega \psi(\phi, \varepsilon(\nabla u)) + \frac{G_e}{c_{\text{ew}}} \left( \frac{f(\phi) + \ell^2 |\nabla \phi|^2}{2} \right) \, dx,
\]

This work will focus on the choices of \( f(\phi) \) in Eq. (9) and the choices of \( \psi(\phi, \varepsilon) \) described in Eqs. (3)-(10). This selection of formulations is intended to represent the simplest and most commonly used formulations for quasi-static brittle fracture, and is not comprehensive. See for example Refs. [10, 63, 3, 64] for alternative forms of the local fracture energy density \( f(\phi) \) and degradation function \( h(\phi) \), Ref. 65 for a form of \( F_f \) incorporating the Laplacian of \( \phi \), and Refs. [60, 16, 17] for alternative decompositions of the elastic energy density \( \psi(\phi, \varepsilon) \).

Instead of \( F \) itself, evolution methods use \( F_\phi \) and \( F_u \), respectively the variational derivatives of \( F \) with respect to \( \phi \) and \( u \). For \( F \) as written in Eq. (13), these variational derivatives are

\[
F_\phi = h'(\phi) \psi_0^+(\varepsilon) + \frac{G_e}{c_{\text{ew}}} \left( f'(\phi) - \ell^2 \nabla^2 \phi \right),
\]

\[
F_u = -\nabla \cdot \sigma, \quad \sigma = \frac{\partial \psi(\varepsilon, \phi)}{\partial \varepsilon}.
\]
where the symmetrization operator $\partial \varepsilon / \partial \nabla u$ has no effect for the choices of $\psi(\varepsilon, \phi)$ considered here. Like the energy density itself, the stress can be expressed as a splitting of two terms modified by the degradation function $h(\phi)$,

$$\sigma = \partial \psi^+_0 \partial \varepsilon h(\phi) + \partial \psi^-_0 \partial \varepsilon h(\phi) = \sigma^+_0 h(\phi) + \sigma^-_0.$$  \hfill (16)

The stress decompositions for the isotropic, strain-spectral, and volumetric-deviatoric models are then

(isotropic): $\sigma^+_0 = \lambda I \text{tr}(\varepsilon) + 2 \mu \varepsilon_{ij}$, $\sigma^-_0 = 0$ \hfill (17)

(strain-spectral): $\sigma^+_0 = \sum_{\alpha=1}^d \left( \lambda \langle \text{tr}(\varepsilon) \rangle_\alpha + 2 \mu \langle \varepsilon_{\alpha} \rangle_\alpha \right) n^\alpha \otimes n^\alpha$, $\sigma^-_0 = \frac{1}{3} K I \langle \text{tr}(\varepsilon) \rangle_\alpha$ \hfill (18)

(volumetric-deviatoric): $\sigma^+_0 = \frac{1}{3} K I \langle \text{tr}(\varepsilon) \rangle_\alpha + 2 \mu \left[ \varepsilon - \frac{1}{3} I \langle \text{tr}(\varepsilon) \rangle_\alpha \right]$, $\sigma^-_0 = \frac{1}{3} K I \langle \text{tr}(\varepsilon) \rangle_\alpha$, \hfill (19)

where $n^\alpha$ is the $\alpha$-th eigenvector of $\varepsilon$, $\otimes$ denotes the outer product, $0$ is the $d \times d$ matrix with all entries equal to zero, and $I$ is the $d \times d$ identity matrix.

Under a variety of circumstances, it can be convenient to change the terms $\partial \psi / \partial \phi$ and $\partial \psi / \partial \varepsilon$ in Eqs. (14) and (15), respectively, such that they no longer represent derivatives of the same energy density $\psi$. The term $\partial \psi / \partial \phi$ has become known as the crack driving force [60, 66]. The different forms of the stress affect the mechanical response of the crack and other regions with non-zero $\phi$. For this reason, we refer to forms of $\partial \psi / \partial \varepsilon$ as contact models, even if they fail to reproduce realistic contact physics [42, 44, 17]. The earliest example of a non-variational phase field fracture model may be the use of a history function in place of $\psi^+_0$ in the crack driving force in order to satisfy a damage-type irreversibility condition [53, 18]. Ambati et al. [2] proposed using the crack driving force from the strain-spectral split, Eq. (5), with the stress-free contact model from the isotropic formulation, Eq. (3), to save on computational effort. Other works have proposed non-variational forms of the crack driving force to better approximate experimental strength surfaces [63, 66] and crack paths [61]. In this work, we will only consider crack driving forces and contact models derived from the energy densities in Eqs. (3)-(6), but we will consider non-variational combinations of crack driving forces and contact models.

2.2. Evolution methods

We can consider three main types of models for the evolution of $\phi$ during quasi-static brittle fracture [2, 3]: minimization [1], time-dependent evolution [8, 53, 45], and near-equilibrium or path-following evolution [50, 51, 52].

In the minimization approach, the functional $F[\phi, \varepsilon]$ is minimized with respect to $\phi$ and $u$ [1],

$$\phi, u = \arg \min_{\phi', u'} F[\phi', u'].$$

This minimization is complicated by the non-convexity of the $\psi(\phi, \varepsilon)$ term in $F$, which, depending on the method used, may result in non-convergence [47, 68, 69] or convergence to a local rather than a global minimizer [47]. Bourdin [47] discusses the issue of global vs. local minimizers in depth and provides a backtracking method for finding global minimizers. However, in subsequent literature it has been common to accept the local minimizers resulting from a particular optimization algorithm as the solution. [68, 2, 67, 69, 70, 51, 57], although finding an ensemble of local minimizers has also been proposed [71]. Finding a local minimizer amounts to finding $\phi$ and $u$ that satisfy the Karush-Kuhn-Tucker optimality conditions [40], namely the stationary condition for $u$,

$$F_u = 0,$$ \hfill (21)

the stationarity and dual feasibility conditions for $\phi$,

$$F_\phi \geq 0,$$ \hfill (22)
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the irreversibility condition on $\phi$ (primal feasibility),

$$\phi - \phi_{\text{con.}} \geq 0$$  \hspace{1cm} (23)

and the complementary slackness condition for $\phi$,

$$F_\phi (\phi - \phi_{\text{con.}}) = 0,$$  \hspace{1cm} (24)

where $\phi_{\text{con.}}$ is based on the previous minimization result. Minimization allows brutal fracture where a minimization step results in a discontinuous change in $\phi$, often corresponding to sudden propagation of a crack through the domain [36, 1, 47, 48]. For such cases, the irreversibility constraint plays a much smaller role compared to other evolution methods. Typical solution methods for minimization are Newton-based monolithic schemes [68, 67, 69, 70, 46] and alternating minimization (AM), in which the solver alternates between solving Eq. (21) with $\phi$ held constant and Eqs. (22)-(24) with $u$ held constant until a convergence criterion is reached [1, 47, 72, 2, 69].

Time-dependent evolution, the second type of evolution method, can be interpreted either as a viscous regularization of the minimization method [45] or a Ginzburg-Landau-type gradient flow [73, 49],

$$\eta \frac{\partial \phi}{\partial t} \geq -F_\phi,$$  \hspace{1cm} (25)

where $\eta$ is a viscosity parameter. The displacement field is governed by Eq. (21), the irreversibility condition Eq. (23) is applied with $\phi_{\text{con.}}$ based on the previous time step, and the equivalent of the complementary slackness condition, Eq. (24), is

$$\left(\eta \frac{\partial \phi}{\partial t} + F_\phi \right) (\phi - \phi_{\text{con.}}) = 0.$$  \hspace{1cm} (26)

Unlike minimization-based methods, the time-dependent method regularizes brutal fracture: in the limit of continuous time evolution, the time-dependent method results in ‘progressive’ fracture where $\phi$ changes continuously between steps [73, 49]. Like the choice of a specific algorithm in the minimization method, the time-dependent method evolves along a specific pathway for energy dissipation and crack growth during fracture [48]. However, even if the minimization method is applied with an iterative algorithm similar in form to Eq. (25), it would still be mathematically distinct from the time-dependent method because it enforces irreversibility based on the initial state of the minimization algorithm, rather than the previous update. In this sense, the staggered method proposed by Miehe et al. [53], in which the irreversibility condition is updated after a single iteration of the alternating minimization algorithm, can be interpreted as a time-dependent method in the limit of zero viscosity, $\eta \to 0$. We note that the time-continuous crack path will only be affected by $\eta$ if there is another source of time dependence in the system (e.g., in the loading conditions). If there is no other time dependence, then $\eta$ can be combined with the discrete time step $\Delta t$ into a numerical parameter $\Delta t / \eta$, where low $\Delta t / \eta$ corresponds to less evolution per step.

The third type of evolution model is what we call near-equilibrium methods. The reason fracture simulations do not tend to remain near equilibrium is illustrated by linear elastic fracture mechanics, which predicts that for a crack in Mode I loading, the energy release rate $G$ increases linearly as a function of crack length [29, 74]. Thus, once a crack starts to grow, $G$ will continue to increase beyond $G_c$, drawing the system further from equilibrium. Similar behavior is widely seen in mechanical systems with strain-softening properties, and is referred to as snap-back [75, 52] due to the simultaneous decreases in stress and strain on an equilibrium stress-strain plot. If the reduction in loading did not occur, the system would be far from equilibrium in an overstressed state. (One could also refer to this state as overstrained, but ‘overstrained’ is associated with plasticity moreso than fracture [76]). Overstress is known to affect crack morphology and dissipated energy in experiments [77] and simulations of dynamic fracture [62]. We define near-equilibrium methods as methods where the loading conditions are adapted during evolution to remain near equilibrium, leading to progressive crack growth in which the irreversibility condition is applied between steps.

The main category of near-equilibrium method is known as path-following or arc-length control methods. In these methods, $F$ is minimized subject to a constraint that a quantity that increases monotonically during
fracture (e.g., dissipated energy [78, 50, 51] or crack set measure [52]) must increase by a fixed amount $\Delta \tau$. To provide the additional degree of freedom to satisfy this constraint, the applied boundary conditions are allowed to vary, typically via a single scaling parameter. The augmented system, composed of the original constrained minimization problem plus the path-following constraint, models progressive fracture along a path that is as close as possible to satisfying the equilibrium conditions, Eqs. (21)-(24), given the discrete increment in the control parameter $\tau$.

Near-equilibrium behavior can be recovered in other evolution methods through specific choices of geometry and/or boundary conditions. For instance, Hossain et al. [72] proposed a ‘surfing’ boundary condition in which crack growth via any evolution method is self-limiting. These surfing boundary conditions consist of Dirichlet conditions on the displacements based on the LEFM solution for a crack tip at a given location; propagation is then driven by increasing the magnitude of the displacements and/or translating the imposed crack tip location. A large pre-existing crack normal to the loading direction will also limit snap-back by limiting the amount by which crack propagation can increase $G$ [29].

3. Methods

3.1. Sub-problem solution methods

In this work, we consider numerical approaches in which the phase field and elasticity sub-problems are weakly coupled in that separate linear-algebraic problems are solved for each sub-problem. This can simplify implementation by allowing the use of standalone mechanics and/or phase field codes developed for other problems, albeit usually at the cost of performance compared to ‘monolithic’ methods that solve both fields simultaneously [67]. In our case, weak coupling makes it easier to apply FFT-based preconditioning for the elasticity problem, which improves computational performance and enables scalability.

We solve the elasticity sub-problem via a Fourier Galerkin scheme and the phase field sub-problem via a Fourier collocation scheme. Both of these schemes employ the same representations of the fields in real and Fourier space. In the Fourier Galerkin scheme, trigonometric polynomials are used as test functions and a quadrature rule is applied to solve the equations in weak form. In the collocation scheme, a trigonometric projection operator is applied to the governing equations resulting in an expression for the strong form of the governing equations/inequalities at each grid point [54].

Following [55], we consider a 2-D domain $\Omega$ centered at the origin with lengths $L_x$ and $L_y$ in the $x$ and $y$ directions: $\Omega = [-L_x/2, L_x/2] \times [-L_y/2, L_y/2] \subset \mathbb{R}^2$, with area $|\Omega| = L_x L_y$. To discretize this domain, we define a regular 2-D grid. We denote the size of the grid by the vector $N = (N_x, N_y) \in \mathbb{N}^2$, where $N_x$ and $N_y$ are the numbers of points in each direction and $|N| = N_x N_y$ is the total number of grid points. We can then define a set of grid point indices as

$$Z_N^2 = \left\{ \mathbf{k} = (k_x, k_y) \in \mathbb{Z}^2 : \frac{-N_x}{2} < k_x < \frac{N_x}{2}, \frac{-N_y}{2} < k_y < \frac{N_y}{2} \right\}.$$  

(27)

The vector of coordinates $\mathbf{x}$ for the grid point corresponding to index $\mathbf{k}$ is

$$\mathbf{x}^{\mathbf{k}} = \left( \frac{k_x L_x}{N_x}, \frac{k_y L_y}{N_y} \right).$$  

(28)

Likewise, the wavevector $\mathbf{q}$ corresponding to index $\mathbf{k}$ is

$$\mathbf{q}^{\mathbf{k}} = \left( \frac{k_x}{L_x}, \frac{k_y}{L_y} \right).$$  

(29)

Now we define the space of trigonometric polynomials,

$$\mathcal{T}_N = \left\{ \sum_{\mathbf{k} \in \mathbb{Z}_N^2} c_\mathbf{k} e^{2\pi i \mathbf{q}^{\mathbf{k}} \cdot \mathbf{x}} : c_\mathbf{k} \in \mathbb{C}, \mathbf{k} \in \mathbb{Z}_N^2 \right\}.$$  

(30)
For a function \( v \in \mathcal{T}_N \), the coefficients \( \hat{v}_N \) of its trigonometric polynomial are determined by its discrete Fourier transform \( \mathcal{F}_N \),

\[
\mathcal{F}_N v(x^j) = \frac{1}{|N|} \sum_{j \in \mathbb{Z}_N^2} v(x^j) \exp \left( -2\pi i q^k \cdot x^j \right), \quad (j, k \in \mathbb{Z}_N^2) \tag{31}
\]

(The circumflex \( \hat{\cdot} \) is used hereafter to indicate the Fourier coefficients of a real-space field or operator.) Likewise, values of \( v_N \) at grid points \( x^j \) can be obtained by the inverse transform \( \mathcal{F}_N^{-1} \),

\[
\mathcal{F}_N^{-1} \hat{v}(q^k) = v(x^j) = \sum_{k \in \mathbb{Z}_N^2} \hat{v}(q^k) \exp \left( 2\pi i q^k \cdot x^j \right), \quad (j, k \in \mathbb{Z}_N^2). \tag{32}
\]

An additional property, relevant for the Fourier Galerkin scheme, is that an inner product of functions \( v, w \in \mathcal{T}_N \) over \( \Omega \) is exactly equal to the integration of their product by the trapezoidal method,

\[
\int_\Omega v(x)w(x) \, dx = \frac{|\Omega|}{|N|} \sum_{k \in \mathbb{Z}_N^2} v(x^k)w(x^k), \tag{33}
\]

when the numbers of grid points in each direction, \( N_x \) and \( N_y \), are both odd. For this reason, we only consider odd \( N_x \) and \( N_y \) here. C.f. Refs. [55, 79, 80] for the general case and additional details regarding this property.

### 3.1.1. Elasticity sub-problem

The elasticity sub-problem is solved by a Fourier Galerkin scheme with the strain field \( \varepsilon \) as the principal unknown. The strain field is considered to be \( \Omega \)-periodic, and it is decomposed as \( \varepsilon = \bar{\varepsilon} + \varepsilon^\ast \) into a constant term \( \bar{\varepsilon} = \frac{1}{|\Omega|} \int_\Omega \varepsilon \, dx \) and a polarization term \( \varepsilon^\ast(x) \) that is spatially varying and has zero mean, \( \int_\Omega \varepsilon^\ast \, dx = 0 \). Loading is applied by setting \( \bar{\varepsilon} \), leaving \( \varepsilon^\ast \) to be determined by the Fourier Galerkin scheme. The conditions to be satisfied are mechanical equilibrium,

\[
\nabla \cdot \sigma = 0 \quad \text{(see also Eq. (15))}, \tag{34}
\]

and compatibility of the spatially varying strain field \( \varepsilon^\ast \): \( \varepsilon^\ast = \nabla \cdot u^\ast \) for some \( \Omega \)-periodic displacement vector \( u^\ast \). Implicit in this definition of the compatibility condition is the fact that we are using a small-strain formulation of elasticity, which is typical for phase field fracture models.

The first step towards deriving the Fourier Galerkin scheme is the statement of the weak form of Eq. \( (34) \),

\[
\int_\Omega \delta \varepsilon^\ast : \sigma \, dx = 0, \tag{35}
\]

where \( \delta \varepsilon^\ast \) denotes a test function from within the space of compatible tensor fields and the stress \( \sigma \) is expressed in terms of \( \varepsilon \) in Eqs. \( (15) \text{--} (19) \). When \( \delta \varepsilon^\ast \) and \( \sigma \) are both members of \( \mathcal{T}_N^{2 \times 2} \), the space of rank-2 tensor fields with components in \( \mathcal{T}_N \), Eq. \( (33) \) implies that the weak form in Eq. \( (35) \) is equivalent to the following discrete integration:

\[
\frac{|\Omega|}{|N|} \sum_{k \in \mathbb{Z}_N^2} \delta \varepsilon^\ast(x^k) : \sigma(x^k) = 0. \tag{36}
\]

Since it is not known a priori if an arbitrary test function \( \zeta \in \mathcal{T}_N^{2 \times 2} \) is compatible, we decompose our compatible test function \( \delta \varepsilon^\ast \) into the convolution of an arbitrary test function \( \zeta \) with an operator \( G \) that projects it into the subspace of \( \mathcal{T}_N^{2 \times 2} \) consisting of compatible strain fields,

\[
\delta \varepsilon^\ast = \int_\Omega G(x-x')\zeta(x) \, dx'. \tag{37}
\]
This convolution is symmetric and sparse in Fourier space as the Fourier-space operator $\hat{G}$ is block diagonal (see e.g., Refs. [81, 55, 79, 82] for its precise form). Now, taking the discrete Fourier transform of Eq. (36) and substituting $\delta \varepsilon^* = \zeta : \hat{G}$, we have the following discretized weak form,

$$\frac{|\Omega|}{|N|^2} \sum_{k \in \mathbb{Z}_N^2} \hat{\zeta}_k : \mathbf{\hat{G}}^k : \mathbf{\hat{\sigma}}_k = 0. \quad (38)$$

which results in the nodal equilibrium equations

$$\mathbf{\hat{G}}^k : \mathbf{\hat{\sigma}}_k = 0. \quad (39)$$

The system of nodal equations for $\varepsilon^*$ may be non-linear, and thus we apply Newton’s method to solve for $\varepsilon^*$,

$$\varepsilon^{*}_{m+1} = \varepsilon^{*}_m + \theta_m, \quad (40)$$

where the Newton update $\theta_m$ at step $m$ is obtained by using conjugate gradients (CG) to solve

$$\mathbf{\hat{G}} : \mathbf{\hat{C}}_m : \theta_m = \mathbf{\hat{G}} : \mathbf{\hat{\sigma}}_m, \quad (41)$$

where $\mathbf{C}_m$ is the stiffness tensor $\mathbf{C} = \partial \sigma / \partial \varepsilon^*$ at step $m$. The stress $\mathbf{\hat{\sigma}}$ and the matrix product $\mathbf{\hat{G}} : \mathbf{\hat{\sigma}}$ are computed for each real-space grid point, taking into account any spatial differences in material properties. Then, their FFTs are taken in order to apply the projection operator $G$ in Fourier space. This numerical method is highly efficient due to the sparsity of the linear operations in real space (calculation of the stresses) and Fourier space (application of the projection operator) and the efficiency of the only dense operation, the FFT [55]. It also benefits from almost optimal conditioning [83, 80].

Overall, the mechanics sub-problem only differs between different mechanics models; it is unaffected by the choices of evolution method or fracture energy formulation $F_f$ considered here. For the three mechanics models we consider (isotropic, strain-spectral split, and volumetric-deviatoric split), forms of $\mathbf{C}$ are available in literature [61]. In all three cases, the nodal equations, Eq. (39), are solved to either a relative or absolute tolerance in the $L_\infty$ norm, $||f||_\infty = \max f$. Since $\mathbf{C}$ is linear in the isotropic model, the Newton iteration in Eq. (40) is terminated after a single step in which the linear problem in Eq. (41) is solved via CG to the final desired tolerance. For the strain-spectral split and volumetric-deviatoric split, a lower relative tolerance is used for CG solves for the Newton updates. Our simulations employ a plane-stress formulation in which the out-of-plane strains are not represented explicitly, meaning that we work in a reduced $2 \times 2$ representation of the strain.

3.1.2. Phase field sub-problem

The phase field $\phi$ is discretized in space by a Fourier collocation scheme employing the same space of basis functions $\mathcal{T}_N$ that the Galerkin scheme used for the components of $\varepsilon^*$. In this scheme, we solve the strong forms of the equations/inequalities (22)-(24) at each grid point $\mathbf{x}_k \in \mathbb{Z}_N^2$. The only term in these expressions that requires information from other grid points is the Laplacian $\nabla^2 \phi$ in $F_\phi$. To evaluate the Laplacian in this discretization, we define the collocation Laplacian $\nabla^2_N$,

$$\nabla^2_N g = -\mathcal{F}_N^{-1}||2\pi q||^2 F_N g, \quad g \in \mathcal{T}_N. \quad (42)$$

In addition to the spatial discretization, discretization in time is required for time-dependent evolution methods for the phase field. We implement the time-dependent evolution via a backwards Euler scheme,

$$\frac{\eta}{\Delta t} (\phi_n - \phi_{n-1}) \geq -F_\phi(\phi_n), \quad (43)$$

where $\Delta t$ is the time increment and $n$ is the index of the time increment. Time-independent formulations are considered by taking $\eta/\Delta t = 0$. Inequality (43) is linear in $\phi_n$ for the choices of $f(\phi)$ and $h(\phi)$ considered
where $J$ is the Jacobian matrix of Eq. (43),

$$J = \frac{\eta}{\Delta t} + h''(\phi)\psi^+ G = \frac{\ell^2}{\Delta t} \nabla_N^2,$$

in which $h''(\phi) = 2$ and $f''(\phi)$ is equal to zero for AT1 and 1/2 for AT2. The irreversibility constraint on the update $v_r$ is formulated as $v_r \geq v_{\text{con}}$, where $v_{\text{con}} = \phi_{r-1} - \phi_{\text{con}}(\phi_{r-1})$, with $\phi_{\text{con}}$ defined in Eq. (12).

We solve Eq. (44) subject to the irreversibility constraint and slackness condition using a bound-constrained conjugate gradients (BCCG) algorithm, specifically the enhanced BCCG(K) algorithm introduced by Vollebregt [39]. Convergence of this algorithm is not in general guaranteed; Vollebregt conjectured that it converges for non-negative matrices, but this is not the case for $J$ due to the Laplacian operator $\nabla_N^2$. Nevertheless, we find that it converges to the desired numerical tolerance in all cases explored here. In Algorithm 1 below, we provide a concise statement of the BCCG algorithm as implemented in our code.

**Algorithm 1**: Bound-constrained CG algorithm

1. Initialize solution vector $v^0$ (e.g., $v^0 = b$) and set $m = 1$
2. Set $v^0 := v_{\text{con}}$, where $v^0 < v_{\text{con}}$.
3. $v^0 := Jv^0 - b$
4. Set $i^0 := 0$ where both $v^0 = v_{\text{con}}$ and $r^0 > 0$
5. $p^0 := -v^0$
6. while $||r^{m-1}||_2 < \text{Tol}_P$ do
   7. $\alpha := \frac{r^{m-1} \cdot p^{m-1}}{||p^{m-1}||^2}$
   8. $v^m := v^{m-1} + \alpha p^{m-1}$
   9. Set $v^m := v_{\text{con}}$, where $v^m < v_{\text{con}}$.
   10. $r^m := Jv^m - b$
   11. Set $r^m := 0$ where both $v^m = v_{\text{con}}$ and $r^m > 0$
   12. $\beta := \frac{r^m \cdot (r^m - r^{m-1})}{(r^{m-1} \cdot p^{m-1})}$
   13. $p^m := -r^m + \beta p^{m-1}$
   14. Set $p^m := 0$ where both $v^m = v_{\text{con}}$ and $r^m > 0$
   15. $m := m + 1$
16. end

Notation in Algorithm 1 has been simplified from Eq. (44): we have dropped the time step/outer solver index $n$ from $v$ and we denote the RHS by $b = -F_\phi(\phi_{n-1})$. The definition of the active set (points where both $v^m = v_{\text{con}}$ and $r^m > 0$) makes use of the fact that the complementary slackness condition can be written in terms of $v$ and the residual $r = Jv - b$ as $(v - v_{\text{con}}) r = 0$. The notation in Algorithm 1 interprets $v$, $r$, $p$, $Jv$, and $Jp$ as vectors with the same length (i.e., $N_x N_y$), such that $r \cdot p$ is the conventional inner product and $||r||_2$ is the $\ell_2$ norm. The matrix $J$ is never represented explicitly, as only the matrix-vector products $Je$ and $Jp$ are used. These matrix-vector products are the most computationally intensive steps in Algorithm 1 because the collocation Laplacian requires fast Fourier transforms that take $\mathcal{O}(N \log N)$ time.

### 3.2. Evolution Algorithms

In this sub-section, we describe our implementations of the evolution methods from Section 2.2. The previous sub-section described separate sub-problems for determining the strain field given an applied average strain $\bar{\varepsilon}$ and $\phi$ and for determining $\phi$ given $\varepsilon$, the constraining field $\phi_{\text{con}}$, and the time step $\Delta t$. Each sub-problem is converged to a relative or absolute tolerance based on the $\ell_2$ norm of the residual. The evolution algorithms integrate these sub-problem solvers with methods that control or adapt $\varepsilon$ and $\Delta t$. 
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3.2.1. Alternating minimization

For our minimization approach, we employ the alternating minimization algorithm (Algorithm 2), in which the elasticity and phase field problems are solved separately one after the other. The system is solved to convergence for each strain increment, and the converged phase field for the previous strain increment is used for the irreversibility constraint of the current strain increment. The algorithm consists of an outer loop (index $s$) where $\bar{\varepsilon}$ is updated by a tensor-valued increment $\Delta \bar{\varepsilon}$ and an inner loop (index $n$) for the iterative minimization itself. The inner/minimization loop is considered converged when the difference in $\phi$ between consecutive inner iterations is less than a tolerance $Tol_{AM}$, where $\| \cdot \|_1$ is the $L^1$ norm, $\|f\|_1 = \frac{1}{|N|} \sum_{k \in Z^d} f(x^k)$. For the outer loop, the maximum number of strain steps $s_{\text{max}}$ is usually set such that a stiffness-based termination criterion is triggered first. This stiffness-based criterion, also used in the other evolution methods, is triggered when a measure of stiffness $C$, calculated as the ratio between the largest components of the average stress $\bar{\sigma}$ and the average strain $\bar{\varepsilon}$, falls below a reference value $C_{\text{broken}}$ that is intended to represent the crack passing through most or all of the domain (e.g., $C_{\text{broken}} \approx 0$).

Algorithm 2: Alternating minimization

1. Set $\varepsilon_{0,0} := \mathbf{0}$ everywhere
2. Solve phase field sub-problem for $\phi_{0,0}$ with $\varepsilon = \varepsilon_{0,0}$ and $\phi_{\text{con}}(\phi_{\text{init.}})$
3. for $s \in [1, 2, \ldots, s_{\text{max}}]$ do
4. \hspace{1em} $\bar{\varepsilon}_s := \bar{\varepsilon}_{s-1} + \Delta \bar{\varepsilon}$
5. \hspace{1em} while $\Delta \phi > Tol_{AM}$ do
6. \hspace{2em} Solve elasticity sub-problem for $\varepsilon_{s,n}$ with $\varepsilon = \bar{\varepsilon}_s$ and $\phi = \phi_{s,n}$
7. \hspace{2em} Solve phase field sub-problem for $\phi_{s,n+1}$ with $\varepsilon = \varepsilon_{s,n}$, $\phi_{\text{con}}(\phi_{s,0})$, and $\eta/\Delta t = 0$
8. \hspace{2em} $\Delta \phi := \|\phi_{s,n+1} - \phi_{s,n}\|_1$
9. \hspace{1em} $n := n + 1$
10. Set $\varepsilon_{s+1,0} := \varepsilon_{s,n-1}$ and $\phi_{s+1,0} := \phi_{s,n}$
11. Calculate $\bar{C}$ from $\varepsilon_{s+1,0}$ and $\phi_{s+1,0}$
12. if $\bar{C} < C_{\text{broken}}$ then
13. \hspace{1em} Break

3.2.2. Time-dependent evolution

The two main differences between the time-dependent evolution (Algorithm 3 below) and alternating minimization are that the factor $\eta/\Delta t$ is non-zero and $\phi_{\text{con}}$ is updated after each pair of sub-problem solves rather than after the convergence of an outer loop. Our implementation of this method limits the amount of crack growth per step by adapting $\Delta t$ via the inner while-loop in Alg. 3. Phase field sub-problem solves are only accepted once the time step $\Delta t$ has been lowered such that $\Delta \phi = \|\phi_{n+1} - \phi_n\|_1$ is less than an upper bound $(\Delta \phi)_{\text{max}}$, or it has reached its own lower bound $(\Delta t)_{\text{min}}$. The time step is allowed to increase again once $\Delta \phi < (\Delta \phi)_{\text{max}}$ up to a maximum of $(\Delta t)_{\text{max}}$, and we do not increment $\bar{\varepsilon}$ again until we have both a large time step $(\Delta t)_{\text{max}}$ and a small change in $\phi$ $(\Delta \phi < (\Delta \phi)_{\text{min}})$. This method is able to accommodate large changes in $\Delta t$ because nothing in our simulations depends on the value of $t$ itself. By incrementing $\bar{\varepsilon}$ independently of the value of $t$, this method avoids a type of strain-rate dependent overstress commonly observed in the literature [15, 20], but it can introduce a ‘stepping’ phenomenon into stress-strain curves when $\phi$ evolves significantly before fracture. These choices in the design of our time-discretized algorithm are intended to efficiently approach time-continuous fracture and thereby provide a clearer contrast with the near-equilibrium method, in which evolution is also limited by adaptive changes.
Algorithm 3: Time-discretized algorithm

1. Set $n := 0$, $\bar{\varepsilon}_0 := 0$, $\Delta t_0 := (\Delta t)_{\text{max}}$, and $C \gg C_{\text{broken}}$
2. while $C > C_{\text{broken}}$ do
   3. Solve elasticity sub-problem for $\varepsilon_n$ with $\bar{\varepsilon} = \bar{\varepsilon}_n$ and $\phi = \phi_n$ while True do
   4. Solve phase field sub-problem for $\phi_{n+1}$ with $\varepsilon = \varepsilon_n$, $\phi_{\text{con}}(\phi_n)$, and $\Delta t = \Delta t_n$
   5. if $\Delta \phi < (\Delta \phi)_{\text{max}}$ or $\Delta t_n \leq (\Delta t)_{\text{min}}$ then
     6. $\Delta t_n := 2\Delta t_n$
     7. Break
   else
      8. $\Delta t_n := \Delta t_n / 2$
   if $\Delta \phi < (\Delta \phi)_{\text{min}}$ and $\Delta t_n \geq (\Delta t)_{\text{max}}$ then
      9. $\bar{\varepsilon}_{n+1} := \bar{\varepsilon}_n + \Delta \bar{\varepsilon}$
     10. Set $\Delta t_{n+1} := \Delta t_n$ and calculate $C$ from $\varepsilon_n$ and $\phi_{n+1}$
11. $n := n + 1$

3.2.3. Near-equilibrium algorithm

Instead of a path-following algorithm where the entire problem is directly coupled to a path-following
constraint, we employ a heuristic algorithm that rescales $\varepsilon$ via an explicit formula intended to keep the
driving force for evolution of $\phi$ in Eq. (25), $-F_\phi$, at or below an upper bound $(-F_\phi)_{\text{max}}$. Algorithm 4
describes the overall control flow for our near-equilibrium evolution method, and the rescaling procedure is
in lines 4-10. The rescaling is done based on values of $-F_\phi$ and the crack driving force term $-h'(\phi)\psi_0^0(\varepsilon)$
at the grid point $x^*$ where $-F_\phi$ is at a maximum. Taking advantage of the fact that $\psi_0^0(\varepsilon)$ is degree-two
homogeneous in $\varepsilon$ (i.e., that $\psi_0^0(\gamma \varepsilon) = \gamma^2 \varepsilon$) in this small-strain context, line 8 solves for the scaling factor
$\gamma$ that sets $-F_\phi = (-F_\phi)_{\text{max}}$ at $x^*$ if the entire strain field undergoes the rescaling $\varepsilon_n = \gamma \varepsilon_n$ in line 10.
Homogeneity also explains why this rescaling produces valid solutions to Eq. (21): despite being highly
non-linear, the expressions for the stresses in Eqs. (18) and (19) are still degree-one homogeneous in $\varepsilon$. In
line 9, the maximum increase in a component of $\bar{\varepsilon}$ via rescaling is limited to be less than or equal to the the
largest component of the strain increment $\Delta \bar{\varepsilon}$. Lines 4-5 allow the rescaling to be triggered only after the
crack driving force term \(-h(\phi)\psi_0^+(\epsilon)\) reaches a threshold value.

**Algorithm 4:** Near-equilibrium algorithm

1. Set \( n := 0 \), \( \bar{\epsilon}_0 := 0 \), \( \phi_0 := \phi_{\text{init}} \), and \( C \gg C_{\text{broken}} \)
2. while \( C > C_{\text{broken}} \) do
   3. Solve elasticity sub-problem for \( \epsilon_n \) with \( \bar{\epsilon} = \bar{\epsilon}_n \) and \( \phi = \phi_n \)
   4. if \( \max \left[ -F_0(\phi_n, \epsilon_n) \right] > (-F_0)_{\text{max}} \) and \( \max \left[ -h(\phi_n)\psi_0^+(\epsilon_n) \right] > (-h\psi_0^+)_{\text{thresh}} \) then
      5. Flag := True
   6. if \( \max \left[ -F_0(\phi_n, \epsilon_n) \right] > (-F_0)_{\text{max}} \) and Flag is True then
      7. Find \( \mathbf{x}^* = \arg \max_{\mathbf{x}} \left[ -F_0(\mathbf{x}) \right] \)
      8. \( \gamma := \sqrt{\left( -F_0 \right)_{\text{max}} - \left[ -F_0(\phi_n, \epsilon_n) + h(\phi_n)\psi_0^+(\epsilon_n) \right]}^{\mathbf{x}^*} \)
      9. \( \gamma := \min \left( \gamma, 1 + \frac{\max(\Delta \phi)}{\max(\epsilon_n)} \right) \)
      10. Set \( \epsilon_n := \gamma \epsilon_n \) and \( \bar{\epsilon}_n := \gamma \bar{\epsilon}_n \)
   11. Solve phase field sub-problem for \( \phi_{n+1} \) with \( \epsilon = \epsilon_n \), \( \phi_{\text{con}}(\phi_n) \), and \( \Delta \mathbf{f} = (\Delta \mathbf{f})_{\text{max}} \)
   12. Calculate \( C_t \) from \( C_t \) and \( \phi_{n+1} \)
   13. if \( ||\phi_{n+1} - \phi_n||_1 < (\Delta \phi)_{\text{min}} \) then
   14. \( \bar{\epsilon}_{n+1} := \bar{\epsilon}_n + \Delta \bar{\epsilon} \)
   15. \( n := n + 1 \)

If \( \mathbf{x}^* \) remains the point with the largest value of \(-F_0\) after rescaling, then Algorithm 4 enforces an upper bound on \(-F_0\) within the entire system, limiting the extent to which it can be shifted out of equilibrium. It is not difficult to provide theoretical counterexamples where this bound would be violated, but such behavior was rarely observed during our simulations. We did observe snap-back events in the stress-strain curve that appeared to be spurious (e.g., during otherwise stable crack growth in a homogeneous domain), but these events temporarily inhibit the evolution of \( \phi \) and thus should not affect the crack path. Another concern is getting stuck in a cycle of loading and unloading with exclusively reversible evolution (e.g., with crack-set irreversibility), but this was not encountered in the simulations shown here. The relationship between \((-F_0)_{\text{max}}\) and global measures of evolution such as \( ||\phi_{n+1} - \phi_n||_1 \) is variable and dependent on both the choice of model parameters in \( F_0 \) and the grid resolution. Our approach is in some respects related to the staggered path-following method introduced by Singh et al. [52]; we would characterize our approach as being simpler to implement (since the strain is rescaled outside of the sub-problem solvers), but subject to the above drawbacks. A direct comparison of path-following approaches is outside the scope of this work.

### 3.3. Non-Dimensionalization and Simulation Parameters

Since this work is focused on comparing methods rather than examining a particular material system, we consider all dimensional quantities in terms of model parameters rather than physical units. We scale length by the regularization parameter \( \ell \). Per Eqs. [10] and [11], \( \ell \) is the inverse of the magnitude of the slope of \( \phi(x) \) at the crack center, and thus \( 2\ell \) can be considered an approximate width for the highly damaged ‘core’ of the crack. There are multiple energy densities that are relevant for scaling, but the most convenient are the fracture energy density \( G_c/\ell \) and a reference Young’s modulus \( E_0 = 10^4 G_c/\ell \). The high ratio of \( E_0/|G_c|/\ell \) is intended to ensure that fracture occurs at small strains. In our 2-D systems, integrated energies such as \( F_f \) are scaled by \( G_c\ell \). The characteristic time scale for the time-dependent models is \( \tilde{t} = \eta/(G_c/\ell) \).

We scale stresses and strains by the maximum values \( \sigma_M \) and \( \bar{\epsilon}_M \) that they could obtain in a homogeneous material with Young’s modulus \( E_0 \) [40]. In general, these quantities depend on the phase field fracture model (both AT1 vs. AT2 and the choice of mechanics model) and the applied loading. The most relevant case for this work is the AT1 model subject to a strain in which \( \bar{\epsilon}_{22} \) is positive and the only non-zero component. In this case, the mechanics models in Eqs. [3]-[6] behave identically, and we have

\[
\psi_0^+(\bar{\epsilon}_M)h'(0) = \frac{3G_c}{8\ell} f'(0)
\]  

(46)
and (∆t time dependent method additionally has (∆t with grid sizes that are respectively
N tensile fracture initiated at a small void. The second and third types of structure employ spatially varying
this method a periodic version of the standard single-edge notched tension and shear tests [2, 56] as well as
into which a crack or defect is incorporated via the initial condition of the phase field. We consider via
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The inverse Fourier transform is applied to the filtered \( \hat{\xi} \)
Gaussian distribution with zero mean and unit variance. We then apply a low-pass filter to eliminate Fourier
ξ and set to zero the Fourier components of \( \xi \) that have \( |q| > 2\pi/L_{\text{cut}} \).
\( \xi(q) := 0, \ \forall q : |q| < \frac{2\pi}{L_{\text{cut}}} \).
The inverse Fourier transform is applied to the filtered \( \xi \), resulting in a smoothly varying Gaussian random
field with zero mean. The remaining steps are different between the random field structure and the two-phase
structure.
For the random field structure, we multiply the filtered field by a scalar to achieve a specific target
standard deviation STD, and add one to achieve our target mean,
\[ \xi_r := \xi \frac{\text{STD}_t}{\text{STD}(\xi)} + 1, \]
where \( \text{STD}(\xi) \) denotes the standard deviation of \( \xi \) before rescaling. Since this procedure does not guarantee that \( \xi_r \) is greater than zero, we apply an algebraic sigmoid function to values of \( \xi_r \) less than one to smoothly enforce \( \xi_r \geq \xi_{\text{min}} \),

\[
\xi_r := \frac{|\xi_r| - 1}{|\xi_r| + (\xi_{\text{min}} - 1)^{10}} + 1, \quad \forall \xi_r < 1
\]

(52)

where \( \xi_{\text{min}} \) is a minimum value for \( \xi_r \), taken to be 0.01 here. This procedure results in a smooth, positive field \( \xi_r \) that is primarily characterized by the spectral cutoff wavelength \( L_{\text{cut}} \) and the target standard deviation \( \text{STD}_r \). It is no longer Gaussian-random due to Eq. (52), but that fact is of no consequence to the simulations.

For the two-phase structure, we threshold \( \xi \) at each point such that

\[
\xi_p := \text{sgn} \xi,
\]

(53)

where the sign function \( \text{sgn}(\cdot) \) indicates that \( \xi_p = 1 \) for positive \( \xi \), \( \xi_p = 0 \) for \( \xi = 0 \), and \( \xi_p = -1 \) for negative \( \xi \). To avoid ringing artifacts that can occur in spectral discretizations with discontinuous changes in properties between pixels, we smooth the segmented field \( \xi_p \) with a finite differences iteration based on the Allen-Cahn equation [86, 87].

This iteration can be expressed as

\[
\xi^{n+1}_k := \xi^n_k - 0.1 \left( \xi^3_k - \xi_k \right) + \left( 4\xi_k - \xi_{k-1} - \xi_{k+1} \right),
\]

(54)

for \( k \in \mathbb{Z}_N^2 \) (\( \xi \) at indices outside of \( \mathbb{Z}_N^2 \) is known based on periodicity) and \( n = 0, 1, 2, \ldots, 20 \). The iteration in Eq. (54) results in a structure consisting of two phases with \( \xi_p = -1 \) and \( \xi_p = 1 \) separated by a diffuse interface approximately \( 2\Delta x \) wide. This structure is then scaled to its final values according to

\[
\xi_p := a\xi_p + 1,
\]

(55)

where the scalar \( a < 1 \) determines the ratio \((a + 1)/(a - 1)\) of the Young’s moduli of the bulk phases.

We consider three realizations of the smooth random structure and two-phase structure at size \( L_x = L_y = 100\ell \) and two realizations of the two-phase structure at size \( L_x = L_y = 400\ell \). All of these structures have \( L_{\text{cut}} = 6\ell \). The smooth random structures have a target standard deviation for \( \xi \) of \( \text{STD}_r = 0.3 \), while the two-phase structures have \( a = 0.875 \), resulting in a ratio of 15 between the Young’s moduli of the phases. To investigate convergence of the crack path with respect to the ratio \( L_{\text{cut}}/\ell \) in already-generated structures, we upscale \((100\ell)^2\) structures via bivariate cubic spline interpolation. In this process, we use the SciPy RectBivariateSpline class to interpolate from a \( 513^2 \) grid (the original \( N_x = N_y = 511 \) grid plus extra layers of points to ensure periodicity) to a \( 1023^2 \) or \( 2047^2 \) grid corresponding respectively to a larger \((200\ell)^2\) or \((400\ell)^2\) domain and thus a larger value of \( L_{\text{cut}} \). The results below will typically present only a single realization for a given condition. Cases where observations do not generalize to the other realizations are specifically noted.

4. Results and Discussion

4.1. Evolution Method

In this sub-section, we consider the different evolution methods for phase field fracture and compare how they affect crack paths in elastically heterogeneous materials. To inform our discussion of the heterogeneous case (and to provide some validation for our numerical methods), we first examine simpler systems that are homogeneous except for a single crack or flaw. All fracture simulations in this chapter were carried out for the AT1 phase field formulation, damage-type irreversibility, the strain-spectral crack driving force (Eq. (17)), and the stress-free (isotropic) contact model (Eq. (17)).
4.1.1. Homogeneous Material

Consider a homogeneous domain of size \( L_x = L_y = 100\ell \) \((N_x = N_y = 511)\) with \( E = E_0 = 10^4G_c/\ell \) and \( \nu = 0.2 \). The crack was introduced into the initial condition of the phase field via a generalization of the analytical solution in Eq. (10),

\[
\phi_{\text{init}}(x) = \begin{cases}
(1 - \frac{1}{2\ell}||r(x)||_2)^2, & \text{if } ||r||_2 \leq 2 \\
0, & \text{otherwise}
\end{cases}
\]

(56)

where \( r = (\max(x - L_{\text{crack}}/2, 0), y) \) with \( L_{\text{crack}} = 50\ell \) the length of the crack. The small void was introduced using Eq. (56) and \( r = (x, y) \), making it effectively a crack with zero length. Uniaxial tensile strain was applied to this domain with increments of \( \Delta\varepsilon = \begin{cases} 0 & 0 \\ 0 & 10^{-4} \end{cases} \).

Figure 1 compares the initial conditions (ICs) for \( \phi \), the final state for the time-dependent evolution method, and the profile of \( \phi \) for completed simulations for each evolution method along the vertical line \( x = 50\ell \) at the right edge of the domain between the crack initial condition (Fig. 1a, b, and c, respectively) and the small void initial condition (Fig. 1d, e, and f, respectively). The final states for \( \phi \) for the alternating minimization and near-equilibrium cases are not shown as they agree with the analytical solution in Eq. (10): relative errors \( \int_\Omega |\phi - \phi_{\text{anal}}| dx / \int_\Omega |\phi_{\text{anal}}| dx \) for the crack and small-void ICs are respectively 5.6% and 6.6% for the alternating minimization method and 6.5% and 6.8% for the near-equilibrium method. This agreement with the analytical solution is illustrated qualitatively in Fig. 1: and f, in which the analytical solution is drawn for comparison.

For the time-dependent method, the final phase field for the crack ICs, shown in Fig. 1, also agrees reasonably well with the analytical solution, with a relative error of 10.4% that is higher than those of the other two methods. The main difference from the analytical solution in this case is that the crack becomes wider as it nears the domain boundary in Fig. 1b, resulting in a profile wider than the analytical profile in Fig. 1. A similar behavior is observed with much greater magnitude in the crack for the time-dependent method with the small void ICs, shown in Fig. 1. This crack becomes increasingly broad from the initial void at the center of the domain to the domain boundaries, and the profile of \( \phi \) at the domain boundary (Fig. 1f) is much broader than for any other solution. The relative difference in \( \phi \) between the time-dependent case in Fig. 1 and the analytical solution is large, at 186%.

To provide insight into the differences between the time-dependent method and the other methods observed in Fig. 1, Fig. 2 plots the stress-strain curves, the evolution of the total dissipated fracture energy in the system \( F_T \) vs. iteration, and the fracture energy per unit length \( G / G_c \) vs. \( x/\ell \) for both the crack and small void ICs. Average stress \( \sigma_{22} \) and strain \( \varepsilon_{22} \) are scaled by \( \sigma_M \) and \( \varepsilon_M \) obtained from Eqs. (47) and (48), respectively. Iteration in Fig. 2 and \( e \) denotes the time step \( m \) in Algorithms 3 and 4 for the time-dependent and near-equilibrium methods respectively, while for the alternating minimization method, Algorithm 5 it refers to the total number of inner iterations (indexed by \( n \)) for both the current outer iteration (indexed by \( n \)) and all previous outer iterations.

The alternating minimization and time-dependent simulations have the same stress-strain curves in Fig. 2a and d: stress increases linearly with strain until it reaches its maximum value, at which point it decreases to zero at fixed strain. The slope of the linear regime (i.e., the homogenized elastic constant \( C_{2222} = \sigma_{22}/\varepsilon_{22} \) prior to fracture) for the small void IC in Fig. 2d is nearly \( 1\sigma_M/\varepsilon_M \), consistent with a nearly homogeneous domain, and the peak stress is relatively high, at \( 0.77\sigma_M \). The crack IC results in a less stiff domain, with \( C_{2222} = 0.65\sigma_M/\varepsilon_M \), and fractures at a much lower stress of \( 0.16\sigma_M \). This difference in fracture stresses is expected, as a crack should induce a singularity in the stress field while a round void should not.

The stress-strain curves for the near-equilibrium case exhibit snap-back, where strain decreases during fracture instead of remaining constant. We can track the effects of material degradation by noting that the homogenized stiffness \( C_{2222} \) at a partially fractured state is the slope of the line between a point on the stress-strain curve and the origin. For the small void IC case in Fig. 2d, significant snap-back (almost a 3x reduction...
Figure 1: Initial conditions and selected final phase fields for simulations via the three evolution methods (alternating minimization, time dependent, and near equilibrium) in domains with spatially uniform elastic properties and an initial crack (a-c) or small void (d-f) in the phase field. Pseudocolor plots of the phase field are shown for the initial conditions (a,d) and the final states of the time-dependent simulations (b,e), while the profile of $\phi$ at its final state along the rightmost boundary of the domain (the line $x = 50\ell$) is shown for all evolution methods (c,f). For these profiles, the alternating minimization solution is indicated by circles, the time-dependent solution by squares, and the near-equilibrium solution by triangles. Results for alternating minimization and near equilibrium perfectly coincide in (c,f). The analytical solution is indicated by a solid black line.
in $\varepsilon_{22}$) occurs with very little change in stiffness, whereas stiffness for the crack IC in Fig. 2a decreases by almost 50% before significant snap-back occurs. This behavior could be expected, as the crack that nucleates from the small void during fracture initiation introduces a new stress singularity, greatly reducing the critical value of $\varepsilon_{22}$ needed for crack growth. Since the time-dependent and alternating minimization simulations experience much higher strains in the small void case than the near-equilibrium simulation when at the same average stiffness, we can say that they undergo crack propagation under overstressed conditions. Since all of the simulations with the crack IC have no change in strain as stress (and thus stiffness) decreases initially, we can say that they are all similarly close to equilibrium for a large initial part of their evolution. The near-equilibrium stress-strain curve for the crack IC eventually diverges from the other evolution methods, but the difference in applied strain between them is still small compared to the small void IC case.

To understand how overstress might affect evolution, consider the plots of the fracture energy $F_f$ vs. iteration in Figs. 3b and e. For the crack IC case in Fig. 2a, all three evolution methods give essentially the same amount of crack growth per iteration for the first 600 iterations. The alternating minimization and time-dependent cases have almost identical evolution thereafter, with the main distinction being a slight drop in $F_f$ at the end of the alternating minimization simulation, which conveniently brings it closer to the ideal value of 100$G_c\ell$. The near-equilibrium case has slower evolution at the end compared to the other two methods, requiring approximately 30% more iterations to reach its end state.

For the void IC case in Fig. 2e, evolution of $F_f$ is very different between the three evolution methods. In the alternating minimization case, $F_f$ peaks at 227.7$G_c\ell$ after only 184 iterations before declining rapidly to 103.0$G_c\ell$ at 196 iterations. In the time-dependent case, $F_f$ increases monotonically to 166.2$G_c\ell$ over 526 iterations. In the near-equilibrium case, $F_f$ increases monotonically more slowly than the time-dependent case but stops closer to the ideal value, reaching 102.6$G_c\ell$ after 3024 iterations. The alternating minimization solution does not appear to suffer any ill effects from its rapid evolution, however, as $G/G_c$ in Fig. 2c and f remains near unity over the length of the crack, just as it does the near-equilibrium case. Consistent with the profiles of $\phi(50\ell, y)$ shown in Fig. 1a and f, $G/G_c$ for the time-dependent simulation only differs from unity near the domain boundary ($x/\ell > 45$) for the crack IC in Fig. 2a, while for the void IC in Fig. 2e it increases significantly starting from the initial void.

4.1.2. Randomly Heterogeneous Structures

Figure 3 compares crack paths between evolution methods for a smooth random structure and a two-phase structure, both of size $L_x = L_y = 100\ell$. For the smooth random structure, each evolution method produces a qualitatively different crack path. Both the alternating minimization (Fig. 3a) and time-dependent (Fig. 3b) crack paths avoid propagating through regions with high Young’s modulus even if it requires them to change direction. This is in contrast to the near-equilibrium crack path (Fig. 3f), which deviates only slightly from a straight horizontal line. The time-dependent crack path is notably thicker than both the alternating minimization and near-equilibrium crack paths, which contributes to it having a higher scaled fracture energy $F_f/(G_c\ell)$ at the end of the simulation, with 157.2 compared to 104.3 for the near-equilibrium case and 126.5 for the alternating minimization case. The time-dependent crack also evolved in both directions simultaneously (as indicated by the intermediate states in Fig. 3e) while the near-equilibrium crack grew primarily from right to left, eventually re-entering the right side of the periodic domain and continuing to the original initiation site.

For the two-phase structure in Fig. 3d-f, the crack paths for the different evolution methods are in better qualitative agreement than for the smooth random structure in Fig. 3a-c. All of the crack paths in Fig. 3d-f have evolved significantly in the vertical direction, yielding convoluted crack paths that closely track microstructural features. In particular, the crack nucleates within regions of low-$E$ phase that separate regions of high-$E$ phase in the vertical direction, and it tends to propagate through the low-$E$ phase where possible. All of the crack paths agree for approximately half of their extent, deviating eventually because the near-equilibrium crack in Fig. 3e extends to the lower right while the cracks in Figs. 3d and e extend to the upper right. In both the time-dependent (Fig. 3d) and near-equilibrium (Fig. 3e) cases, secondary cracks are observed to nucleate and grow, and the old primary crack tip may join with the secondary crack (as in Fig. 3e and the left side of Fig. 3f) or bypass it and go in a different direction (as in the right side of Fig. 3f). The alternating minimization crack path in Fig. 3d is missing secondary crack tips that remain in the
Figure 2: Stress-strain plots (a,d), plots of fracture energy $F_f$ vs. iteration (b,e), and plots of energy released per unit length $G$ vs. $x/\ell$ for simulations conducted with the three evolution methods (alternating minimization, time-dependent, and near-equilibrium) in domains with spatially uniform elastic properties and an initial crack (a-c) or small void (d-f) in the phase field. Iteration in (b,e) refers to the time step for the near-equilibrium and time-dependent cases and the inner iteration, indexed cumulatively for all load steps, for the alternating minimization method. In all plots, the alternating minimization case is indicated by a solid orange line, the time-dependent case by a thick green dashed line, and the near-equilibrium case by a blue finely dashed line. The analytical final value of $F_f$ in (b,e) is 100, which is indicated in (e) by a thin solid black line.

To further examine possible differences between evolution methods, we also consider fracture of a much larger two-phase structure, with $L_x = L_y = 400\ell$ rather than $L_x = L_y = 100\ell$. These simulations use less restrictive convergence tolerances of $10^{-4}$ for the sub-problem solvers, $(\Delta\phi)_{\text{min}} = \text{TolAM} = 10^{-2}$ for all evolution methods, and $(-F\phi)_{\text{max}} = 1G_c/\ell$ for the near-equilibrium method. Additionally, the increment of the average strain is smaller, with $\Delta\bar{\varepsilon}_{22} = 2 \times 10^{-5}$. Crack paths for this structure for the three evolution methods are shown in Figure 4. As in the smaller structure in Fig. 3d-f, there is initially a region of agreement between all three crack paths, but it is much smaller (~20%) relative to the overall crack length. The alternating minimization and time-dependent crack paths (Fig. 4b and c, respectively) agree for longer, ~40% of their length. The alternating minimization crack path in Fig. 4b contains two long secondary cracks that are separated from the longer primary crack. One secondary crack overlaps with the other cracks over its entire length, while at one location the other secondary crack completely encircles a feature of high-\(E\) phase. For the time-dependent crack path in Fig. 4c, there are many small secondary cracks, particularly once the primary crack has progressed away from its nucleation site. In contrast, the near-equilibrium crack path in Fig. 4d has no visible secondary cracks at all, resulting in a lower fracture energy $F_f = 486.7G_c\ell$ compared to $643.5G_c\ell$ for the alternating minimization case and $686.9G_c\ell$ for the time-dependent case.

Figure 5 depicts stress-strain curves corresponding to the crack paths in Figs. 3 and 4. As in Fig. 2,
Figure 3: Pseudocolor plots of the scaled Young’s modulus $E(x)/E_0$ for two randomly heterogeneous structures, one smooth structure (a-c) and one two-phase structure (d-f) overlaid with crack paths with the three evolution methods, alternating minimization (a,d), time-dependent evolution (b,e), and near-equilibrium evolution (c,f). Both structures have size $L_x = L_y = 100\ell$. The crack paths consist of filled contours that depict areas with $\phi \geq 0.5$. The crack paths for the time-dependent and near-equilibrium evolution methods (b, c, e, f) are shaded from light to dark red to show the progression of crack growth, with each level corresponding to the fracture energy $F_f$ depicted in the legend. The alternating minimization crack paths (a,d) are shown with a solid red color. Images are shown centered on the crack initiation site (the first point with $\phi > 0.95$) for the near-equilibrium evolution method (c,f).

Figure 4: Pseudocolor plots of the scaled Young’s modulus $E(x)/E_0$ for a two-phase structure with size $L_x = L_y = 400\ell$ overlaid with crack paths corresponding to simulations with the three evolution methods, (b) alternating minimization, (c) time-dependent evolution, and (d) near-equilibrium evolution. The entire structure is plotted in (a) with a black box that indicates the area shown in (b-d). Centering of the images and depiction of the crack paths is as in Fig. 3.
all three evolution methods share the same linear regime prior to fracture, after which the near-equilibrium method undergoes unloading while the alternating minimization and time-dependent methods evolve the crack with fixed $\bar{\varepsilon}_{22}$. The two-phase structures have similar stiffness ($\bar{C}_{2222} = 0.44\sigma_M/\varepsilon_M$ and $\bar{C}_{2222} = 0.42\sigma_M/\varepsilon_M$ for large and small, respectively) and fracture stresses ($0.22\sigma_M$ and $0.24\sigma_M$), while the smooth random structure has significantly higher stiffness $0.94\sigma_M/\varepsilon_M$ and fracture stress $0.69\sigma_M$. The near-equilibrium stress-strain curves for the large (Fig. 5c) and small (Fig. 5b) two-phase structures are qualitatively different in that the large structure undergoes more snap-back than the smaller structure. In this way the large two-phase structure is qualitatively similar to the smooth random structure (Fig. 5). The lesser snap-back in the small two-phase structure can be interpreted as a more rapid degradation of its stiffness. The large structure might experience relatively less degradation due to the presence of more high-stiffness features along the line of crack growth: the near-equilibrium crack path crosses the high-E phase 14 times in the large structure (Fig. 4d) and only three times in the small structure (Fig. 3f). The small two-phase structure undergoes very high strains and low stresses in Fig. 5b at the end of fracture because the tips of the main crack are far apart vertically, and oscillations in the stress-strain curve in this regime are thought to be an artifact of our evolution method.

4.1.3. Discussion

Our results indicate that evolution method is an important factor in determining the crack path obtained by phase field simulations of quasi-static brittle fracture in heterogeneous materials. To understand the origin of the differences between evolution methods, and possible physical interpretations for the different methods, we connect them to our observations for the simple homogeneous examples in Section 4.1.1. Specifically, we note that for the homogeneous structures, all methods resulted in similar cracks when near equilibrium (with the crack IC), but the time-dependent method produced a thicker crack than the others when significant overstresses are present (with the small void IC). For the heterogeneous structures, all methods behave somewhat similarly near equilibrium (in the small two-phase structure), but the alternating minimization and time-dependent methods behave differently from the near-equilibrium method when significant overstresses are present (away from the crack nucleation site in the smooth random and large two-phase structures). Recalling the structure of the alternating minimization algorithm and its behavior in Fig. 2 with the small void IC, its behavior can be explained: as overstress increases, the alternating minimization algorithm evolves $\phi$ increasingly rapidly and non-locally until the two crack tips meet each other (signifying complete fracture), at which point $\phi$ decreases until a local minimizer is obtained. In our homogeneous examples, only a single local minimizer is available, and the alternating minimization algorithm obtains it successfully. In the heterogeneous examples, a multiplicity of local minima are available. Due to its use of a staggered inner iteration, the alternating minimization method selects a crack path (i.e., local minimizer) that may resemble those of the other methods, particularly the time-dependent method. This is especially true when
crack propagation with the alternating minimization method occurs close to equilibrium conditions, such as the homogeneous crack IC example and the small two-phase structure. When propagation occurs far from equilibrium in a heterogeneous structure, it is not clear that the crack path obtained by the alternating minimization method has a specific physical interpretation.

Given the difficulty of interpreting the minimization approach, the time-dependent evolution is not particularly meaningful as a regularized minimization approach. Its interpretation as a Ginzburg-Landau-type gradient flow is more useful, primarily because the same interpretation exists for evolution of the phase field in certain models of dynamic fracture [8, 39]. The quasi-static time-dependent evolution can be obtained from such dynamic fracture models as the limit of high crack viscosity and/or negligible inertial effects. Indeed, our simulations with the time-dependent evolution show qualitative features, such as crack widening and branching, that have been observed in phase field simulations of dynamic fracture at high overstress [62]. Crack branching in dynamic models for phase field fracture is a desirable feature, as it is consistent with experiments. We conjecture that nucleation of small secondary cracks in the large two-phase structure occurs via a similar mechanism, namely delocalized evolution of the phase field due to overstress (see e.g., Ref. [77] for a possible analog in experiments). The real questions regarding the time-dependent evolution method are 1) whether the high-viscosity/negligible inertia limit is realistic and 2) whether it is appropriate to label evolution with such a method as ‘quasi-static’. Regarding the first question, we note only that the zero-viscosity limit is more commonly considered in recent work on dynamic fracture [9, 62]. Regarding the second, the time-dependent method clearly contains physics corresponding to overstress that are absent from the near-equilibrium method but present in dynamic fracture. Perhaps ‘quasi-dynamic’ fracture would be a more appropriate term for the time-dependent method.

The near-equilibrium evolution appears to be the only method remaining for obtaining accurate crack paths for quasi-static fracture of the types of heterogeneous structure we have considered here. We do not wish to overstate the applicability of this result. Deviation from the near-equilibrium crack path appears to depend on overstress and the heterogeneity of the structure, and there may be broad classes of heterogeneous structures that do not induce the differences between evolution methods that we have observed. Furthermore, minimization methods that seek a global rather than local minimizer for the phase field fracture system [47, 48] provide a fundamentally different piece of information than the quasi-static crack path, which can be interpreted as a lower bound on fracture toughness. We note that the global minimizer for heterogeneous elasticity with homogeneous local fracture energy is a straight crack. Our simulations show that none of the evolution methods evolve towards this global minimizer for the two-phase structure; the systems instead appear to naturally evolve to local minimizers with substantially higher dissipated fracture energies than the $L_2 G_\ell$ expected for a straight crack.

4.2. Mechanics Formulation

We consider five mechanics models in total: the three variational models introduced in the Background section (isotropic, strain-spectral splitting, and volumetric-deviatoric splitting), plus two non-variational models in which we pair the strain-spectral crack driving force with contact formulations based on the isotropic and volumetric-deviatoric elastic energy densities. We will refer to these non-variational models by abbreviations of the form ‘driving force model/contact model’, resulting in, respectively, the strain-spectral/stress-free model and the strain-spectral/vol.-dev. model. Unless specified otherwise, simulations in this section are conducted with the AT1 model with damage irreversibility evolved by the near-equilibrium method. Before considering the simulation results themselves, we briefly consider how the mechanics formulations behave analytically when exposed to different strain states.

4.2.1. Analysis of Mechanics Formulations

Consider a system in plane stress with principal strains $\varepsilon^1 = a$ and $\varepsilon^2 = -a - b$ in the plane, where $a > 0$ and $b \geq 0$. This corresponds to the superposition of a shear strain $a$ and a uniaxial compressive strain $b$. Since all three variational mechanics formulations have the same degradation function $h(\phi)$, the difference between their crack driving forces $\psi(\phi, \varepsilon)$ lies in their values for the coupled part of the elastic energy, $\psi_0^+$ in Eq. (4). These are $\psi_0^+ = \frac{1}{2} \lambda b^2 + 2\mu(a^2 + ab + b^2/2)$ for the isotropic model, $\psi_0^+ = \mu a^2$ for the
strain-spectral split, and  \( \psi^+_0 = 2\mu(a^2 + ab + 5b^2/18) \) for the volumetric-deviatoric split. For this loading, one can say generically that \( (\psi^+_0)_{\text{iso}} \geq (\psi^+_0)_{\text{vol-dev}} > (\psi^+_0)_{\text{spectral}} \), with equality between the isotropic and volumetric-deviatoric driving forces for pure shear \( (b = 0) \). The strain-spectral driving force is the only one with no contribution from the compressive strain \( b \). This is desirable from a theoretical perspective, since classical theories for the direction of crack propagation [34, 31] only allow propagation in directions subject to tension.

For undamaged material \( (\phi = 0) \), all three models return the same stresses for a given strain. We therefore compare the models at a point where \( \phi = 1 \), where stresses contain only their \( \partial \psi / \partial \varepsilon \) term. Such a point corresponds to the center of a crack, and the stresses there correspond to a model for contact of the crack faces [42, 44]. These contact models are limited because they lack explicit information about the crack’s direction or its surface normal vector, but we can still assess their effects in the context of contact by aligning the system coordinates to the normal vector of the crack surfaces.

Consider a straight crack normal to the \( y \)-axis. Instead of simulating the entire domain for this scenario (see, e.g., Ref. [17] for this case), we consider analytically the response of a point with \( \phi = 1 \) to an imposed local strain. Given a compressive strain along the \( y \)-axis, one would expect a contact model to yield a compressive stress. This is the case for the strain-spectral and volumetric-deviatoric splits, but not for the isotropic model, which is stress free,

\[
\varepsilon = \begin{bmatrix} 0 & 0 \\ 0 & -b \end{bmatrix},
\]

\[
\sigma_{\text{iso}} = 0, \quad \sigma_{\text{spectral}} = \begin{bmatrix} -\lambda b & 0 \\ 0 & -(\lambda + 2\mu)b \end{bmatrix}, \quad \sigma_{\text{vol-dev}} = (\lambda + 2\mu/3) \begin{bmatrix} -b & 0 \\ 0 & -b \end{bmatrix},
\]

The strain-spectral model is also the only one where the stress response matches the undamaged material since the volumetric-deviatoric model results in lower \( \sigma_{yy} \) stress.

For a mixed strain state with tensile strain along the \( y \)-axis, one would expect zero stress because the tensile strain would bring the crack faces out of contact. This is the case for the isotropic model and the volumetric-deviatoric split,

\[
\varepsilon = \begin{bmatrix} 0 & b \\ b & 2b \end{bmatrix},
\]

\[
\sigma_{\text{iso}} = 0, \quad \sigma_{\text{spectral}} = \frac{\mu}{\sqrt{2}} \begin{bmatrix} -b & (\sqrt{2} - 1)b \\ (\sqrt{2} - 1)b & (2\sqrt{2} - 3)b \end{bmatrix}, \quad \sigma_{\text{vol-dev}} = 0.
\]

The strain-spectral split, on the other hand, retains a significant amount of positive shear stress and introduces new compressive axial stresses in both the \( x \)- and \( y \)-directions. Since the strain-spectral split does not remove shear stresses regardless of the presence of tensile strains, we consider it a ‘fixed’ contact, in contrast to the frictionless behavior of volumetric-deviatoric split [42] and the stress-free crack simulated by the isotropic model. While it does not model contact in compression, the stress-free crack is in fact a common assumption for stress analysis of cracks [29, 74] and sharp-crack models for fracture [26, 27, 28, 35]. Our analytical observations here are consistent with recent simulations of simple compression and shear by Zhang et al. [17].

4.2.2. Mode II Fracture of a Homogeneous Material

Comparisons of mechanics models in literature often examine fracture of a pre-cracked specimen with uniform properties under in-plane shear (mode II) loading [29, 60, 17]. Conditions for these simulations are difficult to replicate directly with periodic boundary conditions. Fortunately, loading via an applied average shear strain is similar to a classic experiment by Erdogan and Sih [56], where a distributed shear was applied to a cracked PMMA plate away from the crack (Fig. 9 ibid.). To match this experiment, we simulate fracture within a domain with \( L_x = L_y = 200 \ell \) containing a horizontal crack of length \( 20 \ell \) imposed in either the phase field or the Young’s modulus \( E(x) \). The crack in \( E(x) \) is obtained by taking \( E(x) = h(\phi_{\text{init}})E_0 \) with \( \phi_{\text{init}} \) from Eq. [56], while the phase field crack uses \( \phi_{\text{init}} \) as the initial condition directly. Apart from the crack, elastic properties are uniform with \( E = E_0 \) and \( \nu = 0.4 \), which is more representative of PMMA than \( \nu = 0.2 \).
The domain is then strained in pure shear in increments of
\[
\Delta \varepsilon = \begin{bmatrix}
0 & 5 \times 10^{-5} \\
5 \times 10^{-5} & 0
\end{bmatrix}.
\]
This strain state implies different values of \( \sigma_M \) and \( \varepsilon_M \) for the stress and strain for fracture of a homogeneous material than were computed in Eqs. 16-18 for a pure tensile strain. For pure shear with the strain-spectral split for the elastic energy density, we have
\[
2\mu_12,M^2 = \frac{3G_c}{8\ell},
\]
\[
\varepsilon_{12,M} = \frac{1}{4} \sqrt{\frac{3G_c}{\ell \mu}},
\]
\[
\sigma_{12,M} = \frac{1}{2} \sqrt{\frac{3G_c\mu}{\ell}},
\]
which for \( \nu = 0.4 \) and \( E = 10^4 G_c \) yields \( \varepsilon_{12,M} = 0.007246 \) and \( \sigma_{12,M} = 51.75 G_c/\ell \).

Figure 6 compares the crack paths resulting from the phase field initial crack to a trace of the three cracks (one pre-crack and two mode II cracks) present in Fig. 9 of Erdogan and Sih [88]. Interestingly, none of the variational models (Fig. 6a-c) matches the experimental crack path, but the two non-variational models (Fig. 6d and e) both fit it very well. The strain-spectral variational model (Fig. 6b) results in cracks at a 45° angle relative to the pre-crack, which disagrees with the experimental crack path and the angle of 70° predicted in Ref. [88]. This result does however match previous shear fracture simulations with periodic boundary conditions [56] and one set of FEM-based simulations [60]. The isotropic model (Fig. 6d) results in growth of the pre-crack followed by nucleation of two crack branches per initial crack tip (i.e., four crack branches in total). The nucleation of these spurious crack branches is expected behavior for the isotropic model [15]. The volumetric-deviatoric model (Fig. 6e) results initially in growth in the same direction as the pre-crack, but the crack paths eventually change direction and take a path that resembles a scaled-up version of the experimental crack path.

With both the strain-spectral/stress-free and strain-spectral/vol.-dev. non-variational models (Fig. 6a and c), respectively, the mode II cracks propagate directly from the pre-crack with the same angle, overall trajectory, and scale relative to the initial crack as the experimental crack path. These models also fractured at similar stresses \( \sigma_{12} \) of 0.36\( \sigma_{12,M} \) for the strain-spectral/stress-free model and 0.37\( \sigma_{12,M} \) for the strain-spectral/vol.-dev. model. This is compared to a much higher fracture stress of 0.56\( \sigma_{12,M} \) for the strain-spectral variational model and lower fracture stresses of 0.31\( \sigma_{12,M} \) and 0.33\( \sigma_{12,M} \) for the volumetric-deviatoric and isotropic variational models, respectively.

To provide insight into the differences in crack path and fracture stress between the simulations in Fig. 6, Fig. 7 presents pseudocolor plots of the stresses induced by the three contact models prior to significant evolution of the phase field. In particular, Fig. 7c plots the sum of the principal stresses \( \sigma_1 \) and \( \sigma_2 \) (i.e., the trace of the stress tensor), while the difference \( \sigma_1 - \sigma_2 \) is plotted in Fig. 7d-f. Both quantities are scaled by the expected far-field value for \( \sigma_1 - \sigma_2 \) based on the applied strain, 2\( \sigma_\infty = 4\mu \varepsilon_{12} \), which is equal to 14.29\( G_c/\ell \) in this case. The stress distribution for the strain-spectral model (Fig. 7a and c) matches the scenario for a point with \( \phi = 1 \) outlined in the previous sub-section: the applied shear strain induces significant stresses within the crack that correspond to a mixed state of shear and compression, with large negative \( \sigma_1 + \sigma_2 \) and positive \( \sigma_1 - \sigma_2 \). Net tensile stresses \( \sigma_1 + \sigma_2 > 0 \) are concentrated at the crack tips, but the distribution is qualitatively different from the isotropic model and volumetric-deviatoric split in Fig. 7d and e and f, respectively. These contact models result in stress-free crack centers and stress concentrations exclusively at the crack tips. The isotropic model results in a distribution of \( \sigma_1 + \sigma_2 \) that is anti-symmetric about both the \( x \)- and \( y \)-axes. The volumetric-deviatoric split results in a qualitatively similar stress distribution compared to the isotropic model, particularly for \( \sigma_1 - \sigma_2 \), but it has significantly smaller positive (tensile) peak values for the trace \( \sigma_1 + \sigma_2 \). This difference in stress distribution between the volumetric-deviatoric and isotropic models seems to have had only a minor effect on fracture stress, however, and no noticeable effect on crack path.
Figure 6: Pseudocolor plots of the phase field resulting from shearing of a homogeneous material with an initial crack in the phase field according to five different mechanics formulations: (a) the strain-spectral variational model, (b) the isotropic variational model, (c) volumetric-deviatoric variational model, (d) the non-variational strain-spectral/stress-free model, and (e) the non-variational strain-spectral/vol.-dev. model. Images depict the central area $[-100\ell, 100\ell]^2$, one quarter of the simulation domain. The red dashed lines indicate a trace of the cracks (one pre-crack and two mode II cracks) in Fig. 9 of Erdogan and Sih [88] that has been rotated and rescaled while preserving its aspect ratio. All sub-figures use the same scaling for this trace.
Simulations with the initial crack in $E(x)$ rather than $\phi(x)$ serve to further refine our distinction between effects of contact model and crack driving force. In this case, the contact model contained in the phase field model will affect the mode II cracks that emerge during fracture, but the initial crack in $E(x)$ is always stress-free. The results of these simulations in Fig. 8 are qualitatively similar to those in Fig. 6 with one major exception: the strain-spectral variational model in Fig. 8a now matches the experimental crack path with the same fidelity as the two non-variational models in Fig. 8d and e. All three of these models now have very similar fracture stresses, at $0.47\sigma_{12,M}$ for the variational strain-spectral model and $0.46\sigma_{12,M}$ for both non-variational models. The large difference in fracture stress between initial conditions in the non-variational cases may be due to the need for nucleation of the new crack when the initial crack is in $E(x)$. Nucleation may also be responsible for more subtle differences between Fig. 6 and Fig. 8; the scaling factor for the trace of the experimental path is 11% larger in the latter, and the fits between simulated and experimental crack paths are slightly worse in Fig. 8a, d, and e than in Fig. 6d and e. Fracture stresses for the isotropic and volumetric-deviatoric variational models were both $0.34\sigma_{12,M}$, consistent with the similarity between their crack driving forces under shear that was noted in the previous sub-section. Note that $\sigma_1 - \sigma_2$, which corresponds to shear stress, is maximized in Fig. 7e and f along the same axis as the initial crack, and it is at this location that crack grows initially in the isotropic and volumetric-deviatoric models in Figs. 6 and 8.

4.2.3. Mixed-Loading Fracture of a Randomly Heterogeneous Material

We now consider how different mechanics models affect crack paths in heterogeneous structures. Our main interest in this study is tensile fracture, but the differences between mechanics models are greatest for compressive stress states [16]. As a compromise, we consider a mixed loading state with an applied strain increment of

$$\Delta \bar{\varepsilon} = \begin{pmatrix} -5 \times 10^{-5} & 0 \\ 0 & 10^{-4} \end{pmatrix}.$$
Figure 8: Pseudocolor plots of the phase field resulting from shearing of a homogeneous material with an initial crack in $E(x)$ according to five different mechanics formulations: (a) the strain-spectral variational model, (b) the isotropic variational model, (c) volumetric-deviatoric variational model, (d) the non-variational strain-spectral/stress-free model, and (e) the non-variational strain-spectral/vol.-dev. model. Images depict the same sub-domain as in Fig. 6. The experimental crack path in this figure (red dashed line) has been uniformly rescaled to be 11% larger than that in Fig. 6.
Figure 9: Crack paths resulting from mixed tensile-compressive loading of a two-phase random structure of size \( L_x = L_y = 100\ell \) via phase field fracture with five different mechanics formulations: (a) the variational model for the strain-spectral split, (b) the variational model for the isotropic formulation (no split), (c) the variational model for the volumetric-deviatoric split, (d) the strain-spectral/stress-free non-variational model, and (e) the strain-spectral/vol.-dev. non-variational model.

(Poisson’s ratio is set to 0.2, as in all other simulations except those of Section 4.2.2)

Figure 9 shows crack paths for the different mechanics models for a two-phase random structure of size \( L_x = L_y = 100\ell \). Crack paths for the non-variational models with the strain-spectral driving force in Fig. 9d and e are essentially identical. The variational strain-spectral crack in Fig. 9a follows the same path as the non-variational models for much of its evolution, but the crack grows wider in certain locations as the simulation progresses. This widening results in a substantially higher final fracture energy \( F_f \) compared to the non-variational models. This widening also smooths the crack path, resulting in fewer high-curvature features (kinks or corners) compared to the non-variational models. The isotropic and volumetric-deviatoric variational models (Fig. 9b and c, respectively) initially nucleate a crack at the same location as the models with the strain-spectral driving force, but growth of this crack is arrested and the domain is eventually perforated by crack growth from other nucleation sites. Both cases have the same secondary nucleation sites in the upper left of the domain, but their crack paths bifurcate due to crack growth from an additional out-of-plane nucleation site in the volumetric-deviatoric case (Fig. 9c). Crack growth from secondary nuclei also occurs in the cases with strain-spectral driving force, but close enough to the primary crack that they are able to coalesce. Figure 9 represents the greatest contrast in crack paths between different crack driving forces out of the realizations of the two-phase structure that we have simulated; we typically observed smaller differences in other realizations. However, similarity between the two non-variational models and the crack widening phenomenon for the variational strain-spectral model were observed consistently across realizations, as well as in simulations with purely tensile average strains.

Figure 10 depicts the stress-strain curves for the simulations whose crack paths are plotted in Fig. 9. All stress-strain curves show a linear elastic regime followed by a jagged pattern of snap-back events and reloading that is typical for the near-equilibrium evolution method in a heterogeneous structure. In Fig. 10b, which compares the variational mechanics models, the isotropic and volumetric-deviatoric models result in
Figure 10: Stress-strain plots corresponding to fracture simulations of the random two-phase structure shown in Fig. 9 with (a) variational mechanics models and (b) mechanics models with the strain-spectral crack driving force. The curve for the strain-spectral variational model is shown as a thin solid blue line in both plots. (a) also depicts curves for the volumetric-deviatoric split (solid olive line) and isotropic model (pink dashed line). (b) also depicts curves for the strain-spectral/stress-free model (solid orange line) and the strain-spectral/vol.-dev. model (red dashed line).

qualitatively similar stress-strain curves that differ significantly from the strain-spectral curve after the initial snap-back event and from each other after ∼3 additional snap-back events. This is an expected consequence of the difference in crack paths in Fig. 9. In Fig. 10b, all of the models with the strain-spectral crack driving force have the same pattern of snap-back events for much of their evolution. The stress-strain curves for the two non-variational models are essentially identical, but they differ from the variational strain-spectral model by having consistently lower stresses, a difference that increases as fracture progresses. The end of the stress-strain curve for the strain-spectral variational model is characterized by oscillations between low and high strain, and higher strains are needed for fracture compared to the other models. This oscillatory behavior, not present with the other models, is likely an artifact of our near-equilibrium algorithm and not representative of the equilibrium path.

All of the mechanics models have similar peak $\sigma_{yy}$ stresses, with 0.27σM for the volumetric-deviatoric variational model and 0.26σM for the other models. This is contrary to the behavior of these models in a homogeneous material, where the compressive strain component would contribute to the crack driving force in the isotropic and volumetric-deviatoric models but not the strain-spectral model. Following the methodology in Eq. (48), the strain-spectral crack driving force would have a fracture stress in a homogeneous material that is 12% higher than the isotropic and volumetric-deviatoric models.

Since the crack widening/smoothing phenomenon observed for the strain-spectral variational model in Fig. 9 is not observed in any other model, we have conducted simulations with additional formulations and evolution methods to test its generality. Similar widening/smoothing to Fig. 9 is observed for crack-set irreversibility, the AT2 model, and the time-dependent evolution method. When alternating minimization is applied to smooth random structures with the strain-spectral variational model, we find minimal widening but substantial smoothing compared to the strain-spectral/stress-free case. An example of this effect is shown in Fig. 11.

4.2.4. Discussion

Our results suggest that the distinction between crack driving force (the form of $\partial \psi(\phi, \varepsilon)/\partial \phi$ employed in the phase field evolution equation) and contact model (the form of $\partial \psi(\phi, \varepsilon)/\partial \varepsilon$ employed in the mechanical equilibrium equation) is the key to arriving at an acceptable mechanics formulation based on the tension-compression splits of $\psi(\varepsilon)$ that are commonly used in the literature. The simulations of in-plane shear (mode II) fracture of a homogeneous domain demonstrate that the crack driving force corresponding to the strain-spectral split of $\psi(\varepsilon)$ is in reasonable agreement with canonical experimental results and therefore
the sharp-crack theories of fracture that are based upon them \cite{88, 29}. The other crack driving forces we consider, the isotropic model with no splitting and the volumetric-deviatoric split, do not pass this simple test.

The agreement between the experimental crack path and our mode II fracture simulations with the strain-spectral crack driving force holds for all cases except one, Fig. 6a, with the variational strain-spectral model and a phase field initial crack. This exception is the only case out of Figs. 6 and 8 in which the strain-spectral contact model is active and exposed to non-tensile strains. The fixed contact resulting from this model significantly alters the stress distribution for mode II loading compared to the stress-free contact model, as shown in Fig. 7 which likely results in the disagreement seen in Fig. 6a. The strain-spectral contact model only weakens the material completely to purely tensile strains, resulting in significant stresses for shear strains. Cracks that are not orthogonal to the tensile loading direction (i.e., horizontal in Fig. 9) are likely to contain shear strains, leading to the higher stresses for the strain-spectral contact model noted in Fig. 10. We anticipate that these exaggerated ‘frictional’ stresses lead to the artificial widening and smoothing of cracks in heterogeneous structures observed in Figs. 9 and 11.

The two models in which both the crack driving force and contact model are satisfactory are both non-variational: they combine the strain-spectral crack driving force with either the stress-free contact model or the volumetric-deviatoric contact model. One would expect to find differences between these two models under compression, where the contact model is likely to have a greater effect on the stress distribution and overall stiffness of the structure. For the load cases we consider here, however, we observe no significant differences in crack paths or stress-strain curves between the non-variational models. The stress-free contact model is computationally advantageous because it is linear \cite{2}, and thus we use it with the strain-spectral crack driving force for the simulations in other sections of this paper.

It is perhaps unsatisfying that our results favor non-variational models. While such models are increasingly popular \cite{2, 60} and can more easily match empirical strength surfaces for macroscopically homogeneous materials \cite{63, 66}, variational models have an appealing theoretical coherence. We suspect that the free energy functionals that have been proposed for phase field fracture are intrinsically too simple to correctly model contact in a variational model because they lack information about the orientation of the crack. The crack/surface normal vector is essential to models of static friction such as Coloumb’s law \cite{59}, which we presume to be the desired physics for a non-healing crack after fracture. In contrast, phase field formulations determine stress-strain response based purely on the state of strain and the pointwise value of the phase field. Such formulations lack the angular information provided by the crack normal vector, and thus will only ever coincidentally match models for frictional or frictionless contact. In the absence of a unified variational model that captures both contact and fracture, it becomes a reasonable strategy to mix and match the parts of existing models that are least objectionable for the task at hand.

Finally, we consider our results in the context of other efforts to critically examine mechanics formulations. Works that focus on strength surfaces \cite{66, 16} are largely orthogonal to ours. However, comparisons of crack...
paths from mode II fracture simulations are provided in Refs. [2, 60, 17]. Curiously, these studies find different crack paths for the strain-spectral model: Refs. [2, 17] found a crack path similar to our stress-free initial crack, while Ref. [60] found one similar to our phase field initial crack (i.e., in poor agreement with experiments). For Ref. [17], it appears that a stress-free initial crack was in fact used, but the choice of initial crack is not given explicitly in Refs. [2, 60]. In additional simulations, we found moderate effects on the mode II crack path from the length of the initial crack and the Poisson’s ratio that do not affect our conclusions, but which would affect qualitative comparisons to other works. The use of periodic vs. fixed boundary conditions could also have an effect, but this is difficult to check with our methods. Due to the lack of heterogeneity, we do not expect effects from other differences in formulation (e.g., AT1 vs. AT2 and near-equilibrium vs. minimization).

4.3. Phase Field Formulation

In this section, we consider effects of three aspects of phase field fracture models that have no direct equivalent in models for propagation of sharp cracks: the form of the pointwise fracture energy density \( f(\phi) \) (AT1 vs. AT2), the choice of irreversibility criterion for \( \phi \) (crack-set vs. damage), and the ratio between the microstructural length scale \( L_{cut} \) and the crack width parameter \( \ell \). Effects of these aspects of the model have been extensively considered for homogeneous materials (see, e.g., Refs. [40, 15] for AT1 vs. AT2 and Ref. [15] for effects of the irreversibility condition and \( \ell \)). Our focus is therefore on qualitative differences in crack paths in randomly heterogeneous structures. Simulations in this section are conducted with the near-equilibrium evolution method using a uniaxial tensile applied strain with the increment given in Eq. (57). We focus primarily on the strain-spectral/stress-free mechanics model, but cross-effects with other mechanics models are also illustrated.

4.3.1. Model Comparison

Figure 12 considers how crack paths are affected by three different aspects of the model formulation: AT1 vs. AT2, damage vs. crack-set irreversibility, and the choice between the isotropic, volumetric-deviatoric, and strain-spectral/stress-free mechanics models. (We exclude the strain-spectral variational model due to its non-physical crack widening and the strain-spectral/vol.-dev. model due to its similarity to the strain-spectral/stress-free model.) Figure 12 demonstrates a striking sensitivity of the crack path to all three aspects of the formulation. For the strain-spectral/stress-free model in Fig. 12a-d.1, we see three different crack paths, with only the AT1 damage and AT2 damage cracks closely resembling each other (Fig. 12a.1 and d.1, respectively). However, even these two crack paths have different intermediate states and different final values for the fracture energy \( F_f \), with 137.8G_c \( \ell \) and 160.5G_c \( \ell \) for the AT1 and AT2 damage cases, respectively. Considering the other mechanics models, we see at least five distinct crack paths, with Fig. 12a.1, b.1, c.2, and d.2 being typical examples. Combined with results for other structures (not included here), Fig. 12 suggests that there is no clear pattern for how these three aspects of the model formulation affect the crack path. Between similar crack paths, we note that the damage-type irreversibility results in higher final fracture energies \( F_f \) than the crack-set irreversibility (within Fig. 12 compare a.2 to b.2, or c.3 to d.3, for example), and the AT2 damage model in particular usually has the highest values of \( F_f \) overall.

To illustrate a key difference between the AT1 and AT2 models, Fig. 13 shows the phase field during fracture initiation in simulations corresponding to Fig. 12a-1 and d.1. Fig. 13a and b thus correspond to the AT1 damage and AT2 crack-set models, respectively, but the irreversibility condition should not affect the distribution of \( \phi \) prior to fracture initiation. In the AT1 model, evolution of \( \phi \) is localized to a peak at the primary nucleation site in the center and 4-5 smaller peaks in other locations, while the rest of the structure is undamaged. In the AT2 model, \( \phi \) is non-zero within the entire structure, and broad regions exist with moderate damage (0.2 < \( \phi \) < 0.6). With crack-set irreversibility, these regions have the opportunity to ‘heal’ after fracture initiation, but with damage irreversibility they affect the structure permanently. One of these regions in the lower right of Fig. 13c matches the location of a secondary crack in the AT2 damage case in Fig. 12f.1 that eventually merges with the primary crack.

To understand differences in evolution over the course of the entire simulation, Fig. 14 plots evolution of the average value of \( \phi \) and the fracture energy \( F_f \) vs. iteration for the simulations of two-phase structures.
Figure 12: Crack paths for the two-phase structure from Fig. 9 simulated under a uniaxial tensile applied strain with the (a,b) AT1 and (c,d) AT2 phase field formulations with (a,c) damage and (b,d) crack-set irreversibility criteria using the (1) strain-spectral/stress-free, (2) volumetric-deviatoric, and (3) isotropic mechanics models.

Figure 13: Pseudocolor images of the phase field $\phi$ at simulation steps corresponding to fracture initiation with (a) the AT1 model and (b) the AT2 model for the two-phase structure depicted in Fig. 12.
Figure 14: Plots of (a) average $\phi$ and (b) fracture energy $F_f$ vs. iteration for simulations of fracture of a two-phase structure with the AT1 model with crack-set (thin blue line) and damage (thick orange line) irreversibility and the AT2 model with crack-set (thin red line) and damage (thick cyan line) irreversibility. Simulations plotted correspond to the crack paths in Fig. 12a-d.1.

shown in Fig. 12a-d.1. In Fig. 14a, simulations with the AT2 model show a large initial increase in average $\phi$, which should correspond to the state shown in Fig. 13b. With the crack-set irreversibility condition, this increase is followed by a large decrease and additional oscillations until the end of the simulation. With the damage irreversibility condition, average $\phi$ continues to increase monotonically at a slower rate, leading to a very high final average $\phi$ compared to the other three cases. With the AT1 model, both irreversibility conditions result in similar steady growth, with occasional slight decreases in average $\phi$ observed for crack-set irreversibility. Compared to average $\phi$, there is less of a difference between AT1 and AT2 in the evolution of $F_f$ in Fig. 14b. This is consistent with the delocalized evolution of $\phi$ in Fig. 13b because low values of $\phi$ contribute less to $F_f$ in the AT2 model due to the quadratic form of $f(\phi)$. All four cases show steady increases in $F_f$, with monotonic growth for damage irreversibility and occasional slight decreases for crack-set irreversibility.

Evolution of $\phi$ in the AT2 model prior to fracture is well-known to affect mechanical response [40]. Figure 15 shows stress-strain plots for the simulations in Fig. 12a-d.1. In Fig. 15b, the AT2 model results in a decrease in stiffness prior to fracture. This in turn results in a lower fracture stress of $0.22\sigma_M$ compared to $0.27\sigma_M$ for the AT1 model in Fig. 15a, with $\sigma_M$ calculated for the AT1 model from Eq. (48). Sawtooth-like features prior to fracture with the AT2 model corresponds to relaxation of $\phi$ before the next strain increment is applied. Stress-strain curves for the two irreversibility conditions are the same prior to fracture, but eventually they deviate due in part to the differences in crack path shown in Fig. 12. Stress-strain curves for the crack-set cases show signs of ‘stiffening’ (increases in average stiffness), likely due to healing of $\phi$ where it is below the crack-set threshold of 0.9. At the location indicated ‘1’ in Fig. 15b, this stiffening occurs during a decrease in applied strain, resulting in a nearly horizontal segment of stress-strain curve. At location 2, stiffening coincides with an increase in applied strain, resulting in a snap-back event with a cusp appearing ‘inside’ another snap-back event. Our control algorithm for the near-equilibrium method handles these examples gracefully, but in general additional precautions may be needed to prevent simulations with crack-set irreversibility from being trapped in cycles of loading and unloading that lack irreversible evolution.

4.3.2. Convergence with respect to microstructural length scale

We now consider how differences between the AT1 and AT2 models and the damage and crack-set irreversibility conditions change as the microstructural length scale $L_{cut}$ is increased relative to the crack width parameter $\ell$. This can be interpreted as an evaluation of $\Gamma$-convergence, since our use of $\ell$ as a characteristic length scale prevents us from investigating the limit $\ell \to 0$ directly. As noted in Section 3.4, we change $L_{cut}$ by interpolating structures generated with $L_{cut} = 6\ell$ in a domain of size $L_x = L_y = 100\ell$ onto a larger grid with 1023$^2$ or 2047$^2$ points compared to the original grid size of $N_x = N_y = 511$. These larger grids in turn represent larger domain sizes, $L_x = L_y = 200\ell$ or $L_x = L_y = 400\ell$, resulting in $L_{cut} = 12\ell$ or $L_{cut} = 24\ell$, respectively.
Figure 15: Stress-strain plots for fracture of a two-phase structure with (a) the AT1 model with crack-set (thin blue line) and damage (thick orange line) irreversibility and (b) the AT2 model with crack-set (thin red line) and damage (thick cyan line) irreversibility. Simulations plotted correspond to the crack paths in Fig. 12a-d. Selected instances of ‘stiffening’ (increases in average stiffness) with crack-set irreversibility are highlighted with black arrows. The scaling stress $\sigma_M$ for both plots is based on the AT1 model, i.e., Eq. (48).

Figure 16: Crack paths for the structure from Fig. 12 upscaled to size $L_x = L_y = 200\ell$ such that the cutoff length scale $L_{\text{cut}}$ describing the microstructure is $12\ell$ instead of $6\ell$. Simulation conditions are otherwise the same as Fig. 12a-d.1. Figure 16 shows crack paths resulting from simulations under the same conditions as in Fig. 12a-d.1 with the structure upscaled from $L_{\text{cut}} = 6\ell$ to $L_{\text{cut}} = 12\ell$. These crack paths are thinner than their equivalents with $L_{\text{cut}} = 6\ell$ (a result of our use of the $\phi = 0.5$ contour for visualization), and exhibit sharp changes in direction that might have appeared smoother in similar cracks at $L_{\text{cut}} = 6\ell$. In their overall structure, three of the crack paths (corresponding to the AT2 model and the AT1 damage case) now agree with each other for much of their length. The evolution of these crack paths most closely resembles the AT2 crack-set case in Fig. 12d.1, while the final crack path also resembles the AT1 crack-set case in Fig. 12b.1 and similar crack paths with the AT1 model and other mechanics formulations. Meanwhile, the AT1 crack-set case in Fig. 16b is changed significantly from Fig. 12b.1: the initial crack now stops growing and the structure is fractured by a secondary crack initiated in the upper right corner. Consistent with Fig. 16, results for other realizations of the two-phase structure show more agreement between crack paths with different model formulations at $L_{\text{cut}}/\ell = 12$ than at $L_{\text{cut}}/\ell = 6$. Compared to Fig. 16, these realizations result in agreement between $L_{\text{cut}}/\ell = 12$ and $L_{\text{cut}}/\ell = 6$ with the same model formulation more often than is indicated by Fig. 16 alone. However, there does not appear to be any pattern in this agreement between forms of $f(\phi)$ or irreversibility conditions.

A clearer picture emerges when $L_{\text{cut}}/\ell$ is increased in the smooth random structures. These do not exhibit much variation in crack path with the near-equilibrium evolution method (most are nearly flat, as in Fig. 3), but the location where the crack nucleates can differ between the AT1 and AT2 models. Figure 17 compares nucleation sites between the AT1 and AT2 models for three smooth random structures at two or three levels of $L_{\text{cut}}/\ell$. Nucleation sites in Fig. 17 are designated as the location where $\phi$ first exceeds
0.9 in a given simulation. In all three of the original structures with $L_{\text{cut}} = 6\ell$, the AT2 model nucleates the crack at a different location from the AT1 model. (For comparison, this was only observed in one of the three two-phase structures for $L_{\text{cut}} = 6\ell$.) In two out of three cases, the nucleation site for the AT2 model converges to that of the AT1 model as $L_{\text{cut}}/\ell$ increases, with agreement at $L_{\text{cut}}/\ell = 24$ in Fig. 17a and $L_{\text{cut}}/\ell = 12$ in Fig. 17b. In Fig. 17c, the nucleation site of the AT1 model is itself not converged at $L_{\text{cut}}/\ell = 6$, but the AT2 model still nucleates at this 'old' site at $L_{\text{cut}}/\ell = 12$, before nucleating at yet another site when $L_{\text{cut}}/\ell = 24$. The AT1 model in Fig. 17 uses damage irreversibility while the AT2 model uses crack-set irreversibility, but we do not expect the irreversibility condition to affect the nucleation site.

4.3.3. Discussion

One way to interpret the differences between crack paths in Fig. 12 is that one model (and thus crack path) is more correct than the others. For the mechanics formulations and evolution methods, we evaluated models based in part on simple simulations that are easier to analyze than the heterogeneous structures. In this section, we primarily refer to analyses already present in the literature.

Linse et al. [14] find that damage irreversibility prevents convergence of the dissipated fracture energy $F_f$ to its ideal value because diffuse evolution of $\phi$ prior to nucleation of the crack is not allowed to heal. This diffuse evolution of $\phi$ is not eliminated by decreasing $\ell$ relative to the length of a reduced-stiffness region in their 1D domain, and thus they find that the damage irreversibility condition is incompatible with $\Gamma$-convergence of $F_f$. In our own results, we find a difference $F_f$ between the damage and crack-set irreversibility conditions for the AT2 model (e.g., in Fig. 12) that matches the findings of Linse et al., but it is not clear whether the damage irreversibility condition harms $\Gamma$-convergence of the crack path (in our case, convergence in the limit $L_{\text{cut}}/\ell \to \infty$). In the AT1 model, which they do not consider, we find a much smaller effect of damage irreversibility on $F_f$ compared to the AT2 model.

Tanné et al. [15] fixed $\ell$ based on the fracture stress and the toughness $G_c$ and found that the AT1 model successfully approximates fracture across a range of weak and strong stress singularities (introduced by V-notches) and concentrations (introduced by U-shaped notches). The AT2 model was found to successfully model crack nucleation at strong stress concentrations/singularities, but it diverged from experiments for weaker concentrations/singularities. This agrees quite well with our experience, where the two-phase structures have stronger stress concentrations than the smooth random structures (per the lower fracture stress and strain in Fig. 3b compared to Fig. 3a) and result in less of a difference in nucleation behavior between the AT1 and AT2 models.

Overall, our findings are generally consistent with those of Tanné et al. [15] and Linse et al. [14], which...
taken together suggest that the AT1 model and crack-set irreversibility should be preferred. However, the
high sensitivity of crack paths in the two-phase structure to any change in model formulation suggests that
focusing on a single ‘correct’ path may not be a desirable approach. For one thing, none of the methods
is consistently converged with respect to $L_{\text{cut}}/\ell$ for $L_{\text{cut}} < 12\ell$, suggesting that studying only converged
‘correct’ paths may be computationally challenging. Furthermore, the crack paths shown in Figs. 12 and
are all qualitatively similar, with no clear systematic difference due to the irreversibility condition, form
of $f(\phi)$, or mechanics formulation. Even increasing $L_{\text{cut}}/\ell$ only appears to systematically affect the crack
path at small length scales close to the crack width. If crack propagation in the two-phase structures is
interpreted as a highly sensitive or chaotic process [71], then all of these aspects may simply be influencing
which crack path is selected out of several statistically indistinguishable realizations. The real question
then becomes which aspects of model formulation have systematic effects on statistical descriptors of the
crack path, such as its power spectrum [25]. This question is substantially different from the qualitative
approach taken in this work; we speculate on which aspects of phase field fracture models will result in such
quantitative effects in the following section.

4.4. Discussion

In Section 2, we examined several different ways in which phase field models for quasi-static brittle
fracture can be formulated. In the previous three sections, we have tested the effects of different formulations
on crack path selection in elastically heterogeneous microstructures. Our results indicate that the near-
equilibrium evolution method and non-variational mechanics models with the strain-spectral driving force
are better than their alternatives at modeling quasi-static brittle fracture. We argue based on our simulation
results and previous studies that the AT1 model should be preferred to the AT2 model and the crack-set
irreversibility condition to the damage irreversibility condition. Crack path selection in our two-phase
structures appears to be highly sensitive to the aspects of model formulation that we consider, and an ‘ideal’
model for quasi-static brittle fracture under tension would be composed of these preferred variants.

However, it is not clear whether many of the differences in crack path result from differences in the
formulations themselves or from the high sensitivity of the crack path selection process in the two-phase
structures. Quantitative analysis of a larger dataset of crack paths for an ensemble of statistically identical
microstructures would provide a stronger basis for evaluating systematic differences between model variants,
and would be an interesting approach for future work. This would be in a way similar to a stochastic approach
proposed by Gerasimov et al. [71] for systems with homogeneous material properties. In the meantime, we
can speculate about quantitative effects based on our qualitative observations. We expect that sufficiently
high overstress would result in systematic and statistically significant effects on crack paths simulated with
the time-dependent and minimization evolution methods in heterogeneous structures. Likewise, the crack
smoothing and widening observed for the strain-spectral variational mechanics formulation systematically
affects the crack path and the dissipated fracture energy $F_f$. Damage irreversibility in the AT2 model also
systematically affects $F_f$, although we cannot yet say whether it systematically affects the crack path. A
minimal recommendation from this study is that these expected systematic effects on crack path and $F_f$
should be avoided when investigating randomly heterogeneous materials.

5. Conclusions

We have presented a comprehensive overview of how popular variants of the phase field model for quasi-
static brittle fracture affect crack path selection in systems with both uniform and randomly heterogeneous
elastic properties. We consider four ways in which phase field models for quasi-static brittle fracture can vary: in how the phase field is evolved, in the formulation of the coupling between the elastic and phase field,
the form of the phase field approximation to the crack length/area (AT1 or AT2 [15]), and the conditions
under which evolution of the phase field is considered to be irreversible (everywhere, as in damage models,
or only within a crack set). We probe the effects of these variants in simulations with spatially uniform
elastic properties, random two-phase structures with contrasting Young’s moduli, and random structures
with smoothly varying Young’s modulus. For the random structures, we examine how crack paths (and
their sensitivity to model variants) change as the size scale of the structure is changed relative to the crack width parameter $\ell$ in the phase field model.

We consider all of these variants within a common numerical approach that combines novel and standard aspects. We identify three types of evolution method for the phase field: minimization, time evolution, and near-equilibrium evolution. Our implementation of the near-equilibrium method is novel but the others are standard, and for all three methods we employ staggered solutions of the phase field and mechanics sub-problems. We use an FFT-accelerated strain-based micromechanics solver for the mechanics sub-problem [55, 79, 80], and implement a bound-constrained conjugate gradients algorithm [59] to solve for the phase field while directly enforcing irreversibility constraints.

We find that crack paths in heterogeneous structures differ significantly between the near-equilibrium evolution method and the minimization and time-dependent evolution methods under overstressed conditions. Such conditions occur when the near-equilibrium method undergoes unloading (i.e., snap-back) but the time-dependent and minimization methods do not. This effect on crack path in the minimization method relies on the interaction between overstress and material heterogeneity, and thus it is not apparent in simulations without heterogeneity. Effects of overstress with the time-dependent method, such as crack broadening and branching, resemble effects of overstress in dynamic fracture models [62]. The near-equilibrium method most closely resembles classical models for quasi-static fracture and avoids overstress-related effects present in the other methods.

In our examination of different mechanics formulations, we find distinct effects due to the choice of driving force (elasticity formulation in the phase field governing equation) and the choice of contact model (elasticity formulation in the mechanical equilibrium equation). We consider elastic energy densities with no splitting between tension and compression (i.e., the isotropic model), and splittings based on volumetric-deviatoric and spectral decompositions of the strain tensor. Of these, only the driving force for the strain-spectral split results in agreement with an experimental mode II (in-plane shear) crack path. However, the contact model for the strain-spectral split results in a crack that bears significant shear stresses, leading to artificial widening and smoothing of cracks in heterogeneous microstructures. Desirable combinations of driving force and contact model for predominately tensile loading can be obtained via non-variational mechanics formulations that combine the driving force from the strain-spectral split with the contact model from another formulation.

We find that crack paths in the heterogeneous structures are sensitive to multiple aspects of the formulation besides evolution method and mechanics formulation. Sensitivity to aspects that do not have an equivalent in sharp-crack models of crack propagation (e.g., AT1 vs. AT2 and crack-set vs. damage irreversibility) is reduced when the length scale of the microstructure is larger relative to the crack width parameter $\ell$. Our results along with previous work [15] suggest that the AT1 model is advantageous for $\Gamma$-convergence in the presence of relatively weak stress concentrations. Likewise, the crack-set irreversibility condition is preferable for use with the AT2 model [14]. A potential approach for future studies would be to test for systematic differences between methods via statistical characterization of the crack path.
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