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Abstract: With the development of natural language processing, linguistic steganography has become a research hotspot in the field of information security. However, most existing linguistic steganographic methods may suffer from the low embedding capacity problem. Therefore, this paper proposes a character-level linguistic steganographic method (CLLS) to embed the secret information into characters instead of words by employing a long short-term memory (LSTM) based language model. First, the proposed method utilizes the LSTM model and large-scale corpus to construct and train a character-level text generation model. Through training, the best evaluated model is obtained as the prediction model of generating stego text. Then, we use the secret information as the control information to select the right character from predictions of the trained character-level text generation model. Thus, the secret information is hidden in the generated text as the predicted characters having different prediction probability values can be encoded into different secret bit values. For the same secret information, the generated stego texts vary with the starting strings of the text generation model, so we design a selection strategy to find the highest quality stego text from a number of candidate stego texts as the final stego text by changing the starting strings. The experimental results demonstrate that compared with other similar methods, the proposed method has the fastest running speed and highest embedding capacity. Moreover, extensive experiments are conducted to verify the effect of the number of candidate stego texts on the quality of the final stego text. The experimental results show that the quality of the final stego text increases with the number of candidate stego texts increasing, but the growth rate of the quality will slow down.
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1. Introduction

Steganography is the art of hiding secret information within another public and innocuous medium, e.g., image [1,2], audio [3], video [4] or text [5,6], in an inconspicuous manner. It plays an important role in the field of information security to provide a safe and secure way for confidential data and communications [7–9]. Currently, as the text data that people use the most daily are a suitable carrier for steganography, linguistic steganography has drawn great attention in recent years. However,
it is a challenging task because of the few redundant embedding spaces existing in the text context and the requirement of sophisticated natural language processing technologies.

Linguistic steganography embeds the secret message into the content of a text. Currently, it can be mainly divided into three categories: text modification-based [10], coverless [11] and text generation-based linguistic steganography [12]. Linguistic steganography based on text modification takes advantage of equivalent linguistic transformations to slightly modify the text content to hide the secret message while preserving the meaning of the original text. The linguistic transformations include syntactic transformations [10,13], synonym substitutions [14–17], misspelled word substitutions [18] and so on. This type of linguistic steganography has high imperceptibility, but limited embedding capacity, as the alternative transformations in a text are always very rare. Moreover, compared with the corresponding cover text, the stego text with hidden information still has some deviation and distortion in statistics and linguistics, and it is easy to discover the existence of the hidden information by using linguistic steganalysis technology [19–21].

In order to resist attacks from various steganalysis methods, researchers began to study coverless linguistic steganography. Coverless means there is no need to make any modification to the original cover carrier [22]. Coverless linguistic steganography directly generates or extracts secret information from the true and unmodified natural text. The earliest method [11] divided the secret information into independent keywords, then used the Chinese character mathematical expression to extract the positioning label of each keyword and, finally, combined the label and the keyword to retrieve the large-scale texts to obtain the confidential text, which is unchanged and can be employed to carry the secret information. This type of method mainly makes great efforts to design different labels for locating the keywords of secret information [23] and retrieve a large-scale text dataset [24–27] to gain one or more appropriate confidential texts. Although the various coverless linguistic steganographic methods can completely resist existing linguistic steganalysis attacks, their embedding capacities are extremely low. In the worst case, one confidential text can only successfully hide one keywords. Moreover, there is the problem of inefficiency, which can become prohibitive in practice.

Both former types of linguistic steganography have the problem of low embedding capacity, but text generation-based linguistic steganography solves this problem well. This type of method does not require an original text in advance. It always employs language models or natural language processing techniques to generate pseudo-natural language texts to carry secret information [28,29]. Since there are more locations available for accommodating secret information and there is no upper limit to the length of the generated text, such a method has great embedding capacity. Early text generation-based methods [30] lacked sufficient artificial intelligence to automatically generate arbitrary text with high quality. The resulting stego text was prone to errors that did not conform to grammar or common sense; its sentences were incomplete and caused inconsistency in contextual semantics, and its content was poorly readable. Specifically, it is difficult to ensure that the linguistic statistical features of the generated stego are consistent with the normal natural text, so they are easy to detect by steganalysis [31].

To improve the quality of the generated stego text to enhance the security of the secret information, researchers make great efforts to utilize promising automatic text generation technologies combined with information hiding operations [5,12,32,33]. One typical work used the Markov chain to calculate the occurrence of each word in the training set and obtain the probability of migration and, finally, used the probability of migration to encode words to achieve the purpose of embedding information in the process of text generation. With deep learning making significant progress in the field of natural language processing, researchers have introduced text generation models based on deep learning into the field of linguistic steganography. Fang et al. [34] proposed a steganographic method using an LSTM-based text generation model, which successfully solved the problem that the Markov model could not obtain the ideal language model. Yang et al. [35] proposed a similar linguistic steganography method based on the recurrent neural network. They designed two kinds of coding methods, fixed length and variable length, to encode each word in terms of the probability distribution
of words for embedding information. These two coding methods make linguistic steganography more practical. Although the linguistic steganographic method based on deep learning can greatly improve the quality and embedding capacity of the stego text, regardless of whether the information is embedded or extracted, it requires more resources and runs slower.

In order to improve the running speed of linguistic steganography based on deep learning and increase the length of secret information that can be embedded in each word, we propose a linguistic steganography method based on character-level text generation. The method automatically generates stego text by using the LSTM-based character-level language model to predict the next character instead of the next word, embedding at least 1 bit of secret information in each character. Meanwhile, to ensure the quality of stego text, based on the same secret information, we first produce multiple stego text candidates by adjusting the start strings and then concatenate a well-designed selection strategy to find the best stego text with the highest quality. The experimental results show that the proposed method can generate stego text more quickly and has higher embedding capacity than similar methods. Moreover, we conduct experiments to analyse the effect caused by the number of candidate stego texts and find a proper number from the experimental results. Experimental results show that the quality of the stego text can be improved by performing the stego text selection strategy.

The rest of this paper is organized as follows. First, in Section 2, we briefly introduce the existing related work. Section 3 then introduces the framework of the proposed method and its main modules. Subsequently, Section 4 details the information hiding and extraction algorithm of the proposed method. Section 5 details the experimental results and analysis. Finally, the conclusion of this paper is given in Section 6.

2. Related Work

2.1. Long Short-Term Memory Network

Early text generation-based linguistic steganographic methods were unable to generate high-quality stego text due to the underdevelopment of text generation technology. In recent years, with the application of recurrent neural networks (RNNs) in text generation, the quality of the generated text has improved significantly.

Unlike other deep neural networks [36,37], RNN is a special artificial neural network, which has many hidden layers. A basic RNN can have only one hidden layer. RNN is well suited for sequence modelling problems. It contains a feed-back connection at each time step, so it can be extended in the time dimension and form a deep neural network, whose structure is shown in Figure 1.

![Figure 1. The structure of a simple RNN.](image)

In each time step \( t \), the RNN accepts the input vector \( x_t \) and the hidden state vector \( h_{t-1} \) to produce the next hidden state vector \( h_t \) by the following equations:

\[
\begin{align*}
    h_t &= f \left( W \cdot x_t + U \cdot h_{t-1} + b_h \right) \\
    o_t &= V \cdot h_t + b_o
\end{align*}
\] (1)
where $W, U, V$ denote the learned weight matrices, $b_h$ and $b_o$ denote the hidden bias vector and output bias vector and $f$ is the hidden layer function, which is a nonlinear function and commonly is the tanh or softmax function.

In theory, RNN can process an input sequence of any length. However, in practice, due to the vanishing gradient problem, it cannot effectively deal with the long-range dependencies. However, the long short-term memory (LSTM) proposed by Hochreiter and Schmidhuber [38] is better than RNN at finding and exploiting long-range context by adding memory cell vector $C_t$. In time step $t$, an LSTM network accepts $x_t, h_{t-1}, C_{t-1}$ as inputs and then produces $h_t, C_t$, which are calculated as the following composite function:

$$
\begin{align*}
I_t &= \sigma (W_i \cdot x_t + U_i \cdot h_{t-1} + b_i) \\
F_t &= \sigma (W_f \cdot x_t + U_f \cdot h_{t-1} + b_f) \\
C_t &= F_t \cdot C_{t-1} + I_t \cdot \tanh (W_c \cdot x_t + U_c \cdot h_{t-1} + b_c) \\
O_t &= \sigma (W_o \cdot x_t + U_o \cdot h_{t-1} + b_o) \\
h_t &= O_t \cdot \tanh (C_t)
\end{align*}
$$

where $I_t, F_t, O_t$ refer to the input gate, forget gate and output gate, respectively. $C_t$ is the cell activation vector. These four vectors are the same size as the hidden vector $h_t$. At $t = 1, h_0, C_0$ are initialized to the zero vector. $\sigma$ is the logistic sigmoid function. $W_i, W_f, W_c, W_o, U_i, U_f, U_c, U_o$ are to-be-learned weight matrices. $b_i, b_f, b_c, b_o$ are to-be-learned bias vectors.

In LSTM, the accumulation is used instead of the multiplication, thus solving the gradient disappearance problem [39]. Currently, LSTM has surpassed RNN in many tasks, including language modelling [40].

### 2.2. Text Generation-Based Linguistic Steganography

Text generation-based linguistic steganography is based on linguistics, which directly generates the stego text without a pre-specified cover text according to the rule of linguistics and natural language processing technologies [41]. The core of this method is to generate stego text in the control of the secret information by using different automatic text generation technologies and making different choices in the process of text generation. The early text generation-based linguistic steganography mainly employed rule-based template generation technology to generate stego text; for example, Reference [41] adopted context-free grammar to construct sentences, while embedding secret information through selecting different context-free grammar rules and variables in the rules. The generated stego text has the correct sentence structure, but the semantics has nothing to do with the context. Subsequently, Reference [28] provided a more flexible approach to adjust and control the attributes of the generated text to improve its quality. It tries to extract available syntactic templates from a certain specific text or English sentences based on context-free grammar, but in fact, the generated text is not smooth enough and may also generate meaningless text.

With the dramatic improvements of natural language processing technology, text generation-based linguistic steganography can generate higher quality stego text driven by a large-scale corpus to train a good statistical language model and encode the conditional probability distribution of words for the purpose of hiding secret information in the generation process. A language model can be formalized as a probability distribution over a sequence of words or characters. Namely, given a string of past words, the language model provides an estimate of the probability that any given word from an pre-defined vocabulary will be the next word. The popular language model employed in text generation-based linguistic steganography is the Markov model [5,12,32,33,42,43].

Suppose an ordered word sequence $X = \{x_1, x_2, \ldots, x_t\}$; for the automatic text generation based on the first-order Markov chain, the word at the $t$-th position of the sequence can be associated with...
the conditional probability distribution based on the \( t - 1 \)-th word; thus, the word sequence \( X \) can be represented as the product of \( t \) estimated one-gram conditional probabilities, which can be formulated as follows:

\[
P(x_1, x_2, \cdots, x_t) = P(x_1) P(x_2|x_1) \cdots P(x_t|x_1x_2\cdots x_{t-1})
\]

By utilizing the given word sequence \( X \), the next word \( x_{t+1} \) can be generated by selecting a word from the candidate words with a high conditional probability estimated by the Markov model. As the candidate words selected as the \( t + 1 \)-th word are associated with different probabilities, linguistic steganography designs some coding approaches to encode each candidate to a code, such that the special candidate word is selected to be generated to express the appointed secret information.

Taking advantages of the Markov model for text generation, some novel linguistic steganographic methods have been presented. Moreover, Reference [42] made efforts to simplify the estimation procedure of text generation. It is assumed that all transition probabilities from a given state to other state are equal. Reference [43] cooperated the Markov chain model with the DES algorithm to enhance the security of the secret information and presented a fixed-length coding method to encode each candidate word. However, in the process of stego text generation, they ignored the transition probability of each word, leading to the generated stego text having poor quality. Similarly, Reference [32] proposed a steganographic method based on the Markov model, which focuses on how to ensure each generated sentence is embedded with a fixed number of secret bits, but the generated result was not satisfactory due to ignoring the difference of the transition probability. Reference [5] used the Markov chain model to generate particular ci-poetry learning from a given corpus to hide secret information. To overcome the quality degradation of the generated stego text caused by the fixed-length coding, Reference [12] combined the Markov model and Huffman coding to propose a method to automatically generate stego text. During the text generation, each time, a Huffman tree was constructed for the candidate words according to their conditional probabilities. The word whose code matched the secret bits was selected to be generated as the stego word.

Although Markov model-based linguistic steganographic methods have improved the quality and reliability of the generated text compared with the previous methods, there are still some problems; for example, the generated texts are not natural enough to avoid being discovered by steganalysis, due to the limitations of the Markov model. With recent advances in neural networks, language modelling based on neural networks has begun to show satisfactory performances [44]. As a result, some linguistic steganographic methods based on neural networks have emerged. Reference [34] firstly introduced the LSTM to learn the statistical language model of natural text and explored an LSTM-based steganography framework, which can generate texts with different genres and good quality by training different models. Reference [35] proposed a linguistic steganography based on the recurrent neural network. It used a full binary tree and a Huffman tree to dynamically encode the conditional probability distribution of each candidate word, so that the secret information was embedded into the selected word according to the codes of the candidate words. Meanwhile, some researchers paid attention to the generation of specific semantic texts. Luo and Huang [45] proposed a steganography method to produce Chinese classic poetry by using the encoder-decoder framework. Tong et al. [46] presented an RNN encoder-decoder model to generate Chinese pop music lyrics to hide secret information. The generated specific texts embedded with secret information were in a certain form, meeting the visual and pronunciation requirements.

Neural network-based linguistic steganography has significantly improved the quality of the generated stego texts. It is worth noting that the aforementioned methods all employ word-level language models to generate text. The word-level text generation methods usually require large vocabularies to store all the words in a large-scale corpus, so that the input and output are always extremely complex, and the model demands billions of parameters. The character-level models tried to overcome this issue [47], which can produce powerful words. The experimental results in [48]
also showed that even context representation can be generated to capture the characteristics of the morphology and semantics. Since the number of characters in a language is small, the input and output of the character-level language model is simple, and the character-level language model has the advantage of modelling out-of-vocabulary words. Therefore, in this work, we propose novel linguistic steganography using an LSTM-based character-level language model (LSTM-CLM) to generate stego text, while improving the information hiding efficiency and embedding capacity.

3. Character-Level Linguistic Steganography

In this section, we introduce our proposed character-level linguistic steganography (CLLS) method, which combines LSTM-based character-level text generation and stego text selection to generate high-quality stego text. For the text generation task, the secret message serves as the supervision to guide the generation process using the LSTM-based character-level language model (LSTM-CLM). To infer the best stego text for a given secret message, we leverage different start strings to improve the diversity of the generated stego texts and let them vote to decide which stego text is the best one for the embedded information. Therefore, the key task for this problem is to estimate the quality and security of the generated stego texts, so as to select the best one. To address the problems in the task of linguistic steganography, our method naturally integrates the text generation approach and the text selection approach. Next, the framework of the proposed method will be described in detail.

3.1. Framework

The framework of the proposed CLLS is shown in Figure 2. CLLS consists of two processes: information hiding and information extraction. Information hiding process mainly contains two modules: the stego text generation based on LSTM-CLM and the stego text selection, which will be introduced in the next subsections. Given a secret message, the LSTM-based stego text generation module automatically generates a candidate stego text for each start string under the control of the secret message, using an LSTM-based character-level language model (LSTM-CLM); while the stego text selection module considers the quality of the stego text to select the best one as the final stego text from all candidate stego texts. Namely, we leverage the first module to generate a number of candidate stego texts and the second module to find the high-quality stego text for the given secret message. The information extraction process extracts the embedded secret message from the stego text.

Figure 2. The framework of our proposed linguistic steganography.
The overall framework of CLLS is summarized below:

- **Information hiding:**
  1. Generate randomly \( N \) start strings according to the training corpus as the input.
  2. Train an LSTM-CLM and accept a start string as the input of the trained LSTM-CLM to generate a stego text. By coding the conditional probability distribution of candidate characters at each time of LSTM-CLM, select the character having the special code to match the given secret message to be generated, so as to generate \( N \) candidate stego texts by employing \( N \) different start strings for a given secret message.
  3. Calculate the perplexity value of each candidate stego text to find the stego text with the highest quality and output it as the final stego text.

- **Information extraction:**
  1. Extract the start string from the received stego text according to the shared parameters.
  2. Input the extracted start string into the same trained LSTM-CLM as that in the information hiding process. The trained LSTM-CLM will produce the conditional probability distribution of all possible characters at each time. Adopt the same coding method; a predicted candidate character set is obtained, and each candidate character is encoded into a unique code.
  3. By querying the code of the stego characters, decode the characters in the stego text into binary, so as to retrieve the embedded secret message.

3.2. Stego Text Generation Based on the LSTM-CLM

The key of the process of information hiding is to generate a stego text by using an LSTM-based character-level language model. The stego text we generate is a kind of sequence signal, while RNN is very suitable for sequence modelling. However, RNN cannot solve long-term dependence, which can lead to gradient disappearance and cause the parameters to not be updated. By adding a memory cell, the LSTM solves this problem successfully. Therefore, we finally use the LSTM to build the model for generating stego text.

The LSTM-CLM estimates the probability distribution over the sequence of characters by using the LSTM model. In the task of text generation, the LSTM-CLM can be formulated as a discrete character sequence prediction problem. During the prediction, the LSTM-CLM estimates the probability of the character \( x \) appearing at \( t \) time, \( P(x) \) or \( \prod P(x_t| x_{<t}) \), which means the output character depends on the previous input characters. During the stego text generation process, we mainly use the ability of the LSTM and character language model in the modelling of the character sequence to complete the generation of stego text.

The architecture of stego text generation based on the LSTM-CLM is shown in Figure 3. The first step is to encode each input character in the start string into a \( |G| \)-dimensional vector space. \( |G| \) is the size of the character table collected from a corpus. In this paper, the character table includes 26 letters in the English alphabet and punctuation marks. According to the frequency of each character appearing in the corpus, all characters in the character table are sorted, and then, according to their positions, each character is one-hot encoded as a \( |G| \)-dimensional vector, in which only one element is one and the rest are zero. Commonly, the \( i \)-th element of the \( i \)-th character in the ordered character table is set to one. Set the number of characters in the start string to \( l_s \), then the start string can be encoded as a matrix \( X \in R^{l_s \times |G|} \), and the \( i \)-th row in the matrix \( X \) represents the one-hot code of the \( i \)-th character in the start string.

\[
X = \begin{pmatrix}
  x_1 \\
  \vdots \\
  x_{l_s}
\end{pmatrix}
= \begin{pmatrix}
  x_{1,1} & \cdots & x_{1,|G|} \\
  \vdots & \ddots & \vdots \\
  x_{l_s,1} & \cdots & x_{l_s,|G|}
\end{pmatrix}
\] (4)
Figure 3. Architecture of the stego text generation based on the LSTM-character-level language model (CLM).

The LSTM-CLM receives one-hot encoded input characters $X$ as the input vector and then estimates the next character probabilities by performing Equation (2). At time $t$, an output vector $O_t = [o_{1t}, o_{2t}, \cdots, o_{|G|t}]$ is predicted, where the element $o_{jt}$ is the non-normalized probability of the $j$-th character in the character table. $o_{jt}$ indicates the possibility of the $j$-th character to be the $(t+1)$-th character of the generated text. $o_{jt}$ can be normalized by the following equation:

$$
\text{softmax}(o_{jt}) = \frac{\exp(o_{jt})}{\sum_{i=1}^{|G|} \exp(o_{it})}
$$

Generally speaking, there is actually more than one suitable character that can be selected to be the next character at each time, when they have high estimated probabilities. After sorting all the characters in the character table in descending order by their associated probabilities $O_t$, the first $k$ characters with high probabilities are selected to construct a candidate character set. Since the probabilities of candidate characters are always high, an arbitrary candidate character can be selected to be generated, which does not have a great influence on the quality of the generated text. Therefore, we imperceptibly hide the secret message by controlling the selection of candidate characters to generate text.

When encoding characters in a candidate character set, we use a fixed length coding method whereby each character is encoded to a code with length $s$, where $k = 2^s$. As the characters in the set are ordered, the coding rule in this paper is to encode them in ascending order, namely using the binary number represented by the index of the corresponding character in the set as its code. For example, when $k = 2$, $s = 1$, suppose the two characters in the candidate set are $a_1$ and $a_2$, respectively, then $a_1$ and $a_2$ will be encoded as “0” and “1”, respectively. When $k = 4$, $s = 2$, for a candidate set \{a_1, a_2, a_3, a_4\}, whose candidate characters have been sorted in descending order according to their estimated probabilities, the encoding results are shown in Table 1.
Table 1. The encoding result of the candidate character set.

| Code | Index | Candidate Character |
|------|-------|---------------------|
| 00   | 0     | a₁                  |
| 01   | 1     | a₂                  |
| 10   | 2     | a₃                  |
| 11   | 3     | a₄                  |

After all the candidate characters are encoded, a certain character, whose code is consistent with the current embedded secret bitstream, is selected as the current output of the generated stego text. For example, if the embedded secret bitstream is “01”, then a₂ is selected as the next character. Each generated character can have s bits of secret information embedded. The current generated character will be one-hot encoded and added to the input matrix X to perform the training of the LSTM-CLM to generate the next character. When all the secret bitstream is embedded, it is possible that the last generated character is not a terminator of a complete sentence. In order to solve this problem, we will continue to generate characters with the highest probabilities until a terminator is encountered.

Taking k = 2, an example in Table 2 is given to describe the process of selecting candidate characters according to the embedded secret bitstream. The candidate characters are already ordered.

Firstly, two candidate characters “a” and “o” are obtained by taking “w” as the input, as the current secret bitstream is “0”, so candidate character “a” with a higher probability than “o” is selected. At present, the input of the LSTM-CLM should be updated to “wa”, and then, new candidate characters “t” and “y” are obtained. According to the current secret bitstream, candidate character “t” is selected. Finally, the stego text “water” is generated and embedded secret bitstreams “00111”.

Table 2. An example of embedding a secret bitstream into the generated character.

| Input String | Candidate Characters | Possible Combination | Secret Bitstream | Stego Text |
|--------------|----------------------|----------------------|------------------|------------|
| “w”          | “a”, “o”             | “wa”, “wo”           | 0                | “wa”      |
| “wa”         | “t”, “y”             | “wat”, “way”         | 0                | “wat”     |
| “wat”        | “c”, “e”             | “wate”, “watc”       | 1                | “wate”    |
| “wate”       | “s”, “t”             | “water”, “wates”     | 1                | “water”   |
| “water”      | “s”, “”              | “waters”, “water”    | 1                | “water”   |

3.3. Stego Text Selection

As the stego text generation process is automatically controlled by the secret information, each character included in the stego text is not always selected as the one with the highest prediction probability, so the quality of the stego text will vary with the selected characters with different conditional probabilities. The quality of the stego text directly influences the imperceptibility and security of its carried secret information. In order to improve the imperceptibility of the stego text, we design a selection strategy to select a best stego text with a high quality from multiple candidate generated stego texts.

For the same secret information, we randomly generate N start strings and then use each start string to generate a candidate stego text. Different start strings will lead to a completely different stego text in a wide variety of quality. In order to select a high quality stego text from the candidates, we use perplexity to evaluate the quality of a generated stego text and select the one with the lowest perplexity value as the final stego text. The perplexity of a candidate stego text \( cst_j \) is calculated as follows:

\[
\text{perplexity}(cst_j) = 2^{-\frac{1}{n} \sum_{i=1}^{n} \log p(s_i)}
\]

\[
= 2^{-\frac{1}{n} \sum_{i=1}^{n} \log p_i(w_1, w_2, \ldots, w_{n_i})}
\]

\[
= 2^{-\frac{1}{n} \sum_{i=1}^{n} \log p_i(w_1)p_i(w_2|w_1) \cdots p_i(w_{n_i}|w_1, w_2, \ldots, w_{n_i-1})}
\]
where $s_i = \{w_1, w_2, \cdots, w_n\}$ represents the $i$-th generated sentence in the stego text $cst_i$, $n_i$ denotes the number of words in the $i$-th generated sentence, $p(s_i)$ represents the probability distribution in the sentence $s_i$, $p(w_k)$ represents the probability distribution of the word $w_k$ and $n$ is the total number of sentences in $cst_j$. Although we generate stego text at the character level, we still calculate the perplexity by words to evaluate the quality of a generated stego text.

Setting the number of candidate stego texts as $N$, and denoting the candidate stego texts as $\text{CST} = \{cst_1, \cdots, cst_N\}$, the perplexity of the $j$-th candidate stego text is $\text{perplexity}(cst_j)$. Then the final stego text is selected by:

$$\text{Stegotext}(SM) = \arg \min_{cst_j \in \text{CST}} \text{perplexity}(cst_j)$$

where $SM$ is the secret information and $\text{Stegotext}(\cdot)$ denotes the information hiding function of the proposed method.

### 4. Information Hiding and Extraction Algorithm

The proposed method includes two processes: information hiding and information extraction. The algorithms of these two processes are elaborated in the subsequent subsections.

#### 4.1. Information Hiding

The proposed character-level linguistic steganography must pre-define some parameters to generate the stego text. Furthermore, the parameters should be shared with the information hiding and information extraction algorithm to successfully extract the secret information. The information hiding algorithm of the proposed method is shown in Algorithm 1. Through this algorithm, a high-quality stego text can be generated with a fast running speed and large embedding capacity. Theoretically, $s$ bits can be embedded into a character.

**Algorithm 1** Information hiding algorithm.

**Input:**
- Secret message: $SM$
- The number of bits embedded in each character: $s$
- The number of previous characters to be employed for predicting the next character: $t$
- The number of candidate stego texts: $N$
- The number of words in a start string: $n_s$

**Output:**
- Stego text: $ST$

1. Data preprocessing and training an LSTM-based character-level language model (LSTM-CLM) using a large-scale corpus;
2. Generate randomly $N$ start strings including $n_s$ words; Denote the start string set as $\text{SSL} = \{\text{ssl}_1, \text{ssl}_2, \ldots, \text{ssl}_N\}$;
3. Denote the candidate stego text set as $\text{CST} = \{cst_1, \ldots, cst_N\}$, and initialize each text in $\text{CST}$ to the corresponding start string;
4. Set $q = 1$;
5. **while** $q \leq N$ **do**
   6. Select the $q$-th start string $\text{ssl}_q$ from $\text{SSL}$;

7: Calculate the character number $l_s$ included in $ssl_q$;
8: Convert $SM$ into a binary bit stream $SM_1$, and calculate its byte length $l_d$, which is converted into an 8 bit binary bit stream $LM$. Update $SM_1$ by $SM_1 = LM + SM_1$, which is the actual information embedded into the generated text. Here, the first 8 bits are employed to store the byte length of the secret information, which is useful for the information extraction algorithm to locate the characters’ embedded information. Denote the bit length of $SM_1$ as $l_d$.
9: set $i = l_s + 1, j = 1$;
10: while $j \leq l_d$ do
11: \hspace{1em} Take the first $t$ characters $w_{i-t}, \ldots, w_{i-1}$ in $cst_q$ as the input of the LSTM-CLM, and then, the LSTM-CLM outputs the probability distribution of all characters;
12: \hspace{1em} Sort all characters in the character table according to their predicted conditional probabilities in descending order, and select the first $2^s$ characters to construct the candidate character set;
13: \hspace{1em} According to the coding rule, the character whose encoding value equals the value of the $j$-th bit to the $(j + s - 1)$-th bit of $SM_1$ is selected as the next character $w_i$;
14: \hspace{1em} Attached $w_i$ to the $cst_q$;
15: \hspace{1em} $i = i + 1$
16: \hspace{1em} $j = j + s$
17: end while
18: while $w_i$ is not a terminator do
19: \hspace{1em} Take the first $t$ characters in $cst_q$ as the input of the LSTM-CLM, and then, the LSTM-CLM outputs the probability distribution of all characters; select the character with the highest probability as the next character $w_i$;
20: \hspace{1em} Attached $w_i$ to $cst_q$;
21: \hspace{1em} $i = i + 1$
22: end while
23: Update $CST$;
24: $q = q + 1$;
25: end while
26: Calculate the perplexity value of a candidate stego text in $CST$, and select the text with the minimum perplexity as $ST$;
27: return $ST$.

4.2. Information Extraction

Information extraction is the recovery of embedded secret information from stego text, which is opposite of information hiding. The process of information embedding and information extraction is basically the same. They all need to use the same trained LSTM to estimate the conditional probability distribution of all characters at each moment, then construct the same set of candidate characters and use the same coding method to encode the characters.
After receiving the stego text, the receiver inputs the entire stego text into the LSTM-CLM. The LSTM-CLM selects the start string of the corresponding length and inputs it to obtain the probability distribution of all characters to predict the next characters. When the LSTM-CLM returns the probability distribution of all characters for the next character, the receiver needs to construct the candidate character set and obtain the codes of the candidate characters by employing the coding rule. Therefore, the character in the stego text can be decoded. The details of the information extraction algorithm are shown in Algorithm 2.

Algorithm 2 Information extraction algorithm.

Input:
- Stego text: ST
- The number of words in a start string: $n_s$
- The number of bits embedded in each character: $s$
- The number of previous characters to be employed for predicting the next character: $t$

Output:
- Secret message: SM

1: Load a trained LSTM-CLM, whose parameters are the same as those of the LSTM-CLM employed in the information hiding algorithm;
2: Select the first $n_s$ words of the stego text as the start string; and set its character length to $l_s$;
3: Calculate the character length of the stego text as $l_c$;
4: set $i = l_s + 1$;
5: while $i \leq l_c$ do
   6: Take the $t$ characters $w_{i-t}, \ldots, w_{i-1}$ before the $i$-th character $w_i$ in the stego text as the input of the LSTM-CLM, and then, the LSTM-CLM outputs the character probability distribution of the next character;
   7: Sort the predicted probability of all characters employed in the LSTM-CLM in descending order and select the first $2^s$ characters to construct the candidate character set;
   8: According to the same coding rule used in the information hiding algorithm and the position of $w_i$ located in the candidate character set, decode the $s$ bit stream embedded in $w_i$ and attach it to the extracted bit stream string $SM_1$;
   9: if $(i - l_s) = \left\lceil \frac{8}{s} \right\rceil$ then
      10: calculate the decimal value $l_d$ of the first eight bits in the bit stream string $SM_1$, such that the length of the embedded secret message is $8 \times l_d$ bits, and then, update $l_c$ to $l_c = l_s + \frac{8 \times l_d}{s}$, namely only $\frac{8 \times l_d}{s}$ characters are employed to carry the secret message. Meanwhile, eliminate the first eight bits from $SM_1$;
   11: end if
   12: $i += 1$;
13: end while
14: Convert the bit stream string $SM_1$ to the character string, which is the embedded secret message $SM$;
15: return $SM$. 
5. Experimental Results and Analysis

In this section, we present the experimental results and analysis to verify the performance of the proposed method.

5.1. Experimental Setup

As the LSTM-CLM requires a large-scale corpus to be trained so as to capture the statistical characteristics of natural texts, we selected the Gutenberg corpus for model training. The Gutenberg corpus comes with the NLTK library in Python. The details of the Gutenberg corpus are shown in Table 3:

| Item                     | Value   |
|--------------------------|---------|
| Average Length of Sentence | 26.6    |
| Sentence Number          | 98,552  |
| Word Number              | 2,621,613|
| Unique Character         | 71      |

In the experiments, we implemented our proposed method CLLS based on TensorFlow. While training the LSTM-CLM, we used a two layer LSTM network. Each layer contained 128 or 256 LSTM units. We employed the Adam optimizer to optimize the model and the cross-entropy loss function as the loss function. Meanwhile, the batch size was set as 32, the learning rate initialized as 0.01, the training epoch set as 12, and the dropout set as 0.5. We trained the LSTM-CLM on the NVIDIA GeForce GTX TITAN X.

5.2. Performance Analysis

In the experiments for generating stego text, we randomly selected a fragment from the natural text in the Gutenberg corpus as the secret information. The start strings were also randomly extracted from the Gutenberg corpus. The number of words in the start string was limited to 3–10. The number of bits embedded in each character was set as one. The number of previous characters to be employed for predicting the next character was set as 50. We conducted extensive experiments to generate huge stego texts for testing the performance of the proposed method.

1) The efficiency of stego text generation:

We employed the average time required for generating stego text with a designated length to measure the efficiency of the proposed method. We fixed the size of the candidate character set to two, that is each stego character was embedded into 1 bit secret information. We calculated the average time of generating 1000 stego texts, each of which contained 50 words. At the same time, we compared with the other two similar linguistic steganographic methods [34,35], both of which are based on word-level text generation. Reference [34] used LSTM, and [35] used RNN to generate 50 words stego texts to observe the consumed time. The comparison results are shown in Table 4.

| Methods               | CPS/CCS | Time    |
|-----------------------|---------|---------|
| Method in [34]        | 2       | 5.695 s |
| Method in [35]        | 2       | 3.25 s  |
| CLLS-lstm128          | 2       | 0.642 s |
| CLLS-lstm256          | 2       | 0.822 s |
In Table 4, CLLS-lstm128 and CLLS-lstm256 denote the proposed method whose size of LSTM units is 128 and 256, respectively. By adopting different numbers of LSTM units in the LSTM-CLM, we tried to verify the reliability of the proposed method. CPS is the size of the candidate pool in [34,35], and CCS is the size of the candidate character set in the proposed method. From Table 4, we can see that our proposed method generates stego text the fastest compared with the other two methods. This indicates that our proposed method can hide secret information more efficiently. Moreover, with the LSTM units’ size increasing, the consumed time increases.

(2) Information hiding capacity:

Information hiding capacity is an important indicator to assess the performance of steganography. As the information hiding capacity always increases with the size of the stego text, we took the embedding rate to measure how much secret information can be embedded in a stego text. In this paper, the embedding rate is defined as the ratio of the number of bits actually embedded to the total number of bits of the entire generated stego text. The embedding rate can be calculated as follows:

\[ ER = \frac{S}{L} \] (8)

where \( S \) is the number of secret bits actually embedded and \( L \) is the bit length of the entire stego text. We selected a typical text modification-based linguistic steganography proposed in [10], two coverless linguistic steganography methods proposed in [11,27], and a text generation-based linguistic steganography proposed in [35] for comparison. The comparison results of the embedding rate are shown in Table 5:

From Table 5, we can see that the proposed method has a much higher embedding rate than the previous methods. The text modification-based and coverless linguistic steganographic have the disadvantage of very low embedding rates. In theory, the method in [35] can improve the embedding rate by enlarging the candidate pool, i.e., embedding more bits into each generated word. In the same way, CLLS can further raise the embedding rate by expanding the candidate character set to embedding more bits into each character. When the character in a secret message is encoded into seven bits, each generated character can be embedded into at least 1 bit; in this case, the ideal embedding rate should be 1/7 at least. However, during the stego text generation process, we randomly generated more characters after finishing the embedding of the secret bitstream, until the end of text appeared. There existed start string without carrying secret information. Therefore, the practical embedding rate in the case of embedding 1 bit into each character was lower than 1/7, as shown in Table 5.

| Methods | Embedding Rate (%) |
|---------|--------------------|
| Method in [10] | 0.30 |
| Method in [11] | 1.0 |
| Method in [27] | 1.57 |
| Method (3 bits/word) in [35] | 7.34 |
| CLLS-lstm128 | 12.56 |
| CLLS-lstm256 | 12.59 |

(3) Imperceptibility:

The stego text selection can efficiently improve the quality of the generated stego text, thus enhancing the imperceptibility of the secret message. We performed experiments on 100 random secret message. For each secret message, \( N \) candidate stego texts were generated. The candidate stego text whose perplexity was minimum would select the final stego text. The perplexity values of the stego texts are shown in Figure 4. It can be found that the perplexities of most stego texts generated by CLLS-lstm256 were slightly greater than those of CLLS-lstm128. This may be due to the fact that the
LSTM-CLM in CLLS-lstm256 should be trained better with a larger corpus. Moreover, more candidate stego text can provide more chances to find a text with lower perplexity; thus, the perplexity of the stego text for $N = 100$ is much lower than that of the corresponding stego text for $N = 10$, as shown in Figure 4. The experimental results demonstrate the imperceptibility of the secret information to be significantly improved by the selection strategy of the proposed CLLS method.

5.3. Impact Analysis Caused by the Number of Candidate Stego Texts

The perplexity value of the final stego text will reduce with the number of the candidate stego texts increasing. However, the minimum perplexity value may reach a peak with very few variations for a larger $N$, which denotes the number of candidate stego texts. For $N = 100$, one-hundred candidate stego texts for a certain secret message are generated and numbered by using different start strings, and we select a text with the lowest perplexity value as the final stego text. For the 100 final stego texts corresponding to the 100 secret messages, the serial number of a final stego text is in the range of one to 100. After dividing the serial number range into 10 bins, then we map the serial numbers of final stego texts to the corresponding bins and count the number of times each serial number appears in the bins. Finally, a histogram is obtained as shown in Figure 5. From Figure 5, we can find that the serial number of the final stego text is nearly randomly distributed. The final stego text with a small serial number can be easily found by setting a small $N$. It is meaningless to generate more candidate stego texts with a large $N$. Although the large $N$ can provide more chances for some secret messages to obtain the optimal stego text, the larger $N$ is is not better, as the improvement is insignificant, consuming more time and resources.
In order to find an optimal \( N \), we carried out experiments on CLLS-lstm128 and CLLS-lsmt256 with different \( N \), respectively. We set \( N = 10, 20, \ldots, 100 \) to generate a certain number of candidate stego texts and then found the final stego texts. The average perplexity values of all final stego texts in terms of different \( N \) are shown in Figure 6. According to the results in Figure 6, it can clearly be seen that the average perplexity value decreases gradually with the increase of \( N \). When \( N \geq 60 \), the average perplexity value decreases insignificantly and tends to be relatively stable for both CLLS-lstm128 and CLLS-lsmt256. Therefore, it is reasonable to choose \( N = 60 \) as the optimal \( N \) for the proposed method.

**Figure 6.** The average perplexity values for different \( N \).

### 6. Conclusions

In this paper, we propose a linguistic steganographic method based on character-level text generation, which can automatically generate high quality stego text according to the secret message. The proposed method employs the LSTM-CLM to maintain long-term contexts to estimate the probability distribution of all characters to be the next character. The characters with the high probabilities are selected as candidates and encoded into different codes; thus, the proposed method generates the stego text by selecting different next characters to embed the secret message. Moreover, the proposed method coordinates the selection strategy to find the highest quality stego text from the candidates. We evaluate the proposed method’s performance on the Gutenberg dataset. The experimental results show that the proposed method has a faster running speed and larger embedding capacity compared with some other linguistic steganographic methods. In future work, we would like to design and implement a better character-level language model supplementing word-level and subword-level information, thus improving the quality of the stego text. We are also interested in exploring other automatic text generation techniques that include text-to-text generation, meaning-to-text generation and image-to-text generation to generate more meaningful and natural stego text.
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