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Abstract

Study region
Twenty-six rainfall gauge stations distributed over Brazil

Study focus
The aim of this study is to answer four main questions: How well the Eta regional climate model simulates past precipitation over Brazil? What is the impact of bias correction on the reduction of model’s biases? What is the contribution of climate models, bias correction and emission scenarios to the total uncertainty of projected precipitation? And finally, what is the projected change in precipitation over Brazil?

New hydrological insights for the region
The performance of raw simulations of the Eta regional climate models vary spatially over Brazil, being the Amazon and North region the regions with the highest biases. However, while the model fails in accuracy, it represents well the annual cycle of the precipitation and the signal of the future changes is robust (that is, it agrees with the signal of the changes after the bias correction and the models agree with each other). The bias correction presented a great impact in the bias reduction. Greater uncertainty levels are attributed to the bias correction followed by the climate models and interaction between climate model and bias correction. The emission scenario is the less contributor to the total uncertainty. Projected precipitation changes indicated a decrease in the daily precipitation and extreme precipitation in the Amazon and North Brazil and increase in the daily precipitation in Southern. The precipitation in winter is expected to increase. Under the IPCC scenario RCP 8.5, homogeneously drier conditions are projected for the entire country.
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1 Introduction
Climate change directly affects precipitation patterns, such as quantity, intensity, frequency and type (Trenberth, 2011). Consequently, it is likely that we will see changes in the hydrological cycle. Reductions or increases in the amounts of precipitation can affect food production, power generation and water supply. On the other hand, changes in the intensity, frequency and type of precipitation are likely to increase the risk of hydrological extremes, such as floods and droughts. To avoid the worst impacts of climate change, we need to understand the
spatial variability and magnitude of changes in rainfall, improving decision-making and increasing the adaptability of vulnerable communities.

Regarding Brazil, in the last four decades, it has occurred an increase in rainfall in the south and southeast (Zilli et al., 2017, Ávila et al. 2016; Zandonadi et al. 2016; Sá et al. 2018), while the northeast of the country has shown a reduction of precipitation (Carvalho et al., 2020, Costa et al., 2020). On the other hand, no consistent changes are observed for the Amazon region, where the rainy and drought periods seem to be more associated with the natural variability (Marengo et al., 2004). In the future, the precipitation changes vary geographically, projections over the region indicate a reduction in precipitation of 22% in Northeast Brazil, and increase of 25% in Southeastern South America (Magrin et al., 2014).

However, although many studies have examined the relationships between precipitation patterns and climate change, and the models relatively agree in the signal of the changes, the future magnitude of the changes are still unclear because of the large uncertainty in General Circulation Model (GCM) simulations of precipitation (Woldemeskel et al., 2012). The GCMs are the main tool to simulate future changes in precipitation due to for example external forcings as the increase of the greenhouse gases in the atmosphere.

Due to the coarse resolution of GCMs, a traditional approach is the downscaling, which is the transfer of the large-scale information from GCMs to a regional or local scale, resulting in a Regional Climate Model (RCM). However, even after the downscaling, biases are likely to remain in the projections, making it necessary a bias correction technique (Addor and Seibert, 2014). Besides that, the climate models are forced by a set of boundary conditions determined by emission scenarios, which also aggregate uncertainties to the projected precipitation. For a better understanding of all the elements of this cascade chain in its specific uncertainties, see Hakala et al. (2019).

These uncertainties may lead to unrealistic projections of the changes in precipitation and consequently, non-robust climate change impact projections. There is a consensus in the literature about the relative importance of these different sources of uncertainty, being the climate model the dominant source in hydrological impact assessments (Wilby and Harris, 2006; Prudhomme and Davies, 2009; Kay et al., 2009; Arnell, 2011). However, the importance of these sources may vary temporarily, according to the scale (Shrestha et al., 2016) and variable (e.g. mean, low or high extremes) (Meresa and Romanowicz, 2017).

The state of art for the assessment of the climate change impacts include the evaluation without any quantification of uncertainty (Gosain; Rao and Basuray, 2006; Thodsen, 2007), focus only on climate uncertainty and neglect the others (Woldemeskel et al., 2014) or even take a single climatic projection and only assess the impact model uncertainty (Steele-Dunne et al., 2008). The impact model uncertainty in general is evaluated as the minor contributor to the total uncertainty given the large uncertainty of climate models and boundary conditions (Hattermann et al., 2018, Zorndt and Schlurmann, 2019). Certain approaches such as multi-model ensembles are strongly recommended to reduce the uncertainties of the climate change impact, as well as statistical post processing (bias correction) of the model outputs can reduce the uncertainty level (Kundzewicz et al., 2018), but the latter is still controversial in the literature (Ehret et al., 2012). Some authors argue that the need of the bias correction should be questioned, once the method
may affect the consistency between the climate model output variables, as temperature and precipitation for example (Muerth et al., 2013). Another issue is that bias correction assumes that the bias present in the past series will remain in the future, which is very unlikely and more, the bias correction may even affect the climate change signal for the future (Ehret et al., 2012).

Especially in Brazil, recent studies showed that the climate change assessments conducted in the country lack in addressing the uncertainties inherent to the modeling process, being the use of several GCMs and/or RCMs not a common practice, as well as the evaluation of the bias correction methods applied and the use of multi-model ensembles (Amorim and Chaffe, 2019a, Amorim and Chaffe, 2019b). On the other hand, the bias correction, it is either not applied at all or unscrupulously applied without testing the need in climate change assessments. The country also lacks a broad validation analysis of the last version of the Eta regional climate model available by the INPE (National Institute of Space Research) in terms of raw biases of the simulations and the impact of bias correction in the reduction of the errors. Moreover, we are not aware of Brazilian studies analysing the contribution of each source of uncertainty in the total uncertainty, which would provide information for the modelers, and consequently, best results for the climate change communication and decision-making.

This study aims to answer four main questions: How well the Eta regional climate model simulates past precipitation over Brazil? Are there regions where the biases are particularly large? What is the impact of bias correction on the reduction of model’s biases and/or is bias correction necessary? What is the contribution of climate models, bias correction and emission scenarios to the total uncertainty of projected precipitation? And finally, what is the projected change in precipitation over Brazil?

We argue that understanding the limitations/strengths of the projected simulations, as well as the impact of each element of the modeling chain (climate model, bias correction, emission scenario) in the final model is essential to highlight the importance of the uncertainty addressing in climate change studies and guiding the modelers in the future.

2 Study area and data

Brazil covers a large area (8,515,767.049 km²) and has a high rainfall spatial variability, mainly linked to a particular mode of the large-scale variation called the Southern Oscillation (SO). In the northwest, the Amazon basin is characterised by large amounts of rainfall. Together with the Southern Brazil, these regions are the wettest in the country, being the Southern characterised by high spatially variable rainfall. In Northeast Brazil, the rainfall amount is low with an extensive semiarid area in the interior (Rao and Hada, 1990). Summer is the most common season of high precipitation days in the majority of Brazil, with two main exceptions, part of the coast of Northern Brazil (fall) and Southern Brazil (spring) (Chagas et al., 2020).

To study the uncertainties in the projected precipitation over Brazil, we used both ground-level precipitation gauges and projected by Regional Climate Model data. The gauge precipitation data were obtained from the National Institute of Meteorology (INMET; http://www.inmet.gov.br/portal/). From the ‘conventional’ stations (i.e. not automated) available by the INMET (238 in total), we first selected those with data between the period 1961 to 2005. Then, we filtered the gauge stations with less than about 10% of missing data (i.e. less than 2000
missing values), totaling 26 gauge stations across the country (Figure 1). The main characteristics of the rainfall gauge stations, including gauge id, name, location, altitude and long-term annual precipitation are presented in Table S1 in the Supplementary Material. Missing values were excluded from the analysis, and because of that, each station has a different dataset length, but with at least 90% of data in the period).

The climate projections were obtained from an upgraded version of the Eta Regional Climate Model (RCM) (Mesinger et al., 2012), generated by the INPE (National Institute of Space Research). This version of the Eta model was configured in the resolution of 20 km, covering South America, Central America, and Caribbean (Chou et al., 2014). The dynamical downscaling was run using the Eta model on four different Global Climate Models (GCMs), being them the HadGEM2-ES (Collins et al., 2011), MIROC5 (Watanabe et al., 2011), CanESM2 (Chylek et al., 2011) and BESM (Nobre et al., 2013), described in Table 1.

The projections were available in two periods: Historical (1961 – 2005) and Representation Concentration Pathway (RCP) (2006 – 2099). From 2006 the simulations run using the IPCC emission scenarios RCP 4.5 and RCP 8.5 (Chou et al., 2014). The RCP 4.5 refers to a scenario reaching about 650 ppm of CO2 equivalent at the end of the century while in the RCP8.5, the equivalent CO2 exceeds 1000 ppm. Other RCP scenarios are described by Moss et al (2010).

![Figure 1 – Location of the precipitation gauge stations in Brazil.](image)
Table 1. Global climate model description.

| GCM        | Full name of GCM                                      | Institution                                                                 |
|------------|-------------------------------------------------------|------------------------------------------------------------------------------|
| HadGEM2-ES | Hadley Centre Global Environmental Model version 2 – Earth System | Hadley Centre                                                               |
| MIROC5     | Model for Interdisciplinary Research on Climate version 5 | Atmosphere and Ocean Research Institute, University of Tokyo, National Institute for Environmental Studies and Japan Agency for Marine-Earth Science and Technology. |
| CanESM2    | Canadian Earth System Model version 2                 | Canadian Centre for Climate Modelling and Analysis (CCCMA)                   |
| BESM - OA  | Brazilian Earth System Model                         | National Institute of Space Research (INPE)                                  |

The Eta regional climate model simulations were obtained at <https://projeta.cptec.inpe.br>. Data downloaded on May 1, 2020.

3 Methods

3.1 Bias correction

We applied the Linear Scaling (Lenderink, Buishand and Deursen, 2007) and the Empirical Quantile Mapping (Amengual et al., 2012) under two correction versions. First, we calculated the correction factors on a yearly basis (a single factor for the entire series), and after on a monthly basis (one factor per month). It was used measured at gauge stations and simulated data in a past period at the same location for the estimation of the correction factors.

First, we split the historical period (1961 – 2005) data into training (80%) and the test period (20%). The training period refers to that used for the estimation of the correction factors and the test period for the evaluation of the bias correction methods’ performance. The split was made chronological (i.e. without random shuffle), in this way, we also evaluated the ability of the method to be applied in different climate conditions, especially if there is a non-stationarity in the historical period. Once estimated the correction factors based on the differences between the observed and simulated data in the training period, the correction factors were applied both in the test period (for the bias’correction evaluation) as well as in the future series.

3.1.1. Linear Scaling

The Linear Scaling is a simple method to correct variables based on long-term mean observed (Lenderink, Buishand and Deursen, 2007). Precipitation is corrected by the multiplication of the simulated value by a factor based on the ratio of long-term mean observed and simulated by the model (Equation 1).

\[
P_{sim}^{corr}(t) = P_{sim}(t) \cdot \frac{\mu(P_{obs}^{historical}(t))}{\mu(P_{sim}^{historical}(t))}
\]
Where \( P_{corr}^{sim}(t) \) is the simulated precipitation [mm] corrected for time \( t \), \( P_{sim}(t) \) is the simulated precipitation for time \( t \) [mm], \( \mu(P_{obs}^{historical}(t)) \) is the observed long-term mean precipitation in the historical period [mm] and \( \mu(P_{sim}^{historical}(t)) \) is the simulated long-term mean precipitation in the historical period [mm].

3.1.2 Empirical Quantile Mapping

The Empirical Quantile Mapping (EQM) corrects the simulated Cumulative Distribution Function (CDF) by adding to the observed quantiles both the mean delta change and the individual delta changes in the corresponding quantiles (Amengual et al., 2012).

The method consists of calculating the changes, quantile by quantile, in the CDFs of daily climate model outputs between historical and successive future periods (time-slices with the same length of historical). These changes are rescaled based on the observed CDF for the same historical period and then added, quantile by quantile, to these observations to obtain new calibrated future CDFs that convey the climate change signal (Equation 2).

\[
p_i^{corr} = o_i + \bar{\Delta} + \Delta'_i
\]  

Where \( p_i \) is the \( i^{th} \) ranked value of the simulated precipitation corrected, \( o_i \) is the \( i^{th} \) ranked value of the observed precipitation in historical period, \( \bar{\Delta} \) is the mean delta change and \( \Delta'_i \) is the individual delta change. The delta change, the mean delta change, and the individual delta change are obtained by Equations 3, 4 and 5, respectively.

\[
\Delta_i = s_{fi} - s_{ci}
\]

\[
\bar{\Delta} = \frac{\sum_{i=1}^{n} (s_{fi} - s_{ci})}{n} = \bar{s}_f - \bar{s}_c
\]

\[
\Delta'_i = \Delta_i - \bar{\Delta}
\]

Where \( s_{fi} \) is the simulated precipitation for the future [mm], \( s_{ci} \) is the simulated precipitation for the historical period [mm], \( \Delta_i \) is the \( i^{th} \) ranked delta change [mm] and \( n \) is the number of observations.

The ‘drizzle effect’, which is the common overestimation of wet days by the RCMs (Maraun et al., 2010) was corrected based on a wet-threshold of 1.5 mm.day\(^{-1}\), i.e. the minimum amount of precipitation considered as real precipitation, otherwise, we considered precipitation equals zero. This value was selected based on a general preliminary analysis of the EQM results.

3.1.3 Statistical evaluation of the model biases

Biases in climate model simulations are commonly detected by the comparison with observations. Jung (2005) pointed the mean as one of the simplest and most widely used diagnostics to detect climate model biases. Here, the performance of the uncorrected models’ simulation and bias correction were evaluated through the Absolute value of the Mean Error
($A_{me}$) and the Absolute value of the Relative Mean Error ($A_{rme}$), given by Equation 6 and Equation 7, respectively.

$$A_{me} = |\mu_{sim} - \mu_{obs}|$$  \hspace{1cm} (6)

$$A_{rme} = \frac{|\mu_{sim} - \mu_{obs}|}{\mu_{obs}} \cdot 100$$  \hspace{1cm} (7)

Where, $A_{me}$ is the estimated mean systematic error over the time period, and $A_{rme}$ is the estimated relative mean error over the time period, $\mu_{sim}$ is the mean of the simulated precipitation, and $\mu_{obs}$ is the mean of the observed precipitation. It’s important to point that even if we estimate a $A_{me}$ of zero (i.e., detecting no systematic error), this may be due to error cancelation while calculating the average and even so simulations and observations might be characterized by different variability or distributions (Teutschbein and Seibert, 2013).

3.2 The climate change signal

We analyzed the future changes of precipitation in two periods, the near future (2041 – 2070) and far future (2070 – 2099). The climatological reference normal or baseline (1961 – 1990) was used for computing the changes in the amount of precipitation. This period was chosen because it is a benchmark for climate change assessments (WMO, 2017). The climate change signal or the changes in future precipitation were estimated by the absolute change in millimeters (Equation 8) and the relative change in percentage (Equation 9).

$$y_{abs} = \mu(P_{sim}^{fut,scen}(t)) - \mu(P_{obs}^{baseline}(t))$$  \hspace{1cm} (8)

$$y_{rel} = \frac{\mu(P_{sim}^{fut,scen}(t)) - \mu(P_{obs}^{baseline}(t))}{\mu(P_{obs}^{baseline}(t))} \cdot 100$$  \hspace{1cm} (9)

Where $y_{abs}$ is the absolute precipitation change for the future (e.g.: near or far) [mm], $y_{rel}$ is the relative precipitation change for the future (e.g.: near or far) [%], $\mu(P_{sim}^{fut,scenario}(t))$ is the average long-term projected precipitation in a certain future under a chosen scenario [mm] and $\mu(P_{obs}^{baseline}(t))$ is the average long-term observed precipitation in the reference period (1961 – 1990) [mm].

The multi-model ensemble is a well-know approach in climate change assessments in order to address the uncertainties related to models, based on the assertion that no model performs better than another (Amorim and Chaffe, 2019a). In this study, we chose the ensemble median to estimate the changes in the precipitation, once the median is better suited to describe the average outcome of the ensemble simulations than the mean since outliers do not influence this value.

The robustness of the changes was assessed by the degree of agreement method (Solomon et al., 2007) and signal-to-noise ratio ($S_{NR}$) (Addor et al., 2014). For the agreement method, it was
considered that the direction of a change is 'likely' when 66% or more of all individual model simulations agree in the direction (Mastrandrea et al., 2010). The signal-to-noise ratio was used to measure the significance of the changes when compared with the natural variability of the precipitation.

We adapted the method applied by Addor et al. (2014) for calculating the $S_{NR}$. The noise ($N$) or natural variability was estimated by the bootstrapping of the observed precipitation series in the baseline period (1961 – 1990) in 100 subsamples of the same length (30 years) with replacement. Afterwards, we randomly selected 500 pairs from the time series and we estimated the changes between these pairs. The standard deviation among these 500 relative changes was then used as an estimate of $N$, considered as the typical change between two time series in absence of climate change, i.e., as a result of climate natural variability over decadal time scales. The $S_{NR}$ was computed then by the ratio between the precipitation change ($y$) and the noise $N$, in which a $S_{NR}$ higher than 1 means robust changes for the future, i.e. the signal is identified as significant change and emerges of the natural variability.

3.3 Uncertainty analysis

The variance of the change in precipitation was used as an estimate of the uncertainty. We used the ANOVA (Analysis of Variance) to quantify the contribution of the different sources of uncertainty to the final uncertainty. For each one of the chain combinations and each future period, we estimated the climate change signal (see Equation 8). The climate change signal was submitted to a log transformation to meet the assumptions of the parametric ANOVA test.

The contribution of the different sources of uncertainty to the total uncertainty was quantified by the following model adapted from Addor et al. (2014) (Equation 10).

$$y_{ijk} = \mu + C_i + B_j + E_k + I_{ijk} + \epsilon_{ijk}$$ (10)

The climate change signal ($y_{ijk}$) was divided into the mean change $\mu$ modulated by the main effects of three factors, the climate model ($C_i$, $i$ = Eta-HadGEM2-ES, Eta-MIROC5, Eta-CanESM2 and Eta-BESM), the bias correction method ($B_j$, $j$ = Linear Scaling (yearly correction factor), Linear Scaling (monthly correction factor), Empirical Quantile Mapping (yearly correction factor) and Empirical Quantile Mapping (monthly correction factor), and the emission scenario ($E_k$, $k$ = RCP 4.5 and RCP 8.5), as well as the sum of the significant interactions between these factors ($I_{ijk}$ ) and the residual error ($\epsilon_{ijk}$).

Interaction effects represent the combined effects of factors on the dependent measure. When an interaction effect is present, the impact of one factor depends on the level of the other factor. Part of the power of ANOVA is the ability to estimate and test interaction effects. As higher-order interactions are hard to physically justify (Addor et al., 2014), we assumed only first-order interactions, i.e., interactions between two factors.

The significance of the interactions was assessed by the F-test. If the interaction was not significant, the interaction was not included in the ANOVA model. The sum of squares of each element (main effects, interactions, and error term) was divided by the total sum of squares to
compute the fraction of variance explained by this element (Von Storch and Zwiers, 2009, Bosshard et al., 2013).

3.4 Experimental design

We combined four RCM - GCM, four bias-corrected simulations and two emission scenarios, in a factorial way, leading to a total of 32 combinations applied in the historical period and in two future periods, 2041–2070 (near future) and 2070–2099 (far future). We evaluated the RCM’s performance under the historical period comparing the observed values measured in the rainfall gauge stations to the raw (uncorrected) models’ simulations, as well as to the bias-corrected simulations.

It is important to mention that, while mean precipitation is corrected by bias correction by definition, simulations can still be poor for specific precipitation indices like low or high precipitation (Addor and Seibert, 2014). Here, we analyzed several precipitation statistics beyond the daily precipitation, in order to evaluate the performance of bias correction in multiday rainfall events, including the low precipitation, defined as the minimum 30-day precipitation amount and the high precipitation, defined as the maximum 4-day precipitation amount. Besides, monthly precipitation, as well as seasonal amounts, were computed (DJF – December, January, February, MAM – March, April, May, JJA – June, July, August, and SON – September, October, November) and analyzed.

![Flowchart of the experimental design](image)

**Figure 2** - Flowchart of the experimental design. The boxes represent the model chain elements. For each element, several methods were used which are listed under or above the boxes and described in the main text.

4 Results

In this section, we address the biases in the regional climate model outputs and the effect of bias correction methods on the simulated precipitation, the uncertainty contribution of each factor (climate models, bias correction and emission scenarios) in the total uncertainty and the projections of robust changes in precipitation for Brazil.
4.1 Raw climate model simulations and bias correction

There is a spatial variability of the uncorrected climate models' biases magnitude across Brazil. The highest raw (uncorrected) simulation biases in millimeters are in the Amazon region, and North Brazil, as well as in one individual gauge station in Southern Brazil (Figure 3-a). Coincidentally, these regions are the most humid between the gauge stations analysed. In relative terms (%), the highest biases are located in the Amazon and North region (Figure 3-b).

All models have similar performance in average. The daily simulations climate models' biases range from 0.03 mm to 4.64 mm per day, being in average around 1.33 mm. For the daily and monthly amounts of precipitation, the HadGEM2-ES model is slightly better than the other models, but for a better understanding of the biases characteristics, we advise the reader to see the boxplots for all the precipitation statistics in Figure S1, in the Supplementary Materials.

The effect of the bias correction on the reduction of bias in simulated precipitation is presented in the Table 2. According to the calculated performance measure, all bias corrections methods improved the raw RCM simulations. However, the matching between observed and simulated precipitation after the bias correction did not differ significantly between the bias correction methods for the daily and monthly series. Nevertheless, the methods did differ for particularly precipitation statistics (low, high and seasonal), being the monthly correction factor version of the LS and EQM better than using a single yearly correction factor. Besides that, there is an obvious loss in the correction performance when we apply the correction factors estimated in the training period on an independent dataset (test).

![Figure 3. Raw simulations biases from the Eta Regional Climate Model over Brazil. The biases are the average of four RCM-GCMs. (a) Absolute value of the Mean Error (A_{me}); (b) Absolute value of the Relative Mean Error (A_{rme}).](image)

![Table 2. Average of the Absolute value of the Mean Error (A_{me}) for the Training and Test period based on 26 precipitation gauge stations before (Raw) and after the bias correction through Linear Scaling (LS) (yearly and monthly factors) and Empirical Quantile Mapping (EQM) (yearly and monthly factors).](table)
For the test period, we also present the comparison between observed and simulated long-term precipitation means (Figure 4-a) and observed and simulated Cumulative Distribution Function (Figure 4-b) for the Amazon region (for more rainfall gauge stations, see the Figure S2 in the Supplementary material, where we present, at least one precipitation gauge station at each of the hydrographical regions under study in Brazil). Figure 4 shows that the raw simulations follow quite well the hydrological seasonality, but lacks in accuracy to the true values (observed means), attesting to the need of bias correction to match the simulated to the observed values.

|        | Raw | LS_y | LS_m | EQM_y | EQM_m |
|--------|-----|------|------|-------|-------|
| **Training** |     |      |      |       |       |
| Daily [mm.day⁻¹] | 1.38 | 0.00 | 0.00 | 0.42  | 0.54  |
| High [mm.4day⁻¹] | 48.76 | 41.78 | 39.86 | 24.49 | 14.58 |
| Low [mm.30day⁻¹] | 11.59 | 10.89 | 8.52  | 11.45 | 5.08  |
| Monthly [mm.month⁻¹] | 41.22 | 0.00 | 0.00 | 1.54  | 1.09  |
| DJF [mm.season⁻¹] | 152.58 | 107.27 | 3.74  | 93.05 | 6.91  |
| MAM [mm.season⁻¹] | 175.71 | 93.20  | 2.08  | 96.74 | 4.58  |
| JJA [mm.season⁻¹] | 132.56 | 103.09 | 2.01  | 91.60 | 3.84  |
| SON [mm.season⁻¹] | 139.39 | 104.54 | 2.58  | 94.27 | 5.99  |
| **Test** |     |      |      |       |       |
| Daily [mm.day⁻¹] | 1.36 | 0.55 | 0.60 | 0.63  | 0.87  |
| High [mm.4day⁻¹] | 42.92 | 32.78 | 38.80 | 22.79 | 20.34 |
| Low [mm.30day⁻¹] | 11.26 | 10.23 | 9.45  | 10.91 | 7.23  |
| Monthly [mm.month⁻¹] | 40.36 | 16.33 | 17.19 | 16.78 | 17.87 |
| DJF [mm.season⁻¹] | 156.18 | 124.37 | 68.72 | 113.20 | 72.51 |
| MAM [mm.season⁻¹] | 198.31 | 121.79 | 63.93 | 122.97 | 71.43 |
| JJA [mm.season⁻¹] | 140.88 | 123.28 | 46.78 | 109.27 | 52.34 |
| SON [mm.season⁻¹] | 149.74 | 128.28 | 56.00 | 118.59 | 60.66 |

Figure 4 shows the raw simulations follow quite well the hydrological seasonality, but lacks in accuracy to the true values (observed means), attesting to the need of bias correction to match the simulated to the observed values.

a

b

Figure 4. Comparison between average observed, raw ensemble median and bias-corrected by Linear Scaling (yearly and monthly factors) and Empirical Quantile Mapping (yearly and monthly factors), as well as
individual raw model simulations in light-grey lines of the monthly precipitation (a) and observed, raw simulated and corrected by Cumulative Distribution Function (b) for the test period (1997 – 2005).

4.2 Uncertainty analysis

The Analysis of Variance (ANOVA) was performed to quantify the respective contribution of three uncertainty sources to the total uncertainty in projected precipitation, namely in the climate models, bias correction and emission scenario.

4.2.1 Daily, high and low precipitation

The main factors (Climate model – C, Bias Correction – B and Emission scenario – E) and the interactions between these factors (C:E, C:B and E:B) significance to the total uncertainty are summarised in the Figure S3-a, Figure S3-b and Figure S3-c in the Supplementary Materials for the daily, high and low precipitation, respectively. The significance of the main effects and first-order interactions of the ANOVA model was evaluated by the F-test, at the significance level of 0.05. A p-value smaller or equal the significance level (α = 0.05) indicated that the factor and/or interaction uncertainty contribution was significant for the projected precipitation and should be included in the final ANOVA model.

The contribution of each source of uncertainty found as relevant through the F-test is presented in Table 3. The major contribution to the total uncertainty in the daily, high and low precipitation statistics correspond to the bias correction, climate model and the interaction between climate model and bias correction, while there is a small contribution due to the emission scenario and interaction between climate model and emission scenario.

Table 3 – Average variance fraction of the significant main factors and first order interactions in the near and far future per precipitation statistic (daily, high and low precipitation). The highest values for uncertainty contributions are in bold.

| Future period | Description                              | Average variance fraction (%) |
|---------------|------------------------------------------|------------------------------|
|               | Daily | High  | Low   |
| Near          | Climate model | 43.58 | 21.15 | 18.1  |
|               | Bias correction | 40.66 | 52.64 | 34.23 |
|               | Emission Scenario | 0.6   |       |       |
|               | Climate model : Emission Scenario | 1.14   |       |       |
|               | Climate model : Bias Correction | 12.92 | 23.3  | 31.34 |
|               | Residual        | 1.1    | 2.91  | 19.55 |
| Far           | Climate model | 34.84 | 19.96 | 17.78 |
|               | Bias correction | 38.93 | 47.87 | 29.6  |
|               | Emission Scenario | 3.07 | 2.22 | 6.52 |
|               | Climate model : Emission Scenario | 4.66 |       |       |
|               | Climate model : Bias Correction | 14.62 | 24.59 | 26.43 |
|               | Residual        | 3.87   | 5.36  | 22.76 |
4.2.2 Seasonal precipitation

According to the F-test (Figure S4), we assumed as significant for the seasonal ANOVA model the main factors climate model, bias correction and interaction between climate model and bias correction. The variance fractions of the main significant factors and interaction elements are presented in Table 4.

In general, the bias correction is the main contributor to the total uncertainty of the seasonal precipitations for both near and far future, followed by the interaction between climate model and bias correction.

Table 4 – Average variance fraction (η) of the significant main factors and first order interactions in the near (2041 – 2070) and far (2070 – 2099) future per season. The highest values for uncertainty contributions are in bold.

| Future period | Description                  | DJF  | JJA  | MAM  | SON  |
|---------------|------------------------------|------|------|------|------|
| Near          | Climate model                | 22.67| 9.71 | 24.66| 8.48 |
|               | Bias correction              | **41.14**| **46.27**| **45.61**| **47.08**|
|               | Climate model : Bias Correction | 32.31| 37.89| 27.19| 42.26|
|               | Residual                     | 3.88 | 6.14 | 2.54 | 2.18 |
| Far           | Climate model                | 18.07| 8.95 | 21   | 7    |
|               | Bias correction              | **38.4**| 41.59| **45.7**| **45.02**|
|               | Climate model : Bias Correction | 34.39| **42.27**| 26.24| 41.05|
|               | Residual                     | 9.14 | 7.2  | 7.06 | 6.93 |

4.3 Precipitation changes for the future

In this section, we present the future projected changes in precipitation for Brazil. The robust ensemble median changes after post-processing are presented in maps showing both the absolute changes on precipitation in millimetres (mm) as well as the relative change in percentage (%). The robust precipitation changes are composed by the mean of all bias correction methods and the median of all the regional climate models under analysis after evaluating the robustness by two methods, the degree of agreement method and the $S_{NR}$. In the maps, the size of the bubbles represents the relative change and the colours the absolute changes in millimetres.

4.3.1 Daily, high and low precipitation

The absolute magnitude of the changes for the future is especially higher in the wettest gauge stations under analysis (annual precipitation amounts higher than 1500 mm). Still, in relative terms, the changes are homogeneous between the regions. The RCP 8.5 scenarios tend to project stronger drier conditions in general, as well as the far future period projections (Figure S5 – absolute changes and Figure S6 – relative changes). Outliers and high variability outside the
upper and lower quartiles were represented by diamond marks and the boxplot whiskers, respectively.

The precipitation changes corrected by correction methods are correlated to the raw precipitation changes, which suggests that the change signal could be correct even if the magnitude of the changes are not. The Figure 10 shows that in general the changes projected by the raw simulations are stronger (both in terms of increase or decrease in precipitation) than that estimated after bias correction and the post-processing technique that evaluated the robustness of the changes. In other words, the models can simulate well the future changes, but they fail in terms of accuracy.

The precipitation change is presented in Figure 7-a, Figure 7-b and Figure 7-c for the daily, high and low precipitation respectively. Drier conditions are expected for the daily precipitation for North and Central region of Brazil and wetter conditions for Southern Brazil. For the high precipitation statistic, the projections indicate a decrease in precipitation. For most of the country, there are non-robust changes for the low precipitation statistic. However, a robust increase in the low precipitation is projected for North and South Brazil and decrease for the Amazon region.

The near future projections under the RCP 8.5 scenario are similar to the far future scenario under the RCP 4.5 scenario, which lead us to conclude that, earlier or sooner these changes are expected to happen anyways based on the amount of carbon dioxide expected to accumulate in the atmosphere. For the far future and RCP 8.5 scenario, the changes are especially stronger, representing the maximum quantity of carbon dioxide in the atmosphere under these scenarios. For this extreme scenario, an homogeneous decrease in precipitation is projected for the daily, high and low precipitations over the country.
There is a positive correlation between the changes for the near and far future (Figure 7 - a), as well as a positive correlation between the RCP4.5 and RCP8.5 scenarios (Figure 7 – b). The changes are slightly stronger for the far future, both when the precipitation increases or decreases. Overall, the RCP 8.5 resulted in more significative decreases. The signal of the change usually varies depending on the gauge station (increase or decrease). However, for the high precipitation, there is a declining trend for all the analysed gauge stations. Although the
magnitude of the changes for the wettest gauge stations be stronger, we observe the same pattern in the correlation between the near and far future projections (Figure 11-a).

![Figure 11-a](image1.png)

Figure 7. Correlation between near and far future (left column - a) and RCP 4.5 and RCP 8.5 scenarios (right column – b) for the daily, high and low precipitation.

4.3.2 Seasonal precipitation

Stronger absolute changes are expected to the wettest regions in Brazil, and more accentuated in the far future (Figure S7), independently of the season. In contrast, the relative changes are mostly homogeneous over the country (Figure S8).

The climate models projected mainly decreases in the seasonal precipitations for North and Center region of Brazil and increase for Southern, excepting for the winter, where most of the regions are expected to have increases in the precipitation (Figure 8).
Figure 8. Ensemble median change (mm.season$^4$) in seasonal precipitation for the near and far future in reference to the baseline (1961 - 1990).

Similar to the daily, high and low precipitation statistics, there is a positive correlation between the changes for the near and far future, as well as between the emission scenarios. Usually, the RCP 8.5 presents more significative changes of decreasing. The changes are slightly stronger for the far future, both when the precipitation increases or decreases, but especially for the decreasing projections. The signal of the change usually varies depending on the gauge
station (increase or decrease), however, for the gauge stations with precipitation above 1500 mm, the range of the changes is higher.

5 Discussion

5.1 How well the Eta regional climate model simulates precipitation over Brazil?

There were large biases from the regional climate models. Despite that, the comparison between the long-term monthly means of observed and raw simulated precipitation in the historical period pointed out good correspondence between the observed and simulated annual cycle, indicating correct representations of dynamical and/or physical processes which make statistical bias correction applicable (Haerter et al., 2011).

5.2 How the bias correction affects the reduction of models’ biases?

After the bias correction, there was a bias reduction in the precipitation indices ranging from -58% (monthly series) to -16% (low precipitation series). There were no significant differences in performance between the methods applied (either if yearly or monthly correction factor or LS and EQM) for the daily and monthly series, however the monthly correction factor clearly performed better for the particularly seasonal and multiday precipitation, as well as for the Amazon region and North Brazil.

After the application of the bias correction, it was observed a good adjustment of the simulations to the observed values in the average precipitation and in the cumulative distributions for the test period (1997 – 2005). These results emphasise the importance of the implementation of the bias correction before applying the simulations in impacting studies.

5.3 What is the contribution of climate models, bias correction and emission scenarios to the total uncertainty of projected precipitation?

The variance fraction shows that in general the major contribution to the uncertainty in the projected precipitation corresponds to the bias correction, followed by the climate model and the interaction between climate model and bias correction, and finally, in a very small proportion, the scenario and interaction between climate model and scenario.

Despite the similar results between the bias correction performances in the mean error reduction, the bias correction method was one of the major contributors to the uncertainty cascade in precipitation projections. Iizumi et al. (2017) estimated the importance of the bias correction methods and reference meteorological forcing data sets to uncertainty in projected temperature and precipitation extremes and concluded that although the contribution of the bias correction is minor than the GCMs or RCPs they yet are important in the climate change studies of extremes, however not important in the mean climate. In parallel with our work, we can point that the importance of the uncertainties sources highly depend on the variable under analysis.
Extreme low and high precipitation show higher uncertainty from the bias correction method than the daily precipitation.

The residual variance fraction (ranging between 1 to 20%) may be interpreted as the aleatory uncertainty deriving of the random behavior of the climate system. Nevertheless, the boundaries between aleatory and epistemic (human limited knowledge) are difficult to establish. Part of the attributed aleatory uncertainty may be caused by our insufficient knowledge of initial conditions of the climate system, therefore a climate model limitation, and hence, in principle, subject to reduction (Maraun and Widmann, 2018, Haukin and Sutton, 2009).

The residual would be more understandable/interpretable if we added to the uncertainty analysis cascade the outputs of different members of the models, the members being simulations with different initial conditions, and the uncertainty due to this factor termed as internal climate variability. Internal variability is defined as the natural variability of the climate system that occur in the absence of external forcing (e.g. emission scenarios), including processes intrinsic to the atmosphere, the ocean and the coupled ocean-atmosphere system (Deser et al., 2012).

Deser et al. (2012) estimated that the internal variability represents at least half of the inter-model spread in projected climate trends during 2005–2060 at the decadal – scale in the CMIP3 multi-model ensemble, concluding that the climate change assessment should consider this source of uncertainty by running enough ensemble members. However, in practice, the competition between model resolution and ensemble size is an issue given the limited computational resources. Hawkins and Sutton (2011) argued that in general, the importance of internal variability increases at smaller spatial scales and shorter time scales (a decade or two) while for time horizons of many decades or longer, the dominant sources of uncertainty at regional or larger spatial scales are model and scenario uncertainty.

The uncertainty contribution is independent of the future under analysis. Finally, these results indicate the importance of the bias correction in climate change assessments and the need of improvement of the climate models in the future, as well as approaches that reduce the uncertainty in this factor in the impact analysis framework and the importance of addressing uncertainties in the climate change communication.

5.4 What are the precipitation changes projected over Brazil?

There is high dispersion among the individual model projections for the precipitation change, including incongruence in the signal of the change, in which some models project a negative change while other a positive. This indicates that the choice of the model directly affects the future projection, potentially affecting all the forward climate change cascade of analysis, including the results of impact models. Given that, we highly suggest the use of multimodel ensembles as a way to reduce the uncertainties in future projections.

The ensemble spread summarises the information about the uncertainties related to the model errors. In this study, we used the ensemble median as a way of contemplating the uncertainty and we performed two robustness tests to evaluate the likelihood and significance of the change projections. Most of the changes were considered significant when compared to the natural variability, except for the low precipitation.
When the climate change signal of the raw simulations was compared to the bias-corrected simulations, we observed an agreement in the signal of the change (increase or decrease). However, the raw simulations projects stronger changes and since they failed in accuracy in historical period, we would say that they also fail in future magnitude projections.

In general terms, it is projected a reduction in daily precipitation indices in the Amazon region, North and Center region, and an increase in Southern Brazil. Only in the winter season, it is projected a homogeneous increase in precipitation indices over Brazil. For most of the country, there are non-robust changes for the low precipitation statistics, except for increase in two individual gauge stations, one in North and one in South Brazil, and decrease in the Amazon region. The major decreases were observed under the RCP 8.5 scenario and far future. The results corroborate to the findings of other studies using different GCM-RCMs projections over Brazil, drier conditions are expected to occur in Brazil in the future.

6 Conclusions

The bias correction of raw simulations from regional climate models was demonstrated to be essential in climate change assessments, reducing significantly the models’ biases. However, the raw simulations of regional climate models seem to project adequately the climate change signal despite failing in accuracy. In terms of uncertainties, the bias correction methods and climate models are the factors that more aggregate uncertainty in the projected precipitations.

The future projections of precipitation indicated overall a precipitation decrease for most of Brazil but an increase in Southern Brazil, confiring the results from past studies using different GCM-RCMs in the country/South America. Also, there is a homogeneous increase trend of precipitation in the winter.
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