Towards a flexible platform for voice accent and expression selection on a healthcare robot
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Abstract

In the application of robots in healthcare, where there is a requirement to communicate vocally with non-expert users, a capacity to generate intelligible and expressive speech is needed. The Festival Speech Synthesis System is used as a framework for speech generation on our healthcare robot. Expression is added to speech by modifying mean pitch and pitch range parameters of a statistical model distributed with Festival. US and UK English diphone voices are evaluated alongside a newly made New Zealand English accented diphone voice by human judges. Results show judges can discern different accents and correctly identify the nationality of the voice.

1. Introduction

With the rapidly ageing populations in the developed world, robots are increasingly finding a use in nursing homes in assistive medical care [1][2]. In order for such robots to facilitate the needs of older and mobility restricted users from a communication point of view, more human modes of interaction need to be implemented [1]. The most natural mode of communication for humans is speech, which for a medical robot requires both speech recognition and generation capabilities. We are currently focusing on implementing a flexible robotic speech generation framework that will provide a high standard of quality and expressiveness.

2. Healthcare Robot Background

We are currently developing a Healthcare robot to assist with elderly care. This multi-disciplined project involves personnel with backgrounds in Engineering, Health Psychology, Health Informatics, Nursing, and Gerontology. It involves academics and industry from both New Zealand and Korea [3]. The project is working closely with a retirement village in Auckland, where the healthcare robots are to be trialed. We have already evaluated a preliminary version of the robot with elderly users, in a blood pressure measurement task. The robot instructed users how to use a blood pressure measurement device, and reported back their measurements [4]. The robot (see Figure 1) is a mobile device with ultra sound and laser sensors for location detection. It has a screen with a talking virtual head and the face is able to convey a variety of emotions [5]. We discuss the development of the expressive face, accompanying the speech synthesis in [4].

Figure 1: Charles with blood pressure monitor.
The functionality of the healthcare robot is now being extended to include location monitoring, falls detection, medication management, appointment reminders, and more vital signs measurements (pulse and blood oxygenation) [1][6]. Some other non-medical uses could include delivering weather and time information and reading the news. These roles require, in most cases, human robot interaction to take place in form of speech dialogue.

The robot voice is provided by the Festival Speech Synthesis system [7]. The preliminary version of the robot used one of the default voices (KAL), which was male with an American accent. Feedback from the preliminary study [5] revealed that users found the voice the voice “too robotic”. To this end we have been investigating a variety of ways to make the voice more engaging. We have considered using different accented voices and different models of intonation, and have implemented simple emotion models, and a more flexible speech synthesis system. This paper outlines our development of creating different voices for our robot, and presents evaluations of the voices to date.

3. Speech synthesis

Festival offers a robust and flexible architecture for speech and language modeling, with a powerful capability to easily integrate new speech generation modules. Scripting functionality is implemented through an internal Scheme interpreter. The standard Festival distribution contains automatic intonation and duration generating schemes, as well as a facility for manual intonation modeling through ToBI [8]. Speech synthesis methods in Festival include: Diphone concatenation [9], Multisyn unit selection [10] and HTS hidden Markov synthesis [11]. Festival is implemented on the robot in server mode, and interacts with the rest of the robot modules through a modified Player [12] framework.

In our studies we have used the three differently accented English synthetic voices generated through diphone concatenation: US, UK and NZ. US English and UK English are the two diphone voices that are part of the standard Festival distribution. The NZ voice is newly developed at the University of Auckland and contains diphones recorded by a male speaker and a New Zealand English lexicon with 500 common Maori words [13].

4. Adding Expression to Speech

We have subdivided the robot dialogue into five different types: greeting, instruction (eg. instructing a patient to put a cuff for blood pressure measurements), information (eg. delivering measurement results), question, social (eg. reading news, telling jokes). Our goal is to ensure that each of these dialogue types has the appropriate tone. This means we need to be able to adjust the both the intonation and emotion quotient of the voice. At present we are only employing very simple techniques, but coupled with the virtual robot head we can convey different emotional states.

Generating expressive intonation is a multi-tier process within Festival. The text to be spoken is first ToBI labeled [8] manually, or automatically through a CART tree model [14] [15]. These labels are then converted to pitch targets using linear regression [16]. Interpolation is done between target points to generate a pitch contour for the utterance. Two parameters, mean speaker pitch and speaker pitch standard deviation, allow control over the average value and the range of the final pitch contour.

4.1 A New Method of Changing Intonation in Festival

To allow for utterances to be synthesized with different levels of expression, a function 'SayEmotional' was written in Scheme which takes three parameters: input text to be synthesized, one of two emotions 'Happy' or 'Neutral', and the level of 'emotional intensity'. Figure 2 illustrates this functionality by comparing plots of pitch contours of the utterance “I am very happy to meet you” generated with four different methods: a) with no intonation, b) with manually labeled text, c) and d) through 'SayEmotional' utilizing 'Neutral' and 'Happy' parameters respectfully.

These plots show the value of the fundamental frequency (f0) of voiced speech as it changes throughout the duration of the utterance. All are generated with the New Zealand English voice, and are of the same duration.

The ‘Happy’ utterance differs from the ‘Neutral’ through increased pitch mean and range. This follows findings in psychological studies of acoustic properties of emotion as reviewed in [17].

The case of no intonation being applied the contour is flat, and in the manually labeled text case:
The contour is dynamic, with f0 rises occurring at (H*) labeled words, and f0 falls occurring at (L*) labeled words.

**Figure 2:** Pitch contours of the phrase “I am very happy to meet you” with: a) no intonation, b) manual ToBI intonation, c) automatically generated ‘Neutral’ intonation and d) automatically generated ‘Happy’ intonation

### 4.2 Changing Emotion

The 'SayEmotional' method makes use of the automatic intonation generation and manipulates the two baseline linear regression parameters to generate emotional speech. The baseline parameters are mean pitch and pitch standard deviation, and they are calculated from original recorded diphones. These parameters are dependent on the vocal characteristics of the speaker and are different for each diphone voice. As the diphones are context neutral, baseline parameters for mean pitch and range are used for generating 'Neutral' utterances.

In order to vary the emotive state of the generated speech, we are systematically changing the mean and the standard deviation parameters of the CART model. To move from ‘Neutral’ to lowest intensity ‘Happy’ we are increasing the mean pitch to 1.5 times and the standard deviation to 2 times that of the original. High intensity ‘Happy’ is achieved by increasing the mean to 2.5 and standard deviation to 4 times that of the original.

### 5. Diphone Voice Evaluations

A study was conducted to evaluate the human perception on the three English accented voices: US, UK and NZ. All voices are synthesized using diphone concatenation using context neutral diphones. The study group comprised of 20 participants, 6 males and 14 females with a mean age of 31.95 and standard deviation of 11.65. Participants had lived in NZ for average of 20.87 years with standard deviation of 12.26.

In the procedure each participant was asked to listen to a minute long sentence synthesized by one of the three English voices. Two sentences were synthesized per voice; one with manually and the other with the automatically ToBI annotated text, comprising in total of 6 different sentences being evaluated by each participant. Three measures were investigated: the quality of the voice, the nationality of the voice and the ‘roboticness’ of the voice, lastly participants were asked to indicate which voice was the most preferred and which was the least.

ANOVA analysis was performed on all the results and showed no significant differences in the quality score among the voices regardless of whether the intonation of the speech was generated from ToBI labels, automatically generated or labeled by hand., F (5, 114) = 1.75, p = .128.

When participants were asked to rate the roboticness of the voice, the results of ANOVA showed that the rating was significantly different between the 6 voices, F (5, 114) = 2.31, p = .048. The US original voice was rated as the most robotic while NZ original was rated as the most human-like. There was no significant difference in roboticness between intonation from automatically generated ToBI labels or labeled by hand. Since there was no difference in quality and roboticness between the two intonation methods, we will focus on the results of the intonation from the automatically generated ToBI labels from now on.

We tested to see whether the participants could identify the accent type of the voices. Each was given 9 options (New Zealand, Australian, South African, British, Asian, Canadian, American, Irish, Other (non-definable)). The majority of participants guessed the correct nationality of the given voice although the recognition rate for US voices was lower than for NZ and UK voices.

The New Zealand accent was correctly identified by 65% of the participants, the US accent was correctly identified by 45 % of the participants, and the UK accent by 50 % of the participants.

| Preferred | Non preferred |
|-----------|---------------|
| % recalled | % recalled    |
| New Zealand | 35 | New Zealand | 35 |
| American | 10 | American | 55 |
| British | 55 | British | 10 |

*Table 1: Preferred and non preferred accent*
We also asked the participants what accent they preferred the most and the least (see table 1). Results of Chi-square were significant for both Preferred $\chi^2(2, N = 20) = 6.10, p = .047,$ and Non-preferred answers, $\chi^2(2, N = 20) = 6.10, p = .047,$ indicating that participants had significantly varied opinions about which voice they prefer and do not prefer. The British accent was preferred by more participants, while American accent was least preferred.

The main outcome of the study shows that there is no statistical difference between the effects of manual and automatic intonation schemes on the perception of quality and the robotineness of synthetic voices. Due to these results we have decided to move away from manual ToBI labeling and focus solely on automatic intonation schemes. This realization in turn prompted the development of the 'SayEmotional' method described in Section 4, which was based solely on adapting the automated intonation scheme. These results also indicate that there is a personal preference element in voice accent. This is suggests users should have a choice about the voice nationality on the robot.

6. Improving the speech synthesizer

Manipulating the pre-recorded diphone speech waveforms through intonation modeling as with 'SayEmotional' introduces audible artifacts that reduce the quality of the generated speech. Currently a harmonic plus noise synthesis model (HNM) is being added into Festival which allows for waveform manipulation to be achieved with a lower loss of quality compared to other systems [18]. We have further improved the original HNM system described in [18] by using continuous sinusoids to synthesize speech [19] which further improves the quality of generated speech and gives a two fold increase in computational efficiency of generating speech. The initial focus of the work is to allow New Zealand diphone voice synthesis to work with the HNM system. Eventually we aim to incorporate it into other synthesis methods within festival.

7. Conclusion

We are working on a healthcare robot for nursing homes, with a flexible speech synthesis system as a means of human robot interaction. In the final stage, we intend to have a speech framework with the ability to automatically generate emotive, high quality speech with the capacity to change the nationality of the voice dependant on user preference. The speech system, based on Festival, makes use of differently accented voices including a newly created New Zealand English voice. It is able to change its speech emotive state depending on the context. We are in the process of implementing an improved harmonic plus noise model of speech synthesis. Throughout the development, there will be usability trials. Next trials, scheduled for October, will focus on the interactions of older people with the robot system in a nursing home.
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