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Abstract

Face attribute editing aims to generate faces with one or multiple desired face attributes manipulated while other details are preserved. Unlike prior works such as GAN inversion, which has an expensive reverse mapping process, we propose a simple feed-forward network to generate high-fidelity manipulated faces. By simply employing some existing and easy-obtainable prior information, our method can control and transfer and edit diverse attributes of faces in the wild. The proposed method can consequently be applied to various applications such as face swapping, face relighting, and makeup transfer. In our method, we decouple identity, expression, pose, and illumination using 3D priors; separate texture and colors by using region-wise style codes. All the information is embedded into adversarial learning by our identity-style normalization module. Disentanglement losses are proposed to enhance the generator to extract information independently from each attribute. Comprehensive quantitative and qualitative evaluations have been conducted. In a single framework, our method achieves the best or competitive scores on a variety of face applications.

Introduction

Manipulating and editing real faces in the wild has countless applications in the areas of visual effects and e-commerce. Face editing tasks often benefit from the highly disentangled latent representation of face attributes such that one can precisely manipulate corresponding attributes. For example, face swapping, a special case of face editing, aims to preserve the identity of a source face while retaining the pose and expression of a target face. Therefore, achieving the disentanglement of face attribute latent codes is the core of many works (Zhang et al. 2019; Shen et al. 2020; Ha et al. 2019; Zeng et al. 2020).

However, deriving such disentangled latent representation from a real face is still challenging. Directly mapping a face into the latent space by an encoder (Chen et al. 2018; Klys, Snell, and Zemel 2018) can be efficient. But it is not ensured to extract latent codes that express semantically-meaningful factors of variations (Nie et al. 2020). Thus, another common practice is to obtain the reverse mapping in latent space for a real face, known as GAN inversion. For example, (Abdal, Qin, and Wonka 2019; Zhu et al. 2020a) opt to embed a real face into the latent space of StyleGAN (Karras, Laine, and Aila 2019) by optimizing a randomly initialized code through back-propagation. In practice, approaches of this kind are often time-consuming and cumbersome.

Inspired by recent face synthesis methods such as (Gecer et al. 2018; Deng et al. 2020), we propose a simple feed-forward face generation network that is fed with some existing and easy-obtainable prior information. As such, this method can avoid the costly learning process of disentangled representation. In this paper, we name our method as FaceController, which enables the control of face attributes. We embed 3DMM coefficients into an adversarial learning framework. However, we observe there exists a domain gap between real faces and the counterpart ones rendered from 3DMM. For example, the makeup of a woman cannot be perfectly expressed by 3DMM. To combat this, we further employ the embedding of identity and region-wise style codes as side information to complement the information gap between 3DMM coefficients and real faces, making our method stand out from previous works.

In the proposed FaceController, a new identity-style normalization module is proposed to fuse all the prior information. The identity-style normalization module is an extension of SPADE (Park et al. 2019) in which we use the embedding of identity and region-wise style codes to modulate the feature maps originated from 3DMM coefficients. Furthermore, to make the generator generalize to different editing, we devise unsupervised face generation losses on identity, landmarks, and textures to enforce the generator to control each attribute independently.

FaceController provides more comprehensive functions of real face editing by precisely controlling the latent codes of a wide range of face attributes. Unlike previous methods, which mainly address the disentanglement of attributes such as identity and expression, identity and pose, our method is able to disentangle in total five different attributes, including identity, pose, expression, illumination, and local region styles. As a result, FaceController enables a variety of face applications. For example, it can transfer the lip color or eye shadow makeup by editing the region-wise codes; it can
also be applied to adjust the illumination of a given face image. In this paper, we empirically validate that the proposed method achieves better quantitative scores and visual results in most of the above applications.

The main contributions of this paper are: (1) FaceController generates high-quality face with desired attributes using a simple feed-forward face generation network and improves efficiency by employing easily-obtainable prior information rather than the time-consuming reverse mapping process; (2) FaceController also increases the freedom of disentangled and controllable dimensions of attributes, making it better to control, transfer, and edit face attributes.

Related Work

Disentangled representation learning. In face attribute editing, many attempts have been made to learn an independent representation of face attributes. Early attempts include unsupervised disentangled latent representation learning of real face images. For example, InfoGAN (Chen et al. 2016) and its variants (Lin et al. 2019) target to maximize the mutual information between latent representation. HoloGAN (Nguyen-Phuoc et al. 2019) learns 3D representation from natural images to disentangle identity and pose. StyleGAN (Karras, Laine, and Aila 2019) can synthesize highly photorealistic face images and allow scale-specific modifications to the styles. Variational Autoencoder (VAE) based methods (Shen and Liu 2017; Razavi, van den Oord, and Vinyals 2019; Chen et al. 2018; Sun et al. 2018) often encourage independence of the latent representation by regularizing their total correlation. These methods achieved a promising performance. However, the disentangled latent codes are not provably identifiable (Locatello et al. 2019), and strong regularization on latent representation sometimes may be harmful to generate high-fidelity face images due to information loss (He et al. 2019).

Other attempts aim to extract disentangled latent representation using some explicit or implicit supervision information (Bouchacourt, Tomioka, and Nowozin 2018). For example, (Deng et al. 2020) Tewari et al. 2020] aim to manipulate the StyleGAN latent space by using 3DMM information as supervision during learning. (Shen et al. 2020) tries to classify the latent space into multiple linear subspaces with semantic meaning. It is also possible to impose explicit supervision on latent codes (Nie et al. 2020). Most of these works can manipulate fake faces with high precision. However, in order to edit real faces, an optimization-based embedding process named GAN inversion has to be conducted to infer the best latent code for this face. It is often time-consuming.

Facial manipulation using 3D priors. 3DMMs (Blanz, Vetter et al. 1999; Cao et al. 2013) represent the shape and appearance of faces by projecting them into low-dimensional spaces using techniques such as Principal Component Analysis (PCA). 3DMMs provide an explicit way to independently represent information such as identity, expression, and pose. Therefore, it can be naturally applied to face manipulation. For example, Face2Face (Thies et al. 2016) models both the driving and source face via a 3DMM; then applies the expression components of driving face to source face. (Kim et al. 2018; Xu et al. 2020) try to manipulate expression and pose by modifying 3DMM coefficients. (Gecer et al. 2018) proposes a semi-supervised adversarial framework for generating photorealistic faces directly from 3DMM. However, we observe that simply deploying 3D priors often results in a domain gap between real faces and generated faces due to the information loss of 3DMM. To minimize this domain gap, we propose an identity-style normalization module to fuse some side information. Consequently, we can obtain more photorealistic faces.

Controllable Attribute Editing

In this paper, we aim to efficiently edit faces in the wild with desired attributes. We propose a simple feed-forward framework to generate the edited faces directly from some easily obtainable latent representation of attributes. Specifically, denote \( I \) as a face image and \( \{a_1, \ldots, a_n\} \) as its latent representation of \( n \) different attributes. With replacing \( a_i, (i \in 1, \ldots, n) \) by desired latent code \( a'_i \), we can generate desired face image \( I' \) and achieve attribute editing.

To achieve this, FaceController requires at least three stages: 1) an encoding stage that aims to produce attribute-independent latent codes; 2) an attribute editing stage that modifies the produced latent codes to the desired ones through simple replacement; 3) a decoding stage that receives the edited latent codes as input and produces face images that correspond to the edited latent codes.

FaceController has specific and useful designs for stronger disentanglement of a wide range of face attributes and interpreting them to high-quality and plausible face images that conform to the edited latent codes. Taking face swapping as an example, the architecture of FaceController generator is shown in Fig. 1 (a). Each part of FaceController is built with clear and reasonable motivations and narrated as follows.

Face Attribute Disentanglement

Among available solutions to perform face attribute disentanglement, 3DMM (Egger et al. 2020) stands as a near-optimal option because it disentangles a wide range of different attributes including identity, expression, pose, illumination, and texture. Many previous works (Deng et al. 2020) conduct attributes disentanglement based on 3DMM coefficients and show impressive results. However, we notice that the expressive power of its identity and texture coefficients are not sufficient to reconstruct a perceptually photo-realistic face. This drawback attributes to the limited volume of 3D face data where the original 3DMMs (Deng et al. 2019b) is trained, limiting its generalization ability to real-world faces. Considering this, we believe identity embedding and region-wise texture representation should be included to complement the insufficient 3DMM identity and texture representation. A recent work (Zhu et al. 2020) particularly centers on region-wise face control while it is not designed for other attributes control. To successfully modulate 3DMM attributes control and region-wise styles control in a unified architecture, we first extract 3DMM coefficients and then
build two encoders that encode more representative identity and region-wise styles, respectively.

**3DMM coefficients extraction.** Specifically in a 3DMM, a face is often modeled with 3D shape $S$ and texture $T$, which is obtained by:

$$S = \bar{S} + \alpha I_{base} + \rho E_{base},$$
$$T = \bar{T} + \delta T_{base}.$$  

(1)

In the above equation, $\bar{S}$ and $\bar{T}$ are the average face shape and texture, respectively; $I_{base}, E_{base},$ and $T_{base}$ are the PCA bases of identity, expression, and texture, respectively; $\alpha \in \mathbb{R}^{80}, \rho \in \mathbb{R}^{84},$ and $\delta \in \mathbb{R}^{80}$ are the corresponding 3DMM coefficients for rendering a 3D face. Besides shape and texture, the illumination $\kappa \in \mathbb{R}^{27}$ of the face can be approximated with Spherical Harmonics (SH) and the pose is defined as three rotation angles. For simplicity, we use $\theta$ to denote the parameters of rotation and translation. Luckily, $(\alpha, \rho, \kappa, \delta, \theta)$ can be obtained by an off-the-shelf 3D face reconstruction network (Deng et al. 2019b) and we use this network as the 3DMM coefficients extractor.

**Identity encoder.** As discussed previously, 3DMM is not able to perfectly depict the identity of a wild face. To complement the identity information, we employ an identity encoder to extract identity information from real images. Here, a state-of-the-art pretrained face recognition model (Deng et al. 2019a) is used as the identity encoder. We use the last feature maps before the final fully-connected (FC) layer to obtain a precise and high-level representation of identity. It is worthy to note that the face images fed into the 3DMM coefficients extractor and identity encoder are aligned in a different way. Then, in our identity encoder, we introduce the spatial transformation network (Jaderberg et al. 2015) to provide a precisely aligned face for our identity encoder.

**Region-wise style encoder.** To support local face region editing, we aim to obtain region-wise style codes by taking advantage of the semantic segmentation of face images. A segmented region that is assigned with the same class label associates with a style code. We adopt the encoder of SEAN (Zhu et al. 2020b) as our region-wise style encoder for its superior ability to extract region-wise styles. Specifically, a region pooling layer is applied at the end of the encoder for each semantic label to extract a 512 dimensional style code. This region-wise style encoder naturally provides a disentangled representation of style for local face regions.

**Face Attribute Remapping**

At this point, we have acquired different sorts of latent codes—3DMM coefficients, identity embedding, and region-wise style codes—for detailed and precise attribute disentanglement. The next is how to leverage these codes and decode them back to a plausible generated face image.

Our task is generally related to translate semantic labels to natural face images with specific region-wise styles. SPADE (Park et al. 2019) is especially useful to this task and some recent works SEAN (Zhu et al. 2020b) and SMIS (Zhu et al. 2020c) have built their methods based on SPADE to support region-wise editing. Based on this observation, we also take the spirit of SPADE to design our decoder. However, our task requires the decoder to additionally consider region-irrelevant attributes such as identity. To support this, we design an Identity-Style Normalization module that integrates the identity and region-wise style information to the decoder, shown in Fig. 1 (c).

Let $F^i \in \mathbb{R}^{B \times C^i \times H^i \times W^i}$ denote the feature maps of the $i$-th layer of the decoder, $B, C^i, H^i,$ and $W^i$ represent the batch size, channel numbers, height, and width, respectively. We first perform the batch normalization on $F^i$ and get $F^i$. 

![Figure 1: (a) The architecture of FaceController. We take the task of face swapping as an example. The 3DMM coefficients $(\alpha_s, \rho_s, \kappa_s, \delta_s, \theta_s)$ and $(\alpha_t, \rho_t, \kappa_t, \delta_t, \theta_t)$ are extracted from source and target images $I_s$ and $I_t$, respectively. First, we transfer the coefficients of identity from source to target and obtain $(\alpha_t, \rho_t, \kappa_t, \delta_t, \theta_t)$. The transferred 3DMM coefficients with the style and identity codes are fed into the generator to synthesis a swapped face. Here, $P$ denotes region-wise pooling; and $B$ denotes the broadcasting process which is the inverted operation of pooling. (b) The architecture of IS block. IS block contains several Identity-Style Normalization modules that integrate all the information of above latent representation. (c) The architecture of IS normalization module. $z_{id}$ and $z_{style}$ represent identity and region-wise style respectively.](image-url)
To integrate identity information, we map the identity embedding to a vector $z_{id}$ with the same dimension of channel numbers by using an FC layer. After that, two normalization parameters, $\gamma_{id}$ and $\beta_{id}$, are learned from this vector to modulate $\overline{F}$ like a style code. The modulated output is,

$$I^t = \gamma_{id} \circ \overline{F} + \beta_{id},$$

where $\gamma_{id}$ and $\beta_{id}$ are with the same size of $\overline{F}$; we denote $\circ$ as the element-wise production.

To further integrate region-wise style codes, we first extract a style matrix $S \in \mathbb{R}^{B \times N \times D}$ for region style codes by our region-wise style encoder. We also provide a corresponding segmentation map $M^s \in \mathbb{R}^{B \times H' \times W'}$ which is interpolated from the segmentation map of the input face. Here, $N$ denotes the number of semantic classes; $D$ is the dimension of style code for each semantic class. Such segmentation maps have $N$ channels as every channel is responsible for a single class. To adaptively adjust a specific local region by its corresponding style code, we broadcast the style code into a feature map according to its segmentation mask. This broadcast process can be achieved by applying a batch-version matrix multiplication between the segmentation map $M^s$ and style matrix $S$, i.e.,

$$z_{style} = S^T \times M^s,$$

where $S^T \in \mathbb{R}^{B \times D \times N}$ denotes the transposed matrix of $S$; $z_{style} \in \mathbb{R}^{B \times D \times H' \times W'}$ are the broadcast style codes. Similar to identity normalization, we learn two parameters $\gamma_{s}$ and $\beta_{s}$ from $z_{style}$ to modulate $I^t$, then we have the output of IS normalization module,

$$F^o = \gamma_{s} \circ I^t + \beta_{s}.$$  

**Training Losses**

During training, we mainly consider two different training processes, i.e., face reconstruction and unsupervised face generation training. During face reconstruction training, the model receives attribute latent codes from the same face image and tries to reconstruct such a face. In this case, $I_s$ is equal to $I_t$ as depicted in Fig. 1. Such training ensures that the generated image is reasonable when $I_s = I_t$. However, the model is not ensured to work well when $I_s \neq I_t$. Consequently, we include unsupervised face generation training to guarantee even with unpair input ($I_s \neq I_t$), the model is still able to translate the combined latent codes to a plausible face image. Note that GAN loss is applied to both training processes for better image fidelity.

**Face Reconstruction Loss.** Following FaceShifter [Li et al. 2020], we utilize 20% training data for face reconstruction. We implement face reconstruction loss using the perceptual loss [Johnson, Alahi, and Fei-Fei 2016] to supervise the reconstruction. The intermediate feature maps of the generated face $I_s$ and the given face $I_t$ are extracted from a pre-trained VGG network [Simonyan and Zisserman 2014], and then we conduct pixel-level reconstruction as follows,

$$L_{per} = \frac{1}{2} || F_{per}(I_s) - F_{per}(I_t) ||^2,$$

where $F_{per}$ denotes the extractor of feature maps.

---

**Unsupervised Face Generation Loss.** The main purpose of our work is to support free and dynamic face attribute control over face images. Basically, when we alter some attributes, we wish to see results with these attributes changed accordingly while other attributes are unchanged. We design identity loss, face landmark loss and histogram matching loss to assist the unsupervised training and further fortify attribute disentanglement.

If we aim to transfer the attributes such as expression and pose from $I_s$ to $I_t$ while keeping the identity, we can encourage the generated face to keep the same identity with $I_s$ by utilizing the identity encoder:

$$L_{id} = 1 - \cos(F_{id}(I_g), F_{id}(I_s)).$$

Here, $L_{id}$ refers to the identity loss and $F_{id}$ is the extractor of identity embedding. We use cosine similarity to estimate the similarity between the identity embedding of the generated image and the source image.

Then, if we want to change attributes like identity and textures from $I_s$ to $I_t$ but retain the expression and pose, we can leverage the landmark loss to ensure expression and pose consistency between $I_t$ and the generated face $I_g$:

$$L_{lm} = \frac{1}{2} || F_{lm}(I_g) - F_{lm}(I_t) ||^2,$$

where $F_{lm}$ represents the face landmark extractor.

In this paper, the landmark loss is also specifically designed for identity preservation. As we want to keep the generated image $I_g$ having the same expression and pose with target image $I_t$, a common implementation is to constrain the $I_g$ and $I_t$ to have the same landmarks. However, face landmarks contain the shape of the eyes, mouth, eyebrows, and nose. These are also linked with identity information. As shown in Fig. 2(a) and Fig. 2(b), different persons have different face features and landmarks. Consequently, as demonstrated in Fig. 2(c), using landmarks of $I_t$ to constrain the generated image is not a good way as we want to preserve identity information of $I_s$. We need to adjust the landmarks to have the same pose and expression with $I_t$ while keeping the same identity information with $I_s$. To solve this problem, we utilize the swapped 3DMM coefficients as shown in Fig. 1 to extract 3D landmarks. These landmarks often can precisely keep the same face features with $I_s$, seen in Fig. 2.
For this loss to be minimized, the color distribution of \( I \) histogram matching between \( I \) age region-wise style consistency with a target face. Let matching loss (Risser, Wilmot, and Barnes 2017) to encourage region-wise style consistency in local textures and colors is still hard to keep. Even though identity loss can maintain correct identity, consistency in local textures and colors is still hard to keep. To solve this problem, we further introduce a histogram matching loss (Risser, Wilmot, and Barnes 2017) to encourage region-wise style consistency with a target face. Let \( I_{re} = HM(I_t, I_g) \) be a remapped image obtained by the histogram matching between \( I_g \) and \( I_t \). Then, we have

\[
L_{hm} = \frac{1}{2} \| I_g - I_{re} \|^2. \tag{8}
\]

For this loss to be minimized, the color distribution of \( I_g \) is learned to be similar to \( I_t \), making local styles of the generated face more similar to the target.

**Full Loss** During training, the full loss is defined as a weighted sum of above losses:

\[
L = L_{adv} + \lambda_{id} L_{id} + \lambda_{lm} L_{lm} + \lambda_{hm} L_{hm} + \lambda_{per} L_{per}, \tag{9}
\]

where \( L_{adv} \) denotes GAN loss. We set the \( \lambda_{id} = 10, \lambda_{lm} = 10000, \lambda_{hm} = 100, \) and \( \lambda_{per} = 100 \), respectively.

### Experiments

**Implementation details.** The training images for Face-Controller are collected from Celeb-A-HQ (Karras et al. 2017), FFHQ (Karras, Laine, and Aila 2019), and VG-GFace (Parkhi, Vedaldi, and Zisserman 2015) datasets. The face alignment for 3DMM coefficients extraction is processed according to (Deng et al. 2019b). The size of an aligned face is \( 224 \times 224 \). For region-wise style codes, we employ an off-the-shelf BiSeNet model (Yu et al. 2018) to obtain semantic labels, which provides 19 different region categories. The generator and discriminator are trained around 500K steps, respectively. More details can be found in the Supplementary Materials.

### Region-wise style editing.

The disentanglement of region-wise style codes enables our method to achieve high performance in makeup transfer. To validate this, we compare with recent methods such as LADN (Gu et al. 2019) and SEAN (Zhu et al. 2020b). All methods are evaluated on MT-dataset (Dantcheva, Chen, and Ross 2012). As illustrated in Fig. 5, our method appears to preserve more identity as compared to SEAN. Our method also ensures the fine-grained makeup transfer by utilizing region-wise style codes to adaptively adjust different face regions. This cannot be achieved by LADN, which uses a single entangled code to represent the whole face. To further demonstrate our capability of fine-grained makeup transfer, we show more results in Fig. 6. Here, we progressively transfer the styles of eyes, lips, and faces based on the results of the previous column. This can be simply implemented by editing corresponding region-wise style codes. These results also further verify the strong disentanglement of region-wise style codes.

### Face manipulation and relighting.

Our method can independently adjust the expression, pose, and illumination of faces. We demonstrate this ability by interpolating the above factors independently. The results are presented in Fig 7. Based on the visual inspection of these results, we observe our method enables precise manipulation of the illumination and expression. To obtain a photorealistic background, we directly embed the background information into the generator rather than enforcing the network to learn how to inpaint. Therefore, the generated image may appear black holes along the edge of the face when the pose varies hugely.

---

Figure 3: Comparison with DeepFake, FaceSwap, FSGAN, and FaceShifter on FaceForensics++ dataset.
Figure 4: Face swapping on different sources of face images. Here, the first three images are generated by StyleGAN2 and others are collected from the Internet.

Figure 5: Comparison with other makeup transfer methods.

Quantitative Analysis

Face swapping. We report the quantitative results on FaceForensics++ dataset and compare our method with DeepFake, FaceSwap, FSGAN, and FaceShifter. We follow the metrics in FaceShifter. We uniformly sample 10 frames from each of 1000 videos and get 10K faces in total. Then, we evaluate the accuracy of identity retrieval (abbrev. Retr.) to check whether the identity of source face is preserved after face swapping; the expression (abbrev. Exp.) and pose error to check whether the swapped face keeps the expression and pose of the target face. We also use FID scores [Heusel et al. 2017] to evaluate the fidelity of swapped faces.

For identity retrieval, we apply CosFace [Wang et al. 2018a] to extract identity embedding and retrieve the closest face by using cosine similarity. For pose and expression evaluation, we use a pose estimator to estimate head pose and an expression recognition model to extract expression embedding. Then, we report the L2 distance of pose vectors and expression embedding. The pose estimator is the same with that in FaceShifter. Since the expression model used in FaceShifter is not open-source, we employ another model, i.e., (Meng et al. 2019), to enable expression error comparison. As shown in Tab. 1, our method achieves the best results in identity preservation and fidelity.

Region-wise style editing. We evaluate the performance of makeup transfer by users study. We mainly consider three dimensions: (1) the identity preservation; (2) the makeup transferability; (3) the fidelity of faces. All methods generate 1K images with the same source and reference faces. Five users with rich knowledge in image generation are asked to rate the best result in each case under each metric. Finally, the average scores are reported in Tab. 2. Since LADN is
specially designed to disentangle the identity and makeup, it enables the excellent preservation of identity and makeup. But compared with LADN, our method can generate higher-quality faces, as shown in Fig. 8. SEAN can perform very well on fine-grained makeup transfer. But it cannot precisely preserve the identity and often contains unnatural textures which affects its scores in all aspects.

### Ablation Study

#### Face representation.
To verify the necessity of the identity encoder and style encoder, we conduct ablation experiments: the proposed generator with (1) no style encoder and (2) no identity encoder. Taking face swapping as an example, the results are demonstrated in Fig. 8. If we discard the identity embedding, the generated images have identity gaps with source images, as shown in the third column of Fig. 8. Further, when we discard the style encoder, the generated styles aren’t consistent with target image in regions like lips, as shown in the fourth column of Fig. 8. This indicates that 3DMM coefficients don’t provide detailed texture for generating high-fidelity faces. The quantitative results are also consistent with the above conclusion. When style information isn’t given, the identity is nearly not affected due to the disentangled representation. When identity information isn’t provided, the accuracy of identity retrieval severely drops. Note that identity encoder and style encoder are irrelevant to pose and expression change, the pose and expression errors of these two models are very close to our full model.

### Table 1: The accuracies of identity retrieval, pose and expression errors, and FID scores of different face swapping methods on FaceForensics++ dataset.

| Method    | Retr. | Pose | Exp. | FID   |
|-----------|-------|------|------|-------|
| DeepFake  | 81.96 | 4.14 | 0.47 | 4.29  |
| FaceSwap  | 54.19 | 2.51 | 0.40 | 3.81  |
| FSGAN     | 57.34 | 2.84 | 0.38 | 4.35  |
| FaceShifter| 97.38 | 2.96 | **0.36** | 4.05 |
| **Ours**  | **98.27** | 2.65 | 0.39 | **3.51** |

### Table 2: Users study results w.r.t. identity preservation, makeup transfer, and fidelity.

| Method | ID | Style | Fidelity |
|--------|----|-------|----------|
| SEAN   | 6.2| 14.1  | 5.8      |
| LADN   | 49.1| 40.5  | 38.8     |
| **Ours** | 44.7| 45.4  | **55.4** |

### Table 3: The accuracies of identity retrieval, pose and expression errors, and FID scores in ablation experiments.

| Method    | Retr. | Pose | Exp. | FID   |
|-----------|-------|------|------|-------|
| w/o id.   | 25.97 | **2.57** | **0.36** | 4.12  |
| w/o style | 98.21 | 2.83 | 0.41 | 4.84  |
| **Ours**  | **98.27** | 2.65 | 0.39 | **3.51** |

Figure 7: The interpolated results with respect to illumination, expression, and poses from top to bottom.

Figure 8: The face swapping results in ablation study. Here, w/o id. refers to our generator without identity encoder; w/o style refers to our generator without style encoder.

Figure 9: The ablation study about loss functions. Here, Target lm refers we use target image’s landmark as ground truth. w/o hm refers to drop out histogram matching loss.
Loss functions. To verify the benefit of our landmark and histogram matching loss, we make comparisons with (1) using the target image’s landmark as ground truth. (2) dropping out the histogram matching loss. The results can be seen in Fig. [9] If we use the target image’s landmark as ground truth, the eyes and the eyebrows are not consistent with the source image. The generated image also has artifacts near the landmark’s area. If we drop out the histogram matching loss, the generated image’s color is not consistent with the target image. As a comparison, our method can generate better results.

Limitations and Conclusion
Currently, our approach has some limitations that can be addressed in follow-up work. As we mentioned above, when changing pose hugely, the generated image may appear black holes. The gaze direction may also be not consistent with the target image. This can be optimized by adding landmarks of the eyeball to constrain the gaze direction.

In conclusion, we propose a feed-forward network to generate photorealistic faces with desired attributes. This network designs a disentangled face representation and devises unsupervised losses to ensure the control of various face attributes. A variety of face applications can be implemented by this method.
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Appendix

1. Network architectures.

**Style Encoder.** We utilize the same architecture from SEAN (Zhu et al. 2020b) as our style encoder. The details can be seen in Fig. 10. To obtain the style matrix $S$, we employ region-wise average pooling at last layer output. Finally, we get $S \in \mathbb{R}^{B \times N \times D}$ to represent the style codes of each class.

![Figure 10: The architecture of style encoder.](image)

**Generator.** The architecture of generator can be seen in Fig. 11. The generator contains eight IS blocks which are mentioned above. We embed the background information into the last two blocks to keep the background unchanged with the target image.

**Discriminator.** We utilize the same discriminator architecture with Pix2PixHD (Wang et al. 2018b) and SPADE (Park et al. 2019). There exist two multi-scale discriminator with instance normalization (IN) and Leaky ReLU (LReLU). The architecture of our discriminator is shown in Fig. 12.

2. Training details.

We train the generator and the discriminator about 500K iterations. For the first 10K iteration, we drop out the landmark loss as it is unsteady when the generated face images are unnatural. Subsequently, when the generator can generate a face image, the landmark loss will be optimized steadily. The learning rate decay to 0 in the last 100K iterations. We apply spectral norm for the generator and discriminator following SPADE. All experiments are conducted at one P40 GPU and the batch size is 16.