EXACTNESS OF DIRECT LIMITS FOR ABELIAN CATEGORIES
WITH AN INJECTIVE COGENERATOR

LEONID POSITSELSKI AND JAN ŠTOVÍČEK

Abstract. We prove that the exactness of direct limits in an abelian category with products and an injective cogenerator $J$ is equivalent to a condition on $J$ which is well-known to characterize pure-injectivity in module categories, and we describe an application of this result to the tilting theory. We derive our result as a consequence of a more general characterization of when inverse limits in the Eilenberg-Moore category of a monad on the category of sets preserve regular epimorphisms.
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Introduction

Grothendieck observed [4, N° 1.5] that an abelian category cannot be too nice: if in a complete, cocomplete abelian category $A$ both the filtered colimits and filtered limits are exact, then all objects of $A$ are zero objects. The argument proceeds as follows: if the filtered colimits are exact in $A$, then, for every family of objects $A_x \in A$ indexed by a set $X$, the natural morphism from the coproduct to the product

$$\eta: \coprod_{x \in X} A_x \longrightarrow \prod_{x \in X} A_x$$

is a monomorphism. If the filtered limits are exact, then this morphism is an epimorphism. Assuming both these properties of an abelian category $A$, the morphism $\eta$ is an isomorphism.

In particular, given an object $A \in A$, one can choose any infinite set $X$ and take $A_x = A$ for all $x \in X$. If the natural morphism $\eta_{A,X}: A^{(X)} \longrightarrow A^X$ is an isomorphism, one can use its inverse morphism $\eta^{-1}_{A,X}$ in order to define an operation of infinite summation on the group $E = \text{Hom}_A(A, A)$ of endomorphisms of $A$, that is an abelian group homomorphism

$$\sum_X : E^X \longrightarrow E$$
extending the natural finite summation map

\[ E^X \supset E(X) \longrightarrow E. \]

Moreover, the map \( \sum_Y \) is defined for every set \( Y \) of the cardinality not greater than \( X \), and for any injective map \( \iota: Y \hookrightarrow X \) the maps \( \sum_X \) and \( \sum_Y \) form a commutative triangle diagram with the split monomorphism \( E^Y \longrightarrow E^X \) induced by \( \iota \). Such kind of infinite summation structure can exist on a nontrivial commutative monoid \( E \), but when \( E \) is an abelian group, a standard cancellation trick shows that \( E = 0 \).

In this paper, we offer some answers to the following two questions. Firstly, what can be said about abelian categories \( A \) in which the map \( \eta \) is always a monomorphism? Can one claim, perhaps under suitable additional assumptions, that the filtered colimits are exact in \( A \)? Secondly, what can one do with functorial infinite summation operations \( \sum_X \) on abelian groups, if one drops or weakens the assumption of commutativity of the diagrams related to injective maps of sets \( \iota \)?

In the terminology of [4], an abelian category is said to satisfy Ab3 if it is cocomplete, Ab4 if it is cocomplete and the coproduct functors are exact in it, and Ab5 if it is cocomplete and the filtered colimits are exact. So Ab5 implies Ab4 and Ab4 implies Ab3. A finer classification is offered in the book [5]: in the terminology of [5, Section III.1], an abelian category \( A \) is C1 if it is cocomplete with exact coproduct functors, \( A \) is C2 if it is complete and cocomplete and the all natural morphisms \( \eta: \prod_{x \in X} A_x \longrightarrow \prod_{x \in X} A_x \) are monomorphisms in \( A \), and \( A \) is C3 if it is cocomplete with exact filtered colimits (cf. [5, Theorem III.1.9]). Any complete C3-category is C2 [5, Corollary III.1.3], and any C2-category is C1 [5, Proposition III.1.1].

In this paper we prove that any abelian C2-category with an injective cogenerator is C3 (= satisfies Ab5). In fact, a seemingly weaker assumption is sufficient: any complete abelian category with an injective cogenerator \( J \) such that the natural map \( \eta_{J,X}: J^{(X)} \longrightarrow J^X \) is a monomorphism for all sets \( X \) satisfies Ab5. Here it should be pointed out that any complete abelian category with a cogenerator is cocomplete. It is also worth noticing that any complete abelian category with a set of generators and enough injective objects has an injective cogenerator.

Finally, we observe that if \( J \in A \) is an injective cogenerator then the morphism \( \eta_{J,X}: J^{(X)} \longrightarrow J^X \) is a monomorphism if and only if every morphism \( J^{(X)} \longrightarrow J \) factors through \( \eta_{J,X} \). Moreover, morphisms \( f: J^{(X)} \longrightarrow J \) correspond bijectively to \( X \)-indexed families of endomorphisms \( f_x: J \longrightarrow J \), and to every such family one can naturally assign an endomorphism \( \prod_x f_x: J^X \longrightarrow J^X \) of the object \( J^X \). It follows easily that every morphism \( J^{(X)} \longrightarrow J \) factors through \( \eta_{J,X} \) if and only if one specific such morphism, viz., the natural summation morphism \( s_{J,X}: J^{(X)} \longrightarrow J \), does (see Theorem [3.3]). Thus the morphism \( \eta_{J,X} \) is a monomorphism if and only if the summation morphism \( s_{J,X} \) factors through \( \eta_{J,X} \). The latter condition is similar to a condition characterizing pure-injective modules [6, Theorem 7.1(iv)].

Let us mention an application of our result to the tilting theory in abelian categories. According to [8, Corollary 3.12], there is a bijective correspondence between complete, cocomplete abelian categories \( A \) with an injective cogenerator \( J \) and an
n-tilting object $T \in A$, and complete, cocomplete abelian categories $B$ with a projective generator $P$ and an n-cotilting object $W \in B$. This correspondence is accompanied by an exact category equivalence $E \simeq F$ between the tilting class $E \subseteq A$ and the cotilting class $F \subseteq B$ taking the tilting object $T$ to the projective generator $P$ and the injective cogenerator $J$ to the cotilting object $W$.

Moreover, according to [8, Lemma 4.3 and Remark 4.4], both the full subcategories $E$ and $F$ are closed under both the products and coproducts in $A$ and $B$, respectively. In particular, the equivalence between them takes powers $W^X \in F \subseteq B$ of the n-cotilting object $W$ to powers $J^X \in E \subseteq A$ of the injective cogenerator $J$, and the same applies to the copowers $W(X) \in F \subseteq B$ and $J(X) \in E \subseteq A$. Therefore, it follows from the results of the present paper that, in the categorical n-tilting-cotilting correspondence situation of [8, Corollary 3.12], the abelian category $A$ satisfies Ab5 if and only if the abelian group homomorphism $\text{Hom}_B(\eta_{W,X}, W) : \text{Hom}_B(W^X, W) \rightarrow \text{Hom}_B(W(X), W)$ is surjective, and if and only if the natural summation morphism $s_{W,X} : W^X \rightarrow W$ factors through the morphism $\eta_{W,X} : W(X) \rightarrow W^X$ for all sets $X$.
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1. Preliminaries

In the introduction we are mostly concerned with when an abelian category $A$ with coproducts and an injective cogenerator is $\text{Ab5}$. In order to facilitate the discussion of our main result, it will be helpful to switch to a formally dual setting, i.e. to study abelian categories $B$ with coproducts and a projective generator. The reason is that such categories admit a very convenient description as modules over additive monads; see the introduction of [7, 8, §1] or [8, §6].

Let us be more specific. Recall that a monad (see e.g. [3, Appendix A] or [10, §6]) on the category of sets is a triple $(T, \mu, \varepsilon)$ where $T : \text{Sets} \rightarrow \text{Sets}$ is an endofunctor, $\mu : T \circ T \rightarrow T$ and $\varepsilon : \text{id} \rightarrow T$ are natural transformations, and the associativity $(\mu \circ (T \mu)) = (\mu \circ (\mu T)) : T \circ T \circ T \rightarrow T$ and unitality $(\mu \circ (T \varepsilon)) = (\mu \circ (\varepsilon T)) : T \rightarrow T$ axioms hold.

Given a monad $T$ on $\text{Sets}$, we can consider the category $T\text{-mod}$ of modules over $T$ (perhaps a more standard terminology is the Eilenberg-Moore category of $T$ or the category of $T$-algebras, but in this paper we tend to view $T$ as a generalization of an associative ring, see below). A $T$-module is a map $\phi : T(M) \rightarrow M$ in $\text{Sets}$, satisfying also an associativity $(\phi \circ T(\phi)) = (\phi \circ (\mu T))$ and a unitality $(\phi \circ \varepsilon_M) = (\mu (\varepsilon T))$ axiom. A morphism of $T$-modules $\phi : T(M) \rightarrow M$ and $\psi : T(N) \rightarrow N$ is a map $f : M \rightarrow N$
making the obvious square commutative, i.e. $f \circ \phi = \psi \circ T(f)$. A typical example of a monad and its category of modules is as follows:

**Example 1.1.** We can interpret the category of algebras of a given signature $\Sigma$ as $T\text{-mod}$ as follows. Let $\Sigma$ be the signature (i.e. a formal set operation symbols) and ar: $\Sigma \rightarrow \omega$ be an arity function (e.g. for groups we have $\Sigma = \{\cdot, -, 1\}$ with arities 2, 1 and 0, respectively). A $\Sigma$-algebra is then a set $M$ together with maps $\phi_{\sigma}: M^{ar(\sigma)} \rightarrow M$, one for each operation symbol $\sigma$.

By substituting one operation into another, one can define the set $T(X)$ of terms in $\Sigma$ on a given set of variables $X$. Typically, one only considers $\Sigma$-algebras satisfying equalities of the form $t_1 = t_2$, where $t_1, t_2$ are terms in the same set of variables (e.g. the associativity relation in the case of groups). In that case, $T(X)$ will be just the set of terms on $X$ modulo consequences of these equalities or, equivalently, a free algebra on the set of variables $X$. In fact, it is well-known that the structure of a $\Sigma$-algebra is equivalent to the structure of a $\Sigma$-algebra.

**Example 1.2.** Let $R$ be a ring. Then a left $R$-module is an algebra with the signature $\langle +, -, 0, r \cdot - (r \in R) \rangle$. The corresponding monad is given by $T(X) = R^X$, where $(r_x)_{x \in X} \in T(X)$ represents the term $\sum_{x \in X} r_x \cdot x$, and we have an isomorphism of categories $R\text{-mod} \cong T\text{-mod}$. We refer to [7, 9, §1] or [8, §6] for more details.

It will be useful in the sequel that the above examples are rather representative. A $T$-module $M$ (with the structure map $\phi: T(M) \rightarrow M$) can be viewed as a set equipped with possibly infinitary operations

$$t_M: M^X \rightarrow M,$$

one for each set $X$ and an element $t \in T(X)$, where for each $m = (m_x)_{x \in X} \in M^X$, the value $t_M(m) \in M$ is defined as the image of $t$ under the composition

$$T(X) \xrightarrow{T(m)} T(M) \xrightarrow{\phi} M$$

Such terms can be composed—if $t \in T(X)$ and $s_x \in T(Y)$ for each $x \in X$, then the composition

$$M^Y \xrightarrow{(s_x)_{x \in X}} M^X \xrightarrow{t_M} M$$

is given by a term, which we formally obtain by evaluating the map

$$T(X) \xrightarrow{T(s)} T(T(Y)) \xrightarrow{\mu_Y} T(Y)$$

at $t$ (here, $s: X \rightarrow T(Y)$ is the map which sends $x$ to $s_x$).

We can equip $T(X)$ with the structure map $\phi = \mu_X: T(T(X)) \rightarrow T(X)$. The resulting $T$-module is a then free on the generators in the image of $X$ under $\varepsilon_X: X \rightarrow$
That is, any map \( f : X \to M \), where \( M \in \mathbb{T} \mod \), extends uniquely to a homomorphism \( \mathbb{T}(X) \to M \), which is defined via (1).

As with usual module categories, the forgetful functor \( \mathbb{T} \mod \to \text{Sets} \) is faithful and preserves (in fact creates) categorical limits. Since every injective map (with a nonempty domain) in \( \text{Sets} \) is a section and every surjective map is a retraction, \( \mathbb{T} \) preserves both injectivity and surjectivity. It follows that the image of any homomorphism \( f : M \to N \) of \( \mathbb{T} \)-modules is canonically again a \( \mathbb{T} \)-module.

The main question which we aim to study here is when an inverse limit of surjective maps of \( \mathbb{T} \)-modules is again surjective (if \( B = \mathbb{T} \mod \) is an abelian category, this is precisely the Ab5 condition for \( A = B^{\text{op}} \)). Note that there is a intrinsic characterization of surjective maps \( f : M \to N \) in the category \( \mathbb{T} \)-modules, they are so-called regular epimorphisms. By definition, these are coequalizers of a pair of maps \( M' \rightrightarrows M \), [3, 0.16]. Indeed, every coequalizer is surjective by the previous paragraph, while every surjective map is the coequalizer of the two obvious maps \( M' := M \times_N M \to M \) induced by the two projections \( M \times M \to M \).

Finally, we turn back to abelian categories \( B \) with coproducts and a projective generator \( P \in B \). Here, we can define a monad

\[
\mathbb{T} : X \mapsto \text{Hom}_B(P, P^{(X)}),
\]

where \( \varepsilon_X : X \to \text{Hom}_B(P, P^{(X)}) \) sends \( x \in X \) to the split inclusion \( \iota_x : P \to P^{(X)} \) into the coproduct of \( X \) copies of \( P \), and where \( \mu : \mathbb{T} \circ \mathbb{T} \to \mathbb{T} \) is given by composition of maps and the universal property of the coproducts. In particular, \( \mathbb{T}(1) = \text{Hom}_B(P, P) \) is the endomorphism ring of \( P \) and the ring structure can be recovered from \( \mathbb{T} \).

If \( B \in \mathbb{B} \) is an arbitrary object, then \( M := \text{Hom}_B(P, B) \) is naturally a \( \mathbb{T} \)-module via \( \phi := \text{Hom}_B(P, c) : \mathbb{T}(M) \to M \), where \( c : P^{(\text{Hom}_B(P,B))} \to B \) is the canonical map. This assignment is, in fact, functorial, and we also have that

**Lemma 1.3.** The functor \( \text{Hom}_B(P,-) : \mathbb{B} \to \mathbb{T} \mod \) is an equivalences of categories. Under this equivalence, \( P \) corresponds to \( \mathbb{T}(1) \).

**Proof.** See e.g. [3] §6.2.

The monads \( \mathbb{T} \) which arise from abelian categories with coproducts and a projective generator were called additive in [7] and intrinsically characterized in [9, Lemma 1.1] (see [3] below). In this case, there is no distinction between regular epimorphisms as mentioned above and ordinary epimorphisms in the abelian category \( \mathbb{T} \mod \).

2. **Limit terms and exact inverse limits**

Let \( (\mathbb{T}, \mu, \varepsilon) \) be a monad on \( \text{Sets} \). We will characterize the situation where inverse limits (i.e. limits indexed by a downwards directed set \( I \), otherwise known as the directed or filtered limits) preserve regular epimorphisms of \( \mathbb{T} \)-modules. (Cf. the discussion of the preservation of regular epimorphisms by products in [2].) The characterization is given in terms of the existence of certain terms in \( \mathbb{T} \).
To this end, let \(\alpha\) be an ordinal number, which we view as usual as the set of strictly smaller ordinals. Note that for each \(\beta < \alpha\), the inclusion \(\alpha \setminus \beta \subset \alpha\) induces an inclusion \(T(\alpha \setminus \beta) \rightarrow T(\alpha)\). We will, thus, identify \(T(\alpha \setminus \beta)\) with a subset of \(T(\alpha)\), which consists precisely of all terms \(t\) with indices smaller than \(\beta\). Note that for each \(\beta < \alpha\) at \(T\), the map \(\lim T(\alpha)\) for the value of \(\lim T(\alpha)\) on the arguments with indices smaller than \(\beta\) (see Lemma 2.1).

We will call a term \(t \in T(\alpha)\) is a limit term if

(L1) \(t \in \bigcap_{\beta < \alpha} T(\alpha \setminus \beta)\);

(L2) whenever \(M \in T\text{-mod}\) and \((m_\gamma)_{\gamma < \alpha}\) with \(m_\gamma = m\) for each \(\gamma\) is a constant sequence in \(M^\alpha\), then \(t_M(m_\gamma)_{\gamma < \alpha} = m\).

We will often be interested in mere existence of a limit term for given \(\alpha\) and we will denote any such term by \(\lim \alpha \in T(\alpha)\). If \(M\) is a \(T\)-module, we will write \(\lim_{\beta < \alpha} m_\beta\) for the value of \((\lim_\alpha)_M: M^\alpha \rightarrow M\) on \((m_\beta)_{\beta < \alpha} \in M^\alpha\).

The second condition in the definition has an easy interpretation. If \(t \in T(\alpha)\) is a term satisfying (L2), the map \(T(1) \rightarrow T(\alpha)\) which sends the free generator of \(T(1)\) to \(t \in T(\alpha)\) and which we will, by abuse of notation, denote \(t\) as well, is a section to the map \(T(c): T(\alpha) \rightarrow T(1)\), where \(c: \alpha \rightarrow 1\) is the unique map of sets.

The interpretation of condition (L1) is clarified by the following lemma which implies that for any \(M \in T\text{-mod}\), the value of \(t_M: M^\alpha \rightarrow M\) at \((m_\gamma)_{\gamma < \alpha}\) must not depend on any proper initial subsequence \((m_\gamma)_{\gamma < \beta}\) with \(\beta < \alpha\).

**Lemma 2.1.** Let \(\emptyset \neq Y \subset X\) be sets. Then a term \(t \in T(X)\) is in the image of \(T(Y)\) if and only if, for any \(M \in T\text{-mod}\), the map \(t_M: M^X \rightarrow M\) depends only on the components indexed by \(Y\).

**Proof.** The direct implication is clear from the discussion in Section 1.

For the converse, suppose that \(t_M: M^X \rightarrow M\) depends only on the components from \(Y\) and put \(M = T(X)\) first. There is a canonical element \(\Delta_X \in T(X)^X\) given by the monadic unit \(\varepsilon_X: X \rightarrow T(X)\), and (1) together with the unitality axiom for \(T\) implies that \(t_{T(X)}: T(X)^X \rightarrow T(X)\) sends \(\Delta_X\) to \(t\).

Now choose \(\Delta' \in T(Y)^X \subset T(X)^X\), which agrees with \(\Delta\) on the components indexed by elements of \(Y\) and such that \(\Delta'_x \in T(Y)\) is arbitrary for \(x \in X \setminus Y\). By our assumption, \(t_{T(X)}(\Delta') = t_{T(X)}(\Delta) = t\). Since the inclusion \(T(Y) \subset T(X)\) is a homomorphism of \(T\)-modules, we have the commutative diagram

\[
\begin{array}{ccc}
T(Y)^X & \xrightarrow{t_{T(Y)}} & T(Y) \\
\downarrow \text{inc} & & \downarrow \text{inc} \\
T(X)^X & \xrightarrow{t_{T(X)}} & T(X)
\end{array}
\]

and \(t = t_{T(Y)}(\Delta') \in T(Y)\). \(\square\)

Combining the above considerations about the meaning of the defining conditions of (L1) and (L2), we immediately obtain the following lemma.
Lemma 2.2. The following are equivalent for a monad $T$ on $\text{Sets}$ and an ordinal number $\alpha$:

1. The map $\bigcap_{\beta < \alpha} T(\alpha \setminus \beta) \to T(1)$, obtained by restricting $T(c) : T(\alpha) \to T(1)$ (where $c : \alpha \to 1$ is the unique map in $\text{Sets}$), is a regular epimorphism.

2. There exists a limit term $\lim_{\alpha \in T(\alpha)}$.

Proof. Since $T(1)$ is free on one generator, regular epimorphisms ending at $T(1)$ are all retractions (we can send the standard free generator of $T(1)$ to any preimage of it to obtain a section). We already know that the existence of a term $t \in T(\alpha)$ satisfying (L2) is equivalent to the fact that $t : T(1) \to T(\alpha)$ is a section of $T(c)$. Now (L1) precisely says that the image of the section is included in $\bigcap_{\beta < \alpha} T(\alpha \setminus \beta)$.

Now we can give the main result of the section.

Theorem 2.3. Let $(T, \mu, \varepsilon)$ be a monad on $\text{Sets}$. Then the following conditions are equivalent:

1. Inverse limits of regular epimorphisms in $T\mod{\alpha}$ are regular epimorphisms.

2. For each ordinal number $\alpha$, there exists a limit term $\lim_{\alpha \in T(\alpha)}$.

Proof. First of all, it follows by transfinite induction from [1, Lemma 1.6] that we can equivalently replace (i) by the condition:

(i') Well-ordered inverse limits (i.e. those indexed by $\alpha^{op}$, where $\alpha$ is an ordinal number) of regular epimorphisms in $T\mod{\alpha}$ are regular epimorphisms.

First suppose that (i') holds and consider, for an ordinal number $\alpha$, the inverse system of regular epimorphisms

\[
\xymatrix{T(\alpha) \ar[r]^-{T(c)} & T(\alpha \setminus 1) \ar[r]^-{T(c)} & T(\alpha \setminus 2) \ar[r]^-{T(c)} & T(\alpha \setminus 3) \ar[r]^-{T(c)} & \cdots}
\]

By assumption, the limit map

\[
\lim_{\beta < \alpha} T(\alpha \setminus \beta) \to T(1)
\]

is a regular epimorphism, hence a limit term $\lim_\alpha \in T(\alpha)$ exists by Lemma 2.2.

Suppose conversely that (ii) holds, i.e. limit terms $\lim_\alpha$ exist for all ordinal numbers $\alpha$. By Lemma 2.2, this is equivalent the fact that $[3]$ is a regular epimorphism for each $\alpha$. Yet equivalently, the following map in the diagram category $(T\mod{\alpha})^{op}$

\[
\xymatrix{T(\alpha) \ar[r]^-{T(c)} & T(\alpha \setminus 1) \ar[r]^-{T(c)} & T(\alpha \setminus 2) \ar[r]^-{T(c)} & T(\alpha \setminus 3) \ar[r]^-{T(c)} & \cdots}
\]

is a section to (2). In particular, (2) is a retraction in $(T\mod{\alpha})^{op}$.
Given $\beta < \alpha$ and $M \in \mathbb{T}\text{-mod}$, let us denote by $\beta!M \in (\mathbb{T}\text{-mod})^{\alpha_{\text{op}}}$ the diagram where $(\beta!M)_\gamma = M$ for all $\gamma \leq \beta$, $(\beta!M)_{\gamma} = \mathbb{T}(0)$ is the initial object in $\mathbb{T}\text{-mod}$ for $\gamma > \beta$, and the maps $(\beta!*M)_\gamma \leftarrow (\beta!*M)_\delta$ for $\gamma < \delta < \alpha$ are $\text{id}_M$ or the unique maps from the initial $\mathbb{T}$-module. It follows that the upper row is none other than the coproduct $\coprod_{\beta<\alpha} \beta!*\mathbb{T}(1)$. On the other hand, there are obvious morphisms $\beta!M \to \beta'!M$ for $\beta < \beta' < \alpha$ and the lower row is none other than $\text{colim}_{\beta<\alpha} \beta!*\mathbb{T}(1)$. Thus, (2) is simply the canonical morphism

$$\coprod_{\beta<\alpha} \beta!*\mathbb{T}(1) \longrightarrow \text{colim}_{\beta<\alpha} \beta!*\mathbb{T}(1),$$

and, assuming (ii), it is a retraction.

If we now apply $\text{Hom}(\mathbb{T}\text{-mod})^{\alpha_{\text{op}}}(\cdot, (M_\beta)_{\beta<\alpha})$ to an arbitrary diagram $(M_\beta)_{\beta<\alpha} \in (\mathbb{T}\text{-mod})^{\alpha_{\text{op}}}$, one easily checks that we obtain the underlying map in $\text{Sets}$ of the canonical map $\text{lim}_{\beta<\alpha} M_\beta \longrightarrow \prod_{\beta<\alpha} M_\beta$ between the $\mathbb{T}$-modules. Assuming (ii), this map is a section of sets and $\text{Hom}(\mathbb{T}\text{-mod})^{\alpha_{\text{op}}}(\cdot, (M_\beta)_{\beta<\alpha})$ applied to (4) induces a surjective map (equivalently, a surjective map of sets)

$$\prod_{\beta<\alpha} M_\beta \longrightarrow \lim_{\alpha<\beta} M_\beta,$$

which is functorial in the diagram $(M_\beta)_{\beta<\alpha}$.

Since a product of surjective morphisms in $\text{Sets}$ (and hence also in $\mathbb{T}\text{-mod}$) is surjective, and $\text{lim}_{\beta<\alpha}$ is a retract of $\prod_{\beta<\alpha}$ at the level of underlying sets, we get (i').

**Remark 2.4.** Notice that a $\lambda$-accessible monad (that is, a monad $\mathbb{T}$ that, as a functor $\text{Sets} \to \text{Sets}$ preserves $\lambda$-filtered colimits for some regular cardinal $\lambda$) cannot have limit terms for ordinals $\alpha$ of the cofinality greater or equal to $\lambda$. So the monad in Theorem 2.3 is never accessible. Our results thus demonstrate the usefulness of nonaccessible monads on the category of sets (or, in other words, algebraic theories of unbounded arity in the language of [10], [7]).

3. **Infinite summation versus limit terms**

In the last section, we focus on abelian categories $\mathcal{B}$ with coproducts and a projective generator $P$, or equivalently on the module categories of additive monads $\mathbb{T}$ on sets (in particular, we can assume $\mathcal{B} = \mathbb{T}\text{-mod}$ and $P = \mathbb{T}(1)$). In that case, we will prove that $\mathcal{B}$ satisfies Grothendieck’s condition $\text{Ab5}^*$ if and only if for any set $X$, the canonical homomorphism $P^{(X)} \to P^X$ is surjective. In the opposite category $\mathcal{A} = \mathcal{B}_{\text{op}}$, it will follow that the $\text{Ab5}$ property is equivalent to a condition on the object $J = P^{\text{op}} \in \mathcal{A}$ which in ordinary module categories characterizes the pure-injectivity of $J$ (see [6, Theorem 7.1(vi)]).

An additive monad $\mathbb{T}$ is characterized by the fact that it contains terms $+$ $\in \mathbb{T}(2)$, $-$ $\in \mathbb{T}(1)$ and $0 \in \mathbb{T}(0)$ which satisfy the usual axioms for abelian groups and commute with all other terms (see [9, §1] for details). By the monadic composition,
we obtain for every natural number \( n \) a term \( \sum_n \in \mathbb{T}(n) \) which is, for any \( \mathbb{T} \)-module \( M \), given by \( (\sum_n)_M (m_0, m_1, \ldots, m_{n-1}) = m_0 + m_1 + \cdots + m_{n-1} \).

As we defined limit terms in the last section, we can, for additive monads, also formally define terms of infinite summation. Given a set \( X \), a term \( t \in \mathbb{T}(X) \) is a summation term if for each \( \mathbb{T} \)-module \( M \) and a family of elements \( (m_x)_{x \in X} \in M^X \) with only finitely many (pairwise distinct) indices \( x_0, x_1, \ldots, x_{n-1} \in X \) for which \( m_{x_1} \neq 0_M \), we have \( t_M(m_x)_{x \in X} = m_{x_0} + m_{x_1} + \cdots + m_{x_{n-1}} \).

Summation terms can be also characterized syntactically.

**Lemma 3.1.** The following are equivalent for \( t \in \mathbb{T}(X) \), where \( \mathbb{T} \) is an additive monad on \( \text{Sets} \):

1. The image of \( t \) under the canonical \( \mathbb{T} \)-module homomorphism \( \mathbb{T}(X) = \mathbb{T}(1)^X \to \mathbb{T}(1)^X \) is a constant family \( (m_x)_{x \in X} \), where \( m_x \) is the standard free generator of \( \mathbb{T}(1) \) for each \( x \in X \).
2. \( t \) is a summation term.

**Proof.** For each \( x \in X \), denote by \( p_x : \mathbb{T}(X) \to \mathbb{T}(1) \) the composition of the canonical map from (1) with the product projection to the component indexed by \( x \). This map sends the basis element \( e_x \) of \( \mathbb{T}(X) \) corresponding to \( x \) to the basis element of \( \mathbb{T}(1) \) and all other basis elements \( e_y, y \in X, \ y \neq x \) to 0, and assertion (1) is clearly equivalent to

\[ (1') \text{ The map } p_x \text{ is a retraction of } t : \mathbb{T}(1) \to \mathbb{T}(X) \text{ for every } x \in X. \]

If (1') holds and \( M \in \mathbb{T} \text{-mod} \), then \( \text{Hom}_{\mathbb{T} \text{-mod}}(p_x, M) : M \to M^X \) is a section of \( t_M : M^X \to M \) and sends \( m \in M \) to \( (m_y)_{y \in X} \) such that \( m_y = 0 \) for \( y \neq x \) and \( m_x = m \). In particular \( t_M(m_y)_{y \in X} = m \) and, since \( t_M \) commutes with + by the characterization of additive monads, \( t \) is a summation term.

In particular, let \( X = \alpha \) be an ordinal. We will denote any fixed infinite summation term by \( \sum_\alpha \in \mathbb{T}(\alpha) \) (this is consistent with the above notation for natural numbers) and we will write \( \sum_{\beta < \alpha} m_\beta \) for the value of \( (\sum_\alpha)_M : M^\alpha \to M \) on a sequence \( (m_\beta)_{\beta < \alpha} \in M^\alpha \). More generally, we will write \( \sum_{\beta \leq \gamma < \alpha} m_\gamma \) for the value of \( \sum_\alpha \) on a sequence \( (m_\gamma)_{\gamma < \alpha} \in M^\alpha \) with \( m_\gamma = 0 \) for all \( \gamma < \beta \).

Note that if \( \beta < \alpha \) are ordinal numbers and \( \sum_\alpha \in \mathbb{T}(\alpha) \), we can define a term \( \sum_\alpha |_\beta \in \mathbb{I}(\beta) \) such that on each \( M \in \mathbb{T} \text{-mod} \), \( (\sum_\alpha |_\beta)_M : M^\beta \to M \) acts via the composition

\[ M^\beta \xrightarrow{\iota} M^\alpha \xrightarrow{\sum_\alpha} M, \]

where \( \iota : M^\beta \to M^\alpha \) is the inclusion to the components below \( \beta \). Clearly, \( \sum_\alpha |_\beta \) is a summation term for \( \beta \). Hence, if we fix \( \alpha \) and \( \sum_\alpha \) exists, we can always choose summation terms for all \( \beta < \alpha \) so that we have \( \sum_\beta = \sum_\alpha |_\beta \) for each \( \beta < \alpha \). In this case, we say that the infinite summations are compatible below \( \alpha \).
A key observation for our application is that for additive monads, the existence of summation terms is equivalent to the existence of limit terms.

**Proposition 3.2.** Let \( T \) be an additive monad and \( \alpha \) and ordinal number. Then the following assertions are equivalent:

(i) a summation term \( \sum_{\alpha} \in T(\alpha) \) exists,
(ii) limit terms \( \lim_{\beta} \in T(\beta) \) exists for all \( \beta \leq \alpha \).

**Proof.** Starting from (i), we assume by the preceding discussion that summation terms \( \sum_{\beta} \) exist and are compatible below \( \alpha \). We will construct the limit terms \( \lim_{\beta} \), \( \beta \leq \alpha \) inductively. We formally put \( \lim_{0} = 0 \in T(0) \) and if the limit terms have been defined for all \( \gamma < \beta \) for some \( \beta > 0 \), we define \( \lim_{\beta} \in T(\beta) \) so that for each \( M \in T-\text{mod} \) and \( (m_{\gamma})_{\gamma<\beta} \in M^\beta \) we have

\[
\lim_{\gamma<\beta} m_{\gamma} = \sum_{\gamma<\beta} (m_{\gamma} - \lim_{\delta<\gamma} m_{\delta}).
\]

Along with the construction, we need to prove that \( \lim_{\beta} \) satisfies (L1) and (L2) from the previous section. To this end, observe that if \( \gamma < \beta < \alpha \), then

\[
\lim_{\delta<\beta} m_{\delta} = \sum_{\delta<\beta} (m_{\delta} - \lim_{\zeta<\delta} m_{\zeta})
\]

\[
= \left( \sum_{\delta<\gamma} (m_{\delta} - \lim_{\zeta<\delta} m_{\zeta}) \right) + \left( \sum_{\gamma \leq \delta < \beta} (m_{\delta} - \lim_{\zeta<\delta} m_{\zeta}) \right)
\]

\[
= \lim_{\delta<\gamma} m_{\delta} + \left( \sum_{\gamma \leq \delta < \beta} (m_{\delta} - \lim_{\zeta<\delta} m_{\zeta}) \right),
\]

where the second equality uses the compatibility of the summations below \( \alpha \).

If \( \beta = \gamma + 1 \) is an ordinal successor, then the latter computation specializes to \( \lim_{\delta<\beta} m_{\delta} = \lim_{\delta<\gamma} m_{\delta} + (m_{\gamma} - \lim_{\zeta<\gamma} m_{\zeta}) = m_{\gamma} \). Using Lemma 2.1, this clearly implies (L1) and (L2) for \( \lim_{\beta} \).

Suppose on the other hand that \( \beta \) is a limit ordinal. If \( \gamma < \beta \), then also \( \gamma + 1 < \beta \) and we have

\[
\lim_{\delta<\beta} m_{\delta} = \lim_{\delta<\gamma+1} m_{\delta} + \left( \sum_{\gamma+1 \leq \delta < \beta} (m_{\delta} - \lim_{\zeta<\delta} m_{\zeta}) \right)
\]

\[
= m_{\gamma} + \left( \sum_{\gamma+1 \leq \delta < \beta} (m_{\delta} - \lim_{\zeta<\delta} m_{\zeta}) \right).
\]

Then Lemma 2.1 and the inductive hypothesis on the \( \lim_{\delta}, \gamma+1 \leq \delta < \beta \), implies that \( \lim_{\beta} \in T(\beta \setminus \gamma) \). This implies (L1) for \( \lim_{\beta} \). To show (L2), suppose that \( (m_{\gamma})_{\gamma<\beta} \) is a constant sequence in \( M^\beta \). Since \( m_{\gamma} - \lim_{\zeta<\gamma} m_{\delta} = 0 \) for all \( 0 < \gamma < \beta \) by the inductive hypothesis, we obtain \( \lim_{\gamma<\beta} m_{\gamma} = \sum_{\gamma<\beta} (m_{\gamma} - \lim_{\zeta<\gamma} m_{\delta}) = m_{0} \), as required.
Let us conversely start from (ii). We will construct $\sum_\beta$ by induction on $\beta \leq \alpha$. We again start with $\sum_0 = 0 \in T(0)$ and if $\beta = \gamma + 1$ is an ordinal successor, we put $\sum_{\delta < \beta} m_\delta = \left( \sum_{\delta < \gamma} m_\delta \right) + m_\gamma$. The latter is clearly a summation term provided that $\sum_\gamma$ is. For limit ordinals, we use the formula

$$\sum_{\gamma < \beta} m_\gamma = \lim_{\gamma < \beta} \left( \sum_{\delta < \gamma} m_\delta \right).$$

Given any $(m_\gamma)_{\gamma < \beta} \in M^\beta$ with only finitely many indices $\gamma_0 < \gamma_1 < \cdots < \gamma_{n-1} < \beta$ for which $m_{\gamma_i} \neq 0$, the sequence $(s_\gamma = \sum_{\delta < \gamma} m_\delta)_{\gamma < \beta}$ satisfies by the inductive hypothesis $s_\gamma = m_{\gamma_0} + m_{\gamma_1} + \cdots + m_{\gamma_{n-1}}$ whenever $\gamma_{n-1} < \gamma < \beta$. Hence also $\sum_{\gamma < \beta} m_\gamma = m_{\gamma_0} + m_{\gamma_1} + \cdots + m_{\gamma_{n-1}}$ by (L1) and (L2).

Now we can prove the main result which was announced in the introduction.

**Theorem 3.3.** Let $\mathcal{B}$ be an abelian category with coproducts and a projective generator $P$. Then the following conditions are equivalent:

(i) Inverse limits are exact in $\mathcal{B}$.

(ii) The canonical map $P^X \to P^X$ is surjective for every set $X$.

(iii) The diagonal map $\Delta_X : P \to P^X$ factors through $P^X \to P^X$ for every $X$.

**Proof.** We can without loss of generality assume that $\mathcal{B} = \mathcal{T}-\text{mod}$ and $P = \mathcal{T}(1)$, where $\mathcal{T}$ is an additive monad on $\text{Sets}$. Condition (i) is equivalent to the existence of a limit term $\lim_\alpha$ for each ordinal number $\alpha$ by Theorem 2.3 while condition (iii) is equivalent to the existence of a summation term $\sum_X$ for every set $X$ by Lemma 3.1. The equivalence between (i) and (iii) then immediately follows from Proposition 3.2.

Since $P$ is projective, (ii) implies (iii). The converse was discussed already in the introduction. If $f = (f_x) : P \to P^X$ is any morphism in $\mathcal{B}$, where $f_x : P \to P$ denote its components, then $f$ factorizes to the composition in the lower row of the following diagram,

$$
\begin{array}{ccc}
\begin{array}{c}
P^X \\
\Delta_X
\end{array}
& \xrightarrow{\prod f_x} & 
\begin{array}{c}
P^X
\end{array}
\\
\begin{array}{c}
P
\end{array}
& \xrightarrow{\Delta_X} & 
\begin{array}{c}
P^X
\end{array}
\\
\end{array}
\end{array}
$$

If $\Delta_X$ factors through the map $P^X \to P^X$, so does $f$. \qed
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