ABSTRACT

The excessive use of images in social networks, government databases, and industrial applications has posed great privacy risks and raised serious concerns from the public. Even though differential privacy (DP) is a widely accepted criterion that can provide a provable privacy guarantee, the application of DP on unstructured data such as images is not trivial due to the lack of a clear qualification on the meaningful difference between any two images. In this paper, for the first time, we introduce a novel notion of image aware differential privacy, referred to as DP-image, that can protect user's personal information in images, from both human and AI adversaries. The DP-Image definition is formulated as an extended version of traditional differential privacy, considering the distance measurements between feature space vectors of images. Then we propose a mechanism to achieve DP-Image by adding noise to an image feature vector. Finally, we conduct experiments with a case study on face image privacy. Our results show that the proposed DP-Image method provides excellent DP protection on images, with a controllable distortion to faces.

1 Introduction

Recently, our human society witnesses a rapid increase in the use of image data, which poses high risks of privacy leakage, as images usually contain a large number of sensitive data that might visually reveal personal information [1] [2]. For example, heavy concerns on the privacy risks were raised on uploading people’s face pictures to a popular APP called FaceApp [3], which can edit a person’s face by changing his/her gender, age, ethnicity, etc. In fact, the instinct of protecting privacy in image data is not new in our human society. So the question is: why the issue of image privacy becomes urgent now? This is because the newly emerging deep learning techniques have exacerbated the privacy risks for image sharing and usage. In more detail, artificial intelligence (AI) aided by deep learning methods can automatically detect and collect people’s private and sensitive information, thus impacting on everyone’s daily life. This brings risks of personal privacy to a whole new level, while the traditional privacy-preserving methods seem powerless when facing the large-scale deep learning tools [4].
In this light, privacy issues have become hot topics in government debates and legislation, as many countries have launched privacy acts and laws. For example, the European General Data Protection Regulation (GDPR) took effect on 25 May 2018. It emphasizes the protection of “personal data”, interpreted as “any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person”. According to this definition, images contain a variety of personal identifiers such as people’s faces, text, and license plates. Therefore, effective privacy protection methods for the image data are in urgent need.

Unfortunately, privacy protection for unstructured data, such as images, is much more difficult compared with that for structured data. Structured data are usually well documented in an organized and systematic manner. However, in unstructured data such as images, data attributes are implicitly represented by sets of pixels covering irregular shapes and sizes. Such implicit data attribute values cannot be processed by traditional statistical methods, such as correlation, regression, etc. Hence, the underlying privacy risks in unstructured data are much less clear than those in a structured one.

Due to the unstructured nature of the image data, research on image privacy protection takes a different approach compared with that on structured data. At first, traditional research on image privacy protection often assumes human adversaries. In other words, the privacy risks are usually quantified by how effectively the information contained in images can be picked up by human eyes and brains. As a result, “blurring”, “pixelation”, and “mosaic” are the most used methods to protect privacy in images, e.g. in Google Earth street view. However, we are now marching into a new age of AI, where the information contained in images can be filtered out by AI functions/models. Those AI functions such as DNNs seem to take a different approach to interpret and understand images, and they are able to re-identify the obfuscated image with high accuracy [4]. Therefore, very recently, researchers have started to consider a new scenario, where AI acts as an adversary. For example, to throw off AI adversaries when analyzing images, the authors of [6] proposed to generate a small but intentional worst-case disturbance to an original image, which can mislead DNNs in machine learning tasks such as image classification, without causing a significant visual difference perceptible to human eyes. The perturbed image is referred to as an “adversarial example”, and the specially generated noise pattern is thus named adversarial perturbations (AP). A few papers have discussed the potential of AP in privacy protection [7, 8, 9, 10, 11, 12, 13]. Another recent trend for image privacy protection is the use of the generative adversarial network (GAN). Content generated by GAN can be used to replace or edit the original images so that the identity-related information can be removed [14, 15, 16, 17, 18]. Finally, there have been several preliminary papers that apply the differential privacy (DP) in images. Fan proposed $\epsilon$- differential private methods in the pixel level of the image [19], and in Singular Value Decomposition (SVD) [20], respectively. However, making image pixels or SVD indistinguishable does not make much sense in practice, and the quality of the generated image is quite low. Lecuyer et al. [21] proposed the PixelDP framework that includes a DP noise layer in the DNN. PixelDP scheme enforces that the output prediction function is DP provided the input changes on a small number of pixels (when the input is an image). But the purpose of PixelDP is to increase robustness to adversarial examples, other than image privacy.

Overall, the aforementioned works cannot solve the image privacy protection problem thoroughly due to several reasons:

- First, the image privacy is yet neither clearly defined, nor can it be quantitatively measured.
- Second, the current AP-based method is only designed for specific models and applications. It is not effective to human adversaries due to the uncontrollable visual appearance.
- Third, the GAN-based image manipulation lacks provable privacy measurements.
- Finally, the existing DP methods do not effectively capture the key features of images from the privacy perspective, or was not designed for the purpose of image privacy protection.

Motivated by these challenges, we propose a differentially private image (DP-Image) framework and design DP-Image mechanisms in this work. This framework redefines the traditional DP and Rényi differential privacy (RDP) notions, in the context of the image data. It should be noted that the application of DP on the image data is not a trivial extension, due to the vastly different application scenarios. In traditional database applications, we assume that a data curator has a database $D$ and an attacker can either make a query on the database to obtain useful information to launch privacy attacks (i.e., the interactive setup) or get access to a synthetic version of database $D$ (i.e., the non-interactive setup). The important thing is that the adversary does NOT have access to the original database. Therefore, applying DP to the query answers or the synthetic data release will be able to protect the original data.

However, the most common application of images is image publication and sharing. It includes the case of personal image sharing on social network platforms and commercial image applications such as Google Street View. In this
scenario, the original image data need to be exposed to some extent for meaningful applications. For example, it would be weird to share a synthetic photo of a cartoon character in a person’s Facebook post, saying he/she took a selfie on a sunny Saturday afternoon. Hence, in the case of the image data, the adversary gains a considerable advantage in stepping closer to the original data than the conventional scenarios, and thus it becomes less difficult for the adversary to re-identify and collect sensitive information from published images. Therefore, the perturbation of privacy protection needs to be added directly onto the original image, so as to mislead the adversary when he analyzes the image. To this end, we propose a DP-Image framework that adds DP noise to the image feature vector in the latent space to alter the meaningful information carried by the image, and then reconstructs the image from the perturbed vector to replace the original image. In this way, the reconstructed one will not disrupt the intended applications because it shares non-private information with the original one, which keeps the application context meaningful and consistent.

Figure 1: A brief comparison of different image privacy protection methods. Our approach not only protects the privacy of an image by generating a photo-realistic alternative, but also provides a controllable way for privacy preservation.

To elaborate on this in a more concrete manner, we show a comparison of our method with several traditional methods in Fig. 1. As can be seen from the figure, the traditional methods such as blur and mosaic considerably destroy the utility of the face images. If such images were used in, e.g., demographics analysis, the application would be most likely to be unfruitful. Looking at the DP images generated by our method, we can see that the ones with unchanged identity are still useful for a possible demographics analysis or a straightforward Facebook post. Only some of the private information such as haircut, clothing, background location have been changed. And it can prevent human adversaries with a basic level of privacy protection. Further, the images with changed identities provide even stronger privacy protection. Only the necessary information of gender and age for certain applications remains unchanged, the other private information is untraceable, which greatly protects an individual’s privacy, against both human and AI adversaries.

The major contributions of this paper are summarized as follows:

• We propose a DP-Image definition based on the notions of DP and RDP.
• We propose a DP-Image protection mechanism with provable and adjustable privacy levels.
• We design a DP-Image framework that enables us to apply the DP-Image protection mechanism in the image feature level, utilizing advanced deep learning and GAN techniques.
• We implement the proposed DP-Image protection mechanisms on a real-life image dataset and show its effectiveness in safeguarding people’s privacy.

The structure of the remainder of the paper is as follows. In Section 2 we discuss the preliminary knowledge for our work, including DP, RDP, and deep learning in image applications. In Section 3 we first define the adversary model. Then, we proceed to formulate the notion of DP-Image and present our DP-Image protection mechanisms. In Section 4 we conduct experiments to validate our proposed scheme, using a case study on face image privacy. We analyze the privacy guarantee of our proposed framework and schemes in Section 5. Section 6 discusses the related work, and Section 7 concludes our work.
2 Preliminaries

2.1 Differential Privacy

Informally, DP \cite{22, 24} is a definition of privacy which guarantees that the likelihood of seeing an output on a given original dataset is close to the likelihood of seeing the same output on another dataset that differs from the original one in any single row. Here, an output could be another dataset, a statistical summary table, or a simple answer to a query, etc. Since this single row is arbitrary, this definition aims to make an adversary unable to be certain about whether a particular individual is in the original dataset or not. In other words, differential privacy provides any individual in the dataset with plausible deniability – the ability to say “I am not in that original dataset” - and hence an individual can claim that he/she is not in the output. This is supported by mathematical proofs showing an employed method does provide the DP property. Generally speaking, the basic idea of a DP mechanism is to introduce randomness into the original dataset, so that any individual’s information cannot be inferred by an adversary looking at the released output.

A key property of DP is that we can add outputs of several DP algorithms, and the result is still DP. However, this property incurs a loss in the privacy budget. The maximum impact is the sum of the privacy budgets for the involved outputs. By appropriately setting the privacy budget of constituent algorithms, we can ensure that the overall privacy budget of the data release algorithm is within the bound of a target privacy budget.

Another property of DP is that if the dataset is divided into disjoint subsets, such that addition or removal of a row affects at most one subset, then we can assign each dataset a privacy budget of $\epsilon$, and still maintain an overall privacy budget of $\epsilon$. These two properties are referred to as the sequential and parallel composition of DP.

A final useful property of DP is that the output of a DP algorithm can be post-processed without affecting privacy provided it is done independently of the original dataset. For example, averaging, rounding or any change to the numbers will not impact the privacy of the data. This means that an analyst can do any amount of data post-processing on a released DP dataset and cannot reduce its privacy guarantee.

The DP treatment usually involves adding noise to give uncertainty to the impact of any single individual. We need to add noise in a scale relative to how much any individual could make a difference. For example, if we add noise to counts of individuals, then any single individual only influences that count by a maximum value of 1. So, the noise is on a scale relative to that 1.

Following the above brief discussion on DP, here we show the formal definition of DP.

Definition 2.1. ($\epsilon$-Differential Privacy) \cite{22, 24}: A randomized mechanism $\mathcal{M}$ gives $\epsilon$-differential privacy if for any neighboring datasets $D$ and $D'$ differing on one element, and all sets of output $S$:

$$Pr[\mathcal{M}(D) \in S] \leq \exp(\epsilon) \cdot Pr[\mathcal{M}(D') \in S].$$

(1)

A random perturbation can be added to achieve differential privacy. Sensitivity calibrates the amount of noise for a specified query $f$ of dataset $D$. $\Delta f$ is the $l_1$-norm sensitivity defined as:

Definition 2.2. ($l_1$-norm sensitivity) \cite{22}: For any query $f$: $D \rightarrow \mathbb{R}$, $l_1$-norm sensitivity is the maximum $l_1$-norm of $f(D) - f(D')$, i.e.,

$$\Delta f = \max_{D,D'} ||f(D) - f(D')||_1.$$ (2)

The Laplace mechanism is commonly used in the literature to achieve differential privacy.

Definition 2.3. (Laplace Mechanism) \cite{22}: Given a function $f$: $D \rightarrow \mathbb{R}$, the following mechanism $\mathcal{M}$ provides the $\epsilon$-Differential Privacy:

$$\mathcal{M}(D) = f(D) + \text{Lap}(\frac{\Delta f}{\epsilon}).$$ (3)

2.2 Rényi Differential Privacy

Rényi differential privacy (RDP) \cite{23} proposed by Ilya Mironov gives a convenient way of tracking cumulative privacy loss when applying differentially private mechanisms. RDP measures the Rényi divergence \cite{25} between the output distribution on two neighbouring dataset.

Definition 2.4. (Rényi Divergence) \cite{23}: $P$ and $Q$ are probability distribution over $\mathcal{R}$, the Rényi divergence for $\alpha > 1$ is defined as:

$$D_\alpha(P \parallel Q) \triangleq \frac{1}{\alpha - 1} \log E_{x \sim Q} \left( \left( \frac{P(x)}{Q(x)} \right)^\alpha \right).$$ (4)
All the logarithm is natural, $P(x)$ is the density of $P$ at $x$.

**Definition 2.5.** ($(\alpha, \epsilon)$-RDP) [23]: A randomized mechanism $\mathcal{M}$ gives $(\alpha, \epsilon)$-RDP if for any neighboring datasets $\mathcal{R}$ and $\mathcal{R}'$ holds that:

$$D_\alpha(\mathcal{M}(\mathcal{R}) \| \mathcal{M}(\mathcal{R}')) \leq \epsilon. \quad (5)$$

RDP can easily transfer to $(\epsilon, \delta)$-differential private.

**Lemma 2.1.** (RDP to $(\epsilon, \delta)$-DP) [23]: If a mechanism $\mathcal{M}$ satisfies $(\alpha, \epsilon)$-RDP, it also satisfies $(\epsilon + \log \frac{1/\delta}{\alpha-1}, \delta)$-DP for any $0 < \delta < 1$. Besides, $\mathcal{M}$ also satisfies pure $\epsilon$-DP, for $\alpha = \infty$.

2.3 Privacy Amplification by Iteration

Privacy amplification by iteration has been proven to have its superiority for differentially private optimization algorithms, such as DP-SGD (Differentially-Private Stochastic Gradient Descent) [26]. The paper reveals the iterative privacy budget under natural settings for DP mechanisms.

**Lemma 2.2.** [26]: Assuming $X, X' \in \mathcal{R}$, let $\mathcal{M}(X)$ be obtained from $X$ by iterating $T$ times:

$$X_{t+1} = f_{t+1}(X_t) + m_{t+1} \quad (6)$$

where $\{f_i\}_{i=1}^T$ are contractive maps and $\{m_i\}_{i=1}^T \sim \mathcal{N}(0, \sigma^2 I_d)$. Let $\mathcal{M}(X')$ be obtained from $X'$ under the same process. Then $\mathcal{M}$ satisfies:

$$D_\alpha(\mathcal{M}(X) \| \mathcal{M}(X')) \leq \frac{\alpha \|X - X'\|^2}{2T\sigma^2}. \quad (7)$$

2.4 Deep Learning in Image Applications

Deep learning has profoundly changed the landscape of computer vision and image processing. The most advanced algorithms in this field are based on DNNs, and most successful DNN architectures use a convolutional structure. Convolutional Neural Network (CNN) [27] consists of neurons with learnable weights and biases. Each neuron receives some input, performs a dot product, and optionally follows its nonlinear activation function. The entire network still implements a distinguishable score function: from the original image pixels on one end to the class score on the other end.

There are several most used CNN architectures. AlexNet [28] was submitted to the ImageNet ILSVRC Challenge in 2012, and its performance far exceeded the second place [27]. It is this work that popularized CNN in computer vision. Szegedy et al. Google proposed GoogLeNet [29] in 2014. It introduced an Inception module, which significantly reduced the number of parameters in the network (4M, compared to 60 million for AlexNet). GoogLeNet also has multiple subsequent versions, such as Inception-v3 [30], Inception-v4 [31]. Karen Simonyan and Andrew Zisserman proposed VGGnet [32], which shows that network depth is a key factor for superior performance. ResNet [33] was developed by Kaiming He et al. It has a special skip connection and extensive use of batch normalization functions. ResNets are currently widely used in practice.

The image applications include two important categories: extracting information from images, constructing images with semantic meanings. Deep learning has improved the performances from both ends.

For information extraction, deep learning has been used for image classification [28] [31] [32], object detection [34], recognition [35], tracking [36], and semantic segmentation [37], etc. And it outperforms traditional methods in all these tasks. Outputs of DNNs in these applications contain rich information such as type and position of objects, identity and action of people, thus make DNNs and privacy issues highly relevant.

On the other hand, deep learning has also been used to generate synthetic images. For example, GAN [38] invented by Ian Goodfellow and his colleagues in 2014 is able to learn to generate new data with the same statistics as the training set. Following this initial work, some milestone works in GAN were developed such as cGAN [39], StyleGAN [40] [41], etc. While GAN could simply generate random new outputs that are similar to the training data, Variational Autoencoders (VAEs) [42] can help to explore variations on data you already have. Moreover, there have also been researches to combine VAEs and GANs together, which can generate compelling results for complex datasets such as images [43]. This VAEs architecture can be used to first take in an input image, convert it into a smaller, dense representation, which the decoder network can use to convert it back to the original image.
3 Our proposed DP-Image Framework

In this section, we first present the adversary model that is considered in this paper, and then introduce our proposed DP-Image framework.

3.1 Adversary Model

As discussed in Section 1, we focus on the mainstream image application: image publication and sharing scenario. This is a non-interactive setup, which includes the case of personal image sharing on social network platforms and commercial image applications such as Google Street View.

In this scenario, the adversary can either manually search or use a web crawler and AI-based tools to automatically identify and collect sensitive information from published images. Assisted by the advanced deep learning tools, the adversary can obtain different types of information from images, for example:

- Class or identity of an image using classification or face recognition tools.
- Object contained in the image via object detection.
- Specific features in the image like numbers or text by natural language processing (NLP) or other feature extractors.

The adversary has two significant differences compared with the traditional database adversary: 1) he has access to the image; 2) he extracts information from the image using an advanced query method based on deep learning tools.

On the other hand, the users would like to publish or share their photos without personal information leakage. Moreover, the users would like information coverage satisfies two key criteria: 1) the images should look realistic and natural after modification, so “Blur” or “Mosaic” is not preferable; 2) the amount of noise should be controllable, so the users can decide the trade-off between privacy and utility.

3.2 DP-Image Framework: Protecting Image Privacy in Feature Space

As discussed in Section 1 in the GDPR, privacy information is defined as “personal data that are related to an identified or identifiable natural person”. Here, the emphasis on privacy is laid on personal identities. On the other hand, the long history of image processing techniques has proved that the transform domain of an image can provide more useful information than the original pixel domain. Also, the adversary can obtain more detailed information by extracting a feature vector \( f(X) \) from the image \( X \). This vector \( f(X) \) represents certain features in images. In this case, a privacy protection scheme that can blur the feature vector \( f(X) \) will be more effective than a scheme that works in the pixel domain.

Based on the above argument, we design an image privacy protection framework in feature space. The three main modules are feature extraction, noise generator, and image reconstruction, as shown in Fig. 2. And our motivations for designing these modules in Fig. 2 are explained as follows.
1. Feature extraction is crucial to feature-level privacy protection. The challenge stems from the difficulty in directly extracting the features from pixel values in the original image form, let alone identifying privacy-related features. In order to solve this problem, we propose to use an advanced DNN as the encoder for feature extraction. The output of this encoder will be a feature extraction network that can map an image \( X \) to a vector \( Z \) in the latent (feature) space.

2. The noise generator is used to inject noise onto the feature vector. And the amount of noise can be controlled by parameters.

3. The image reconstruction module will transform the perturbed feature vector back to the image domain. This generator can be trained in the same way as in a GAN.

### 3.3 DP-Image Definition

In our image publication and sharing scenario, the attacker aims to find personal information from the images they have access to. And the image privacy protection aims to ensure that the adversary cannot learn too much about each individual’s private information even though he/she can see the image data. This is in stark contrast to the conventional privacy protection methods that might provide an additional layer of protection by not granting the adversary to access the original format of raw data.

In this sense, starting with the DP and RDP notions, the definition of image differential privacy can be written as:

**Definition 3.1.** ((\( \alpha, \epsilon \))-RDP-Image): A randomized mechanism \( \mathcal{M} \) gives \((\alpha, \epsilon)\)-RDP-Image if and only if for any two image data \( X, X' \), \( \mathcal{M} \) satisfies:

\[
D_\alpha(\mathcal{M}(X) \parallel \mathcal{M}(X')) \leq \epsilon.
\]  

The above definition is very similar to that of the traditional RDP, except that we are enforcing DP for given different input samples, instead of requiring there is only a single item (pixel) difference in two images. Also, we expect the output images of \( \mathcal{M}(X) \) and \( \mathcal{M}(X') \) to be indistinguishable from a privacy perspective other than in the pixel domain. Moreover, as we plan to add noise in the feature space, a generalized sensitivity in RDP of the feature vector \( f(X) \) is defined as follows:

**Definition 3.2.** (Sensitivity in Image Feature Space): For any two images in the dataset, each consisting of \( n \) pixels: \( X = (x_1, \ldots, x_n) \), \( X' = (x'_1, \ldots, x'_n) \), if \( f \) is the function that mapping the image to its feature space, the sensitivity \( \Delta f \) is defined as the maximum differences in \( f(X) \) produced by two different images:

\[
\Delta f = \sup_{X, X'} ||f(X) - f(X')||_2.
\]

This indicates the largest difference between the feature vectors of two images.

### 3.4 DP-Image Mechanism

Following Definition 3.1 to satisfy the DP-Image requirement, we implement the DP-Image by add DP noise on the feature space in an iterative manner.

**Algorithm 1:** DP-Image Algorithm by Iteration.

1. **Parameters:** Noise coefficient \( \sigma \), Iteration number \( T \).
2. **Input:** The original image \( X \).
3. **Output:** The released privacy-preserving image \( X_T \).
4. **for** \( 0 \leq t < T \) **do**
   5. \( z_t = f(X_t) \)
   6. \( z_{t+1} = f_c(z_t) + \mathcal{N}(0, \sigma^2 I_d) \)
   7. \( X_{t+1} = g(z_{t+1}) \)
5. **end**
6. \( X_T = X_{T+1} \).

Where \( f(\cdot) \) is a function that maps image \( X \) to its feature space vector \( z \in \mathbb{R}^m \). \( f_c(\cdot) \) is the clipping function. \( g(\cdot) \) is a function that maps feature space vector back to image. \( \mathcal{N}(0, \sigma^2 I_d) \) are i.i.d random variables drawn from the Gaussian distribution.

It is worth noting that \( f_c(\cdot) \) is a contractive map, which is also said to be 1-Lipschitz.
Definition 3.3. (Contraction): For a Banach space \((\mathcal{B}, \|\cdot\|)\), a function \(f : \mathcal{B} \to \mathcal{B}\) is said to be contractive (1-Lipschitz) if for all \(x, y \in \mathcal{B}\):
\[
\|f(x) - f(y)\| \leq \|x - y\|.
\] (10)

Based on the iterative DP-Image mechanism above and privacy amplification by iteration (see Lemma 2.2), we conclude the privacy budget of iterative DP-Image (IDPI).

Theorem 3.1. (Iterative DP-Image (IDPI)): Assuming a start image \(X_0 \in \mathcal{R}\), and its corresponding output image \(X_T\). \(f(\cdot)\) is a map function that maps image into its feature space, \(f_c(\cdot)\) is 1-Lipschitz. Then, for every \(\sigma > 0\), \(\alpha > 1\), IDPI\((X_0, \sigma, T)\) satisfies \((\alpha, \alpha \Delta f^2 2T^2 \sigma^2)\)-RDP. By definition, it also satisfies \((\epsilon + \frac{\log(1/\delta)}{\alpha-1}, \delta)\)-DP for any \(0 < \delta < 1\), where \(\epsilon = \frac{\alpha \Delta f^2 2T^2 \sigma^2}{\alpha^2}\), and satisfies pure \((\frac{\alpha \Delta f^2 2T^2 \sigma^2}{\alpha^2})\)-DP, for \(\alpha = \infty\).

Proof. Here, we give a simplest version of proof. First, according to the equation in Lemma (2.2). \(M(X)\) satisfies \((\alpha, \frac{\alpha \Delta f^2 2T^2 \sigma^2}{\alpha^2})\)-RDP:
\[
D_\alpha(M(f(X)) \parallel M(f(X'))) \leq \alpha \frac{\|f(X) - f(X')\|^2}{2T^2 \sigma^2} \leq \alpha \sup \frac{\|f(X) - f(X')\|^2}{2T^2 \sigma^2} = \frac{\alpha \Delta f^2 2T^2 \sigma^2}{\alpha^2} \text{ (Definition 3.2)}
\]
As claimed.

Then the rest of the proof follows from the post-processing property of DP. Hence, we can conclude that if the feature vector is treated with IDPI, then the reconstructed image \(X_T\) generated by mechanism \(M\) satisfies the \((\alpha, \epsilon)\)-RDP as defined in Definition 3.1.

4 Experiments

In this section, we conduct experiments to validate the effectiveness of the proposed DP-Image scheme. As facial recognition is the most widely used privacy sensitive application at present, we use face images that contain personal identity information as the dataset in our experiments.

4.1 Experiment Setup

4.1.1 Dataset

In our experiment, we used the Flickr-Faces-HQ (FFHQ) dataset [44], which is a high-quality image dataset of human faces. The dataset consists of 70K high-quality PNG images with a resolution of 1024 × 1024, and contains considerable variation in terms of age, ethnicity, and image background.

4.1.2 Evaluation metrics

We use two groups of metrics to evaluate the performance: 1) privacy metrics to measure the privacy protection performance: including the Face Privacy Protection Success Rate (FPPSR) and Identity Similarity Score (ISS); 2) utility metrics that can validate the utility of the perturbed images: including \(l_2\)-distance, Average \(l_p\) Distortion (ALD), Structural Similarity (SSIM), and Frechet Inception Distance (FID).

1. Face privacy protection success rate (FPPSR): the average ratio of successful face de-identification. It is obtained via using face recognition systems, e.g., ArcFace [45] and Microsoft Azure Face Recognition API [46] to check whether the perturbed image is recognized as a different person from the original image. The mechanisms of these two systems are quite similar. ArcFace can be treated as a white-box setting as it is open-source, while Microsoft API represents a black-box setting.

2. Identity Similarity Score (ISS): this is also obtained via using face recognition system. However, rather than using the binary outcome of “Yes” or “No”, the soft value that show the similarity between the perturbed image and the original image is used to measure to what degree has the privacy been preserved.
3. Distortion metrics: two distortion metrics are used to measure the amount of noises added to the original image.

- $l_2$-distance computes the Euclidean distance between original and perturbed examples, i.e.,
  \[ l_2 = \| Y - X \|_2 \]

- $ALD_p$ [47]:
  \[ ALD_p = \frac{\| Y - X \|_p}{\| X \|_p}. \]

We use $ALD_\infty$ to measure the maximum change in all dimensions of the perturbed images.

4. SSIM: SSIM is a method used to measure the similarity between two digital images. Compared with the traditional image quality measurement methods, such as peak signal-to-noise ratio (PSNR) and mean squared error (MSE), SSIM can better match the human judgment of image quality [48] [49]. It can be used to quantify the extent that the perturbation is invisible to human eyes. A high score means that two images are structurally similar.

5. FID [50]: FID captures the similarity between two images based on the deep features calculated using the Google Inception v3 model. A lower score indicates that the two images are more similar.

### 4.1.3 Generation of the latent space vector $Z$

For an image, its generated latent space vector $Z$ needs to satisfy two important requirements: 1) $Z$ is a good representation of the image features; 2) the original image can be recovered by feeding $Z$ to the generator network.
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**Figure 3:** The framework of generating feature space vector using pSp encoder and reconstructing image with StyleGAN generator.

To achieve this target, we use the pSp framework proposed in [51]. It is an encoder that directly generates a series of style (feature) vectors which can be fed into a pretrained StyleGAN generator.

As shown in Fig. 3, the dimension of $Z$ generated by the pSp framework is $(512, 18)$, consisting of 18 style vectors, each with a length of 512 elements. These styles are extracted from the corresponding feature map generated from a ResNet backbone, where style vectors $(1-3)$ are generated from the small feature map, style vectors $(4-7)$ from the medium feature map, and style vectors $(8-18)$ from the largest feature map.

An example of the distribution of the generated latent space vector values is exhibited in Fig. 4. It can be observed that the elements of the $Z$ are in the range of $[-20, 20]$, with most values near 0. In practice, the dimension is decided by the feature extraction network. Generally speaking, the quality of the recovered image improves if we have a higher dimension of $Z$. However, it comes at the expense of more involved feature extraction of images.

### 4.1.4 Image reconstruction using StyleGAN2

For the image reconstruction, we use the state-of-the-art StyleGAN2 [41] generator which is trained on the FFHQ dataset. The parameters of the generator are fixed after the training process and the output image is $1024 \times 1024$. It worth notifying that although StyleGAN2 can accept a simplified $(512, 1)$ vector as input, it will lose many fine details in high-resolution images [51]. Therefore, we use the $(512, 18)$ vector generated by the pSp framework in our experiments.

### 4.2 Performance of the DP-Image Mechanism

#### 4.2.1 Sensitivity

The sensitivity is defined as the maximum element-wise difference of the feature vectors produced by two different images, as shown in Eq. (9).
In this scenario, as the encoder framework is non-convex and does not have a closed-form expression, Through observing the distribution of the feature space values (see Fig. 4), we get an empirical sensitivity by clipping the feature vector into range $[-20, 20]$, which keeps more than 99% of the image features intact. In this case, according to Definition 3.2, the sensitivity $\Delta f$ can be calculated:

$$\Delta f = \sup_{X, X'} ||f(X) - f(X')||_2 \text{ (Definition 3.2)}$$  \hspace{1cm} (11)

$$= ||20I_d, -20I_d||_2$$ \hspace{1cm} (12)

$$= 3840.$$ \hspace{1cm} (13)

Where $I_d$ is all-ones vector with the same dimension of image feature vector (shape $(18, 512)$ in this scheme).

$\Delta f$ scales the noise added to the image features. By IDPI definition, with a large sensitivity, the image will need more iterations to achieve a smaller $\epsilon$. However, from the utility perspective, the image could be more real-looking if we adopt a smaller clipping bound.

### 4.2.2 Privacy protection performance

To test the performance of our proposed algorithm, we randomly choose a few images from the dataset and apply our DP-Image scheme on the faces of the image. As shown in Fig. 5, the original images are given on the top row, all the other four rows are the possible released privacy preserved face images. All faces are generate under a setting of IDPI ($X_0, \sigma = 0.2, T = 10^4$). In fact, for each column, there are only one image generated from the original image above, i.e. the face identities of the second row are generated from the first face, the third row are generated from the second face, and so on. From the DP definition, all of the four proposed images have the probability to be the ‘real’ generated image. In other words, the adversary cannot distinguish the queried face by naked eyes, even though he is able to access the whole dataset.

Fig. 6 gives the reference $\epsilon$ under different IDPI iteration numbers. Next, we show a series experiment results to display the visually influence for different IDPI settings. Fig. 7 shows the images with different iteration numbers, i.e. IDPI($X_0, \sigma = 0.2, T = [10^0, 10^1, 10^2, 10^3, 10^4, 10^5]$). In this case, we fixed the $\sigma$ value to observe how the image changes as the iteration number $T$ increases. With a larger iteration number, e.g. $10^5$, the faces does not get much distortion. Moreover, the IDPI provides good and stable utility during the iteration.

Then, we fix the IDPI parameter $T$ and adjust the privacy budget for each step $\sigma$. Fig. 8 shows the images with various $\sigma$ values. The faces exhibit poorer utility with a higher $\sigma$. Because a larger perturbation in one step will lose too much feature information to maintain the utility of the semantic features. Thus, $\sigma$ serves as a parameter to control the utility of the whole image.

To quantifies the performance of our proposed scheme, we test the IDPI on the advanced DNN threat model. The face recognition models are used to measure the distance of images features. As the DP perturbation are add on the image feature space, the distance measurement on feature space is an essential evaluation in our scheme. First, we use a commercial face recognition system Microsoft Face API as an attacker to evaluate our proposed algorithm. The
Figure 5: Generated faces with proposed DP-Image method.

Figure 6: The DP-image visual results with reference $(\epsilon, \delta)$-DP. The x axis and y axis are the image iteration number and reference $\epsilon$ in logarithm. From left to right, they are original image and corresponding generated images with different $T$ and same $\sigma = 0.2$. The sensitivity $\Delta f = 3840$, $\delta = 10^{-8}$ by the natural settings on deep learning.

Microsoft API can yield a confidence score for any pair of faces being the same person. In order to better understand the score of the API, we first generate the confidence score values of pair-wise image comparison for the 20 example images (see Fig. 9) in Fig. 10.

After that, we make experiments for ISS metric. In Fig. 11a, we generate DP-images on FFHQ dataset under different settings and get the Microsoft API confidence scores. The average Microsoft API confidence scores decrease to lower than 50 within the first 5 iteration for all $\sigma$. Basically, Microsoft API uses confidence score 50 as a threshold for image identity.

Then we attack IDPI with one state-of-the-art face recognition system ArcFace. ArcFace uses DNN (e.g. Resnet) to extract images features and then measure the distance between different features by using Additive Angular Margin Loss. Nowadays, ArcFace is one of the top face recognition model in deep learning area and being implement in many applications. Our results (see Fig. 11b) show that IDPI can reduce the average ArcFace score to lower than 0.31, which is the empirical threshold in using ArcFace as face identifier, within 5 iterations for all $\sigma$. 
Figure 7: The image visual results for IDPI with different iteration numbers. Above, we give the possible visual results of face images under $\sigma = 0.2$ setting. From left to right, the first column are original face images, all other face images are generated with the different iteration number shown above.

Figure 8: The image visual results for IDPI images with different $\sigma$. Here we give the possible visual results under $T = 10^2$ setting. From left to right, the first column are original images, all other face images are generated with the different $\sigma$ shown above.

Besides, the average confidence scores and the ArcFace score are stable at around 18 and 0.09 respectively in the following iterations, which indicates a way of choosing better IDPI parameters in practical.

Next, we conducted quantitative evaluation on the dataset using FPPSR privacy evaluation metric introduced in 4.1.2. We evaluate our method on both ArcFace and Microsoft Azure Face Recognition APIs. We make the same settings with ISS metric and count the success rate by using the threshold introduced in previous experiments (i.e. Microsoft Azure Face Recognition API: 50, ArcFace: 0.31). Fig. 12 shows that the FPPSR stable at over 99% for both models.

4.2.3 Utility

Table 1 compares the utilities of the proposed DP-Image with several traditional perturbation methods when they have approximately the same ISS. As ArcFace and Microsoft API perform a bit differently, we use both privacy metrics on these methods. We try to keep the ISS of ArcFace (i.e. 0.31) and Microsoft API (i.e. 50) at a similar level. It shows that the proposed DP-Image mechanism can well preserve the perceptual visualization of the image (lowest FID). On
Figure 9: The 20 image examples for the heat map in Fig. 10.

Figure 10: The confidence values of pair-wise image comparison for the 20 example images. Microsoft face API holds high accuracy on face recognition, any two faces with different identity will be give a lower score, e.g. confidence $\leq 50$.

On the other hand, the DP-Image method yields a similar performance in the sense of $l_2$, $ALD_\infty$ and SSIM, as these metrics are evaluated on the pixel domain.

Table 1: Utility comparisons of the proposed privacy protection methods with traditional privacy protection methods.

| Method          | $l_2$  | ALD_\infty | SSIM | FID  | $l_2$  | ALD_\infty | SSIM | FID  |
|-----------------|--------|-------------|------|------|--------|-------------|------|------|
| ISS (ArcFace 0.31) | 71783  | 1.1502      | 0.5895 | 265.8 | 71533  | 1.1462      | 0.6029 | 220.9 |
| ISS (Microsoft API 50) | 70439  | 1.1386      | 0.5705 | 377.5 | 70439  | 1.1386      | 0.5705 | 377.5 |
| Adversarial (pixel)  | 71657  | 1.1011      | 0.2014 | 391.1 | 71778  | 1.1029      | 0.2141 | 393.7 |
| Ours             | 73383  | 1.2567      | 0.5050 | 155.7 | 73408  | 1.2531      | 0.5400 | 152.6 |

5 Discussions

5.1 Privacy Analysis

Our experiments in Section 4 show that it is feasible to achieve DP for images in feature space. And we can control the amount of noise and the appearance of reconstructed images by adjusting the IDPI parameters. Moreover, the noise added to the features can not be reverted back so as to reveal the original image, thus providing the capability to protect image privacy in a data sharing scenario.

It is worth noting that although IDPI can theoretically achieve strong $\epsilon$-DP (e.g. $\epsilon \leq 10$), the infinite iteration will cost vast of computing power, which naturally decrease the effectiveness of the image. In our experiment, only a relatively small amount of noise can cause the image identity to change. There are two major reasons for this phenomena: 1) although using i.i.d random variable vector $\mathbf{N} = (N_1, \ldots, N_m)$ drawn from the Gaussian distribution can guarantee DP [23], the bound is quite loose, especially when the dimension $m$ is high; 2) while the DP noise is added on the latent vector $f(X)$, we do not need to make $\mathcal{M}(X)$ completely indistinguishable from $\mathcal{M}(X')$ in practice. Our target is to make the identities of reconstructed images from $X$ and $X'$ close to each other, and hence a small variation on the feature vector is enough.
The ultimate purpose of image privacy protection is to prevent de-identification, i.e., removing personal identifiers in the image. To achieve this target, we need to consider two different types of adversary: human and AI. For a human adversary, the generated image needs to satisfy two conditions: 1) the appearance of the image has changed; 2) the new image needs to be realistic and natural, so that an adversary who has not seen the original image does not know that the new image is a generated instance. In this sense, our proposed DP-Image method that manipulates images in the feature space is an appealing option. For the AI adversary, it does not look at the appearance, but the features instead. In this case, the ISS and FPPSR are the primary performance metrics. And our experiments show that the DP-Image scheme that adds random noises can generate real-looking face images.

5.2 Disentangle Identity-related Features in Image

One interesting discussion is that can we add noises only to the identity-related features in feature space? To answer this question, the precondition is that we are able to extract the identity-related features from images.

In terms of the pSp framework that we use in this paper as the encoder, we found that the style vectors (1 – 7) are more identity-related (representing the structure of the faces), while the rest of the style vectors (8 – 18) are not highly related to identity (representing color, pose, etc.). Therefore, we investigate the case of adding noise only to identity-related feature vectors of Z, which are layers (1 – 7).
As shown in Fig. 13, adding noise only to identity-related features in $Z$ could greatly reduce the amount of sensitivity (i.e., from 3840 to 2394 by definition). In the meantime, the effectiveness of privacy persevering keeps the same level.

Figure 13: Generated faces with noises added to identity-related features of $Z$. We give the possible visual results of adding noise on image identity features. From left to right, they are original images, the faces protected by IDPI($X_0, \sigma = 0.2, T = 10$), IDPI($X_0, \sigma = 0.2, T = 20$), IDPI($X_0, \sigma = 0.2, T = 30$), IDPI($X_0, \sigma = 0.2, T = 40$), IDPI($X_0, \sigma = 0.2, T = 50$)

The pSp framework is not specifically designed for extracting identity-related features, therefore the discussions in this subsection is preliminary. Extraction of identity-related features is a topic on its own that attracts many recent research interests. If we can combine the latest extraction technique with the state-of-the-art image autoencoders in the future, it will further enhance the performance of the proposed DP-Image mechanism.

5.3 Image Privacy vs. Database Privacy

From the experiments, we can see that image privacy is quite different from conventional data privacy.

1. The protection target of database privacy is the existence of a certain record in the database or not; while image privacy protection targets the identity-related information in the image.

2. It is easy to add random noise to the data record and generate meaningful DP perturbed record. However, for an image, adding random noise might lead to distorted and unrealistic pictures.

3. The performance of DP-Image needs to be judged by both visual and numerical metrics, as we may need to consider both human and AI as adversaries.

6 Related Work

As much of the related work on differential privacy and deep learning has been already discussed in Section 2, here we only focus on the works specifically on image privacy protection.
The image privacy issue first attracted people’s attention, along with the booming of social networks developing. The proliferation of social networks generated massive photos flooding on the internet that contains sensitive information. For example, Pesce et al. [52] use photo tags to attack users and get their privacy. The image privacy issue becomes more server with the widely spread of facial recognition systems, as people start to worry that organizations might use their faces for profiling or social control.

The previous mainstream method to combat the image privacy attack is using access control on sensitive contents. For example, Vyas et al. [53] use annotation data to predict the privacy preferences of users and control the shared content. Moreover, Squicciarini et al. [54] proposed collaborative privacy management that can let users collaborative control their photos. Similarly, to deal with the privacy issue in facial recognition systems, the current countermeasure is simply banning [55]. The access control-based method has several limitations. It only gives “Yes” or “No” options for the use of images, while we need to use part of the information in applications such as Google Street View. And it cannot automate privacy protection based on the privacy information of the image itself, requiring human participation.

Some more recent image privacy researches focus on changing the identity-related information in images [56]. The main techniques are obfuscation and inpainting. Simple obfuscation has been proved to be ineffective against DNN-based recognizer [4, 57]. In order to improve the robustness against deep learning aided attack, adversarial example-based methods have been proposed to mislead the neural networks [8, 9, 10, 11, 12, 13]. Also, there are some researchers who start to use GAN to generate content to replace the sensitive information in the images [14, 15, 16, 17, 18]. For example, Sun et al. [14] proposed GAN-based head inpainting to remove the original identity. Finally, there recently have been a few attempts to combine the DP notion with image privacy. Fan [19] proposed an $\epsilon$-differential private method in the pixel level of the image. However, making image pixels indistinguishable does not make much sense in practice, and the quality of the generated image is quite low. In another work from the same author [20], metric privacy is defined in the image transformation domain, but the quality of the obfuscated image is still low. Lecuyer et al. [21] proposed the PixelDP framework that includes a DP noise layer in the DNN. PixelDP scheme enforces that the output prediction function is DP provided the input changes on a small number of pixels (when the input is an image). However, the purpose of PixelDP is to increase robustness to adversarial examples, other than image privacy.

7 Conclusion and Future Work

In this paper, we have proposed a DP-Image framework IDPI that can protect sensitive personal information in images. The major contributions are two-fold. First, we present the novel notion of DP-Image. Second, we propose a method to perturb the image by adding noise to its feature vector in the latent space. The effectiveness of the proposed framework is validated by extensive experiments on the face image dataset FFHQ.

Image privacy and the broader topic of unstructured data privacy is an interesting research direction with many open problems. In the future, we aim at extending our method in the following directions:

- A more comprehensive image feature extraction network that can be applied to different types of images, and even videos.
- Investigate how the feature vector decides the various semantic attributes of images, and whether we can cleanly extract these attributes.
- Based on the above understanding, we may be able to concisely control some of the attributes which we believe are crucial from the privacy perspective.
- Investigate DP-Image mechanisms in more complicated images that contain multiple sensitive objects.
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