Learning Nonlocal Sparse and Low-Rank Models for Image Compressive Sensing

Nonlocal sparse and low-rank modeling

The compressive sensing (CS) scheme exploits many fewer measurements than suggested by the Nyquist–Shannon sampling theorem to accurately reconstruct images, which has attracted considerable attention in the computational imaging community. While classic image CS schemes employ sparsity using analytical transforms or bases, the learning-based approaches have become increasingly popular in recent years. Such methods can effectively model the structure of image patches by optimizing their sparse representations or learning deep neural networks while preserving the known or modeled sensing process. Beyond exploiting local image properties, advanced CS schemes adopt nonlocal image modeling by extracting similar or highly correlated patches at different locations of an image to form a group to process jointly. More recent learning-based CS schemes apply nonlocal structured sparsity priors using group sparse (and related) representation (GSR) and/or low-rank (LR) modeling, which have demonstrated promising performance in various computational imaging and image processing applications.

This article reviews some recent works in image CS tasks with a focus on the advanced GSR- and LR-based methods. Furthermore, we present a unified framework for incorporating various GSR and LR models and discuss the relationship between GSR and LR models. Finally, we discuss the open problems and future directions in the field.

Introduction

In this era of information explosion, billions of images and videos are rapidly spread by social networks and mobile Internet. Therefore, an efficient sensing and compression scheme is extremely critical for managing these large-scale multimedia data that are kept in expensive storage and transmission devices [1], [2]. Traditional data (signal) acquisition and compression schemes follow the classic Nyquist–Shannon sampling theorem to remove signal redundancy and maintain the essential information of signals; i.e., the sampling rate is no less than twice the signal bandwidth. More recent CS theory [2] showed that a signal can be accurately recovered from many
fewer measurements than suggested by the Nyquist–Shannon sampling theorem, which indicates great potential for simultaneously improving the sensor, data storage, and transmission efficiency in practical applications.

One of the most well-known successes of CS is in magnetic resonance imaging (MRI) [3], where CS helps significantly reduce the number of samples and the acquisition time in MRI scanning while maintaining the high-quality reconstructions. In particular, the food and drug administrations of many countries have approved such CS-MRI techniques for clinical use, paving their use for assisting doctors in practice. More CS-based imaging systems have been established, including the single-pixel camera [4], high-speed video camera [5], and compressive spectral imaging system [6], providing huge commercial value to the industry.

While early image CS methods employed sparsity using analytical transforms (e.g., wavelet [7] and total variation (TV) [8]), recent years have witnessed an increasing interest in learning the underlying image models for reconstruction [9], [10], [11], [12], [13]. The learning-based CS methods integrate model-based learning (e.g., sparse representation [11] or deep learning [14]) to achieve superior results in imaging tasks, such as dictionary learning (DL)-based MRI reconstruction [3]. Such approaches can effectively model the structure of images or image patches by optimizing their sparse representations or learning the deep neural networks [15], [16] while preserving the known or modeled sensing process. However, most existing learning-based approaches have mainly considered local image properties (e.g., exploiting every single image patch as the basic unit for sparse representation [3], [9]), while they have largely ignored image nonlocal self-similarity (NSS) properties [17], [18], as shown in Figure 1. Therefore, advanced CS strategies with nonlocal image modeling (involving grouping similar or highly correlated patches from different locations of an image) can be used for more effective model learning.

In this review article, we first discuss using local image priors for image CS and then discuss the recent advances, particularly involving NSS prior-based learning methods for image CS. We mainly focus on reviewing the learning of nonlocal structured sparsity models for image CS under a single umbrella, including GSR and LR representations, which produce state-of-the-art reconstruction results. We review different types of GSR and LR learning schemes with their model structures and properties and discuss how these nonlocal learning methods can be effectively employed in image CS under a unified framework. We also consider the relationship between GSR and LR models and discuss the open problems and future directions in the field. The goal of this article is not to provide a comprehensive review of all classes of nonlocal modeling-based image CS approaches but, rather, to focus on the recent GSR and LR learning techniques and discuss their properties, underlying models, benefits, connections, and extensions. At the same time, this article mainly provides readers with methodologies for image CS.

**Image CS: From local to nonlocal methods**

Image CS exploits random sampling technologies that extract a few measurements and use them to reconstruct the original image. Since the dimensionality of acquired random
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**FIGURE 1.** The image NSS prior. The small red square is taken as an exemplar patch within a big green dashed square, and then a variant of the k-nearest neighbors algorithm is conducted to search its similar patches (the small green square) to form a group.
measurements is far lower than that of the original image, image CS is essentially an ill-posed or underdetermined inverse problem [14], [19], [20]. To tackle this problem, one approach is to use the underlying image priors (e.g., the sparsity [9], deep image prior [13], [21], and NSS [11]) to design effective regularizers, which play a critical role in ensuring accurate image reconstruction. In the past decade, numerous prior-based models have been proposed for image CS, including mainly two categories: local image prior-based models [3], [8], [14] and nonlocal image prior-based models [10], [19], [22]. In this section, we review some of the approaches in image CS (reconstruction from limited data) based on local image priors, followed by recent advances in nonlocal image CS reconstruction. Figure 2 shows a timeline for the evolution of image CS with local priors to nonlocal image CS in the past years, with some representative works in each class.

Local priors for image CS

Early image CS approaches assumed that natural images are sparse in certain analytical transform domains, such as the wavelet [7] and finite difference (TV [8]) domains. However, since natural signals (e.g., images) are usually nonstationary, it is hard to find a common sparsifying model that works for all types of images to achieve high-quality reconstruction [9]. Later works integrated more sophisticated models into the image reconstruction framework, such as patch sparsity prior [9] and deep image prior [13].

The patch sparsity model usually assumes that each patch of an image can be modeled as a sparse vector via analytically designed dictionaries (e.g., discrete cosine transform (DCT)/wavelet dictionary). Examples include directional transform-based block CS (BCS) [23] and multihypothesis prediction (MH) that generates a residual in the transform domain [24]. While such methods use fixed or known transformations [see Figure 3(a) for an example] to achieve fast reconstructions, the learning-based approaches have become increasingly popular in recent years; they may learn an image model from a corpus of data and use it during the reconstruction time or even learn the model while performing reconstruction from limited measurements (i.e., blind CS [3], [10], [25]). Typically, the learned sparsity model allows each patch of an image to be represented with a sparse vector (of which many elements are zero), wherein the underlying dictionary is learned from a natural image dataset [see Figure 3(b) for an example].

Classic learning-based image CS approaches include synthesis DL as a data-driven regularizer for image CS (DL-CS) [3], adaptively learned sparsifying basis (ALSB) [9], and centralized sparse regularization (CSR) [26], which can highly adapt to image local structures and are, thus, more flexible than analytically designed dictionary-based methods [23], [24]. More recent deep learning-based models have proven effective for image CS by learning local image properties from training datasets with an end-to-end approach. Examples include reconstructed convolutional neural network (ReconNet) [13], iterative shrinkage threshold algorithm network (ISTA-Net)
[27], alternating direction method of multipliers-CS neural network (ADMM-CSNet) [28], scalable convolutional neural network (SCSNet) [21], and CS joint use sampling network and reconstruction network (CSNet) [14].

Nonlocal image CS
In the past decade, one of the most popular image priors is NSS, which captures the repetitiveness of textures and structures across nonlocal regions of an image, implying that many similar patches can be sought for each exemplar patch (see Figure 1). Popularized by pioneering image denoising works, such as nonlocal means (NLM) [17] and block-matching and 3D filtering [18], dozens of methods have been developed that have demonstrated high effectiveness in various image restoration tasks [11], [29]. In the field of computational imaging, nonlocal image modeling (for CS) extracts similar or highly correlated patches at different locations of an image to construct a group, which can be employed for more effective model learning, resulting in superior performance improvements over local image models, such as sparsity fine-tuning of image CS [7] and joint adaptive sparsity regularizer (JASR) [30]. Using the image NSS prior and clustering similar patches into a group (see Figure 1) as well as learning nonlocal structured sparsity priors using GSR and/or LR modeling has shown great potential in various image CS studies.

The nonlocal structured sparsity prior using GSR and/or LR modeling offers numerous advantages, such as closed-form updates in the iterative algorithms, good convergence, ease in merging a variety of model properties, and effectiveness in reconstruction. Therein, several remarkable GSR-based image CS schemes have been proposed, including GSR for image CS (CS-GSR) [19] by learning a self-adaptive dictionary; group sparsity residual constraint (GSRC) [11], which learns an effective group sparsity residual prior with self-supervised learning scheme; group sparse coding with nonconvex regularization (GSC-NCR) [20], which learns a nonconvex structured sparsity prior; and the hybrid structural sparsification error (HSSE) model [31], which jointly learns the group sparsity prior using internal and external image data that provide complementary information for reconstruction. Meanwhile, LR-based reconstruction schemes have also demonstrated excellent performance in image CS, including CS via nonlocal LR regularization (CS-NLR) [10], which estimates the rank of each group matrix by the weighted nuclear norm minimization (WNNM) algorithm [29]; nonconvex weighted NNM (NCW-NNM) [32], which estimates the rank of each group matrix by solving a nonconvex optimization problem; the truncated NNM (TNNM) model [33], which estimates the rank of each group matrix by truncating the singular values; and the rank residual constraint (RRC) model [34], which learns a rank residual to estimate the rank of each group matrix.

Beyond employing different NSS priors by learning, the LR-GSC model [25] integrates different GSR and LR learning formulations into a unified CS framework by reconciling nonlocal image modeling. The most recent trend combined deep neural networks with the NSS prior for image CS, such as the learning nonlocal regularized compressed sensing network (NLR-CSNet) [35] and image CS framework using nonlocal neural network (NL-CSNet) [22]. Such nonlocal model-based supervised deep learning image CS schemes have also yielded promising performance. In this article, we focus on learning nonlocal sparse and LR representation methods, which provide flexibility and numerous modeling, computational, convergence, and performance advantages.

Qualitative comparison of different image CS methods
Table 1 presents a qualitative comparison of a sample set of methods based on priors, models, and the properties they utilize. It can be seen that the TV [8], DL-CS [3], and CS-Net [14] methods exploit local image priors, while other methods consider image NSS priors. In particular, the HSSE method

**Figure 3.** Examples of three dictionaries: (a) a fixed DCT dictionary, (b) an overcomplete learned dictionary, and (c) an adaptive principal component analysis subdictionary.
[31] uses both internal and external (i.e., natural image datasets) NSS priors. From the perspective of models, the TV [8] and JASR [30] methods are based on analytical models, while other methods are learning-based models. The CS-GSR [19] and LR-GSC [25] methods both integrate GSR and LR models. From the perspective of model properties, deep learning methods (i.e., CS-Net [14] and NL-CSNet [22]) are supervised learning schemes, while other methods are self-supervised learning schemes.

**Tutorial on nonlocal sparse and LR models for image CS**

The nonlocal structured sparsity prior using GSR and/or LR modeling has been shown to be effective in reconstructing images from limited measurements. Since various GSR- and LR-based algorithms have been proposed for image CS, each based on different models (i.e., GSR, LR, or both of them) and learning schemes, it is crucial to answer the following questions:

- How can a general variational formulation of GSR and LR learning be constructed for image CS?
- What are the image properties being exploited in each nonlocal sparse or LR learning model?
- What are the relationships and differences between the GSR and LR schemes?
- Which method is the most effective for reconstructing an image?

Toward this end, we present a tutorial that aims to unify all recent GSR and LR schemes and summarize their problem formulations and algorithms based on using a general framework. We further discuss and compare the characteristics of several GSR and LR approaches, including CS-GSR [19], GSRC [11], HSSE [31], CS-NLR [10], RRC [34], and LR-GSC [25]. Moreover, we investigate the relationship between the GSR and LR models and illustrate the effectiveness of GSR- and LR-based image CS methods, e.g., using HSSE [31] compared to other classes of image CS reconstruction methods.

**Image CS formulation**

CS theory [2] states that, when a signal is sparse in some domain, it can be accurately reconstructed from many fewer linear measurements than required by the Nyquist–Shannon sampling theorem. For image CS, one strives for the accurate reconstruction of a vectorized image \( x \in \mathbb{R}^N \) from its limited measurements \( y \in \mathbb{R}^M \), namely, \( y = \Phi x \), where \( \Phi \in \mathbb{R}^{M \times N} \) represents a measurement matrix where \( M \) is much smaller than \( N \). To recover the image \( x \) from its limited measurements \( y \), prior knowledge about \( x \) is required. The standard CS method of reconstructing an image \( x \) from its limited measurements \( y \) is formulated as the following constrained minimization problem:

\[
\hat{x} = \arg\min_{x} \| \Psi x \|_0 \quad \text{subject to} \quad y = \Phi x \quad (P0)
\]

where \( \Psi \) represents a sparsifying transform space, and \( x \) is assumed to be sparse in the \( \Psi \) transform domain. The operation \( \| \|_0 \) denotes the \( \ell_0 \) “norm” sparsity measure, which counts

| Method            | Prior Type | Model | Properties |
|-------------------|------------|-------|------------|
|                   | Internal   | Analytical | Self-Supervised |  |
| TV [8]            | ✓          | ✓      | ✓          | ✓  |
| DL-CS [3]         | ✓          | ✓      | ✓          | ✓  |
| CSR [26]          | ✓          | ✓      | ✓          | ✓  |
| CS-GSR [19]       | ✓          | ✓      | ✓          | ✓  |
| JASR [30]         | ✓          | ✓      | ✓          | ✓  |
| GSRC [11]         | ✓          | ✓      | ✓          | ✓  |
| GSC-NCR [20]      | ✓          | ✓      | ✓          | ✓  |
| HSSE [31]         | ✓          | ✓      | ✓          | ✓  |
| CS-NLR [10]       | ✓          | ✓      | ✓          | ✓  |
| RRC [34]          | ✓          | ✓      | ✓          | ✓  |
| LR-GSC [25]       | ✓          | ✓      | ✓          | ✓  |
| CS-Net [14]       | ✓          | ✓      | ✓          | ✓  |
| NL-CSNet [22]     | ✓          | ✓      | ✓          | ✓  |

Table 1. A comparison of several types of image CS approaches surveyed in this article.
the number of nonzero entries in a vector. Alternative sparsity-promoting penalty functions include the convex $\ell_1$ norm or the nonconvex $\ell_p$ norm ($0 < p < 1$). Equation (P0) aims to reconstruct the unknown image by seeking the solution that is the sparsest in the $\Psi$ domain while satisfying $y = \Phi x$. However, since the sampled measurements $y$ are typically noisy, the image CS reconstruction problem is usually formulated in a maximum a posteriori framework [36] with a data fidelity penalty as

$$
\hat{x} = \arg\min_x \frac{1}{2} \| y - \Phi x \|_2^2 + \lambda \| \Psi x \|_0 \tag{P1}
$$

where $(1/2)\| y - \Phi x \|_2^2$ denotes the data fidelity term based on a Gaussian measurement noise model, $\| \cdot \|_2$ denotes the $\ell_2$ norm, and $\lambda > 0$ is a regularization parameter.

**A generalized nonlocal structured sparsity framework for image CS and its variations**

In practice, there are several limitations for applying (P0) or (P1) for image reconstruction:

- Imposing a common sparsity model for the entire image is restrictive for modeling diverse textures [9].
- The transform $\Psi$ is predefined and fixed; thus, it may not be optimal for the underlying image $\hat{x}$ [31].
- They both involve difficult combinatorial optimization problems, which are NP-hard in general [10].

Recent advances in nonlocal structured sparsity approaches have shown great potential in addressing these limitations by exploiting strong correlations among nonlocal similar patches and modeling these similar patches using structured sparsity priors. Such schemes can significantly reduce the uncertainty in reconstruction of unknown signals and produce more accurate results by solving

$$
\hat{x} = \arg\min_x \frac{1}{2} \| y - \Phi x \|_2^2 + \lambda \mathcal{R}_{\text{NL}}(x) \tag{P2}
$$

where $\mathcal{R}_{\text{NL}}(x)$ denotes a nonlocal structured sparsity regularizer [19]. The exact form of $\mathcal{R}_{\text{NL}}(x)$ depends on the actual nonlocal image model being applied, which constructs the main difference among the various types of nonlocal structured sparsity formulations. One can integrate the desired nonlocal structured sparsity prior through $\mathcal{R}_{\text{NL}}(x)$ into (P2), leading to different nonlocal image CS schemes [10], [11], [31]. The corresponding algorithms for solving the variation of (P2) can be summarized in the following three steps:

- Compute the similarity between each exemplar patch and the candidate patches of a nonlocal region using a variant of the k-nearest neighbors (KNN) algorithm. The most similar patches are grouped by the block-matching operator [18], [29], ranked by their Euclidean distance to the exemplar patch.
- Each group of selected patches forms the data matrix (see Figure 1) by stacking the vectorized patches. Apply the corresponding nonlocal modeling to reconstruct each data matrix.
The reconstructed patches are reshaped and deposited back to the corresponding locations of the image, followed by the image update process to recover \( \hat{x} \).

Figure 4 shows a general pipeline for image CS using the nonlocal structural sparsity prior via GSR or LR modeling. We next review some recent GSR and LR approaches that exploit the nonlocal structured sparsity prior for image CS, including CS-GSR [19], GSRC [11], HSSE [31], CS-NLR [10], RRC [34], and LR-GSC [25]. We discuss how to incorporate them into the general framework (P2) by leveraging specific models, properties, and learned regularizers. We summarize the methods under the more common blind image CS setup [3], [9], which simultaneously learns the model with reconstruction.

**GSR-based methods for image CS**

Different from the conventional sparse model that uses each patch as the basic unit for sparse representation (or sparse coding), the GSR model employs each group containing many nonlocal similar patches as the basic unit for sparse representation. It employs an image NSS prior to capture the strong correlations of nonlocal similar patches. Figure 5 displays the difference between general sparsity and group sparsity (color boxes represent nonzero elements, and white boxes represent zeros).

**CS-GSR**

The formulation of the classic GSR model for image CS is dubbed *CS-GSR* [19]. The regularizer \( \mathcal{R}_{\text{CS-GSR}}(x) \) is defined as

\[
\mathcal{R}_{\text{CS-GSR}}(x) \triangleq \arg\min_{\|A\|} \frac{1}{2\mu} \sum_{i=1}^{N} \left[ \|R_i x - D_i A_i \|_F^2 + \lambda \|A_i\|_0 \right]. \tag{1}
\]

Here and in the rest of this article, when some indexed variable is enclosed within curly brackets, it represents the set of all variables over all index values; e.g., \( \{A_i\} \) represents \( \{A_i\}_{i=1}^n \). \( R_i \) denotes a KNN operator that selects the \( m \) closest patches to the \( i \)-th exemplar patch \( x_i \in \mathbb{R}^{B \times F} \) in the image \( x \) and forms a group \( X_i \in \mathbb{R}^{B \times F} \), i.e., \( R_i x = X_i = [x_{i,1}, x_{i,2}, \ldots, x_{i,n}] \), and \( x_{i,j} \) denotes the \( j \)-th patch in the \( i \)-th group \( X_i \). In general GSR models, the dictionary \( D_i \) is usually learned from each group \( X_i \), such as a principal component analysis (PCA) dictionary [31] or graph dictionary [37]. Note that, instead of using a fixed analytical dictionary, the dictionary is updated from the reconstructed group \( \hat{X}_i = D_i \hat{A}_i \) in each iteration using PCA [31], singular value decomposition (SVD) [19], graph decomposition [37], etc. \( A_i \) represents the group sparse coefficient for each group \( X_i \). Also, \( \| \cdot \|_F \) denotes the Frobenius norm, and the \( \ell_0 \) “norm” is used to measure the true sparsity of \( A_i \), to improve the quality of the reconstructed image. The \( \mu \) is a balancing factor that makes the formulation (P2) more tractable.

In the CS-GSR model [19], a self-adaptive dictionary is learned from each group \( X_i \), by applying LR SVD for the group \( X_i \), thereby leading to the model (1) with both group sparsity and LR properties. Moreover, although solving the formulation of the CS-GSR model in (1) is a complex combinatorial optimization problem, a convex optimization algorithm framework is employed to solve (1), which obtains an effective solution and good convergence behavior.

**GSRC**

Most of the existing GSR-based models measure the sparsity of \( A_i \) by directly conducting the norm minimization for \( A_i \), such as \( \|A_i\|_1 \) and \( \|A_i\|_0 \), which have demonstrated effectiveness in image CS [19], [20]. However, when the sampling rate is low, such methods may not faithfully estimate the sparsity of each group and, thus, lead to degraded image reconstruction quality. Recent work proposed using GSR with an auxiliary residual prior for image CS. This
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**FIGURE 5.** A comparison between general sparsity (the columns in the representation are sparse but with quite different patterns) and group sparsity (each column is sparse and sufficiently similar).
is termed GSRC [11] and is formulated with the following regularizer:

$$
\mathfrak{R}_{\text{GSRC}}(x) \triangleq \arg\min_{A_i} \frac{1}{2\mu} \sum_{i=1}^{n} \left\{ \| R_i x - D_i A_i \|_F^2 + \lambda \| A_i - B_i \|_1 \right\}
$$

(2)

where $B_i$ represents the group coefficient of the original group, which is derived from the original image $x$. The principle of the GSRC model is that each degraded group sparse coefficient $A_i$ is expected to be close enough to the corresponding original group sparse coefficient $B_i$. Therefore, image reconstruction quality largely depends on the group sparsity residual $P_i = A_i - B_i$. To achieve good performance in image CS, the group sparsity residual $P_i$ for each group should be suppressed as far as possible.

However, the real group coefficient $B_i$ does not exist, as the original image is unavailable. To this end, the GSRC approach designs a self-supervised learning scheme to estimate $B_i$ directly from input data $X_i(R_i x)$. Specifically, inspired by NLM for image denoising [17], for each group $X_i$ containing $m$ nonlocal similar patches $X_i = [x_{i1}, x_{i2}, \ldots, x_{im}]$, a good estimate of $B_i$ can be obtained by computing the weighted average of each vector $A_j$ in $A_i$; namely, $B_i = \sum_{j=1}^{m} w_j A_j$, where the vector $A_j$, denotes the $j$th vector of $A_i$. $A_i = D_i X_i$, and the PCA subdictionary $D_i$ is estimated from each group $X_i$ [31]. Scalar $w_j$ represents a weight that is inversely proportional to the distance between the exemplar patch $x_j$ (of $X_i$) and its similar patch $x_{ij}$; i.e., $w_j = (1/L)\exp(-\|x_j - x_{ij}\|_2^2/Lh)$, where $h$ represents a predefined constant, and $L$ represents a normalization factor [17]. Then, $B_i$ is simply replicated $m$ times as the columns of $B_i$; namely, $B_i = [\beta_1, \beta_2, \ldots, \beta_m]$, where each column of $B_i$ is equal to $\beta$. The GSRC model manifests that integrating an auxiliary residual prior into the classic GSR model can enable the estimation of the unknown group sparse coefficients $\{A_i\}_{i=1}^n$ more accurately and, thus, achieve better reconstruction performance than classic GSR-based methods.

**HSSE**

The aforementioned variations of GSR-based image CS schemes [11, 19] only model the sparsity of the image by exploiting the internal NSS prior of the image itself while ignoring the beneficial external NSS prior from natural images, which is complementary to the internal NSS prior. The recently proposed HSSE model [31] jointly employs the image NSS prior using both the internal and external image data, which provides complementary information for reconstruction. The corresponding HSSE employs the regularizer $\mathfrak{R}_{\text{HSSE}}(x)$, which contains two complementary parts, namely,

$$
\mathfrak{R}_{\text{HSSE}}(x) \triangleq \arg\min_{A_i, B_i} \sum_{i=1}^{n} \left\{ \frac{1}{2\mu} \| R_i x - D_i A_i \|_F^2 + \lambda \| A_i - B_i \|_1 \right\}
$$

$$
+ \frac{1}{2\rho} \| U_i B_i - D_i A_i \|_F^2 + \tau \| B_i \|_1 \right\}
$$

where the first two terms exploit an internal NSS prior, while the latter two terms employ an external NSS prior. Here, $U_i$ is an external subdictionary that is learned from the image groups (using the external NSS prior) of the external image corpus, and $B_i$ represents the external group coefficient. The term $\tau$ is a regularization parameter, and $\rho$ plays a role similar to parameter $\mu$ of (1).

The internal subdictionary $D_i$ is learned from the corresponding group via the PCA operation in each iteration. For the external subdictionary $U_i$, many groups are constructed via the blocking matching operator [18], [29] from the external image dataset, and then a group-based Gaussian mixture model (GMM) learning algorithm [38] is developed to learn many PCA subdictionaries $\{U_i\}_{i=1}^M$ from these constructed external groups, where $M$ represents the total number of Gaussian components. Finally, the best matched PCA subdictionary $U_i$ is selected for group $R_i x$. The goal of HSSE is to represent an image by jointly employing the NSS prior of both the internal image and external image corpus, which can effectively alleviate the overfitting to image data degradation by incorporating (P2) and, thus, produces superior reconstruction results.

**Nonlocal LR-based methods for image CS**

Alternatively, through using the NSS prior, many similar patches are clustered into a group matrix containing $m$ similar patches; i.e., $R_i x = X_i = [x_{i1}, x_{i2}, \ldots, x_{im}] \in \mathbb{R}^{b \times m}$, and $x_{i,m} \in \mathbb{R}^{b}$ denotes the $m$th patch in the $i$th group $X_i$. This group matrix $R_i x$ has the LR property because each of its columns has a similar structure. Therefore, the nonlocal structured sparsity prior using LR modeling has also shown great potential in image CS. The LR approach generally involves applying an SVD to the group matrix $R_i x$ and using a rank minimization algorithm to maintain the LR components while discarding the non-LR components in $R_i x$, as shown in Figure 6. The most representative rank minimization algorithm is NNM [39], which aims to find an LR matrix $Z_i$ with rank $r < \min(b,m)$ from $X_i$ by solving

$$
\hat{Z}_i = \arg\min_{Z_i} \frac{1}{2} \| X_i - Z_i \|_F^2 + \lambda \| Z_i \|_1 \quad \forall i
$$

(4)

where $\| \cdot \|_1$ represents the nuclear norm [39] ($\| Z_i \|_1 = \sum_j \sigma_j$, with $\sigma_j$ denoting the $j$th singular value of the matrix $Z_i$), and $\lambda$ is a positive constant. While singular value thresholding [39] provides good theoretical guarantees for NNM, all singular values are shrunk equally by the NNM algorithm, which neglects the different significances of different singular values and, thus, leads to an unsatisfactory matrix rank estimation. Meanwhile, the NNM algorithm is prone to overshrink the matrix rank components (i.e., deviated from the original rank components), thus limiting its capability in various image reconstruction applications. To overcome the limitations of the NNM algorithm, most recently, many excellent rank minimization algorithms, such as WNNM [29] and RRC [34], have been developed for computational imaging settings.
CS-NLR

It is well known that, when the singular values of the matrix are arranged in descending order, then the larger singular values are often used to quantify the information of its underlying principal directions. Motivated by this, WNNM [29] assigns different weights to different singular values to estimate the matrix rank more accurately. The CS-NLR approach [10] applies WNNM as the regularizer, with \( \Phi_{\text{NL}}(x) = \Phi_{\text{CS-NLR}}(x) \) as follows:

\[
\Phi_{\text{CS-NLR}}(x) = \arg\min_{x} \frac{1}{2\mu} \sum_{i=1}^{n} \left\{ \| R_i x - Z_i \|_F^2 + \lambda \| Z_i \|_1 \right\}
\]

where \( |Z_i|_{w,v} = \sum_{j} w_{ij} \sigma_{ij} \) and \( \sigma_{ij} \) is the \( j \)th singular value of \( Z_i \). \( w_i = \{ w_{i1}, \ldots, w_{iN} \} \), \( g = \min(b,m) \). Here, \( w_{ij} \geq 0 \) is the weight assigned to the corresponding \( \sigma_{ij} \), which is usually set to \( w_{ij} = k(\sigma_{ij} + \epsilon) \), where \( k \) and \( \epsilon \) are a nonnegative constant and a small constant to avoid dividing by zero, respectively. It is worth noting that the weights are ranked in ascending order since the singular values are arranged in descending order. In addition, the initial value of \( \sigma_{ij} \) is set to the singular values of \( R_i x \) in the iteration algorithm. Overall, compared with NNM [39], the CS-NLR method applies WNNM as the regularizer, which explicitly considers the physical meanings of the singular values (i.e., singular values are ranked in descending order), making the matrix rank estimation more accurate and, thus, leading to better CS reconstruction results.

RRC

The classic NNM tends to overshrink the rank components; namely, the singular values of the recovered matrix deviate from the singular values of the original matrix. However, in LR matrix estimation, the singular values of the recovered matrix are expected to be as close as possible to the singular values of the original matrix. To this end, the RRC approach [34] progressively approximates the underlying LR matrix via minimizing the rank residual, which applies the regularizer \( \Phi_{\text{NL}}(x) = \Phi_{\text{RRC}}(x) \), defined as

\[
\Phi_{\text{RRC}}(x) = \arg\min_{x} \frac{1}{2\mu} \sum_{i=1}^{n} \left\{ \| R_i x - Z_i \|_F^2 + \lambda \| R_i x \|_1 \right\}
\]

where \( \gamma_i \defeq \sigma_i - \psi_i \), with \( \sigma_i \) being the singular value of \( Z_i \), and \( \psi_i \) should ideally be the singular value of the \( i \)th original matrix, but the original matrix is not available in practice. Therefore, \( \psi_i \) is defined as the singular value of the \( i \)th reference matrix \( X'_i \), where \( X' \) is a good estimate of the original matrix. In image CS, the estimated reference matrix \( X'_i \) depends on the prior knowledge of the original image.

Inspired by the fact that natural images often possess many repetitive structures [18], the RRC approach employs the image NSS prior using nonlocal similar patches to estimate the reference matrix \( X'_i \). To be concrete, a good estimate of each reference patch \( x_{ijk} \) in \( X'_i \) can be computed by the weighted average of the patches \( \{ x_{ik,l} \} \) in \( R_i x \) for each group \( R_i x \) containing \( m \) nonlocal similar patches; i.e., \( x'_{ijk} = \sum_{l=1}^{m} w_{ik,l} x_{ik,l} \), which is based on NLM filtering [17]. Here, \( x_{ijk} \) and \( x_{ik,l} \) denote the \( j \)th and \( k \)th patches of \( X'_i \) and \( R_i x \), respectively; \( w_{ik,l} \) denotes the weight, which is inversely proportional to the distance between the exemplar patch \( x_i \) of \( R_i x \) and its similar patch \( x_{ik,l} \); i.e., \( w_{ik,l} = (1/\exp(-\|x_i - x_{ik,l}\|^2/h)) \), where \( h \) and \( W \) denote a predefined constant and a normalization factor [17], respectively. It is worth noting that the reference matrix and the recovered matrix in the RRC model are both updated gradually and jointly in each iteration. More importantly, in the RRC approach, the rank minimization problem is solved by minimizing the rank residual rather than directly estimating LR matrices from corrupted observations, unlike many classic rank minimization algorithms [29], [39].

The relationship between GSR and LR models

Beyond exploiting different NSS priors by learning, recent research has investigated the relationship between GSR and LR models.

LR-GSC

Recent work proposed a LR-GSC approach [25] that simultaneously exploits sparsity and low rankness of the dictionary domain coefficients for each group of similar patches. LR-GSC employs the regularizer \( \Phi_{\text{NL}}(x) = \Phi_{\text{LR-GSC}}(x) \), which contains both GSR and LR parts, namely.

\[
\Phi_{\text{LR-GSC}}(x) = \arg\min_{x} \frac{1}{2\mu} \sum_{i=1}^{n} \left\{ \| R_i x - Z_i \|_F^2 + \lambda \| R_i x \|_1 \right\}
\]

**FIGURE 6.** By applying SVD to the group matrix \( R_i x \), the LR approach employs the rank minimization algorithm to preserve the LR components (the red boxes in \( \Sigma \)) while discarding the non-LR components (the light blue boxes in \( \Sigma \)).
The pipeline of nonlocal structured sparsity-based image CS algorithms

By embedding the learned regularizers (1), (2), (3), (5), (6), and (7) into (P2), one can derive the image CS algorithms corresponding to CS-GSR [19], GSRC [11], HSSE [31], CS-NLR [10], RRC [34], and LR-GSC [25], respectively. These algorithms usually need to solve several subproblems that involve efficient and closed-form solutions. While the actual forms of these regularizers [i.e., (1), (2), (3), (5), (6), and (7)] vary, resulting in different nonlocal structured sparsity prior-based image CS algorithms, these algorithms all contain three main steps:

1) A block-matching operation [18] is performed to form groups, and each group contains many nonlocal similar patches.
2) Sparse coding (update \( \hat{A}_i \)) or rank minimization (update \( Z_i \)) is performed.
3) Image \( \hat{x} \) is updated in a least-squares manner.

Notably, the HSSE algorithm [31] involves an additional external GSR learning step [i.e., the \( B \), subproblem in (3)], as it jointly imposes two complementary models on the image groups. In addition, the LR-GSC algorithm [25] involves an additional LR estimation step [i.e., the \( B \), subproblem in (7)] as it investigates the LR property of group sparse coefficients in GSR.

Empirical comparisons

For a simple qualitative comparison of different classes of image CS algorithms, we obtain reconstructions of two classic images, Monarch and Fence, shown in Figures 7 and 8, respectively. For a fair comparison, CS measurements are sampled from the original image using a Gaussian random projection matrix at the block level (i.e., block-based CS [19]), and then image CS algorithms are applied to reconstruct the image using the sampled CS measurements. By using a 0.1 sampling rate for the two images, Figures 7 and 8 show the reconstructions with peak signal-to-noise ratio (PSNR) values in decibels, along with local image zoom-ins.

In these empirical comparisons, we can observe that the learning-based methods consistently obtain higher PSNR values and visual results than the analytical transform method, i.e., MH [24]. Compared to the patch-based sparse representation approach, ALSB [9], CS-GSR [19] exploits each group as the basic unit for sparse representation to reconstruct images with finer details. Compared to the CS-GSR approach, the

\[
\mathbf{R}_{\text{LR-GSC}}(x) = \arg\min_{\{A_i, B_i\}} \sum_{i=1}^c \left\{ \frac{1}{2\rho} \| R_i x - D_i A_i \|_2^2 + \lambda \| A_i \|_1 \right\} + \frac{1}{2\rho} \| A_i - B_i \|_2^2 + \tau \| B_i \|_1 \]  

(7)

where \( \| \cdot \|_1 \) is applied for the sparsity penalty, and the nuclear norm \( \| \cdot \|_n \) is used for forming the LR penalty. In the LR-GSC model, the dictionary \( D_i \) is learned from the corresponding group via a PCA operation in each iteration. An LR approximation \( B_i \) is jointly estimated for each group sparse matrix \( A_i \). Similar to classical GSR models, the optimal sparse codes \( \{A_i\}_{i=1}^c \) are used to reconstruct the latent clean image. With such guidance, the LR-GSC approach integrates different LR and GSR learning formulations into a unified CS framework (P2) by reconciling nonlocal image modeling.

Analyzing the group sparsity based on LR methods

Recent work analyzes group sparsity based on the LR scheme [20], which designs an adaptive dictionary for each group \( X_i \) to bridge the gap between the GSR and LR models. Specially, the SVD is applied to the group matrix \( X_i \in \mathbb{R}^{b \times m} \), i.e.,

\[
X_i = U_i \Delta_i V_i^T = \sum_{j=1}^c \delta_{ij} u_{ij} v_{ij}^T 
\]

(8)

where \( \Delta_i = \text{diag}(\delta_{i1}, \delta_{i2}, \ldots, \delta_{ic}) \) is a diagonal matrix; \( c = \min(b, m) \); and, here, \( u_{ij} \in \mathbb{R}^{b \times 1}, v_{ij} \in \mathbb{R}^{m \times 1} \) represent the columns of \( U_i \in \mathbb{R}^{b \times c} \) and \( V_i \in \mathbb{R}^{m \times c} \), respectively. Following this, each dictionary atom \( d_{ij} \in \mathbb{R}^{b \times m} \) of the adaptive dictionary \( D_i \in \mathbb{R}^{b \times c \times m} \) for each group \( X_i \) is defined as

\[
d_{ij} = u_{ij} v_{ij}^T, \quad j = 1, 2, \ldots, c.
\]

(9)

Finally, the learned adaptive dictionary \( D_i \) is as follows:

\[
D_i = [d_{i1}, d_{i2}, \ldots, d_{ic}].
\]

(10)

Then, a GSR-based optimization problem can be derived to be equivalent to the corresponding LR problem with the learned group dictionary \( D_i \), so that the sparse coefficients of each group can be measured by estimating the singular values of each group.

**FIGURE 7.** Image CS with a Gaussian random projection matrix at the block level (a size of 32 × 32) via different classes of algorithms: (a) the ground truth, (b) MH [24], (c) ALSB [9], (d) CS-GSR [19], (e) RRC [34], (f) LR-GSC [25], and (g) HSSE [31].
LR-GSC [25] explores the LR property of group sparse coefficients in GSR and, thus, obtains better reconstruction results. Compared to single NSS prior-based methods, the HSSE scheme [31] jointly exploits internal and external NSS priors, which provide important complementary information for better reconstruction. Moreover, compared to all nonlocal structured sparsity prior-based methods, the deep learning method, CS-Net [14], does not consider the image NSS prior and, thus, cannot reconstruct well for images with many similar or repeated textures. Some similar results have been obtained in more detailed quantitative comparisons in [11], [25], and [31]. The source code of these image CS methods is available at https://github.com/zhaohuiyuan/Nonlocal_Image_CS_Demo.git.

Open problems and future directions in learning-based image CS

Though learning-based methods have been extensively studied for image CS, there still exist several challenges and open problems. First, while many nonlocal structured sparsity prior-based reconstruction algorithms have been proposed, they usually enforce a uniform regularization parameter empirically for all image groups, which is unreasonable because they do not consider the differences across various groups. Although several approaches designed adaptive regularization parameters based on statistics, they cannot obtain promising reconstruction results for image CS. Developing a systematic regularization parameter selection method in nonlocal modeling with a principled way to obtain superior performance is an interesting line of research.

Second, most existing nonlocal structured sparsity-based models rely on matrix operations because they expand each image patch of the group into a vector and compose all vectors into a matrix. However, such schemes ignore the geometric structure of each local image patch and, thus, inevitably damage the intrinsic structural information of image patches. Since all nonlocal similar patches (2D) can be stacked to form a 3D volume, which can be combined with the structured sparsity prior to conduct nonlocal tensor modeling that effectively preserves the geometric structure of each image patch. Extending nonlocal image representation learning to effective high-dimensional tensor modeling is an interesting line of research.

Third, although both model-based optimization and supervised deep learning methods have been proposed for image CS, they have their own pros and cons, as shown in Table 2. For example, supervised deep learning (neural network-based) methods learn image properties from training datasets with an end-to-end approach, which can be highly adaptive to the distribution of the training data and, thus, obtain excellent reconstruction results. However, supervised deep learning methods often do not generalize well to new instances because the data for reconstructing a specific modality deviates from the distribution of the training corpus. In addition, the deep neural network is typically a black box, which cannot provide sound interpretability.

On the other hand, model-based optimization methods can capture quite general properties of image sets and generalize well. While model-based optimization approaches (e.g., GSR [11], [19], [31] and LR [10], [20], [34]) are usually self-supervised learning using handcrafted priors with good interpretability ability, they cannot provide sufficiently strong power for reconstruction and are usually time-consuming. Moreover, most existing model-based optimization and supervised deep learning methods have only considered internal or external image NSS priors, which largely ignores their important complementary properties. Developing a hybrid model that integrates the advantages of model-based optimization and supervised deep learning methods to avoid their respective drawbacks is an interesting line of research.

Table 2. The pros and cons of model-based optimization methods and deep neural network-based methods for image reconstruction.

| Model-Based Optimization Methods | Deep Neural Network-Based Methods |
|----------------------------------|-----------------------------------|
| **Pros**                         | **Pros**                           |
| ✓ Good generalization            | ✓ Data-driven end-to-end learning  |
| ✓ Good interpretability          | ✓ High efficiency for superior reconstruction |
| **Cons**                         | **Cons**                           |
| ✗ Weak handcrafted priors        | ✗ Weak generalization              |
| ✗ Heavy computational consumption for optimization | ✗ Black box (limited interpretability) |

Conclusions

This article briefly reviewed the timeline of image CS and discussed, in particular, some of the advances in nonlocal structured
sparsity using GSR and LR modeling for image reconstruction. The nonlocal structured sparsity using GSR and/or LR modeling enables closed-form updates in the iterative algorithms, convergence, merging a variety of model properties, and effectiveness in reconstruction. We discussed a general learning-based regularization framework. In this context, we discussed a variety of GSR and LR learning regularizers based on their model structures and properties. Beyond employing different NSS priors by learning, we discussed the relationship between GSR and LR models. We discussed several existing challenges and ongoing directions in the field, such as a more rigorous understanding of the pros and cons of model-based optimization and supervised deep learning approaches in image reconstruction.
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