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Abstract: Rough surfaces such as metal additive manufactured surfaces are quite challenging for measurement. Artifacts caused by irregular and difficult-to-measure geometries are inevitable. Removing all the artifacts would cause a portion of surface information to be missing. Different from previous works, the postprocessing in this paper includes an additional step to eliminate artifacts based on autocorrelation functions of particular subimages instead of simply removing them. This increases the accuracy with respect to surface roughness and provides a more comprehensive view on the topography. In addition, a dome shape LED array ring light is proposed to provide all-round lighting due to the high degree of irregularity of workpiece surfaces. The experimental results obtained from FVM are validated and compared with the given roughness values of a Rubert Microsurf 329 comparator test panel as well as measurement results of a metal additive workpiece by a confocal microscope.
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1. Introduction

Metal additive manufacturing (AM) techniques play an important role nowadays in producing both prototypes and final components in many industrial fields [1]. The essential advantages of these techniques are the rapid manufacturing process compared to conventional methods for metal processing and the capability of complex designs such as lattice structures or honeycomb structures based on digital models produced from computer-aided design (CAD) software [1,2]. Profilometry of such surfaces and their texture parameters provides benefits for quality control and the investigation of AM processes. Compared to turned or ground surfaces, AM processes typically generate much rougher surfaces with high irregularity, which appears as sharp protrusions, deep recesses, critical undercuts, transitioning from open pores to close pores, etc. [3,4]. These irregularities vary due to different AM processes, such as power bed fusion (PBF), material extrusion, material jetting, sheet lamination, and directed energy deposition (DED) [5]. Most commonly used processes are based on PBF, which produces less rough surfaces and can be further divided into laser-PBF and electron beam-PBF [4]. Profilometry is quite a challenge due to such surface properties.

Appropriate measuring methods are tactile stylus profilometry [6,7], confocal scanning microscopy (CM) [8,9], X-ray computed tomography (XCT) [10–12], focus variation microscopy [3,13–15], SEM stereoscopy [16], and coherence scanning interferometry (CSI) [17]. Tactile stylus measurement, as a contact method, exhibits critical disadvantages compared to non-contact optical methods as there is a challenge with respect to softer materials at risk of damaging the workpiece surface. Although enabling easy employment [18], one of the challenges of applying non-contact optical methods is that the measurement may be influenced by steep flanks or recesses on the surface where light is barely reflected and finally
captured by the camera. Previous works compared some non-contact optical instruments, such as CM, CSI, FVM, and XCT [18]. The profiles measured using CM contains much more spikes compared to the other instruments. There are many invalid pixels on the topography measured with CSI. FVM and XCT present an equivalent performance, however, FVM has lower installation effort and is thus more economical. The profile discrepancy between the surface height values obtained by two different instruments is typically in the order of 50%. It is hard to provide a relatively reliable conclusion about which instrument provides the highest topography fidelity since it depends on what type of surface is measured and how big is the roughness of the surface.

The most frequently used profile roughness parameters are the arithmetic mean value \( R_a \) and maximum peak to valley deviation \( R_z \) according to DIN EN ISO 4287 [8,19,20]. These parameters are extended to areal roughness parameters, which are expressed by \( S_a \) (from \( R_a \)) and \( S_z \) (from \( R_z \)) for instance [19]. Typical \( S_a \) values of AM surfaces manufactured by PBF are in the range of 5 to 30 \( \mu \text{m} \).

Generally, FVM is based on a focus detection of a singular pixel during a vertical scanning process (depth scan), leading to the height value related to the corresponding pixel based on the intensity contrast of a local area. This requires a certain degree of roughness of the workpiece surface and a small depth of field (DOF) of the system. Therefore, it is quite difficult to measure rather smooth surfaces which produce little contrast [3,13–15].

### 1.1. Background of Focus Variation Technology

FVM is an optical system that detects the focus position of a surface section for each pixel of a CCD/CMOS camera. The focus is obtained by searching for the maximum value \( \sigma_{\text{max}} \) of the so-called contrast curve. In order to obtain the contrast curve of a single pixel on the CCD camera, a local window comprising \( 2n \times 2n \) pixels centered with respect to this pixel is utilized. Intensities measured by pixels within this window are used to calculate the contrast [21,22]. In our algorithm it is expressed by the standard deviation of the intensities within the window:

\[
\sigma(k, l, m) = \frac{1}{2n} \sqrt{\sum_{i=-n}^{+n} \sum_{j=-n}^{+n} (I(i\Delta x, j\Delta y, m\Delta z) - \bar{I})^2},
\]

where \( (k\Delta x, l\Delta y, m\Delta z) \) are the coordinates of the central pixel of the window, \( n \) is the number of pixels in one dimension inside of the window, \( \Delta x \) and \( \Delta y \) are the intervals between two pixels, \( \Delta z \) is the \( z \)-interval between two adjacent images of the focus scan, \( I \) is the intensity, and \( \bar{I} \) is the average intensity inside the window.

In addition to obtaining a contrast curve by calculating standard deviation values, there are other methods to find out the focus position of a single pixel, e.g., the Laplace operation [22–25]. To increase the performance and summation robustness of two filter masks in two dimensions, Helml and Scherer [22] suggest to square the second derivation. Another approach is presented by Tenengrad, who utilizes the summation of the square of the results after applying the two dimensional Sobel masks [26–28]. The variance of the intensities in the local window can be applied to detect the focus, and similarly another method which is based on the ratio between \( I(k\Delta x, l\Delta y, m\Delta z) \) and \( \bar{I} \) is introduced in [22]. During the investigation of different algorithms for calculating the contrast curve, it is found that using the standard deviation produces more accurate results for calculating \( S_a \) and \( S_z \), compared to Laplacian and Tenengrad methods.

### 1.2. Motivation Statement

In general, the algorithm applied to FVM includes several aspects: focus detection on each pixel, reconstruction, and postprocessing which includes invalid-points-searching, invalid-points-removing, and filling the missing points of the topography by neighboring points. In this paper, we add one more step to eliminate the artifacts generated by invalid points between the steps of invalid-points-searching and removing to present a more
comprehensive topography, which is especially beneficial for the measurement results in critical cases when artifacts occur on an unneglectable portion of the surface. The elimination is based on autocorrelation functions (ACF) of particular subimages. Therefore, the detected artifacts appearing as spikes are not simply removed but corrected.

In previous work [29], the approaches of searching for invalid points (producing artifacts) are either introduced in a vague way or related to specific cases instead of general solutions. In this paper, a new general approach is introduced.

2. System Setup

In the experimental setup of the FVM used in this paper, a high-power green LED as coaxial illumination and a dome shape ring light employing red LEDs are used, as depicted in Figure 1a. The sketch of the setup is shown in Figure 1d. Due to the reasons for the mechanical arrangement, there are a mirror and a condenser between the collimator and beam splitter. The 3D printed ring light and its 3D model are shown in Figure 1b and Figure 1c, respectively. During the depth scan, a stack of images is captured as it is shown in Figure 1e. The contrast curve for a single pixel of the camera and the corresponding maximum contrast $\sigma_{\text{max}}$ in the curve are illustrated in Figure 1f. Two exposure times are applied to improve the measurement accuracy for a certain type of assessed surface with deep recesses. A measurement approach of two-exposure-times can be achieved by two measurements with different exposure times for instance, which is used in this paper or by using two exposure times in the same measurement process. The colors of the ring light will be consistent later with the coaxial illuminations. In this paper, the self-made ring light is dome shaped and has a working distance between 15 mm and 20 mm. Compared to cone shaped ring lights, the dome shape improves the efficiency of the illumination. It is designed according to the working distance of the microscope objective.

The $10\times$ objective lens has a numerical aperture (NA) of 0.45. For a wavelength of 623 nm, its lateral resolution and DOF are approx. 0.84 µm and 3.07 µm, respectively. The DOF $d_z$ depends on both, the wavelength of illumination light and the NA of the objective lens according to $d_z \sim \frac{\lambda}{NA^2}$. The camera in the used setup is a ALLIED VISION GF146B ASG Guppy CCD camera equipped with IEEE 1394a interface, which comprises 1392 × 1040 pixels, 8 bits resolution and frame rates up to 17.7 fps. The effective pixel numbers for the experiments are 1280 × 960 pixels with a field of view (FOV) of approx. 585 µm × 438 µm. The images captured by the camera are stored and later evaluated in the computer. After the evaluation, matrices containing the height information are processed by the 3D analysis software ‘Mountains Map’ from Digital Surf (MMDS).
The step size \( \Delta z \) used in a measurement is 0.1 \( \mu m \) or 0.2 \( \mu m \). In order to increase the measurement FOV, multiple laterally shifted measurements are performed and finally, the resulting surface topographies are stitched together with a lateral overlap of approx. 150 \( \mu m \).

3. Methodology
3.1. Samples

The samples used throughout this paper are shown in Figure 2. Figure 2b shows a sample with a metal additive surface, named MA0 in the following. This topography is used to explain the algorithm in detail in Section 3.3. The microsurf sample shown in Figure 2a contains several plates of approximately 15 mm \( \times \) 24 mm, produced by either gravel blasting or ball blasting. This is used to verify the algorithm performance, based on roughness \( R_a \) and \( R_z \) values given by the manufacturer. Figure 2c shows the metal additive surface named MA1.
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**Figure 2.** (a) Rubert Microsurf 329 comparator test panel; (b) AM workpiece MA0; (c) AM workpiece MA1.

3.2. Data Preparation

Validation is performed by measuring Rubert Microsurf 329 comparator test panel and MA1. For each sub-sample, eight topography data sets are stitched together laterally in one direction to obtain a total area of approximately 450 \( \mu m \) \( \times \) 2.66 mm. On the test panel, three sub-plates representing gravel blasted surfaces and three sub-plates representing ball blasted surfaces are measured. Since only \( R_a \) and \( R_z \) values are given by the manufacturers, only these two parameters are indicated. Workpiece MA1 is measured by FVM and CM \( \mu \)surf custom from Nanfocus AG. The measured ROI is roughly synchronized.

3.3. Artifact Analysis and Data Postprocessing

A window comprising 5 \( \times \) 5 pixels is applied for calculating the standard deviation of the corresponding intensity values. This procedure is repeated, while the window is laterally shifted pixel by pixel. Artifacts such as the previously mentioned spikes can be reduced by increasing the number of pixels covered by the standard deviation window. However, in this case the evaluation time increases significantly and the lateral resolution decreases. Compromising among the lateral resolution, the calculation time and the accuracy, a suitable window size is 5 \( \times \) 5 pixels.

A contrast curve generated from a single pixel is in principle similar to a Gaussian curve. However, if the contrast curve does not show a Gaussian the focus detection becomes more demanding. There are mainly three cases where \( \sigma_{\text{max}} \) is not corresponding to the focus position: First, only noise signals are captured. Second, the signal to noise ratio is too small to detect the correct focus position. Third, a bigger standard deviation occurs at a position of a defocused image as shown in Figure 3. The contrast curve in this figure is a result after applying spline interpolation. The dashed line called ‘threshold for curve fitting’ is used to choose a part of the contrast curve above this threshold for a parabolic curve fitting. We chose a threshold value of 70\% of the maximum value \( \sigma_{\text{max},0} \) of the corresponding contrast curve. The maximum value of the fitted curve is the value of \( \sigma_{\text{max}} \).
Figure 3. Contrast curve resulting in wrong height calculation, results are based on MA0.

Figure 3 represents the contrast curve of the pixel marked by the yellow cross in Figure 4a,b. \( \sigma_{\text{max}} \) corresponds to \( z = 192 \mu \text{m} \) with respect to the image shown in Figure 4b, which is defocused but produces a higher standard deviation because the pixel is located at the boundary between the bright and dark regions. In this case, a special filter is needed which filters out the position \( z = 192 \mu \text{m} \) so that the correct position \( z = 72 \mu \text{m} \) will be found, which is related to the image shown in Figure 4a. Figure 4a–h explains how the filter works. Figure 4i–k illustrates how the invalid pixels are detected.

Figure 4. Procedure to deal with problematic pixels of a subarea of a metal additive surface (MA0): (a) image in focus; (b) defocused image; (c) ACF of a subimage of 100 × 100 pixels centered with respect to the yellow cross in (a); (d) ACF of a subimage of 100 × 100 pixels centered with respect to the yellow cross in (b); (e) common ACF filtering result indicating the range of valid focus positions; (f) ACF filtering result leading to a wrong focus position; (g) corrected result of (f) after range validation; (h) Detected potentially problematic pixels (7.32% of the total number of pixels) and cluster centers detection for applying ACF filtering (e.g., red rectangular curves in subfigures); (i) original 3D topography; (j) 3D topography after applying a median filter of 100 × 100 pixels; (k) result of subtracting (j) from (i); (l) final 3D topography after ACF filtering.
A method to determine the Root Mean Square roughness by analyzing local ACFs of speckle patterns in the Fresnel region is introduced in [30]. The ACF of an $M \times N$ image submatrix is calculated according to Equation (2),

$$\rho(m, n) = \sum_{k=0}^{M-1} \sum_{l=0}^{N-1} I(k,l)I(k+m,l+n),$$

(2)

where $m = 0, 1, \ldots, M - 1$ and $n = 0, 1, \ldots, N - 1$ [30,31]. ACF results related to the subarea around the yellow cross in (Figure 4a,b) are shown in Figure 4c,d, respectively. The window size used to calculate the ACF is chosen to be $100 \times 100$ pixels. If the local area is in focus, this leads to a narrower maximum of the ACF shown in Figure 4c compared to the case shown in Figure 4d where the defocus results in a much broader maximum peak.

A series of such sub-images centered by the yellow cross pixel are extracted from the corresponding image stack. The distance of adjacent images is 5 µm corresponding to 25 times the step size 0.2 µm. ACF results for each subimage are calculated. A threshold (e.g., 70% of the maximum value) is applied to each ACF result, and the number $N_p$ of pixels with ACF values higher than this threshold is used as a parameter to preselect the focus region. After an interpolation between subsequently obtained $N_p$ values, a normalized curve (solid blue curve in Figure 4e) is obtained. The height position corresponding to the minimum value of this curve is chosen as the center position of the ACF filter, which is shown by the red dashed rectangular curve in Figure 4e. The filter window width is normally chosen to be 25% of the whole depth scan range. The original contrast curve is multiplied by the ACF filter function to form a new contrast curve for the focus re-detection. Not in all cases does the ACF filter lead to the correct depth range. For instance, at some defocus positions, camera noise dominates. This would lead to extremely low $N_p$ values as well, as shown in Figure 4f. Therefore, the positions where the camera noise dominates and which are far away from the height values of the workpiece need to be excluded.

A method to achieve this is to use a median filter comprising $100 \times 100$ pixels applied to the reconstructed surface shown in Figure 4i. The colors are artificially created and each color represents a certain height according to the color bar. Errors of wrongly calculated height values are represented by spikes. The result after applying the median filter shown in Figure 4j leads to a surface without spikes, which indicates the most probable height range of the real surface. Its maximum and minimum position are used to limit the center of the ACF filter. This results in the correct height range obtained by ACF filtering shown in Figure 4g. The difference between Figure 4i,j represents the high frequency components of the topography including the outliers as it is shown in Figure 4k. Because Figure 4j is an approximate topography, the outliers are approximations as well. Therefore, only the outliers beyond a certain threshold are seen as potentially problematic pixels. Outliers (spikes) are directed upwards and downwards. Therefore, two thresholds are applied. This results in Figure 4h, which show all the potentially problematic pixels in green (upwards) and black (downwards). The size of the green or black points is plotted by a bigger area for better visualization. The relative number of these problematic pixels is approximately 7.32% of the total number of pixels of the camera. Some of the pixels are gathered as clusters and some of them are singular pixels. Each cluster covers one or more subimages used for the ACF filtering, depending on the individual cluster size. Determination of the centers of these clusters is achieved by using the ‘k-means’ algorithm [32]. The red points in Figure 4h represent these centers. An area with the size of $100 \times 100$ pixels surrounding each center defines a subimage for the ACF filtering. The corrected reconstructed surface topography corresponding to the area according to Figure 4a is shown in Figure 4l.

Not all artifacts can be corrected. The artifacts are caused either by defocused images or the low signal-to-noise ratio (SNR) of certain pixels. The reason for low SNR is that no height information is recorded at all due to the low intensity of the corresponding pixels. In such a case, a higher exposure time is used to get more information on dark regions so that more light intensity related to those areas is obtained. This is called compensation.
However, some other regions of the image might then be overexposed. Therefore, only the reconstructed areas related to the dark regions are replaced by the results from higher exposure time and thus compensated. However, due to the geometry, e.g., in the case of deep recesses, some regions are still dark even though the exposure time is increased. In addition, high exposure time brings a higher degree of defocus. As a result, invalid pixels will be left out and the corresponding height values will be reconstructed by using the information of the neighbouring points.

The topography dataset after the postprocessing is analyzed using MMDs, which evaluates the surface topography according to ISO 25178. First, topography datasets are stitched, if necessary. Next, the tilt of the determined surface is removed. Then, a median filter with a window size of $9 \times 9$ pixels is applied to eliminate errors caused mainly by left out spikes. The calculation of areal roughness parameters $S_a$ and $S_z$ excludes the step of filling-missing-points.

4. Measurement Results

4.1. Comparison of Topographies before and after Using ACF Filter and Different Exposure Times

Figure 5a shows the surface topography corresponding to Figure 4i without correction by the ACF filter. The result after removing the invalid pixels is shown in Figure 5b. After the ACF filter is applied, the dark regions (Figure 5a) where spikes are located are mostly replaced by valid height values as shown in Figure 5c. The result after removing the remaining invalid pixels in Figure 5d presents fewer invalid pixels (3.12% instead of 7.32%). Therefore, more information of the surface is kept due to the ACF filtering. Figure 5e shows the results of the compensation and Figure 5f shows how it looks after removing the pixels which are still invalid in (e). There are even fewer invalid pixels appearing compared to Figure 5d (2.19% instead of 3.12%), which means that more information is kept.

![Figure 5. Height maps of a reconstructed surface of a subarea of MA0:](image)

4.2. Validation with Rubert Microsurf 329 Comparator Test Panel

The Rubert Microsurf 329 comparator test panel shown in Figure 2a is used for validation. Three sub-samples produced by gravel blasting show nominal roughness parameters $R_a$ of 10.5, 18, and 25 $\mu$m, marked as MSS10.5, MSS18, and MSS25 respectively.
Similarly, MSK8, MSK13, and MSK18 represent ball blasted surfaces. Only $R_a$ and $R_z$ values are given by the manufacturer. The results are shown in Table 1. ‘No correction’ indicates that the results are obtained without ACF filter and compensation, which differs from ‘correction and compensation’.

Table 1. Comparison of Rubert Microsurf 329 comparator test panel between $S_a$ and $S_z$ values measured by FVM and $R_a$ and $R_z$ µm values given by the manufacturer.

| Samples | Manufacturer Values (µm) | No Correction (µm/%) | Correction and Compensation (µm/%) |
|---------|--------------------------|---------------------|----------------------------------|
| MSS-10.5 | 10.5 | 9.76/7 | 9.71/7.5 |
| MSS-18 | 18 | 19.02/5.6 | 18.9/5 |
| MSS-25 | 25 | 26.5/6 | 26.4/5.6 |
| MSK-8 | 8 | 9.53/19.1 | 9.43/17.87 |
| MSK-13 | 13 | 16.1/23.8 | 15.9/22.3 |
| MSK-18 | 18 | 19.64/9.1 | 19.54/8.6 |
| MSS-10.5 | 63 | 119 | 100 |
| MSS-18 | 108 | 216 | 181 |
| MSS-25 | 150 | 249 | 245 |
| MSK-8 | 48 | 176 | 105 |
| MSK-13 | 78 | 125 | 114 |
| MSK-18 | 108 | 182.4 | 171 |

The results exclude the step of invalid-pixel-removing, in order to show the pure performance of correction and compensation. Therefore, measured $R_z$ values are much higher compared to the nominal values. In most cases, the manufacturers use tactile stylus instruments to measure $R_a$ and $R_z$ values according to ISO standards. Previous work pointed out that comparing the performance of stylus and optical methods, the degree of discrepancies depends on what kind of surface topography is being measured. In addition, it is more trustworthy to use statistical height parameters of a surface instead of those parameters representing maximum or minimum height values, which are sensitive to the spikes (artifacts) [33]. Therefore, the large discrepancies of $R_z$ between FVM and the nominal values of the manufacturer are to be expected. It is obvious that, except for MSS-10.5, the deviation of measured $S_a$ values is smaller compared to the given $R_a$ values when correction and compensation are applied. The same measurements of MSS-18 are repeated six times on different subareas, the obtained deviations are 16.7%, 17.2%, 5%, 13.3%, 1.1%, and 8.3%. This results in an average deviation of 10.26%, which means that a bigger accessed area can provide a more reliable assessment of the surface topography.

4.3. Measurement of MA Surface

According to [18], it turned out that the profile discrepancy of two different instruments among CM, CSI, FVM, and XCT is about 50%. In this section, a CM is used for the measurement comparison of MA1. $S_a$ values obtained by CM and FVM are 16.2 and 15.8 µm respectively, corresponding to a discrepancy of only 2.5%. $S_z$ values obtained by CM and FVM are 144 and 133 µm, respectively, the discrepancy of which is about 8%. The results include the step of removing invalid pixels. The similarity of CM and FVM measurement results is observed in Figure 6a,b although the color bars related to both results represent slightly different height ranges. Therefore, only the shapes should be used for comparison instead of colors. The surface measured by CM overlaps approximately two-third of the surface measured by FVM, which might be the main reason for the discrepancy.

The validation from the Rubert Microsurf 329 comparator test panel and MA1 prove that the algorithm introduced in this paper is applicable for both cases. It is expected that there are deviations among the measurement results and surface characterization for different surface topography measuring instruments. These deviations mainly occur...
in those regions of the surface, where steep slopes, recesses, and attached spherical geometry elements are located. Incompletely overlapping surface sections also contribute to deviations. Further effort will be needed in the future to obtain the same ROI for the comparison.

5. Conclusions

In this paper, an algorithm of postprocessing applied in FVM to reconstruct very rough surfaces of $S_a \approx 20 \, \mu m$ has been introduced and discussed in detail. The main idea of the algorithm is to apply two methods for focus detection simultaneously: the standard deviation of image intensities in a subimage as well as the ACF of subimages. To achieve satisfying results with the ACF filtering, a bigger ACF window of at least $100 \times 100$ pixels is required. Therefore, the focus detected by this method represents only a coarse height range for the corresponding ACF window. The individual height value of each pixel inside the ACF window falls into this range. An advantage of the ACF method is that it enables the elimination of the influence of defocused images. The advantages and disadvantages of using the standard deviation as the second method are quite the opposite. The standard deviation window size is only $5 \times 5$ pixels resulting in a better accuracy but it is influenced greatly by defocused images. Hence, the two approaches complement each other and thus their combination leads to a trustworthy algorithm.

A Microsurf test panel of known roughness values and an AM workpiece were measured to evaluate the performance of this algorithm, in comparison with nominal values given by the manufacturer and values obtained by a commercial CM. The deviation of measured surface roughness values $S_a$ of the Microsurf sample by FVM ranges from 1.1% to 20% compared to the nominal value. The discrepancy of $S_a$ values of the AM workpiece measured by CM and FVM is only 2.5%. The measured topographies of overlapping ROIs by CM and FVM are quite consistent with a small portion of unavoidable discrepancies due to the different instruments.

The measurement results indicate that the introduced algorithm is applicable for AM surfaces. There are many other algorithms for focus detection that are worth studying. However, the effects of obtaining invalid height information when using a single contrast criterium are to be expected even if these algorithms are applied. In addition, a well-designed dome shaped LED array ring light in combination with coaxial illumination is important for the algorithm’s performance. Finally, due to the particular properties of AM surfaces with a high degree of irregularity, the use of two exposure times is also essential. Care should be taken when the estimated $S_a$ value of assessed surfaces is large or the surface is anisotropic, so that the FOV should be extended in one or two dimensions.
The system used to obtain the results of this paper is only a prototype. There are many ways to improve its performance. In further work, illuminations with different exposure times will be combined with different channels of a color CCD. The design of the ring light will also be optimized. More workpieces will be measured to test and further improve the algorithm.

**Author Contributions:** Conceptualization, X.X.; investigation, X.X.; methodology, X.X. and P.L.; software, X.X.; validation, X.X. and S.H.; Formal analysis, X.X.; writing—original draft preparation, X.X.; writing—review and editing, X.X., S.H. and P.L.; supervision, P.L.; funding acquisition, P.L. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data presented in this study are available on request from the corresponding author.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Tapia, G.; Elwany, A. A review on process monitoring and control in metal-based additive manufacturing. *J. Manuf. Sci. Eng.* 2014, 136, 060801. [CrossRef]
2. Mueller, B. Additive manufacturing technologies—Rapid prototyping to direct digital manufacturing. *Assem. Autom.* 2012, 32, 1–18. [CrossRef]
3. Newton, L.; Senin, N.; Gomez, C.; Danzl, R.; Helml, F.; Blunt, L.; Leach, R. Areal topography measurement of metal additive surfaces using focus variation microscopy. *Addit. Manuf.* 2019, 25, 365–389. [CrossRef]
4. Townsend, A.; Senin, N.; Blunt, L.; Leach, R.; Taylor, J. Surface texture metrology for metal additive manufacturing: A review. *Precis. Eng.* 2016, 46, 34–47. [CrossRef]
5. Gibson, I.; Rosen, D.; Stucker, B.; Khorasani, M. *Additive Manufacturing Technologies*; Springer: Berlin/Heidelberg, Germany, 2014.
6. Whitehouse, D. Stylus contact method for surface metrology in the ascendancy. *Addit. Manuf.* 2012, 34–47. [CrossRef]
7. Hillmann, W.; Kranz, O.; Eckolt, K. Reliability of roughness measurements using contact stylus instruments with particular reference to results of recent research at the Physikalisch-Technische Bundesanstalt. *Wear* 1984, 97, 27–43. [CrossRef]
8. Safdar, A.; He, H.; Wei, L.; Snis, A.; Paz, L. Effect of process parameters settings and thickness on surface roughness of EBM produced Ti-6Al-4V. *Rapid Prototyp. J.* 2012, 3, 401–409. [CrossRef]
9. Grimm, T.; Wiora, G.; Witt, G. Characterization of typical surface effects in additive manufacturing with confocal microscopy. *Surf. Topogr. Metrol. Prop.* 2015, 3, 014001. [CrossRef]
10. Townsend, A.; Pagani, L.; Scott, P.; Blunt, L. Areal surface texture data extraction from X-ray computed tomography reconstructions of metal additively manufactured parts. *Precis. Eng.* 2017, 48, 254–264. [CrossRef]
11. Townsend, A.; Blunt, L.; Bills, P. Investigating the capability of microfocus x-ray computed tomography for areal surface analysis of additively manufactured parts. In Proceedings of the American Society for Precision Engineering Summer Topical Meeting: Dimensional Accuracy and Surface Finish in Additive Manufacturing, Raleigh, NC, USA, 27–30 June 2016.
12. Kerckhofs, G.; Pyka, G.; Moesen, M.; Van Bael, S.; Schrooten, J.; Wevers, M. High-resolution microfocus X-ray computed tomography for 3D surface roughness measurements of additive manufactured porous materials. *Adv. Eng. Mater.* 2013, 15, 153–158. [CrossRef]
13. Danzl, R.; Helml, F.; Scherer, S. Focus variation—A robust technology for high resolution optical 3D surface metrology. *Stroj.-Vestn.-J. Mech. Eng.* 2011, 57, 245–256. [CrossRef]
14. Tian, Y.; Weckenmann, A.; Hausotte, T.; Schuler, A.; He, B. Measurement strategies in optical 3-D surface measurement with focus variation. In Proceedings of the 11th International Symposium On Laser Metrology For Precision Measurement And Inspection In Industry (ISCOM 2013), Cracow-Kielce, Poland, 11–13 September 2013.
15. Giusca, C.; Claverley, J.; Sun, W.; Leach, R.; Helml, F.; Chavignier, M. Practical estimation of measurement noise and flatness deviation on focus variation microscopes. *CIRP Ann.* 2014, 63, 545–548. [CrossRef]
16. Rhoney, B.; Shih, A.; Scattergood, R.; Ott, R.; McSpadden, S. Wear mechanism of metal bond diamond wheels trued by wire electrical discharge machining. *Wear* 2002, 252, 644–653. [CrossRef]
17. Leach, R.; Brown, L.; Jiang, X.; Blunt, R.; Conroy, M.; Mauger, D. *Guide to the Measurement of Smooth Surface Topography Using Coherence Scanning Interferometry*; NPL Publications: Middlesex, UK, 2008.
18. Thompson, A.; Senin, N.; Giusca, C.; Leach, R. Topography of selectively laser melted surfaces: A comparison of different measurement methods. *CIRP Ann.* 2017, 66, 543–546. [CrossRef]
19. Nwaogu, U.; Tiedje, N.; Hansen, H. A non-contact 3D method to characterize the surface roughness of castings. J. Mater. Process. Technol. 2013, 213, 59–68. [CrossRef]

20. Pyka, G.; Burakowski, A.; Kerckhofs, G.; Moesen, M.; Van Bael, S.; Schrooten, J.; Wevers, M. Surface modification of Ti6Al4V open porous structures produced by additive manufacturing. Adv. Eng. Mater. 2012, 14, 363–370. [CrossRef]

21. Leach, R. Optical Measurement of Surface Topography; Springer: Berlin/Heidelberg, Germany, 2011.

22. Helmli, F.; Scherer, S. Adaptive shape from focus with an error estimation in light microscopy. In Proceedings of the ISPA 2001. Proceedings of the 2nd International Symposium on Image and Signal Processing and Analysis. In conjunction with 23rd International Conference on Information Technology Interfaces, Pula, Croatia, 19–21 June 2001.

23. Nayar, S.; Nakagawa, Y. Shape from focus. IEEE Trans. Pattern Anal. Mach. Intell. 1994, 16, 824–831. [CrossRef]

24. Watanabe, M.; Nayar, S.; Noguchi, M. Real time focus range sensor. IEEE Trans. Pattern Anal. Mach. Intell. 1996, 18, 1186–1198.

25. Noguchi, M.; Nayar, S. Microscopic shape from focus using active illumination. In Proceedings of the 12th International Conference On Pattern Recognition, Jerusalem, Israel, 9–13 October 1994.

26. Horii, A. The Focusing Mechanism in the KTH Head Eye System. (Citeseer, 1992). Available online: http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.53.1770&rep=rep1&type=pdf (accessed on 6 May 2022)

27. Martinez-Baena, J.; Fdez-Valdivia, J.; García, J. A multi-channel autofocus scheme for gray-level shape scale detection. Pattern Recognit. 1997, 30, 1769–1786. [CrossRef]

28. Xiong, Y.; Shafer, S. Depth from focusing and defocusing. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, New York, NY, USA, 15–17 June 1993 ; pp. 68–73.

29. Pan, Y.; Zhao, Q.; Guo, B. On-machine measurement of the grinding wheels’ 3D surface topography using a laser displacement sensor. In Proceedings of the 7th International Symposium On Advanced Optical Manufacturing And Testing Technologies: Advanced Optical Manufacturing Technologies, Harbin, China, 26–29 April 2014

30. Lehmann, P. Surface-roughness measurement based on the intensity correlation function of scattered light under speckle-pattern illumination. Appl. Opt. 1999, 38, 1144–1152. [CrossRef]

31. Loupas, T.; Powers, J.; Gill, R. An axial velocity estimator for ultrasound blood flow imaging, based on a full evaluation of the Doppler equation by means of a two-dimensional autocorrelation approach. IEEE Trans. Ultrason. Ferroelectr. Freq. Control. 1995, 42, 672–688. [CrossRef]

32. Na, S.; Xumin, L.; Yong, G. Research on k-means clustering algorithm: An improved k-means clustering algorithm. In Proceedings of the 2010 Third International Symposium on Intelligent Information Technology and Security Informatics, Jinggangshan, China, 2–4 April 2010; pp. 63–67.

33. Pawlus, P.; Reizer, R.; Wiczorowski, M. Comparison of results of surface texture measurement obtained with stylus methods and optical methods. Metrol. Meas. Syst. 2018, 25, 589–602.