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Abstract. We provide asymptotic results for the distribution of weighted nonlinear functionals of Gaussian field with long-range dependence. We also show that integral functionals and the corresponding additive functionals have same distributions under certain assumptions. The result is applied to integrals over a multidimensional rectangle with a constant weight function.

1. Introduction

Professor M. Yadrenko (1932-2004) obtained fundamental results in the theory and statistical inference of random fields. He and A. M. Yaglom were founders of the modern spectral theory of spatial random processes. A good account of M. Yadrenko’s research and main results can be found in his classical monograph [24] and paper [6]. In this article we present some new results for random fields on the plane. Such fields are one of the most important cases for applications in which M. Yadrenko was interested.

New technologies such as satellite imaging, positron emission tomography and functional magnetic resonance imaging, have provided various spatial data with strong dependence structures. Random fields are flexible mathematical tools to model such data. In this framework, researchers pay particular attention to various specific cases of random fields due to their mathematical tractability. For example, to model statistical properties of various datasets; the second order stationary random fields with long-range dependence have been used in many applications, such as finance, physics, environmental sciences, hydrology, telecommunications and signal processing, see [4, 8, 9, 18] and the references therein.

Limit theorems play an important role in many areas of the theory of random fields and stochastic processes. In particular, the asymptotic behaviour of integrals or sums of non-linear functionals of Gaussian processes under long-range dependence have attracted much attention, see [1, 3, 7, 15, 16, 22, 23] and the references therein. The literature on this topic shows numerous examples in which the Hermite expansion was proposed as a suitable tool. In fact, it has been demonstrated that the long-range dependent summands can produce different normalising coefficients and non-Gaussian limits, that are called Hermite or Hermite-Rosenblatt distributions. These results were first obtained by Rosenblatt [21]. Some classical approaches in asymptotic theory of functionals of random processes and fields with long-range dependence are listed below.
Taqqu [22,23] discussed an asymptotic behaviour of functionals of the first two Hermite ranks of stationary Gaussian processes. He proved that the limiting processes are non-Gaussian and depend on the Hermite rank of the functionals. Dobrushin and Major [7] showed that the normalised sums of stationary random variables are weakly convergent to some self-similar processes that are given in terms of stochastic multiple Wiener-Itô integrals. Furthermore, Rosenblatt [20] derived limit theorems for partial sums of a non-linear functional of strongly dependent stationary Gaussian sequences. Pipiras and Taqqu [19] presented a different proof for the finite time interval representation of Hermite processes. The result was obtained by regularising both Hermite processes and the fractional Brownian motion instead of cumulants and convergence of partial sums. Pakkanen and Réveillac [17] derived limit theorems for generalised variations of the fractional Brownian sheet with a general Hermite rank under long-range dependence. They showed that the limiting distribution is a fractional Brownian sheet that is independent and different from the original one. Bai and Taqqu [3] applied a multilinear polynomial-form process with regularly varying coefficients to a sequence of independent and identically distributed random variables. They showed that the limit of the normalised partial sums would be a multivariate Gaussian process, or a multivariate Hermite process, or a mixture of both.

Some limit theorems were obtained for weighted functionals of random fields and their ramifications under long-range dependence, see [10,11,15]. However, much of these asymptotic results are based on either characteristic functions or stochastic integrals representations, see [7,11,13,14,22]. The paper by Leonenko and Taufer [13] considered an asymptotic distribution of functionals of Gaussian processes with long-range dependence. The asymptotic result was obtained via the characteristic function approach.

In this paper we study limiting distributions of sums of random fields. Firstly, we prove that sums have the same distribution as the corresponding integrals for the continuous case. Then we demonstrate how to apply this result. The main tool is Lemma 1 in [13], which is modified for the two-dimensional and multidimensional cases. In the paper, we also simplify and clarify conditions and some parts of [13]. Also, note that our result is a refined version of Lemma 1 in [13] as we consider long-range dependent random fields with general covariance functions (satisfying Assumption 1) while [13] only studied the case $B(t) = (1 + t^2)^{-\alpha/2}, 0 < \alpha < 1$. The obtained results can be applied to more general settings than integrals over homothetic regions considered in [12,14].

The rest of the paper is organised as follows. In section 2 we present some basic definitions and facts of the spectral and correlation theory of random fields, which will be used extensively in the sequel. In section 3 we prove that the integral functionals and the corresponding sums have the same distributions. In section 4 we give a multidimensional version of the results and show their application. Finally, some discussion and open problems are presented in section 5.

2. LONG-RANGE DEPENDENT RANDOM FIELDS AND LIMIT THEOREMS FOR THEIR FUNCTIONALS

In this section, definitions, assumptions, and basic results are presented to study the asymptotic behaviour of functionals of random fields with a singular spectrum. In what follows we denote by $|\cdot|$ and $||\cdot||$ the Lebesgue measure and the Euclidean distance in $\mathbb{R}^n$, respectively. The symbols $C$ and $\delta$ with subscripts will be used to denote constants that are not important for our discussion. Moreover, it is assumed that all random variables are defined on a fixed probability space $(\Omega, \mathcal{F}, P)$. 
We consider a measurable mean-square continuous zero-mean homogeneous isotropic real-valued random field $\xi(x), x \in \mathbb{R}^n$, with the covariance function

$$B(r) = \mathbb{E}\left\{\xi(0)\xi(x)\right\}, \quad x \in \mathbb{R}^n, \quad r = \|x\|.$$  

It is well known that there exists a bounded nondecreasing function $\Phi(u), u \geq 0$, (see [10,23]) such that

$$B(r) = \int_0^\infty Y_n(ru) \, d\Phi(u),$$

where the function $Y_n(\cdot), n \geq 1$, is defined by

$$Y_n(u) = 2^{(n-2)/2} \Gamma\left(\frac{n}{2}\right) J_{(n-2)/2}(u)u^{(2-n)/2}, \quad u \geq 0,$$

where $J_{(n-2)/2}(\cdot)$ is the Bessel function of the first kind of order $(n-2)/2$, see [11,24]. The function $\Phi(\cdot)$ is called the isotropic spectral measure of the random field $\xi(x), x \in \mathbb{R}^n$. If there exists a function $\varphi(u), u \in [0, \infty)$, such that

$$u^{n-1}\varphi(u) \in L_1([0, \infty)), \quad \Phi(u) = 2\pi^{n/2}/\Gamma(n/2) \int_0^u z^{n-1}\varphi(z) \, dz,$$

then the function $\varphi(\cdot)$ is called the isotropic spectral density of the field $\xi(x)$.

The field $\xi(x)$ with an absolutely continuous spectrum has the following isonormal spectral representation

$$\xi(x) = \int_{\mathbb{R}^n} e^{i\langle\lambda,x\rangle} \sqrt{\varphi(\|\lambda\|)} W(d\lambda),$$

where $W(\cdot)$ is the complex Gaussian white noise random measure on $\mathbb{R}^n$, see [10,11,24].

The Hermite polynomials $H_m(x), m \geq 0$, are defined by

$$H_m(x) = (-1)^m \exp\left(\frac{x^2}{2}\right) \frac{d^m}{dx^m} \exp\left(-\frac{x^2}{2}\right).$$

The Hermite polynomials $H_m(x), m \geq 0$, form a complete orthogonal system in the Hilbert space $L_2(\mathbb{R}, \phi(\omega)d\omega) = \left\{G : \int_{\mathbb{R}} G^2(\omega)\phi(\omega)d\omega < \infty\right\}$, where $\phi(\omega)$ is the probability density function of the standard normal distribution.

Note, that by (2.1.8) [11] we get $\mathbb{E}\left\{H_m(\xi(x))\right\} = 0$ and

$$\mathbb{E}\left\{H_{m_1}(\xi(x))H_{m_2}(\xi(y))\right\} = \delta_{m_1}^{m_2}m_1!B^{m_1}(\|x-y\|), \quad x, y \in \mathbb{R}^2,$$

where $H_m(\cdot)$ is the $m$-th Hermite polynomial and $\delta_{m_1}^{m_2}$ is the Kronecker delta function.

An arbitrary function $G(\omega) \in L_2(\mathbb{R}, \phi(\omega)d\omega)$ possesses the mean-square convergent expansion

$$G(\omega) = \sum_{j=0}^\infty \frac{C_jH_j(\omega)}{j!}, \quad C_j = \int_{\mathbb{R}} G(\omega)H_j(\omega)\phi(\omega)d\omega.$$

By Parseval's identity

$$\sum_{j=0}^\infty \frac{C_j^2}{j!} = \int_{\mathbb{R}} G^2(\omega)\phi(\omega)d\omega.$$

**Definition 1.** [23] Let $G(\omega) \in L_2(\mathbb{R}, \phi(\omega)d\omega)$ and there exist an integer $\kappa \geq 1$, such that $C_j = 0$ for all $0 \leq j \leq \kappa - 1$, but $C_\kappa \neq 0$. Then $\kappa$ is called the Hermite rank of $G(\cdot)$ and is denoted by $H_{\text{rank}}G$. 
Definition 2. [5] A measurable function \( L : (0, \infty) \rightarrow (0, \infty) \) is said to be slowly varying at infinity if for all \( t > 0 \)
\[
\lim_{r \to \infty} \frac{L(tr)}{L(r)} = 1.
\]

Assumption 1. Let \( \xi(x), x \in \mathbb{R}^n \), be a homogeneous isotropic Gaussian random field with \( \mathbb{E} \xi(x) = 0 \) and the covariance function \( B(x) \), such that \( B(0) = 1 \) and
\[
B(x) = \mathbb{E} \left( \xi(0) \xi(x) \right) = ||x||^{-\alpha} L \left( ||x|| \right), \quad \alpha > 0,
\]
where \( L \left( || \cdot || \right) \) is a function slowly varying at infinity.

If \( \alpha \in (0, n/\kappa) \), where \( \kappa \) is the Hermite rank given in Definition 1, then the covariance function \( B(x) \) satisfying Assumption 1 is not integrable, which corresponds to the long-range dependence case [2].

The notation \( \Delta \subset \mathbb{R}^n \) will be used to denote a Jordan-measurable convex bounded set, such that \( |\Delta| > 0 \), and \( \Delta \) contains the origin in its interior. Let \( \Delta(r), r > 0 \) be the homothetic image of the set \( \Delta \), with the centre of homothety at the origin and the coefficient \( r > 0 \), that is \( |\Delta(r)| = r^n |\Delta| \). Let \( G(\omega) \in L_2 \left( \mathbb{R}, \phi(\omega) d\omega \right) \) and denote the random variables \( K_\kappa \) and \( K_{r, \kappa} \) by
\[
K_\kappa = \int_{\Delta(r)} f \left( \frac{\xi(x)}{r} \right) dx \quad \text{and} \quad K_{r, \kappa} = \frac{C_\kappa}{r^\kappa} \int_{\Delta(r)} f \left( \frac{\xi(x)}{r} \right) dx,
\]
where \( C_\kappa \) satisfies [2].

Theorem 1. [12] Suppose that \( \xi(x), x \in \mathbb{R}^n \), satisfies Assumption 1 and \( \text{Hrank} G(\cdot) = \kappa \geq 1 \). If a limit distribution exists for at least one of the random variables
\[
\frac{K_\kappa}{\sqrt{\text{Var} K_\kappa}} \quad \text{and} \quad \frac{K_{r, \kappa}}{\sqrt{\text{Var} K_{r, \kappa}}},
\]
then the limit distribution of the other random variable also exists, and the limit distributions coincide when \( r \to \infty \).

By Theorem 1 it is enough to study \( K_{r, \kappa} \) to get asymptotic distributions of \( K_\kappa \). Therefore, we restrict our attention only to \( K_{r, \kappa} \).

Assumption 2. The random field \( \xi(x), x \in \mathbb{R}^n \), has the spectral density
\[
f \left( ||\lambda|| \right) = c_1 (n, \alpha) ||\lambda||^{n-1} L \left( 1/||\lambda|| \right),
\]
where \( c_1 (n, \alpha) = \Gamma \left( (n-\alpha)/2 \right) / 2^{n/2} \pi^{n/2} \Gamma (\alpha/2) \), and \( L \left( || \cdot || \right) \) is a locally bounded function which is slowly varying at infinity.

One can find more details on relations between Assumptions 1 and 2 in [12].

The function \( K_\Delta(x) \) will be used to denote the Fourier transform of the indicator function of the set \( \Delta \), i.e.,
\[
K_\Delta(x) = \int_{\Delta} e^{i(x,u)} du, \quad x \in \mathbb{R}^n.
\]

Lemma 1. [12] If \( \tau_1, \ldots, \tau_{\kappa}, \kappa \geq 1 \), are positive constants such that it holds \( \sum_{i=1}^{\kappa} \tau_i < n \), then
\[
\int_{\mathbb{R}^n} \left| K_\Delta (\lambda_1 + \cdots + \lambda_\kappa) \right|^2 \left| \lambda_1 \cdots \lambda_\kappa \right|^{n-\tau_\kappa} < \infty.
\]

Theorem 2. [12] Let \( \xi(x), x \in \mathbb{R}^n \), be a homogeneous isotropic Gaussian random field with \( \mathbb{E} \xi(x) = 0 \). If Assumptions 1 and 2 hold, then for \( r \to \infty \) the random variables
\[
X_{r, \kappa}(\Delta) = r^{\kappa \alpha/2-n} L^{-\kappa/2} (r) \int_{\Delta(r)} H_\kappa \left( \xi(x) \right) dx,
\]
converge weakly to
\[ X_\kappa(\Delta) = c_1^{\alpha/2}(u, \alpha) \int_{\mathbb{R}^n_+} K_\Delta (\lambda_1 + \cdots + \lambda_\kappa) \frac{W(d\lambda_1) \cdots W(d\lambda_\kappa)}{\|\lambda_1\|^\alpha/2 \cdots \|\lambda_\kappa\|^\alpha/2}, \]
where \( f^* \) denotes the multiple Wiener-Itô integral.

3. Asymptotic distribution of weighted functionals

There are numerous papers on non-central limit theorems either for integrals or additive functionals of random fields, see, for example, [12][17][18][20][24]. The presented results below give a rigorous proof that under rather general assumptions, limits coincide for the above functionals. So, numerous existing results can be translated from continuous to discrete settings and vice versa without laborious proofs.

In this section, we present some generalisation of results in [13] to random fields on the plane. The main objective of this section is to investigate the integral functional
\[ X_m(T_1, T_2) = \frac{1}{d_{T_1, T_2}} \int_0^{T_1} \int_0^{T_2} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_2 dt_1, \]
as \( T_1, T_2 \to \infty \), where \( g(t_1, t_2) \) is a non-random function on \( [0, T_1] \times [0, T_2] \), \( d_{T_1, T_2}^{-1} \) is a normalizing constant and \( H_m(\cdot) \) is the m-th Hermite polynomial with the leading coefficient equals to one and \( \xi(t_1, t_2) \) is a homogeneous isotropic random field on \( \mathbb{R}^2 \). We first show that, as \( T_1, T_2 \to \infty \), \( X_m(T_1, T_2) \) has the same distribution as the corresponding sums
\[ \tilde{X}_m(T_1, T_2) = \frac{1}{d_{T_1, T_2}} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g(i, j) H_m(\xi(i, j)), \]
for the discrete case.

**Assumption 3.** Let \( g(t_1, t_2), t_1, t_2 \in \mathbb{R}, \) be such that \( T^{4-\alpha} g^2(T, T) L^m(T) \to \infty \), as \( T \to \infty \), and there exist a function \( g^*(u, v) \) such that
\[ \lim_{T \to \infty} \left| \frac{g(Tu, Tv)}{g(T, T)} - g^*(u, v) \right| \to 0 \]
uniformly on \( u, v \in [0, 1]^2 \).

**Remark 1.** It follows from Assumption 3 that \( g^*(u, v) \) is bounded on \( [0, 1]^2 \).

**Remark 2.** Note that the conditions on the function \( g(\cdot, \cdot) \) in Assumption 3 meet various types of functions that are important in solving many statistical problems, in particular, non-linear regression and M estimators. For example, the functions \( g(t_1, t_2) = t_1^{\alpha_1} t_2^{\alpha_2} \) with \( g^*(u, v) = u^{\alpha_1} v^{\alpha_2} \) and \( g(t_1, t_2) = t_1 t_2 \log(\mu_1 + t_1) \log(\mu_2 + t_2) \) (for some appropriate values of the constants \( \mu_1 \) and \( \mu_2 \)) with \( g^*(u, v) = uv \) can be considered. The case of \( g(t_1, t_2) = \text{const} \) corresponds to classical non-weighted functionals and non-central limit theorems.

**Remark 3.** To avoid the degenerate cases, the condition \( T^{4-\alpha} g^2(T, T) L^m(T) \to \infty \), as \( T \to \infty \), is essential to guarantee the boundedness of the variance of \( X_m(T_1, T_2) d_{T_1, T_2}^{-1} \).

**Theorem 3.** Let \( \tilde{T} = \max(T_1, T_2) \). If Assumptions 1 and 3 hold, and there exist \( \lim_{T \to \infty} T_i/\tilde{T}, i = 1, 2 \), then
\[ \lim_{T \to \infty} \mathbb{E} \left[ \int_0^{T_1} \int_0^{T_2} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_2 dt_1 - \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g(i, j) H_m(\xi(i, j)) \right]^2 = 0, \]
where \( \mathbb{E} \) denotes the multiple Wiener-Itô integral.
where \(0 < \alpha < 2/m\).

Proof. Note that we can estimate the numerator in (5) as

\[
\begin{align*}
\mathbb{E} \left[ \int_{[T_1]} \int_{[T_2]} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_1 dt_2 \right] &+ \int_{[T_1]} \int_{[T_2]} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_1 dt_2 \\
&+ \sum_{i=0}^{[T_1]-1} \sum_{j=0}^{[T_2]-1} g(i, j) H_m(\xi(i, j))^2
\end{align*}
\]

\[
\leq 4 \mathbb{E} \left[ \int_{[T_1]} \int_{[T_2]} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_1 dt_2 \right]^2
\]

\[
+ 2 \mathbb{E} \left[ \int_{[T_1]} \int_{[T_2]} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_1 dt_2 - \sum_{i=0}^{[T_1]-1} \sum_{j=0}^{[T_2]-1} g(i, j) H_m(\xi(i, j))^2 \right].
\]

By (11), we get

\[
\frac{\mathbb{E} \left[ \int_{[T_1]} \int_{[T_2]} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_1 dt_2 \right]^2}{T^{4-\alpha} g^2(\bar{T}, \bar{T}) L^m(\bar{T})} \leq \frac{\int_{[T_1]} \int_{[T_1]} \int_{[T_2]} \int_{[T_2]} g(t_1, t_2) g(t_1', t_2')}{T^{4-\alpha} g^2(\bar{T}, \bar{T}) L^m(\bar{T})} \times \frac{B^m(||(t_1 - t_1', t_2 - t_2'||) dt_1 dt_1' dt_2 dt_2'}{T^{2-\alpha} g^2(\bar{T}, \bar{T}) L^m(\bar{T})}
\]

\[
\leq \frac{1}{T^{2-\alpha} L^m(\bar{T})} \sup_{u_1, u_2 \in [0, 1]} \frac{|g(u_1, u_2)|}{g^*(T, T)}.
\]

By Assumption 3 for an arbitrary \(\epsilon > 0\) there exists \(\hat{T}_0\) such that for \(\bar{T} > \hat{T}_0\)

\[
\sup_{u_1, u_2 \in [0, 1]} \frac{g(u_1, u_2)}{g(T, T)} \leq \sup_{u_1, u_2 \in [0, 1]} |g^*(u_1, u_2)| + \epsilon.
\]

Hence, the upper bound of (6) approaches 0 when \(\bar{T} \to \infty\).

Similarly, one obtains that

\[
\frac{\mathbb{E} \left[ \int_{[T_1]} \int_{[T_2]} g(t_1, t_2) H_m(\xi(t_1, t_2)) dt_1 dt_2 \right]^2}{T^{4-\alpha} g^2(\bar{T}, \bar{T}) L^m(\bar{T})} \to 0,
\]

when \(\bar{T} \to \infty\).

Hence, without lost of generality, we consider the case of integers \(T_1\) and \(T_2\). To simplify the calculations, let us denote the numerator in (5) by \(D_{T_1, T_2}\), then

\[
D_{T_1, T_2} = \mathbb{E} \left[ \sum_{i=0}^{[T_1]-1} \sum_{j=0}^{[T_2]-1} \int_{[0, 1]^2} \{g(x + i, y + j) H_m(\xi(x + i, y + j))
\]

\[
-g(i, j) H_m(\xi(i, j))\} dy dx \right]^2.
\]
Expanding the right hand side one gets

\[ D_{T_1, T_2} = \sum_{k=1}^{3} D_{T_1, T_2}^{(k)}, \]

where

\[ D_{T_1, T_2}^{(1)} = E \sum_{i,j'=0}^{T_1-1} \sum_{i',j'=0}^{T_2-1} \int_{[0,1]^2} g(x+i,y+j)g(x'+i',y'+j')H_m(x+i,y+j) \]
\[ \times H_m(x'+i',y'+j') dy'dx'dx', \]
\[ D_{T_1, T_2}^{(2)} = -2E \sum_{i,j'=0}^{T_1-1} \sum_{i',j'=0}^{T_2-1} \int_{[0,1]^2} g(x+i,y+j)g(i,j) \]
\[ \times H_m(x+i,y+j)H_m(x+i,j) dydx, \]

and

\[ D_{T_1, T_2}^{(3)} = \sum_{i,j'=0}^{T_1-1} \sum_{i',j'=0}^{T_2-1} g(i,j)g(i',j')H_m(x+i,j)H_m(x+i',j'). \]

Now, using (11) and Assumption 1 we can rewrite the first term in (7) as follows

\[ D_{T_1, T_2}^{(1)} = m! \sum_{i,j'=0}^{T_1-1} \sum_{i',j'=0}^{T_2-1} \int_{[0,1]^2} g(x+i,y+j)g(x'+i',y'+j') \]
\[ \times B^m(||x'-i'-(x+i), y'+j'-(y+j)||) dy'dx'dx' \]
\[ = m! \int_{[0,T_1]^2} \int_{[0,T_2]^2} g(x,y)g(x',y')B^m(||x'-x, y'-y||) dy'dx'dx' \]
\[ = m! \int_{[0,T_1]^2} \int_{[0,T_2]^2} g(x,y)g(x',y')L^m(||x'-x, y'-y||) dy'dx'dx'. \]

Using the following transformation

\[ \tilde{T}u_1 = x, \tilde{T}u_2 = y, \tilde{T}v_1 = x', and \ \tilde{T}v_2 = y', \]

and elementary computations, we obtain

\[ D_{T_1, T_2}^{(1)} = m!m\tilde{T}^{t-m} \int_{[0,T_1\tilde{T}^{-1}]^2} \int_{[0,T_2\tilde{T}^{-1}]^2} g(\tilde{T}u_1, \tilde{T}u_2)g(\tilde{T}v_1, \tilde{T}v_2) \]
\[ \times L^m(\tilde{T}||u_1- v_1, u_2- v_2||) du_1 dv_1 du_2 dv_2. \]

Multiplying and dividing by \( g^2(\tilde{T}, \tilde{T}) \), we obtain

\[ D_{T_1, T_2}^{(1)} = m!m\tilde{T}^{t-m} g^2(\tilde{T}, \tilde{T}) \int_{[0,T_1\tilde{T}^{-1}]^2} \int_{[0,T_2\tilde{T}^{-1}]^2} g(\tilde{T}u_1, \tilde{T}u_2)g(\tilde{T}v_1, \tilde{T}v_2) \]
\[ \times L^m(\tilde{T}||u_1- v_1, u_2- v_2||) du_1 dv_1 du_2 dv_2. \]

Adding and subtracting either \( g^*(u_1, u_2) \) or \( g^*(v_1, v_2) \) inside the integrals, then we have

\[ D_{T_1, T_2}^{(1)} = m!m\tilde{T}^{t-m} g^2(\tilde{T}, \tilde{T})(I_1 + 2I_2 + I_3), \]
where

\[
I_1 = \int_{[0, T]^{-1}} \int_{[0, T]^{-1}} \left[ \frac{g(Tu_1, Tu_2) - g^*(u_1, u_2)}{g(T, T)} \right] \left[ \frac{g(Tv_1, Tv_2) - g^*(v_1, v_2)}{g(T, T)} \right] \frac{L^m(T ||(u_1 - v_1, u_2 - v_2)||) du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
\]

\[
I_2 = \int_{[0, T]^{-1}} \int_{[0, T]^{-1}} \left[ \frac{g(Tu_1, Tu_2) - g^*(u_1, u_2)}{g(T, T)} \right] g^*(v_1, v_2) \frac{L^m(T ||(u_1 - v_1, u_2 - v_2)||) du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
\]

and

\[
I_3 = \int_{[0, T]^{-1}} \int_{[0, T]^{-1}} \frac{g^*(u_1, u_2)g^*(v_1, v_2)L^m(T ||(u_1 - v_1, u_2 - v_2)||) du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
\]

We will analyze each term \(I_i, i = 1, 2, 3\), separately. The term \(I_1\) can be estimated as

\[
I_1 \leq \int_{[0, 1]} \int_{[0, 1]} \left[ \frac{g(Tu_1, Tu_2) - g^*(u_1, u_2)}{g(T, T)} \right] \left[ \frac{g(Tv_1, Tv_2) - g^*(v_1, v_2)}{g(T, T)} \right] \frac{L^m(T ||(u_1 - v_1, u_2 - v_2)||) du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
\]

Note that \([0, T, T^{-1}] \subseteq [0, 1]\) and \([0, T, T^{-1}] \subseteq [0, 1]\). Hence,

\[
I_1 \leq \int_{[0, 1]} \left[ \frac{g(Tu_1, Tu_2) - g^*(u_1, u_2)}{g(T, T)} \right] \left[ \frac{g(Tv_1, Tv_2) - g^*(v_1, v_2)}{g(T, T)} \right] \frac{L^m(T ||(u_1 - v_1, u_2 - v_2)||) du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
\]

Note that for \(\alpha_0 < 1\):

\[
\int_{[0, 1]} \frac{du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha_0}} \leq \int_{[0, 1]} \frac{du_1 dv_1 du_2 dv_2}{(2|v_1 - u_1||v_2 - u_2|)^{\alpha_0}}
\]

\[
= \frac{1}{2^{\alpha_0}} \left( \int_{[0, 1]} \frac{du_1}{u_1^{\alpha_0}} \right)^2 < \infty.
\]

Hence, we have

\[
I_1 \leq \sup_{u_1, u_2 \in [0, 1]} \left[ \frac{g(Tu_1, Tu_2) - g^*(u_1, u_2)}{g(T, T)} \right]^2 \frac{L^m(T ||(u_1 - v_1, u_2 - v_2)||) du_1 dv_1 du_2 dv_2}{((v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
\]

It follows from Assumption \[1\] that \(L(\cdot)\) is locally bounded and by Theorem 1.5.3 \[5\] for an arbitrary \(\delta > 0\) there exist \(\bar{T}_0\) and \(C > 0\) such that for all \(T > \bar{T}_0\)

\[
\sup_{0 < s < T} \frac{s^\delta}{T^{\delta}} L(s) \leq C.
\]
Therefore, for all $\tilde{T} > \tilde{T}_0$

$$
\int_{[0,1]^4} \frac{L^m(\tilde{T} || (u_1 - v_1, u_2 - v_2)) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}} = \int_{[0,1]^4} \frac{(\tilde{T} || (u_1 - v_1, u_2 - v_2))}{\tilde{T}^2} \\
\times \frac{L^m(\tilde{T} || (u_1 - v_1, u_2 - v_2)) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}} \\
\leq C L^m(\tilde{T}) \int_{[0,1]^4} \frac{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}{du_1 dv_1 du_2 dv_2}.
$$

Using this upper bound, (10), and selecting $\delta$ such that $\frac{\delta + m\alpha}{2} < 1$ we obtain

$$
I_1 \leq L^m(\tilde{T}) o(1), \quad \tilde{T} \rightarrow \infty.
$$

Similarly, using Remark [4] we get

$$
I_2 \leq \int_{[0,1]^4} \frac{g(\tilde{T} u_1, \tilde{T} u_2) - g^*(u_1, u_2) |g^*(v_1, v_2)|}{g(\tilde{T}, \tilde{T})} (v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2} \\
\times \int_{[0,1]^4} \frac{L^m(\tilde{T} || (u_1 - v_1, u_2 - v_2)) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}} \\
\leq \sup_{u_1, u_2 \in [0,1]} \frac{|g(\tilde{T} u_1, \tilde{T} u_2) - g^*(u_1, u_2)|}{g(\tilde{T}, \tilde{T})} (v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2} \\
\times \int_{[0,1]^4} \frac{|g^*(v_1, v_2)| L^m(\tilde{T} || (u_1 - v_1, u_2 - v_2)) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}}.
$$

As $g^*(\cdot, \cdot)$ is bounded on $[0,1]^2$, by the same reasons as for $I_1$ we obtain $I_2 \leq L^m(\tilde{T}) o(1)$, when $\tilde{T} \rightarrow \infty$.

Note that

$$
\int_{[0,a_1]^2} \int_{[0,a_2]^2} \frac{g^*(u_1, u_2) g^*(v_1, v_2) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}} < \infty.
$$

Hence, analogously to Proposition 4.1.2 [5] we obtain

$$
I_3 = \int_{[0,T_1]} \int_{[0,T_2]} \frac{g^*(u_1, u_2) g^*(v_1, v_2) L^m(\tilde{T} || (u_1 - v_1, u_2 - v_2)) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}} \\
\sim l_{1,2} L^m(\tilde{T}), \quad \tilde{T} \rightarrow \infty,
$$

where

$$
l_{1,2} = \int_{[0,a_1]^2} \int_{[0,a_2]^2} \frac{g^*(u_1, u_2) g^*(v_1, v_2) du_1 dv_1 du_2 dv_2}{(v_1 - u_1)^2 + (v_2 - u_2)^2)^{\alpha m/2}},
$$

and $a_i = \lim_{T \rightarrow \infty} T / \tilde{T}$, $i = 1, 2$.

Notice, that $|l_{1,2}| < \infty$ by Remark [4] and (10). Therefore, by combining these results and (9), we have

$$
D_{T_1, T_2}^{(1)} = m T^4 - m o(1) \frac{g^2(\tilde{T}, \tilde{T}) L^m(\tilde{T}) (l_{1,2} + o(1)), \quad T_1, T_2 \rightarrow \infty}.
$$
Using the transformation (8) again, one obtains

\[ D_{T_1,T_2}^{(2)} = -2m! \sum_{i',j'=0}^{T_1-1} \sum_{i,j=0}^{T_2-1} \int g(x + i', y + j')g(i, j) \times B^m(||(i - (x + i'), j - (y + j'))||)dydx \]

\[ = -2m! \int_{[0,T_1]} \int_{[0,T_2]} g(x, y) \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g(i, j)B^m(||(i - x, j - y)||)dydx \]

\[ = -2m! \int_{[0,T_1]} \int_{[0,T_2]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g(x, y)g(i, j)L^m(||(i - x, j - y)||)dydx \]

\[ \times \frac{L^m(T) \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \parallel du_1du_2}{T^2}. \]

Using the transformation (8) again, one obtains

\[ D_{T_1,T_2}^{(2)} = -2m!T^{4-m}\int_{[0,T_1]T^{-1}} \int_{[0,T_2]T^{-1}} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g(Tu_1, Tu_2)g \left( \frac{i}{T}, \frac{j}{T} \right) \]

\[ \times \frac{L^m(T) \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \parallel du_1du_2}{T^2}. \]

Multiplying and dividing by \( g^2(T, \tilde{T}) \), we obtain

\[ D_{T_1,T_2}^{(2)} = -2m!T^{4-m}\alpha g^2(T, \tilde{T}) \]

\[ \times \int_{[0,T_1]T^{-1}} \int_{[0,T_2]T^{-1}} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g(Tu_1, Tu_2)g \left( \frac{i}{T}, \frac{j}{T} \right) \]

\[ \times \frac{L^m(T) \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \parallel du_1du_2}{g^2(T, \tilde{T})T^2}. \]

Again adding and subtracting either \( g^*(u_1, u_2) \) or \( g^* \left( \frac{i}{T}, \frac{j}{T} \right) \) inside the integrals, we can write

\[ D_{T_1,T_2}^{(2)} = -2m!T^{4-m}\alpha g^2(T, \tilde{T}) \left( \tilde{I}_1 + \tilde{I}_2 + \tilde{I}_2' + \tilde{I}_3 \right), \]
where

\[
\hat{I}_1 = \int_{[0,T_1 \tilde{T}^{-1}]} \int_{[0,T_2 \tilde{T}^{-1}]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} \left[ \frac{g(\tilde{T} u_1, \tilde{T} u_2)}{\tilde{T}} - g^*(u_1, u_2) \right] \\
\times \left[ g\left( \frac{i}{\tilde{T}}, \frac{j}{\tilde{T}} \right) - g^*\left( \frac{i}{\tilde{T}}, \frac{j}{\tilde{T}} \right) \right] \frac{L^m\left( \tilde{T} \left\| \left( \frac{i}{\tilde{T}} - u_1, \frac{j}{\tilde{T}} - u_2 \right) \right\| \right)}{\tilde{T}^2 \left( \left( \frac{i}{\tilde{T}} - u_1 \right)^2 + \left( \frac{j}{\tilde{T}} - u_2 \right) \right)^{\alpha_m/2}} \, du_1 du_2
\]

\[
\hat{I}_2 = \int_{[0,T_1 \tilde{T}^{-1}]} \int_{[0,T_2 \tilde{T}^{-1}]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} \left[ \frac{g(\tilde{T} u_1, \tilde{T} u_2)}{\tilde{T}} - g^*(u_1, u_2) \right] g^*\left( \frac{i}{\tilde{T}}, \frac{j}{\tilde{T}} \right) \\
\times \frac{L^m\left( \tilde{T} \left\| \left( \frac{i}{\tilde{T}} - u_1, \frac{j}{\tilde{T}} - u_2 \right) \right\| \right)}{\tilde{T}^2 \left( \left( \frac{i}{\tilde{T}} - u_1 \right)^2 + \left( \frac{j}{\tilde{T}} - u_2 \right) \right)^{\alpha_m/2}} \, du_1 du_2
\]

\[
\hat{I}_2' = \int_{[0,T_1 \tilde{T}^{-1}]} \int_{[0,T_2 \tilde{T}^{-1}]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g^*(u_1, u_2) \left[ g\left( \frac{i}{\tilde{T}}, \frac{j}{\tilde{T}} \right) - g^\ast\left( \frac{i}{\tilde{T}}, \frac{j}{\tilde{T}} \right) \right] \\
\times \frac{L^m\left( \tilde{T} \left\| \left( \frac{i}{\tilde{T}} - u_1, \frac{j}{\tilde{T}} - u_2 \right) \right\| \right)}{\tilde{T}^2 \left( \left( \frac{i}{\tilde{T}} - u_1 \right)^2 + \left( \frac{j}{\tilde{T}} - u_2 \right) \right)^{\alpha_m/2}} \, du_1 du_2
\]

and

\[
\hat{I}_3 = \int_{[0,T_1 \tilde{T}^{-1}]} \int_{[0,T_2 \tilde{T}^{-1}]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} g^*(u_1, u_2) g^*\left( \frac{i}{\tilde{T}}, \frac{j}{\tilde{T}} \right) \\
\times \frac{L^m\left( \tilde{T} \left\| \left( \frac{i}{\tilde{T}} - u_1, \frac{j}{\tilde{T}} - u_2 \right) \right\| \right)}{\tilde{T}^2 \left( \left( \frac{i}{\tilde{T}} - u_1 \right)^2 + \left( \frac{j}{\tilde{T}} - u_2 \right) \right)^{\alpha_m/2}} \, du_1 du_2
\]
Similarly to the upper bounds for $I_1$ and $I_2$ we can estimate the terms $\tilde{I}_1, \tilde{I}_2, \tilde{I}_2'$, and $I_3$ as

\[
I_1 \leq \int_{[0,T]\tilde{T}^{-1}} \int_{[0,T_2\tilde{T}^{-1}]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} \frac{g(Tu_1, Tu_2)}{g(T, \tilde{T})} \leq g^*(u_1, u_2) \left| g \left( \frac{i}{T}, \frac{j}{T} \right) - g^* \left( \frac{i}{T}, \frac{j}{T} \right) \right| du_1 du_2 \\
\times \frac{L^m \left( \tilde{T} \left| \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \right| \right) du_1 du_2}{\tilde{T}^2 \left( \left( \frac{i}{T} - u_1 \right)^2 + \left( \frac{j}{T} - u_2 \right)^2 \right)^{\alpha m/2}} \leq \sup_{u_1, u_2 \in [0,1]} \left| g(Tu_1, Tu_2) - g^*(u_1, u_2) \right|^2 \\
\times \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} \frac{L^m \left( \tilde{T} \left| \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \right| \right) du_1 du_2}{\tilde{T}^2 \left( \left( \frac{i}{T} - u_1 \right)^2 + \left( \frac{j}{T} - u_2 \right)^2 \right)^{\alpha m/2}} \leq o(1)L^m(\tilde{T}), \quad \tilde{T} \to \infty.
\]

Also we have

\[
\tilde{I}_2 \leq \int_{[0,T]\tilde{T}^{-1}} \int_{[0,T_2\tilde{T}^{-1}]} \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} \frac{g(Tu_1, Tu_2)}{g(T, \tilde{T})} \leq g^*(u_1, u_2) \left| g \left( \frac{i}{T}, \frac{j}{T} \right) - g^* \left( \frac{i}{T}, \frac{j}{T} \right) \right| du_1 du_2 \\
\times \frac{L^m \left( \tilde{T} \left| \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \right| \right) du_1 du_2}{\tilde{T}^2 \left( \left( \frac{i}{T} - u_1 \right)^2 + \left( \frac{j}{T} - u_2 \right)^2 \right)^{\alpha m/2}} \leq \sup_{u_1, u_2 \in [0,1]} \left| g(Tu_1, Tu_2) - g^*(u_1, u_2) \right|^2 \\
\times \sum_{i=0}^{T_1-1} \sum_{j=0}^{T_2-1} \frac{L^m \left( \tilde{T} \left| \left( \frac{i}{T} - u_1, \frac{j}{T} - u_2 \right) \right| \right) du_1 du_2}{\tilde{T}^2 \left( \left( \frac{i}{T} - u_1 \right)^2 + \left( \frac{j}{T} - u_2 \right)^2 \right)^{\alpha m/2}} \leq o(1)L^m(\tilde{T}), \quad \tilde{T} \to \infty.
\]
Similarly $I_2' \leq o(1) L^m(\bar{T}), \bar{T} \to \infty$. Also, analogously to the case of $I_3$, we have $I_3 \sim l_{1,2} L^m(\bar{T}), \bar{T} \to \infty$.

By combining these results and (11), we have

$$D_{T_1,T_2}^{(2)} = -2m! \bar{T}^{4-m} L^m(\bar{T}) g^2(\bar{T},T)(l_{1,2} + o(1)), \quad \bar{T} \to \infty.$$  

Using similar arguments as for the sums in $D_{T_1,T_2}^{(2)}$, we obtain

$$D_{T_1,T_2}^{(3)} = m! \bar{T}^{4-m} L^m(\bar{T}) g^3(\bar{T},T)(l_{1,2} + o(1)), \quad \bar{T} \to \infty.$$  

Finally, combining all the previous results, we get the statement of Theorem 3. \hfill \Box

4. Multidimensional Case and Applications

This section gives a multidimensional version of Theorem 3. It also demonstrates how Theorems 3 and 4 can be applied to obtain limit theorems for additive functionals that are analogous to the result in Theorem 2.

Denote $I_n = (1, \ldots, 1) \in \mathbb{R}^n$.

**Assumption 4.** Let $g(t), t \in \mathbb{R}^n$, be such a function that $T^{2n-m}g^2(T I_n)L^m(T) \to \infty$, as $T \to \infty$, and there exists a function $g^*(t), t \in \mathbb{R}^n$, such that

$$\lim_{T \to \infty} \frac{g(T l)}{g(T I_n)} \to 0$$

uniformly on $t \in [0,1]^n$.

Let us consider $\xi(t), t \in \mathbb{R}^n$. It is obvious that steps analogous to ones in Section 3 can be used to obtain a multidimensional version of Theorem 3.

**Theorem 4.** Let $\bar{T} = \max(T_1, \ldots, T_n)$. If Assumptions 1 and 4 hold, and there exist $\lim_{T \to \infty} T_{l,T} / T = l = 1, \ldots, n$, then

$$\lim_{\bar{T} \to \infty} \frac{\mathbb{E} \left[ \left( \sum_{T_{l,T} = 0}^{T_{l,T} = T_l} g(t)H_m(\xi(t))dt - \sum_{i_1=0}^{T_1-1} \cdots \sum_{i_n=0}^{T_n-1} g(t)H_m(\xi(t)) \right)^2 \right]}{T^{2n-m}g^2(T I_n)L^m(T)} = 0,$$

where $0 < \alpha < n/m, i = (i_1, \ldots, i_n)$.

Let us consider the case when $\Delta$ is the multidimensional rectangle $\square_{a,b} = \{x \in \mathbb{R}^n : x_i \in [a_i, b_i], l = 1, \ldots, n\}$, where $a, b \in \mathbb{R}^n$ such that $a_l < b_l, l = 1, \ldots, n$.

**Theorem 5.** If Assumptions 1, 2, and 4 hold and $\alpha \in (0, n/m)$, then for $T \to \infty$ the additive functional

$$X_n^*(T) = \frac{1}{T^{n-m/2}L^m(T)} \sum_{i \in \square_{a,b} \cap \mathbb{Z}^n} H_m(\xi(i))$$

converges weakly to the random variable $X_n^*(\square_{a,b})$ given by (4) with

$$K_{\square_{a,b}}(x) = \prod_{j=1}^n \frac{e^{ib_j x_j} - e^{ia_j x_j}}{ix_j}.$$  

Proof. By (4) we obtain

$$K_{\square_{a,b}}(x) = \int_{a_1}^{b_1} \cdots \int_{a_n}^{b_n} e^{i \sum_{j=1}^n u_j x_j} du_1 \cdots du_n = \prod_{j=1}^n \frac{e^{ib_j x_j} - e^{ia_j x_j}}{ix_j}.$$  

Therefore, by the proof of Theorem 2 in 12

$$X_n^*(T) = T^{-n/m} L^{\frac{n}{2}}(T) \int_{a_1 T}^{b_1 T} \cdots \int_{a_n T}^{b_n T} H_m(\xi(t))dt.$$  

as $T \to \infty$.  

\triangleleft
Note, that to obtain the result of the Theorem it is sufficient to prove that
\[ R(T) = \mathbb{E} \left( \tilde{X}_m^*(T) - X_m(\square_{a,b}) \right)^2 = 0, \quad T \to \infty. \]

One can estimate \( R(T) \) as
\[ R(T) = \mathbb{E} \left( \tilde{X}_m^*(T) - X_m^*(T) + X_m^*(T) - X_m(\square_{a,b}) \right)^2 \]
\[ \leq 2 \mathbb{E} \left( \tilde{X}_m^*(T) - X_m^*(T) \right)^2 + 2 \mathbb{E} \left( X_m^*(T) - X_m(\square_{a,b}) \right)^2. \]

The second term in (13) approaches 0 by (12). Also, note that due to homogeneity of \( \xi(t) \) the results of Theorems 3 and 4 are true if one simultaneously changes
\[ \int T_{i}^{l} \quad \text{and} \quad \sum_{i=0}^{T_{i}} - \left| -T_{i} \right|, \]
where \( \lceil x \rceil \) is the ceiling function of \( x \). The multidimensional rectangle \( \square_{a,b}(T) \) is an union of \( 2^n \) disjoint multidimensional rectangles having a common vertex at the origin and all edges connected to it are of the form \( [0, T_{i}] \) or \( [-T_{i}, 0] \). Therefore,
\[ \mathbb{E} \left( \tilde{X}_m^*(T) - X_m(T) \right)^2 \leq 2^n \sum_{j=1}^{2^n} \mathbb{E} \left( \tilde{X}_{m,j}^*(T) - X_{m,j}(T) \right)^2, \]
where \( \tilde{X}_{m,j} \) and \( X_{m,j} \) are, respectively, an integral and a sum that correspond to the \( j^{th} \) multidimensional rectangle in the union above. By Theorem 4 selecting \( g(t) \equiv \text{const.} \) each term \( \mathbb{E} \left( \tilde{X}_{m,j}^*(T) - X_{m,j}(T) \right)^3 \to 0 \), when \( T \to \infty \).

Hence, \( R(T) \to 0 \), when \( T \to \infty \), as it was required. \( \square \)

5. Conclusion

The main result of this paper is a generalisation of Lemma 1 to the multidimensional case and a general class of long-range dependent fields. The result is useful in direct translating limit theorems from weighted integral functionals to additive functionals and vice versa. Note that the obtained results can be applied to more general setting than \( \Delta(r) \) in Theorems 2 and 5 as \( T_i, i = 1, \ldots, n \), can increase non-homothetically. An example is presented by applying the result to integrals of random fields with a constant weight functions over multidimensional rectangles.

Some interesting problems and possible extensions that we plan to address in future research are:

- to derive similar result for the case of non-rectangular \( \Delta \) and corresponding sums;
- to investigate the rate of convergence in Theorems 3 and 4;
- to study functionals with weight functions that depend on \( T_i, i = 1, \ldots, n \).
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