SMALLEST NON-CYCLIC QUOTIENTS OF THE AUTOMORPHISM GROUP OF FREE GROUPS
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ABSTRACT. We give an new, elementary proof of the result that the smallest non-cyclic quotients of automorphism group of free group is the linear group over the field of two elements, and moreover all minimal quotients are obtained by the standard projection composed with an automorphism of the image. This result, originally due to Baumeister–Kielak–Pierro, proves a conjecture of Mecchia–Zimmermann.

1. Introduction

In this paper we explore the smallest non-cyclic quotients of $\text{Aut}(F)$, the automorphism group of a finite rank free group $F$. This is a particular instance of the following broad problem stated by Roger Lyndon [5] in 1977:

“Determine the structure of $\text{Aut}(F)$, of its subgroups, especially its finite subgroups, and its quotient groups, as well as the structure of individual automorphisms.”

Mecchia–Zimmermann [7] proved that for $n \in \{3, 4\}$, the the smallest non-trivial (respectively non-abelian) quotient of $\text{SO}t(F_n)$ (respectively $\text{Out}(F_n)$) is $\text{SL}(n, \mathbb{Z}_2)$, and conjectured the same statement holds for arbitrary $n \geq 3$. This conjecture was proved by Baumeister–Kielak–Pierro [1], using the classification of finite simple groups and representation theory of $\text{Aut}(F_n)$. In fact they proved a stronger result for $\text{SAut}(F_n)$ and $\text{Out}(F_n)$. Our goal in this paper is to give an alternate, elementary proof of this result, using the inductive orbit stabilizer method [4, Section 3].

Theorem 1. Suppose $n \geq 3$, and $G$ be any of the groups $\text{Aut}(F_n)$, $\text{SAut}(F_n)$, $\text{Out}(F_n)$, $\text{SO}t(F_n)$, $\text{GL}(n, \mathbb{Z})$, $\text{SL}(n, \mathbb{Z})$. If $H$ is a non-cyclic quotient of $G$, then either $|H| > |\text{SL}(n, \mathbb{Z}_2)|$, or $H$ is isomorphic to $\text{SL}(n, \mathbb{Z}_2)$. Moreover, in the latter case the quotient map $G \to H$ is obtained by postcomposing the natural map $\pi$ with an automorphism of $\text{SL}(n, \mathbb{Z}_2)$.

We state our result for non-cyclic quotients, instead of non-abelian or non-trivial quotients, but they are equivalent for $n \geq 3$. The groups $\text{Aut}(F_n)$, $\text{Out}(F_n)$, and $\text{GL}(n, \mathbb{Z})$ all have abelianizations $\mathbb{Z}_2$, and so their smallest non-abelian quotient is same as smallest non-cyclic quotient. Similarly, the groups $\text{SAut}(F_n)$, $\text{SO}t(F_n)$, and $\text{SL}(n, \mathbb{Z})$ are perfect (i.e. abelianization is trivial), and so their smallest non-trivial quotient is same as smallest non-cyclic quotient.

Theorem 1 does not hold in case $n = 2$ for the groups $\text{Aut}(F_2)$, $\text{Out}(F_2)$, $\text{GL}(2, \mathbb{Z})$, where the smallest non-cyclic quotient is the Klein’s four group $\mathbb{Z}_2 \oplus \mathbb{Z}_2$. However, as we shall see, Theorem 1 is also true for the groups $\text{SAut}(F_2)$, $\text{SO}t(F_2)$, $\text{SL}(2, \mathbb{Z})$.

Let us note that it suffices to prove the above theorem for the family $\text{SAut}(F_n)$, because:

1. Any quotient of $\text{Aut}(F_n)$ can be restricted to obtain a quotient of $\text{SAut}(F_n)$, and if this quotient is trivial, then the original quotient must be cyclic since $\text{Aut}(F_n)/\text{SAut}(F_n) \cong \mathbb{Z}_2$.
2. If $A \to B$ and $B \to C$ are group epimorphisms, then if $C$ is the smallest quotient of $A$, then it is also the smallest quotient of $B$.

The situation closely parallels that of braid groups $B_n$ and mapping class groups $\text{Mod}(\Sigma_g)$. The quotients of smallest orders in these cases are symmetric groups $S_n$ and symplectic groups $\text{Sp}(2g, \mathbb{Z}_2)$, respectively, and we have similar results for the quotient maps [4]. Zimmermann [8] proved the result for mapping class groups in the special cases $g \in \{3, 4\}$, and conjectured the same result for all higher $g$. This conjecture was proved by Kielak–Pierro [3], using very similar techniques as that of Baumeister–Kielak–Pierro [1] result mentioned earlier. The author gave an elementary proof of these results for both braid and mapping class groups, using the inductive orbit-stabilizer method; and this paper is an analogue for the setting of automorphism group of free groups. Although the most natural analogue would have been to prove an optimal lower bound on the orbit of free transactions under any non-cyclic quotient, we were unable to prove this directly. However, we can make a similar approach work by looking at orbit of subgroups fixing a hyperplane setwise; illustrating the robustness of the inductive orbit-stabilizer method.
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2. Setup

The goal of this section is to set up appropriate notation and prove some preliminary results.

2.1. Background. We will use the notation $\text{Aut}(F_n)$ (respectively $\text{SAut}(F_n)$) to denote the group of all (respectively special$^1$) automorphisms of the free group $F_n$. Since the abelianization of $F_n$ is $\mathbb{Z}^n$, every automorphism of $F_n$ induces an automorphism of $\mathbb{Z}^n$. By further composing with mod $m$ reduction (for any natural number $m$), and subsequently modding out by the center, we obtain group homomorphisms$^2$:

$$\text{Aut}(F_n) \to \text{GL}(n, \mathbb{Z}) \to \text{GL}(n, \mathbb{Z}_m) \to \text{PGL}(n, \mathbb{Z}_m).$$

Analogously, we obtain the following for special automorphisms:

$$\text{SAut}(F_n) \to \text{SL}(n, \mathbb{Z}) \to \text{SL}(n, \mathbb{Z}_m) \to \text{PSL}(n, \mathbb{Z}_m).$$

These gives various non-cyclic quotients of (special) automorphism of free groups, and our main theorem states that the minimal quotient is obtained with $m = 2$ above. Let us note that for $m = 2$, we have the isomorphisms $\text{GL}(n, \mathbb{Z}_2) = \text{PGL}(n, \mathbb{Z}_2) = \text{SL}(n, \mathbb{Z}_2) = \text{PSL}(n, \mathbb{Z}_2)$.

2.2. Hyperplanes. Let us fix a basis $x_1, ..., x_n$ of $F_n$ (and we will use this notation implicitly throughout this paper), and by applying the abelianization map we get a basis $e_1, ..., e_n$ of $\mathbb{Z}^n$. Reducing modulo 2, we obtain a basis $e_1, ..., e_n$ of $\mathbb{Z}^n_2$.

Hyperplanes in $\mathbb{Z}^n_2$: We note that any hyperplane $P$ of $\mathbb{Z}^n_2$ can be characterized by an indicator vector $(i_1, ..., i_n)$ where $i_j$ equals 1 if $e_j \in P$, and 0 otherwise. Conversely, given any binary vector, with the exception of the all ones vector$^3$, there is a unique hyperplane which has that as the indicator vector, as explained below. Firstly, let us note that if $e_j$ and $e_k$ (with $j \neq k$) are both not in a hyperplane $P$ of $\mathbb{Z}^n_2$, then $P$ must contain $e_j + e_k$ as any hyperplane has exactly two cosets. Thus, given a binary vector $I = (i_1, ..., i_n)$ different from the all ones vector, we get the corresponding hyperplane $P_I$ determined by the equation $\sum_{j=1}^{n}(1-i_j)x_j = 0$. We can also describe $P_I$ in terms of a basis, as follows. If the indices (say, written in increasing order) $j$ so that $i_j = 0$ are $z_1, \cdots, z_l$ and the remaining indices are $o_1, \cdots, o_{n-l}$, a basis of $P_I$ is given by

$$\epsilon_{z_1} + \epsilon_{z_2} + \cdots + \epsilon_{z_l} + \epsilon_{o_1} + \cdots + \epsilon_{o_{n-l}}.$$

Hyperplanes in $F_n$: With the same notation as above, we can define the subgroup $S_I$ of $F_n$ with free basis

$$x_{z_1}x_{z_2}^{-1}, \cdots, x_{z_l}x_{z_2}^{-1}, x_{o_1}, \cdots, x_{o_{n-l}},$$

and we note that $S_I$ projects precisely to $P_I$. We note that we can extend it to a basis of all $F_n$ by adding any of the $x_j$ which is not in $S_I$ (i.e., add any $x_j$ where $i_j = 0$).

The following lemma will be useful for us later.

**Lemma 2.** If $I$ and $I'$ are two distinct binary indicator vectors (neither equaling the all ones vector), we can choose a new basis of $F_n$, so that in using the corresponding basis of $\mathbb{Z}^n_2$, the indicator vectors of the hyperplanes $S_I$ and $S_{I'}$ are $(1, 0, \cdots, 1)$ and $(0, 1, \cdots, 1)$ respectively.

Before we prove the lemma, let us illustrate it by an example below.

**Example 3.** Suppose $I = (1, 1, 0, 0, 0)$ and $I' = (0, 0, 0, 1, 1)$. The desired result holds when we consider the new basis of $F_5$ to be $y_1 = x_1, y_2 = x_2x_3^{-1}, y_3 = x_1x_2^{-1}, y_4 = x_1x_3^{-1}x_4$ and $y_5 = x_4x_5^{-1}$.

**Proof of Lemma 2.** Let us begin by considering the special case that $I$ and $I'$ disagree on all entries. Without loss of generality, by changing the order of the free basis, let us assume precisely the first $k$ entries of $I$ are 1, and the rest 0 (and thus the first $k$ entries of $I'$ are 0, and the rest 1). Then the desired result holds in the new basis: $y_1 = x_1, y_2 = x_{k+1}, y_2+j = x_jx_{j+1}^{-1}$ for $1 \leq j \leq k-1$, and $y_{1+j} = x_jx_{j+1}^{-1}$ for $k+1 \leq j \leq n-1$.

---

$^1$by special we mean orientation preserving, i.e. if we compose with the natural projection to $\text{GL}(n, \mathbb{Z})$, we should only get special (determinant 1) linear maps.

$^2$however, these will not be surjective in general, as any matrix in $\text{GL}(n, \mathbb{Z})$ has determinant $\pm 1$, but there can be more units in $\mathbb{Z}_m$ (this issue does not arise for the $\text{SL}(n, \mathbb{Z})$ setting).

$^3$which corresponds to all of $\mathbb{Z}^n_2$. 
If we now consider the case where we append \( m \) 1’s to both \( I \) and \( I' \) (in the special case of the previous paragraph) to get binary indicator vectors with \( n + m \) entries, we see that the lemma continues to hold if we extend the above basis by setting \( y_{n+l} = x_{n+l} \) with \( 1 \leq l \leq m \).

Now let us consider the case where we append \( z \) 0’s to both \( I \) and \( I' \) in the previous paragraph. The result holds if we now extend the basis by setting \( y_{n+m+l} = x_{n+m+l} \) with \( 1 \leq l \leq z-1 \) and \( y_{n+m+z} = x_1 x_{n+m+1} x_2 \).

Lastly, in the general case, we can reorder the basis elements so that we are in the case of the previous paragraph, and so the lemma is proved.

\( \square \)

2.3. Some facts about automorphism groups of free groups. We mainly follow the conventions of Gersten [2], that is, maps in Aut(\( F_n \)) are applied left to right (so \( \phi \cdot \psi \) means first apply \( \phi \) and then \( \psi \)). Let us define the free transvection \( E_{x_i x_j} \) by \( x_i \mapsto x_i x_j \) and fixing all other \( x_k \)'s, and \( E_{x_i^{-1} x_j} \) by \( x_i \mapsto x_j^{-1} x_i \) and fixing all other \( x_k \)'s. It turns out the free transvections \( E_{x_i^{\pm 1} x_j} \) generate SAut(\( F_n \)), and they satisfy the relations \([E_{x_i x_j}, E_{x_k x_l}] = 1\) for distinct \( i, j, k, l \), and \([E_{x_i x_j}, E_{x_j x_k}] = E_{x_i x_k}\). We refer the reader to [2] for more details and a presentation of SAut(\( F_n \)).

For future use, let us also record here the fact, about normal generators of the Torelli group, i.e. the kernel of the homomorphism Aut(\( F_n \)) \( \to GL(n, \mathbb{Z}) \).

**Proposition 4.** [6, Magnus] For \( n \geq 2 \), the Torelli group is normally generated by \( E_{x_1 x_2} E_{x_1^{-1} x_2} \).

2.4. Some subgroups of the group of special automorphisms. Let us define the subgroup \( \mathcal{A} \) of SAut(\( F_{n+1} \)) to consist of all special automorphisms which fix \( x_{n+1} \), and induces an automorphism on the free subgroup \( F_n \) generated by \( x_1, \ldots, x_n \). Thus \( \mathcal{A} \) is isomorphic to SAut(\( F_n \)). Similarly, we define the subgroup \( \mathcal{B} \) of SAut(\( F_{n+1} \)) to be the embedded copy \( F_n \times F_n \) defined by

\[
(v, w) \mapsto \phi_{v, w}, \text{ where } \phi_{v, w} \text{ is defined by } [x_1, \ldots, x_n, x_{n+1}] \mapsto [x_1, \ldots, x_n, v x_{n+1} w^{-1}].
\]

Similarly, we can define subgroups \( \mathcal{B}_1 \) and \( \mathcal{B}_2 \) to be the embedded copies of \( F_n \) defined by the formulas \( v \mapsto \phi_{v, 1} \) and \( w \mapsto \phi_{1, w} \) respectively (i.e. we are looking at the image of the factors \( F_n \times \{1\} \) and \( \{1\} \times F_n \) in \( F_n \times F_n \)).

Let us note that for any \( \psi \in \mathcal{A} \), we have \( \psi^{-1} \phi_{v, w} \psi = \phi_{\psi(v), \psi(w)} \), and thus \( \psi^{-1} \mathcal{B} \psi = \mathcal{B} \). Consequently, we have \( \mathcal{A} \mathcal{B} = \mathcal{B} \mathcal{A} \); and therefore \( \mathcal{C} := \mathcal{A} \mathcal{B} \) is a subgroup of SAut(\( F_{n+1} \)). Moreover we see that \( \mathcal{B}, \mathcal{B}_1 \) and \( \mathcal{B}_2 \) are all normal subgroups of \( \mathcal{C} \).

### 3. Proof of Theorem 1

We will prove Theorem 1 by induction, and we begin by stating the induction hypothesis.

**3.1. Induction hypothesis.** For any natural number \( n \geq 2 \), let \( P(n) \) be the statement:

If \( H \) is a non-cyclic quotient of SAut(\( F_2 \)), then either \( |H| > |SL(n, \mathbb{Z}_2)| \), or \( H \) is isomorphic to \( SL(n, \mathbb{Z}_2) \). Moreover, in the latter case the quotient map SAut(\( F_n \)) \( \to H \) is obtained by postcomposing the natural map \( \pi \) with an automorphism of \( SL(n, \mathbb{Z}_2) \).

We will prove Theorem 1 by (checking the base cases and) carrying out the following steps of the inductive orbit stabilizer method.

1. The conjugacy class of the image of \( \mathcal{C} \) under any non-cyclic quotient of SAut(\( F_{n+1} \)) has at least \( 2^{n+1} - 1 \) elements.

2. Inductively, the stabilizer of the image of \( \mathcal{C} \) has cardinality at least \( 2^n \cdot |SL(n, \mathbb{Z}_2)| \), and the result follows by the orbit stabilizer theorem.

**3.2. Base cases.** In case \( n = 2 \), the candidate quotient \( SL(2, \mathbb{Z}_2) \cong S_3 \), which is the smallest non-abelian group. Since SAut(\( F_2 \)) has abelianization \( \mathbb{Z}_2^4 \), it cannot have any smaller non-cyclic quotient (i.e. we are ruling out the Klein’s four group). The second statement about the maps also follows readily, since the images of \( E_{x_1 x_2} \) and \( E_{x_2 x_1} \) must be conjugate in \( SL(n, \mathbb{Z}_2) \), and the only pair of such elements in \( S_3 \) are transpositions. We will hereafter assume \( n + 1 \geq 3 \), and later in the inductive step we will show \( P(n + 1) \) holds assuming \( P(n) \) is true. But we will need some preliminary results before that.

\[^4\]This fact is a consequence of the presentation of SAut(\( F_2 \)), due to Gersten [2, Theorem 1.4], as explained below. We can check that four of the generators \( E_{x_2 x_1}, E_{x_1 x_2}, E_{x_1 x_2}^{-1} \) and \( E_{x_2 x_1}^{-1} \) are conjugate (and the other four generators are their inverses), and so must map to the same element in the abelianization. The result now follows from the relation \( w_{ab}^4 = 1 \).
3.3. Lower bound on size of subgroup quotients. Suppose we have a non-cyclic quotient \( H \) of \( \text{SAut}(F_{n+1}) \), and let us denote the images of \( A \) and \( B \) by \( \hat{A} \) and \( \hat{B} \) respectively. As \( H \) is non-cyclic, it follows from the Gersten presentation of \( \text{SAut}(F_n) \) that \( A \) must not be a non-cyclic (as the free transvections are all conjugate) quotient of \( \text{SAut}(F_n) \), and thus we can inductively bound the size of \( A \). So we will now focus on finding a lower bound on the size of \( B \). Let us first note that our candidate smallest quotient of \( \text{SAut}(F_{n+1}) \) is \( \text{SL}(n, \mathbb{Z}_2) \), and under this quotient map the image of \( B \) is \( \mathbb{Z}_2^5 \), which has size \( 2^n \). So the best possible lower bound for \( |B| \) we can hope for is \( 2^n \), and in fact the following (slightly stronger) lemma shows that this is indeed the case.

**Lemma 5.** Under any non-cyclic quotient of \( \text{SAut}(F_{n+1}) \), the image \( B \) of \( B \) has size at least \( 2^n \) (and same statement holds for the images \( B_1, B_2 \) of \( B_1, B_2 \) respectively).

**Proof.** Let \( R_j \) denote the free transvection \( E_{x_{n+1}, x_j} \). We claim that for \( \vec{p} \in \mathbb{Z}_2^5 \), the \( 2^n \) elements \( \vec{R} \vec{p} := R_{p_1}^1 R_{p_2}^2 \cdots R_{p_n}^n \) with \( p_j \in \{0, 1\} \) (with \( 1 \leq j \leq n \)) must have different quotient classes. Let us first note that for non-zero \( \vec{p} \), the automorphism \( \vec{R} \vec{p} \) is a free transvection, and so they must map to non-trivial quotient classes. Now let us suppose that the quotient classes of \( \vec{R} \vec{p} \) and \( \vec{R} \vec{q} \) coincide for two non-zero binary vectors \( \vec{p} \) and \( \vec{q} \). Then by a change of coordinates\(^5\), we see that we may assume that the quotient classes of \( R_1 \) and \( R_2 \) coincide. Since we assume \( n + 1 \geq 3 \), we see that this implies by the Gersten relations that the quotient classes of \( R_3 = [R_1, E_{x_1, x_3}] \) and \( 1 = [R_2, E_{x_1, x_3}] \) must coincide. Thus all free transvections are in the kernel, so the quotient must be cyclic, a contradiction. The result follows for \( B_2 \) (and \( B_1 \)), and by symmetry it also holds for \( B_1 \). \( \square \)

3.4. The orbit. Using the same notation as above, we will consider the conjugacy class of \( AB \) in the non-cyclic quotient \( H \). Let us first note that \( AB \) must be a proper subgroup of \( H \), because if \( AB = H \), then we get an even smaller quotient of \( \text{SAut}(F_{n+1}) \) by looking at \( H/B_i \) for \( i = 1, 2 \) (let us recall from the previous section that \( B_i \) is a normal subgroup of \( AB \), and the fact that images of normal subgroups are normal in the image). If either \( H/B_1 \) or \( H/B_2 \) is nontrivial we obtain a non-cyclic quotient of strictly smaller cardinality. Otherwise \( B_1 = H = B_2 \), and since \( B_1 \) and \( B_2 \) commute, this implies \( H \) must be abelian, a contradiction to the fact \( \text{SAut}(F_{n+1}) \) is perfect.

3.5. Bounding the orbit size. We will now show that there are at least \( 2^{3n+1} - 1 \) conjugacy classes of \( AB \) in \( H \) (this corresponds to the subgroups of \( \text{SL}(n, \mathbb{Z}_2) \) fixing a hyperplane setwise, and we recall \( 2^{3n+1} - 1 \) hyperplanes in \( \mathbb{Z}_2^5 \)). For any binary indicator vector \( I \) (we ignore the all ones vector as always), let us consider the basis of \( F_{n+1} \) coming from extending the basis of \( S_I \) as we saw in Subsection 2.2, and let \( A_I, B_I, C_I \) denote the subgroups defined the same way as \( A, B, C \) using this new basis, instead of the original basis \( x_1, \cdots, x_{n+1} \) (thus the latter three groups are obtained when \( I \) equals the \((1, 1, \cdots, 1, 0)\) vector). We note that this group is independent of which \( x_1 \) we appended to the free basis of \( S_I \) to complete it to a basis of \( F_{n+1} \). We will denote the image of \( C_I \) by \( \hat{C}_I \). It is clear that all the subgroups \( \hat{C}_I \)’s are conjugate (by using a change of coordinates\(^6\)) in \( H \).

**Lemma 6.** For \( n \geq 1 \), the \( 2^{3n+1} - 1 \) subgroups \( \hat{C}_I \) are all distinct in any non-cyclic quotient \( H \) of \( \text{SAut}(F_{n+1}) \).

**Proof.** Suppose not. Then by the change of coordinates in Lemma 1, we may assume that \( \hat{C}_I = \hat{C}_I' \), where \( I = (1, 0, 1, \cdots, 1) \) and \( I' = (0, 1, 1, \cdots, 1) \). But this implies \( \hat{C}_I \) contains the quotient classes of all free transvections in \( C_I \). Moreover, since it also equals \( \hat{C}_I' \), we see that \( \hat{C}_I \) also contains the quotient classes of \( E_{x_1, x_3}, E_{x_1, x_3}^{-1}, E_{x_3, x_1}, E_{x_3, x_1}^{-1}, E_{x_1, x_1} \). It is now clear from the Gersten presentation of \( \text{SAut}(F_{n+1}) \) that \( \hat{C}_I \) must be \( H \), the image of all of \( \text{SAut}(F_{n+1}) \). This contradicts our discussion in Subsection 3.4 above, so the lemma is proved. \( \square \)

3.6. Inductive proof. We are now ready to complete the proof of our main theorem.

**Proof of Theorem 1.** It remains to show that for \( n + 1 \geq 3 \), \( P(n+1) \) is correct assuming \( P(n) \) holds (base cases already checked). By the last subsection, we see that the there are at least \( 2^{3n+1} - 1 \) conjugacy classes of \( C \). Also it is clear that the stabilizer contains \( C = AB \). We know from previous discussion that for \( i = 1, 2 \), the subgroup \( B_i \) (image of \( B_i \)) is normal in \( C \), we see that \( K_i := A \cap B_i \) is a normal subgroup of \( A \).

\(^5\)Let \( \mathcal{X}^\vec{p} \) denote \( x_1^{p_1} \cdots x_n^{p_n} \). We note that we can extend \( \mathcal{X}^\vec{p} \) and \( \mathcal{X}^\vec{q} \) to a free basis of \( F_n \), by appending \( x_i \)’s sequentially and throwing out the ones that cause problems. This is analogous to extending \( \vec{p} \) and \( \vec{q} \) to a vector space basis of \( \mathbb{Z}_2^n \) by systematically adding the standard basis vectors \( e_i \) and ignoring the problematic ones.

\(^6\)and moreover even by a special automorphism by composing with an inversion of a single basis element if required.
If for some \(i\), the quotient \(A/K_i\) of \(SAut(F_{n+1})\) is not cyclic (or equivalently non-trivial), by the induction hypothesis \(P(n)\), we must have \(|A/K| \geq |SL(n, \mathbb{Z}_2)|\). Therefore it follows that from the induction hypothesis and Lemma 5 that:

\[
(1) \quad |C| = |A/K||B| \geq |SL(n, \mathbb{Z}_2)| \cdot 2^n.
\]

Thus by the orbit stabilizer theorem, we have:

\[
(2) \quad |H| = |\text{Orb}(C)| \cdot |\text{Stab}(C)| \geq (2^{n+1} - 1) \cdot |C| \geq (2^{n+1} - 1) \cdot |SL(n, \mathbb{Z}_2)| \cdot 2^n = |SL(n+1, \mathbb{Z}_2)|.
\]

Finally, in the case of equality above, we see from the induction hypothesis \(P(n)\) that a normal generator of the Torelli group (see Proposition 4) must be contained in the kernel of the quotient map \(q : SAut(F_{n+1}) \to H\), and also the image of a free transvection has order 2. Thus \(q\) must factor through \(SL(n, \mathbb{Z}_2)\), and the result follows.

Lastly, it remains to consider the case that \(A/K_1\) and \(A/K_2\) are both trivial, but this means \(A = K_1 = K_2\). The proof is completed by the exact same argument as in Subsection 3.4 for \(n > 2\). However, we need a separate argument for the case \(n = 2\) since \(SAut(F_2)\) is not perfect. Let us denote the quotient class of \(f \in SAut(F_3)\) in \(H\) by \(f\). We see that we must have \(E_{x_1, x_2} = E_{x_2, x_1}^{-1}\), as the corresponding elements are conjugate in \(SAut(F_2)\) and the quotient is abelian. The relations \(E_{x_3, x_1}^{-1} = [E_{x_3, x_2}, E_{x_2, x_1}]\) and \([E_{x_3, x_2}, E_{x_1, x_2}] = 1\) in \(SAut(F_3)\) implies:

\[
E_{x_3, x_1}^{-1} = [E_{x_3, x_2}, E_{x_2, x_1}] = [E_{x_3, x_2}, E_{x_1, x_2}] = 1;
\]

and hence it follows \(H\) must be trivial, a contradiction. \(\square\)
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