Abstract

Deterministic dependency parsing is a robust and efficient approach to syntactic parsing of unrestricted natural language text. In this paper, we analyze its potential for incremental processing and conclude that strict incrementality is not achievable within this framework. However, we also show that it is possible to minimize the number of structures that require non-incremental processing by choosing an optimal parsing algorithm. This claim is substantiated with experimental evidence showing that the algorithm achieves incremental parsing for 68.9% of the input when tested on a random sample of Swedish text. When restricted to sentences that are accepted by the parser, the degree of incrementality increases to 87.9%.

1 Introduction

Incrementality in parsing has been advocated for at least two different reasons. The first is mainly practical and has to do with real-time applications such as speech recognition, which require a continually updated analysis of the input received so far. The second reason is more theoretical in that it connects parsing to cognitive modeling, where there is psycholinguistic evidence suggesting that human parsing is largely incremental (Marslen-Wilson, 1973; Frazier, 1987).

However, most state-of-the-art parsing methods today do not adhere to the principle of incrementality, for different reasons. Parsers that attempt to disambiguate the input completely — full parsing — typically first employ some kind of dynamic programming algorithm to derive a packed parse forest and then applies a probabilistic top-down model in order to select the most probable analysis (Collins, 1997; Charniak, 2000). Since the first step is essentially nondeterministic, this seems to rule out incrementality at least in a strict sense. By contrast, parsers that only partially disambiguate the input — partial parsing — are usually deterministic and construct the final analysis in one pass over the input (Abney, 1991; Daelemans et al., 1999). But since they normally output a sequence of unconnected phrases or chunks, they fail to satisfy the constraint of incrementality for a different reason.

Deterministic dependency parsing has recently been proposed as a robust and efficient method for syntactic parsing of unrestricted natural language text (Yamada and Matsumoto, 2003; Nivre, 2003). In some ways, this approach can be seen as a compromise between traditional full and partial parsing. Essentially, it is a kind of full parsing in that the goal is to build a complete syntactic analysis for the input string, not just identify major constituents. But it resembles partial parsing in being robust, efficient and deterministic. Taken together, these properties seem to make dependency parsing suitable for incremental processing, although existing implementations normally do not satisfy this constraint. For example, Yamada and Matsumoto (2003) use a multi-pass bottom-up algorithm, combined with support vector machines, in a way that does not result in incremental processing.

In this paper, we analyze the constraints on incrementality in deterministic dependency parsing and argue that strict incrementality is not achievable. We then analyze the algorithm proposed in Nivre (2003) and show that, given the previous result, this algorithm is optimal from the point of view of incrementality. Finally, we evaluate experimentally the degree of incrementality achieved with the algorithm in practical parsing.

2 Dependency Parsing

In a dependency structure, every word token is dependent on at most one other word token, usually called its head or regent, which
means that the structure can be represented as a directed graph, with nodes representing word tokens and arcs representing dependency relations. In addition, arcs may be labeled with specific dependency types. Figure 1 shows a labeled dependency graph for a simple Swedish sentence, where each word of the sentence is labeled with its part of speech and each arc labeled with a grammatical function.

In the following, we will restrict our attention to unlabeled dependency graphs, i.e. graphs without labeled arcs, but the results will apply to labeled dependency graphs as well. We will also restrict ourselves to projective dependency graphs (Mel’cuk, 1988). Formally, we define these structures in the following way:

1. A dependency graph for a string of words \( W = w_1 \cdots w_n \) is a labeled directed graph \( D = (W, A) \), where
   (a) \( W \) is the set of nodes, i.e. word tokens in the input string,
   (b) \( A \) is a set of arcs \((w_i, w_j) \) \( (w_i, w_j \in W) \).

We write \( w_i < w_j \) to express that \( w_i \) precedes \( w_j \) in the string \( W \) (i.e., \( i < j \)); we write \( w_i \rightarrow w_j \) to say that there is an arc from \( w_i \) to \( w_j \); we use \( \rightarrow^* \) to denote the reflexive and transitive closure of the arc relation; and we use \( \leftrightarrow \) and \( \leftrightarrow^* \) for the corresponding undirected relations, i.e. \( w_i \leftrightarrow w_j \) iff \( w_i \rightarrow w_j \) or \( w_j \rightarrow w_i \).

2. A dependency graph \( D = (W, A) \) is well-formed iff the five conditions given in Figure 2 are satisfied.

The task of mapping a string \( W = w_1 \cdots w_n \) to a dependency graph satisfying these conditions is what we call dependency parsing. For a more detailed discussion of dependency graphs and well-formedness conditions, the reader is referred to Nivre (2003).

3 Incrementality in Dependency Parsing

Having defined dependency graphs, we may now consider to what extent it is possible to construct these graphs incrementally. In the strictest sense, we take incrementality to mean that, at any point during the parsing process, there is a single connected structure representing the analysis of the input consumed so far. In terms of our dependency graphs, this would mean that the graph being built during parsing is connected at all times. We will try to make this more precise in a minute, but first we want to discuss the relation between incrementality and determinism.

It seems that incrementality does not by itself imply determinism, at least not in the sense of never undoing previously made decisions. Thus, a parsing method that involves backtracking can be incremental, provided that the backtracking is implemented in such a way that we can always maintain a single structure representing the input processed up to the point of backtracking. In the context of dependency parsing, a case in point is the parsing method proposed by Kromann (Kromann, 2002), which combines heuristic search with different repair mechanisms.

In this paper, we will nevertheless restrict our attention to deterministic methods for dependency parsing, because we think it is easier to pinpoint the essential constraints within a more restrictive framework. We will formalize deterministic dependency parsing in a way which is inspired by traditional shift-reduce parsing for context-free grammars, using a buffer of input tokens and a stack for storing previously processed input. However, since there are no non-terminal symbols involved in dependency parsing, we also need to maintain a representation of the dependency graph being constructed during processing.

We will represent parser configurations by
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1. The transition **Left-Reduce** combines the
two topmost tokens on the stack, and reduces them to the head .
2. The transition **Right-Reduce** combines the
two topmost tokens on the stack, and reduces them to the head .
3. The transition **Shift** pushes the next input
token onto the stack.

The transitions **Left-Reduce** and **Right-Reduce** are subject to conditions that ensure
that the **Single head** condition is satisfied. For **Shift**, the only condition is that the input list
is non-empty.

As it stands, this transition system is non-
deterministic, since several transitions can of-
ten be applied to the same configuration. Thus,
in order to get a deterministic parser, we need
to introduce a mechanism for resolving transi-
tion conflicts. Regardless of which mechanism
is used, the parser is guaranteed to terminate
after at most 2 transitions, given an input
string of length . Moreover, the parser is guar-
anteed to produce a dependency graph that is
acyclic and projective (and satisfies the single-
head constraint). This means that the depen-
dency graph given at termination is well-formed
if and only if it is connected.

We can now define what it means for the pars-
ing to be incremental in this framework. Ide-
ally, we would like to require that the graph
 is connected at all times. How-
ever, given the definition of **Left-Reduce** and **Right-Reduce**, it is impossible to connect a
new word without shifting it to the stack first,
so it seems that a more reasonable condition is
that the size of the stack should never exceed
. In this way, we require every word to be at-
tached somewhere in the dependency graph as
soon as it has been shifted onto the stack.

We may now ask whether it is possible
to achieve incrementality with a left-to-right
bottom-up dependency parser, and the answer
turns out to be no in the general case. This can
be demonstrated by considering all the possible
projective dependency graphs containing only
three nodes and checking which of these can be
parsed incrementally. Figure 4 shows the rele-
ant structures, of which there are seven alto-
tgether.

We begin by noting that trees (2–5) can all be
constructed incrementally by shifting the first
two tokens onto the stack, then reducing – with
**Right-Reduce** in (2–3) and **Left-Reduce** in
(4–5) – and then shifting and reducing again –
with **Right-Reduce** in (2) and (4) and **Left-
Reduce** in (3) and (5). By contrast, the three
remaining trees all require that three tokens are

![Figure 2: Well-formedness conditions on dependency graphs](image-url)
Initialization \langle \text{nil}, W, \emptyset \rangle

Termination \langle S, \text{nil}, A \rangle

Left-Reduce \langle w_jw_i|S, I, A \rangle \rightarrow \langle w_j|S, I, A \cup \{(w_j, w_i)\} \rangle \not\exists w_k(w_k, w_i) \in A

Right-Reduce \langle w_jw_i|S, I, A \rangle \rightarrow \langle w_i|S, I, A \cup \{(w_i, w_j)\} \rangle \not\exists w_k(w_k, w_j) \in A

Shift \langle S, w_i|I, A \rangle \rightarrow \langle w_i|S, I, A \rangle

Figure 3: Left-to-right bottom-up dependency parsing

Figure 4: Projective three-node dependency structures

shifted onto the stack before the first reduction. However, the reason why we cannot parse the structure incrementally is different in (1) compared to (6–7).

In (6–7) the problem is that the first two tokens are not connected by a single arc in the final dependency graph. In (6) they are sisters, both being dependents on the third token; in (7) the first is the grandparent of the second. And in pure dependency parsing without non-terminal symbols, every reduction requires that one of the tokens reduced is the head of the other(s). This holds necessarily, regardless of the algorithm used, and is the reason why it is impossible to achieve strict incrementality in dependency parsing as defined here. However, it is worth noting that (2–3), which are the mirror images of (6–7) can be parsed incrementally, even though they contain adjacent tokens that are not linked by a single arc. The reason is that in (2–3) the reduction of the first two tokens makes the third token adjacent to the first. Thus, the defining characteristic of the problematic structures is that precisely the leftmost tokens are not linked directly.

The case of (1) is different in that here the problem is caused by the strict bottom-up strategy, which requires each token to have found all its dependents before it is combined with its head. For left-dependents this is not a problem, as can be seen in (5), which can be processed by alternating Shift and Left-Reduce. But in (1) the sequence of reductions has to be performed from right to left as it were, which rules out strict incrementality. However, whereas the structures exemplified in (6–7) can never be processed incrementally within the present framework, the structure in (1) can be handled by modifying the parsing strategy, as we shall see in the next section.

It is instructive at this point to make a comparison with incremental parsing based on extended categorial grammar, where the structures in (6–7) would normally be handled by some kind of concatenation (or product), which does not correspond to any real semantic combination of the constituents (Steedman, 2000; Morrill, 2000). By contrast, the structure in (1) would typically be handled by function composition, which corresponds to a well-defined compositional semantic operation. Hence, it might be argued that the treatment of (6–7) is only pseudo-incremental even in other frameworks.

Before we leave the strict bottom-up ap-
proach, it can be noted that the algorithm described in this section is essentially the algorithm used by Yamada and Matsumoto (2003) in combination with support vector machines, except that they allow parsing to be performed in multiple passes, where the graph produced in one pass is given as input to the next pass. The main motivation they give for parsing in multiple passes is precisely the fact that the bottom-up strategy requires each token to have found all its dependents before it is combined with its head, which is also what prevents the incremental parsing of structures like (1).

4 Arc-Eager Dependency Parsing

In order to increase the incrementality of deterministic dependency parsing, we need to combine bottom-up and top-down processing. More precisely, we need to process left-dependents bottom-up and right-dependents top-down. In this way, arcs will be added to the dependency graph as soon as the respective head and dependent are available, even if the dependent is not complete with respect to its own dependents. Following Abney and Johnson (1991), we will call this arc-eager parsing, to distinguish it from the standard bottom-up strategy discussed in the previous section.

Using the same representation of parser configurations as before, the arc-eager algorithm can be defined by the transitions given in Figure 5, where \( w_i \) and \( w_j \) are arbitrary word tokens (Nivre, 2003):

1. The transition **Left-Arc** adds an arc \( w_j \rightarrow_r w_i \) from the next input token \( w_j \) to the token \( w_i \) on top of the stack and pops the stack.
2. The transition **Right-Arc** adds an arc \( w_i \rightarrow_r w_j \) from the token \( w_i \) on top of the stack to the next input token \( w_j \), and pushes \( w_j \) onto the stack.
3. The transition **Reduce** pops the stack.
4. The transition **Shift (SH)** pushes the next input token \( w_i \) onto the stack.

The transitions **Left-Arc** and **Right-Arc**, like their counterparts **Left-Reduce** and **Right-Reduce**, are subject to conditions that ensure that the **Single head** constraint is satisfied, while the **Reduce** transition can only be applied if the token on top of the stack already has a head. The **Shift** transition is the same as before and can be applied as long as the input list is non-empty.

Comparing the two algorithms, we see that the **Left-Arc** transition of the arc-eager algorithm corresponds directly to the **Left-Reduce** transition of the standard bottom-up algorithm. The only difference is that, for reasons of symmetry, the former applies to the token on top of the stack and the next input token instead of the two topmost tokens on the stack. If we compare **Right-Arc** to **Right-Reduce**, however, we see that the former performs no reduction but simply shifts the newly attached right-dependent onto the stack, thus making it possible for this dependent to have right-dependents of its own. But in order to allow multiple right-dependents, we must also have a mechanism for popping right-dependents off the stack, and this is the function of the **Reduce** transition. Thus, we can say that the action performed by the **Right-Reduce** transition in the standard bottom-up algorithm is performed by a **Right-Arc** transition in combination with a subsequent **Reduce** transition in the arc-eager algorithm. And since the **Right-Arc** and the **Reduce** can be separated by an arbitrary number of transitions, this permits the incremental parsing of arbitrary long right-dependent chains.

Defining incrementality is less straightforward for the arc-eager algorithm than for the standard bottom-up algorithm. Simply considering the size of the stack will not do anymore, since the stack may now contain sequences of tokens that form connected components of the dependency graph. On the other hand, since it is no longer necessary to shift both tokens to be combined onto the stack, and since any tokens that are popped off the stack are connected to some token on the stack, we can require that the graph \( (S, A_S) \) should be connected at all times, where \( A_S \) is the restriction of \( A \) to \( S \), i.e. \( A_S = \{(w_i, w_j) \in A | w_i, w_j \in S\} \).

Given this definition of incrementality, it is easy to show that structures (2–5) in Figure 4 can be parsed incrementally with the arc-eager algorithm as well as with the standard bottom-up algorithm. However, with the new algorithm we can also parse structure (1) incrementally, as
Initialization \( \langle \text{nil}, W, \emptyset \rangle \)

Termination \( \langle S, \text{nil}, A \rangle \)

Left-Arc \( \langle w_i, S, w_j | I, A \rangle \to \langle S, w_j | I, A \cup \{(w_j, w_i)\} \rangle \quad \sim \exists w_k (w_k, w_i) \in A \)

Right-Arc \( \langle w_i, S, w_j | I, A \rangle \to \langle w_j, w_i | S, I, A \cup \{(w_i, w_j)\} \rangle \quad \sim \exists w_k (w_k, w_j) \in A \)

Reduce \( \langle w_i | S, I, A \rangle \to \langle S, I, A \rangle \quad \exists \exists w_j (w_j, w_i) \in A \)

Shift \( \langle S, w_i | I, A \rangle \to \langle w_i | S, I, A \rangle \)

\[
\begin{array}{c}
\text{Initialization} \quad \langle \text{nil}, W, \emptyset \rangle \\
\text{Termination} \quad \langle S, \text{nil}, A \rangle \\
\text{Left-Arc} \quad \langle w_i | S, w_j | I, A \rangle \to \langle S, w_j | I, A \cup \{(w_j, w_i)\} \rangle \quad \neg \exists w_k (w_k, w_i) \in A \\
\text{Right-Arc} \quad \langle w_i | S, w_j | I, A \rangle \to \langle w_j, w_i | S, I, A \cup \{(w_i, w_j)\} \rangle \quad \neg \exists w_k (w_k, w_j) \in A \\
\text{Reduce} \quad \langle w_i | S, I, A \rangle \to \langle S, I, A \rangle \quad \exists w_j (w_j, w_i) \in A \\
\text{Shift} \quad \langle S, w_i | I, A \rangle \to \langle w_i | S, I, A \rangle \\
\end{array}
\]

Figure 5: Left-to-right arc-eager dependency parsing

is shown by the following transition sequence:

\[
\langle \text{nil}, abc, \emptyset \rangle \\
\downarrow \text{(Shift)} \\
\langle a, bc, \emptyset \rangle \\
\downarrow \text{(Right-Arc)} \\
\langle ba, c, \{(a, b)\} \rangle \\
\downarrow \text{(Right-Arc)} \\
\langle cba, \text{nil}, \{(a, b), (b, c)\} \rangle \\
\]

We conclude that the arc-eager algorithm is optimal with respect to incrementality in dependency parsing, even though it still holds true that the structures (6–7) in Figure 4 cannot be parsed incrementally. This raises the question how frequently these structures are found in practical parsing, which is equivalent to asking how often the arc-eager algorithm deviates from strictly incremental processing. Although the answer obviously depends on which language and which theoretical framework we consider, we will attempt to give at least a partial answer to this question in the next section. Before that, however, we want to relate our results to some previous work on context-free parsing.

First of all, it should be observed that the terms top-down and bottom-up take on a slightly different meaning in the context of dependency parsing, as compared to their standard use in context-free parsing. Since there are no nonterminal nodes in a dependency graph, top-down construction means that a head is attached to a dependent before the dependent is attached to (some of) its dependents, whereas bottom-up construction means that a dependent is attached to its head before the head is attached to its head. However, top-down construction of dependency graphs does not involve the prediction of lower nodes from higher nodes, since all nodes are given by the input string. Hence, in terms of what drives the parsing process, all algorithms discussed here correspond to bottom-up algorithms in context-free parsing. It is interesting to note that if we recast the problem of dependency parsing as context-free parsing with a CNF grammar, then the problematic structures (1), (6–7) in Figure 4 all correspond to right-branching structures, and it is well-known that bottom-up parsers may require an unbounded amount of memory in order to process right-branching structure (Miller and Chomsky, 1963; Abney and Johnson, 1991).

Moreover, if we analyze the two algorithms discussed here in the framework of Abney and Johnson (1991), they do not differ at all as to the order in which nodes are enumerated, but only with respect to the order in which arcs are enumerated; the first algorithm is arc-standard while the second is arc-eager. One of the observations made by Abney and Johnson (1991), is that arc-eager strategies for context-free parsing may sometimes require less space than arc-standard strategies, although they may lead to an increase in local ambiguities. It seems that the advantage of the arc-eager strategy for dependency parsing with respect to structure (1) in Figure 4 can be explained along the same lines, although the lack of nonterminal nodes in dependency graphs means that there is no corresponding increase in local ambiguities. Although a detailed discussion of the relation between context-free parsing and dependency parsing is beyond the scope of this paper, we conjecture that this may be a genuine advantage of dependency representations in parsing.
| Connected components | Parser configurations |
|---------------------|-----------------------|
|                     | Number | Percent |
| 0                   | 1251    | 7.6     |
| 1                   | 10148   | 61.3    |
| 2                   | 2739    | 16.6    |
| 3                   | 1471    | 8.9     |
| 4                   | 587     | 3.5     |
| 5                   | 222     | 1.3     |
| 6                   | 98      | 0.6     |
| 7                   | 26      | 0.2     |
| 8                   | 3       | 0.0     |
| ≤ 1                 | 11399   | 68.9    |
| ≤ 3                 | 15609   | 94.3    |
| ≤ 8                 | 16545   | 100.0   |

Table 1: Number of connected components in \((S, A_S)\) during parsing

5 Experimental Evaluation

In order to measure the degree of incrementality achieved in practical parsing, we have evaluated a parser that uses the arc-eager parsing algorithm in combination with a memory-based classifier for predicting the next transition. In experiments reported in Nivre et al. (2004), a parsing accuracy of 85.7% (unlabeled attachment score) was achieved, using data from a small treebank of Swedish (Einarsson, 1976), divided into a training set of 5054 sentences and a test set of 631 sentences. However, in the present context, we are primarily interested in the incrementality of the parser, which we measure by considering the number of connected components in \((S, A_S)\) at different stages during the parsing of the test data.

The results can be found in Table 1, where we see that out of 16545 configurations used in parsing 613 sentences (with a mean length of 14.0 words), 68.9% have zero or one connected component on the stack, which is what we require of a strictly incremental parser. We also see that most violations of incrementality are fairly mild, since more than 90% of all configurations have no more than three connected components on the stack.

Many violations of incrementality are caused by sentences that cannot be parsed into a well-formed dependency graph, i.e. a single projective dependency tree, but where the output of the parser is a set of internally connected components. In order to test the influence of incomplete parses on the statistics of incrementality, we have performed a second experiment, where we restrict the test data to those 444 sentences (out of 613), for which the parser produces a well-formed dependency graph. The results can be seen in Table 2. In this case, 87.1% of all configurations in fact satisfy the constraints of incrementality, and the proportion of configurations that have no more than three connected components on the stack is as high as 99.5%.

It seems fair to conclude that, although strict word-by-word incrementality is not possible in deterministic dependency parsing, the arc-eager algorithm can in practice be seen as a close approximation of incremental parsing.

6 Conclusion

In this paper, we have analyzed the potential for incremental processing in deterministic dependency parsing. Our first result is negative, since we have shown that strict incrementality is not achievable within the restrictive parsing framework considered here. However, we have also shown that the arc-eager parsing algorithm is optimal for incremental dependency parsing, given the constraints imposed by the overall framework. Moreover, we have shown that in practical parsing, the algorithm performs incremental processing for the majority of input structures. If we consider all sentences in the test data, the share is roughly two thirds, but if we limit our attention to well-formed output, it is almost 90%. Since deterministic dependency parsing has previously been shown to be competitive in terms of parsing accuracy (Yamada and Matsumoto, 2003; Nivre et al., 2004), we believe that this is a promising approach for situations that require parsing to be robust, efficient and (almost) incremental.
| Connected components | Parser configurations | Number | Percent |
|----------------------|-----------------------|--------|---------|
| 0                    | 928                   | 9.2    |         |
| 1                    | 7823                  | 77.8   |         |
| 2                    | 1000                  | 10.0   |         |
| 3                    | 248                   | 2.5    |         |
| 4                    | 41                    | 0.4    |         |
| 5                    | 8                     | 0.1    |         |
| 6                    | 1                     | 0.0    |         |
| ≤ 1                  | 8751                  | 87.1   |         |
| ≤ 3                  | 9999                  | 99.5   |         |
| ≤ 6                  | 10049                 | 100.0  |         |

Table 2: Number of connected components in \((S, A_S)\) for well-formed trees
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