Any autoencoder network can be turned into a generative model by imposing an arbitrary prior distribution on its hidden code vector. Variational Autoencoder (VAE) [2] uses a KL divergence penalty to impose the prior, whereas Adversarial Autoencoder (AAE) [1] uses generative adversarial networks GAN [3]. GAN trades the complexities of sampling algorithms with the complexities of searching Nash equilibrium in minimax games. Such minimax architectures get trained with the help of data examples and gradients flowing through a generator and an adversary. A straightforward modification of AAE is to replace the adversary with the maximum mean discrepancy (MMD) test [4-5]. This replacement leads to a new type of probabilistic autoencoder, which is also discussed in our paper. We propose a novel probabilistic autoencoder in which the adversary of AAE is replaced with a space of stochastic functions. This replacement introduces a new source of randomness, which can be considered as a continuous control for encouraging explorations. This prevents the adversary from fitting too closely to the generator and therefore leads to more diverse set of generated samples.

1 Doubly Stochastic AAE

We consistently refer to any random variable and their realization with calligraphic fonts and small letters respectively. Fix an autoencoder (AE) with encoder parameters $\theta \in \Theta$ that gets i.i.d data samples $X, X_1, \ldots, X_N$ as input and outputs the corresponding latent vectors $Z, Z_1, \ldots, Z_N$. Assume we don’t know the distribution of $X$, but we want to impose an arbitrary distribution $P$ on $Z$. One can impose $P$ on $Z$ through regularization of a standard AE by minimizing any suitable discrepancy between aggregated posterior $Q_\theta(Z) = \mathbb{E}_X [Q_\theta(Z|X)]$ and any arbitrary prior $P$. This can be formalized as the following optimization problem:

$$\min_{\theta \in \Theta} \delta(P, Q_\theta(Z))$$

where $\delta$ is a suitable discrepancy measure. For example, we end up with a maximum mean discrepancy AE (MMD-AE) using the following discrepancy measure:

$$\delta_{MMD}(P, Q_\theta(Z)) = \sup_{f \in \mathcal{H}} \mathbb{E}[f(Y)] - \mathbb{E}[f(\tilde{Y})]$$

where $f$ is a function living in a reproducing kernel Hilbert space RKHS $\mathcal{H}$ and $Y \sim P$ and $\tilde{Y} \sim Q_\theta(Z)$. The authors of [4-5] use a closed form expression for Eq.2. This makes the implementation straightforward, but it hides the minimax nature of the problem. If we replace Eq.2 in Eq.1 we are back to a minimax problem similar to that of adversarial networks as the following:

$$\min_{\theta} \sup_{f \in \mathcal{H}} \mathbb{E}_{Y \sim P}[f(Y)] - \mathbb{E}_{\tilde{Y} \sim Q_\theta(Z)}[f(\tilde{Y})]$$

Due to the reproducing property of $\mathcal{H}$, the expectation of any function $f$ in RKHS $\mathcal{H}$ with respect to random variable $Y$ can be computed as an inner product with its so called kernel mean embedding $\mathbb{E}[k(Y, .)]$:

$$\mathbb{E}[f(Y)] = \langle f, \mathbb{E}[k(Y, .)] \rangle$$
Our experiments show that DS-AAE is more sensitive to the batch size than the choice of $\sigma$. We generate $W \sim \zeta$ with $k$ where $k$ is the kernel associated with RKHS $H$. Using Eq.4 and Eq.3, we note that the adversary’s best response training dynamic is determined by the stochastic gradient terms $\frac{\partial f}{\partial \theta} = \xi(.) := \mathbb{E}_{Y \sim P} [k(Y, \cdot)] - \mathbb{E}_{\tilde{Y} \sim Q_\theta(Z)} [k(\tilde{Y}, \cdot)]$. Since prior $P$ is smooth enough, term $\mathbb{E}_{\tilde{Y} \sim Q_\theta(Z)} [k(\tilde{Y}, \cdot)]$ determines the smoothness of the stochastic gradients. Not smooth enough $Q_\theta(Z)$ implies non-smooth gradients and therefore a more difficult optimization problem. It can lead to degenerate solutions where the generator collapses into sampling only a few modes. This is especially important considering the deterministic functionality of the encoder. It is because the only source of randomness originates from the training data itself which may not be enough for smoothing out the aggregated posterior $Q_\theta(Z)$. We propose to massage the stochastic gradients $\xi(.)$ with the extra source of stochasticity $W$. This leads to doubly stochastic gradient terms $\zeta(.) := \mathbb{E}_W \xi(.)$. The introduction of a new source of randomness to $\xi(.)$ is straightforward thanks to the existing duality between the Kernel and Random processes, as explained in the following Theorem:

**Theorem 1 [9] Duality between Kernels and Random Processes:** If $k(x, x')$ is a positive definite kernel, then there exists a set $\Omega$, a measure $P$ on $\Omega$, and random function $\phi_W(x) : X \rightarrow \mathbb{R}$ from $L_2(\Omega, P)$, such that $k(x, x') = \int_\Omega \phi_W(x) \phi_W(x') dP(W).

**Example 1** For Gaussian RBF kernel, $k(x - x') = \exp(||x - x'||^2/2\sigma^2)$, $\phi_W(x) = \exp(-iW^T x)$ and $P(w) = \frac{\exp(-||w||^2/2)}{(2\pi)^{d/2}}$.

As the result of Theorem 1, we can rewrite the massaged gradients $\zeta = [\phi_W(Y) - \phi_W(\tilde{Y})] \phi_W(.)$ with $W \sim P(W)$. Using a similar approach to Doubly Stochastic Kernel Machines [6], we can now approximate a new adversary with parameter $\alpha$ by the linear combination of doubly stochastic gradient terms $\zeta$ i.e. $f_\alpha(.) = \alpha \zeta(.)$. The adversary affects the dynamic of training through the adjustment in $\alpha$ as is visualized in Fig.1. We refer to this deep generative architecture as doubly stochastic adversarial autoencoder (DS-AAE).

Beside the residual error of approximating adversary $f_\alpha$ with its first order gradient terms, there is another concern that needs to be addressed for DS-AAE. The key difference between $\zeta(.)$ and $\xi(.)$ is that $\zeta(.)$ could fall outside of the RKHS, but $\xi(.)$ is always in RKHS. This is due to the term $\phi_W(.)$ not being in RKHS. Fortunately, the proof of convergence to RKHS $H$ with a small enough learning rate is discussed in [6].

### 2 Experiments

We generate $W$ according to Example 1 with a fixed seed and $\sigma = 1$ for DS-AAE. The batch size is 1000. Our experiments show that DS-AAE is more sensitive to the batch size than the choice of $\sigma$. In the case of MMD-AE, a mixture of $\sigma$ values 2, 5, 10, 20, 40, 80 is used, similar to that of [5]. The
encoder and decoder both have three layers of 1024, 512 and 216 hidden units with ReLU activation for every layer except the last layer of decoder that is a sigmoid activation function. Cross entropy is used for reconstruction loss. The prior $\mathcal{P}$ is Gaussian and the dimensionality of the hidden code is 6 for the DS-AAE and 4 for MD-AAE. The only used dropout is at the first input layer of the encoder with the rate of 20%. The initial learning rate for the reconstruction loss is adjusted at 0.001 and 0.001 for the adversarial architectures, followed by Adam stochastic optimization. Comparison of deep generative models performance is hard, especially for the log-likelihood free models [7]. Parzen window estimation of the log-likelihood is obtained by drawing 10K samples from the trained model on MNIST. The results are shown in Table 1. From the qualitative perspective, we can see from Fig. 2b, Fig. 2d, and the reported results in [1] that the drawn samples for both MMD-AE and AAE are more homogenous than DS-AAE. In the case of DS-AAE, it is almost as if different persons were writing the digits in each panel. This quality test is also used in [8]. DS-AAE enjoys from extra randomness in the minimax optimization framework, which helps the generative model to explore multiple modes and mitigate the risk of collapse. The learned coding space of DS-AAE exhibits sharp transitions and has no “holes”, as is shown in Fig.2a. This is similar to AAE and unlike VAE. However, it recovers more of a mixture of 2D-Gaussian distribution rather than a 2D-Gaussian. We leave further investigation of this interesting observation to a future version of this paper.

Table 1: Parzen window estimate of the log-likelihood obtained by drawing 10K samples from the trained model.
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