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Wrik Mallik · Neil Farvolden · Jasmin Jelovica · Rajeev K. Jaiman

Abstract This article presents a reduced-order modeling methodology via deep convolutional neural networks (CNNs) for shape optimization applications. The CNN provides a nonlinear mapping between the shapes and their associated attributes while conserving the equivariance of these attributes to the shape translations. To implicitly represent complex shapes via a CNN-applicable Cartesian structured grid, a level-set method is employed. The CNN-based reduced-order model (ROM) is constructed in a completely data-driven manner thus well suited for non-intrusive applications. We demonstrate our ROM-based shape optimization framework on a gradient-based three-dimensional shape optimization problem to minimize the induced drag of a wing in low-fidelity potential flow. We show a good agreement between ROM-based optimal aerodynamic coefficients and their counterparts obtained via a potential flow solver. The predicted behavior of the optimized shape is consistent with theoretical predictions. We also present the learning mechanism of the deep CNN model in a physically interpretable manner. The CNN-ROM-based shape optimization algorithm exhibits significant computational efficiency compared to the full-order model-based online optimization applications. The proposed algorithm promises to develop a tractable DL-ROM driven framework for shape optimization and adaptive morphing structures.
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1 Introduction

Shape optimization has gained considerable interest over the last three-four decades with the advent of high-performance computing resources. The largely increased computing power has enabled the application of various numerical solution techniques like the finite element method (FEM), the finite difference method (FDM), etc., to explore solutions associated with very complex shapes. This has increased the recent popularity of shape optimization in structural optimization studies, whereas past studies relied solely on sizing optimization [17]. Similarly, on the side of fluid mechanics, the high sensitivity of drag and aerodynamic performance on the airfoil shape has been known to the aerospace community for several decades [22,15,38]. The advent of computational fluid dynamics (CFD) simulations has facilitated accurate computation of such sensitivities even for complex shapes. This has led to a growing interest in aerodynamic shape optimization over the last two decades [43,46].

Integrating high-fidelity computational structural mechanics (CSM) or CFD simulations within an optimization algorithm is often restricted by the huge computational expense of these simulations. This has restricted the computational model complexity that can be realistically employed in complex optimization studies [31,11]. Some recent fluid dynamic shape optimization studies with high-fidelity CFD-based analyses can be found in Refs. [14,29,19]. These studies have completely relied on a gradient-based search algorithm, which can very frequently converge to local optima for a non-convex, multi-objective shape optimization problem, especially when there are many design parameters [8,52]. However, employing expensive metaheuristic algorithms that can convergence to the global optima remain largely non-tractable with high-fidelity solvers. This has motivated the present-day researchers in the development of computationally efficient reduced-order models (ROMs)/surrogate models, which can accurately emulate the computationally expensive full-order models (FOMs).

A variety of data-driven reduced-order modeling techniques exist in literature like Kriging [27] (also known as Gaussian process regression) and its variants [47,5], polynomial chaos expansions [3], and support vector machines [13]. Some reviews have elaborated the applications of these methods for shape optimization applications [26,18,60]. Of all these methods, Kriging is the most widely used method in various engineering analysis and design tasks [55,12,32]. However, Kriging suffers from a variety of issues such as being poor at approximating discontinuous functions [42], difficulty in handling high-dimensional problems [41], costly to use in the presence of a large number of data samples [24], and being difficult to implement for solving certain inverse problems with strong nonlinearities [4].

With the advent of deep learning (DL), deep neural networks (DNNs) have been demonstrated as an effective approximation technique for most general complex functions [9,20]. They do not suffer from the many limitations of Kriging mentioned above and are replacing Kriging as the best ROM candidates for optimization applications [6,40]. Besides, increasingly wide feed-forward DNNs (also called multi-layer perceptrons (MLPs)), have been demonstrated to converge to Gaussian processes under broad conditions [35]. This has led to the increased applications of MLPs [23,49,57] and gradient-enhanced MLPs [6] for ROM-based shape optimization studies. The goal here is to construct an efficient DL-ROM based shape optimization of 3D wing with constraints.
In this article, we present an efficient and unique approach for developing data-driven ROMs for shape optimization applications. We employ convolutional neural networks (CNNs) [16] as a ROM for the higher-order computational model. CNNs have demonstrated excellent image learning capability in the commercial DL community because of the shared memory employed during the learning. The convolution (or cross-correlation) operation along the shared memory parameters endows CNNs with translational equivariance, whereby they can learn how the features of the input transform due to a translation of the input itself. Two or three-dimensional shapes can easily be pictured as pixels or voxels, respectively. Similarly, aerodynamic force coefficients, structural stresses, etc., associated with such shapes can be considered as output features of these pixels/voxels, and can thus be efficiently learned via CNNs. This is our motivation for employing CNNs as a ROM to learn the accurate mapping between the shapes and their associated features arising from various physical phenomena. A detailed discussion on how the convolution operation and translation equivariance forms strong geometric priors to enhance the learning capacity over MLPs is presented in Ref. [16].

Level-set methods can provide an implicit representation of even complex shapes on a fixed grid. Often such an implicit representation leads to a coarse-grained and robust representation of shapes which would otherwise require a very fine mesh for explicit representation [48]. This has often motivated the application of various forms of level-set representation approach for shape [1,56] and topology optimization [58,56]. Although this remains one of the reasons for the application of level-set methods for the present article, the primary reason is somewhat different. Here we employ CNNs as our DL model. CNNs require input data in the form of a uniform point cloud on a Euclidean domain. Thus, the level-set representation of shapes on a relatively coarse, uniform Cartesian grid provides input information in a form directly employable by CNNs. Such features of the level-set representation for generating CNN input data have also been successfully demonstrated in [36]. There the CNN was employed for learning the aerodynamic force coefficients obtained from Navier-Stokes simulations of two-dimensional flow around bluff-bodies [36]. Here we employ it for the first time for implicit three-dimensional shape representation on a CNN-compatible grid to develop a ROM for shape optimization applications.

In the present study, we specifically employ deep CNNs with level-set shape representations to obtain a mapping between three-dimensional wing configurations and their aerodynamic force coefficients. The FOM employed here is a low-fidelity potential flow solver, which can predict the lift and induced drag generated by the wing at low speeds. However, it could easily be replaced by higher-fidelity CFD simulations or experiments without any loss of generality, as the CNN-based mapping is completely data-driven. The FOM is employed for generating an adequate number of input and output data sets to train the deep CNN model. The CNN-based ROM is subsequently employed for non-intrusive shape optimization of a wing shape to minimize the wing’s drag coefficient, while prescribed constraints are applied on the wing lift coefficient and minimum thickness ratio.

The methodology of developing the CNN-based ROM with level-set methods, its application in the constrained optimization study, and the accuracy of the results predicted by the CNN model are discussed in the paper. We specifically demonstrate the optimization applications with gradient-based methods but the non-intrusive application enables seamless integration with other gradient-free
optimization algorithms like trust region-based methods [33] and metaheuristic algorithms [31, 10, 45, 11]. We also explore the feature space of various convolution layers of the deep CNN model to provide interpretability to the deep CNN’s learning mechanism. The computational efficiency of the present approach compared to FOM-based shape optimization is also discussed. Such application of deep CNNs with level-set methods as ROMs for shape optimization is presented here for the first time.

2 Uniqueness of the proposed reduced-order modeling approach

There has been a recent application of NNs as ROMs for shape optimization applications [6, 40]. These articles have focused on MLPs as their DL framework and have specifically employed a gradient-enhanced version of such networks. While such methods have shown good accuracy, they have been explicitly developed for gradient-based optimization algorithms, which may not be adequate in many cases [8, 52]. Another set of data-driven ROMs employed recently was based on proper orthogonal decomposition (POD) bases [59] and hyper-reduction based on POD modes [33]. While the latter method was developed for a non-intrusive application, linear projection methods like POD are less efficient for certain convection-dominated fluid mechanics problems [39].

Our proposed model order reduction approach is unique to such recent articles in the following ways:

- We employ CNNs as our DL model, which is significantly more efficient than linear projection-based model reduction approaches for even the most complex physical cases [39].
- We employ CNNs to obtain a map between shapes represented on a uniform Cartesian grid and their associated attributes. CNNs are specifically suited for such learning tasks aided by certain geometric priors. These are discussed later in the article.
- We employ level-set methods for implicit shape representation, which allows us to represent shape information on a CNN-employable grid. Furthermore, such implicit representation can be obtained on a coarser mesh with fewer parameters compared to explicit parametric representation with free-form-deformation parameters employed for three-dimensional shape optimization study [46, 14].

3 Deep learning-based model order reduction methodology

The DL-based model order reduction methodology consists of two parts, the implicit shape representation, and the development of the DL model for learning the functional relation between shapes and their associated attributes. These are explained below in detail.

3.1 CNN: a geometric DL model

In the present study, we want our DL model to successfully learn the changes in two or three-dimensional shape attributes with changes in the shapes. This requires the
DL model to satisfy certain prior geometric assumptions. CNNs can satisfy these geometric priors, resulting in their tremendous success for similar applications in the field of computer vision [28,44]. These geometric priors required for the supervised learning task are discussed below.

Let us consider a compact $d$-dimensional Euclidean domain $\Omega = [0,1]^d \subset \mathbb{R}^d$ on which square integrable functions $f \in L^2(\Omega)$ are defined. We consider a generic supervised learning environment for obtaining an unknown function $y : L^2(\Omega) \rightarrow \mathcal{Y}$ on a training set,

$$\{f_i \in L^2(\Omega) : y_i = y(f_i)\}_{i \in I}.$$  \hspace{1cm} (1)

We are interested in regression tasks, thus $\mathcal{Y} = \mathbb{R}^m$. For the proposed learning problem, the unknown function $y$ needs to satisfy the crucial prior assumptions explained below.

**Stationarity:** Our first assumption is that depending on the task, the function $y$ is either invariant or equivariant with respect to translations. Here $T_v f(x) = f(x - v)$, $x,v \in \Omega$, is defined as a translation operator acting on functions $f \in L^2(\Omega)$. When we consider translation invariance, we have $y(T_v f) = y(f)$ for any $f \in L^2(\Omega)$ and $v \in \Omega$. For translational equivariance, we have $y(T_v f) = T_v y(f)$.

**Local deformations and scale separation:** We also desire $y$ to be stable to local deformations $L_\tau$, where $\tau : \Omega \rightarrow \Omega$ is a smooth vector field, acts on $L^2(\Omega)$ as $L_\tau f(x) = f(x - \tau(x))$.

We briefly explain below how the CNN satisfies such prior assumptions during the forward propagation phase of the supervised learning algorithm. The supervised learning algorithm also includes a backpropagation phases, which ensures the CNN framework learns optimal parameters to minimize a prescribed loss function.

3.1.1 Forward propagation phase

In the present application, stationarity and stability to local translations are both leveraged in the CNN framework as follows. The CNN network consists of several convolutional layers of the form $C(f)$ which sequentially performs a set of convolution operation of the form $g = \kappa_A(f)$, a batch-normalization operation $\beta$, and a point-wise non-linearity $\xi$, acting on a $p$-dimensional input $f(x) = (f_1(x), \ldots, f_p(x))$,

$$C(f) = \xi(\beta(\kappa_A(f))).$$  \hspace{1cm} (3)

The convolution operation $\kappa_f(f)$ operates by applying a set of kernels (or filters) $\Lambda = \{\lambda_{l,l'}\}, l = 1, \ldots, p, l' = 1, \ldots, p$,

$$g_l(x) = \sum_{l'=1}^{p} (f_{l'} * \lambda_{l,l'}) (x),$$  \hspace{1cm} (4)

producing a $q$-dimensional output $g(x) = (g_1(x), \ldots, g_q(x))$, often referred to as the feature maps. Here,

$$(f_{l'} * \lambda)(x) = \int_{\Omega} f(x - x') \lambda(x') \, dx',$$  \hspace{1cm} (5)
denotes a standard convolution operation.

Batch normalization is an operation used to stabilize the training process and ensure faster training convergence. This is achieved by normalizing the output $g$ of a convolution operation by their mean $\mu$ and variance $\sigma$,

$$\beta(g) = \frac{g - \mu}{\sqrt{\sigma + \epsilon}},$$  \hspace{1cm} (6)

where $\epsilon$ is a small positive value used to improve numerical stability when $\sigma \to 0$. Further details of the batch normalization process can be obtained in Ref. [21].

Finally, we introduce nonlinearity in our learning mechanism with a leaky rectified linear unit (leakyReLU) [30]. This is performed via the nonlinear activation layer as follows,

$$\xi(x) = \max(x, \gamma x),$$  \hspace{1cm} (7)

where $\gamma$ is a scaling factor.

A CNN model composed of $K$ convolutional layers put together has a general hierarchical representation,

$$U_{\Theta}(f) = (C_{(K)} \circ \ldots \circ C_{(2)} \circ C_{(1)}),$$  \hspace{1cm} (8)

where $\Theta = \{A^{(1)}, \ldots, A^{(K)}\}$ is the set of all network parameters (all the kernel coefficients). The model is considered deep when it consists of multiple convolutional layers. For the present purpose we assume a CNN model with four convolutional layers to be deep. Further details about the CNNs and their geometric learning capability on an Euclidean domain can be obtained in Ref. [7].

The deep CNN framework employed in this study consisted of four convolutional layers is illustrated in Fig. 1. The input data is the level-set representation, $\Phi$, of the distance from the shape boundary. It is discussed next. The convolutional layers are followed by a fully connected layer to ensure a consistent dimension of the CNN output.

### 3.1.2 Backpropagation phase

The role of backpropagation is to compute the errors between the target, $y$, and the predicted output, $\hat{y}$, and update the trainable network parameters to minimize the errors. The target $y$ is obtained from the FOM for the given inputs. The errors are represented via a loss function computing mean square error over a batch size $n_b$,

$$\mathcal{L}(\hat{y}, y) = \frac{1}{2} \sum_{i=1}^{n_b} (\hat{y}_i - y_i)^2.$$  \hspace{1cm} (9)

The weights and biases of the convolutional kernels and the fully connected layer are denoted generally as $W$ and $b$ from the trainable network parameters. These are updated iteratively via the gradient descent-based optimization Adam [25]. Adam is run over several iterations to achieve convergence. To accelerate the convergence, the input dataset is divided into several mini-batches, and the loss function is evaluated for each mini-batch. The order of the mini-batches is selected randomly leading to a stochastic optimization process.
The weight (and similarly the bias) update process is shown below

\[ W^{t+1} = W^{t} - \frac{\alpha u_{t}^{t}}{\sqrt{v_{t}^{t}} + \epsilon}, \]  

(10)

where \( \alpha \) is the initial learning rate, \( u_{t}^{t} \) is an adaptive gradient of the loss with respect to the weight, and \( v_{t}^{t} \) is a moving average of the element-wise squares of the loss gradients. The superscript \( t \) denotes the iteration of the optimization process. Here, we consider \( \alpha \) as a hyperparameter that can be tuned to improve the network’s predictions. \( u_{t}^{t} \) and \( v_{t}^{t} \) are obtained as,

\[
\begin{align*}
    u_{t}^{t} &= \beta_{1} u_{t-1}^{t-1} + (1 - \beta_{1}) \frac{\partial L}{\partial W} \\
    v_{t}^{t} &= \beta_{2} v_{t-1}^{t-1} + (1 - \beta_{2}) \left( \frac{\partial L}{\partial W} \right)^{2}.
\end{align*}
\]  

(11)

The adaptive gradient \( u_{t}^{t} \) helps to reduce the oscillations of the stochastic optimizer as it converges to an optimum by reducing the step size along the path of the steepest gradient. \( v_{t}^{t} \) serves a similar purpose but instead adaptively decays the learning rate of the weight update with increasing iterations, as the optimizer converges to the optimal weights. \( \beta_{1} \) and \( \beta_{2} \) are the decay factor of the gradients and squared gradients of the loss and epsilon is a stabilizer of the numerical process for very small values of \( v_{t}^{t} \).

3.2 Level-set method for shape representation

Here we employ a level-set method to represent the three-dimensional shape on a structured three-dimensional Cartesian grid. Level-set methods are well-known for their capacity to implicitly represent even complex shapes on a coarser mesh.
compared to explicit techniques like free-form deformation variables. The computational efficiency of such coarse-grained, implicit representation has motivated their extensive application for shape and topology optimization studies [1, 58, 56].

We represent the three-dimensional shape via level-sets of the minimum Euclidean distance of any point on the level-set grid from the shape boundary. The boundary and domain inside it are represented by zero level-sets. These are formulated as follows:

\[
\Phi (x; \Gamma) = \begin{cases} 
\min \|x - x_{\Gamma}\|_2, & \forall x \in \Omega \\
0, & \forall x \in \Gamma \\
0, & \forall x \in D 
\end{cases}
\]  

where \( x \) represents the Cartesian coordinates, \( \Gamma \) represents the shape boundary, \( \Omega \) represents the domain outside the boundary, and \( D \) represents the domain inside the boundary \( \Gamma \). We show the shape boundary and the domain outside the boundary for an arbitrary ellipsoid configuration in Fig. 2 (a). The slices of the various level-set iso-surfaces for the ellipsoid configuration are presented at various locations along the \( z \)-axis in Fig. 2 (b).

Apart from the implicit shape representation, the level-set method serves another purpose for the present application. Here we intend to employ CNNs as our DL model for the supervised learning of how physical attributes associated with various shapes change with their geometry. The CNNs learn such maps on a Euclidean domain and require a point cloud of the input data on a uniform, structured grid. The level sets of distance function obtained on a uniform Cartesian grid thus provide our shape input in a form directly employable by CNNs.

4 DL-ROM-based shape optimization methodology

The DL-ROM-based shape optimization methodology can be divided into two phases. One is an optimization phase, which involves defining and updating the
design variables, and steering the search via gradients of the objective and constraints. The second phase is the DL-ROM operation phase where the level-set shape representation and CNN predictions are carried out as a “black-box” with respect to the optimization algorithm. Fig. 3 shows a schematic demonstrating the flow of information in the shape optimization process. The deep CNN model block in the ROM operation phase of Fig. 3 is a compressed representation of the CNN framework presented in Fig. 1. Interchange of information takes place at two stages, once when the design variables selected by the optimization algorithm are passed to the DL-ROM, and again when the shape attributes associated with these design variables are passed back to the optimization phase by the DL-ROM model. The DL-ROM is thus employed in a non-intrusive manner. A detailed explanation of the two phases of the complete DL-ROM-based shape optimization methodology is provided below.

![Figure 3: DL-ROM-based shape optimization framework](image)

4.1 Non-intrusive optimization phase

The shape optimization problem is formulated as,

\[
\begin{align*}
\text{minimize} & \quad \mathcal{J}(y(u), u) \\
\text{subject to} & \quad C^E(y(u), u) = 0, \\
& \quad C^I(y(u), u) \leq 0.
\end{align*}
\]

(13)

Here, \( u \) are a set of \( N \) design variables, \( u = (u_1, u_2, \ldots, u_N) \in \mathbb{R} \), which can change the three-dimensional shapes. \( y(u) \) are the attributes of the shapes thus created and are obtained directly from \( u \) via the black-box DL-ROM (Eq. 19).
during the DL-ROM operation phase, $\mathcal{J}$ is the objective function, $\mathcal{C}_E$ is the equality constraint and $\mathcal{C}_I$ is the inequality constraint. $\mathscr{V} \subset \mathbb{R}^N$ represents the $N$-dimensional parameter space of all possible combination of design variables.

Eligible solutions to this problem are the ones that satisfy all constraints and are members of feasible set $\mathbf{U}$

$$\mathbf{U} = \{ \varphi \left([u_1, \ldots, u_N]^T\right) \mid b_l \leq u \leq b_u \},$$

which contains all variable permutations $\varphi$ of $\mathbf{x}$ between their lower and upper bounds, $b_l$ and $b_u$, respectively. Thus, it contains all possible design alternatives.

The DL-ROM-based shape optimization methodology presented above is a generic formulation for non-intrusive DL-ROM applications, compatible with any generic optimization algorithm. In the present study, we employ a gradient-based algorithm to obtain our optimal configuration. The gradient of the objective function is computed as

$$\frac{d\mathcal{J}}{du} = \frac{\partial \mathcal{J}}{\partial u} + \frac{\partial \mathcal{J}}{\partial y} \frac{dy}{du},$$

where $\frac{\partial \mathcal{J}}{\partial u}$ and $\frac{dy}{du}$ are computed directly via any routine numerical differentiation scheme. The shape sensitivities of the constraints, $\frac{dc_E}{du}$ and $\frac{dc_I}{du}$, are computed numerically analogous to the shape sensitivity of the objective function. Such computation of sensitivities are termed as monolithic differentiation in the gradient-based shape optimization literature [34], and is employed when the computational model is treated as a "black-box" model.

4.2 DL-ROM operation phase

The DL-ROM operation phase is shown schematically in Fig. 3. Mathematically the DL-ROM operation during an online application can be formulated as follows. We have defined a set of design variables $\mathbf{u}$ during the optimization phase used for creating a new three-dimensional configuration, and consequently change the boundary $\Gamma$ of the shape. Thus, for optimization purpose, we can represent the boundary as:

$$\Gamma = \Gamma(\mathbf{u}).$$

For optimization application, we can substitute Eq. 16 in Eq. 12 to obtain a design variable-based level-set representation:

$$\Phi(\mathbf{x}; \Gamma(\mathbf{u})) = \begin{cases} \min \left(\|\mathbf{x} - \mathbf{x}_{\Gamma(\mathbf{u})}\|_2\right), & \forall \mathbf{x} \in \Omega \\ 0, & \forall \mathbf{x} \in \Gamma(\mathbf{u}) \\ 0, & \forall \mathbf{x} \in D \end{cases}$$

We subsequently provide $\Phi(\mathbf{x}; \Gamma(\mathbf{u}))$ as inputs to the CNN model (Eq. 8) to obtain the shape attributes $\mathbf{y}$.

$$\mathbf{y} = U\Phi(\Phi(\mathbf{x}; \Gamma(\mathbf{u}))).$$

For non-intrusive application in an optimization algorithm, the DL-ROM presented in Eq. 18 can be substituted by an abstract form:

$$\mathbf{y} = \mathcal{F}(\mathbf{u}).$$
These shape attributes $y$ are now fed back into the optimization phase for computation of the objective function and constraint values, and their sensitivities with respect to the design variables $u$ if a gradient-based optimization algorithm is employed.

5 Test problem

Here we apply our CNN-based DL-ROM for the shape optimization of a three-dimensional wing. Our objective is to minimize the induced drag of the wing $C_{D_i}(u)$, subject to certain constraints, all of which are functions of the design variables $u$. To perform a non-intrusive gradient-based shape optimization, we first begin with our offline training phase where the CNN is trained with an adequate number of wing shapes and the associated lift and drag coefficients, as the input and output data sets, respectively. Here, the level-set methods are used to obtain the CNN input data for the wing shape on a structured Cartesian grid. A potential flow solver is employed to obtain the lift and drag coefficients for the wing configurations. After the training, we perform the DL-ROM-based non-intrusive optimization with a gradient-based algorithm according to the methodology as outlined in Fig. 3. Details of each of the various operations carried out at various phases of the whole methodology are provided as follows.

5.1 Parameterization of aerodynamic shape

In the current study, the wing shape is obtained by linearly interpolating the airfoils at the four sections along the span. These include the wing root and the tip sections and two other equally spaced intermediate sections. The airfoil shapes are formed by combining two Ferguson splines, one each for the top and bottom surfaces [50,51]. Ferguson airfoils facilitate a relatively simple parameterization of the wing shape and yet enable the generation of a range of subsonic airfoils. Each of the wing sectional airfoils can be defined by eight shape variables. Amongst these, six variables satisfy the tangency and airfoil wedge angle constraints [50,51], while the seventh and eighth variables define the sectional twist and airfoil chord, respectively. Thus, the four sections combine to form thirty-two design variables. The thirty-third and final design variable of the design variable set $u$ is the angle of incidence of the whole wing.

5.2 Aerodynamic analysis

The aerodynamic analysis for all three-dimensional wing configurations was conducted using linear lifting line theory (LLT) to provide a relatively quick generation of training data. We will consider low-speed flow, attached flow conditions, and unswept, large aspect-ratio wing configurations. Under such conditions, lifting line theory can provide a fairly accurate solution for the induced drag, $C_{D_i}$. Furthermore, most wing configurations selected here will be relatively thin. Under such conditions, the induced drag is the major contributor to the total drag on a wing. Thus, LLT can be considered an acceptable numerical solver to obtain the
CNN training data. The lift and induced drag coefficients were computed using 20 points evaluated along the half span and 20 even-numbered Fourier coefficients. The sectional aerodynamic properties used in the LLT analysis were acquired via panel method solutions. 200 panels along the combined upper and lower surfaces provided reasonable convergence of the sectional potential flow solutions. The theory of the well-known LLT and panel method techniques are not provided here for brevity. Detailed information can be found in Ref. [2].

It is important to note that the DL-ROM is completely data-driven. Thus, the CNN application methodology will not be affected if higher fidelity CFD or experimental data were augmented to the training data set. Thus, we can use the present data generation approach to demonstrate the model reduction capabilities of the CNN without any loss of generality.

5.3 Level-set wing representation as CNN input

As explained earlier the level-sets of the distance function are computed on a three-dimensional Cartesian grid to be provided as input data to the CNN. Thus, the level-sets provide a discrete three-dimensional representation $\Phi \in \mathbb{R}^{m \times n \times p}$, where $m$, $n$ and $p$ represent the discretization dimensions in the $x$, $y$ and $z$ directions. As shown earlier in Eq. 17, the level-sets provide the Euclidean distance to the level-set grid point from the nearest point on the wing boundary, for all points external to the boundary.

The discrete wing distance level-set are computed on the bounded domain $\Omega$, $\Omega(x, y, z) \in \{[-1, 3] \times [0, 2] \times [-0.5, 0.5]\}$, (20) along the $x$, $y$, and $z$ directions, respectively. Following aerodynamic conventions, these represent the chord-wise, span-wise, and transverse directions. For the present test problem, we have $m = 48$, $n = 16$ and $p = 32$. Higher resolutions are chosen for the $x$ and $z$ directions because of the more pronounced variability in the geometry along these axes. In the $y$ direction, most of the axial variability in geometry comes from gradual changes in thickness and chord, and so the computational cost related to input size may be reduced without significant losses in model fidelity. In addition, the wing surface $\Gamma$ is discretized using 50 chord-wise reference points (for each the top and bottom surface) and 50 span-wise reference points for computation of the Euclidean distance from the surface. This wing surface definition is independent of the wing level-set grid resolution.

5.4 Wing shape optimization problem

Our objective is to minimize the induced drag coefficient $C_{D_i}$ subject to constraints on the design lift coefficient $C_{L}$, and the wing’s minimum thickness to chord ratio, $t_c$, by changing the wing’s shape design variables $u$. Thus, referring to the general non-intrusive shape optimization formulation presented in Eq. 13, for the present case

$$J = C_{D_i}(u)$$

$$C_T(1) = t_c^* - \max (t_c(u))$$

$$C_T(2) = |C_L^* - C_L(u)| - \epsilon.$$ (21)
It is worth mentioning that there are no equality constraints for the present case of wing shape optimization.

The first constraint is applied on thickness to chord ratio \( t_c \) to ensure that its maximum value amongst all sections of the wing satisfies the minimum thickness to chord ratio, \( t_c^* \). It is employed to obtain realistic manufacturing sizes and also indirectly ensure that the wing sections will be able to satisfy the stress requirements of a post-optimization structural analysis. The second constraint is applied on the lift coefficient \( C_L \) to ensure that it lies within a tolerance level, \( \epsilon \), of the design lift-coefficient \( C_L^* \). This ensures that the designs meet the required level-flight design lift conditions. For our study, the minimum thickness to chord ratio \( t_c^* \) is selected as 8\% and the design lift-coefficient \( C_L^* = 0.42 \). We generally select the tolerance \( \epsilon = 0.05C_L \).

6 Results

We first obtain our training data sets via FOM computations. These data are used for training, validation and testing our deep CNN model. We then analyze the feature space of the various composite convolutional layers of our deep CNN framework to provide interpretability to the learning mechanism of CNN. We subsequently employ our CNN-based DL-ROM with the level-set shape representation for online applications with a gradient-based optimization algorithm. Each of these processes is detailed below.

6.1 CNN training data generation

To obtain the CNN training data sets, the level-set of the inputs must be first generated for a wide range of wing shape variables. The bounds for Ferguson airfoil geometry variables were selected as per the recommendations of Sobester and Forrester [51]. The lower and upper bounds of the wing’s incident angle of attack were selected as -3 and 10 degrees, respectively. This ensures a sufficiently wide range of lift and coefficient values for the CNN to accurately learn the forward map from the geometry parameters to the geometry features.

A Latin Hypercube (LH) sampling of the thirty-three dimension design variable space was performed to generate 17,500 wing configurations. Amongst them 15,000 were selected for the training set, 1,500 designs were selected for the validation set, and the remaining 1,000 designs were selected for the test set. The training, validation and test sets were also selected randomly from the total data sets. Furthermore, the mean and variance of each individual data set were inspected to ensure that they represent similar random distributions. The LLT was employed to obtain the \( C_L \) and \( C_D \) for all these designs and the distance function level sets were also computed. The distance function level-sets and the aerodynamic force coefficients are the input and output data sets for the CNN, respectively.

6.2 Training, validation and testing of the CNN

The CNN was trained on a single NVIDIA V100 Tensor Core GPU. Matlab’s deep learning toolbox [53] was employed to develop and train the CNN architecture.
Separate CNN models were employed for predicting $C_L$ and $C_{D_i}$. The training convergence for both the $C_L$ and $C_{D_i}$ CNNs are presented in Fig. 4. It is observed that over four orders of mini-batch loss could be reduced by training the CNN for 60,000 iterations. The figure also shows that after about 50,000 iterations the reduction of the mini-batch loss is gradual. Thus, satisfactory convergence of the CNN model can be expected after 60,000 iterations.

![Fig. 4: Training convergence of CNN: $C_L$ and $C_{D_i}$](image)

The CNN predictions for the training and validation sets are presented in Figs. 5 (a) and (b), for $C_L$ and $C_{D_i}$, respectively. For the lift coefficient, the training and validation predictions had $R^2 = 0.99$ and $R^2 = 0.98$, respectively. For the induced drag coefficients, the CNN predictions for the training and validation sets were $R^2 = 0.984$ and $R^2 = 0.975$, respectively.

Several of the hyperparameters of the CNN model were tuned to obtain satisfactory training convergence and accurate generalization over the validation set, with the fastest possible training time. These include the number of convolutional layers, the size of the convolutional kernels $\delta$, and the number of convolutional kernels $n_k$. These hyperparameters mainly affect the CNN model size and generalizable capacity. The other hyperparameters include the initial training rate, decay of the training rate, and total training iterations. These hyperparameters affect the training convergence. We only show the sensitivity of the CNN models to a few of the key hyperparameters here for brevity.
First, we discuss the effect of the CNN model size (or the number of trainable parameters) on its predictive capability. We fix the number of convolutional layers as 4 and the kernel size δ in each layer. Thus, the CNN model size depends on the total number of kernels. The total number of kernels in the deep CNN model is varied by changing the number of kernels in each layer, n_k. It can be observed from Fig. 6 that on increasing the total number of kernels, the CNN’s training and validation prediction accuracy kept improving, for both the \( C_L \) and \( C_D \), as indicated by their \( R^2 \) values. Validation and training prediction accuracy increased proportionally indicating that satisfactory training on 15,000 training sets usually assures reasonably generalizable prediction capability for other designs in the same parameter space. The network with 50 total kernels was selected as the optimal one. Further increasing the number of parameters to 56 resulted in a 30% higher training cost but a very small improvement in the prediction accuracy. The \( n_k \) for each layer of the various CNN models presented in Fig. 6, is provided in Table 1. The model size for each of these CNN models is indicated by the total trainable parameters. The model size increases proportionally with the total number of kernels.

---

**Fig. 5:** CNN predictions for \( C_L \) and \( C_D \)

**Fig. 6:** Sensitivity of training and validation accuracy to total number of kernels
Table 1: $n_k$ distribution in each layer of the CNN models

| Total number of kernels | Kernel distribution | Total trainable parameters |
|-------------------------|---------------------|---------------------------|
| 22                      | 4, 5, 6, 7          | 7829                      |
| 28                      | 4, 6, 8, 10         | 21365                     |
| 43                      | 5, 9, 13, 16        | 86973                     |
| 46                      | 5, 10, 14, 17       | 110646                    |
| 50                      | 5, 10, 15, 20       | 139451                    |
| 56                      | 6, 11, 16, 21       | 206164                    |

The initial learning and the learning rate decay were also tuned to enable maximum training and validation accuracy with minimum possible training cost. Initial studies suggested 60,000 iterations to suffice. Thus, we select several initial learning rates $\alpha_i$ and adjusted our linear learning rate decay rate per iteration to reach the same final learning rate after 60,000 iterations. The results presented in Fig. 7 indicate that starting with $\alpha_i = 0.00025$ is optimal. Training with a higher initial rate leads to higher oscillations in the stochastic gradient descent and lower convergence. On the other hand, a slower initial learning rate leads to a slow convergence rate by the time 60,000 iterations have been completed. The $C_L$ and $C_{D_i}$ predicting networks with optimal hyperparameters were used subsequently for the optimization. The complete list of hyperparameters of the optimal network is shown below in Table 2. The kernel size and the number of kernels in each layer of the CNN model are shown.

![Fig. 7: Sensitivity of training and validation accuracy to $\alpha_i$](image)

We finally test our CNN on the test data set. The test data set will also serve as the initial starting designs for the subsequent gradient-based optimization study. The results presented in Fig. 8 (a) and (b) show the test predictions of the optimally tuned CNN network for the $C_L$ and $C_{D_i}$, respectively. The lift coefficient predictions show reasonable agreement with the ground truth results. The drag predictions show excellent agreement at low drag values and deviations from the true values are only observed for a few outliers at high values of the induced drag coefficient. Such high induced drag values will rarely be encountered when we
Table 2: Hyperparameters of the optimally tuned CNN model

| Hyperparameters         | Values          |
|------------------------|-----------------|
| Kernel size ($\delta$) | 4, 3, 3, 3      |
| Number of kernels ($n_k$) | 5, 10, 15, 20  |
| Initial learning rate ($\alpha_i$) | 2.5e-4 |
| Learn rate decay factor | 0.999          |
| Learn rate decay period | 1 epoch        |
| Epochs                 | 3000           |
| Batch size             | 750            |

optimize our designs to reduce induced drag and thus can be safely neglected for the present study. The predicted $C_L$ and $C_{D_i}$ have $R^2 = 0.945$ and $R^2 = 0.95$, respectively.

![CNN test predictions for $C_L$ and $C_{D_i}$](image)

Fig. 8: CNN test predictions for $C_L$ and $C_{D_i}$

6.3 Deep CNN feature space exploration

We have shown earlier that the CNN can learn a functional relation between the shapes and their aerodynamic force coefficients. Here we will explore the feature maps of various convolutional layer kernels to interpret the learning mechanism facilitated by the hierarchical structure of the deep CNN. We first present a representative wing and its corresponding level-sets in Figs. 9 (a) and (b), respectively. These will be used for generating the deep CNN feature maps.

We first explore the feature maps of the first convolutional layer of the network. Figs. 10 (a), (b) and (c) present the feature maps of the first, second and third kernels, respectively. Various slices of the feature maps are presented along the $y$ axis of feature maps to show how they vary along the $y$-axis. Each slice shows the behavior of the feature maps along the $x-z$ plane at a specific $y$ value. Fig. 10 (a) indicates that the first kernel focuses on the feature maps of the wing level-set (Fig. 9 (b)) lying near the upper limit of the $z$ axis. However, the weights for
these kernel feature maps increase as we move upward along the $y$ axis. The second kernel (Fig. 10 (b)) focuses on the input features lying near the center of the $x-z$ plane. The feature maps are almost constant along the $y$-axis. The third kernel (Fig. 10 (c)) also focuses on the features near the center of the $x-z$ plane but more towards the lower limit of the $y$ axis (the root of the wing). The kernel feature maps presented here are analogous to three-dimensional modes learned by the first convolutional layer as a result of the decomposition of input level-set features into these kernels. However, unlike linear projection methods like POD, these CNN kernel feature maps are not orthogonal in nature and decomposed via a nonlinear process.

Similar to the first convolutional layer, we also investigate the features maps of various kernel outputs of the third convolutional layer. We specifically present the features of the 2nd, 7th and 14th kernel outputs of the third convolutional layer in Figs. 11 (a), (b) and (c), respectively. The 2nd kernel output shows a feature map whose $x-z$ features vary non-uniformly along the $y$-axis. The feature map (Fig. 11 (a)) focuses on the features near the center of the $x-z$ plane for lower values of $y$. It shows a uniform behavior along the $x-z$ plane near the middle of the $y$-axis and again shows higher weights near the center of the $x-z$ plane with a further increase in $y$. Finally, near the upper limit of the $y$ axis, the feature map weights along the $x-z$ plane progressively increase away from the center. For the 7th kernel, the feature maps (Fig. 11 (b)) focus specifically on the features close to the center of the $x-z$ and such output features show the highest weights near the lower limit of the $y$ axis. The $x-z$ features show lower concentration near the center as we move up along the $y$ axis. The 14th kernel output features (Fig. 11 (c)) focus on a specific set of level-set isocurves lying midway between the center and the outer limit of the $x-z$ plane. The features remain almost constant along the $y$ axis.

Overall, we observe a hierarchy in the feature maps of the kernels depending on which layer they are located in. The feature maps of kernels in the outer layers learn global features. Whereas, the kernel feature maps in the deeper layers capture the more localized features showing widely varying distribution along the various axes. This hierarchy follows the hierarchical structure of the deep CNN as there
are 15 kernels in the third, 10 kernels in the second layer, and 5 in the first layer. Thus, the nonlinear decomposition of the 10 kernel outputs of the second convolutional layer outputs into the 15 kernel features of the third layer is a far more complex phenomenon compared to a decomposition of the input level-sets to the 5 kernel feature maps of the first convolutional layer. The deep CNN model is a compositional representation of all the kernels. Thus, the widely varying kernel feature maps capturing shape information from global to local scales, provide stability to the composite deep CNN map against shape deformations occurring at various scales. Such geometric assumptions of the deep CNN framework were abstractly represented earlier. Here we provide physical interpretation by exploring the kernel feature maps of the various convolutional layers.

6.4 Gradient-based optimization results

We perform our gradient-based optimization by starting with several different initial design points. Such design space exploration is performed by assuming the possibility for the objective function to show non-convex behavior in the thirty-three dimensional design space. Hence 50 initial designs are selected randomly from the test set presented earlier and the DL-ROM-based optimization was performed for each of them. The constrained gradient-based optimization problem is solved
via Sequential Quadratic Programming (SQP) algorithm from Matlab’s `fmincon` function [54]. The optimization could not converge to a feasible design for certain initial designs. However, for all the others a feasible design could be obtained at the end of the optimization process. These are presented in Fig. 12. As previously suspected, the final objective values of the feasible designs vary widely indicating the non-convex nature of the objective function. For the feasible designs shown in Fig. 12, the objective functions are obtained with $R^2 = 0.94$ compared to their counterparts computed with the FOM. This demonstrates the accuracy of the CNN-based DL-ROM during the optimization process.

Since we have employed a gradient-based optimization, each converged feasible design in Fig. 12 can be considered as a local optimum. From these local optima we select three designs, 1, 2 and 3 (marked with circles in Fig. 12), for further inspection. Design 1 has an objective of $C_{D_1} = 0.0066$, which is the minimum amongst all the feasible designs obtained. Therefore, it can be considered the best design obtained from the optimization. Design 2 has $C_{D_2} = 0.0072$ and design 3 has $C_{D_3} = 0.0076$. These are considered as two representative feasible designs obtained from the optimization process, having an objective value close to the best design obtained. The gradient-based optimization history for designs 1, 2 and 3 are presented in Fig. 13. Intermediate objective values are only shown for those iterations where the designs have satisfied all the constraints. We can see that for design 1, only the initial design did not satisfy all the constraints. However,
for design 3, the feasible designs could be obtained only after the fifth iteration. This shows that the DL-ROM-based constrained optimization process is capable of starting from arbitrary, infeasible designs and converging to feasible local minima for most cases.

To further illustrate the effects of the optimization, we investigate the differences between the initial and optimized wing configurations for one of the representative designs, design 2. For the comparison of the wing shapes, the wing sections for the initial and optimized configuration are obtained at four different locations along the span: the root, 33%, and 67% of the span, and the wingtip. These are shown in Figs. 14, 15, 16 and 17, respectively. We can observe that the optimization process significantly changed the wing’s thickness distribution along the span. The thickness at the wing root increased, especially on the upper surface (Fig. 14). A significant increase in the wing section thickness is also observed at 33% of the span (Fig. 15). A small increase in the wing sectional thickness at 70-80% of the chord length on the lower surface is observed (Fig. 16) at 67% of the span. The inset showing a magnification is provided to illustrate this. No notable changes were observed at the wing root section. Apart from these changes in the wing sectional thickness, the wing’s incident angle of attack also changed from 5.8 degrees to 4.9 degrees due to the optimization process. These changes first ensured that the wing satisfies the thickness and the $C_L$ constraints as shown in Fig. 13, and then the induced drag reached a local minimum.

The lifting line theory can be theoretically employed to show that for minimum induced drag for a specific configuration, the required lift distribution for
Fig. 13: Convergence history of gradient-based optimization for a 3D wing problem

Fig. 14: Comparison of initial and optimized design 2 wing sections: root

The wing should be elliptic in nature. Thus, such lift distribution is an indicator of the theoretical optimality of the configuration. We calculate the wing lift distribution for the initial and final configurations for design 2 to compare the effects of the DL-ROM-based optimization. The computed lift distribution compared to an elliptic lift distribution is shown in Figs. 18 (a) and (b), for the initial and optimized designs, respectively. We can see that the initial design 2 not only violates certain constraints, but its lift distribution is far away from the optimal elliptic distribution, especially at the wing root. For the final design obtained via the DL-ROM-based optimization, the lift distribution does not exactly match the
elliptic lift distribution but is much closer to it as a result of the optimization. To further understand the source of this difference in the optimized lift distribution, we perform a similar comparison for the optimized design 1. Since the optimized design 1 has a lower $C_D$, than optimized design 2, we can expect a better match
with the theoretical prediction for a global optimum. Fig 19 shows that the lift distribution of the optimized design 1 matches the elliptic lift distribution almost exactly near the wingtip. Some small differences are observed near the wing root. Overall, it follows the theoretically predicted optimum much better than design 2. This shows that DL-ROM-based optimization can provide physically consistent results over a range of design values.

Fig. 18: $C_L$ distribution of design 2

Fig. 19: Optimized $C_L$ distribution of design 1

The small differences between the theoretical and actual optimized solutions for design 1 could be a consequence of several factors. It could arise from the assumptions considered in the development of the DL-ROM ranging from implicit shape approximation via level-sets to the FOM approximation via CNNs. However, it is also possible that the exploration of the design space with gradient-based optimization could not lead to the true global minimum. Thus, future shape optimization research would consider the application of metaheuristic global optimization algorithms [45] or a multi-fidelity analysis with trust region-based algorithm [33], both of which offer more robustness than gradient-based methods.
6.5 Computational efficiency

The total cost of training the CNN model was about 11 hours on a single NVIDIA v100 Tensor Core GPU. The prediction phase for the CNN model includes the generation of the distance function from the airfoil shape parameters and subsequent CNN-based computation. This requires approximately 30 CPU seconds. The SQP-based gradient optimization with the CNN-based DL-ROM required roughly 500 CPU seconds on average. Since the CNN-based optimization is a completely data-driven process, its total computation time is independent of the fidelity of the computational solver or the experimental process employed. The reported computational time associated with two-dimensional RANS-based optimization [6] and direct numerical simulations of two-dimensional Navier-Stokes equations [37] indicate that the DL-ROM can provide significant computational efficiency during online applications even for two-dimensional cases. For the three-dimensional cases shown here, the reduction in computational time can be expected to increase many folds, especially as the number of design points increases.

7 Conclusions

In this paper, we presented a novel deep learning-based model order reduction methodology for shape optimization applications via a deep convolutional neural network (CNN) and a level-set shape representation. The CNN provides a nonlinear mapping between the shapes and their associated features while conserving the equivariance of these features to the shape translations. Such a mapping can be achieved via the CNN with sufficient accuracy but at an improved computational efficiency compared to high-fidelity full-order models. To provide an implicit representation of complex three-dimensional shapes on a uniform structured grid, level-set methods were employed. The level-set representation not only enables the generic application of CNN models but also provides coarse-graining when the explicit representation of the shapes requires many parameters and is not computationally efficient for optimization applications.

To show the efficacy of our proposed DL-ROM-based optimization methodology, we considered the problem of minimizing the induced drag of a wing in three-dimensional potential flow. We illustrated satisfactory training, validation and test performance of our deep CNN model by optimal hyperparameter tuning. We also showed a reasonably accurate comparison between the aerodynamic coefficient of our optimized solutions to those obtained from the potential flow solver used for generating the three-dimensional training data sets. Furthermore, we explored the physically consistent nature of our DL-ROM-based optimization by demonstrating a close match between the optimal design lift distribution obtained via the DL-ROM to the elliptic lift distribution predicted for a theoretical optimum. We also provided interpretability to the learning mechanism of the deep CNN model by exploring the kernel feature maps of the various convolutional layers of our deep CNN model.

The proposed deep learning-based ROM can be applied non-intrusively during optimization, thus enabling seamless integration to general purpose gradient-based or metaheuristic optimization algorithms. The CNN-based shape optimization algorithm demonstrates computational efficiency during online optimization applica-
tions and promises a tractable solution for performing shape optimization for any general three-dimensional shape optimization problem. In the future, we plan to employ the DL-ROM-based optimization methodology to more physically complex and larger-scale problems, where training data will be obtained from high-fidelity computational solvers or experiments. We also plan to integrate our deep learning-based ROM as part of a multi-fidelity analysis model in the future with various gradient-free optimization techniques.
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