Abstract

In this work we formulate and formally characterize group fairness as a multi-objective optimization problem, where each sensitive group risk is a separate objective. We propose a fairness criterion where a classifier achieves minimax risk and is Pareto-efficient w.r.t. all groups, avoiding unnecessary harm, and can lead to the best zero-gap model if policy dictates so. We provide a simple optimization algorithm compatible with deep neural networks to satisfy these constraints. Since our method does not require test-time access to sensitive attributes, it can be applied to reduce worst-case classification errors between outcomes in unbalanced classification problems. We test the proposed methodology on real case-studies of predicting income, ICU patient mortality, skin lesions classification, and assessing credit risk, demonstrating how our framework compares favorably to other approaches.

1. Introduction

Machine learning algorithms play an important role in decision making in society. When these are used to make high-impact decisions such as hiring, credit-lending, predicting mortality for intensive care unit patients, or classifying skin lesions, it is paramount to guarantee that the prediction is both accurate and unbiased with respect to sensitive attributes such as gender or ethnicity. A model that is trained naively may not have these properties by default; see, for example (Barocas & Selbst, 2016).

In these critical applications, it is desirable to impose some fairness criteria. Some well-known definitions of group fairness in the machine learning literature attempt to make algorithms whose predictions are independent of the sensitive attribute given the objective’s ground truth (e.g., Equality of Odds, Equality of Opportunity, (Hardt et al., 2016; Woodworth et al., 2017)). Notions of Individual Fairness have also been proposed (Dwork et al., 2012; Joseph et al., 2016; Zemel et al., 2013). These can be appropriate in many scenarios, but in domains where quality of service is paramount, such as healthcare, we argue that it is necessary to strive for models that are as close to fair as possible without introducing unnecessary harm (Ustun et al., 2019). Additionally, a model satisfying these characteristics can be post-processed to introduce a controlled performance degradation that results in a perfectly fair, albeit harmful classifier. This is a decision beyond algorithmic design and is left to the policy-maker, but machine-learning should inform fairness policy and provide the necessary tools to implement it.

Here we focus on group fairness in terms of predictive risk disparities, a metric that has been explored in recent works such as (Calders & Verwer, 2010; Dwork et al., 2012; Feldman et al., 2015; Chen et al., 2018; Ustun et al., 2019). We formulate fairness as a Multi-Objective Optimization Problem and use Pareto optimality (Mas-Colell et al., 1995) to define the set of all efficient classifiers, meaning that the increase in predictive risk on one group is due to a decrease in the risk of another (no unnecessary harm). We consider problems where target labels available for training are trustworthy (not affected by discrimination), and tackle fairness as a minimax problem where the goal is to find the classifier with the smallest maximum group risk among all efficient models. As a design choice, this implies that a system’s risk is as good as its worst group performance, but we do not enforce zero risk disparity if the disadvantaged groups do not benefit directly. When perfect fairness is achievable, this reduces to finding the efficient classifier in our hypothesis class that has the same risks among all groups. Our approach differs from post-hoc correction methods like the ones proposed in (Hardt et al., 2016; Woodworth et al., 2017), where zero-disparity is enforced by design, and test-time access to sensitive attributes is needed. Since our proposed methodology does not require the latter, and is not restricted to binary sensitive and target variables, it can also be used to reduce worst-case classification error between outcomes in imbalanced classification scenarios.
Main Contributions. We formulate group fairness as a Multi-Objective Optimization Problem (MOOP), where each objective function is the sensitive group conditional risk of the model. We formalize no unnecessary harm fairness using Pareto optimality (Mas-Colell et al., 1995); and characterize the space of Pareto-efficient classifiers for convex models and risk functions, which include deep neural networks (DNNs) and standard classifier losses. We show that all efficient classifiers under these conditions can be recovered with a simple modification of the overall risk function. We introduce and discuss minimax Pareto fairness (MMPF), where we select the efficient classifier with the smallest worst group conditional risk, and provide a simple and efficient algorithm to recover this classifier using standard (Stochastic) Gradient Descent on top of an adaptive loss. Critical to numerous applications in fairness and privacy, the proposed methodology does not require test-time access to the sensitive attributes. We also show that if the policy mandate is to obtain a zero-gap classifier, we can add harmful post-hoc corrections to the MMPF model, which ensures the lowest risk levels across all groups under certain conditions. In addition to this, we demonstrate how our methodology performs on real tasks such as inferring income status in the Adult dataset (Dua & Graff, 2017a), predicting ICU mortality rates in the MIMIC-III dataset from hospital notes (Johnson et al., 2016), classifying skin lesions in the HAM10000 dataset (Tschandl et al., 2018), and assessing credit risk on the German Credit dataset (Dua & Graff, 2017b). Finally, since our methodology does not require access test-time sensitive attributes, it can be used to reduce worst-case classification error between outcomes in unbalanced classification problems. Code is available at github.com/natalialmg/MMPF.

2. Related Work
There is a growing body of work on group fairness in machine learning. Following (Friedler et al., 2019), we empirically compare our methodology against the works of (Feldman et al., 2015; Kamishima et al., 2012; Zafar et al., 2015). Our method shares conceptual similarities with (Zafar et al., 2017; Woodworth et al., 2017; Agarwal et al., 2018; Oneto et al., 2019), but differs on the fairness objective and how it is adapted to work with standard neural networks. Although optimality is often discussed in the fairness literature, it is usually in the context of error-unfairness tradeoffs (Kearns & Roth, 2019; Kearns et al., 2017), and not between sensitive groups as studied here. The conflict between perfect fairness and optimality has been previously studied in (Kaplow & Shavell, 1999), we acknowledge this impossibility and formally characterize what is achievable in the context of machine learning and classification.

The work presented in (Hashimoto et al., 2018) discusses decoupled classifiers (one per sensitive group) as a way of minimizing group-risk disparity, but simultaneously cautions against this methodology when presented with insufficiently large datasets. The works of (Chen et al., 2018; Ustun et al., 2019) also empirically report the disadvantages of decoupled classifiers as a way to mitigate risk disparity. Here we argue for the use of a single classifier since it does not require access to sensitive group membership during test time, and might allow transfer learning between diverse groups when possible. If access to group membership during test time is available, this can be naturally incorporated as part of our observation features; with a sufficiently rich hypothesis set, this is equivalent to training separate classifiers, with the added benefit of positive transfer on samples from groups share optimal decision boundaries (Ustun et al., 2019; Wang et al., 2020).

The work of (Chen et al., 2018) uses the unified bias-variance decomposition advanced in (Domingos, 2000) to identify that noise levels across different sub-populations may differ, making perfect fairness parity impossible without explicitly degrading performance on one group. Their methodology attempts to bridge the disparity gap by collecting additional samples from high-risk sub-populations. Here we modify the classifier loss to improve worst-case group performance without inducing unnecessary harm, which could be considered synergistic with their methodology.

3. Minimax Pareto Fairness: Formulation and Basic Properties
Consider we have access to a dataset \( D = \{(x_i, y_i, a_i)\}_{i=1}^n \) containing \( n \) independent triplet samples drawn from a joint distribution \( (x_i, y_i, a_i) \sim P(X, Y, A) \), where \( x_i \in X \) are our input features (e.g., images, tabular data), \( y_i \in Y \) is our target variable, and \( a_i \in A \) indicates group membership or sensitive status (e.g., ethnicity, gender); our input features \( X \) may or may not explicitly contain \( A \), meaning sensitive attributes need not be available at deployment.

Let \( h \in \mathcal{H} \) be a classifier from a hypothesis class \( \mathcal{H} \) trained to infer \( y \) from \( x, h : X \rightarrow [0,1]^{|\mathcal{Y}|} \). We use \( \delta^Y \in \{0,1\}^{|\mathcal{Y}|} : \delta_i^Y = 1\{Y = y_i\}, i = 1,\ldots,|\mathcal{Y}| \), to denote the one-hot representation of \( Y \). Given a loss function \( \ell : [0,1]^{|\mathcal{Y}|} \times [0,1]^{|\mathcal{Y}|} \rightarrow \mathbb{R}^+ \) the group-specific risk of classifier \( h \) on group \( a \) is \( r_a(h) = E_{X,Y|A=a}[\ell(h(X), \delta_Y)] \). We approach fairness as a Multi-Objective Optimization Problem (MOOP), where the classifier \( h \) is our decision variable, the group-specific risks \( \{r_a(h)\}_{a=1}^{|A|} \) are our objective functions, and they conform a risk vector \( r(h) = \{r_a(h)\}_{a=1}^{|A|} \).

The MOOP can be stated as

\[
\min_{h \in \mathcal{H}} (r_1(h), r_2(h), \ldots, r_{|A|}(h)).
\] (1)

We use dominance (Miettinen, 2008) to define optimality for a MOOP, namely, Pareto optimality, the definitions are given below. We later formally characterize the space of
optimal multi-objective classifiers $h$ for well-known losses, and argue a fairness criteria where a fair classifier is both Pareto optimal and has the smallest maximum group risk. Lemmas and theorems are stated without proof throughout the main text, proofs are provided in Section A.1.

**Definition 3.1.** Dominant vector: A vector $r' \in \mathbb{R}^k$ is said to dominate $r \in \mathbb{R}^k$, noted as $r' \prec r$, if $r'_i \leq r_i, \forall i = 1, \ldots, k$ and $\exists j : r'_j < r_j$ (i.e., strict inequality on at least one component). Likewise, we denote $r' \preceq r$ if $r \not\preceq r'$

**Definition 3.2.** Dominant classifier: Given a set of group-specific risk functions $r(h)$, a classifier $h'$ is said to dominate $h''$, noted as $h' \prec h''$, if $r(h') \prec r(h'')$. Similarly, we denote $h' \preceq h''$ if $r(h') \preceq r(h'')$.

**Definition 3.3.** Pareto front and Pareto optimality: Given a family of classifiers $\mathcal{H}$, and a set of group-specific risk functions $r(h)$, the set of Pareto front classifiers is $\mathcal{P}_{\mathcal{A}, \mathcal{H}} = \{ h \in \mathcal{H} : \exists h' \in \mathcal{H}[h' \prec h] = \{ h \in \mathcal{H} : h \preceq h' \forall h' \in \mathcal{H} \}$. The corresponding achievable risks are denoted as $\mathcal{R}_{\mathcal{A}, \mathcal{H}} = \{ r \in \mathbb{R}^{+|\mathcal{A}|} : \exists h \in \mathcal{P}_{\mathcal{A}, \mathcal{H}}, r = r(h) \}$. A classifier $h$ is a Pareto optimal solution to the MOOP in Eq.(1) iff $h \in \mathcal{P}_{\mathcal{A}, \mathcal{H}}$.

**No unnecessary harm fairness.** The Pareto front defines the best achievable trade-offs between population risks $r_a(h)$. This is already suited for classification and regression tasks where the sensitive attributes are categorical. Constraining the classifier to be in the Pareto front disallows laziness, there exists no other classifier in the hypothesis class $\mathcal{H}$ that is at least as good on at least group-specific risks and strictly better in one of them. In this sense, we say that a classifier in the Pareto front does no unnecessary harm.

Literature on fairness has focused on putting constraints on the norm of discrimination gaps (Zafar et al., 2017; 2015; Creager et al., 2019; Woodworth et al., 2017). Here we focus on minimizing the risk on the worst performing group (Definition 3.4), these two criteria often yield similar results, and can be shown to be identical for Pareto optimal classifiers when $|\mathcal{A}| = 2$. For more than 2 sensitive groups, there may be situations where minimum risk discrepancy leads to higher minimax risk (e.g., a classifier that increases both the minimum and maximum risk but decreases their gap is still optimal if a third group sees their risk diminished). Constraining solutions to be Pareto optimal and minimizing the maximum risk preserves the overall idea of reducing risk disparities while avoiding some potentially undesirable tradeoffs. We formalize this next:

**Definition 3.4.** Minimax Pareto fair classifier and Minimax Pareto fair vector: A classifier $h^*$ is a Minimax Pareto fair classifier if it minimizes the worst group-specific risk among all Pareto front classifiers, $h^* \in \arg \min_{h \in \mathcal{P}_{\mathcal{A}, \mathcal{H}}} \max_{a \in \mathcal{A}} r_a(h) = \arg \min_{h \in \mathcal{P}_{\mathcal{A}, \mathcal{H}}} \| r(h) \|_\infty$, with corresponding Minimax Pareto-fair risk vector $r^* = r(h^*)$.

An important consequence of this formulation is that when the hypothesis class $\mathcal{H}$ contains a classifier that is both Pareto optimal and has zero risk disparity, this classifier is also Minimax Pareto fair.

**Lemma 3.1.** If $\exists h^* \in \mathcal{P}_{\mathcal{A}, \mathcal{H}} : r_a(h^*) = r_a'(h^*), \forall a, a' \in \mathcal{A}$ then $r(h^*) = \arg \min_{r \in \mathcal{P}_{\mathcal{A}, \mathcal{H}}} \| r \|_\infty$.

Even when perfect equality of risk is desirable, Pareto classifiers still serve as useful intermediaries. To this end, Lemma 3.2, shows that any classifier in $\mathcal{H}$ that attains equality of risk has worse performance on all groups than the Minimax Pareto fair classifier. Furthermore, we can post-process the Pareto fair classifier to be perfectly fair by increasing risk on over-performing groups, this procedure is still no worse than obtaining an equal risk classifier in our hypothesis class.

**Lemma 3.2.** Let $h_{ER} \in \mathcal{H}$ be an equal risk classifier such that $r_a(h_{ER}) = r_a'(h_{ER}) \forall a, a'$, and let $h^*$ be the Pareto fair classifier. Additionally, define the Pareto fair post-processed equal risk classifier $h_{ER}^* : r_a(h_{ER}^*) = \| r(h^*) \|_\infty \forall a \in \mathcal{A}$, then we have

$$r_a(h_{ER}^*) \geq r_a(h_{ER}) \geq r_a(h^*) \forall a \in \mathcal{A}.$$ 

We provide a fair optimal classifier that improves the worst group risk. It also serves as an intermediate step to get perfect fairness; the decision between the two is left to the policymaker. To exemplify these notions graphically, Figure 1 shows a scenario with binary sensitive attributes where none of the Pareto classifiers achieve equality of risk. Here the noise level differs between groups, and the Pareto fair risk $r^*$ is not achieved by either a Naive classifier (minimizes expected global risk), or a classifier where groups are re-sampled to appear with equal probability (Balanced classifier). We observe how the discrimination gap along the Pareto front is closed by trading off performance from one group to another. The gap can be further closed by moving outside the Pareto front, but this discrimination reduction is a result of performance degradation on the privileged group, with no tangible upside to the underprivileged one.

Section 5 provides a method to recover the minimax Pareto fair classifier (MMPF) from training samples. Before that, Section 4 shows important properties of Pareto-efficient classifiers for convex hypothesis classes, including DNNs, and risk functions.

## 4. Analysis of Pareto Optimal Solutions

In this section we characterize the Pareto front for convex hypothesis classes and convex risk functions. Under these conditions the models have attractive regularity properties.

**Definition 4.1.** Convex hypothesis class and risk function: A hypothesis class $\mathcal{H} \subseteq \{ h : \mathcal{X} \to [0, 1] \}$ is convex iff $\forall h', h'' \in \mathcal{H}$, $\lambda \in [0, 1], \rightarrow \lambda h' + (1 - \lambda) h'' \in \mathcal{H}$.

A risk function $r : \mathcal{H} \to \mathbb{R}_+$ is convex iff $\forall \lambda \in [0, 1] r(\lambda h' + (1 - \lambda) h'') \leq \lambda r(h') + (1 - \lambda) r(h'')$
We utilize the results derived in (Geoffrion, 1968) to show the trade-offs attained by standard (Naive, blue) classifier and a class-rebalanced (Balanced, cyan) classifier are also shown. The Utopia point (red) corresponds to the minimum achievable risk for each group. Right: Parametrization of group risks along the Pareto front line, and on the minimax Pareto fair to Equal Risk line (Unnecessary harm). All points in the Pareto front efficiently trade-off performance between groups; the trajectory outside of the Pareto front, however, does not improve performance on the worst performing group $r_0$, it only degrades performance on $r_1$.

**Figure 1.** Achievable risk trade-offs for a binary classification problem $Y \in \{0, 1\}$ with two unbalanced groups $A \in \{0, 1\}$, and covariates $X|A \sim N(\mu, 1)$ (parameters provided in Supplementary Material). Left: Pareto front risks and the equal risk line; the minimax Pareto fair point (green) does not achieve equality of risk; the trade-offs attained by standard (Naive, blue) classifier and a class-rebalanced (Balanced, cyan) classifier are also shown. The Utopia point (red) corresponds to the minimum achievable risk for each group. Right: Parametrization of group risks along the Pareto front line, and on the minimax Pareto fair to Equal Risk line (Unnecessary harm). All points in the Pareto front efficiently trade-off performance between groups; the trajectory outside of the Pareto front, however, does not improve performance on the worst performing group $r_0$, it only degrades performance on $r_1$.

**Definition 4.2.** Convex Pareto front: A Pareto front $P_{\mathcal{H}}^{\mathbb{R}} \subseteq \mathbb{R}^{[|\mathcal{A}|]}$ is convex if $\forall r, r' \in P_{\mathcal{H}}^{\mathbb{R}}, \lambda \in [0, 1], \exists r^\lambda \in P_{\mathcal{H}}^{\mathbb{R}}$ such that $r^\lambda \leq \lambda r + (1-\lambda)r'$

Convexity of the hypothesis class for DNNs can be seen as a natural consequence of the Universal Function Approximation Theorem, shown for fully connected neural networks in (Hornik et al., 1989), and more recently for convolutional NNs (CNNs) in (Zhou, 2020). Note that this convexity is w.r.t. its function output space (i.e., for any two classifiers in the hypothesis class $h_1, h_2$, there exists a classifier in this same family $h_\lambda : h_\lambda(x) = (1-\lambda)h_1(x) + \lambda h_2(x)$, $\lambda \in [0, 1]$, the parameter space itself may be highly non-convex. As for risk functions, many standard classification losses such as Brier Score ($r^{BS}_a(\mu) = E_{X,Y|a}[||\delta^y - p(y|X,a)||^2] + E_{X|a}[||p(y|X,a) - h(\mu(X))||^2]$, and Cross-Entropy ($r^{CE}_a(\mu) = E_{X,Y|a}[D_{KL}(p(y|X,a)||h(\mu(X)))]$, with corresponding risks $r^{BS}_a(\mu) = E_{X,Y|a}[||\delta^y - p(y|X,a)||^2] + E_{X|a}[||p(y|X,a) - h(\mu(X))||^2]$), $r^{CE}_a(\mu) = E_{X,Y|a}[D_{KL}(p(y|X,a)||h(\mu(X)))]$, where $p(y|X,a) = \{p(Y = y|X,A = a)\}_{y=1}^{|Y|}$ is the probability mass vector of $Y$ given $X$ and $A = a$, $H(Y|X,a)$ is the conditional entropy $H(Y|X,A = a) = E_{X|A = a}[H(Y|X = X,A = a)]$

The optimal risks for BS and CE are decomposed as the sum of two non-negative terms. The first term corresponds to the minimum achievable risk, attained with the group-specific optimal classifier $p(y|X,a)$, this is independent of $h$. The second term measures the discrepancy between $p(y|X,a)$ and the optimal predictor $h$. Since both risk functions are convex, this is a full characterization of all asymptotically optimal multi-objective classifiers; this includes our proposed minimax Pareto fair classifier.

From the expressions in Theorem 4.2 we observe that if the separability condition $Y \perp A|X$ is satisfied, the minimum risk for each subgroup is attained. Here the Pareto front only contains the Utopia point (see Figure 1). Additionally, if the entropy of the sensitive attribute given our features is small ($A$ is well predicted from $X$), the Pareto front also tends to the Utopia point. This is formalized in the following lemma.

**Lemma 4.3.** In the conditions of Theorem 4.2 we observe that if $Y \perp A|X$ then $r^{BS}_a(\mu) = E_{X,Y|a}[||\delta^y - p(y|X)||^2] \forall \mu$, $r^{CE}_a(\mu) = H(Y|X) \forall \mu$. When the risk functions and hypothesis class are non-convex, solutions to Problem 2 still belong to the Pareto front.

**Theorem 4.1.** Given $\mathcal{H}$ a convex hypothesis class and $\{r_a(h)\}_{a \in \mathcal{A}}$ convex risk functions then:

1. The Pareto front is convex: $\forall r, r' \in P_{\mathcal{H}}^{\mathbb{R}}, \lambda \in [0, 1], \exists r^\lambda \in P_{\mathcal{H}}^{\mathbb{R}} : r^\lambda \leq \lambda r + (1-\lambda)r'$.
2. Every Pareto solution is a solution to Problem 2: $\forall \hat{r} \in P_{\mathcal{H}}^{\mathbb{R}}, \exists \mu : \hat{r} = r(\mu)$.

We can then characterize the Pareto optimal classifiers for Brier score (BS) and Cross-Entropy (CE) in the infinite samples and unbounded hypothesis class regime. The following provides an expression for the optimal classifiers and risks in terms of the probability densities and weights.

**Theorem 4.2.** Given input features $X \in \mathcal{X}$, categorical target $Y \in \mathcal{Y}$ and sensitive group $A \in \mathcal{A}$, with joint distribution $p(X,Y,A)$, and weights $\mu = \{\mu_a\}_{a \in \mathcal{A}}$, the optimal predictor to the linear weighting problem $h(\mu)$ for both Brier score and Cross-Entropy is $h(\mu)(x) = \frac{\sum_{a \in \mathcal{A}} \mu_a p(x|a) p(y|x,a)}{\sum_{a \in \mathcal{A}} \mu_a p(x|a)}$, with corresponding risks

$r^{BS}_a(\mu) = E_{X,Y|a}[||\delta^y - p(y|X,a)||^2] + E_{X|a}[||p(y|X,a) - h(\mu(X))||^2]$, $r^{CE}_a(\mu) = E_{X,Y|a}[D_{KL}(p(y|X,a)||h(\mu(X)))]$, where $p(y|X,a) = \{p(Y = y|X,A = a)\}_{y=1}^{|Y|}$ is the probability mass vector of $Y$ given $X$ and $A = a$, $H(Y|X,a)$ is the conditional entropy $H(Y|X,A = a) = E_{X|A = a}[H(Y|X = X,A = a)]$.

The optimal risks for BS and CE are decomposed as the sum of two non-negative terms. The first term corresponds to the minimum achievable risk, attained with the group-specific optimal classifier $p(y|X,a)$, this is independent of $h$. The second term measures the discrepancy between $p(y|X,a)$ and the optimal predictor $h$. Since both risk functions are convex, this is a full characterization of all asymptotically optimal multi-objective classifiers; this includes our proposed minimax Pareto fair classifier.

From the expressions in Theorem 4.2 we observe that if the separability condition $Y \perp A|X$ is satisfied, the minimum risk for each subgroup is attained. Here the Pareto front only contains the Utopia point (see Figure 1). Additionally, if the entropy of the sensitive attribute given our features is small ($A$ is well predicted from $X$), the Pareto front also tends to the Utopia point. This is formalized in the following lemma.

**Lemma 4.3.** In the conditions of Theorem 4.2 we observe that if $Y \perp A|X$ then $r^{BS}_a(\mu) = E_{X,Y|a}[||\delta^y - p(y|X)||^2] \forall \mu$, $r^{CE}_a(\mu) = H(Y|X) \forall \mu$. When the risk functions and hypothesis class are non-convex, solutions to Problem 2 still belong to the Pareto front.
Minimax Pareto Fair Optimization

Our goal is to find the Pareto classifier $h^*$ that minimizes the risk of the worst performing sensitive groups (i.e., $h^* \in \arg\min_{h \in \mathcal{P}_{A^*,H}} \| r(h) \|_{\infty}$). It is important to note that the classifier $h^*$ is not necessarily unique, nor is its corresponding risk vector $r^* = r(h^*)$. Throughout this section, we assume that the hypothesis for Theorem 4.1 are satisfied, therefore, for every minimax vector $r^*$ there is a set of weights $\mu^*$ such that $r^*$ is a unique solution for Problem 2 ($r^* = r(\mu^*)$).

Computing $\mu^*$ directly can be challenging, even when closed form solutions for the classifiers and risks are available, as shown in Theorem 4.2 for Brier Score and Cross Entropy. A potential approach to estimate $\mu^*$ would be to perform sub-gradient descent on $\| r(\mu) \|_{\infty}$. This approach suffers from two main setbacks. First, closed form formulas for the Jacobian $\nabla \mu r(\mu)$ require accurate estimates of the conditional distributions $p(x|a)$ and $p(y|x,a)$; or of $p(a), p(a|x)$ and $p(y|x,a)$. Secondly, $\| r(\mu) \|_{\infty}$ can potentially have local minima on $\mu$.

We propose a simple optimization method to recover $\mu^*$ that only requires access to function evaluations of $r(\mu)$. Note that given $\mu$, the risk vector $r(\mu)$ can be obtained by estimating the optimal classifier with the expression derived in Theorem 4.2 (plug-in estimation), which requires the conditional densities $p(a), p(a|x)$ and $p(y|x,a)$. Another option is to directly minimize Problem 2 (joint estimation). Both approaches can be implemented using DNNs for estimation. Note that the second approach makes use of all samples to estimate a single classifier, while estimating the densities $p(a|x), p(y|x,a)$ individually may suffer from data fragmentation and cannot benefit from transfer learning, which could be harmful for a sensitive group with limited data (Ustun et al., 2019; Wang et al., 2020).

To avoid blind sampling of the weighting vectors $\mu$, Theorem 5.1 summarizes important properties that any weighting vector $\mu'$ must satisfy to improve the minimax risk at any given iteration ($\mu^* : \| r(\mu') \|_{\infty} < \| r(\mu') \|_{\infty}$).

**Theorem 5.1.** Let $\mathcal{P}_{A^*,H}$ be a Pareto front, and $r(\mu) \in \mathcal{P}_{A^*,H}$ denote the solution to the linear weighting Problem 2. For any $\mu' \notin \arg\min_{\mu \in \Delta_{|A|-1}} \| r(\mu) \|_{\infty}$, and $\mu^* \in \arg\min_{\mu \in \Delta_{|A|-1}} \| r(\mu') \|_{\infty}$, the sets $N_i = \{\mu : r_i(\mu) < \| r(\mu') \|_{\infty}\}$ satisfy:

1. $\mu^* \in \bigcap_{i \in A} N_i$;
2. If $\mu \in N_i \rightarrow \lambda \mu + (1 - \lambda) e^i \in N_i, \forall \lambda \in [0,1], i = 1, \ldots, |A|$, where $e^i$ denotes the standard basis vector;
3. $\forall I \subseteq A, \mu : \mu_{A \setminus I} = 0 \rightarrow \mu \in \bigcup_{i \in I} N_i$;
4. If $r(\mu)$ is also continuous in $\mu$, then $\forall I \subseteq A$ such that $\mu \in \bigcap_{i \in I} N_i \rightarrow \exists \epsilon > 0 : B_\epsilon(\mu) \subset \bigcap_{i \in I} N_i$;
5. If $\mathcal{P}_{A^*,H}$ is also convex, then $r(\mu^*) \in \arg\min_{r \in \mathcal{P}_{A^*,H}} \| r(\mu) \|_{\infty}$.

Therefore, finding an updated weighting vector $\mu$ that diminishes the minimax risk is equivalent to finding an element in the intersection of $|A|$ subsets defined on the $\Delta_{|A|-1}$ simplex. These subsets $N_i$ are themselves star-shaped sets w.r.t. the basis element $e^i$, whose intersections $\bigcap_{i \in I} N_i$ form open sets. Property 3 in the theorem provides a straightforward rule to find elements belonging to any arbitrary union of the coordinate descent regions $\bigcup_{i \in I} N_i$.

Figure 2. Synthetic data experiment with 3 sensitive groups. (a) and (d) show a simplex diagram of the linear weights $\mu$ on the fifth and tenth iteration of the APStar algorithm; blue, green and red shaded areas correspond to the $N_i$ areas at iterations, $t = 5, t = 10$, the optimal linear weight lies in their intersection. (b) and (c) show the risk values and linear weights as a function of the iteration counter; shaded regions represent standard deviations across 5 randomized runs. (e) shows relative error as a function of iterations for both risks and weights; (f) shows similar information comparing the maximum risk against the theoretical optimal. Risks for all groups converge to the minimax value, while the weights converge to $\mu^*$. Simulation details are provided in Section A.4.

Using these observations, we propose the Approximate Projection onto Star Sets (APStar) Algorithm (Algorithm 1) to iteratively refine the minimax risk by updating the linear weighting vector. The main intuition behind this algorithm is that whenever we observe a weighting vector that
We applied the proposed APStar algorithm to learn a minimax Pareto fair classifier (MMPF) and show how our approach produces well-calibrated models that improve minimax performance across several metrics beyond the risk measure itself. While details are provided in Section A.2, Figure 3 illustrates how our algorithm is empirically convergent and significantly faster than random sampling and the multiplicative weight update (MWU) algorithm proposed in (Chen et al., 2017) for minimax optimization in the context of robustness. In sections A.4 and A.5 we validate the optimization algorithm on synthetic data and compare joint versus plug-in estimation. Here we compare the performance of our method against other state of the art approaches on a variety of public fairness datasets.

6.1. Real Datasets: Methods and Metrics

We evaluate our method on mortality prediction (MIMIC-III), skin lesion classification (HAM10000), income prediction (Adult), and credit lending (German). The latter two are common benchmarks in the fairness literature. Results are reported for joint estimation (MMPF) and plug-in estimation (MMPF P), presented in Section 5. We evaluate a model trained to minimize the average risk (Naive) and one that samples all sensitive groups equally (Balanced). When applicable, we compare our results against the methodologies proposed in (Hardt et al., 2016; Zafar et al., 2015; Kamishima et al., 2012; Feldman et al., 2015); for implementations on all methods except (Hardt et al., 2016), we used the unified test-bed provided in (Friedler et al., 2019). A description of these methods is provided in Section A.6.

Metrics used for evaluation include accuracy (Acc), Brier Score (BS) and Cross-Entropy (CE), values are reported per sensitive attribute, standard deviations computed across 5 splits are shown when available. For datasets containing more than two sensitive groups (MIMIC-III, HAM10000) we report dataset average (sample mean), group-normalized average (group mean), worst performing group (worst group), and largest difference between groups (disparity). Note that the latter two are especially important in our setting, since our explicit focus is to minimize worst-case performance, and disparity is a common measure of interest in fairness literature. For an in-depth description of these metrics and datasets, refer to Sections A.7 and A.8.
tables showing these and other metrics on a per-group basis are provided in Section A.10. All tables bold the best result for disparity and worst group risk.

Similarly to (Kamishima et al., 2012; Zafar et al., 2015; Hardt et al., 2016; Woodworth et al., 2017), we omit the sensitive attribute from our observation features, which broadens the potential application of the framework. Classifiers are implemented using neural networks and/or linear logistic regression; for details on architectures and hyper-parameters, refer to Section A.9.

6.2. Predicting Mortality in Intensive Care Patients

We used clinical notes collected from adult ICU patients at the Beth Israel Deaconess Medical Center (MIMIC-III dataset) (Johnson et al., 2016) to predict patient mortality. We study fairness with respect to age (adult/senior), ethnicity (white/nonwhite), and outcome (alive/deceased) simultaneously (8 sensitive groups). Outcome is included as a sensitive attribute because, in our experiments, patients who ultimately passed away on ICU were under-served by a Naive classifier (high classifier loss). Using the target label as sensitive attribute addresses class imbalance by requiring similar risk performance on each target label. It also demonstrates a use-case where group membership would not be available at test-time.

We use a fully connected NN with BS loss as the base hypothesis class (results with CE provided in Section A.10), input features are TF-idf statistics on the 10k most frequent words from clinical notes, mirroring (Chen et al., 2018). For an even comparison, we provided the feature embeddings of the Naive classifier as input to the baselines, since the implementation in (Friedler et al., 2019) only includes linear classifiers, this was also done since some of the available implementations failed to converge in a reasonable time with the original inputs. Table 1 reports Acc and BS of tested methodologies. Note that, while the Balanced classifier has significantly better worst-case BS performance than the Naive classifier, MMPF is better still; these performance gains are also reflected on Acc, showing that this improvement goes beyond the training metric. Plug-in performance (MMPF P) is not an improvement over joint estimation. Accuracy comparison table incorporates the post-processing methodology described in (Hardt et al., 2016) to achieve zero accuracy disparity (“+H” suffix). Hardt post-processing decreases the accuracy disparity gap w.r.t. the baseline methods but requires test-time access to group membership. The best result is obtained on MMPF H, but we note that the best minimax risk is still attained on the original MMPF model.

6.3. Skin Lesion Classification

The HAM10000 dataset (Tschandl et al., 2018) contains over 10k dermatoscopic images of 7 types of skin lesions; with ratios between 67% and 1.1%. A Naive classifier exhibited no significant discrimination based on age or race. We instead chose to use the diagnosis class as both the target and sensitive variable. It was not possible to compare against (Hardt et al., 2016) since the sensitive attribute is perfectly predictive of the outcome; likewise, (Zafar et al., 2015) and (Kamishima et al., 2012) cannot handle non-binary target attributes in their provided implementations. Table 2 shows results for MMFP P, since plug-in estimation is equivalent to joint estimation when $A = Y$, but enables cheaper APStar iterations (see Section A.5). The MMPF classifier improves minimax BS and Acc when compared to both Naive and Balanced classifiers.

| Table 1. MIMIC dataset. Group priors range from 0.4% to 57%. In this and all tables we bold the best result for disparity and worst group risk. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Sample mean | Group mean | Worst group | Disparity |
| Naive | 89.5 ±0.2 | 61.9 ±1.7 | 19.0 ±2.0 | 80.5 ±1.3 |
| Balanced | 79.4 ±0.6 | 77.5 ±1.4 | 66.8 ±2.2 | 22.6 ±2.3 |
| Zafar | 86.2 ±0.3 | 65.8 ±1.8 | 32.0 ±2.4 | 62.9 ±3.6 |
| Feldman | 88.6 ±2.4 | 64.4 ±2.9 | 28.7 ±2.4 | 72.1 ±5.5 |
| Kamishima | 89.3 ±0.2 | 63.6 ±2.0 | 25.1 ±5.1 | 76.4 ±5.2 |
| MMPF | 76.2 ±0.2 | 78.3 ±1.5 | 72.6 ±1.7 | 17.1 ±3.5 |
| MMPF P | 75.5 ±1.0 | 76.8 ±1.3 | 70.7 ±2.1 | 17.8 ±3.8 |
| Balanced+H | 75.6 ±1.1 | 71.7 ±1.6 | 65.6 ±2.8 | 19.1 ±1.8 |
| Zafar+H | 62.8 ±1.6 | 58.3 ±2.1 | 51.5 ±2.8 | 17.8 ±3.1 |
| MMPF+H | 72.4 ±1.1 | 72.3 ±1.5 | 72.0 ±3.7 | 11.4 ±3.5 |

| Table 2. HAM10000 dataset. Group priors range from 1% to 67%. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Sample mean | Group mean | Worst group | Disparity |
| Naive | .16 ±.01 | .51 ±.02 | 1.05 ±.01 | 1.03 ±.02 |
| Balanced | .28 ±.01 | .31 ±.01 | .42 ±.01 | .25 ±.04 |
| Zafar | .27 ±.01 | .67 ±.04 | 1.34 ±.05 | 1.25 ±.07 |
| Feldman | .19 ±.04 | .62 ±.04 | 1.25 ±.08 | 1.29 ±.08 |
| Kamishima | .16 ±.01 | .53 ±.03 | 1.06 ±.04 | 1.11 ±.08 |
| MMPF | .32 ±.01 | .3 ±.01 | .35 ±.02 | .17 ±.03 |
| MMPF P | .33 ±.01 | .32 ±.01 | .37 ±.01 | .17 ±.04 |

| Sample mean | Group mean | Worst group | Disparity |
| Naive | 78.5 ± 0.5 | 50.8 ± 1.9 | 2.6 ± 3.5 | 93.7 ± 1.1 |
| Balanced | 70.1 ± 2.1 | 70.1 ± 2.2 | 52.6 ± 5.3 | 32.5 ± 4.6 |
| MMPF P | 64.7 ± 1.2 | 66.7 ± 3.5 | 56.9 ± 3.1 | 19.8 ± 6.6 |

(a) Acc comparison

(b) BS comparison
6.4. Income Prediction and Credit Risk Assessment

We predict income in the Adult UCI dataset (Dua & Graff, 2017a) and assess credit risk in the German Credit dataset (Dua & Graff, 2017b). We select gender (Male/Female) as our sensitive attribute, additional results for gender and ethnicity (Male/Female and White/Other) are also shown for the Adult dataset. Tables 3, 4, and 5 show results for linear logistic regression (LR suffix) and a fully connected NN. Note that linear logistic regression is not a convex objective function. Our goal is to recover an efficient classifier for the Adult dataset. Tables 3, 4, and 5 show results for the baselines.

Our approach leads to the best worst-case performance in Acc and CE on the Adult dataset, although all methods perform similarly; this is especially true for the gender case, where Kamishima has a slight advantage in terms of standard deviation in CE. On the German dataset, our method produces the best worst-case CE results, and smallest disparities in both Acc and CE; Feldman does, however, have test time access to sensitive attributes, which may explain the difference in Acc. We show results for Hardt post-processing in Section A.10, with similar conclusions to the ones made on the MIMIC dataset.

Table 3. Adult gender dataset. Females represent 32% of samples.

|                | Female | Male | Disparity |
|----------------|--------|------|-----------|
| Naive LR       | 92.3±0.4 | 80.5±0.4 | 11.9±0.7  |
| Balanced LR    | 92.3±0.3 | 80.3±0.7 | 12.0±0.7  |
| Zafar          | 92.5±0.3 | 80.9±0.3 | 11.6±0.4  |
| Feldman        | 92.3±0.3 | 80.7±0.2 | 11.6±0.1  |
| Kamishima      | 92.6±0.4 | 80.9±0.4 | 11.7±0.7  |
| MMPF LR        | 91.9±0.4 | 81.0±0.4 | 10.9±0.7  |
| MMPF           | 92.1±0.3 | 81.3±0.3 | 10.8±0.5  |
| MMPF LR P      | 92.0±0.4 | 81.0±0.5 | 11.0±0.6  |
| MMPF P         | 91.7±0.3 | 81.5±0.5 | 10.1±0.5  |

(b) CE comparison

|                | Female | Male | Disparity |
|----------------|--------|------|-----------|
| Naive LR       | .204±.009 | .411±.006 | .207±.007  |
| Balanced LR    | .204±.011 | .416±.011 | .211±.005  |
| Zafar          | .202±.018 | .398±.006 | .195±.023  |
| Feldman        | .201±.004 | .403±.004 | .203±.006  |
| Kamishima      | .189±.006 | .395±.004 | .206±.007  |
| MMPF LR        | .204±.008 | .395±.006 | .19±.011   |
| MMPF           | .21±.019  | .403±.025 | .193±.013  |
| MMPF LR P      | .208±.008 | .395±.005 | .187±.017  |
| MMPF P         | .227±.019 | .403±.023 | .176±.014  |

Table 4. Adult ethnicity and gender dataset. Group priors range from 6% to 60%.

|                | Sample mean | Group mean | Worst group | Disparity |
|----------------|-------------|------------|-------------|-----------|
| Naive LR       | 84.7±0.3 | 87.8±0.1 | 80.6±0.5 | 14.1±1.0  |
| Balanced LR    | 84.7±0.3 | 88.0±0.3 | 80.5±0.5 | 14.5±1.0  |
| Zafar          | 84.7±0.2 | 87.9±0.2 | 80.6±0.5 | 14.5±0.9  |
| Feldman        | 84.5±0.2 | 87.7±0.3 | 80.4±0.4 | 14.7±0.9  |
| Kamishima      | 84.3±0.8 | 87.8±0.3 | 80.0±1.2 | 15.2±1.8  |
| MMPF LR        | 84.5±0.2 | 87.8±0.3 | 80.6±0.5 | 14.0±1.0  |
| MMPF           | 84.8±0.3 | 87.8±0.4 | 80.9±0.6 | 13.6±1.5  |
| MMPF LR P      | 84.6±0.3 | 87.7±0.2 | 80.7±0.5 | 13.9±1.0  |
| MMPF P         | 84.6±0.4 | 87.6±0.5 | 81.0±0.8 | 13.4±1.5  |

(b) CE comparison

|                | Sample mean | Group mean | Worst group | Disparity |
|----------------|-------------|------------|-------------|-----------|
| Naive LR       | .332±.004 | .268±.004 | .408±.008 | .268±.016 |
| Balanced LR    | .333±.004 | .268±.005 | .411±.008 | .273±.015 |
| Zafar          | .334±.005 | .273±.005 | .409±.011 | .266±.03  |
| Feldman        | .337±.003 | .276±.006 | .412±.006 | .262±.016 |
| Kamishima      | .337±.015 | .275±.009 | .414±.023 | .269±.026 |
| MMPF LR        | .334±.004 | .274±.005 | .404±.007 | .251±.015 |
| MMPF           | .334±.005 | .272±.003 | .404±.009 | .263±.022 |
| MMPF LR P      | .335±.005 | .275±.006 | .405±.006 | .251±.01  |
| MMPF P         | .345±.009 | .284±.01 | .41±.014  | .258±.03  |

Table 5. German dataset. Females represent 30% of samples.

|                | Female | Male | Disparity |
|----------------|--------|------|-----------|
| Naive LR       | 70.7±7.3 | 71.2±4.5 | 8.8±4.7  |
| Balanced LR    | 71.6±5.9 | 70.9±4.1 | 5.8±3.6  |
| Zafar          | 73.0±5.6 | 71.0±3.5 | 5.8±3.5  |
| Feldman        | 73.5±8.6 | 71.9±4.3 | 7.9±4.4  |
| Kamishima      | 68.8±6.8 | 72.7±2.6 | 6.0±4.4  |
| MMPF LR        | 72.5±5.5 | 71.6±2.8 | 5.0±2.6  |
| MMPF LR P      | 70.7±4.5 | 71.5±3.6 | 4.4±0.5  |

(b) CE comparison

|                | Female | Male | Disparity |
|----------------|--------|------|-----------|
| Naive LR       | .607±.03 | .559±.069 | .127±.064 |
| Balanced LR    | .604±.082 | .568±.068 | .096±.05  |
| Zafar          | .567±.09 | .735±.205 | .273±.151 |
| Feldman        | .564±.096 | .551±.063 | .091±.068 |
| Kamishima      | .62±.064 | .545±.062 | .075±.067 |
| MMPF LR        | .565±.04 | .544±.046 | .048±.041 |
| MMPF LR P      | .563±.043 | .537±.051 | .057±.034 |

7. Discussion

Here we formulate group fairness as a multi objective optimization problem where each group-specific risk is an objective function. Our goal is to recover an efficient classifier that reduces worst-case group risks ethically (i.e., avoiding unnecessary harm). We consider problems where target labels available for training are trustworthy (not affected by discrimination). We formally characterized Pareto optimal solutions for a family of models and risk functions, yielding insight on the fundamental sources of risk trade-offs. We proposed a simple algorithm to recover a model that improves minimax group risk (MMPF), and does not require test-time access to sensitive attributes.

We demonstrated the proposed framework and optimization algorithm on several real-world case studies, achieving state-of-the-art performance. The algorithm is straightforward to implement, and is agnostic to the hypothesis class, risk function and optimization method, which allows integration with a variety of classification pipelines, including...
neural networks. If the hypothesis class or risk functions are not convex, the algorithm can still be deployed to recover Pareto-efficient models that reduce minimax risks, though minimax optimality might not be achievable by optimizing a linear weighting of the risk functions. While this paper addresses minimal harm, other considerations like marginal risk tradeoffs between groups may be of interest. Controlling these in the proposed framework can be achieved by adding a constraint on the ratio between linear weights.

As an avenue of future research, we would like to automatically identify high-risk sub-populations as part of the learning process and attack risk disparities as they arise, rather than relying on preexisting notions of disadvantaged groups. The APStar algorithm is empirically convergent, but a formal proof or counterexample is desirable. We strongly believe that Pareto-efficient notions of fairness are of great interest for several applications, especially so on domains such as healthcare, where quality of service is paramount.
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A. Supplementary Material

A.1. Proofs

Here we provide proof outlines for all lemmas and theorems in sections 3, 4, and 5.

Lemma 3.1. If \( \exists h^* \in \mathcal{P}_{A,\mathcal{H}} : r_a(h^*) = r_{a'}(h^*), \forall a, a' \in A \) then \( r(h^*) = \arg\min_{r \in \mathcal{P}_{A,\mathcal{H}}} \|r\|_\infty \).

Proof. By contradiction, assume \( \exists h' \in \mathcal{P}_{A,\mathcal{H}} : \|r(h')\|_\infty < \|r(h^*)\|_\infty \). Then we have
\[ r_a(h') \leq \|r(h')\|_\infty < \|r(h^*)\|_\infty = r_a(h^*), \forall a \in A \]
And therefore \( r_{h'} \prec r_{h^*} \rightarrow h^* \notin \mathcal{P}_{A,\mathcal{H}} \), which contradicts the hypothesis. \( \square \)

Lemma 3.2. Let \( h_{ER} \in \mathcal{H} \) be an equal risk classifier such that \( r_a(h_{ER}) = r_{a'}(h_{ER}), \forall a, a' \), and let \( h^* \) be the Pareto fair classifier. Additionally, define the Pareto fair post-processed equal risk classifier \( h'_{ER} : r_a(h'_{ER}) = \|r(h^*)\|_\infty \forall a \in A \), then we have

\[ \|r(h'_{ER})\|_\infty \geq \|r(h^*)\|_\infty, \text{ otherwise } \|r(h'_{ER})\|_\infty < \|r(h^*)\|_\infty \text{ and also } h'_{ER} \leq h^*, \text{ which contradicts the definition of } h^* \]

The statement therefore follows from \( r_a(h_{ER}) \geq \|r(h'_{ER})\|_\infty \forall a \in A \).

\( \square \)

Theorem 4.1. Given \( \mathcal{H} \) a convex hypothesis class and \( \{r_a(h)\}_{a \in A} \) convex risk functions then:

1. The Pareto front is convex: \( \forall r, r' \in \mathcal{P}_{A,\mathcal{H}}, \lambda \in [0, 1], \exists r'' \in \mathcal{P}_{A,\mathcal{H}} : r'' \leq \lambda r + (1 - \lambda)r' \).

2. Every Pareto solution is a solution to Problem 2: \( \forall \hat{r} \in \mathcal{P}_{A,\mathcal{H}} : \exists \mu : \hat{r} = r(\mu) \).

Proof. We prove the first item of the theorem statement, the second item is a direct application of the results in (Geoffrion, 1968).

Let \( h', h'' \in \mathcal{P}_{A,\mathcal{H}} \), with corresponding risk vectors \( r_{h'}, r_{h''} \). Using the convexity of \( r_a(h), \forall \lambda \in [0, 1] \) we have
\[ \lambda r_a(h') + (1 - \lambda)r_a(h'') \geq r_a(\lambda h' + (1 - \lambda)h'') \]
Since \( \mathcal{H} \) is convex, \( h^\lambda = \lambda h' + (1 - \lambda)h'' \in \mathcal{H} \). We have two possibilities:

- \( h^\lambda \in \mathcal{P}_{A,\mathcal{H}} \), therefore, by definition \( r_{h^\lambda} \in \mathcal{P}_{A,\mathcal{H}} \) and \( r_{h^\lambda} \leq \lambda r' + (1 - \lambda)r'' \);

- \( h^\lambda \notin \mathcal{P}_{A,\mathcal{H}} \), therefore \( \exists \hat{r} \in \mathcal{P}_{A,\mathcal{H}} : \hat{r} \prec r^\lambda \).

In both cases, for all risk vectors \( r', r'' \in \mathcal{P}_{A,\mathcal{H}}, \lambda \in [0, 1] \), \( \exists \hat{r} \in \mathcal{P}_{A,\mathcal{H}} : \hat{r} \leq \lambda r' + (1 - \lambda)r'' \)

\( \square \)

Theorem 4.2. Given input features \( X \in \mathcal{X} \) and categorical target and sensitive group variables \( Y \in \mathcal{Y} \) and \( A \in \mathcal{A} \) respectively, with joint distribution \( p(X, Y, A) \), and linear weights \( \mu = \{\mu_a\}_{a \in A} \), the optimal predictor to the linear weighting problem \( h(\mu) \) for both Brier score and Cross-Entropy is
\[ h(\mu) = \frac{\sum_{x \in \mathcal{A}} \mu_a p(x|a)p(y|x,a)}{\sum_{a \in A} \mu_a p(x|a)}, \]
with corresponding risks
\[ r_{BS}^a(\mu) = E_{X,Y} \left| \left| Y - p(y|x,A) \right| \right|^2 + E_{X|Y} \left| \left| p(y|x,A) - h(\mu)(X) \right| \right|, \]
\[ r_{CE}^a(\mu) = H(Y|X,A) + E_{X|a} \left[ D_{KL}(p(y|x,A) || h(\mu)(X)) \right], \]
where \( p(y|x,A) = \{p(Y = y|x,A = a)\}_{i=1}^{\mathcal{Y}} \) is the probability mass vector of \( Y \) given \( X \) and \( A = a \).

\[ H(Y|X,A) \] is the conditional entropy \( H(Y|X,A = a) = E_{X|A=a}[H(Y|X, A = a)] \).

Proof. We observe that the linear loss function \( \sum_{a \in A} \mu_a r_a(h) \) can be decomposed as
\[ \sum_{a \in A} \mu_a r_a(h) = \sum_{a \in A} \mu_a E_{X|A} \left[ E_{Y|X,A} \ell(h(X), Y) \right] \]
\[ = \sum_{a \in A} \mu_a E_{X} \left[ \frac{p(X|a)}{p(X)} E_{Y|X,A} \ell(h(X), Y) \right] \]
\[ = \sum_{a \in A} \mu_a E_{X} \left[ \frac{p(X|a)}{p(X)} E_{Y|X,A} \ell(h(X), Y) \right] \]
\[ = \sum_{a \in A} \mu_a p(X|a) p(Y|X,A) \ell(h(X), Y) \]
\[ = E_{X} \left[ \frac{1}{p(X)} \sum_{a \in A} \mu_a p(X|a) \ell(h(X), Y) \right], \]
with \( P^\mu(Y|X) = \sum_{a \in A} \mu_a p(X|a)p(Y|x,a) \), and denoting
\[ p(y|x,A) = \{p(Y = y|x,A)\}_{i=1}^{\mathcal{Y}} \] the conditional probability mass vector of \( Y|X, a \).

For both the Cross-Entropy loss \( r_{CE}^a(h(X), Y) = (\delta Y - h(X)) \) and the Brier score loss \( r_{BS}^a(h(X), Y) = \|Y - h(X)\|^2 \), the minimizer of \( E_{Y \sim P(Y|X)} \ell(h(X), Y) \) is attained at \( h(X) = P(Y|X) \). Therefore, we can plug in this optimal estimator to recover

\[ h(\mu) = \frac{\sum_{x \in \mathcal{A}} \mu_a p(x|a)p(y|x,a)}{\sum_{a \in A} \mu_a p(x|a)}, \]
We also denoted which is the risk attained by the Bayes optimal estimator for where the equalities are attained by expanding the l2-norm, next.

**Brier Score:**

\[
\begin{align*}
r_{a}^{BS} & (\mu) = \\
&= E_{Y|X,a}[[|\delta Y - \mu(X)|^2]] \\
&= E_{Y|X,a}[|\delta Y - p(y|X,a) + p(y|X,a) - \mu(X)|^2] \\
&= E_{Y|X,a}[|\delta Y - p(y|X,a)|^2] + \\
&\quad + E_{Y|X,a}[|p(y|X,a) - \mu(X)|^2] + \\
&\quad + E_{X,Y|a}[\delta Y - p(y|X,a)^T[p(y|X,a) - \mu(X)] \\
&= r_{a}^{BS min} + E_{X|a}[|p(y|X,a) - \mu(X)|^2] \\
&\quad + E_{X|a}[|p(y|X,a) - p(y|X,a)|^2] \\
&= r_{a}^{BS min} + E_{X|a}[|p(y|X,a) - \mu(X)|^2],
\end{align*}
\]

where the equalities are attained by expanding the l2-norm, observing that \(p(y|X,a)\) and \(h(X)\) do not depend on random variable \(Y\), and also that \(E_{Y|X,a}[\delta Y] = p(y|X,a)\).

We also denoted \(r_{a}^{BS min} = E_{X,Y|a}[|\delta Y - p(y|X,a)|^2]\), which is the risk attained by the Bayes optimal estimator for group \(a\).

**Cross Entropy:**

\[
\begin{align*}
r_{a}^{CE}(\mu) & = -E_{X|a}[\sum_{i=1}^{|Y|} \delta Y \log h_{\mu}(X)] \\
&= -E_{X|a}[\sum_{i=1}^{|Y|} \delta Y \log \frac{h_{\mu}(X)p(y|X,a)}{p(y|X,a)}] \\
&= -E_{X|a}[\sum_{i=1}^{|Y|} \delta Y \log p(y|X,a)] + \\
&\quad + E_{X|a}[\sum_{i=1}^{|Y|} \delta Y \log \frac{p(y|X,a)}{h_{\mu}(X)}] \\
&= r_{a}^{CE min} + E_{X|a}[\sum_{i=1}^{|Y|} p(y|X,a) \log \frac{h_{\mu}(X)}{h_{\mu}(X)}] \\
&= r_{a}^{CE min} + E_{X|a}[D_{KL}(p(y|X,a)||h_{\mu}(X))],
\end{align*}
\]

where we again use the linearity of the expectation and the equality \(E_{X|a}[\delta Y] = p(y|X,a)\). We also denote \(r_{a}^{CE min} = H(Y|X,a)\).

**Lemma 4.3.** In the conditions of Theorem 4.2 we observe that if \(Y \perp A|X\) then

\[
\begin{align*}
r_{a}^{BS}(\mu) & = E_{X,Y|a}[|\delta Y - p(y|X,a)|^2] \forall \mu \\
r_{a}^{CE}(\mu) & = H(Y|X,a) \forall \mu,
\end{align*}
\]

Likewise, if \(H(A|X) \rightarrow 0\) then

\[
\begin{align*}
r_{a}^{BS}(\mu) & \rightarrow E_{X,Y|a}[|\delta Y - p(y|X,a)|^2] \forall \mu \\
r_{a}^{CE}(\mu) & \rightarrow H(Y|X,a) \forall \mu.
\end{align*}
\]

**Proof.**

If \(Y \perp A|X\) then

\[
\begin{align*}
h_{\mu}(x) &= \sum_{a \in A} \mu_{p}(x|a)p(y|x,a) \\
&= p(y|x,a),
\end{align*}
\]

in which case the resulting expressions for \(r_{a}^{BS}(\mu)\), \(r_{a}^{CE}(\mu)\) are immediate and do not depend on \(\mu\).

If \(H(A|X) \rightarrow 0\) then we have \(p(a|x) = 1\), \(p(a'|x) = 0 \forall a \neq a', x : p(x|a) > 0\). Therefore we can write

\[
\begin{align*}
h_{\mu}(x) &= \sum_{a \in A} \mu_{p}(x|a)p(y|x,a) \\
&= \sum_{a \in A} \mu_{p}(x|a)p(y|x,a) \\
&= p(y|x,a), \forall a, x : p(x|a) > 0,
\end{align*}
\]

and again the resulting expressions for \(r_{a}^{BS}(\mu)\), \(r_{a}^{CE}(\mu)\) are immediate from direct substitution. \(\Box\)

We now present two auxiliary lemmas that will help us prove Theorem 5.1.

**Lemma A.1.** Let \(\mathcal{P}_{A,H}^{R}\) be a Pareto front, and let \(r(\mu) \in \mathcal{P}_{A,H}^{R}\) denote the solution the linear weighting Problem given by Eq.(2). Then \(\forall \mu, \in \mathcal{P}_{A,H}^{R}, \mathcal{I} \subseteq A, \eta : \eta_i > 0 \forall i \in \mathcal{I}, \eta_i \in \mathcal{I}, \eta_i = \sum_{a \in A} \mu_{a} r_{a}(\mu) = \sum_{a \in A} \mu_{a} r_{a}(\mu)\), and \(r(\mu) = \{r_{a}(\mu)\}_{a \in \mathcal{I}}\).

Then at least one risk in the \(\mathcal{I}\) coordinates is reduced, or both risk vectors are the same in \(\mathcal{I}\), i.e.,

\[
\exists j \in \mathcal{I} : r_{j}(\mu + \eta) < r_{j}(\mu) \land r_{\mathcal{I}}(\mu + \eta) = r_{\mathcal{I}}(\mu).
\]

**Proof.** Denote \(\Phi(\mu) = \sum_{a \in A} \mu_{a} r_{a}(\mu), \Phi_{A,\mathcal{I}}(\mu) = \sum_{a \in A \setminus \mathcal{I}} \mu_{a} r_{a}(\mu)\), and \(r(\mu) = \{r_{a}(\mu)\}\).

By contradiction, we negate the thesis to get

\[
(r_{\mathcal{I}}(\mu + \eta) \geq r_{\mathcal{I}}(\mu)) \land (\exists j \in \mathcal{I} : r_{j}(\mu + \eta) > r_{j}(\mu)).
\]

We discuss 2 cases.

**Case \(\Phi_{A,\mathcal{I}}(\mu) > \Phi_{A,\mathcal{I}}(\mu + \eta)\):**

By definition of \(r(\mu), r(\mu + \eta)\) we observe

\[
\begin{align*}
\sum_{a \in \mathcal{I}} (\mu_{a} + \eta_{a}) r_{a}(\mu) & \geq \sum_{a \in \mathcal{I}} (\mu_{a} + \eta_{a}) r_{a}(\mu + \eta), \\
\sum_{a \in \mathcal{I}} (\mu_{a} + \eta_{a}) r_{a}(\mu) + \Phi_{A,\mathcal{I}}(\mu) & \geq \\
\sum_{a \in \mathcal{I}} (\mu_{a} + \eta_{a}) r_{a}(\mu + \eta) + \Phi_{A,\mathcal{I}}(\mu + \eta), \\
\sum_{a \in \mathcal{I}} (\mu_{a} + \eta_{a}) (r_{a}(\mu) - r_{a}(\mu + \eta)) & \geq \\
\sum_{a \in \mathcal{I}} (\mu_{a} + \eta_{a}) (r_{a}(\mu) - r_{a}(\mu + \eta)) & \geq 0 \\
& \geq \Phi_{A,\mathcal{I}}(\mu + \eta) - \Phi_{A,\mathcal{I}}(\mu),
\end{align*}
\]

where the inequalities in the underbrackets are a direct result of the case assumptions, these inequalities contradict the hypothesis.

Case $\Phi_A|\mathcal{I}(\mu) \leq \Phi_A|\mathcal{I}(\mu + \eta)$:

We can directly observe that

$$\sum_{a \in A} (\mu_a + \eta_a) r_a(\mu) = \sum_{a \in A} (\mu_a + \eta_a) r_a(\mu) + \Phi_A|\mathcal{I}(\mu) \leq \sum_{a \in A} (\mu_a + \eta_a) r_a(\mu + \eta) + \Phi_A|\mathcal{I}(\mu + \eta),$$

which again contradicts the hypothesis. \hfill \Box

**Lemma A.2.** Let $P_{A,H}^R$ be a Pareto front, and let $r(\mu) \in P_{A,H}^R$ denote the solution to the linear weighting Problem given by Eq.(2). Let $\mathcal{I} \subseteq A$ and let $\mu^T : \mu^T > 0, \mu_A|\mathcal{I} = 0, ||\mu^T||_1 = 1$. Then

$$\exists i \in \mathcal{I} : r_i(\mu^T) < ||r(\mu)||_\infty \vee (\mu \in \mu^T).$$

**Proof.** By contradiction, assume

$$(r_i(\mu^T) \geq ||r(\mu)||_\infty, \forall i \in \mathcal{I}) \wedge (\mu \not\in \mu^T).$$

We can then write

$$\sum_{a \in A} \mu^T_a r_a(\mu^T) \geq \sum_{a \in A} \mu^T_a ||r(\mu)||_\infty$$

which contradicts the definition of $r(\mu^T)$. \hfill \Box

**Theorem 5.1.** Let $P_{A,H}^R$ be a Pareto front, and $r(\mu) \in P_{A,H}^R$ denote the solution to the linear weighting Problem 2. For any $\mu^T \not\in \arg\min_{\mu \in \Delta^{|A|-1}} ||r(\mu)||_\infty$, and $\mu^* \in \arg\min_{\mu \in \Delta^{|A|-1}} ||r(\mu)||_\infty$, the sets

$$N_i = \{ \mu : r_i(\mu) < ||r(\mu)||_\infty \}$$

satisfy:

1. $\mu^* \in \bigcap_{i \in A} N_i$;
2. If $\mu \in N_i \rightarrow \lambda \mu + (1 - \lambda) e^i \in N_i, \forall \lambda \in [0, 1], i = 1, \ldots, |A|$, where $e^i$ denotes the standard basis vector;
3. $\forall \mathcal{I} \subseteq A, \mu : \mu_A|\mathcal{I} = 0 \rightarrow \mu \in \bigcup_{i \in \mathcal{I}} N_i$;
4. If $r(\mu)$ is also continuous in $\mu$, then $\forall \mathcal{I} \subseteq A$ such that $\mu \in \bigcap_{i \in \mathcal{I}} N_i \rightarrow \exists \epsilon > 0 : B_\epsilon(\mu) \subseteq \bigcap_{i \in \mathcal{I}} N_i$;
5. If $P_{A,H}^R$ is also convex, then $r(\mu^*) \in \arg\min_{r \in P_{A,H}^R} ||r||_\infty$.

**Proof.**

**Property 1:** We can directly observe that

$$r_r(\mu^*) < ||r(\mu^*)||_\infty < ||r(\mu^*)||_\infty, \forall \mu \in A,$

which again contradicts the hypothesis. \hfill \Box

**Property 2:** Direct application of Lemma A.1.

**Property 3:** Direct application of Lemma A.2.

**Property 4:** For all $i \in \mathcal{I}$ we have $r_i(\mu) < ||r(\mu)||_\infty$, since $r_i(\mu)$ is also continuous in $\mu$, $\exists \epsilon_i > 0 : \forall \mu'' \ni B_{\epsilon_i}(\mu) \rightarrow r_i(\mu) < ||r(\mu)||_\infty$. Taking $\epsilon = \min_{i \in \mathcal{I}} \epsilon_i$ we have $B_{\epsilon}(\mu) \subseteq \bigcap_{i \in \mathcal{I}} N_i$.

**Property 5:** Immediate since every point in the Pareto front in this condition can be expressed as a solution to the linear weighting Problem 2. Proven in Theorem 4.1 and (Geoffrion, 1968).

**A.2. Analysis of Proposed Optimization Method**

Here we discuss some of the properties of the APStar Algorithm (Algorithm 1). Key observations regarding the update sequence can be summarized as follows:

- Updates $\mu^{t+1} = (\mu^t + \frac{1}{K||\mu||_1} \mu^t) K_{t+1}$ always satisfy $\mu^{t+1} \geq 0, ||\mu^{t+1}||_1 = 1$.
- Consecutive updates that do not decrease the minimax risk have a step size that converges to $0$:

$$||\mu^{t+1} - \mu^t||_2^2 = \frac{1}{K+1} \rightarrow 0.$$

- The update sequence $\mu^{t+1} = (\mu^t + \eta) K_{t+1} K_{t+1}$ converges to $\eta$. That is $\mu^{t+1} \rightarrow \eta$.

So far, we showed that the choice of update sequence always proposes feasible weighting vectors, with progressively smaller step sizes, but that nonetheless can reach any point in the feasible region given sufficient updates.

We can also state that the update directions $\frac{1}{K||\mu||_1}$ are not fixed points of the algorithm unless they themselves are a viable update vector.

**Lemma A.3.** Let $\mu^t$ with corresponding $||r(\mu^t)||_\infty$ in the conditions of Theorem 5.1. Denote the possible update directions of Algorithm 1 as

$$\eta^t : \eta_i = \left\{ \begin{array}{ll}
\frac{1}{|\mathcal{I}|} & i \in \mathcal{I}, \\
0 & o.w.
\end{array} \right.$$
Similarly, denote
\[ 1^\mu : 1^\mu_r = \begin{cases} 1 & \text{if } r_i(\mu) > \|r(\mu')\|_\infty, \\ 0 & \text{otherwise.} \end{cases} \]

All update directions that are non-viable descent updates are repellors. That is, if \( I \subseteq A : \|r(\eta^I)\|_\infty > \|r(\mu')\|_\infty \) then \( \exists \epsilon : \forall \mu \in B_\epsilon(\eta^I) : \frac{1}{\|\eta^I\|_\infty} \neq \eta^I. \)

Proof. This is a direct corollary of properties 3 and 4 of Theorem 5.1.

A full convergence proof of the algorithm would need to show that this algorithm has no cycles. This can be motivated to a point by observing that the update directions are equivalent to performing gradient descent on the following function:

\[ F(\mu) = \sum_{i=1}^{\lfloor A \rfloor} (1 - \mu_a) I(r_i(\mu) \geq r), \]
\[ \nabla F(\mu) = -\{(r_i(\mu) \geq r)\}_{i=1}^{\lfloor A \rfloor} = -1^\mu, \]

where we abuse the notation \( \nabla F(\mu) \) since the function is not differentiable on the boundaries where \( r_i(\mu) = r \). We do note however that even on those points, \( 1^\mu \) is a valid descent direction. Function \( F(\mu) \) can be shown to have no non-global minima in the set \( \mu : \mu > 0, \|\mu\|_1 = 1 \), and global minima on all \( \mu \in \bigcap_{i \in A} N_i \). We do note, however, that gradient descent on discontinuous functions can still produce cycles on pathological cases.

Figure 4 (repeating Figure 3 for convenience) shows examples of iterations of the APStar algorithm across randomly generated star-convex sets satisfying the conditions of Theorem 5.1. We observe that the algorithm converges to a viable update direction in all instances. Convergence for simple cases happens in few iterations, but challenging scenarios can still be appropriately solved with the proposed algorithm; on average, our algorithm is significantly faster than random sampling, especially in challenging scenarios. An explanation on how these distributions are sampled is presented next.

**Sampling Star-convex Distributions**

Here we describe a simple procedure to sample Star-convex distributions in \( \Delta^2 \) that satisfy the properties of Theorem 5.1.

We note that any point in the \( \Delta^2 \) simplex can be embedded into \( \mathbb{R}^2 \) by using the following function,

\[ f(\mu) : \Delta^2 \rightarrow \mathbb{R}^2, \]
\[ f(\mu) = (\frac{2\mu_1 + \mu_2}{2}, \frac{\sqrt{2}\mu_2}{2}). \]

In our convergence experiments, we set \( K = 7, r^j \sim U[0, 1] \) and \( (\theta^j_{r^j})_{j=1}^{K-1} = \text{Sort}(u \sim U[0, \pi/3])_{j=1}^{K-1} \). We sample \( C_0, C_1, C_2 \) independently and then reject these functions if the corresponding sets \( N_0, N_1, N_2 \) do not satisfy the properties of Theorem 5.1. Namely, properties 2 and
4 are satisfied by construction, we check that Property 1 is satisfied by verifying that \(N_0 \cup N_1 \cup N_2\) contains at least one element.

Property 3 is verified by checking that \(N_0 \cap N_1 \cap N_2\) covers the entire triangle in \(\mathbb{R}^2\), and also that

\[
C_0(0) + C_1(\pi/3) > 1,
C_1(0) + C_2(\pi/3) > 1,
C_2(0) + C_0(\pi/3) > 1.
\]

A.3. MMPF Implementation Details

Here we present implementation details to estimate the Minimax Pareto Fair classifier from data. As mentioned in Section 5, the APStar algorithm (Algorithm 1) requires an optimizer to solve the linear weighting problem (Problem 2). We propose two options, one minimizes it using stochastic gradient descent (SGD), we call this approach joint estimation, and it is described in Algorithm 2. Note that each batch samples the sensitive attributes uniformly in order to reduce the variance of the conditional risk estimators for every group in every batch. The second approach was also presented in Section 5 and is called plug-in. Here each conditional distribution \(p(Y|X, A), p(A|X)\) is estimated independently from the data, and the optimal model for a given weighting vector \(\mu\) is computed using the expression derived in Theorem 4.2. Algorithm 3 describes this approach.

In both the joint and plug-in approach, the APStar algorithm makes decision based on the risk vector evaluated on the validation datasets. This is done to empirically improve generalization and disallow excessive overfitting.

**Algorithm 2 Joint Estimation**

**Input:** Train \(D^{tr} = \{(x^i, y^i, a^i)\}_{i=1}^{N_{tr}},\) Validation \(D^{val} = \{(x^i, y^i, a^i)\}_{i=1}^{N_{val}}\), Network: \(h_\theta,\) Weights: \(\mu,\) Loss \(\ell(\cdot, \cdot),\) Learning Rate: lr, Decay rate = \(\gamma,\) Epochs: \(n_E,\) Batch Size: \(n_B,\) Maximum Patience = \(n_P,\) \(h^* \leftarrow h_\theta,\) epochs \(\leftarrow 0,\) patience \(\leftarrow 0\)

**repeat**

\(t \leftarrow 0, h_\theta \leftarrow h^*\)

**while** \(t < \frac{n_E}{n_B} \text{ do} \)

\[
\{a_i\}_{i=1}^{n_B} \sim U[1, \ldots, |A|]; \{x_i, y_i|a_i\}_{i=1}^{n_B} \sim D^{tr}
\]

\[
r(h_\theta) \leftarrow \left\{\frac{\sum_{i=1}^{n_B} 1[a_i=a]\ell(h_\theta(x_i), y_i)}{\sum_{i=1}^{n_B} 1[a_i=a]}\right\}_{a \in A}
\]

\[
\theta \leftarrow \theta - lr\nabla_\theta (\mu, r(h_\theta))
\]

\(t \leftarrow t + 1\)

**end while**

**epochs \(\leftarrow 1 \text{ # epoch ended; evaluate on validation} \)**

\[
r^{val}(h_\theta) \leftarrow \left\{\frac{\sum_{i \in D^{val}} 1[a_i=a]\ell(h_\theta(x_i), y_i)}{\sum_{i \in D^{val}} 1[a_i=a]}\right\}_{a \in A}
\]

**if** \((\mu, r^{val}(h_\theta)) \leq (\mu, r^{val}(h^*)) \text{ then} \)

\(h^* \leftarrow h_\theta;\) patience \(\leftarrow 0\)

**else**

\(lr \leftarrow \gamma lr;\) patience \(\leftarrow 1\)

**end if**

**until** epochs \(\geq n_E \lor\) patience \(\geq n_P\)

**return** \(h^*, r^{val}(h^*)\)

**Algorithm 3 Plug-in Estimation**

**Input:** Validation \(D^{val} = \{(x^i, y^i, a^i)\}_{i=1}^{N_{val}}\), Networks estimating \(p(Y|X, A) = \{p_{\theta_i^A}\}_{i=1}^{|A|}\) and \(p(A|X) = p_{\theta_A}^A\). Priors \(\{p_0\}_{a=1}^{|A|}\). Weights: \(\mu,\) Loss \(\ell(\cdot, \cdot),\) \(h^*(x) \leftarrow \frac{\sum_{a=1}^{|A|} p_{\theta_a^A}(x)p_a^A(x)}{\sum_{a=1}^{|A|} p_a^A(x)}\)

\[
r^{val}(h^*) \leftarrow \left\{\frac{\sum_{i \in D^{val}} 1[a_i=a]\ell(h^*(x_i), y_i)}{\sum_{i \in D^{val}} 1[a_i=a]}\right\}_{a \in A}
\]

**return** \(h^*, r^{val}(h^*)\)

A.4. Synthetic Data Experiments

We tested our approach on synthetic data where the observations are drawn from the following distributions:

\[
A \sim U[1, \ldots, |A|],
X|A = a \sim N(m_a, 1),
Y|X = x, A = a \sim Ber(f_a(x)),
\]

\[
f_a(x) = \rho_a^0 1[x \leq t_a] + \rho_a^1 1[x > t_a].
\]

Note that \(f_a(x)\) is a piecewise-constant function. We used Brier Score as our loss function, then the Bayes-optimal classifier for each group is \(f_a(x)\), while the optimal classifier for the linear weighting problem can be computed numerically using the expression derived in Theorem 4.2.

For the synthetic experiments presented in this section we chose \(|A| = 3, \{m_0, m_1, m_2\} = \{-0.5, 0, 0.5\}, \{t_0, t_1, t_2\} = \{-0.25, 0, 0.25\}, \rho_{0,1,2} = 0.1, \rho_{0,1} = 0.9, \text{ and } \rho_2 = 0.8.\)
Figure 6.a shows the conditional distributions $p(X|a)$ and $p(Y|X,a)$ obtained with these parameters, along with the minimax Pareto fair classifier.

We evaluate performance of the APStar algorithm performs when $h^*, r(\mu)$ are computed using the closed form formula in Theorem 4.2, expectations are computed via numerical integration. This enables us to evaluate the performance of the algorithm in the infinite sample and perfect $h$ optimization regime. We recover the optimal minimax Pareto fair weights $\mu^*$ via grid search, since a closed form solution for these weights is not available. Figure 6.b and Figure 6.c show how the risk vector $r(\mu)$ and linear weights $\mu$ approach the minimax optimal $r^*, \mu^*$ as a function of iterations of the APStar algorithm. Figure 2 shown in Section 5 was also generated with these parameters.

Figures 6.d and 6.e show the performance of the algorithm as a function of training samples, the classifier is implemented using an NN, and is minimized using SGD. Table 7 in Section A.9 provides the architecture and optimization details. We observe that the optimal classifier is non-linear (see Figure 6.a) which motivates the use of NNs for estimation. Note that relative errors decrease with the number of samples. In both cases, the algorithm is able to effectively converge to the minimax Pareto fair risk.

The Pareto curve shown in figure 1 (Section 3) was generated with parameters $|A| = 2$, $\{m_0, m_1\} = \{-0.5, 0.5\}$, $\{t_0, t_1\} = \{-0.25, 0.25\}$, $\{\rho_0^l, \rho_1^l\} = \{0.3, 0.05\}$, $\{\rho_0^e, \rho_1^e\} = \{0.7, 0.95\}$ and Brier Score risk.

A.5. Plug in vs Joint Estimation Analysis

We empirically compare the performance of the plug-in and joint estimation approaches presented in Section 4. The main advantage of plug-in estimation is that once the conditional classifiers are calculated, evaluating a new weight vector does not require any optimization; in contrast, joint estimation requires a full optimization run for each new weight vector. The main advantage of joint estimation is that it requires a single model, and makes use of all samples to train it; this can be beneficial when samples are scarce, and can be motivated by the transfer learning literature. In our problem setting, we can consider sensitive groups as different domains or tasks, and our goal is to find a model that has the best minimax performance. If the conditional distributions $p(Y|X,a)$ and $p(X|a)$ match for every $a \in A$ ($Y \perp A|X$ and $X \perp A$), we are in the optimal transfer learning scenario where all groups benefit from each others’ samples to estimate the target. In this situation, the joint approach would be expected to perform better on the test set than the plug-in approach. From this ideal case we can identify the following two deviations:

- Case I: $Y \perp A|X$ and $d(p(X|a), p(X|a')) \geq \epsilon$, $\forall a, a' \in A$, $\epsilon > 0$;

- Case II: $X \perp A$ and $d(p(Y|X,a), p(Y|X,a')) \geq \epsilon$, $\forall a, a' \in A$, $\epsilon > 0$;

where $d(.,.)$ is some distance or divergence between distributions.

Case I keeps $Y \perp A|X$, but $p(X|a)$ differ across $a$ values. It is reasonable to assume that as $\epsilon$ increases, the difference in the group conditional risks on test data for joint and plug-in estimation will be low. Note that in this scenario, if the hypothesis class is unbounded, there is no trade-off between group risks as shown in Lemma 4.3, hence the Pareto front is the Utopia point; we expect the joint estimation approach to outperform plug-in estimation at the same number of weight updates.

Case II keeps $X \perp A$, but $p(Y|X,a)$ differ across $a$ values. In this scenario, there may be a trade-off between group risks. We argue that in a finite sample scenario, as $\epsilon$ increases, it is not clear if joint estimation will be better or worse than plug-in since the former may be affected by negative transfer.

Experiments

We empirically examine these cases by choosing $|A| = 2$ and simulating synthetic data from the following distribu-
Figure 7. (a), (b), and (c) show conditional distributions for \( p(Y = 1|X, a) \) (top) and \( p(X|a) \) (bottom), simulated according to Eq. 5 and Eq. 6 for three situations. (a) corresponds to case I \((Y \perp A|X)\), (b) to case II \((X \perp A)\) and (c) to \( Y \perp A|X \) and \( X \perp A \). All plots of \( p(Y = 1|X, a) \) include the optimal minimax Pareto fair classifier \( h^*(X) \).

Figure 8 compares the performance of the plug-in and joint estimation approach. On both approaches, we limit the number of weight updates of the APStar algorithm to 15. Figure 8.a compares relative differences in the risk vector as a function of the divergence between \( p(X|0) \) and \( p(X|1) \) for 4k and 9k train samples and Case I \((Y \perp A)\). Figure 8.b compares accuracies under the same conditions. We observe that in this scenario, the benefit of joint estimation is evident, especially with a small number of samples. Note that this gap is reduced as \( D_{KL}(p(X|0)||p(X|1)) \) and the number of samples increases; as expected, both methods perform better when more samples are available.

Figures 8.c and 8.d show the same comparisons for Case II. In this scenario there is no clear difference between plug-in and joint estimation, though the former appears to be marginally better; both methods improve performance with additional samples.

**UNBALANCED CLASSIFICATION: \( Y = A \)**

In balanced risk minimization, we have \( Y = A \). If the risk function is either Cross Entropy or Brier Score, we can apply Theorem 4.1 and recover

\[
h^\mu(x) = \left\{ \frac{\mu_a p(a|x)}{\sum_{a' \in A} \mu_{a'} p(a'|x) p(a|x)} \right\}_{a=1}^{\mathcal{A}}.
\]

This particular scenario is noteworthy because the plug-in approach only needs to estimate \( p(a|x) = p(y|x) \) by simply re-weighing each component of the output probability vector. This re-weighing requires no expensive minimization procedure, and enables extensive iterations of the APStar algorithm to find the optimal weight vector \( \mu \). For these types of scenarios, it is advantageous to estimate \( p(y|x) \) by using a Naive or Balanced classifier, and then derive all

\[
X|0 \sim \mathcal{N}(0, 1), \quad X|1 \sim \mathcal{N}(m_1, 1), \quad m_1 \geq 0,
\]

\[
Y|X, 0 \sim \text{Ber}(f_0(X)), \quad Y|X, 1 \sim \text{Ber}(f_1(X)),
\]

\[
A \sim \text{Ber}(\frac{1}{2}),
\]

where

\[
f_0(X) = (0.6 + 0.21[x \geq 0]) \text{sign}[\sin(2\pi X) + 1] + 0.2 - 0.11[x \geq 0],
\]

\[
f_1(X) = (1 - \lambda)f_0(X) + \lambda[1 - \text{round}(f_0(X))],
\]

\[
\lambda \in [0, 1].
\]

Note that parameter \( m_1 \) is used to change the separation between \( p(X|0) \) and \( p(X|1) \); we measure this using KL-divergence \( D_{KL}(p(X|0), p(X|1)) = \frac{m_1^2}{2} \). The parameter \( \lambda \) controls the difference between \( p(Y|X, 1) \) and \( p(Y|X, 0) \), we measure this using \( E_X[D_{KL}(p(Y|X, 0), p(Y|X, 1))] \), which can be numerically approximated. For Case I we choose \( \lambda = 0 \) and \( m_0 \in \{0, 0.5, 1, 1.5, 2\} \); for Case II we choose \( m_0 = 0 \) and \( \lambda \in \{0, 0.2, 0.5, 0.8\} \).

Figure 7 shows three examples of synthetic data generated with these distributions were the input variable \( X \), sensitive variable \( A \), and target \( Y \) exhibit various dependencies. Figures 7.a and 7.b show examples of conditional distributions \( p(X|A) \) and \( p(Y = 1|X, A) \) for Cases I and II. Figure 7.c shows an example were both \( X \not\perp A \) and \( Y \not\perp A \). Additionally, we plot the MMPF classifier \( h^*(X) \). When \( Y \perp A|X \) we have that \( h^*(X) = p(Y|X) \) and when \( X \perp A \), \( h^*(X) \) is a linear combination of \( p(Y|X, 0) \) and \( p(Y|X, 1) \) with the minimax weight coefficients. These are direct consequences of Theorem 4.2. In Figure 7.c \( h^*(X) \) shows a more complex interaction since both \( p(X|a) \) and \( p(Y|X, a) \) differ between \( a \) values. Asymptotically, since \( p(a = 1|X = \infty) = 1, p(a = 0|X = -\infty) = 1 \), we recover \( h^*(\infty) = p(Y|X, 1) \) and \( h^*(-\infty) = p(Y|X, 0) \).
We compare the performance of the following methods:

- **Joint estimation** may benefit from transfer learning and seems to be no worse than plug-in estimation even when target conditional distributions do not match. Note that a certain amount of negative transfer may be required by the minimax Pareto Fair classifier, which may negate the advantages of plug-in estimation when target conditional distributions differ.

- Plug-in estimation requires multiple $(|A| + 1)$ models, while joint estimation only requires one; this makes this approach impractical in some scenarios. However, the former approach allows for cheap iterations of the APStar algorithm.

- In the balanced classification problem ($Y = A$), plug-in estimation requires the same number of models as joint estimation, but is cheaper to evaluate.

### A.6. Methods

We compare the performance of the following methods:

- **Kamishima.** (Kamishima et al., 2012) uses logistic regression as a baseline classifier, and requires numerical input (observations), and binary target variable. Fairness is controlled via a regularization term with a tuning parameter $\eta$ that controls the trade-off between fairness and overall accuracy. $\eta$ is optimized via grid search with $\eta \in (0, 300)$ as in the original paper. We report results on the hyperparameter configuration that produces the best minimax cross-entropy across sensitive groups.

- **Feldman.** (Feldman et al., 2015) provides a preprocessing algorithm to sanitize input observations. It modifies each input attribute so that the marginal distribution of each coordinate is independent of the sensitive attribute. The degree to which these marginal distributions match is controlled by a $\lambda$ parameter between 0 and 1. It can handle numerical and categorical observations, as well as non-binary sensitive attributes, and arbitrary target variables. Following (Friedler et al., 2019), we train a linear logistic regressor on top of the sanitized attributes. $\lambda$ is optimized via grid search with increments of 0.05. We report results on the hyperparameter configuration that produces the best minimax cross-entropy across sensitive groups.

- **Zafar.** (Zafar et al., 2015) Addresses disparate mistreatment via a convex relaxation. Specifically, in the implementation provided in (Friedler et al., 2019), they train a logistic regression classifier with a fairness constraint that minimizes the covariance between the sensitive attribute and the classifier decision boundary. This algorithm can handle categorical sensitive attributes and binary target variables, and numerical observations. The maximum admissible covariance is handled by a hyperparameter $c$, tuned by logarithmic grid search with values between 0.001 and 1. We report results on the hyperparameter configuration that produces the best minimax cross-entropy across sensitive groups.

- **Hardt.** (Hardt et al., 2016) proposes a post-processing algorithm that takes in an arbitrary predictor and the sensitive attribute as input, and produces a new, fair predictor that satisfies equalized odds. This algorithm can handle binary target variables, an arbitrary number of sensitive attributes, and any baseline predictor, but requires test-time access to sensitive attributes. It does not contain any tuning parameter. We apply this method on top of both the Naive Classifier and our Pareto Fair classifier.

- **Naive Classifier (Naive).** Standard classifier, trained to minimize an expected risk $h = \arg\min_{h \in H} E_{X,Y}[\ell(h(X), \delta^Y)]$. The baseline classifier class $H$ is implemented as a neural network and varies by experiment as described in Section A.9, the loss function also varies by experiment and is also described in Section A.9. Optimization is done via stochastic gradient descent.

- **Balanced Classifier (Balanced).** Baseline classifier designed to address undersampling of minority classes, trained to minimize a class-rebalanced expected risk $h = \arg\min_{h \in H} E_{A \sim U[1, \ldots, |A|], (X,Y) \sim P(X,Y|A)}[\ell(h(X), \delta^Y)]$. Like the Naive classifier, it is implemented as a neural network and optimized via stochastic gradient descent. The sole difference with the Naive classifier is that, during training, samples are drawn from the new input distribution $A \sim U[1, \ldots, |A|]; X,Y|A \sim P(X,Y|A)$, which is achieved by re-weighted sampling of the original training dataset.

- **Minimax Pareto Fair (MMPF, joint and plug-in).** Our proposed methodology, finds a Pareto-optimal model $h^*$ such that it has minimax Pareto risk $r^*$. It achieves this by searching for weighting coefficients that $r^*$ is the solution to the corresponding linear weighted problem (see Eq.2). This method alternates between minimizing a linearly-weighted loss function (Eq.2), and updating the weighting coefficients according to Algorithm 1. The baseline classifier class $H$ is implemented as a neural network and varies by experiment as described in Section A.9, the loss function also varies by experiment and is also described
in Section A.9. The minimization of the weighted loss function at every step of the APStar algorithm is implemented via stochastic gradient descent (joint estimation) or by direct application of the closed form optimal classifier derived in Theorem 4.2 (plug-in estimation). The latter approach requires estimating \( p(a|x), p(y|x, a) \) and \( p(a) \).

### A.7. Evaluation Metrics

Here we describe the metrics used to evaluate the performance of all tested methods. We are given a set of test samples \( D_t = \{(x_i, y_i)\}_{i=1}^N \) where \( x_i \in \mathcal{X} \) is a realization of our model input and \( y_i \in \mathcal{Y} \) the corresponding objective. We assume that \( \mathcal{Y} \) is a finite alphabet, as in a classification problem; we will represent the one-hot encoding of \( y_i \) as \( \delta^{y_i} \). Given a trained model \( h : \mathcal{X} \to [0, 1]^{\left|\mathcal{Y}\right|} \) the predicted output for an input \( x_i \) is a vector \( \hat{h}(x_i) : \|\hat{h}(x_i)\|_1 = 1 \) (e.g., output of a softmax layer). The predicted class is \( \hat{y}_i = \arg\max_h \hat{h}_i(x_i) \) and its associated confidence is \( \hat{p}_i = \max_j \hat{h}_{ij} \). Ideally \( \hat{y}_i \) should be the same as \( y_i \). Using these definitions, we compute the following metrics.

**Accuracy (Acc):** \( \frac{1}{N} \sum_{i=1}^N 1(\hat{y}_i = y_i) \). Fraction of correct classifications in dataset.

**Brier Score (BS):** \( \frac{1}{N} \sum_{i=1}^N \|\delta^{y_i} - \hat{p}_i\|^2 \) where \( \delta^{y_i} \) is the one-hot representation of the categorical ground truth value \( y_i \). This quantity is also known as Mean Square Error (MSE).

**Cross Entropy (CE):** \(-\frac{1}{N} \sum_{i=1}^N \langle \delta^{y_i}, \log \hat{h}(x_i) \rangle \) also known as negative log-likelihood (NLL) of the multinomial distribution.

**Expected Calibration Error (ECE):** \( \frac{1}{N} \sum_{m=1}^M \sum_{i \in B_m} 1(\hat{y}_i = y_i - \hat{p}_i) \) where \( M \) is the number of bins to divide the interval \([0, 1]\) such that \( B_m = \{i \in [1, .., N] : \hat{p}_i \in (\frac{m-1}{M}, \frac{m}{M}] \} \) are the group of samples that our model assigns a confidence (\( \hat{p}_i \)) in the interval \( (\frac{m-1}{M}, \frac{m}{M}] \). Measures how closely the predicted probabilities match the true base rates.

**Maximum Calibration Error (MCE):** \( \max_{m \in \{1, ..., M\}} \frac{1}{|B_m|} \sum_{i \in B_m} 1(\hat{y}_i = y_i - \hat{p}_i) \). Measures worst-case miscalibration errors.

These metrics are computed independently for each sensitive subgroup on the test set and reported in Section A.10.

### A.8. Details on Experiments on Real Data

The following is a description of the data and experiments for each of the real datasets. The information presented here is summarized in Table 6.

**MIMIC-III.** This dataset consist of clinical records collected from adult ICU patients at the Beth Israel Deaconess Medical Center (MIMIC-III dataset) (Johnson et al., 2016). The goal is predicting patient mortality from clinical notes. We follow the pre-processing methodology outlined in (Chen et al., 2018), where we analyze clinical notes acquired during the first 48 hours of ICU admission; discharge notes were excluded, as where ICU stays under 48 hours. Tf-idf statistics on the 10,000 most frequent words in clinical notes are taken as input features.

We identify 8 sensitive groups as the combination of age (under/over 55 years old), ethnicity as determined by the majority group (white/nonwhite); and outcome (alive/deceased). Here we will use the term adult to refer to people under 55 years old and senior otherwise. This dataset shows large sample disparities since 56.7% corresponds to the overall majority group (alive-senior-white) and only 0.4% to the overall minority group (deceased-adult-nonwhite).

We used a fully connected neural network as described in Table 7 as the baseline classifier for our proposed MMPF framework. We compare our results against both the Naive and Naive Balanced algorithms using the same neural network architecture, and use crossentropy (CE) as our training loss. We also evaluate the performance of Zafar, Feldman and Kamishima applied on the feature embeddings learned by the Naive classifier (results over the original input features failed to converge on the provided implementations).

We report the performance across a 5-fold split of the data, we used a 60/20/20 train-validation-test partition as described on Table 6 and report results over the test set. We denote the overall sensitive attribute as the combination of outcome (A:alive/D:deceased), age (A:adult/S:senior) and ethnicity (W:white, NW:nonwhite) with shorthand notation of the form D/A/W to denote, for example, deceased, white adult. We also note that results on Zafar, Kamishima and Hardt were done over only the sensitive attributes Adult/Senior and White/Nonwhite, outcome was not considered as a sensitive attribute for both methods. This was done because Hardt requires test-time access to sensitive attributes, which would not be possible for the outcome variable, and Zafar attempts to decorrelate sensitive attributes and classification decision boundaries, which is counterproductive when the sensitive attribute includes the correct
We load a pre-trained DenseNet121 network (Huang et al., 2017) and train it to classify skin lesions from dermatoscopic images using our Pareto fairness framework. We compared against the Naive and the Balanced training setup. Note that in the Balanced approach we use a batch sampler where images from each class have the same probability, this can be seen as a naive oversampling technique. Table 7 shows implementation details.

We report the performance across 5-fold split of the data, we used a 60/20/20 train-validation-test partition, and report results over the test set. For each group we follow the original notation: Actinic keratoses and intraepithelial carcinoma / Bowen’s disease (akiec), basal cell carcinoma (bcc), benign keratosis-like lesions (bkl), dermatofibroma (df), melanoma (mel), melanocytic nevi (nv) and vascular lesions (vasc).

**Adult.** The Adult UCI dataset (Dua & Graff, 2017a) is based on the 1994 U.S. Census and contains data on 32,561 adults. The data contains 105 binarized observations representing education status, age, ethnicity, gender, and marital status, and a target variable indicating income status (binary attribute representing over or under $50,000). Following (Friedler et al., 2019), we take ethnicity and gender as our target sensitive attributes, defining four subgroups (White/Other and Male/Female). We also present results considering just the gender as sensitive attribute (Male/Female). To compare our MMPF framework evenly against the other methods, we limit our hypothesis class to linear logistic regression (MMPF LR). Additionally, we also show results for a Neural Network model (MMPF); a model class that satisfies the convexity property.

**German.** The German credit dataset (Dua & Graff, 2017a) contains 20 observations collected across 1000 individuals, and a binary target variable assessing the individual’s credit score as good or bad. We consider gender (Male/Female) as the sensitive attribute, which is not included in the data but can be inferred. As in the Adult dataset, we limit our hypothesis class to linear logistic regression to compare evenly across methodologies.

### A.9. Neural Network Architectures and Parameters

Table 7 summarizes network architectures and losses. All networks have a softmax output layer. ADAM was used as the training optimizer, with the specified learning rates (lr) and batch size \( n_B \). Logistic Regression was trained using the implementation provided in Sklearn (Pedregosa et al., 2011).

Here we chose to use the diagnosis class as both the target and sensitive variable, casting balanced risk minimization as a particular use-case for the proposed Pareto fairness framework. We load a pre-trained DenseNet121 network (Huang et al., 2017) and train it to classify skin lesions from dermatoscopic images using our Pareto fairness framework. We compared against the Naive and the Balanced training setup. Note that in the Balanced approach we use a batch sampler where images from each class have the same probability, this can be seen as a naive oversampling technique. Table 7 shows implementation details.

We report the performance across 5-fold split of the data, we used a 60/20/20 train-validation-test partition, and report results over the test set. For each group we follow the original notation: Actinic keratoses and intraepithelial carcinoma / Bowen’s disease (akiec), basal cell carcinoma (bcc), benign keratosis-like lesions (bkl), dermatofibroma (df), melanoma (mel), melanocytic nevi (nv) and vascular lesions (vasc).

**Adult.** The Adult UCI dataset (Dua & Graff, 2017a) is based on the 1994 U.S. Census and contains data on 32,561 adults. The data contains 105 binarized observations representing education status, age, ethnicity, gender, and marital status, and a target variable indicating income status (binary attribute representing over or under $50,000). Following (Friedler et al., 2019), we take ethnicity and gender as our target sensitive attributes, defining four subgroups (White/Other and Male/Female). We also present results considering just the gender as sensitive attribute (Male/Female). To compare our MMPF framework evenly against the other methods, we limit our hypothesis class to linear logistic regression (MMPF LR). Additionally, we also show results for a Neural Network model (MMPF); a model class that satisfies the convexity property.

**German.** The German credit dataset (Dua & Graff, 2017a) contains 20 observations collected across 1000 individuals, and a binary target variable assessing the individual’s credit score as good or bad. We consider gender (Male/Female) as the sensitive attribute, which is not included in the data but can be inferred. As in the Adult dataset, we limit our hypothesis class to linear logistic regression to compare evenly across methodologies.
Table 8. HAM10000 dataset. We underline the worst group metric per method, and bold the one with the best minimax performance. Smallest disparity is also bolded.

| Group   | akiec | bcc   | bkl   | df    | mel   | nv    | vasc  | Disparity |
|---------|-------|-------|-------|-------|-------|-------|-------|-----------|
| Ratio   | 3.3%  | 5.1%  | 11%   | 1.1%  | 11.1% | 67%   | 1.4%  | 65.9%     |
| Naive   | 67.9±6.9% | 73.4±4.2% | 58.2±9.9% | 75.7±7.6% | 58.1±5.8% | 73.5±1.6% | 83.9±8.3% | 32.5±4.6% |
| Balanced| 64.2±5.1% | 66.2±5.8% | **63.9±6.8%** | 69.6±13.5% | 67.5±3.9% | 64.1±1.0% | 71.2±1.0% | **19.8±6.6%** |

**Acc comparison**

| Group   | akiec | bcc   | bkl   | df    | mel   | nv    | vasc  | Disparity |
|---------|-------|-------|-------|-------|-------|-------|-------|-----------|
| Ratio   | 3.3%  | 5.1%  | 11%   | 1.1%  | 11.1% | 67%   | 1.4%  | 65.9%     |
| Naive   | 67.9±6.9% | 73.4±4.2% | 58.2±9.9% | 75.7±7.6% | 58.1±5.8% | 73.5±1.6% | 83.9±8.3% | 32.5±4.6% |
| Balanced| 64.2±5.1% | 66.2±5.8% | **63.9±6.8%** | 69.6±13.5% | 67.5±3.9% | 64.1±1.0% | 71.2±1.0% | **19.8±6.6%** |

**BS comparison**

| Group   | akiec | bcc   | bkl   | df    | mel   | nv    | vasc  | Disparity |
|---------|-------|-------|-------|-------|-------|-------|-------|-----------|
| Ratio   | 3.3%  | 5.1%  | 11%   | 1.1%  | 11.1% | 67%   | 1.4%  | 65.9%     |
| Naive   | 67.9±6.9% | 73.4±4.2% | 58.2±9.9% | 75.7±7.6% | 58.1±5.8% | 73.5±1.6% | 83.9±8.3% | 32.5±4.6% |
| Balanced| 64.2±5.1% | 66.2±5.8% | **63.9±6.8%** | 69.6±13.5% | 67.5±3.9% | 64.1±1.0% | 71.2±1.0% | **19.8±6.6%** |

**CE comparison**

| Group   | akiec | bcc   | bkl   | df    | mel   | nv    | vasc  | Disparity |
|---------|-------|-------|-------|-------|-------|-------|-------|-----------|
| Ratio   | 3.3%  | 5.1%  | 11%   | 1.1%  | 11.1% | 67%   | 1.4%  | 65.9%     |
| Naive   | 67.9±6.9% | 73.4±4.2% | 58.2±9.9% | 75.7±7.6% | 58.1±5.8% | 73.5±1.6% | 83.9±8.3% | 32.5±4.6% |
| Balanced| 64.2±5.1% | 66.2±5.8% | **63.9±6.8%** | 69.6±13.5% | 67.5±3.9% | 64.1±1.0% | 71.2±1.0% | **19.8±6.6%** |

**MCE comparison**

| Group   | akiec | bcc   | bkl   | df    | mel   | nv    | vasc  | Disparity |
|---------|-------|-------|-------|-------|-------|-------|-------|-----------|
| Ratio   | 3.3%  | 5.1%  | 11%   | 1.1%  | 11.1% | 67%   | 1.4%  | 65.9%     |
| Naive   | 67.9±6.9% | 73.4±4.2% | 58.2±9.9% | 75.7±7.6% | 58.1±5.8% | 73.5±1.6% | 83.9±8.3% | 32.5±4.6% |
| Balanced| 64.2±5.1% | 66.2±5.8% | **63.9±6.8%** | 69.6±13.5% | 67.5±3.9% | 64.1±1.0% | 71.2±1.0% | **19.8±6.6%** |
### Table 9. MinMax Pareto Fairness: A Multi Objective Perspective

| Group                  | A/A/NW | A/A/W | A/S/NW | A/S/W | D/A/NW | D/A/W | D/S/NW | D/S/W |
|------------------------|--------|-------|--------|-------|--------|-------|--------|-------|
| **Ratio**              | 5.7%   | 13.3% | 12.9%  | 56.7% | 0.4%   | 0.9%  | 1.8%   | 8.3%  |
| Naive CE               | 98.7±0.8 | 98.8±0.5 | 97.6±0.5 | 98.0±0.3 | 26.0±10.0 | 34.3±5.9 | 20.6±2.1 | 22.6±2.6 | 79.4±1.7 |
| Naive BS               | 99.0±0.4 | 98.0±0.4 | 97.8±0.5 | 98.1±0.3 | 26.7±9.3 | 34.6±4.4 | 20.5±1.9 | 22.9±1.9 | 80.5±1.3 |
| Balanced CE            | 85.8±1.9 | 86.2±1.6 | 76.1±2.1 | 79.3±0.4 | 76.1±8.5 | 80.1±3.9 | 68.2±2.2 | 67.3±2.1 | 22.4±2.8 |
| Balanced BS            | 87.9±1.2 | 87.5±1.4 | 77.5±1.2 | 79.3±0.5 | 74.7±7.1 | 78.8±3.4 | 68.6±2.3 | 68.0±2.1 | 22.6±2.3 |
| Zafar                  | 91.9±1.5 | 93.9±1.4 | 91.6±0.8 | 93.2±0.5 | 49.2±19.4 | 47.1±9.2 | 33.2±4.1 | 32.0±2.4 | 62.9±3.6 |
| Feldman                | 97.4±1.9 | 97.2±1.9 | 95.2±3.4 | 95.6±3.3 | 30.0±16.4 | 35.4±8.0 | 26.7±2.4 | 31.7±2.6 | 72.1±5.5 |
| Kamishima              | 95.1±2.1 | 98.4±0.7 | 96.7±0.9 | 97.6±0.9 | 37.5±5.0 | 34.5±8.0 | 26.7±2.4 | 31.3±2.6 | 72.1±5.5 |
| MMFP CE                | 83.3±2.1 | 83.1±2.0 | 71.3±1.4 | 74.1±0.7 | 81.6±6.5 | 83.2±3.9 | 73.3±2.9 | 74.7±9.2 | 16.2±2.8 |
| MMFP BS                | 86.0±0.9 | 84.8±1.2 | 72.6±1.7 | 74.1±0.5 | 79.8±9.5 | 81.7±3.8 | 73.1±2.0 | 75.2±2.1 | 17.1±3.5 |
| MMFP CE P              | 84.3±4.3 | 81.8±2.8 | 70.3±7.7 | 74.0±0.8 | 80.6±7.7 | 84.5±1.0 | 73.0±6.5 | 75.2±3.1 | 17.4±2.3 |
| MMFP BS P              | 81.8±1.8 | 81.8±1.6 | 71.8±1.6 | 75.2±1.7 | 78.1±2.8 | 81.9±2.5 | 71.8±1.6 | 75.2±3.1 | 17.4±2.3 |

| Naive BS+H             | 59.8±1.1 | 59.9±1.9 | 59.7±2.1 | 59.8±2.1 | 52.3±6.4 | 51.2±3.2 | 50.3±2.9 | 50.5±1.9 | 12.3±3.8 |
| Balanced BS+H          | 76.7±1.1 | 77.2±1.1 | 76.7±1.4 | 76.7±1.4 | 67.3±10.3 | 66.7±2.9 | 56.7±2.6 | 66.1±3.2 | 19.1±1.8 |
| Zafar+H                | 64.0±2.2 | 64.2±1.4 | 64.3±2.3 | 64.2±1.9 | 53.4±9.2 | 49.2±1.9 | 51.5±2.8 | 52.1±1.6 | 17.8±3.1 |
| Feldman+H              | 61.1±2.5 | 61.2±2.4 | 61.2±2.4 | 61.2±2.4 | 55.0±15.8 | 50.1±7.9 | 52.7±2.9 | 50.8±3.1 | 16.9±7.4 |
| Kamishima+H            | 60.0±0.8 | 60.2±1.5 | 60.2±1.3 | 60.2±1.4 | 53.9±6.7 | 52.7±2.2 | 51.6±2.2 | 52.3±1.5 | 11.9±1.9 |
| MMFP BS+H              | 72.6±2.3 | 72.7±2.1 | 72.1±1.7 | 72.5±1.3 | 72.1±8.6 | 72.1±2.8 | 72.0±3.7 | 72.2±4.6 | 11.4±3.5 |

| **BS comparison**      |        |       |        |        |        |        |        |        |

| **CE comparison**      |        |       |        |        |        |        |        |        |

| **ECE comparison**     |        |       |        |        |        |        |        |        |

| **MCE comparison**     |        |       |        |        |        |        |        |        |
Table 10. Adult ethnicity and gender dataset. We underline the worst group metric per method, and bold the one with the best minimax performance. Smallest disparity is also bolded. Standard deviations are computed across 5 splits.

| type          | Female Other | Male Other | Female White | Male White | disc |
|---------------|--------------|------------|--------------|------------|------|
| Ratio         | 6.0%         | 7.7%       | 26.1%        | 60.3%      | 54.3%|
| Naive LR      | 94.7±0.9%    | 84.8±1.0%  | 91.4±0.8%    | 80.6±0.5%  | 64.4±0.6%|
| Balanced LR   | 95.0±1.0%    | 84.5±0.7%  | 91.9±0.4%    | 80.3±0.5%  | 14.5±1.0%|
| Zafar         | 95.1±0.9%    | 84.1±1.4%  | 92.0±0.2%    | 80.6±0.5%  | 14.5±0.9%|
| Feldman       | 95.1±1.0%    | 83.7±1.3%  | 91.8±0.4%    | 80.4±0.3%  | 14.7±0.9%|
| Kamishima     | 95.3±1.0%    | 83.8±0.6%  | 91.9±0.4%    | 80.2±0.4%  | 15.2±1.8%|
| MMPF LR       | 94.6±0.7%    | 84.7±1.0%  | 91.3±0.3%    | 80.6±0.5%  | 14.0±1.0%|
| MMPF LR P     | 94.6±0.7%    | 84.0±1.0%  | 91.4±0.6%    | 80.7±0.5%  | 13.9±1.0%|
| MMPF          | 94.6±1.2%    | 84.4±0.9%  | 91.5±0.5%    | 80.9±0.6%  | 13.6±1.5%|
| MMPF P        | 94.5±1.1%    | 84.3±1.5%  | 90.7±0.5%    | 81.0±0.8%  | 13.4±1.5%|

| BS comparison |
|---------------|--------------|------------|--------------|------------|------|
| Ratio         | 6.0%         | 7.7%       | 26.1%        | 60.3%      | 54.3%|
| Naive LR      | 0.079±0.009  | 0.207±0.012| 0.119±0.004  | 0.266±0.005| 0.187±0.011|
| Balanced LR   | 0.078±0.01   | 0.207±0.011| 0.119±0.004  | 0.267±0.006| 0.189±0.011|
| Zafar         | 0.076±0.01   | 0.208±0.015| 0.118±0.003  | 0.265±0.005| 0.189±0.01|
| Feldman       | 0.082±0.011  | 0.213±0.014| 0.122±0.003  | 0.256±0.008| 0.187±0.011|
| Kamishima     | 0.081±0.01   | 0.216±0.008| 0.119±0.005  | 0.271±0.017| 0.191±0.021|
| MMPF LR       | 0.084±0.009  | 0.206±0.013| 0.126±0.004  | 0.264±0.008| 0.18±0.01|
| MMPF LR P     | 0.085±0.007  | 0.209±0.014| 0.127±0.006  | 0.264±0.008| 0.18±0.007|
| MMPF          | 0.084±0.012  | 0.209±0.009| 0.126±0.005  | 0.261±0.008| 0.176±0.015|
| MMPF P        | 0.086±0.013  | 0.209±0.014| 0.137±0.007  | 0.262±0.006| 0.176±0.015|

| CE comparison |
|---------------|--------------|------------|--------------|------------|------|
| Ratio         | 6.0%         | 7.7%       | 26.1%        | 60.3%      | 54.3%|
| Naive LR      | 0.14±0.013   | 0.321±0.017| 0.204±0.005  | 0.408±0.008| 0.268±0.016|
| Balanced LR   | 0.138±0.013  | 0.322±0.018| 0.203±0.004  | 0.411±0.008| 0.273±0.015|
| Zafar         | 0.143±0.024  | 0.336±0.027| 0.204±0.003  | 0.409±0.01  | 0.266±0.03|
| Feldman       | 0.149±0.015  | 0.332±0.019| 0.211±0.005  | 0.414±0.006| 0.262±0.016|
| Kamishima     | 0.146±0.014  | 0.337±0.013| 0.202±0.006  | 0.414±0.023| 0.269±0.026|
| MMPF LR       | 0.153±0.012  | 0.322±0.018| 0.218±0.005  | 0.404±0.007| 0.251±0.015|
| MMPF LR P     | 0.153±0.01   | 0.324±0.019| 0.218±0.008  | 0.405±0.006| 0.251±0.01|
| MMPF          | 0.141±0.017  | 0.326±0.015| 0.219±0.009  | 0.404±0.009| 0.263±0.022|
| MMPF P        | 0.151±0.021  | 0.331±0.029| 0.245±0.007  | 0.41±0.014 | 0.258±0.03|

| MCE comparison |
|---------------|--------------|------------|--------------|------------|------|
| Ratio         | 6.0%         | 7.7%       | 26.1%        | 60.3%      | 54.3%|
| Naive LR      | 0.02±0.006   | 0.03±0.003  | 0.019±0.003  | 0.014±0.004| 0.018±0.003|
| Balanced LR   | 0.017±0.004  | 0.025±0.005| 0.014±0.004  | 0.02±0.004 | 0.014±0.006|
| Zafar         | 0.013±0.003  | 0.032±0.008| 0.015±0.003  | 0.012±0.004| 0.021±0.011|
| Feldman       | 0.029±0.004  | 0.034±0.009| 0.024±0.001  | 0.011±0.003| 0.024±0.009|
| Kamishima     | 0.014±0.003  | 0.028±0.005| 0.009±0.003  | 0.013±0.004| 0.019±0.006|
| MMPF LR       | 0.036±0.007  | 0.028±0.008| 0.036±0.006  | 0.01±0.003 | 0.031±0.005|
| MMPF LR P     | 0.029±0.007  | 0.033±0.009| 0.024±0.009  | 0.013±0.002| 0.025±0.003|
| MMPF          | 0.022±0.004  | 0.031±0.005| 0.015±0.004  | 0.016±0.004| 0.018±0.007|
| MMPF P        | 0.028±0.005  | 0.033±0.007| 0.018±0.003  | 0.015±0.004| 0.021±0.006|

Minimax Pareto Fairness: A Multi Objective Perspective
Table 11. Adult gender dataset. We underline the worst group metric per method, and bold the one with the best minimax performance. Smallest disparity is also bolded. Standard deviations are computed across 5 splits.

| Gender | Female | Male | Disparity |
|--------|--------|------|-----------|
| Ratio  | 32.1%  | 67.9%| 35.9%     |
| Naive LR | 92.3±0.4 | 80.5±0.4 | 11.9±0.7 |
| Balanced LR | 92.3±0.3 | 80.5±0.7 | 12.0±0.7 |
| Zafar | 92.5±0.3 | 80.9±0.3 | 11.6±0.4 |
| Feldman | 92.3±0.3 | 80.7±0.2 | 11.6±0.1 |
| Kamishima | 92.6±0.4 | 80.9±0.4 | 11.7±0.2 |
| MMPF LR | 91.9±0.4 | 81.0±0.3 | 10.9±0.7 |
| MMPF | 92.1±0.3 | 81.3±0.3 | 10.8±0.5 |
| MMPF LR P | 92.0±0.4 | 81.0±0.5 | 11.0±0.6 |
| MMPF P | 91.7±0.3 | 81.2±0.3 | 10.1±0.5 |
| Feldman+H | 72.3±2.5 | 76.5±2.7 | 4.1±0.8 |
| Kamishima+H | 73.3±2.9 | 77.8±1.2 | 4.3±1.4 |
| Zafar+H | 73.3±2.7 | 77.3±2.5 | 4.0±1.1 |
| Naive LR+H | 74.2±2.7 | 78.6±2.1 | 4.4±0.7 |
| Balanced LR+H | 73.3±2.1 | 77.7±2.9 | 3.9±0.9 |
| MMPF LR+H | 76.0±2.2 | 79.8±1.6 | 3.8±1.3 |

Table 12. German dataset. We underline the worst group metric per method, and bold the one with the best minimax performance. Smallest disparity is also bolded. Standard deviations are computed across 5 splits.

| Gender | Female | Male | Disparity |
|--------|--------|------|-----------|
| Ratio  | 29.5%  | 70.5%| 41.0%     |
| Naive LR | 607±1.7 | 559±1.6 | 59.5±1.0 |
| Balanced LR | 607±1.6 | 559±1.5 | 59.5±1.5 |
| Zafar | 607±1.8 | 559±1.7 | 59.5±1.0 |
| Feldman | 607±1.7 | 559±1.6 | 59.5±1.0 |
| Kamishima | 607±1.6 | 559±1.5 | 59.5±1.5 |
| MMPF LR | 607±1.5 | 559±1.5 | 59.5±1.5 |
| MMPF | 607±1.4 | 559±1.4 | 59.5±1.5 |
| MMPF LR P | 607±1.3 | 559±1.3 | 59.5±1.5 |
| MMPF P | 607±1.2 | 559±1.2 | 59.5±1.5 |
| Naive LR+H | 57.5±1.7 | 57.8±1.8 | 57.5±1.7 |
| Balanced LR+H | 60.5±2.2 | 60.9±2.4 | 46.0±3.3 |
| Feldman+H | 60.1±2.7 | 62.5±2.5 | 7.1±3.9 |
| Kamishima+H | 61.7±4.0 | 61.3±4.2 | 4.2±2.2 |
| Zafar+H | 59.9±4.0 | 60.5±4.9 | 6.6±4.9 |
| MMPF LR+H | 65.7±4.7 | 65.9±4.7 | 3.6±1.7 |