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Abstract
We introduce learning and planning algorithms for average-reward MDPs, including 1) the first general proven-convergent off-policy model-free control algorithm without reference states, 2) the first proven-convergent off-policy model-free prediction algorithm, and 3) the first off-policy learning algorithm that converges to the actual value function rather than to the value function plus an offset. All of our algorithms are based on using the temporal-difference error rather than the conventional error when updating the estimate of the average reward. Our proof techniques are a slight generalization of those by Abounadi, Bertsekas, and Borkar (2001). In experiments with an Access-Control Queuing Task, we show some of the difficulties that can arise when using methods that rely on reference states and argue that our new algorithms can be significantly easier to use.

1. Average-Reward Learning and Planning
The average-reward formulation of Markov decision processes (MDPs) is arguably the most important for reinforcement learning and artificial intelligence (see, e.g., Sutton & Barto 2018 Chapter 10, Naik et al. 2019) yet has received much less attention than the episodic and discounted formulations. In the average-reward setting, experience is continuing (not broken up into episodes) and the agent seeks to maximize the average reward per step, or reward rate, with equal weight given to immediate and delayed rewards. In addition to this control problem, there is also the prediction problem of estimating the value function and the reward rate for a given target policy. Solution methods for these problems can be divided into those that are driven by experiential data, called learning algorithms, those that are driven by a model of the MDP, called planning algorithms, and combined methods that first learn a model and then plan with it. For learning and combined methods, both control and prediction problems can be further subdivided into on-policy versions, in which data is gathered using the target policy, and off-policy versions, in which data is gathered using a second policy, called the behavior policy. In general, both policies may be non-stationary. For example, in the control problem, the target policy should converge to a policy that maximizes the reward rate. Useful surveys of average-reward learning are given by Mahadevan (1996) and Dewanto et al. (2020).

On-policy problems are generally easier than off-policy problems and permit more capable algorithms with convergence guarantees. For example, on-policy prediction algorithms with function approximation and convergence guarantees include average-cost TD(λ) (Tsitsiklis & Van Roy 1999), LSTD(λ) (Konda 2002), and LSPE(λ) (Yu & Bertsekas 2009). On-policy control algorithms that have been proved to converge asymptotically or to achieve sublinear regret or to be probably approximately correct under various conditions include tabular learning algorithms (e.g., Wheeler & Narendra 1986, Abbasi-Yadkori et al. 2019a,b), tabular combined algorithms (e.g., Keams & Singh 2002, Brafman & Tennenholtz 2002, Auer & Ortner 2006, Jaksch et al. 2010), and policy gradient algorithms (e.g., Sutton et al. 1999, Marbach & Tsitsiklis 2001, Kakade 2001, Konda 2002).

The off-policy learning control problem is particularly challenging, and theoretical results are available only for the tabular, discrete-state setting without function approximation. The most important prior algorithm is RVI Q-learning, introduced by Abounadi, Bertsekas, and Borkar (1998, 2001). The same paper also introduced SSP Q-learning, but SSP Q-learning was limited to MDPs with a special state that is recurrent under all stationary policies, whereas RVI Q-learning is convergent for more general MDPs. Ren and Krogh (2001) presented a tabular algorithm and proved its convergence, but their algorithm required knowledge of properties of the MDP which are not in general known. Gosavi (2004) also introduced an algorithm and proved its convergence, but it was limited in the same way as SSP Q-learning. Yang et al. (2016) presented an algorithm and claimed to prove its convergence, but their proof is not correct (as we detail in Appendix D). The earliest tabular average-reward off-policy learning control algorithms that
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we know of were those introduced (without convergence proofs) by Schwartz (1993) and Singh (1994). Bertsekas and Tsitsiklis (1996) and Das et al. (1999) introduced off-policy learning control algorithms with function approximation, but did not provide convergence proofs.

Abounadi et al.’s RVI Q-learning is actually a family of off-policy algorithms, a particular member of which is determined by specifying a function that references the estimated values of specific state–action pairs and produces an estimate of the reward rate. We call this function the reference function. Examples include a weighted average of the value estimates of all state–action pairs, or in the simplest case, the estimate of a single state–action pair’s value. For best results, the referenced state–action pairs should be frequently visited; otherwise convergence can be unduly slow (as we illustrate in Section 3). However, if the behavior policy is linked to the target policy (as in ϵ-greedy behavior policies), then knowing which state–action pairs will be frequently visited may be to know a substantial part of the problem’s solution. For example, in learning an optimal path through a maze from diverse starting points, the frequently visited state–action pairs are likely to be those on the shortest paths to the goal state. To know these would be tantamount to knowing a priori the best paths to the goal. This observation motivates the search for a general learning algorithm that does not require a reference function.

Our first contribution is to introduce such a learning control algorithm without a reference function. Our Differential Q-learning algorithm is convergent for general MDPs, which we prove by slightly generalizing the theory of RVI Q-learning (Abounadi et al. 2001). Unlike RVI Q-learning, Differential Q-learning does not involve reference states. Instead, it maintains an explicit estimate of the reward rate (as in Schwartz 1993, Singh 1994).

Our second contribution is Differential TD-learning, the first off-policy model-free prediction learning algorithm proved convergent to the reward rate and differential value function of the target policy. There are a number of algorithms that estimate the reward value (e.g., Wen et al. 2020, Liu et al. 2018, Tang et al. 2019, Mousavi et al. 2020, Zhang et al. 2020a,b), but none that estimate the value function. These algorithms also differ from Differential TD-learning in that they are not online algorithms; they operate on a fixed batch of data. Finally, they differ in that they estimate the ratio of the steady-state occupancy distributions under the target and behavior policies, whereas Differential TD-learning does not.

Planning algorithms for average-reward MDPs have been known at least since the setting was introduced by Howard in 1960. However, most of these, including value iteration (Bellman 1957), policy iteration (Howard 1960), and relative value iteration (RVI, White 1963), are ill-suited for use in reinforcement learning because they involve sub-steps whose complexity is order the number of states or more. Jalali and Ferguson (1989, 1990) were among the first to explore more incremental methods, though their algorithms are limited to special-case MDPs and require a reference state–action pair. In planning, as in learning, the state of the art appears to be RVI Q-learning, now applied as a planning algorithm to a stream of experience generated by the model. When our Differential Q-learning algorithm is applied in the same way, we call it Differential Q-learning; it improves over the RVI Q-learning’s planner in that it omits reference states, with concomitant efficiencies just as in the learning case. In the prediction case we have Differential TD-planning. Both of these algorithms are fully incremental and well suited for use in reinforcement learning architectures (e.g., Dyna (Sutton 1990)).

All the aforementioned average-reward algorithms converge not to the actual value function, but to the value function plus an offset that depends on initial conditions or on a reference state or state–action pair. The offset is not necessarily a problem because only the relative values of states (or of state–action pairs) are used to determine policies. However, the actual value function of any policy is centered, meaning that the mean value of states encountered under the policy is zero. Although it is easy to center an estimated value function in the on-policy case, in the off-policy case it is not. Our final contribution is to extend our off-policy algorithms to centered versions that converge to the actual value function without an offset.

2. Learning and Planning for Control

We formalize an agent’s interaction with its environment by a finite Markov decision process, defined by the tuple $\mathcal{M} = (\mathcal{S}, \mathcal{A}, \mathcal{R}, p)$, where $\mathcal{S}$ is a set of states, $\mathcal{A}$ is a set of actions, $\mathcal{R}$ is a set of rewards, and $p : \mathcal{S} \times \mathcal{R} \times \mathcal{S} \times \mathcal{A} \to [0, 1]$ is the dynamics of the environment. At each of a sequence of discrete time steps $t = 0, 1, 2, \ldots$, the agent receives an indication of a state of the MDP $S_t \in \mathcal{S}$ and selects, using behavior policy $b : \mathcal{A} \times \mathcal{S} \to [0, 1]$, an action $A_t \in \mathcal{A}$, then receives from the environment a reward $R_{t+1} \in \mathcal{R}$ and the next state $S_{t+1} \in \mathcal{S}$, and so on. The transition dynamics are such that $p(s', r | s, a) = \Pr(S_{t+1} = s', R_{t+1} = r | S_t = s, A_t = a)$ for all $s, s' \in \mathcal{S}, a \in \mathcal{A}$, and $r \in \mathcal{R}$. All policies we consider in the paper are in the set of stationary Markov policies $\Pi$.

Technically, for an unconstrained MDP, the best reward rate depends on the start state. For example, the MDP may have two disjoint sets of states with no policy that passes from one to the other; in this case there are effectively two MDPs, with unrelated rates of reward. A learning algorithm would have no difficulty with such cases—it would optimize for whichever sub-MDP it found itself in—but it is complex.
to state formally what is meant by an optimal policy. To remove this complexity, it is commonplace to rule out such cases by assuming that the MDP is communicating, which just means that there are no states from which it is impossible to get back to the others.

**Communicating Assumption:** For every pair of states, there exists a policy that transitions from one to the other in a finite number of steps with non-zero probability.

Under the communicating assumption, there exists a unique optimal reward rate \( r^* \) that does not depend on the start state. To define \( r^* \), we will need the reward rate for an arbitrary policy \( \pi \) and a given start state \( s \):

\[
r(\pi, s) \doteq \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[R_t \mid S_0 = s, A_{0:t-1} \sim \pi].
\]

(1)

It turns out that the best reward rate from \( s \), \( \sup_{\pi} r(\pi, s) \), does not depend on \( s \) (see, e.g., Puterman 1994), and we define it as \( r^* \). We seek a learning algorithm which achieves \( r^* \).

Our *Differential Q-learning* algorithm updates a table of estimates \( Q_t : S \times A \to \mathbb{R} \) as follows:

\[
Q_{t+1}(s, a) = Q_t(s, a) + \alpha_t \delta_t,
\]

(2)

\[
Q_{t+1}(s, a) = Q_t(s, a), \quad \forall s, a \neq S_t, A_t,
\]

where \( \alpha_t \) is a step-size sequence, and \( \delta_t \), the temporal-difference (TD) error, is:

\[
\delta_t \doteq R_{t+1} - \tilde{R}_t + \max_a Q_t(S_{t+1}, a) - Q_t(S_t, A_t),
\]

(3)

where \( \tilde{R}_t \) is a scalar estimate of \( r^* \), updated by:

\[
\tilde{R}_{t+1} \doteq \tilde{R}_t + \eta \alpha_t \delta_t,
\]

(4)

and \( \eta \) is a positive constant.

The following theorem shows that \( \tilde{R}_t \) converges to \( r^* \) and \( Q_t \) converges to a solution of \( q \) in the Bellman equation:

\[
q(s, a) = \sum_{s', r} p(s', r \mid s, a) (r - \bar{r} + \max_{a'} q(s', a'))
\]

(5)

for all \( s \in \mathcal{S} \) and \( a \in \mathcal{A} \). The unique solution for \( \bar{r} \) is \( r^* \). To guarantee that \( Q_t \) converges to a unique point, we need to assume that the solution of \( q \) is unique up to a constant.

**Theorem 1** (Informal). If 1) the MDP is communicating, 2) the solution of \( q \) in (5) is unique up to a constant, 3) the step sizes, specific to each state-action pair, are decreased appropriately, 4) all the state-action pairs are updated an infinite number of times, and 5) the ratio of the update frequency of the most-updated state-action pair to the update frequency of the least-updated state-action pair is finite, then the Differential Q-learning algorithm (2)-(4) converges, almost surely, \( \tilde{R}_t \) to \( r^* \), \( Q_t \) to a solution of \( q \) in (5), and \( r(\pi_t, s) \) to \( r^* \), for all \( s \in \mathcal{S} \), where \( \pi_t \) is any greedy policy w.r.t. \( Q_t \).

**Proof.** (Sketch; complete proof in Appendix B) Our proof comprises two steps. First, we combine our algorithm’s two updates to obtain a single update that is similar to the RVI Q-learning’s update. Second, we extend the family of RVI-learning algorithms so that the aforementioned single update is a member of the extended family and show convergence for the extended family.

Define \( \Sigma_t = \sum_{s,a} Q_t(s,a) \). At each time step, the increment to \( \tilde{R}_t \) is \( \eta \) times the increment to \( Q_t \) and hence to \( \Sigma_t \). Therefore, the cumulative increment can be written as:

\[
\tilde{R}_t - \tilde{R}_0 = \sum_{i=0}^{t-1} \eta \alpha_i \delta_i = \eta (\Sigma_t - \Sigma_0) \Rightarrow \tilde{R}_t = \eta \Sigma_t - c, \quad \text{where} \quad c \doteq \eta \Sigma_0 - \tilde{R}_0.
\]

(6)

Next, substitute \( \tilde{R}_t \) in (2) with (6):

\[
Q_{t+1}(s, a) = Q_t(s, a) + \alpha_t \left( R_{t+1} + \max_a Q_t(S_{t+1}, a) - Q_t(S_t, A_t) - \eta \Sigma_t + c \right)
\]

(7)

where \( R_{t+1} \doteq R_{t+1} + c \). Now (7) is in the same form as RVI Q-learning’s update:

\[
Q_{t+1}(s, a) = Q_t(s, a) + \alpha_t \left( R_{t+1} + \max_a Q_t(S_{t+1}, a) - Q_t(S_t, A_t) - f(Q_t) \right)
\]

(8)

with \( f(Q_t) = \eta \Sigma_t \) for a slightly different MDP \( \tilde{M} \) whose rewards are all shifted by \( c \).

Note that the convergence of \( Q_t \) in (7) cannot be obtained using the convergence theorem of RVI Q-learning because \( \eta \Sigma_t = \eta \sum_{s,a} Q_t(s,a) \) in general does not satisfy conditions on \( f \) allowed by Assumption 2.2 of Abounadi et al. (2001). However, by extending the family of RVI Q-learning algorithms to cover the case of \( f(Q_t) = \eta \sum_{s,a} Q_t(s,a) \forall \eta \in \mathbb{R} \), we show that the convergence of \( Q_t \) in (7) holds. In particular, we show that \( Q_t \) converges almost surely to a solution, denoted as \( q_\infty \), which is the unique solution for \( q \) in (5) under MDP \( \tilde{M} \) and \( \eta \sum_{s,a} q(s,a) = r_* + c \). It can be shown that \( q_\infty \) is also a solution for \( q \) in (5) in \( M \). Additionally, because \( \eta \Sigma_t = \eta \sum_{s,a} Q_t(s,a) \) converges to \( \eta \sum_{s,a} q_\infty(s,a) = r_* + c \), we have \( \tilde{R}_t = \eta \Sigma_t - c \) converges to \( r_* \) almost surely. The almost-sure convergence of \( r(\pi_t, s) \) to \( r_* \), \( \forall s \) then follows from a variant of Theorem 8.5.5 by Puterman (1994), the continuous mapping theorem, and the convergence of \( Q_t \).

**Remark:** Interestingly, RVI Q-learning and Differential Q-learning make the same updates to \( Q_t \) in special cases.
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For RVI Q-learning, the special case is when the reference function is the mean of all state–action pairs’ values. For Differential Q-learning, the special case is when \( \eta = \frac{1}{|S||A|} \). These special cases are not particularly good for either algorithm, and therefore their special-case equivalence tells us little about the relationship between the algorithms in practice. In RVI Q-learning, it is generally better for the reference function to emphasize state–action pairs that are frequently visited rather than to weight all state–action pairs equally (an example of this is shown and discussed in Section 3). In Differential Q-learning, the special-case setting of \( \eta = \frac{1}{|S||A|} \) would often be too small on problems with large state and action spaces.

If Differential Q-learning is applied to simulated experience generated from a model of the environment, then it becomes a planning algorithm, which we call Differential Q-planning. Formally, the model is a function \( \hat{p} : S \times R \times S \times A \rightarrow [0, 1] \), analogous to \( p \), that, like \( p \), sums to 1: \( \sum_{s',r} \hat{p}(s', r | s, a) = 1 \) for all \( s, a \). A model MDP can be thus constructed using \( \hat{p} \) and \( S, A, R \). If the model MDP is communicating, then there is a unique optimal reward rate \( \hat{r}_x \). The simulated transitions are generated as follows: at each planning step \( n \), the agent arbitrarily chooses a state \( S_n \) and an action \( A_n \), and applies \( \hat{p} \) to generate a simulated resulting state and reward \( S'_n, R_n \sim \hat{p}(\cdot, \cdot | S_n, A_n) \).

Like Differential Q-learning, Differential Q-planning maintains a table of action-value estimates \( Q_n : S \times A \rightarrow \mathbb{R} \) and a reward-rate estimate \( \hat{R}_n \). At each planning step \( n \), these estimates are updated by (2)–(4), just as in Differential Q-learning, except now using \( S_n, A_n, R_n, S'_n \) instead of \( S_t, A_t, R_{t+1}, S_{t+1} \).

**Theorem 2** (Informal). Under the same assumptions made in Theorem 1 (except now for the model MDP corresponding to \( \hat{p} \) rather than \( p \)) the Differential Q-planning algorithm converges, almost surely, \( \hat{R}_n \) to \( \hat{r}_x \) and \( Q_n \) to a solution of \( \hat{g} \) in the Bellman equation (cf. (5)) for the model MDP.

**Proof.** Essentially as in Theorem 1. Full proof in Appendix B.

### 3. Empirical Results for Control

In this section we present empirical results with both Differential Q-learning and RVI Q-learning algorithms on the Access-Control Queuing task (Sutton & Barto 2018). This task involves customers queuing up to access to one of 10 servers. The customers have differing priorities (1, 2, 4, or 8), which are also the rewards received when their service is complete. At each step, the customer at the head of queue is either accepted and allocated a free server (if any) or is rejected (in which case a reward of 0 is received). This decision is made based on the priority of the customer and the number of currently free servers, which together constitute the state of this average-reward MDP. The rest of the details of this test problem are exactly as described by Sutton and Barto (2018).

We applied RVI Q-learning and Differential Q-learning (pseudocodes for both algorithms are in Appendix A) to this task, each for 30 runs of 80,000 steps, and each for a range of step sizes \( \alpha \). Differential Q-learning was run with a range of \( \eta \) values, and RVI Q-learning was run with three kinds of reference functions suggested by Abounadi et al. (2001): (1) the value of a single reference state–action pair, for which we considered all possible 88 state–action pairs, (2) the maximum value of the action-value estimates, and (3) the mean of the action-value estimates. Both algorithms used an \( \epsilon \)-greedy behavior policy with \( \epsilon = 0.1 \). The rest of the experimental details are in Appendix C.

A typical learning curve is shown in Figure 1. While this learning curve is for Differential Q-learning, the learning curves for both algorithms typically started at around 2.2 and plateaued at around 2.6, with different parameter settings leading to different rates of learning. A reward rate of 2.2 corresponds to a policy that accepts every customer irrespective of their priority or the number of free servers—with positive rewards for every accept action, such a policy is learned rapidly in the first few timesteps starting from a zero initialization of value estimates (i.e., a random policy). The optimal performance was close to 2.7 (note both algorithms use an \( \epsilon \)-greedy policy without annealing \( \epsilon \)).

Figure 2 shows parameter studies for each algorithm. Plotted is the reward rate averaged over all 80,000 steps, reflecting their rates of learning. The error bars denote one standard error.

![Figure 1: A typical learning curve for the Access-Control Queuing task. A point on the solid line denotes reward rate over the last 2000 timesteps, and the shaded region indicates one standard error.](image-url)
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Figure 2: Parameter studies showing the sensitivity of the two algorithms’ performance to their parameters. The error bars indicate one standard error, which at times is less than the width of the solid lines. Left: Differential Q-learning’s rate of learning varied little over a broad range of its parameters. Right: RVI Q-learning’s rate of learning depended strongly on the choice of the reference function. The solid greyed-out lines mark the performance for each of the 88 state–action pairs considered individually as the single reference pair, with a few representative ones highlighted (labelled as ‘Ref: s-a’). The dotted lines correspond to the reference function being the mean or the max of all the action-value estimates.

We saw that Differential Q-learning performed well on this task for a wide range of parameter values (left panel). Its two parameters did not interact strongly; the best value of $\alpha$ was independent of the choice of $\eta$. Moreover, the best performance for different $\eta$ values was roughly the same.

RVI Q-learning also performed well on this task for the best choice of the reference state–action pair, but its performance varied significantly for the various choices of the reference function and state–action pairs (right panel).

A closer look at the data revealed a correlation between the performance of a particular reference state–action pair and how frequently it occurs under an optimal policy. For example, state–action pairs 55 and 54 occurred frequently and also resulted in good performance. They correspond to states when only two servers are free and the customer at the front of the queue has priority 8 and 4 respectively, and the action is to accept. This is the optimal action in this state. On the other hand, the performance was poor with state–action pairs 43 and 87, which occurred rarely. They correspond to states when all 10 servers are free, a condition that rarely occurs in this problem. Finally, the mean of value estimates of all state–action pairs performs moderately well as a reference function. These observations lead us to a conjecture: an important factor determining the performance of RVI Q-learning with a single reference state–action pair is how often that pair occurs under an optimal policy. This is problematic because knowing which state–action pairs will occur frequently under an optimal policy is tantamount to knowing the solution of the problem we set out to solve.

The conjecture might lead us to think that the reference function that is the max over all action-value estimates would always lead to good performance because the corresponding state–action pair would occur most frequently under an optimal policy, but this is not true in general. For example, consider an MDP with a state that rarely occurs under any policy. Let all rewards in the MDP be zero except a positive reward from that state. Then the highest action value among all state–action pairs is corresponding to this rarely-occurring state.

To conclude, our experiments with the Access-Control Queuing task show that the performance of RVI Q-learning can vary significantly over the range of reference functions and state–action pairs. On the other hand, Differential Q-learning does not use a reference function and can be significantly easier to use.

4. Learning and Planning for Prediction

In this section, we define the problem setting for the prediction problem and then present our new algorithms for learning and planning.

In the prediction problem, we deal with Markov chains induced by the target and the behavior policies when applied to an MDP. The MDP interactions are the same as described earlier (Section 2).

As before, it is convenient to rule out the possibility of the reward rate of the target policy depending on the start state. In particular, we assume that under the target policy there is only one possible limiting distribution for the resulting
Markov chain, independent of the start state. This is known as the Markov chain being unichain. The reward rate of the target policy then does not depend on the start state. We denote it as \( \bar{r}(\pi) \), where \( \pi \) is the target policy:
\[
\bar{r}(\pi) = \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[R_t | A_{0:t-1} \sim \pi].
\] (9)

The differential state-value function (also called bias; see, e.g., Puterman 1994) \( v_\pi : \mathcal{S} \to \mathbb{R} \) for a policy \( \pi \) is:
\[
v_\pi(s) = \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \sum_{k=1}^{k} \mathbb{E}[R_t - r(\pi) | S_0 = s, A_{0:t-1} \sim \pi],
\]
for all \( s \in \mathcal{S} \). As usual, the differential state-value function satisfies a recursive Bellman equation:
\[
v(s) = \sum_a \pi(a|s) \sum_{s',r} \rho(s',r|s,a)(r - \bar{r} + v(s')), \tag{10}
\]
for all \( s \in \mathcal{S} \). The unique solution for \( \bar{r} \) is \( \bar{r}(\pi) \) and the solutions for \( v : \mathcal{S} \to \mathbb{R} \) are unique up to an additive constant.

As usual in off-policy prediction learning, we need an assumption of coverage. In this case we assume that every state-action pair for which \( \pi(a|s) > 0 \) occurs an infinite number of times under the behavior policy.

Our Differential TD-learning algorithm updates a table of estimates \( V_t : \mathcal{S} \to \mathbb{R} \) as follows:
\[
V_{t+1}(S_t) = V_t(S_t) + \alpha_t \rho_t \delta_t, \tag{11}
\]
\[
V_{t+1}(s) = V_t(s), \quad \forall s \neq S_t,
\]
where \( \alpha_t \) is a step-size sequence, \( \rho_t = \pi(A_t|S_t)/b(A_t|S_t) \) is the importance-sampling ratio, and \( \delta_t \) is the TD error:
\[
\delta_t = R_{t+1} - \bar{R}_t + V_t(S_{t+1}) - V_t(S_t), \tag{12}
\]
where \( \bar{R}_t \) is a scalar estimate of \( r(\pi) \), updated by:
\[
\bar{R}_{t+1} = \bar{R}_t + \eta \alpha_t \rho_t \delta_t, \tag{13}
\]
and \( \eta \) is a positive constant.

The following theorem shows that \( \bar{R}_t \) converges to \( \bar{r}(\pi) \) and \( V_t \) converges to a solution of \( v \) in (10).

**Theorem 3 (Informal).** If 1) the Markov chain induced by the target policy \( \pi \) is unichain, 2) every state-action pair for which \( \pi(a|s) > 0 \) occurs an infinite number of times under the behavior policy, 3) the step sizes, specific to each state, are decreased appropriately, and 4) the ratio of the update frequency of the most-updated state to the update frequency of the least-updated state is finite, then the Differential TD-learning algorithm (11)–(13) converges, almost surely, \( \bar{R}_t \) to \( r(\pi) \) and \( V_t \) to a solution of \( v \) in the Bellman equation (10).

**Proof.** Essentially as in Theorem 1. Full proof in Appendix B.

Note that this result applies to both on-policy and off-policy problems. In off-policy problems, Differential TD-learning is the first model-free average-reward algorithm proved to converge to the true reward rate.

The planning version of Differential TD-learning, called Differential TD-planning, uses simulated transitions generated just as in Differential Q-planning, except that Differential TD-planning chooses actions according to policy \( b \) and not arbitrarily. Differential TD-planning maintains a table of value estimate \( \hat{V}_n : \mathcal{S} \to \mathbb{R} \) and a reward rate estimate \( \bar{R}_n \) and updates them just as in Differential TD-learning (11)–(13) using \( S_n, A_n, R_n, S'_{n} \) instead of \( S_t, A_t, R_{t+1}, S_{t+1} \).

**Theorem 4 (Informal).** Under the same assumptions made in Theorem 3 (except now for the model MDP corresponding to \( \bar{p} \) rather than \( p \)) the Differential TD-planning algorithm converges, almost surely, \( \bar{R}_n \) to \( \bar{r}(\pi) \) and \( \hat{V}_n \) to a solution of \( v \) in the state-value Bellman equation (cf. (10)) for the model MDP.

**Proof.** Essentially as in Theorem 1. Full proof in Appendix B.

### 5. Empirical Results for Prediction

In this section we present empirical results with average-reward prediction learning algorithms using the Two Loop task shown in the upper right of Figure 3 (cf. Mahadevan 1996, Naik et al. 2019). This is a continuing MDP with only one action in every state except state 0. Action left in state 0 gives an immediate reward of +1 and action right leads to a delayed reward of +2 after five steps. The optimal policy is to take the action right in state 0 to obtain a reward rate of 0.4 per step. The easier-to-find sub-optimal policy of going left results in a reward rate of 0.2.

We performed two prediction experiments: on-policy and off-policy. For the first on-policy experiment, the policy \( \pi \) to be evaluated was the one that randomly picks left or right in state 0 with probability 0.5. The reward rate corresponding to this policy is 0.3. In addition to the on-policy version of Differential TD-learning, we ran Tsitsiklis and Van Roy’s (1999) Average Cost TD-learning. It is an on-policy algorithm with the following updates:
\[
V_{t+1}(S_t) = V_t(S_t) + \alpha_t \delta_t,
\]
\[
\bar{R}_{t+1} = \bar{R}_t + \eta \alpha_t (R_{t+1} - \bar{R}_t),
\] (14)
where \( \delta_t \) is the TD error as in (12). Both algorithms have the same two step-size parameters. For each parameter setting, 30 runs of 10,000 steps each were performed.
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We evaluated the accuracy of the estimated value function as well as the estimated reward rate of the target policy. The top-left panel in Figure 3 shows the learning curves of the two algorithms (blue and orange) in terms of root-mean-squared value error (RMSVE) w.r.t. timesteps. We used Tsitsiklis and Van Roy’s (1999) variant of RMSVE which measures the distance of the estimated values to the nearest solution that satisfies the state-value Bellman equation (10). We denote this metric by ‘RMSVE (TVR)’. Details on how it was computed are provided in Appendix C along with the complete experimental details. We saw that the RMSVE (TVR) went to zero in a few thousand steps for both on-policy Differential TD-learning and Average Cost TD-learning. The top-right panel shows the learning curves of the two algorithms (blue and orange) in terms of squared error in the estimate of the reward rate w.r.t. the true reward rate of the target policy \((r(\pi) - \bar{R}_t)^2\), denoted as reward rate error or ‘RRE’), which also went to zero for both algorithms.

The plots in the bottom row indicate the sensitivity of the performance of these two algorithms to the two step-size parameters \(\alpha\) and \(\eta\). The average RMSVE (TVR) over all the 10k timesteps was equal or lower for Differential TD-learning than Average Cost TD-learning across the range of parameters tested. In addition, on-policy Differential TD-learning was less sensitive to the values of both \(\alpha\) and \(\eta\) than Average Cost TD-learning. This was also the case with RRE, the plots for which are reported in Appendix C.

The green learning curves in the top row of Figure 3 correspond to the off-policy version of Differential TD-learning. This was used in the second off-policy experiment: the same policy as in the on-policy experiment was evaluated (i.e., target policy takes either action in state 0 with probability 0.5), now using data collected with a behavior policy that picks the left and right actions with probabilities 0.9 and 0.1 respectively. Both RMSVE (TVR) and RRE went to zero for off-policy Differential TD-learning within a reason-
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Figure 3: Learning curves and parameter studies for Differential TD-learning and Average Cost TD-learning on the Two Loop task (inset top-right). The standard errors are thinner than width of the solid lines. Top: Exemplary learning curves showing all three algorithms tend to zero errors in terms of RMSVE (TVR) and RRE. Bottom: Exemplary learning curves showing the performance of Differential TD-learning in terms of average RMSVE (TVR) is less sensitive to the choice of parameters \(\alpha\) and \(\eta\) than Average Cost TD-learning. The black circles in the bottom row denote the parameter configurations for which the learning curves in the top row are shown.
able amount of time. Its parameter studies for both RMSVE (TVR) and RRE are presented in Appendix C along with additional experimental details.\footnote{Average Cost TD-learning cannot be extended to the off-policy setting due to the use of a sample average of the observed rewards to estimate the reward rate (14). For more details, please refer to Appendix D.}

Our experiments show that our on- and off-policy Differential TD-learning algorithms can accurately estimate the value function and the reward rate of a given target policy, as expected from Theorem 3. In addition, on-policy Differential TD-learning can be easier to use than Average Cost TD-learning.

6. Estimating the Actual Differential Value Function

All average-reward algorithms, including the ones we proposed, converge to an uncentered differential value function, in other words, the actual differential value function plus some unknown offset that depends on the algorithm itself and design choices such as initial values or reference states.

We now introduce a simple technique to compute the offset in the value estimates for both on- and off-policy learning and planning. Once the offset is computed, it can simply be subtracted from the value estimates to obtain the estimate of the actual (centered) differential value function.

We demonstrate how the offset can be eliminated in Differential TD-learning; the other cases (Differential TD-planning, Differential Q-learning and Differential Q-planning) are shown in Appendix B. For this purpose, we introduce, in addition to the first estimator (11)–(13), a second estimator for which the rewards are the value estimates of the first estimator. The second estimator maintains an estimate of the scalar offset $\bar{V}_t$, an auxiliary table of estimates $F_t(s), \forall s \in S$, and uses the following update rules:

\[ F_{t+1}(S_t) = F_t(S_t) + \beta_t \rho_t \Delta_t, \quad (15) \]

\[ F_{t+1}(s) = F_t(s), \forall s \neq S_t, \]

where $\beta_t$ is a step-size sequence, $\Delta_t$ is the TD error of the second estimator:

\[ \Delta_t = V_t(S_t) - \bar{V}_t + F_t(S_{t+1}) - F_t(S_t), \quad (16) \]

where:

\[ \bar{V}_{t+1} = \bar{V}_t + \kappa \beta_t \rho_t \Delta_t, \quad (17) \]

and $\kappa$ is a positive constant. We call (11)–(13) with (15)–(17) Centered Differential TD-learning. Before presenting the convergence theorem, we briefly give some intuition on why this technique can successfully compute the offset. By Theorem 3, $\bar{R}_t$ converges to $r(\pi)$ and $V_t$ converges to some $v_{\infty}$ almost surely, where $v_{\infty}(s) = v_{\pi}(s) + c, \forall s \in S$ for some offset $c \in \mathbb{R}$. In Appendix B, we show $\sum_s d_\pi(s)v_{\pi}(s) = 0$, where $d_\pi$ is the limiting state distribution following policy $\pi$, which implies $\sum_s d_\pi(s)v_{\infty}(s) = c$. As $V_t$ converges to $v_{\infty}$, $\sum_s d_\pi(s)V_t(s)$ converges to $c$. Now note that $\sum_s d_\pi(s)V_t(s)$ and $r(\pi) = \sum_s d_\pi(s)r_\pi(s)$ are of the same form. Therefore $\sum_s d_\pi(s)V_t(s)$ can be estimated similar to how $r(\pi)$ is estimated, using $V_t$ as the reward. This leads to the second estimator: (15)–(17).

**Theorem 5 (Informal).** If the assumptions in Theorem 3 hold and the step sizes, specific to each state, are decreased appropriately, then Centered Differential TD-learning (15)–(17) converges, almost surely, $V_t(s) - \bar{V}_t$ to $v_{\pi}(s)$ for all $s$ and $\bar{R}_t$ to $r(\pi)$.

The proof is presented in Appendix B. We also demonstrate how this technique can be used to learn the actual differential value function with an experiment in Appendix C (with full pseudocode in Appendix A).

7. Discussion and Future Work

We have presented several new learning and planning algorithms for average-reward MDPs. Our algorithms differ from previous work in that they do not involve reference functions, they apply in off-policy settings for both prediction and control, and they find centered value functions. In our opinion, these changes make the average-reward formulation more appealing for use in reinforcement learning.

The most important way in which our work is limited is that it treats only the tabular case, whereas some form of function approximation is necessary for large-scale applications and the larger ambitions of artificial intelligence. Indeed, the need for function approximation is a large part of the motivation for studying the average-reward setting. We present some ideas for extending our algorithms to linear function approximation in Appendix E. However, the theory and practice are both more challenging in the function approximation setting, and much future research is needed.

Our work is also limited in ways that are unrelated to function approximation. One is that we treat only one-step methods and not $n$-step, $\lambda$-return, or sophisticated eligibility-trace methods (van Seijen et al. 2016, Sutton & Barto 2018). Another important direction for future work is to extend these algorithms to semi-Markov decision processes so that they can be used with temporal abstractions like options (Sutton, Precup, & Singh 1999).
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A. Algorithm Pseudocodes

This section contains the pseudocodes for the algorithms used in the experiments in this paper:

- Section 3 - Empirical Results for Control:
  Differential Q-learning and RVI Q-learning

- Section 5 - Empirical Results for Prediction:
  Differential TD-learning and Average Cost TD learning

- Section 6 - Estimating the Actual Differential Value Function:
  Centered Differential Q-learning

**Algorithm 1: Differential Q-learning (one-step off-policy control)**

**Input:** The policy \( b \) to be used (e.g., \( \epsilon \)-greedy)

**Algorithm parameters:** step-size parameters \( \alpha, \eta \)

1. Initialize \( Q(s, a) \forall s, a; \bar{R} \) arbitrarily (e.g., to zero)
2. Obtain initial \( S \)
3. while still time to train do
   4. \( A \) \leftarrow \text{action given by } b \text{ for } S
   5. Take action \( A \), observe \( R, S' \)
   6. \( \delta = R - \bar{R} + \max_a Q(S', a) - Q(S, A) \)
   7. \( Q(S, A) = Q(S, A) + \alpha \delta \)
   8. \( \bar{R} = \bar{R} + \eta \alpha \delta \)
   9. \( S = S' \)
4. end
5. return \( Q \)

**Algorithm 2: RVI Q-learning (one-step off-policy control)**

**Input:** The policy \( b \) to be used (e.g., \( \epsilon \)-greedy)

**Algorithm parameters:** step-size parameter \( \alpha \)

1. Initialize \( Q(s, a) \forall s, a \) arbitrarily (e.g., to zero)
2. Choose function \( f(Q) \) (e.g., a single reference state–action pair — \( f(Q) = Q(s_0, a_0) \))
3. Obtain initial \( S \)
4. while still time to train do
   5. \( A \) \leftarrow \text{action given by } b \text{ for } S
   6. Take action \( A \), observe \( R, S' \)
   7. \( \delta = R - f(Q) + \max_a Q(S', a) - Q(S, A) \)
   8. \( Q(S, A) = Q(S, A) + \alpha \delta \)
   9. \( S = S' \)
4. end
5. return \( Q \)
Algorithm 3: Differential TD-learning (one-step off-policy prediction)

Input: The policy \( \pi \) to be evaluated, and \( b \) to be used

Algorithm parameters: step-size parameters \( \alpha, \eta \)

1. Initialize \( V(s) \) \( \forall s \), \( \bar{R} \) arbitrarily (e.g., to zero)
2. while still time to train do
3. \( A \leftarrow \) action given by \( b \) for \( S \)
4. Take action \( A \), observe \( R, S' \)
5. \( \delta = R - \bar{R} + V(S') - V(S) \)
6. \( \rho = \pi(A|S) / b(A|S) \)
7. \( V(S) = V(S) + \alpha \rho \delta \)
8. \( \bar{R} = \bar{R} + \eta \alpha \rho \delta \)
9. \( S = S' \)
10. end
11. return \( V \)

Algorithm 4: Average Cost TD-learning (one-step on-policy prediction)

Input: The policy \( \pi \) to be evaluated

Algorithm parameters: step-size parameters \( \alpha, \eta \)

1. Initialize \( V(s) \) \( \forall s \), \( \bar{R} \) arbitrarily (e.g., to zero)
2. while still time to train do
3. \( A \leftarrow \) action given by \( \pi \) for \( S \)
4. Take action \( A \), observe \( R, S' \)
5. \( \delta = R - \bar{R} + V(S') - V(S) \)
6. \( V(S) = V(S) + \alpha \delta \)
7. \( \bar{R} = \bar{R} + \eta \alpha (R - \bar{R}) \)
8. \( S = S' \)
9. end
10. return \( V \)

Algorithm 5: Centered Differential Q-learning

Input: The policy \( b \) to be used (e.g., \( \epsilon \)-greedy)

Algorithm parameters: step-size parameters \( \alpha, \eta, \beta, \kappa \)

1. Initialize \( Q(s,a) \), \( F(s,a) \) \( \forall s,a \); \( \bar{R}, \bar{Q} \) arbitrarily (e.g., to zero)
2. Obtain initial \( S \)
3. while still time to train do
4. \( A \leftarrow \) action given by \( b \) for \( S \)
5. Take action \( A \), observe \( R, S' \)
6. \( \delta = R - \bar{R} + \max_a Q(S',a) - Q(S,A) \)
7. \( Q(S,A) = Q(S,A) + \alpha \delta \)
8. \( \bar{R} = \bar{R} + \eta \alpha \delta \)
9. \( \Delta = Q(S,A) - \bar{Q} + F(S', \arg\max_a Q(S',a)) - F(S,A) \)
10. \( F(S,A) = F(S,A) + \beta \Delta \)
11. \( \bar{Q} = \bar{Q} + \kappa \beta \Delta \)
12. \( S = S' \)
13. end
14. return \( Q - \bar{Q} e \), where \( e \) is a \( |S \times A| \) vector of all ones.
B. Convergence Proofs

In this section, we present the convergence proofs of Differential Q-learning and Differential Q-planning in subsection B.1, of Differential TD-learning and Differential TD-planning in subsection B.2, and that of the centered version of these algorithms in subsection B.3.

For convenience, the following notations are used for all the proofs:

- Given any vector \( x \), \( \sum x \) denotes sum of all elements in \( x \). Formally, \( \sum x = \sum_i x(i) \).
- \( \nu \) denotes an all-ones vector, whose length may be \(|S \times A|\) or \(|S|\) depending on the context.
- Finally, \( \exp(\cdot) \) is used instead of \( e^{\cdot} \) to denote the exponential function.

B.1. Proof of Differential Q-learning and Differential Q-planning

In this section, we analyze a general algorithm that includes both Differential Q-learning and Differential Q-planning cases. We call it General Differential \( Q \). We first formally define it and then explain why both Differential Q-learning and Differential Q-planning are special cases of General Differential \( Q \). We then provide assumptions and the convergence theorem of General Differential \( Q \). The theorem would lead to convergence of Differential Q-learning and Differential Q-planning. Finally, we provide a proof for the theorem.

Given a MDP \( M = (S, A, R, p) \), for each state \( s \in S \) action \( a \in A \) and discrete step \( n \geq 0 \), let \( R_n(s, a), S'_n(s, a) \sim p(\cdot, \cdot | s, a) \) denote a sample of resulting state and reward. We hypothesize a set-valued process \( \{Y_n\} \) taking values in the set of nonempty subsets of \( S \times A \) with the interpretation: \( Y_n = \{(s, a) : (s, a) \text{ component of } Q \text{ was updated at time } n\} \). Let \( \nu(n, s, a) = \sum_{k=0}^{n} I\{(s, a) \in Y_k\} \), where \( I \) is the indicator function. Thus \( \nu(n, s, a) \) is the number of times the \( (s, a) \) component was updated up to step \( n \).

The update rules of General Differential \( Q \) are

\[
Q_{n+1}(s, a) = Q_n(s, a) + \alpha_{\nu(n,s,a)} \delta_n(s, a) I\{(s, a) \in Y_n\}, \quad \forall s \in S, a \in A, \quad (B.1)
\]

\[
R_{n+1} = \hat{R}_n + \eta \sum_{s,a} \alpha_{\nu(n,s,a)} \delta_n(s, a) I\{(s, a) \in Y_n\}, \quad (B.2)
\]

where

\[
\delta_n(s, a) = R_n(s, a) - \hat{R}_n + \max_{a'} Q_n(S'_n(s, a), a') - Q_n(s, a). \quad (B.3)
\]

Here \( \alpha_{\nu(n,s,a)} \) is the stepsize at step \( n \) for state–action pair \( (s, a) \). The quantity \( \alpha_{\nu(n,s,a)} \) depends on the sequence \( \{\alpha_n\} \), which is an algorithmic design choice, and also depends on the visitation of state–action pairs \( \nu(n, s, a) \). To obtain the stepsize, the algorithm could maintain a \(|S \times A|\)-size table counting the number of visitations to each state–action pair, which is exactly \( \nu(\cdot, \cdot, \cdot) \). Then the stepsize \( \alpha_{\nu(n,s,a)} \) can be obtained as long as the sequence \( \{\alpha_n\} \) is specified.

Now we show Differential Q-learning is a special case of General Differential \( Q \). Consider a sequence of real experience \( \ldots, S_t, A_t, R_{t+1}, S_{t+1}, \ldots \). By choosing step \( n = \) time step \( t \),

\[
Y_t(s, a) = 1, \quad \text{if } s = S_t, a = A_t,
\]

\[
Y_t(s, a) = 0, \quad \text{otherwise},
\]

and \( S'_n(S_t, A_t) = S_{t+1}, R_n(S_t, A_t) = R_{t+1} \), update rules (B.1), (B.2), and (B.3) become

\[
Q_{t+1}(S_t, A_t) = Q_t(S_t, A_t) + \alpha_{\nu(t,S_t,A_t)} \delta_t, \quad \text{and } Q_{t+1}(s, a) = Q_t(s, a), \forall s \neq S_t, a \neq A_t, \quad (B.4)
\]

\[
R_{t+1} = \hat{R}_t + \eta \alpha_{\nu(t,S_t,A_t)} \delta_t, \quad (B.5)
\]

\[
\delta_t = R_{t+1} - \hat{R}_t + \max_{a'} Q_t(S_{t+1}, a') - Q_t(S_t, A_t), \quad (B.6)
\]

which are Differential Q-learning’s update rules with stepsize at time \( t \) being \( \alpha_{\nu(t,S_t,A_t)} \).

Similarly we can show Differential Q-planning is a special case of General Differential \( Q \). Consider a sequence of simulated experience \( \ldots, \hat{S}_n, \hat{A}_n, \hat{R}_n, \hat{S}'_n, \ldots \). By choosing step \( n \) to be the planning step,

\[
Y_n(s, a) = 1, \quad \text{if } s = \hat{S}_n, a = \hat{A}_n,
\]

\[
Y_n(s, a) = 0, \quad \text{otherwise},
\]
and \( S'_n(\hat{S}_n, \hat{A}_n) = \hat{S}'_n, R_n(\hat{S}_n, \hat{A}_n) = \hat{R}_n \), update rules (B.1), (B.2), and (B.3) become
\[
Q_{n+1}(\hat{S}_n, \hat{A}_n) = Q_n(\hat{S}_n, \hat{A}_n) + \alpha_{\nu(n, \hat{S}_n, \hat{A}_n)} \delta_n, \quad \text{and} \quad Q_{n+1}(s, a) = Q_n(s, a), \forall s \neq \hat{S}_n, a \neq \hat{A}_n, \quad (B.7)
\]
\[
\hat{R}_{n+1} = \hat{R}_n + \eta \alpha_{\nu(n, \hat{S}_n, \hat{A}_n)} \delta_n, \quad (B.8)
\]
\[
\delta_n = \hat{R}_{n+1} - \hat{R}_n + \max_{a'} Q_n(\hat{S}_{n+1}, a') - Q_n(\hat{S}_n, \hat{A}_n), \quad (B.9)
\]
which are Differential Q-planning’s update rules with stepszie \( \alpha_{\nu(n, \hat{S}_n, \hat{A}_n)} \).

We now specify assumptions on General Differential Q, which are required by our convergence theorem.

**Assumption B.1** (Communicating Assumption). The MDP \( \mathcal{M} \) has a single communicating class, that is, each state in \( \mathcal{M} \) is accessible from every other state under some deterministic stationary policy.

**Assumption B.2** (Action-Value Function Uniqueness). There exists a unique solution of \( q \) only up to a constant in (5).

**Assumption B.3** (Stepsize Assumption). \( \alpha_n > 0, \sum_{n=0}^{\infty} \alpha_n = \infty, \sum_{n=0}^{\infty} \alpha_n^2 < \infty. \)

**Assumption B.4** (Asynchronous Stepsize Assumption A). Let \( \lceil \cdot \rceil \) denote the integer part of (\( \cdot \)), for \( x \in (0, 1), \)

\[
\sup_i \frac{\alpha_{\lceil x \rceil}}{\alpha_i} < \infty
\]

and

\[
\frac{\sum_{j=0}^{\lceil y \rceil} \alpha_j}{\sum_{j=0}^{\lceil x \rceil} \alpha_j} \to 1
\]

uniformly in \( y \in [x, 1]. \)

**Assumption B.5** (Asynchronous Stepsize Assumption B). There exists \( \Delta > 0 \) such that

\[
\liminf_{n \to \infty} \frac{\nu(n, s, a)}{n+1} \geq \Delta,
\]
a.s., for all \( s \in \mathcal{S}, a \in \mathcal{A}. \) Furthermore, for all \( x > 0 \), let

\[
N(n, x) = \min \left\{ m > n : \sum_{i=n+1}^{m} \alpha_i \geq x \right\},
\]

the limit

\[
\lim_{n \to \infty} \frac{\sum_{i=\nu(N(n, x), s, a)} \alpha_i}{\sum_{i=\nu(n, s', a')} \alpha_i}
\]
exists a.s. for all \( s, s', a, a'. \)

We now explain the meanings of these assumptions.

Assumption B.1 is the standard communicating assumption for the MDP. If this is not satisfied (i.e., there exist states from which it is impossible to get back to the others), no learning algorithm can be guaranteed to learn differential value function up to an additive constant for any policy in that MDP using a single stream of experience. The reward rate of a learned policy can still converge to the optimal reward rate under a slightly weaker weakly communicating assumption, which assumes that the MDP has a single communicating class and some additional transient states. Whenever a weakly communicating MDP starts from a transient state, eventually it will never visit that state again under any policy. The differential values of states in the communicating class can be learned well using some algorithms but that of transient states can not. Both the theorem and proof of convergence under the weakly communicating assumption would require distinguishing between these two class of states. For a simpler analysis, we use the communicating assumption here. In case of our control planning problem, transient states can appear in the simulated experience for an infinite number of times, and thus differential values of transient states can be learned accurately. Therefore the communicating assumption for the planning algorithm can be
We now prove this theorem.

Assumption B.2 is required by average-reward learning and planning algorithms to guarantee convergence of estimates of \( Q \) to a unique solution (up to a constant). A necessary and sufficient condition for Assumption B.2 is provided by Schweitzer & Federgruen (1978). The condition is that there exists a randomized stationary optimal policy that induces a single recurrent class of states \( C \) such that recurrent states induced by any randomized stationary optimal policy are members of \( C \).

Assumptions B.3, B.4, and B.5 originate from the another result showing convergence of stochastic approximation algorithms (Borkar 1998) and were also required by the convergence theorem of RVI Q-learning. Assumptions B.3 and B.4 can be satisfied if the sequence \( \{\alpha_n\} \) decreases to 0 appropriately. The sequence \( \{\alpha_n\} \) could be, for example, \( 1/n, 1/(n \log n) \), or \( \log n/n \) (Abounadi, Bertsekas, and Borkar 2001). The first part of Assumption B.5 requires that, for each state-action pair, the limiting ratio of the number of visitations to the pair and the number of visitations to all pairs is greater than or equal to any fixed positive number. The second part of the assumption requires that the relative update frequency between any two elements is finite. For example, Borkar (personal communication; see also page 403 by Bertsekas and Tsitsiklis 1996) showed that with a common \( \alpha_n = 1/n \), Assumption B.5 can be satisfied (Assumption B.3 and B.4 can also be satisfied with this stepsize).

It is easy to verify that under the communicating assumption the following system of equations:

\[
q(s, a) = \sum_{s', r} p(s', r | s, a)(r - \bar{r} + \max_{a'} q(s', a')) , \text{ for all } s \in S, a \in A, \tag{B.10}
\]

\[
r_* - \bar{R}_0 = \eta \left( \sum q - \sum Q_0 \right) , \tag{B.11}
\]

has a unique solution for \( q \). Denote the solution as \( q_\infty \).

**Theorem B.1** (Convergence of General Differential \( Q \) algorithm) *If Assumption B.1-Assumption B.5 hold, then the General Differential \( Q \) algorithm (Equations B.1-B.3) converges a.s. \( R_n \) to \( r_* \), \( Q_n \) to \( q_\infty \), and \( r(\pi_i) \) to \( r_* \) where \( \pi_i \) is any greedy policy w.r.t. \( Q_i \).*

We now prove this theorem.

**B.1.1. Proof of Theorem B.1**

At each step, the increment to \( \bar{R}_n \) is \( \eta \) times the increment to \( Q_n \) and \( \sum Q_n \). Therefore, the cumulative increment can be written

\[
\bar{R}_n - \bar{R}_0 = \eta \sum_{i=0}^{n-1} \sum_{s,a} \alpha_{\nu(0),s,a} \delta_i(s,a) I\{(s,a) \in Y_i\} \\
= \eta \left( \sum Q_n - \sum Q_0 \right) \\
\implies \bar{R}_n = \eta \sum Q_n - \eta \sum Q_0 + \bar{R}_0 = \eta \sum Q_n - c, \tag{B.12}
\]

where \( c = \eta \sum Q_0 - \bar{R}_0 \). \tag{B.13}

Now substituting \( \bar{R}_n \) in (B.1) with (B.12), we have \( \forall s \in S, a \in A \):

\[
Q_{n+1}(s,a) = Q_n(s,a) + \alpha_{\nu(n),s,a} \left( R_n(s,a) + \max_{a'} Q_n(S'_n(s,a),a') - Q_n(s,a) - \eta \sum Q_n + c \right) I\{(s,a) \in Y_n\} \\
= Q_n(s,a) + \alpha_{\nu(n),s,a} \left( \bar{R}_n(s,a) + \max_{a'} Q_n(S'_n(s,a),a') - Q_n(s,a) - \eta \sum Q_n \right) I\{(s,a) \in Y_n\}, \tag{B.14}
\]

where \( \bar{R}_n(s,a) \doteq R_n(s,a) + c \).

(B.14) is in the same form as the RVI Q-learning’s update (Equation 2.7 by Abounadi, Bertsekas, and Borkar (2001), see also (8)) with \( f(Q_n) = \eta \sum Q_n \), for a MDP \( \mathcal{M} \) whose rewards are all shifted by \( c \) from the original MDP \( \mathcal{M} \).
This transformed MDP has the same state and action space as the original MDP and has the transition probability defined as
\[ \tilde{p}(s', r + c \mid s, a) = p(s', r \mid s, a). \]  
(B.15)

In other words, \( \tilde{M} = (\mathcal{S}, \mathcal{A}, \mathcal{R}, \tilde{p}) \).

Note that the communicating assumption we made for the original MDP is still valid for the transformed MDP. For this transformed MDP, denote the best possible average reward rate as \( \tilde{r}_* \). Then
\[ \tilde{r}_* = r_* + c \]  
(B.16)

because the reward in the transformed MDP is shifted by \( c \) compared with the original MDP. Combining (B.16), (B.11), and (B.13), we have
\[ \tilde{r}_* = \eta \sum q_\infty. \]  
(B.17)

Furthermore, because
\[ q_\infty(s, a) = \sum_{s', r} p(s', r \mid s, a)(r + \max_{a'} q_\infty(s', a') - r_*) \text{ (from (B.10))} \]
\[ = \sum_{s', r} p(s', r \mid s, a)(r + c + \max_{a'} q_\infty(s', a') - \tilde{r}_*) \text{ (from (B.16))} \]
\[ = \sum_{s', r} \tilde{p}(s', r \mid s, a)(r + \max_{a'} q_\infty(s', a') - \tilde{r}_*) \text{ (from (B.15)),} \]  
(B.18)

\( q_\infty \) is a solution of \( q \) in the action-value Bellman equations for not only the original MDP \( M \) but also the transformed MDP \( \tilde{M} \).

If the convergence theorem of the RVI Q-learning applies, then \( Q_n \to q_\infty \) and \( \eta \sum Q_n \to \tilde{r}_* \). However, in general, \( f(x) \) does not satisfy some requirements on \( f \) by Abounadi, Bertsekas, and Borkar (2001). In particular,
\[ f(e) = 1, \text{ and } f(x + ce) = f(x) + c, \forall x \in \mathbb{R}^{|S \times A|} \]  
(B.19)

in Assumption 2.2 (Abounadi, Bertsekas, and Borkar 2001) are violated. In the next section, Theorem B.2, we extend the RVI Q-learning family of algorithms by replacing (B.19) with the following weaker assumptions:
\[ \exists u > 0 \text{ s.t. } f(e) = u, \text{ and } f(x + ce) = f(x) + cu, \forall x \in \mathbb{R}^{|S \times A|}. \]  
(B.20)

It can be seen that (B.19) is a special case of (B.20) when \( u = 1 \). Therefore RVI Q-learning family is a subset of the extended RVI Q-learning family.

Because \( f(x) = \eta \sum x \) satisfies assumptions on \( f \) required by Theorem B.2 and Assumption B.1-Assumption B.5 also hold for the transformed MDP \( \tilde{M} \). (B.14) converges a.s. \( Q_n \to q_\infty \), which is the solution of
\[ q(s, a) = \sum_{s', r} \tilde{p}(s', r \mid s, a)(r - \tilde{r} + \max_{a'} q(s', a')) \text{, for all } s \in \mathcal{S}, a \in \mathcal{A} \]
\[ \eta \sum q = \tilde{r}_* \]
by (B.18) and (B.17).

Now consider \( \tilde{R}_n \). Combining (B.12) and \( Q_n \to q_\infty \), we have \( \tilde{R}_n \to \eta \sum q_\infty - c \). In addition, because \( \eta \sum q_\infty = \tilde{r}_* \) (Equation B.17), we have \( \tilde{R}_n \to \tilde{r}_* - c \). Because \( \tilde{r}_* = r_* + c \) (Equation B.16), we have
\[ \tilde{R}_n \to r_* \text{ a.s. as } n \to \infty. \]  
(B.21)

Finally consider \( r(\pi_t) \) where \( \pi_t \) is a greedy policy w.r.t. \( Q_t \). From Theorem 8.5.5 by Puterman (1994), we have,
\[ \min_{s, a}(TQ_t(s, a) - Q_t(s, a)) \leq r(\pi_t) \leq \max_{s, a}(TQ_t(s, a) - Q_t(s, a)) \]
\[ \Rightarrow |r_* - r(\pi_t)| \leq sp(TQ_t - Q_t) \]  
(B.22)

Therefore, we have
\[ |r_* - r(\pi_t)| \leq \frac{sp}{K} \]  
(B.23)
We then show the relation between $x_t$ where \( Q_t \rightarrow q_\infty \text{ a.s.} \), and \( sp(TQ_t - Q_t) \) is a continuous function of \( Q_t \), by continuous mapping theorem, \( sp(TQ_t - Q_t) \rightarrow sp(Tq_\infty - q_\infty) = 0 \text{ a.s.} \). Therefore we conclude that \( r(\tau_t) \rightarrow r_* \).

Theorem B.1 is proved.

**Theorem B.2** (Convergence of the Extended RVI Q-learning). For any \( Q_0 \in \mathbb{R}^{S \times A} \), let \( R_n, Y_n, \alpha_r(n,s,a) \) be defined as aforementioned, consider an update rule

\[
Q_{n+1}(s,a) = Q_n(s,a) + \alpha_{r(n,s,a)} \left( R_n(s,a) + \max_{a'} Q_n(S'_n(s,a),a') - Q_n(s,a) - f(Q_n) \right) I\{(s,a) \in Y_n\}, \tag{B.24}
\]

if

1. Assumption B.1-Assumption B.5 hold,
2. \( f : \mathbb{R}^{S \times A} \rightarrow \mathbb{R} \) is Lipschitz and there exists some \( u > 0 \) such that \( \forall e \in \mathbb{R} \) and \( x \in \mathbb{R}^{S \times A} \), \( f(e) = u \),

\[
f(x + ce) = f(x) + cu \text{ and } f(cx) = cf(x),
\]

then \( Q_n \) converges a.s. to \( q_* \), where \( q_* \) is the solution to action-value optimality equation (Equation (B.10)) satisfying \( f(q_*) = r_* \).

If we set \( u = 1 \) in the above theorem, then we recover the convergence result of RVI Q-learning.

The rest part of this section proves the above theorem. We use arguments similar to those of RVI Q-learning.

First, note that (B.24) is in the same form as the asynchronous update (Equation 7.1.2) by Borkar (2009). We apply the result in Section 7.4 of the same text (Borkar 2009) (see also Theorem 3.2 by Borkar (1998)), which shows convergence for Equation 7.1.2, to show convergence of (B.14). This result, given Assumption B.4, B.5, only requires showing the convergence of the following synchronous version of (B.24):

\[
Q_{n+1}(s,a) = Q_n(s,a) + \alpha_n \left( R_n(s,a) + g(Q_n(S'_n(s,a),a)) - Q_n(s,a) - f(Q_n) \right), \quad \text{for all } s \in S, a \in A, \tag{B.25}
\]

Like the proof of RVI Q-learning, first define operators \( T, T_1, T_2 \):

\[
T(Q)(s,a) = \sum_{s',x} \tilde{p}(s',r,s,a)(r + g(Q(s',x))),
\]

\[
T_1(Q) = T(Q) - r*e,
\]

\[
T_2(Q) = T(Q) - f(Q)e = T_1(Q) + (r_* - f(Q))e.
\]

Consider two ordinary differential equations (ODEs):

\[
\dot{y}_t = T_1(y_t) - y_t, \tag{B.26}
\]

\[
\dot{x}_t = T_2(x_t) - x_t. \tag{B.27}
\]

Note that by the properties of \( T_1 \) and \( T_2 \), both (B.26) and (B.27) have Lipschitz r.h.s.’s and thus are well-posed.

The next two lemmas are the same as Lemma 3.1 and Lemma 3.2 by Abounadi, Bertsekas, and Borkar (2001). Their proofs do not rely on properties of \( f \) and therefore they hold with our more general \( f \) function.

**Lemma B.1.** Let \( \bar{y} \) be an equilibrium point of the ODE defined in (B.26). Then \( \|y_t - \bar{y}\|_\infty \) is nonincreasing, and \( y_t \rightarrow y_* \) for some equilibrium point \( y_* \) of (B.26) that may depend on \( y_0 \).

**Lemma B.2.** (B.27) has a unique equilibrium at \( q_* \).

We then show the relation between \( x_t \) and \( y_t \) using the following lemma. It shows that the difference between \( x_t \) and \( y_t \) is a vector with identical elements and this vector satisfies a new ODE.

**Lemma B.3.** Let \( x_0 = y_0 \), then \( x_t = y_t + z_t e \), where \( z_t \) satisfies the ODE \( \dot{z}_t = -u z_t + (r_* - f(y_t)) \).
Proof. The proof of $x_t = y_t + z_t e$ is the same with the Lemma 3.3 by Abounadi, Bertsekas, and Borkar (2001).

Now we show $\dot{z}_t = -u z_t + (r_* - f(y_t))$. Note that $f(x_t) = f(y_t + z_t e) = f(y_t) + u z_t$. In addition, $T_1(x_t) - T_1(y_t) = T_1(y_t + z_t e) - T_1(y_t) = T_1(y_t) + z_t e - T_1(y_t) = z_t e$, therefore we have, for $z_t \in \mathbb{R}$:

$$
\dot{z}_t e = \dot{x}_t - \dot{y}_t = (T_1(x_t) - x_t + (r_* - f(x_t)) e) - (T_1(y_t) - y_t) \quad \text{(from (B.26) and (B.27))}
$$

$$
= -(x_t - y_t) + (T_1(x_t) - T_1(y_t)) + (r_* - f(x_t)) e
$$

$$
= -z_t e + z_t e + (r_* - f(x_t)) e
$$

$$
= -u z_t e + u z_t e + (r_* - f(x_t)) e
$$

$$
= -u z_t e + (r_* - f(y_t)) e
$$

$$
\implies \dot{z}_t = -u z_t + (r_* - f(y_t)).
$$

With the above lemmas, we have:

**Lemma B.4.** $q_*$ is the globally asymptotically stable equilibrium for (B.27).

Proof. We have shown that $q_*$ is the unique equilibrium in Lemma B.2.

With that result, we first prove Lyapunov stability. That is, we need to show that given any $\epsilon > 0$, we can find a $\delta > 0$ such that $\|q_* - x_0\|_{\infty} \leq \delta$ implies $\|q_* - x_t\|_{\infty} \leq \epsilon$ for $t \geq 0$.

First, from Lemma B.3 we have $\dot{z}_t = -u z_t + (r_* - f(y_t))$. By variation of parameters and $z_0 = 0$, we have

$$
z_t = \int_0^t \exp(u(\tau - t)) (r_* - f(y_\tau)) d\tau.
$$

Then

$$
\|q_* - x_t\|_{\infty} = \|q_* - y_t - z_t u e\|_{\infty}
$$

$$
\leq \|q_* - y_t\|_{\infty} + u |z_t|
$$

$$
\leq \|q_* - y_0\|_{\infty} + u \int_0^t \exp(u(\tau - t)) |r_* - f(y_\tau)| d\tau
$$

$$
= \|q_* - x_0\|_{\infty} + u \int_0^t \exp(u(\tau - t)) \|f(q_*) - f(y_\tau)\| d\tau \quad \text{(from (B.17)).} \quad \text{(B.28)}
$$

Because $f$ is $L$-lipschitz, we have

$$
|f(q_\infty) - f(y_\tau)| \leq L \|q_* - y_\tau\|_{\infty}
$$

$$
\leq L \|q_* - y_0\|_{\infty} \quad \text{(from Lemma B.1)}
$$

$$
= L \|q_* - x_0\|_{\infty},
$$

$$
\int_0^t \exp(u(\tau - t)) |f(q_*) - f(y_\tau)| d\tau \leq \int_0^t \exp(u(\tau - t)) L \|q_* - x_0\|_{\infty} d\tau
$$

$$
= L \|q_* - x_0\|_{\infty} \int_0^t \exp(u(\tau - t)) d\tau
$$

$$
= L \|q_* - x_0\|_{\infty} \frac{1}{u} (1 - \exp(-ut))
$$

$$
= \frac{L}{u} \|q_* - x_0\|_{\infty} (1 - \exp(-ut))
$$
Substituting the above equation in (B.28), we have

$$\|q_n - x_t\|_{\infty} \leq (1 + L) \|q_n - x_0\|_{\infty}.$$  

Lyapunov stability follows.

Now in order to prove the asymptotic stability, in addition to Lyapunov stability, we need to show that there exists $\delta > 0$ such that if $\|x_0 - q_n\|_{\infty} < \delta$, then $\lim_{t \to \infty} \|x_t - q_n\|_{\infty} = 0$. Note that

$$\lim_{t \to \infty} z_t = \lim_{t \to \infty} \int_0^t \exp(u(t - \tau)) (r_n - f(y_\tau)) d\tau$$

$$= \lim_{t \to \infty} \int_0^t \frac{\exp(u\tau)(r_n - f(y_\tau))}{u \exp(u\tau)} d\tau$$

(by L'Hospital's rule)

$$= \frac{r_n - f(y_\tau)}{u}$$ (by Lemma B.1).

Because $x_t = y_t + z_t e$ (Lemma B.3) and $y_t \to y_\ast$ (Lemma B.1), we have $x_t \to y_\ast + (r_n - f(y_\ast))e/u$, which must coincide with $q_n$ because that is the only equilibrium point for (B.27) (Lemma B.2). Therefore $\lim_{t \to \infty} \|x_t - q_n\|_{\infty} = 0$ for any $x_0$. Asymptotic stability is shown and the proof is complete.

**Lemma B.5.** Equation B.25 converges a.s. $Q_n$ to $q_\ast$ as $n \to \infty$.

**Proof.** The proof uses Theorem 2 in Section 2 of Borkar (2009) and is essentially the same as Lemma 3.8 by Abounadi, Bertsekas and Borkar (2001). For completeness, we repeat the proof (with more details) here.

First write the synchronous update (B.25) as

$$Q_{n+1} = Q_n + \alpha_n(h(Q_n) + M_{n+1})$$

where

$$h(Q_n)(s, a) = \sum_{s', r} p(s', r | s, a)(r + \max_{a'} Q_n(s', a')) - Q_n(s, a) - f(Q_n)$$

$$= T(Q_n)(s, a) - Q_n(s, a) - f(Q_n)$$

$$= T_2(Q_n)(s, a) - Q_n(s, a),$$

$$M_{n+1}(s, a) = R_n(s, a) + \max_{a'} Q_n(s', s, a, a') - T(Q_n)(s, a).$$

Theorem 2 requires verifying the following conditions and concludes that $Q_n$ converges to a (possibly sample path dependent) compact connected internally chain transitive invariant set of ODE $\dot{x}_t = h(x_t)$. This is exactly the ODE defined in (B.27). Lemma B.2 and B.4 conclude that this ODE has $q_\infty$ as the unique globally asymptotically stable equilibrium. Therefore the (possibly sample path dependent) compact connected internally chain transitive invariant set is a singleton set containing only the unique globally asymptotically stable equilibrium. Thus Theorem 2 concludes that $Q_n \to q_\infty$ a.s. as $n \to \infty$. We now list conditions required by Theorem 2:

- (A1) The function $h$ is Lipschitz: $\|h(x) - h(y)\| \leq L \|x - y\|$ for some $0 < L < \infty$.

- (A2) The sequence $\{\alpha_n\}$ satisfies $\alpha_n > 0$, and $\sum \alpha_n = \infty$, $\sum \alpha_n^2 < \infty$.

- (A3) $\{M_n\}$ is a martingale difference sequence with respect to the increasing family of σ-fields

$$\mathcal{F}_n = \sigma(Q_t, M_t, 0 \leq t \leq n), n \geq 0.$$
That is
\[ \mathbb{E}[M_{n+1} | \mathcal{F}_n] = 0 \quad \text{a.s., } n \geq 0. \]
Furthermore, \( \{M_n\} \) are square-integrable
\[ \mathbb{E}[\|M_{n+1}\|^2 | \mathcal{F}_n] \leq K(1 + \|Q_n\|^2) \quad \text{a.s., } n \geq 0, \]
for some constant \( K > 0 \).

- (A4) \( \sup_n \|Q_n\| \leq \infty \) a.s.

Let us verify these conditions now.
(A1) is satisfied as both \( T \) and \( \sum \) operators are Lipschitz.
(A2) is satisfied by Assumption B.3.
(A3) is also satisfied because for any \( s \in S, a \in A \)
\[ \mathbb{E}[M_{n+1}(s, a) | \mathcal{F}_n] = \mathbb{E} \left[ R_n(s, a) + \max_{a'} Q_n(S'_n(s, a), a') - T(Q_n)(s, a) | \mathcal{F}_n \right] \]
\[ = \mathbb{E} \left[ R_n(s, a) + \max_{a'} Q_n(S'_n(s, a), a') | \mathcal{F}_n \right] - T(Q_n)(s, a) \]
\[ = 0 \]
and \( \mathbb{E}[\|M_{n+1}\|^2 | \mathcal{F}_n] \leq K(1 + \|Q_n\|^2) \) for a suitable constant \( K > 0 \) can be verified by a simple application of triangle inequality.

To verify (A4), we apply Theorem 7 in Section 3 by Borkar (2009), which shows \( \sup_n \|Q_n\| \leq \infty \) a.s., if (A1), (A2), and (A3) are all satisfied and in addition we have the following condition satisfied:

(A5) The functions \( h_d(x) = h(dx)/d, d \geq 1, x \in \mathbb{R}^k \), satisfy \( h_d(x) \to h_{\infty}(x) \) as \( d \to \infty \), uniformly on compacts for some \( h_{\infty} \in C(\mathbb{R}^k) \). Furthermore, the ODE \( \dot{x}_t = h_{\infty}(x_t) \) has the origin as its unique globally asymptotically stable equilibrium.

Note that
\[ h_{\infty}(x) = \lim_{d \to \infty} h_d(x) = \lim_{d \to \infty} \frac{(T(dx) - dx - f(dx)e)}{d} \]
\[ = T_0(x) - x - f(x)e \]
where
\[ T_0(x) = \sum_{s', r} p(s', r | s, a) \max_{a'} x(s', a'). \]
The function \( h_{\infty} \) is clearly continuous in every \( x \in \mathbb{R}^k \) and therefore \( h_{\infty} \in C(\mathbb{R}^k) \).

Now consider the ODE \( \dot{x}_t = h_{\infty}(x_t) = T_0(x_t) - x_t - f(x_t)e \). Clearly the origin is an equilibrium. This ODE is a special case of (B.27), corresponding to the reward being always zero, therefore Lemma B.2 and B.4 also apply to this ODE and the origin is the unique globally asymptotically stable equilibrium.

(A1), (A2), (A3), (A4) are all verified and therefore
\[ Q_n \to q_* \quad \text{a.s. as } n \to \infty. \]

B.2. Proof of Differential TD-learning and Differential TD-planning

The proof is similar to that of Differential Q-learning and Differential Q-planning. We consider a General Differential TD algorithm which includes both Differential TD-learning and Differential TD-planning.
Given a MDP $M = (S, A, R, p)$, a behavior policy $b$, and a target policy $\pi$, for any state $s \in S$ and discrete step $n \geq 0$, let $A_n(s) \sim b(\cdot \mid s)$, $R_n(s, A_n(s)), S'_n(s, A_n(s)) \sim p(\cdot, \cdot \mid s, A_n(s))$. We hypothesize a set-valued process $\{Y_n\}$ taking values in the set of nonempty subsets of $S$ with the interpretation: $Y_n = \{s : s$ component of $V$ was updated at time $n\}$. Define $\nu(n, s) = \sum_{i=0}^n I\{s \in Y_i\}$ where $I$ is the indicator function. Thus $\nu(n, s)$ is the number of times $V(s)$ was updated up to time $n$. Then the update rules of General Differential TD are, for $n \geq 0$:

$$V_{n+1}(s) = V_n(s) + \alpha_{\nu(n,s)} \rho_n(s) \delta_n(s) I\{s \in Y_n\} \quad \forall s \in S$$

(B.30)

$$\bar{R}_{n+1} = \bar{R}_n + \sum_{s} \alpha_{\nu(n,s)} \rho_n(s) \delta_n(s) I\{s \in Y_n\},$$

(B.31)

where

$$\delta_n(s) = R_n(s, A_n(s)) + V_n(S'_n(s, A_n(s))) - V_n(s) - \bar{R}_n,$$

(B.32)

and $\rho_n(s) = \pi(A_n(s) \mid s)/b(A_n(s) \mid s)$ is the importance sampling ratio (this is always well-defined given Assumption B.7).

The quantity $\alpha_{\nu(n,s)}$ is the stepsize at step $n$ for state $s$ and can be obtained the same way as introduced in B.1. It can be shown, using similar arguments as those in B.1, that Differential TD-learning and Differential TD-planning are special cases of General Differential TD. And therefore we only need to prove the convergence of General Differential TD. We now specify required assumptions for the convergence proof.

**Assumption B.6.** The Markov chain induced by the target policy is unichain.

**Assumption B.7 (Coverage Assumption).** $b(a \mid s) > 0$ if $\pi(a \mid s) > 0$ for all $s \in S, a \in A$.

The above assumption requires that the behavior policy covers all possible state–action pairs the target policy may incur. To guarantee the full coverage, we will need that the behavior policy visit all states for an infinite number of times.

**Assumption B.8 (Asynchronous Stepsize Assumption B).** There exists $\Delta > 0$ such that

$$\liminf_{n \to \infty} \frac{\nu(n,s)}{n+1} \geq \Delta,$$

a.s., for all $s \in S$. Furthermore, for all $x > 0$ and

$$N(n, x) = \min \left\{ m \geq n : \sum_{i=n+1}^{m} \alpha_i \geq x \right\},$$

the limit

$$\lim_{n \to \infty} \sum_{i=\nu(n,s)}^{\nu(N(n,x),s')} \alpha_i \sum_{i=\nu(n,s')}^{\nu(N(n,x),s')} \alpha_i$$

exists a.s. for all $s, s'$.

It can be easily verified that

$$v(s) = \sum_{a} \pi(a \mid s) \sum_{s', r} p(s', r \mid s, a)(r - \bar{r} + v(s')), \text{ for all } s \in S,$$

(B.33)

$$r(\pi) - \bar{R}_0 = q \left( \sum v - \sum V_0 \right)$$

(B.34)

has a unique solution of $v$. Denote the solution as $v_\infty$.

**Theorem B.3 (Convergence of General Differential TD).** If Assumptions B.6, B.3, B.4, B.8, and B.7 hold, then General Differential TD (Equations B.30-B.32) converges a.s., $\bar{R}_n$ to $r(\pi)$ and $V_n$ to $v_\infty$.

We now prove this theorem.
B.2.1. Proof of Theorem B.3

Similar as what we did in the proof of General Differential Q, we can combine update rules (B.30)-(B.32) to obtain a single update rule.

\[
\begin{align*}
\tilde{R}_n - \tilde{R}_0 &= \eta \sum_{i=0}^{n-1} \sum_s \alpha_{\nu(i,s)} \rho_n(s) \delta_i(s) I\{s \in Y_k\} \\
&= \eta \left( \sum V_n - \sum V_0 \right) \\
\Rightarrow \quad \tilde{R}_n &= \eta \sum V_n - \eta \sum V_0 + \tilde{R}_0 = \eta \sum V_n - c, \quad \text{(B.35)}
\end{align*}
\]

where \( c \) is defined as

\[
\text{(B.36)}
\]

Substituting \( \tilde{R}_n \) in (B.30) with (B.35) we have, \( \forall s \in \mathcal{S} \):

\[
\begin{align*}
V_{n+1}(s) &= V_n(s) + \alpha_{\nu(s)} \rho_n(s) \left( \tilde{R}_n(s, A_n(s)) + V_n(S'_n(s, A_n(s))) - V_n(s) - \eta \sum V_n + c \right) I\{s \in Y_n\} \\
&= V_n(s) + \alpha_{\nu(s)} \rho_n(s) \left( \tilde{R}_n(s, A_n(s)) + V_n(S'_n(s, A_n(s))) - V_n(s) - \eta \sum V_n \right) I\{s \in Y_n\}, \quad \text{(B.37)}
\end{align*}
\]

where \( \tilde{R}_n(s, A_n(s)) \equiv R_n(s, A_n(s)) + c \). Now (B.37) is in the same form with the asynchronous update (Equation 7.1.2) studied by Borkar (2009). Again we can apply the result in Section 7.4 by Borkar (2009) to show convergence of (B.37). This result, given Assumption B.4 and B.8, only requires showing the convergence of the following synchronous version of General Differential TD:

\[
\begin{align*}
V_{n+1}(s) &= V_n(s) + \alpha \rho_n(s) \left( \tilde{R}_n(s, A_n(s)) + V_n(S'_n(s, A_n(s))) - V_n(s) - \eta \sum V_n \right), \quad \forall s \in \mathcal{S}. \quad \text{(B.38)}
\end{align*}
\]

This transformed MDP has the same state and action space as the original MDP and has the transition probability defined as

\[
\tilde{p}(s', r + c \mid s, a) = p(s', r \mid s, a). \quad \text{(B.39)}
\]

Note that the unichain assumption (Assumption B.1) and the coverage assumption (Assumption B.7) we made for the original MDP is still valid for the transformed MDP. For this transformed MDP, denote the average reward rate following policy \( \pi \) as \( \tilde{r}(\pi) \). Then

\[
\tilde{r}(\pi) = r(\pi) + c \quad \text{(B.40)}
\]

because the reward in the transformed MDP is shifted by \( c \) compared with the original MDP.

Combining (B.40), (B.34) and (B.36), we have

\[
\tilde{r}(\pi) = \eta \sum v_\infty. \quad \text{(B.41)}
\]

Furthermore,

\[
\begin{align*}
v_\infty(s) &= \sum_a \pi(a \mid s) \sum_{s', r} p(s', r \mid s, a) (r + v_\infty(s') - r(\pi)) \quad \text{(from (B.33))} \\
&= \sum_a \pi(a \mid s) \sum_{s', r} p(s', r \mid s, a) (r + c + v_\infty(s') - \tilde{r}(\pi)) \quad \text{(from (B.40))} \\
&= \sum_a \pi(a \mid s) \sum_{s', r} \tilde{p}(s', r \mid s, a) (r + v_\infty(s') - \tilde{r}(\pi)),
\end{align*}
\]

therefore \( v_\infty \) is a solution of \( v \) in the state-value Bellman equations for not only the original MDP \( \mathcal{M} \) but also the transformed MDP \( \mathcal{M} \).
We first write the synchronous update rule (B.38) as
\[ T(V)(s) = \sum_a \pi(a \mid s) \sum_{s',r} \tilde{p}(s', r \mid s, a)(r + V(s')), \]
\[ T_1(V) = T(V) - \bar{r}(\pi)e, \]
\[ T_2(V) = T(V) - \left( \eta \sum V \right) e = T_1(V) + \left( \bar{r}(\pi) - \eta \sum V \right) e. \]

Consider two ODEs:
\[ \dot{y}_t = T_1(y_t) - y_t, \quad (B.42) \]
\[ \dot{x}_t = T_2(x_t) - x_t, \quad (B.43) \]

Note that by the properties of \( T, T_1, T_2 \), both (B.42) and (B.43) have Lipschitz R.H.S.’s and thus are well-posed.

The next lemma is similar to Lemma 3.1 by Abounadi, Bertsekas, and Borkar (2001) and is a special case of Theorem 3.1 and Lemma 3.2 by Borkar and Soumyanath (1997).

Lemma B.6. Let \( \bar{y} \) be an equilibrium point of (B.42). Then \( \|y_t - \bar{y}\|_\infty \) is nonincreasing, and \( y_t \to \bar{y} \) for some equilibrium point \( \bar{y} \) of (B.42) that may depend on \( y_0 \).

The next lemma is similar to Lemma B.2 and the proof of it is almost the same as the proof of Lemma B.2. The only changes are to replace \( \bar{r}_s, q_\infty \) and \( \bar{q} \) with \( \bar{r}(\pi), v_\infty \) and \( v \) respectively.

Lemma B.7. (B.43) has a unique equilibrium at \( v_\infty \).

The next two lemmas are almost the same as Lemma B.3 and B.4. Their proofs can be easily obtained from the proofs of Lemma B.3 and B.4 by replacing \( \bar{r}_s \) with \( \bar{r}(\pi) \).

Lemma B.8. Let \( x_0 = y_0 \), then \( x_t = y_t + z_te \), where \( z_t \) satisfies the ODE \( \dot{z}_t = -kz_t + (\bar{r}(\pi) - k \sum y_t) \), and \( k \doteq |S| \).

Lemma B.9. \( v_\infty \) is the unique globally asymptotically stable equilibrium for (B.43).

Lemma B.10. Synchronous General Differential TD (Equation B.38) converges a.s., \( V_n \to v_\infty \) as \( n \to \infty \).

Proof. Similar as what we did in the proof of Lemma B.5, we use Theorem 2 in Section 2 by Borkar (2009) to show the convergence of this lemma.

We first write the synchronous update rule (B.38) as
\[ V_{n+1} = V_n + \alpha_n(h(V_n) + M_{n+1}), \quad (B.44) \]
where
\[ h(V_n)(s) = \sum_a \pi(a \mid s) \sum_{s',r} \tilde{p}(s', r \mid s, a)(r + V_n(s')) - V_n(s) - \eta \sum V_n \]
\[ = T(V_n)(s) - V_n(s) - \eta \sum V_n \]
\[ = T_2(V_n)(s) - V_n(s), \]
\[ M_{n+1}(s) = \rho_n(s) \left( \tilde{R}_n(s, A_n(s)) + V_n(s') - V_n(s) - \eta \sum V_n \right) - h(V_n)(s). \quad (B.46) \]

Similar as the proof of Lemma B.5, we only need to verify conditions (A1) - (A4) in order to conclude that \( V_n \) converges \( v_\infty \) a.s. as \( n \to \infty \).

(A1) is satisfied as both \( T \) and \( \sum \) operators are Lipschitz.

(A2) is satisfied by Assumption B.3.
All these algorithms are shown to converge to the centered (actual) differential value function rather than the differential value function plus some offset. Theorem B.3 is proved.

To verify (A4), again we only need to verify (A5). Note that

\[
\begin{align*}
\bar{V}_n(s, A_n(s)) & = V_n(s, A_n(s)) + \sum_{s', r} \hat{p}(s', r | s, a) x(s')
\end{align*}
\]

Because \( \bar{V}_n \) is clearly continuous in every \( x \in \mathbb{R}^k \) and therefore \( h_{\infty} \in C(\mathbb{R}^k) \).

Now consider the ODE \( \dot{x}_t = h_{\infty}(x_t) = T_0(x_t) - x_t - \eta \left( \sum_a \pi(a | s) \sum_{s', r} \hat{p}(s', r | s, a) x(s') \right) \). The function \( h_{\infty} \) is clearly continuous in every \( x \in \mathbb{R}^k \) and therefore \( h_{\infty} \in C(\mathbb{R}^k) \).

Theorem B.3 is proved.

### B.3. Centered Algorithms

This section serves as a supplement of Section 6 of the main text. We introduce 4 algorithms: Centered Differential TD-learning, Centered Differential TD-planning, Centered Differential Q-learning, and Centered Differential Q-planning. All these algorithms are shown to converge to the centered (actual) differential value function rather than the differential value function plus some offset.

The next lemma is useful in the convergence proofs for the centered algorithms.

**Lemma B.11.** Let \( \pi \) be a stationary Markov policy. Assume that the induced Markov chain under \( \pi \) is unichain. Let \( d_\pi \) be the stationary distribution following policy \( \pi \). Then

1) \( (v, \bar{r}) = (v_\pi, r(\pi)) \) is the unique solution of \( \text{(B.33)} \) and

\[
\sum_s d_\pi(s) v(s) = 0,
\]

and

2) if \( v = v_\pi + c \) then \( c = \sum_s d_\pi(s) v(s) \).
Proof. Let $P_{\pi}$ denote the $|S| \times |S|$ transition probability matrix under policy $\pi$, i.e., $P_{\pi}(s, s') = \sum_{a, r, s'} \pi(a | s)p(s', r | s, a)$ and let $P_{\pi}^* = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} P_{\pi}^{n-1}$. Because $S$ is finite, the limit exists and $P_{\pi}^*$ is a stochastic matrix (has row sums equal to 1). Because the Markov chain induced by $\pi$ is unichain, all rows of $P_{\pi}^*$ are identical and are all equal to $d_{\pi}^\top$.

Let $r_{\pi}(s) = \sum_{a, r, s'} \pi(a | s)p(s', r | s, a)r$ denote the expected one-step reward under $\pi$. Then the average reward rate following $\pi$ can be written as

$$r(\pi) = d_{\pi}^\top r_{\pi},$$

and the differential value function following policy $\pi$ can be written as

$$v_{\pi}(s) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \sum_{t=0}^{k} P_{\pi}^t(r_{\pi} - r(\pi))(s),$$

or $v_{\pi} = H_{P_{\pi}} r_{\pi}$ in vector form, where $H_{P_{\pi}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \sum_{t=0}^{k} (P_{\pi}^t - P_{\pi}^*)$.

The differential value function $v_{\pi}$ satisfies (B.33) due to Theorem 8.2.6 (a) by Puterman (1994).

To see that $v_{\pi}$ satisfies the equation (B.48), we apply Equation A.18 in Appendix A by Puterman (1994), which is $P_{\pi}^* H_{P_{\pi}} = 0$. Therefore we have $d_{\pi}^\top H_{P_{\pi}} = 0$ because all rows of $P_{\pi}^*$ are $d_{\pi}^\top$. Because $v_{\pi} = H_{P_{\pi}} r_{\pi}$, we have $d_{\pi}^\top v_{\pi} = d_{\pi}^\top H_{P_{\pi}} r_{\pi} = 0$.

To verify that $v_{\pi}$ is the unique solution of (B.33) and (B.48), suppose there exists another vector $v' \neq v_{\pi}$ satisfying (B.33) and (B.48), then $v' = v_{\pi} + ce$ for some $c \neq 0$ (any two solutions of (B.33) differ by a constant). Substituting this into (B.48), we have

$$d_{\pi}^\top v' = d_{\pi}^\top (v_{\pi} + ce) = d_{\pi}^\top v_{\pi} + cd_{\pi}^\top e = c$$

To satisfy (B.48), we must have $c = 0$. Therefore, $v_{\pi}$ is the unique solution of (B.33) and (B.48).

To prove the second part, consider $v = v_{\pi} + ce$, then we have $\sum_s d_{\pi}(s)v(s) = \sum_s d_{\pi}(s)(v_{\pi} + ce)(s) = c$. \qed

B.3.1. Centered Differential TD-learning and Differential TD-planning

Centered Differential TD-learning is already presented in Section 6 of the main text. The planning version of Centered Differential TD-learning is called Centered Differential TD-planning. It uses simulated experience just as in Differential TD-planning. In addition, just like Differential TD-planning, Centered Differential TD-planning maintains $V_n$ and $\bar{V}_n$. Centered Differential TD-planning also maintains an auxiliary table of estimates $F_n(s, a), \forall s \in S, a \in A$ and a offset estimate $\bar{V}_n$, and updates them just as in Centered Differential TD-learning, using $S_n, A_n, R_n, S'_n$ instead of $S_t, A_t, R_{t+1}, S_{t+1}$.

Just as we did in Section B.1 and B.2, we now present a general algorithm that includes both Centered Differential TD-learning and Centered Differential TD-planning. We call it General Centered Differential TD. Using arguments that are similar as those in Section B.1, it can be shown that both Centered Differential TD-learning and Centered Differential TD-planning are special cases of General Centered Differential TD.

The data is generated the same way as in B.2. Also, we use same notations introduced in B.2. In addition to update rules of General Differential TD (Equation B.30-B.32), General Centered Differential TD has two more update rules:

$$F_{n+1}(s) \doteq F_n(s) + \beta_{\nu(n,s)} \rho_n(s) \Delta_n(s) I\{s \in Y_n\} \quad \forall s \in S,$$

$$\bar{V}_{n+1} \doteq \bar{V}_n + \kappa \beta_{\nu(n,s)} \sum_s \rho_n(s) \Delta_n(s) I\{s \in Y_n\},$$

where

$$\Delta_n(s) \doteq V_n(s) + F_n(S'_n(s, A_n(s))) - F_n(s) - \bar{V}_n.$$

Here $\beta_{\nu(n,s)}$ is the stepsize and $\kappa$ is a positive number. $\beta_{\nu(n,s)}$ and $\kappa$ doesn’t need to be equal to $\alpha_{\nu(s,a)}$ and $\eta$.

**Theorem B.4** (Convergence of Centered Differential TD). If Assumption B.1 holds, Assumption B.3, B.4, B.8, and B.7 hold for both $\alpha_{\nu}$ and $\beta_{\nu}$, then General Centered Differential TD (Equations B.30-B.32, B.50-B.52) converges a.s., $R_n$ to $r(\pi)$ and $V_n - V_n \epsilon$ to $v_{\pi}$.
Proof. To show this theorem, we use the last extension of Section 2.2 by Borkar (2009), which states that a deterministic or random bounded $o(1)$ noise will not influence the convergence.

Because (B.30)-(B.32) will not be influenced by (B.50)-(B.52), we have $V_n \to v_\infty$ and $R_n \to r(\pi)$ according to Theorem B.3.

Now consider (B.50)-(B.52). Similar as the proof of Theorem B.3, we can combine (B.50)-(B.52) and obtain a single update rule:

$$F_{n+1}(s) = F_n(s) + \beta_n \rho_n(s) \left( \bar{V}_n(s) + F_n(S'_n(s), A_n(s)) - F_n(s) - \kappa \sum F_n \right) \mathbb{I}\{s \in Y_n\}, \quad \forall s \in S,$$

where $\bar{V}_n(s) = V_n(s) + c$ and $c = \kappa \sum F_0 - \bar{V}_0$. As we discussed above, given Assumption B.4 and B.8, to obtain $V_n - \bar{V}_n \to v_\pi$, it only remains to show the convergence of the following synchronous update rule:

$$F_{n+1}(s) = F_n(s) + \beta_n \rho_n(s) \left( \bar{V}_n(s) + F_n(S'_n(s), A_n(s)) - F_n(s) - \kappa \sum F_n \right), \quad \forall s \in S.$$ (B.54)

Now we rewrite the above equation:

$$F_{n+1}(s) = F_n(s) + \beta_n \rho_n(s) \left( v_\infty(s) + c + (V_n(s) - v_\infty(s)) + F_n(S'_n(s), A_n(s)) - F_n(s) - \kappa \sum F_n \right), \quad \forall s \in S.$$

Let

$$F_{n+1} = F_n + \beta_n (h(F_n) + M_{n+1} + \epsilon_n),$$

where

$$h(F_n)(s) = \sum_a \pi(a \mid s) \sum_{s'} p(s' \mid s, a)(v_\infty(s') + c + F_n(S'_n(s), A_n(s))) - F_n(s) - \kappa \sum F_n,$$

$$M_{n+1}(s) = \rho_n(s) \left( v_\infty(s) + c + F_n(S'_n(s), A_n(s)) - F_n(s) - \kappa \sum F_n \right) - h(F_n)(s),$$

$$\epsilon_n(s) = \rho_n(s)(V_n(s) - v_\infty(s)).$$

We first show that without $\epsilon_n$, (B.55) converges. Then we need to show that $\epsilon_n$ is bounded and is $o(1)$ so that the last extension of the Section 2.2 of Borkar (2009) can be applied to conclude the convergence of (B.55) with $\epsilon_n$.

Given a new table of estimates $F'_n(s, a), \forall s \in S, a \in A$, and the following update rule

$$F'_{n+1} = F'_n + \alpha_n (h(F'_n) + M'_{n+1}),$$

where

$$M'_{n+1}(s) = \rho_n(s) (v_\infty(s) + c + F'_n(S'_n(s), A_n(s)) - F'_n(s) - \kappa \sum F'_n) - h(F'_n)(s),$$

Lemma B.10 shows that $F'_n$ converges to some point a.s. and (B.47) shows that $\bar{V}'_n \equiv \kappa \sum F'_n - c$ converges to the reward rate following policy $\pi$ in a new MDP whose transition dynamics is the same as it of the original MDP but the reward from state $s$ is $v_\infty(s)$ instead of $R_n(s, A_n(s))$. From (B.49), the reward rate in the new MDP is $d_\pi v_\infty$. Therefore $\bar{V}'_n = \kappa \sum F'_n - c$ converges to $d_\pi v_\infty$ a.s.

We now show that $\epsilon_n$ is bounded and is $o(1)$. $\epsilon_n$ is bounded because $\rho_n$ is bounded due to the finite state and action space and Assumption B.7, and $V_n$ is bounded as shown in the proof of Theorem B.3. In addition, because $V_n \to v_\infty$ and $\rho_n$ is bounded, $\epsilon_n$ converges to 0 and thus $\epsilon_n$ is $o(1)$.

Given the above results, the last extension of the Section 2.2 of Borkar (2009) applies. In other words, the noise $\epsilon_n$ does not change the convergence of $F'_n$ (i.e., $\lim_{n \to \infty} F_n = \lim_{n \to \infty} F'_n$). Therefore we conclude that almost surely, $F_n$ converges to some point and $\bar{V}_n = \kappa \sum F_n - c$ converges to $d_\pi v_\infty$.

Because $V_n \to v_\infty$ and $V_n \to d_\pi^T v_\infty$, $V_n - \bar{V}_n e \to v_\infty - d_\pi^T v_\infty e$. Because $d_\pi^T v_\infty e$ is a vector with all equal elements, $v_\infty - d_\pi^T v_\infty e$ satisfies the state-value Bellman equation (B.33). In addition, because $\sum_{s'} (d_\pi(s')(v_\infty(s') - d_\pi^T v_\infty)) = 0$, from Lemma B.11 we have $\epsilon_n \to d_\pi^T v_\infty e = v_\pi$. Therefore $V_n - \bar{V}_n e \to v_\pi$ a.s., as $n \to \infty$.

The original update rule (B.53) and the synchronous update rule (B.54) converge to the same point. Therefore using the original update rule, $V_n - V_n e \to v_\pi$ a.s.. □
B.3.2. Centered Differential Q-learning and Differential Q-planning

Our Centered Differential Q-learning maintains, in addition to the first estimator (Equations 5-7), a second estimator in which the reward is the value estimate of the first estimator. The second estimator maintains a scalar offset estimate $\bar{Q}_t$, an auxiliary table of estimates $F_t(s,a), \forall s \in S, a \in A$, and uses the following update rules:

\begin{align}
F_{t+1}(s, A_t) &= F_t(s, A_t) + \beta_t \Delta_t, \quad \text{and} \quad F_{t+1}(s, a) = F_t(s, a), \forall s \neq S, a \neq A_t, \quad (B.57) \\
\bar{V}_{t+1} &= V_t + \kappa \beta_t \Delta_t, \quad (B.58)
\end{align}

where

$$
\Delta_t = Q_t(S_t, A_t) - \bar{Q}_t + F_t(S_{t+1}, \arg\max_{a'} Q_t(S_{t+1}, a')) - F_t(S_t, A_t), \quad (B.59)
$$

is the TD error of the second estimator. $\{\beta_t\}$ is a step size sequence, and $\kappa$ is a positive constant. $\beta_t$ and $\kappa$ can be different from $\alpha_t$ and $\eta$. We call (5)-(7) plus (B.57)-(B.59) Centered Differential Q-learning.

The planning version of Centered Differential Q-learning is called Centered Differential Q-planning. It uses simulated experience just as in Differential Q-planning. Just like Differential Q-planning, Centered Differential Q-planning maintains $Q_n$ and $R_n$. In addition, Centered Differential Q-planning maintains an auxiliary table of estimates $F_n(s,a)$, for all $s \in S, a \in A$, and an offset estimate $\bar{Q}_n$, and updates them just as in Centered Differential Q-learning, using $S_n, A_n, R_n, S'_n$ instead of $S_t, A_t, R_{t+1}, S_{t+1}$.

Just as we did in Section B.1 and B.2, we now present a general algorithm that includes both Centered Differential Q-learning and Centered Differential Q-planning cases. We call it General Centered Differential Q. Using arguments that are similar as those in Section B.1, it can be shown that both Centered Differential Q-learning and Centered Differential Q-planning are special cases of General Centered Differential Q.

For General Centered Differential Q, let the data be generated the same way as in B.1. Also, we use same notations introduced in B.1. In addition to update rules of General Differential Q (Equation B.1-B.3), General Centered Differential Q has two more update rules:

\begin{align}
F_{n+1}(s, a) &= F_n(s, a) + \alpha_{n(s,a)} \Delta_n(s,a) I\{(s,a) \in Y_n\} \quad \forall s \in S, a \in A, \quad (B.60) \\
\bar{Q}_{n+1} &= \bar{Q}_n + \sum_{s,a} \alpha_{n(s,a)} \Delta_n(s,a) I\{(s,a) \in Y_n\}, \quad (B.61)
\end{align}

where

$$
\Delta_n(s,a) = Q_n(s,a) + F_n(S'_n(s,a), \arg\max_{a'} Q_n(S'_n(s,a), a')) - F_n(s,a) - \bar{Q}_n. \quad (B.62)
$$

We now present a convergence theorem for General Centered Differential Q. Unlike the previous theorems, this theorem requires that the optimal policy is unique. The reason is, if there are multiple optimal policies all achieving the optimal average reward, the greedy policy w.r.t. $Q_n$ will jump between these optimal policies even in the limit so the second estimator can not evaluate any particular optimal policy. In addition, unlike the discounted case, where different optimal policies all correspond to the same unique optimal value function, in the average reward case, optimal policies correspond to different differential value functions. Therefore, in order to use the second estimator to evaluate some policy derived from $Q_n$, that policy must converge as $n \to \infty$.

In practice, our algorithms can still deal with problems with multiple optimal policies. This can be achieved by choosing a small threshold $\epsilon > 0$, and then replace the $\arg\max_a Q(s,a)$ in our algorithms with the first action $\hat{a}$ satisfying $Q(s, \hat{a}) = \max_a Q(s,a) - \epsilon$. The resulting policy will converge to an optimal policy if $\epsilon$ is sufficiently small.

**Theorem B.5** (Convergence of General Centered Differential Q). If Assumption B.1 holds, Assumption B.3, B.4, and B.5 hold for both $\alpha_n$ and $\beta_n$, and the optimal policy is unique, denote the differential value function for the optimal policy as $q_*$, then General Centered Differential Q (Equations B.1-B.3, B.60-B.62) converges, almost surely, $R_n$ to $r_*$ and $Q_n - \bar{Q}_n \epsilon$ to $q_*$. 

**Proof.** Similar as what we did to show Theorem B.4 we use the last extension of section 2.2 of (Borkar 2009) to show this theorem.
Because (B.1)-(B.3) will not be influenced by (B.60)-(B.62), we have $Q_n \to q_\infty$ and $\bar{R}_n \to r_*$ a.s., according to Theorem B.1.

Now consider (B.60)-(B.62). Similar as the proof of Theorem B.1, we can combine (B.60)-(B.62) and obtain a single update rule:

$$F_{n+1}(s, a) = F_n(s, a) + \beta_n$$

$$(\bar{Q}_n(s, a) + F_n(S_n'(s, a), \arg\max_{a'} Q_n(S_n'(s, a), a')) - F_n(s, a) - \kappa \sum F_n) I\{(s, a) \in Y_n\},$$

$\forall s \in S, a \in A.$  \hspace{1cm} (B.63)

where $\bar{Q}_n(s, a) = Q_n(s, a) + c$ and $c = \sum F_0 - \bar{Q}_0$. As we discussed above, given Assumption B.4 and B.5, to obtain $Q_n - \bar{Q}_n c \to q_* a.s.,$ it only remains to show the convergence of the following synchronous update rule:

$$F_{n+1}(s, a) = F_n(s, a) + \beta_n$$

$$(\bar{Q}_n(s, a) + F_n(S_n'(s, a), \arg\max_{a'} Q_n(S_n'(s, a), a')) - F_n(s, a) - \kappa \sum F_n) ,$$

$\forall s \in S, a \in A.$  \hspace{1cm} (B.64)

Rewriting the above equation, we have

$$F_{n+1}(s, a) = F_n(s, a) + \beta_n$$

$$(q_\infty(s, a) + c + \sum_{s'} p(s' | s, a) F_n(s', \pi_*(s')) - F_n(s, a) - \kappa \sum F_n$$

$$+ F_n(S_n'(s, a), \pi_*(S_n'(s, a))) - \sum_{s'} p(s' | s, a) F_n(s', \pi_*(s'))$$

$$+ Q_n(s, a) - q_\infty(s, a) + F_n(S_n'(s, a), \arg\max_{a'} Q_n(S_n'(s, a), a'))$$

$$- F_n(S_n'(s, a), \pi_*(S_n'(s, a))))),$$

where $\pi_*$ is the unique greedy policy w.r.t. $q_\infty,$ as there is only one optimal policy by our assumption.

Now, let

$$F_{n+1} = F_n + \beta_n (h(F_n) + M_{n+1} + \epsilon_n),$$

(B.65)

where

$$h(F_n)(s, a) = q_\infty(s, a) + c + \sum_{s'} p(s' | s, a) F_n(s', \pi_*(s')) - F_n(s, a) - \kappa \sum F_n,$$

$$M_{n+1}(s, a) = F_n(S_n'(s, a), \pi_*(S_n'(s, a))) - \sum_{s'} p(s' | s, a) F_n(s', \pi_*(s'))),$$

$$\epsilon_n(s, a) = Q_n(s, a) - q_\infty(s, a) + F_n(S_n'(s, a), \arg\max_{a'} Q_n(S_n'(s, a), a'))$$

$$- F_n(S_n'(s, a), \pi_*(S_n'(s, a)))).$$

We will first show that without $\epsilon_n$, (B.65) converges a.s.. Then we will propose a variant of the last extension of the Section 2.2 of (Borkar 2009) and use that show the convergence of (B.65) with $\epsilon_n$.

Given a new table of estimates $F_n'(s, a)$, for all $s \in S, a \in A$, consider the following update rule

$$F_{n+1}' = F_n' + \beta_n (h(F_n') + M_{n+1}' ),$$

where

$$M_{n+1}''(s, a) = F_n'(S_n'(s, a), \pi_*(S_n'(s, a))) - \sum_{s'} p(s' | s, a) F_n'(s', \pi_*(s'))),$$

and $F_0' = F_0'$. 


The above update can be viewed as a special case of (B.44) with \( \rho_n = 1 \) for a new Markov Reward Process. The state space for this MRP is \( S \times A \). The transition dynamics of the MRP is defined as \( \tilde{p}(s', a') \mid (s, a) \equiv \sum \pi_*(a \mid s) \sum_{s'} p(s' \mid s, a) \Pi(a' = \pi_*(s')) \) while the reward starting from \( (s, a) \) is \( \tilde{r}(s, a) \equiv q_\infty(s, a) \).

Therefore Lemma B.5 applies and we have that the update \( F_n' \) converges to some point satisfying the state-value Bellman equation for this new MRP. By (B.21), \( \bar{Q}_n' = \kappa \sum F_n' - c \) converges to the reward rate for this new MRP, which is \( \sum_{s,a} d_\pi(s,a)q_\infty(s,a) \), the offset in \( q_\infty \) w.r.t. \( q_* \) by Lemma B.11.

Now, we propose a variant of the last extension of the Section 2.2 of Borkar (2009) and apply it to show that the additional noise \( \epsilon_n \) does not affect the convergence and therefore \( \lim_{n \to \infty} F_n = \lim_{n \to \infty} F_n' \) as \( n \to \infty \) and \( \bar{Q}_n \) also converges to \( \sum_{s,a} d_\pi(s,a)q_\infty(s,a) \). The extension of the Section 2.2 of Borkar (2009) requires that \( \epsilon_n \) is bounded and is \( o(1) \).

The variant we propose also requires that \( \epsilon_n \) is \( o(1) \), however instead of requiring \( \epsilon_n \) being bounded, it requires a weaker condition

\[
\|\epsilon_n\|_\infty \leq K(1 + \|F_n\|_\infty), \tag{B.66}
\]

where \( K \) is a positive constant.

This can be shown with the following arguments. 1) If the boundedness of \( F_n \) holds, then the conclusion of Lemma 1 of Section 2 of Borkar (2009) will not be affected and therefore the convergence of \( F_n \) remains unchanged. 2) The boundeness of \( F_n \) can be shown with the following three modifications of the proofs in Section 3 of Borkar (2009):

1. It can be seen that the claim of Lemma 4 in Section 3.2 of Borkar (2009) remains unchanged with this additional noise \( \epsilon_n \).

2. A result similar to Lemma 5 in Section 3.2 of Borkar (2009) can be shown for this additional noise. That is, the sequence \( \bar{Q}_n' = \sum \epsilon_k, n \geq 1 \) is a.s. convergent, where \( \epsilon_k \) are the stepsizes, \( \epsilon_k = \epsilon_k/r(n) \) for \( m(n) \leq k < m(n + 1) \) and \( r(\cdot) \) and \( m(\cdot) \) are defined in Section 3.2 of Borkar (2009). This is due to Assumption B.3 and also \( \epsilon_n \) being \( o(1) \).

3. Lemma 6 of Section 3.2 of Borkar (2009) holds with the additional \( \epsilon_n \).

Now let us verify if (B.66) holds and if \( \epsilon_n \) is \( o(1) \). It can be seen that (B.66) is satisfied because \( Q_n \) is bounded as we showed in the proof of Lemma B.5. In addition, because \( Q_n \to q_\infty \) a.s., \( \epsilon_n \to 0 \) a.s. as \( n \to \infty \) and thus \( \epsilon_n \) is \( o(1) \). Therefore a.s., \( F_n \) converges and \( Q_n \) converges to \( \sum_{s,a} d_\pi(s,a)q_\infty(s,a) \), the offset of \( q_\infty \). Therefore \( Q_n - \bar{Q}_n \to q_* \) a.s.

\( Q_n \) in the original update rule (B.63) and \( Q_n \) in the synchronous update rule (B.64) converge to the same point. Therefore using the original update rule, \( Q_n - \bar{Q}_n \to q_* \) a.s. \( \square \)
C. Additional Experiments and Experimental Details

Here we provide the remaining details of all the experiments reported in this paper. We also present additional experiments that are pertinent to this paper. In particular, the following sections contain:

1. Details of the control experiments in Section 3
2. An experiment demonstrating the max reference function is not always the best choice of the reference function for RVI Q-learning
3. An experiment demonstrating RVI Q-learning diverges when the reference state is transient
4. Details of the prediction experiments in Section 5 (both on- and off-policy)
5. An empirical demonstration of the centering technique introduced in Section 6

All the experiment code is available at https://github.com/abhisheknaik96/average-reward-methods.

C.1. Details of the Control Experiments on the Access-Control Queuing Task

In this section, we provide the rest of the experimental details for the control experiments on the Access-Control Queuing Task in Section 3 of the main text.

The task starts with all 10 servers free. With four types of customers, 11 possible number of free servers (0 to 10), and two actions, there are a total of 88 state–action pairs. The value function for both algorithms and the reward rate estimate for Differential Q-learning were initialized to zero. Both algorithms were run with step size $\alpha$ in the range \{0.0015625, 0.00625, 0.025, 0.1, 0.4\}. For Differential Q-learning, $\eta$ was chosen from \{0.125, 0.25, 0.5, 1, 2\}. The reference functions were chosen as mentioned in Section 3. Both algorithms used an $\epsilon$-greedy behavior policy with $\epsilon = 0.1$ and no annealing.

The learning curve in Figure 1 corresponds to the parameters for Differential Q-learning that resulted in the largest reward rate averaged over the training period of 80,000 steps: $\alpha = 0.025$ and $\eta = 0.125$. A point on the solid curves denotes the reward rate during training computed over a sliding window of previous 2000 rewards, and the shaded region denotes one standard error.

C.2. Max is Not Always the Best Choice of Reference Function for RVI Q-learning

In Section 5 we pointed out that RVI Q-learning performs well if the reference state (or state–action pair) occurs frequently under an optimal policy. This led to the speculation that perhaps the state–action pair with the highest action-value estimate might be the best choice of a reference state–action pair because under the RL paradigm, an agent seeks to visit the highly-rewarding states. We gave an example in the main text that it is not true in general that the state–action pair with the highest action-value estimate also occurs frequently under an optimal policy. In this section, we show this empirically; max is not always the best choice of the reference function for RVI Q-learning.

The two domains used are variants of the Two Loop MDP (from Section 5). The first variant has the same transitions as in the Two Loop MDP except there is a +10 reward when going from state 8 to state 0 instead of +2. The optimal policy is to take the action right in state 0 and obtain a reward rate of +2 per step. The second variant builds on the first variant in that there is an additional state 9. Starting from any state other than state 9, no matter what action is taken, there is a 0.02 probability of moving to state 9 with 0 reward and a 0.98 probability of moving to a state with a reward just as in the first variant. From state 9, the action deterministically leads to state 0 with a reward of +100; this makes state 9 a high-value state. But it rarely occurs under the optimal policy, which is again to take the action right in state 0. The optimal reward rate in this second domain is 3.84.

In addition to RVI Q-learning with the max reference function, we also ran Differential Q-learning as a baseline on these two domains. The value function for both algorithms and the reward rate estimate for Differential Q-learning were initialized to zero. Both algorithms were run with step size $\alpha$ in the range \{0.003125, 0.00625, 0.0125, 0.025, 0.05, 0.1, 0.2, 0.4\}. For Differential Q-learning, $\eta$ was chosen from \{0.125, 0.25, 0.5, 1, 2\}. Both algorithms used an $\epsilon$-greedy behavior policy with $\epsilon = 0.1$ and no annealing. The experiments were run for 100000 steps and repeated 30 times.

The sensitivity plots for both domains are shown in Figure C.2. The performance of RVI Q-learning was quite different qualitatively in both domains. In the first variant, the max reference function resulted in the best performance. In this case,
The behavior policy is random. The value function for both algorithms and the reward rate estimate for Differential Q-learning was initialized to zero. The reference state–action pair was set to be action \( a \) in state 0. The step sizes were all set to a value of 0.01 (an arbitrary choice; this effect can be observed for any positive step size). The starting state was state 0, and the experiments were run for 1000 steps and repeated 50 times.

Figure C.2 (right) shows the evolution of the learned value estimates over time (the standard error is smaller than the width of the line representing the mean). The value of the reference state–action pair \( Q(0,a) \) cannot reach the optimal reward rate of 2 and hence the under-estimation leads to divergence in the estimate of the recurrent state which is updated as \( Q_{t+1}(2,a) = Q_t(2,a) + \alpha (2 - Q(0,a) + Q_t(2,a) - Q_t(2,a)) \) (refer to Algorithm 2).

This simple experiment demonstrates that RVI Q-learning diverges when the reference state–action pair is transient.

**C.3. RVI Q-learning Diverges when the Reference State is Transient**

In this experiment, we show that RVI Q-learning diverges if the reference state is a transient state of the MDP, that is, the state does not occur more than a finite number of times under any policy. Note that transient states are not allowed in communicating MDPs but are allowed in the unichain MDPs and the more general weakly-communicating MDPs. While our theory was developed for communicating MDPs, it can be extended with some modification to the more general weakly communicating MDP case (see the discussion right after Assumption B.5 for more details about this extension). The convergence results for RVI Q-learning (Abounadi et al. 2001) were developed for the unichain case, but we show via an experiment that RVI Q-learning can diverge under certain conditions. In particular, when the reference state is transient.

The domain is a simple two-state MDP with the transition and reward dynamics shown in Figure C.3 (left). State 0 is transient under all stationary policies (including the optimal policy), meaning it only occurs a finite number of times before it is never seen again.

The behavior policy is random. The value function for both algorithms and the reward rate estimate for Differential Q-learning was initialized to zero. The reference state–action pair was set to be action \( a \) in state 0. The step sizes were all set to a value of 0.01 (an arbitrary choice; this effect can be observed for any positive step size). The starting state was state 0, and the experiments were run for 1000 steps and repeated 50 times.

Figure C.3 (right) shows the evolution of the learned value estimates over time (the standard error is smaller than the width of the line representing the mean). The value of the reference state–action pair \( Q(0,a) \) cannot reach the optimal reward rate of 2 and hence the under-estimation leads to divergence in the estimate of the recurrent state which is updated as \( Q_{t+1}(2,a) = Q_t(2,a) + \alpha (2 - Q(0,a) + Q_t(2,a) - Q_t(2,a)) \) (refer to Algorithm 2).

This simple experiment demonstrates that RVI Q-learning diverges when the reference state–action pair is transient.
C.4. Details of the Prediction Experiments

This section presents the supplementary material for the experiments in Section 5: the remaining experimental details, how the evaluation metric is computed, the sensitivity plots of the reward-rate error (RRE) for on-policy Differential TD-learning and Average Cost TD-learning, and the sensitivity plots for RMSVE (TVR) and RRE for off-policy Differential TD-learning.

The step size \( \alpha \) and the parameter \( \eta \) for all three algorithms (Average Cost TD-learning, on- and off-policy Differential TD-learning) were chosen from \( \{0.025, 0.05, 0.1, 0.2, 0.4\} \) and \( \{0.125, 0.25, 0.5, 1, 2\} \) respectively. The step sizes were decayed by a factor of 0.9999 at each step. The value estimates and the reward-rate estimate for all algorithms were initialized to zero. The learning curves for on-policy Differential TD-learning and Average Cost TD-learning (blue and orange) on the top-right of Figure 3 correspond to the parameters that minimized the average RMSVE (TVR) over the training period, which reflects their rate of learning: \( \alpha = 0.2 \) and \( \eta = 0.25 \) for Differential TD-learning, and \( \alpha = 0.1 \) and \( \eta = 0.125 \) for Average Cost TD-learning. The learning curve for off-policy Differential TD (green) in the same plot is plotted for the parameters that resulted in the minimum asymptotic RMSVE (TVR) computed over the last 5000 steps of training: \( \alpha = 0.2 \) and \( \eta = 0.5 \). In all the plots, the solid line represents the mean, and the error bars indicate one standard error (which in many cases was less than the width of the solid lines).

We now describe the evaluation metric in more detail — the variant of RMSVE originally proposed by Tsitsiklis and Van Roy (1999) (hence the abbreviation ‘RMSVE (TVR)’). As noted in Section 4, there are multiple solutions to the Bellman equations for the differential value function of the form \( v_\pi(s) + c \), where \( c \in \mathbb{R} \). All algorithms converge to one of these solutions depending on design choices such as initializations and reference states. Therefore, computing the value error w.r.t. the actual value function \( v_\pi \) does not say much about convergence. Tsitsiklis and Van Roy proposed computing the error w.r.t. the nearest valid solution to the Bellman equations — this error would be zero for any valid solution to the Bellman equations that an algorithm converges to. Mathematically, this error is given by:

\[
\inf_c \| v - (v_\pi + c e) \|_{d_\pi} = \| \mathcal{P}v - v_\pi \|_{d_\pi},
\]

where \( \mathcal{P} \) is a projection operator and \( d_\pi \) is the stationary state distribution corresponding to the policy \( \pi \). Algorithmically, this translates to computing the offset of the learned value function, subtracting it, and then computing the RMSVE w.r.t. the actual value function \( v_\pi \). The offset can be computed by simply taking a dot product of the learned value function and \( d_\pi \):

\[
d_\pi^T (v_\pi + c e) = d_\pi^T v_\pi + c d_\pi^T e = 0 + c = c,
\]

where \( d_\pi^T v_\pi = 0 \) (from Lemma B.11).

For the target policy \( \pi \) that uniformly randomly picks one of the two actions in state 0, \( d_\pi = [0.2, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1]^T \), and \( v_\pi = [-0.2, -1.4, -1.1, -0.8, -0.5, 0.6, 0.9, 1.2, 1.5]^T \), which can be obtained by solving the Bellman equations along with the constraint \( d_\pi^T v_\pi = 0 \).

The top row in Figure C.4 shows the sensitivity of RRE of on-policy Differential TD-learning and Average Cost TD-learning averaged over the training period w.r.t. its parameters for the experiment in Section 5. On-policy Differential TD-learning was less sensitive to both \( \alpha \) and \( \eta \), and converged to a lower RRE across a large range of its parameters as compared to

![Figure C.3: Demonstration of divergence in RVI Q-learning when the reference state is transient.](image)
We first applied RVI Q-learning and (uncentered Differential Q-learning on this problem). RVI Q-learning was run with Average Cost TD-learning. A similar trend was observed for RMSVE (TVR) and discussed in Section 5.

Two Loop MDP, for 30 runs and 10,000 steps with the parameters $\alpha$ w.r.t. its parameters $\beta$ and $\kappa$ chosen from $\{0.025, 0.05, 0.1, 0.2, 0.4\}$ and $\{0.125, 0.25, 0.5, 1, 2\}$ respectively. $\alpha$ and $\eta$ were chosen as ones that achieved performed well for (uncentered) Differential Q-learning ($\alpha = 0.4, \eta = 0.5$) because the centering technique in its current form learns the offset separately and does not hallucinate.

Average Cost TD-learning. A similar trend was observed for RMSVE (TVR) and discussed in Section 5.

The bottom row of Figure C.4 shows the sensitivity of both RMSVE (TVR) and RRE of off-policy Differential TD-learning w.r.t. its parameters $\alpha$ and $\eta$. The rate of convergence is affected if the parameters are too high or too low, but otherwise it is relatively insensitive to different choices of $\eta$.

## C.5. Estimating the Actual Differential Value Function

In this section, we demonstrate that the technique introduced in Section 6 of the main text results in the estimation of the actual (centered) differential value function. As mentioned earlier, the technique is general and can be used with any average-reward algorithm proposed in this paper. For illustration, we use this technique with Differential Q-learning on the Two Loop task described in Section 5 of the main text.

We first applied RVI Q-learning and (uncentered Differential Q-learning on this problem). RVI Q-learning was run with the reference function which is the value of a single reference state–action pair, $f = Q(s_0, a_0)$, for which we considered all possible state–action pairs as $s_0$ and $a_0$: state 0 with actions left and right, and states 1–8 with the action $a$. Both algorithms were run with a range of step sizes $\alpha \in \{0.025, 0.5, 0.1, 0.2, 0.4\}$, each for 30 runs and 10,000 steps. Differential Q-learning was run with a range of $\eta$ values: $\{0.125, 0.25, 0.5, 1, 2\}$. Both algorithms had an $\epsilon$-greedy behavior policy with $\epsilon = 0.1$ and no annealing. The value function for both the algorithms and the reward rate estimate for Differential Q-learning was initialized to zero. We then applied Centered Differential Q-learning (refer to Algorithm 5 for the pseudocode) on the Two Loop MDP, for 30 runs and 10,000 steps with the parameters $\beta$ and $\kappa$ chosen from $\{0.025, 0.05, 0.1, 0.2, 0.4\}$ and $\{0.125, 0.25, 0.5, 1, 2\}$ respectively. $\alpha$ and $\eta$ were chosen as ones that achieved performed well for (uncentered) Differential Q-learning ($\alpha = 0.4, \eta = 0.5$) because the centering technique in its current form learns the offset separately and does not hallucinate.

We then compared the estimate of the actual differential value function with the (uncentered) reference function $Q$. The actual differential value function is the value of the difference in the reference function between all possible state–action pairs: $Q(s, a) - Q(s_0, a_0)$. The difference in the reference function, $Q(s, a) - Q(s_0, a_0)$, is the actual differential value function.

The bottom row of Figure C.4 shows the sensitivity of both RMSVE (TVR) and RRE of off-policy Differential TD-learning w.r.t. parameters $\alpha$ and $\eta$. The rate of convergence is affected if the parameters are too high or too low, but otherwise it is relatively insensitive to different choices of $\eta$.
not affect the value estimates during learning. The learned offset was subtracted from the value estimates every time the RMSVE\(^2\) was computed. The stationary state–action distribution and the action-value function for the optimal policy is shown in Table C.1, which were again obtained by solving the Bellman equations with the constraint that \(d^2_{\pi} v_{\pi} = 0\). The estimates of the secondary estimator were also initialized to zero in every run.

A learning curve for each of the algorithms is shown in the left side of Figure C.5. For RVI Q-learning and (uncentered) Differential Q-learning, these are corresponding to the parameter settings that resulted in the largest reward rate averaged over the training period (reference state 8, action \(a\) with \(\alpha = 0.4\) for RVI Q-learning and \(\alpha = 0.4\) with \(\eta = 0.5\) for Differential Q-learning). For Centered Differential Q-learning, the learning curve is plotted for the parameters that resulted in the lowest RMSVE averaged over the course of training (\(\beta = 0.4, \kappa = 0.125\)).

We saw that Centered Differential Q-learning converged to a differential value function with zero RMSVE, in other words, the centering technique proposed in Section 6 of the main text succeeds in estimating the offset correctly, which is subtracted from the value estimates to result in the centered differential value function. RVI Q-learning and (uncentered) Differential Q-learning also converged to some particular value functions with some offset from the centered differential value function. Note that there was a lot of variance in the values estimated by RVI Q-learning till it converged after about 6000 steps. The source of this variance needs further investigation. Also shown on the right of Figure C.5 is the sensitivity of the performance of the centering technique to its two parameters \(\beta\) and \(\kappa\). We saw that in this task where the transitions were mostly deterministic, larger step sizes \(\beta\) could be used, and the value of \(\kappa\) only had a small effect.

This experiment shows that the technique introduced in Section 6 of the main text can learn the centered differential value function. We demonstrated this with Differential Q-learning, an off-policy control learning algorithm, and we expect this technique to work with other combinations of settings as well: on-policy and off-policy, prediction and control, learning and planning.

---

Table C.1: The stationary state–action distribution and the action-value function for the optimal policy of choosing action right in state 0 in the Two Loop task.

| state–action pair | (0,left) | (0,right) | (1,a) | (2,a) | (3,a) | (4,a) | (5,a) | (6,a) | (7,a) | (8,a) |
|-------------------|---------|-----------|-------|-------|-------|-------|-------|-------|-------|-------|
| \(d_{\pi}\)      | 0       | 0.2       | 0     | 0     | 0     | 0.2   | 0.2   | 0.2   | 0.2   |
| \(q_{\pi}\)      | -1.8    | -0.8      | -2.4  | -2.0  | -1.6  | -1.2  | -0.4  | 0.0   | 0.4   | 0.8   |

---

2Note that we no longer need Tsitsiklis and Van Roy’s (1999) variant of the RSMVE (which we earlier used and denoted as ‘RMSVE (TVR)’) because now we want to compute the error w.r.t. the actual differential value function.

---

Figure C.5: Left: On the Two Loop task, Centered Differential Q-learning learned the centered differential value function corresponding to the optimal policy, while RVI Q-learning and (uncentered) Differential Q-learning converged to some offset versions of the centered differential value function. Right: Parameter study showing the centering technique was relatively robust to the parameter \(\kappa\) and resulted in a low average RMSVE for a broad range of its parameters. All solid curves denote the mean, and the shaded region or error bars denote one standard error.
D. Additional Discussion

D.1. Yang et al.’s (2016) convergence results are incorrect

We show that the proofs of two lemmas leading up to the convergence theorem of CSV-learning are not valid. The proofs would be valid if both the transition and reward dynamics of the MDP are deterministic. However the assumption of the MDP being deterministic is not made in the paper. We begin by presenting the relevant assumptions, definitions, and lemmas from the paper (Yang et al. 2016).

Assumption 1: The MDP is irreducible, aperiodic, and ergodic; that is, under any stationary policy, the generated Markov chain is communicating and has a recurrent state.

Definition 1: \( d_t(s', s) \equiv \max_a Q_t(s', a') - \max_a Q_t(s, a) \)

Lemma 1: In the Markov chain \( M_t \) under \( \pi_t \), \( d_t(s', s) = \rho_{\pi_t} - r(s, \pi_t(s)) \).

Let us see why this lemma is incorrect:
\[
d_t(s', s) = \max_{a'} Q_t(s', a') - \max_a Q_t(s, a) \\
= \max_{a'} Q_t(s', a') - Q_t(s, \pi_t(a)) \\
= \max_{a'} Q_t(s', a') - \sum_{s^n, r} p(s^n, r | s, \pi_t(s)) \left[ r - \rho_{\pi_t} + \max_{a^n} Q(s^n, a^n) \right] \\
= \max_{a'} Q_t(s', a') - \left[ r(s, \pi_t(s)) - \rho_{\pi_t} + \sum_{s^n, r} p(s^n, r | s, \pi_t(s)) \max_{a^n} Q(s^n, a^n) \right] \\
= \rho_{\pi_t} - r(s, \pi_t(s)) + \max_{a'} Q_t(s', a') - \sum_{s^n, r} p(s^n, r | s, \pi_t(s)) \max_{a^n} Q(s^n, a^n) \\
\neq \rho_{\pi_t} - r(s, \pi_t(s))
\]

The equality does not hold in general, only if there is a deterministic transition from state \( s \) to \( s' \).

Lemma 2: If \( \pi_t \) is stable, then \( \rho_{\pi_t} \geq \hat{\rho} \) (\( \hat{\rho} \) is the constant or fixed estimate of the reward rate used by the CSV-learning algorithm)

This is also incorrect because:
\[
\Delta Q_t(s, \pi_t(s)) = \alpha \left( r - \hat{\rho} + \max_{a'} Q_t(s', a') - Q_t(s, \pi_t(s)) \right) \\
= \alpha \left( r - \hat{\rho} + \max_{a'} Q_t(s', a') - \max_a Q_t(s, a) \right) \\
= \alpha \left( r - \hat{\rho} + d_t(s', s) \right) \quad \text{(Definition 1)} \\
= \alpha \left( r - \hat{\rho} + \rho_{\pi_t} - r(s, \pi_t(s)) \right) \quad \text{(Assuming a deterministic transition from \( s \) to \( s' \))} \\
\neq \alpha \left( \rho_{\pi_t} - \hat{\rho} \right)
\]

Again, the equality does not hold in general, but only if the rewards are deterministic as well. In other words, the expected reward from a given state after taking an action according to the policy \( r(s, \pi_t(s)) \) is equal to the immediate reward \( r \). Note we also had to assume there is a deterministic transition from \( s \) to \( s' \).

Thus, Theorem 1 only holds if the both the transition and reward dynamics of the MDP are deterministic. The paper does not state this assumption\(^3\), which invalidates the proof.

D.2. Average Cost TD-learning cannot be extended to the off-policy case by adding an importance-sampling ratio

Average Cost TD-learning cannot be extended to the off-policy setting by simply adding an importance-sampling (IS) ratio as it only corrects the mismatch in targets due to misalignment between actions taken by the target and behavior policies. The IS ratio does not correct the mismatch in distribution of updates, which is also required. However, using the TD error instead of the conventional error as in Differential TD-learning to update the reward-rate estimate only requires correction to

\(^3\)In any case, assuming MDPs are completely deterministic is a significantly restrictive and unrealistic assumption.
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the mismatch in targets and not to the mismatch in distribution of updates, and hence the addition of the IS ratio suffices. Both of these claims are substantiated below.

Consider the update made by the Average Cost TD-learning algorithms to the reward-rate estimate in the on-policy setting:

\[
\bar{R}_{t+1} = \bar{R}_t + \eta \alpha_t (R_{t+1} - \bar{R}_t) \tag{D.1}
\]

At convergence the expected update is zero:

\[
0 = \mathbb{E}[R_{t+1} - \bar{R}_t] \\
0 = \sum_s d_\pi(s) \sum_a \pi(a|s) \sum_{s',r} p(s', r | s, a)(r - \bar{R}_\infty) \\
0 = \sum_s d_\pi(s) \sum_a \pi(a|s) \sum_{s',r} p(s', r | s, a) r - \bar{R}_\infty \\
0 = r(\pi) - \bar{R}_\infty \quad (by \ definition) \\
\implies \bar{R}_\infty = r(\pi)
\]

where \(d_\pi(s)\) is the steady-state distribution over states when following policy \(\pi\), and \(\bar{R}_\infty\) is the point where \(\bar{R}_t\) converges, and \(r(\pi)\) is the true reward rate of the policy \(\pi\). The above equations show that in the on-policy setting, the reward-rate estimate of Average Cost TD-learning converges to the true reward rate of the target policy.

Adding an importance-sampling ratio to Average Cost TD-learning to extend it to the off-policy setting does not work because the point of convergence is no longer the reward rate of the target policy \(\pi\) when following behavior policy \(b\).

Proposed off-policy reward-rate update: \(\bar{R}_{t+1} = \bar{R}_t + \eta \alpha_t \rho_t (R_{t+1} - \bar{R}_t)\).

Following a similar analysis at the point of convergence:

\[
0 = \mathbb{E}[\rho_t(R_{t+1} - \bar{R}_t)] \\
0 = \sum_s d_b(s) \sum_a b(a|s) \sum_{s',r} p(s', r | s, a) \frac{\pi(a|s)}{b(a|s)} (r - \bar{R}_\infty) \\
0 = \sum_s d_b(s) \sum_a \pi(a|s) \sum_{s',r} p(s', r | s, a) (r - \bar{R}_\infty) \\
0 = \sum_s d_b(s) \sum_a \pi(a|s) \sum_{s',r} p(s', r | s, a) r - \bar{R}_\infty \\
\implies \bar{R}_\infty = \sum_s d_b(s) \sum_a \pi(a|s) \sum_{s',r} p(s', r | s, a) r \\
\neq r(\pi)
\]

With the proposed off-policy reward-rate update for Average Cost TD-learning, the point of convergence for the reward-rate estimate is no longer the reward rate of the target policy \(\pi\) because the IS ratio only corrects for the mismatch in targets and not the mismatch in the distribution of updates.

Now consider the update to the reward-rate estimate in case of off-policy Differential TD-learning:

\[
\bar{R}_{t+1} = \bar{R}_t + \eta \alpha_t \rho_t (R_{t+1} - \bar{R}_t + V(S_{t+1}) - V(S_t)) \tag{D.2}
\]
At convergence,

\[
0 = E\left[\rho_t \left( R_{t+1} - \bar{R}_t + V_t(S_{t+1} - V_t) \right) \right] \\
0 = \sum_s d_b(s) \sum_a b(a|s) \sum_{s',r} p(s',r|s,a) \frac{\pi(a|s)}{b(a|s)} (r - \bar{R}_\infty + v_\infty(s') - v_\infty(s)) \\
0 = \sum_s d_b(s) \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r - \bar{R}_\infty + v_\infty(s') - v_\infty(s)) \\
0 = \sum_s d_b(s) \left[ \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r - \bar{R}_\infty) + \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (v_\infty(s') - v_\infty(s)) \right] \\
0 = \sum_s d_b(s) \left[ \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r - \bar{R}_\infty) + \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r - r(\pi)) \right] \\
0 = \sum_s d_b(s) \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r - \bar{R}_\infty - r + r(\pi)) \\
0 = \sum_s d_b(s) \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r(\pi) - \bar{R}_\infty) \\
0 = r(\pi) - \bar{R}_\infty \\
\Rightarrow \bar{R}_\infty = r(\pi)
\]

The above holds due to the \(v_\infty\) being a solution to the Bellman equation by Theorem 3: \(v_\infty(s) = \sum_a \pi(a|s) \sum_{s',r} p(s',r|s,a) (r - r(\pi) + v_\infty(s'))\).

Hence, Average Cost TD-learning is inherently an on-policy algorithm. It cannot be extended to the off-policy case simply by using an importance-sampling ratio in its updates. On the other hand, the usage of the TD-error to update the reward-rate estimate instead of the conventional error enables Differential TD-learning to converge to the right solution with the usage of the importance-sampling ratio in the off-policy case.

**D.3. Discussion about other off-policy prediction methods in the literature**

In this section, we shed some light on why existing off-policy prediction methods for average-reward MDPs (Liu et al. 2018, Tang et al. 2019, Mousavi et al. 2020, Zhang et al. 2020a,b) are not guaranteed to converge to the reward rate of the target policy. The primary characteristic of these methods is that they estimate only the reward rate and not the differential value function. To estimate the reward rate, they first estimate the ratio of the stationary distribution under the target policy and under the behavior policy, and then use that to estimate the reward rate using. The first step is difficult, after which the second step is straightforward. These methods use different ways to estimate the ratio using a batch of data.

While these methods are developed for the function approximation setting, none of them can guarantee convergence to the reward rate even in the tabular setting with an infinite-sized batch of data. Liu et al. (2018), Tang et al. (2019), and Mousavi et al. (2020) used a self-normalization trick in their methods, which typically leads to a biased solution (Zhang et al. 2020a). Zhang et al. (2020a) used a primal-dual approach and their algorithm optimizes a min-max objective; however, this objective may not be convex-concave even in the tabular setting (Zhang et al. 2020b). Therefore there could be multiple solutions to that objective and their algorithm will not in general obtain the one corresponding to the true reward rate. Finally, Zhang et al. (2020b) proposed optimizing a convex-concave saddle-point problem that has a unique solution. However, because of a regularization term in the objective, the unique solution of the objective in general does not yield the true reward rate—only a biased one—even in the tabular case.
E. Extensions of our Differential Algorithms to the Setting of Linear Function Approximation

We consider the setting in which at each timestep \( t \), the agent observes a feature vector \( x_t \) representing the state of the environment, takes a discrete action \( A_t \), observes the next feature vector \( x'_{t} \), and the scalar reward signal \( R_{t+1} \). The agent approximates the action-value function at each timestep \( t \) as a linear function of the feature vector: \( \hat{q}_t = w_A^T x_t \) (for feature vectors of dimension \( d \), the action-value function is parameterized with \(|A|\) number of \( d \)-dimensional weight vectors).

**Algorithm 6:** Differential Q-learning with linear function approximation

**Algorithm parameters:** step-size parameters \( \alpha, \eta \)

1. Initialize \( w_a \in \mathbb{R}^d \) \( \forall a \) and \( \bar{R} \in \mathbb{R} \) arbitrarily (e.g., to zero)
2. Obtain initial observation vector \( x \)
3. **for each timestep**
   4. Take action \( A \) (using, say, an \( \epsilon \)-greedy policy w.r.t. \( \hat{q} \)), obtain \( R, x' \)
   5. \( \delta = R - \bar{R} + \max_a w_a^T x' - w_A^T x \)
   6. \( w_A \leftarrow w_A + \alpha \delta x \)
   7. \( \bar{R} \leftarrow \bar{R} + \eta \alpha \delta \)
   8. \( x = x' \)
4. **end**

This algorithm is a straightforward extension of the tabular version of Differential Q-learning (Algorithm 1). Similar extensions exist for Differential Q-planning, Differential TD-learning, Differential TD-planning, and the centered versions of these algorithms.

E.1. Extension of the notion of reference functions to the function approximation setting is not as straightforward

Compared to Differential Q-learning, extensions of the tabular version of RVI Q-learning (Abounadi et al. 2001) to the case of (linear) function approximation are not as straightforward. RVI Q-learning requires the value of a reference function \( f \) to be computed at every timestep \( t \), where \( f \) is a function over the current estimates of the value estimates \( \hat{q}_t \). Some difficulties that arise with the first attempts of extending the reference functions suggested by Abounadi et al. to the function approximation setting:

- **Reference function is the mean of all action-value estimates:** \( f(\hat{q}_t) = \frac{1}{|S||A|} \sum_{s,a} \hat{q}_t(s,a) \)
  
  It is easy to see why the computation of this quantity is problematic in the function approximation setting: unlike the tabular setting, the agent does not have access to the underlying states.\(^4\)

- **Reference function is the max of all action-value estimates:** \( f(\hat{q}_t) = \max_{s,a} \hat{q}_t(s,a) \)
  
  In the tabular setting, it is straightforward to compute the max of the action-value function over all state–action pairs. In the function approximation setting, computing this quantity would again require access to all the underlying states, which the agent does not have.

- **Reference function is the action-value estimate of a single reference state–action pair \((s_0, a_0)\):** \( f(\hat{q}_t) = \hat{q}_t(s_0, a_0) \)
  
  Again, the agent does not have access to any underlying state in the function approximation setting. Instead, one might consider using a value of a reference feature vector with an action as the reference function. The question then becomes what the reference feature vector should be, among the infinite choices in \( \mathbb{R}^d \).

Based on our observations in the tabular setting, we hypothesize that the performance of RVI Q-learning with a reference feature vector would depend on the frequency with feature vectors similar to the reference feature vector occur under the optimal policy for the given problem.

Based on the above discussion, we can attempt to create a couple of reference functions for the function approximation setting, for instance, the action-value estimate corresponding to the first feature vector the agent observes along the action of moving left. There is no way to compute the max exactly, but perhaps we can try using the maximum of the set of estimated action values corresponding to the feature vectors when they are observed. These are just some first attempts; further research is required to develop theoretically-grounded reference functions for the function approximation setting.

\(^4\)An alternative problem setting when function approximation is used is when the agent does have access to the underlying states, but they are too many to enumerate (e.g., in a table). In this case \(|S|\) is either unknown, or too large (making \( \frac{1}{|S|} \) too small).
If we have good ways of computing such reference functions at each timestep, the linear function approximation version of RVI Q-learning would look similar to Algorithm 6, except the TD-error term in line 5 would be: \( \delta = R - f(\hat{q}) + \max_a w^T_a x' - w^T_A x \), and there would be no update to a reward-rate estimate like in line 7.

E.2. Preliminary experimental results in the linear function approximation setting

We performed a couple of preliminary experiments in the linear function approximation setting using the PuckWorld and Catcher domains from the PyGame Learning Environment\(^5\).

In the PuckWorld problem, the agent needs to reach the position marked by the green circle, which moves to a different location after every few timesteps. A still of the environment is shown in the top-left panel of Figure E.1. At every timestep, the agent can take one of four actions — left, right, up, down — which move the agent in that direction by a small amount. Repeated actions in the same direction build some velocity in that direction, which decays at an exponential rate at every timestep. At every timestep, the agent gets a reward proportional to its distance to the goal position. This reward is typically negative and becomes zero when the agent reaches the goal position. At every timestep, the agent observes a six-dimensional feature vector of its horizontal position, vertical position, horizontal velocity, vertical velocity, target’s horizontal position, target’s vertical position. The positions and velocities are scaled to lie in \([0, 1]\) and \([-1, 1]\) respectively. After a regular interval of timesteps, the goal position is uniform-randomly initialized in the two-dimensional space.

\(^5\)https://github.com/ntasfi/PyGame-Learning-Environment

![Figure E.1: A learning curve and parameter studies for the linear function approximation versions of Differential Q-learning and RVI Q-learning on the PuckWorld problem. The shaded region and the error bars in the plots represent one standard error. Top-left: A still of the PuckWorld domain showing the agent and the goal position. Top-right: A typical learning curve started roughly at a reward rate of -0.4 and rose to about -0.19. Bottom-left: Parameter studies showing the performance of Differential Q-learning in terms of average reward rate was not very sensitive to the choice of parameters. Bottom-right: Parameter studies showing the performance of RVI Q-learning is relatively good when the reference function is the first observed feature vector, and relatively worse for the other reference function for a broad range of step sizes.](image-url)
We applied the linear function approximation versions of Differential Q-learning and RVI Q-learning on this problem. RVI Q-learning used the two reference functions discussed earlier in this section: (1) the action-value estimate corresponding to the first feature vector the agent observed when moving left, and (2) the maximum of the set of estimated action values corresponding to the feature vectors when they are observed.\(^6\) Both algorithms used tile coding (Sutton & Barto 2018: Section 9.5.4) with 16 symmetric tilings of \(2 \times 2 \times 2 \times 2 \times 2 \times 2\) tiles each. The weight vectors of both algorithms and the reward-rate estimate of Differential Q-learning was initialized to zero. The step-size parameter \(\alpha\) was varied for both algorithms in the range \(\{0.00125, 0.0025, 0.005, 0.01, 0.02, 0.04\}\). The parameter \(\eta\) for Differential Q-learning was varied in \(\{0.1, 0.5, 1.0\}\). Each instance of parameters was applied for 10 runs of 400,000 timesteps each. Both algorithms used an \(\epsilon\)-greedy policy with \(\epsilon = 0.1\) and no annealing.

The top-right panel of Figure E.1 shows a typical learning curve on an instance of this problem where the goal positions is changed after every 100 timesteps. Using an \(\epsilon\)-greedy policy with \(\epsilon = 0.1\), the agent learns a policy that obtains a reward rate (computed over the last 10k steps) of about -0.19. The reward rate of a random policy is around -0.4. This learning curve corresponds to Differential Q-learning with \(\alpha = 0.02, \eta = 1.0\). The learned policy was visualized and seen to be good everywhere except at the very edges of the two-dimensional space, which was probably an artifact of tile-coding.

We evaluated the performance of the agents across all the different parameter settings in terms of the average reward rate across the entire 400k timesteps of interaction. This is an indicator of the rate of learning. We observed that Differential Q-learning’s rate of learning was quite robust to the parameter \(\eta\). Its two parameters did not interact strongly; the best value of \(\alpha\) was independent of the choice of \(\eta\). Moreover, the best performance for different \(\eta\) values was roughly the same. These observations were similar to those in the tabular case (see Section 3 in the main text).

RVI Q-learning also performed well on this problem for one choice of the reference function—the value estimate corresponding to the first feature vector the agent observes (with the ‘left’ action). The performance corresponding to the other reference function tested—tracking the maximum value of the observed feature vectors online—was not as good. This might be because unlike the tabular setting, updating the weights corresponding to one feature vector also modifies the estimate for other feature vectors, making the max hard to track. The best rate of learning corresponding to the better-performing reference function was slightly lower than that with Differential Q-learning.

We now move on to the second experiment in the linear function approximation setting. In the Catcher problem, the agent needs to catch as many falling fruits as possible. A still of the environment is shown in the top-left panel of Figure E.2. ‘Fruits’ fall vertically down from a uniformly-random horizontal position starting at the top of the frame. The agent can control the position of a ‘crate’ at the bottom of the frame using two actions — left and right — which move the crate in that direction by a small amount. If the fruit falls on/in the crate, the agent gets a reward of +40; if the fruit falls anywhere outside at the bottom of the frame, the agent gets -40. The next fruit starts falling only after the previous fruit has reached the bottom of the frame. A fruit takes roughly 40 timesteps to reach the the bottom starting from the top. Hence, the maximal reward rate on this problem is 1. At every timestep, the agent observes a four-dimensional feature vector of the crate’s horizontal position, the crate’s horizontal velocity, the fruit’s horizontal position, and the fruit’s vertical position. The positions and velocity are scaled to lie roughly in \([0,1]\) and \([-1,1]\) respectively.

All the experimental details are the same as for PuckWorld, the only difference being that both algorithms used tile coding with 8 symmetric tilings of \(4 \times 4 \times 4 \times 4\) tiles each.

The top-right panel of Figure E.2 shows a typical learning curve on this problem. Using an \(\epsilon\)-greedy policy with \(\epsilon = 0.1\), the agent learns a policy that obtains a reward rate of about 0.85, which is close to the optimal reward rate of 1. The reward rate of a random policy is around -0.3. The learning curve shown corresponds to Differential Q-learning with \(\alpha = 0.02, \eta = 1.0\).

Again, we evaluated the rate of the learning of the agents across different parameter settings. We again observed that Differential Q-learning’s rate of learning did not vary much across a broad range of its parameter values. It was also especially robust to \(\eta\). The linear function approximation version of RVI Q-learning also performed well for one choice of the reference function, not as much with the other. The learned policies corresponding to good parameter values for both algorithms successfully catch almost every fruit.

For RVI Q-learning, using the estimate of the first observed feature vector as a reference value worked better in Catcher than in PuckWorld. This might be because the agent might be observing feature vectors similar to the first one quite frequently, given that the crate has to move across the whole one-dimensional horizontal plane under any optimal policy. On the other hand, the agent moves in a relatively larger two-dimensional space in PuckWorld. In a finite number of agent-environmental

---

\(^6\)the max was tracked online without storing all the previously observed feature vectors
The two experiments showed that the simple extension of the tabular Differential Q-learning to the linear function approximation setting can work rather well in terms of the final performance as well as robustness to different parameter values. The extension of the notion of reference functions to the linear function approximation setting is not as straightforward.