ON RECURRENCE OF THE MULTIDIMENSIONAL LINDLEY PROCESS

WOJCIECH CYGAN AND JUDITH KLOAS

Abstract. A Lindley process arises from classical studies in queueing theory and it usually reflects waiting times of customers in single server models. In this note we study recurrence of its higher dimensional counterpart under some mild assumptions on the tail behaviour of the underlying random walk. There are several links between the Lindley process and the associated random walk and we build upon such relations. We apply a method related to discrete subordination for random walks on the integer lattice together with various facts from the theory of fluctuations of random walks.

1. Introduction

Let \((Y_n)_{n \geq 1}\) be a sequence of independent and identically distributed random variables with common distribution \(\mu\). A Lindley process (LP) is a discrete time stochastic process \((W_n)_{n \geq 0}\) defined recursively by

\[
W_0 = w_0 \geq 0 \quad \text{and} \quad W_n = \max\{W_{n-1} - Y_n, 0\}, \quad \text{for} \; n \geq 1.
\]

The random variable \(W_n\) may be interpreted as the waiting time of the \(n\)-th client in a single server queue, where customers arrive randomly and are served within a random amount of time. More precisely, if we let \(U_n\) to be the service time of the \(n\)-th client and \(T_n\) to be the time between the arrival of the \((n-1)\)-th client and the \(n\)-th client, then the relation between \(W_{n+1}\) and \(W_n\) is exactly \(W_{n+1} = \max\{W_n + U_n - T_n, 0\}\). Hence (1) holds with \(Y_n = T_n - U_n\) which must be i.i.d. We mention that LP comes up in many different places in the queuing theory, see Asmussen [2] for some examples.

The process \((W_n)\) may be also regarded as a Markov chain on the state space \([0, \infty)\) with one-step transition probabilities given by \(p(w_0, [0, w]) = \mathbb{P}(W_1 \leq w \mid W_0 = w_0) = \mu([w_0 - w, \infty))\), for \(w \geq 0\). Let \(S_n = Y_1 + \cdots + Y_n\) be the associated random walk. Relation (1) reveals that the LP which starts at 0 obeys the same transition rules as the random walk \((S_n)\), except the times when \((S_n)\) crosses its successive maximal levels, since at these moments \((W_n)\) stays at 0. In other words, the return times to 0, denoted by \(T_W(k)\), \(k \geq 0\), for the process \((W_n)\) started at 0 coincide with the ascending ladder epochs of the random walk \((S_n)\). Let us recall that the (non-strict) ascending ladder epochs are defined as

\[
\bar{\tau}(0) = 0, \quad \bar{\tau}(k + 1) = \inf\{n > \bar{\tau}(k) : S_n \geq S_{\bar{\tau}(k)}\}, \quad \text{for} \; k \geq 0,
\]

where \(S_0 = 0\) and we use the convention that \(\inf\emptyset = \infty\). It is straightforward to check that \(T_W(k) = \bar{\tau}(k)\). There are also more connections like this and one of the most significant is that, given \(W_0 = 0\), the random variable \(W_n\) has the same distribution as \(M_n = \max\{0, S_1, \ldots, S_n\}\). All the mentioned facts bear a lot of fruitful consequences.
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and we exploit them repeatedly in our paper. The main aim of the article is to present sufficient criteria for recurrence of the multidimensional counterpart of the LP.

We briefly state the well-known facts about recurrence of the LP in the one-dimensional case. Recall that an essential class for a Markov chain is a subset of the state space which is irreducible and absorbing. Given $\mathbb{P}(Y_1 > 0) > 0$ there is only one essential class for $(W_n)$ and it contains all the states that can be visited after the process reached 0. Thus to study its recurrence it suffices to concentrate on the behaviour at the origin.

We recall from FELLER [14, Ch. XII, Sec. 2, Theorem 1] that there are three types of random walks: $(S_n)$ is either oscillating, then $\lim\inf_{n \to \infty} S_n = -\infty$ and $\lim\sup_{n \to \infty} S_n = \infty$; or it has a positive drift with $\lim_{n \to \infty} S_n = \infty$; or it has a negative drift meaning that $\lim_{n \to \infty} S_n = -\infty$. In the first two cases we have $\mathbb{P}(\tau(1) < \infty) = 1$, whereas in the negative drift case $\mathbb{P}(\tau(1) < \infty) < 1$. By the correspondence between the ladder epochs of $(S_n)$ and the return times of $(W_n)$, we conclude that $(W_n)$ is recurrent if and only if $\mathbb{P}(\tau(1) < \infty) = 1$. Therefore $(W_n)$ is recurrent if and only if $(S_n)$ is oscillating or if it has a positive drift and the following dichotomy holds true:

1) The process $(W_n)$ is null recurrent if and only if $(S_n)$ is oscillating. Then $\bar{\tau} = \tau(1)$ has infinite first moment, cf. GUT [17, Theorem 9.1]. It happens if $\mathbb{E}Y_1 = 0$ or if $\mu$ is symmetric.

2) The process $(W_n)$ is positive recurrent if and only if $(S_n)$ has a positive drift. In this case $\mathbb{E}\bar{\tau}$ is finite and $W_n$ converges weakly to the random variable $M_\infty = \sup\{S_0, S_1, \ldots\}$ which is finite a.s. This holds in particular if $\mathbb{E}|Y_1| < \infty$ and $\mathbb{E}Y_1 > 0$.

We observe that for a general distribution $\mu$ on $\mathbb{R}$ and the associated LP with an arbitrary initial random variable $W_0 \geq 0$ which is independent of $(Y_n)$ we have equality in law $W_n = \max\{M_{n-1}, W_0 + S_n\}$, for $n \geq 1$. This in turn implies that, given $\mathbb{E}(Y_1) > 0$, $W_n \to M_\infty$ in law and thus the distribution of $M_\infty$ is the unique stationary measure for $(W_n)$, cf. also Diaconis and Freedman [9, Theorem 4.1].

As already mentioned, the LP comes up naturally in the framework of single server queues and thus it was extensively studied over the past decades, see e.g. the seminal paper by Kendall [18] with references therein and cf. also the books by Feller [14], Borovkov [2] and Asmussen [2]. Lindley [23] was the first who investigated the limit behaviour of $(W_n)$ and discovered its connections with the Wiener-Hopf integral equations. More recently, asymptotics of the return probabilities of $(W_n)$ were computed by Essifi, Peigné and Raschel [13].

The LP may be also viewed as a random walk with a certain barrier at zero and in this spirit we mention the reflected random walk (RRW), denoted by $(X^x_n)_{n \geq 0}$, which is defined analogously to $(W_n)$ but instead of the maximum function in (1) one sets $X^x_0 = x \geq 0$ and $X^x_n = |X^{x-1}_n - Y_n|$, for $n \geq 1$. There is an obvious and striking resemblance between the two processes and in this note we take advantage of this aspect. In particular, the question of recurrence of RRW received much attention in the literature, see Peigné and Woess [24] with references therein and Kloas and Woess [20] for a treatment of the multidimensional case. From that perspective, one can use powerful methods related to stochastic dynamical systems in order to study recurrence of various processes. We partially apply such techniques to obtain a result concerning positive recurrence of the multidimensional LP in the final section.

The multidimensional counterpart of the LP arises from the studies on many server queueing models which were initiated by Kiefer and Wolfowitz [19]. In this note we aim at finding sufficient conditions for recurrence of the multidimensional LP as well as
for a process of which some coordinates are Lindley processes and the other are ordinary random walks. We focus mainly on the two-dimensional lattice case but we also present a satisfactory result for higher dimensions. More precisely, the paper is organized as follows: Section 2 is devoted to the study of the asymptotic behaviour of a given random walk on integers which is evaluated at some random stopping times that are ladder epochs of a second independent random walk. Further, we take advantage of the result and construct a pair of examples of random walks with infinite second moment and investigate their recurrence. In section 3 we treat the two-dimensional LP in the lattice quadrant and investigate its recurrence under various assumptions on the tail behaviour of the underlying random walk. Among other methods, we apply the asymptotics obtained in Section 2. In the last paragraph we use a technique of local contractivity, which is related to stochastic dynamical systems, to study positive recurrence of the LP in higher dimensions.

Notation. We use the standard notation: \( f(x) \sim g(x) \), as \( x \to a \) if \( f(x)/g(x) \to 1 \), as \( x \) tends to \( a \). Similarly we write \( f(x) = o(g(x)) \), as \( x \to a \) if \( f(x)/g(x) \to 0 \), as \( x \) tends to \( a \).

2. Subordination tools for random walks

In this section we focus on the local asymptotic behaviour of time-changed (subordinated) random walks on the integer numbers. We consider an increasing random walk which is responsible for a random change of time. We usually assume that this random walk has heavy tails and in our studies on the LP it is supposed to coincide with a sequence of ladder epochs of some other random walk. We then use the theory of regular variation to find exact asymptotics for the tails of the accordingly time-changed random walk. This enables us to present a vast class of examples of subordinated random walks and to handle the question concerning their recurrence. Although this topic is interesting in itself, our primary goal is to apply results of this section to find some criteria for the recurrence of the two-dimensional process of which one coordinate is a LP whereas the second is a random walk, cf. Theorem 3.5.

Let \( S_n = Y_1 + \ldots + Y_n \) be an oscillating random walk such that \( S_0 = 0 \). We always assume that the distribution \( \mu \) of the increment \( Y \) is supported by \( \mathbb{Z} \). Since \( (S_n) \) is oscillating, the first strict ascending ladder epoch \( \tau = \tau(1) = \min\{n \geq 1 : S_n > 0\} \) is well-defined. Following Vatutin and Wachtel [31], for \( \alpha, \beta \in \mathbb{R} \) we consider the set
\[
\mathcal{A} = \{0 < \alpha < 1; |\beta| < 1\} \cup \{1 < \alpha < 2; |\beta| \leq 1\} \cup \{\alpha = 1, 2; \beta = 0\}.
\]

For \( (\alpha, \beta) \in \mathcal{A} \) we write \( Y \in D(\alpha, \beta) \) if the distribution of \( Y \) belongs to the domain of attraction of the stable law with characteristic function
\[
\Phi(\xi) = \exp \left\{ -c|\xi|^{\alpha} \left( 1 - i\beta \frac{\xi}{|\xi|} \tan \frac{\alpha \pi}{2} \right) \right\},
\]
for \( c > 0 \). If \( 1 < \alpha \leq 2 \) we assume that \( \mathbb{E}(Y) = 0 \). It is known by Doney [11] that if \( Y \in D(\alpha, \beta) \) then
\[
\mathbb{P}(S_n > 0) \to \rho \in (0, 1), \quad n \to \infty,
\]
where the parameter \( \rho \) is given by
\[
\rho = \frac{1}{2} + \frac{1}{\pi \alpha} \arctan \left( \beta \tan \frac{\pi \alpha}{2} \right).
\]
Moreover, condition (3) is equivalent to the existence of a slowly varying (at infinity) function \( \ell \) such that

\[
P(\tau > n) \sim \frac{1}{\Gamma(\rho) \Gamma(1 - \rho) n^{\rho} \ell(n)}, \quad n \to \infty. \tag{5}\]

Recall that a function \( f \) is regularly varying of index \( \gamma \) at infinity if \( \lim_{x \to \infty} f(\lambda x)/f(x) = \lambda^{\gamma} \), for all \( \lambda > 0 \), and \( f \) is called slowly varying if \( \gamma = 0 \). Equation (5) means that \( \tau \) belongs to the domain of attraction of the one-sided stable law of index \( \rho \). According to [31, Theorem 3] and [32, Theorem 10] for \( \alpha = 1 \) or \( \beta = -1 \) we also have the following local result

\[
P(\tau = n) \sim \frac{\rho}{\Gamma(\rho) \Gamma(1 - \rho) n^{\rho + 1} \ell(n)}, \quad n \to \infty, \tag{6}\]

with the same slowly varying function \( \ell \) as in (5).

We study the local asymptotic behaviour of a random walk which is evaluated at ladder epochs of the random walk \((S_n)\). More precisely, we consider a finite range and centered random walk \((Z_n)\) on \( \mathbb{Z} \) (i.e. the support of the law of \( Z_1 \) is bounded and \( \mathbb{E}Z_1 = 0 \)) and we look more closely at the tail decay of the random variable \( Z_\tau \), where \( \tau \) is the first strictly ascending ladder epoch of \((S_n)\). The proof of the theorem below is based on the similar result obtained in Bendikov and Cygan [4] for the Green function of the subordinated random walk in \( \mathbb{Z}^d \) but it requires numerous improvements and adjustments to the present setting. To our best knowledge, this is the first result of this type in the centred but not necessarily symmetric case.

We emphasise that the scope of the theorem is wider than it is stated. One can consider an arbitrary increasing random walk \((\eta_n)\) on non-negative integers and then a new subordinated random walk \((Z_{\eta_n})\). The result is applicable given that the increments of \((\eta_n)\) behave locally as in (4). We obtain the local behaviour of the subordinated random walk without any assumption on the structure of the distribution of \( \eta_1 \), cf. Bendikov, Cygan and Trojan [5] for the detailed discussion on the asymptotic behaviour of subordinated random walks under the assumption that the Laplace transform of \( \eta_1 \) is governed by a Bernstein function.

**Theorem 2.1.** Suppose that \((S_n)\) is an oscillating random walk such that its increment \( Y \in D(\alpha, \beta) \). Let \( \tau \) be the first strict ascending ladder epoch of \((S_n)\). Assume that \((S_n)\) is independent of \((Z_n)\), then

\[
P(Z_\tau = x) \sim \frac{C(\rho)}{|x|^{2\rho + 1} \ell(|x|^2)}, \quad \text{as } |x| \to \infty, \tag{7}\]

where \( \ell \) is the slowly varying function from (4) and

\[
C(\rho) = \frac{\rho(2\sigma^2)^{\rho} \Gamma(\rho + \frac{1}{2})}{\sqrt{\pi} \Gamma(\rho) \Gamma(1 - \rho)}, \quad \text{with } \sigma^2 = \text{Var}(Z_1). \tag{8}\]

**Proof.** We set \( p_n(x) = \mathbb{P}(Z_n = x) \) and write

\[
P(Z_\tau = x) = \sum_{n=1}^{[|x|^{5/3}]} p_n(x) \mathbb{P}(\tau = n) + \sum_{n>[|x|^{5/3}]} p_n(x) \mathbb{P}(\tau = n) = I_1(x) + I_2(x).
\]

Let \( \overline{p}_n(x) = (\sqrt{2\pi n \sigma})^{-1} e^{-|x|^2/(2\sigma^2 n)} \) and \( E(n, x) = p_n(x) - \overline{p}_n(x) \). Applying Lawler and Limic [21, Theorem 2.1.1] (see the discussion following Proposition 2.1.2), we get that for
a centered irreducible and aperiodic random walk in $\mathbb{Z}^d$ with finite third moment there is some $C > 0$ such that

$$|E(n, x)| \leq Cn^{-\frac{d+1}{2}}, \quad n \geq 1.$$  

(9)

We decompose $I_2(x)$ into two parts

$$I_2(x) = \sum_{n>\lfloor x^{5/3} \rfloor} \mathbb{P}_n(x)\mathbb{P}(\tau = n) + \sum_{n>\lfloor x^{5/3} \rfloor} E(n, x)\mathbb{P}(\tau = n) = I_{21}(x) + I_{22}(x),$$

and first we establish that $I_{22}(x) = o(\langle |x|^{-2\rho-1}\rangle / \langle |x|^2 \rangle)$. Our assumptions combined with (8) and (9) for $d = 1$ imply that for some $C > 0$

$$I_{22}(x) \leq C \sum_{n>\lfloor x^{5/3} \rfloor} \frac{1}{n^{\rho+2}\ell(n)} \sim C \int_{\lfloor x^{5/3} \rfloor}^{\infty} \frac{1}{n^{\rho+2}\ell(t)} dt, \quad \text{as} \ |x| \to \infty.$$

By Bingham, Goldie and Teugels [6, Proposition 1.5.10], we have

$$\int_{\lfloor x^{5/3} \rfloor}^{\infty} \frac{1}{n^{\rho+2}\ell(t)} dt \sim \frac{1}{(\rho + 1)|x|^{(2-\rho)/3}\ell(|x|^{5/3})}, \quad \text{as} \ |x| \to \infty$$

and whence, for $|x|$ large enough,

$$I_{22}(x)|x|^{2\rho+1}\ell(|x|^2) \leq C \frac{1}{(\rho + 1)|x|^{(1-\rho)/3}\ell(|x|^{5/3})} \ell(|x|^2).$$

We show that the right hand side of the last inequality tends to 0. To do so we find an upper bound for the last fraction with the slowly varying function. For that we apply Potter bounds [6, Theorem 1.5.6] which assure that for any $\varepsilon > 0$ there exists $X \geq 0$ such that

$$\frac{\ell(|x|^2)}{\ell(|x|^{5/3})} \leq 2 \max \left\{ \left( \frac{|x|^2}{|x|^{5/3}} \right)^{\varepsilon}, \left( \frac{|x|^2}{|x|^{5/3}} \right)^{-\varepsilon} \right\}, \quad |x| \geq X.$$

If we choose $\varepsilon = 1$ we obtain that $\ell(|x|^2) \leq 2|x|^{1/3}\ell(|x|^{5/3})$, for $|x|$ large enough, and therefore

$$I_{22}(x)|x|^{2\rho+1}\ell(|x|^2) \leq C \frac{1}{(\rho + 1)|x|^{(1-\rho)/3}} \to 0, \quad \text{as} \ |x| \to \infty,$$

as desired. Next, with $I_{21}(x)$ we proceed as follows. For $|x| \to \infty,$

$$I_{21}(x) \sim C_1 \sum_{n>\lfloor x^{5/3} \rfloor} e^{-\frac{|x|^2}{2n^{\rho+3/2}\ell(n)}} \sim C_1 \int_{\lfloor x^{5/3} \rfloor}^{\infty} e^{-\frac{|x|^2}{2s^{\rho+3/2}\ell(t)}} dt,$$

where $C_1 = \rho(\sigma \sqrt{2\pi} \Gamma(\rho)(1-\rho))^{-1}$. By a suitable change of variables we have

$$\int_{\lfloor x^{5/3} \rfloor}^{\infty} e^{-\frac{|x|^2}{2s^{\rho+3/2}\ell(t)}} dt = \frac{(2\sigma^2)^{\rho+1/2}}{|x|^{2\rho+1}\ell(|x|^2)} \int_0^{(|x|^2)/(2\sigma^2)} e^{-s^{\rho+1/2}} \ell(|x|^2) / (2\sigma^2 s) ds.$$

We choose an arbitrary $\varepsilon \in (0, (2\rho + 1)/2)$. By Potter bounds we get that for $|x|$ big enough,

$$\ell(|x|^2) \leq 2 \max \{ (2\sigma^2)^{-\varepsilon}, (2\sigma^2)^{\varepsilon} \} \ell(|x|^2 / (2\sigma^2 s))$$
and this implies
\[ e^{-s\rho^{1/2}} \frac{\ell(|x|^2)}{\ell(|x^2|/(2\sigma^2 s))} \leq 2s^{-2\epsilon}e^{-s\rho^{1/2-\epsilon}} + 2s^{2\epsilon}e^{-s\rho^{1/2+\epsilon}} + 1_{[1,\infty)}(s) . \]

With this estimate we are allowed to apply the dominated convergence theorem to the last integral in (10) which thus converges to \( \Gamma(\rho + 1/2) \). Hence
\[ I_{21}(x) \sim \frac{\rho(2\sigma^2)^{\rho/2} \Gamma(\rho + \frac{1}{2})}{\sqrt{\pi} \Gamma(\rho)} \frac{1}{|x|^{2\rho+1}\ell(|x|^2)} \quad \text{as } |x| \to \infty. \]

We are left to show that \( I_1(x) = o(|x|^{-2\rho-1}/\ell(|x|^2)) \). Here we use the assumption that the random walk \((Z_n)\) has finite range. The Gaussian upper bound of ALEXOPOULOS \([1]\) Theorem 1.8] yields that there is \( c > 0 \) such that \( p_n(x) \leq cn^{-1/2}e^{-c|x|^3/n} \), for all \( n \in \mathbb{N} \) and \( x \in \mathbb{Z} \). We have
\[ e^{-\frac{c|x|^3}{n}} = e^{-\frac{c|x|^2}{2n}} \leq e^{-\frac{c|x|^3}{2}} \cdot e^{-\frac{c|x|^2}{2n}} \leq e^{-\frac{c|x|^3}{2}}, \quad \text{for } n \leq \left\lfloor |x|^{5/3} \right\rfloor \]
and therefore we obtain
\[ I_1(x) \leq ce^{-\frac{c|x|^3}{2}} \sum_{n=1}^{\left\lfloor |x|^{5/3} \right\rfloor} n^{-1/2}e^{-\frac{c|x|^2}{2n}} P(\tau = n) \leq ce^{-\frac{c|x|^3}{2}}. \]

Observe that \( x^{-\nu}\ell(|x|^2) \) tends to 0 for any \( \nu > 0 \). We conclude that
\[ |x|^{2\rho+1}\ell(|x|^2)I_1(x) \leq c|x|^{2\rho+1+\nu}e^{-\frac{c|x|^3}{2}} \]
and the last quantity tends to 0 as \( |x| \to \infty \), what finishes the proof. \( \square \)

**Corollary 2.2.** Under the assumptions of Theorem 2.1 \( Z_\tau \in D(2\rho,0) \).

**Proof.** Let \( F(x) = \mathbb{P}(Z_\tau \leq x) \). By Theorem 2.1 as \( x \to \infty \),
\[ 1 - F(x) = \sum_{k>x} P(Z_\tau = k) \sim C(\rho) \sum_{k>x} k^{2\rho+1}\ell(k^2) \sim C(\rho) \int_x^{\infty} \frac{1}{t^{2\rho+1}\ell(t^2)}dt. \]
Hence, by \([6]\) Prop. 1.5.10, \( 1 - F(x) \sim C(\rho)/(2\rho \pi x^{2\rho}\ell(x^2)) \) at infinity. Asymptotics \([7]\) are symmetric in \( x \) and whence one easily shows that \( F(-x)/(1 - F(x)) \) tends to 1 as \( x \) goes to infinity. We conclude that \( 1 - F(x) + F(-x) \sim C(\rho)/(\rho x^{2\rho}\ell(x)) \) at infinity. The conditions of GNEDENKO AND KOLMOGOROV \([16]\) §35, Thm. 2] are fulfilled and we obtain that \( Z_\tau \) belongs to the domain of attraction of the stable law of index \( 2\rho \). Since \( F(-x)/(1 - F(x) + F(-x)) \) tends to \( 1/2 \) as \( x \) goes to infinity, the skewness parameter \( \beta \) equals 0. \( \square \)

We next present a variety of examples of random walks on \( \mathbb{Z} \) which are constructed according to the discussed procedure of the random change of time. For that reason we consider a sequence of strict ascending ladder times \( \tau(n) \) which are defined via
\[ \tau(0) = 0, \quad \tau(k+1) = \inf\{n > \tau(k) : S_n > S_{\tau(k)}\} \]
As we proved that \( Z_\tau \in D(2\rho,0) \), we get that \( \mathbb{E}(|Z_\tau|^\gamma) < \infty \), for all \( \gamma < 2\rho \). First we handle the case \( \rho \neq 1/2 \).

**Proposition 2.3.** If \( (Z_n) \) is symmetric then under the conditions of Theorem 2.1, the random walk \((Z_{\tau(n)})\) is transient if \( 0 < \rho < \frac{1}{2} \) and recurrent if \( \frac{1}{2} < \rho < 1 \).
Proof. If $\frac{1}{2} < \rho < 1$ then $\mathbb{E}(|Z_\tau|) < \infty$ and by symmetry we have $E(Z_\tau) = 0$ which yields recurrence. If $0 < \rho < \frac{1}{2}$ we set $F(x) = \mathbb{P}(Z_\tau \leq x)$ and let $H(x) = 1 - F(x) + F(-x)$ be the tail function. Then by symmetry and Theorem 2.11 for some $C > 0$,

$$H(x) = \frac{2(1 - F(x)) + P(Z_\tau = x)}{1 - F(x)} \sim 2 + \frac{C(\rho)2\rho x^{2\rho} \ell(x^2)}{C\alpha 2^{2\rho+1} \ell(x^2)} \to 2, \quad \text{as } x \to \infty.$$ 

Thus $H(x) \sim 2(1 - F(x)) \sim C(\rho)/(\rho x^{2\rho} \ell(x^2))$ at infinity.

Let $\phi(t) = \mathbb{E}(e^{itZ_\tau})$ be the characteristic function of $Z_\tau$. By symmetry it is a real and even function. The result by Pitman [27, Theorem 1] implies that, as $t \to 0$,

$$1 - \phi(t) \sim \frac{\pi H(t^{-1})}{2\Gamma(2\rho) \sin(\rho \pi)} \sim C_1(\rho) t^{2\rho} \ell(t^{-2}), \quad \text{with } C_1(\rho) = C(\rho) \frac{\pi}{4\rho \Gamma(2\rho) \sin(\rho \pi)}.$$

To prove transience we apply the Chung and Fuchs criterion [8], see also Spitzer [28, Ch. 2, Sec. 8, T2]. Since the random walk $(Z_{\tau(n)})$ is aperiodic (according to [28, Ch. 1, Sec. 2, Def. D2]), $\phi(\theta) = 1$ if and only if $\theta = 2k\pi$, $k \in \mathbb{Z}$, and whence it suffices to prove that $\int_0^\infty (1 - \phi(t))^{-1} dt$ is finite for small $\epsilon > 0$ which in view of the previous formula is equivalent to the convergence of $\int_0^\infty (t^{2\rho} \ell(t^{-2}))^{-1} dt$. For any $\nu > 0$ we have $\ell(t^{-2}) \sim t^{2\nu}$, for $t > 0$ small enough. Choosing $\nu$ such that $2(\rho + \nu) < 1$ the considered integral converges. \qed

In the (critical) case $\rho = \frac{1}{2}$ we give an example of a recurrent random walk $(Z_{\tau(n)})$ with increments that have no finite first moment. First we recall an important notion of $\alpha$-conjugate pairs from the theory of regular variation which we extract from Doney [10].

For a given slowly varying function $\ell$ set $f(x) = x^\alpha \ell(x)$, with some $\alpha > 0$. By [6, Theorem 1.5.12], there is a regularly varying function $g$ of index $1/\alpha$ and such that $g(f(x)) \sim x$ at infinity. Since $g$ varies regularly, $g(x) = x^{1/\alpha} \ell^*_\alpha(x)$, for some slowly varying $\ell^*_\alpha$. By definition, $\ell^*_\alpha$ satisfies

$$(\ell(x))^{1/\alpha} \ell^*_\alpha(x^{1/\alpha} \ell(x)) \to 1, \quad \text{equivalently } (\ell^*_\alpha(x))^{\alpha} \ell(x^{1/\alpha} \ell^*_\alpha(x)) \to 1, \quad \text{as } x \to \infty.$$

The function $\ell^*_\alpha$ is called the $\alpha$-conjugate of the function $\ell$. The way to remember the meaning of $\ell^*_\alpha$ is that $y \sim x^\alpha \ell(x)$, when $x$ goes to infinity, if and only if $x \sim y^{1/\alpha} \ell^*_\alpha(y)$, as $y$ goes to infinity. One easily checks that if

$$\lim_{x \to \infty} \frac{\ell(x)}{\ell(x^{1/\alpha} \ell(x))} = C(\alpha) > 0 \quad \text{then } \ell^*_\alpha(x) \sim (C(\alpha) \ell(x))^{-\frac{1}{\alpha}}, \quad \text{as } x \to \infty.$$

This holds for many slowly varying functions, for example log $x$, log log $x$ etc.

**Example 2.4.** Let $(S_n)$ be an oscillating random walk such that its increment $Y$ belongs to the domain of attraction of the normal distribution. It is known from Feller [14, Ch. XVII, Sec. 5, Thm. 1a] that it holds if and only if the truncated variance of $Y$ is slowly varying, that is

$$\mathbb{E} \{Y^2 1_{|Y| \leq y}\} \sim \frac{2}{\ell(y)}, \quad \text{as } y \to \infty,$$

for some slowly varying function $\ell$. We additionally assume that $\mathbb{E}(Y^2) = \infty$ and $\mathbb{E}(S_n) < \infty$. Then the result by Uchiyama [30, Thm. 1.2 and Rem. 2] implies that

$$\mathbb{P}(\tau > n) \sim \frac{1}{\sqrt{\pi} \mathbb{E}(S_n) n^{1/2} \ell^*(n)}, \quad \text{as } n \to \infty,$$
where $\ell^* = \ell^*_2$ is the 2-conjugate of $\ell$ as defined in \eqref{eq:13}. By \cite{31} we obtain that
\[ \mathbb{P}(\tau = n) \sim \frac{1}{2\sqrt{\pi} \mathbb{E}(S_\tau)n^{3/2}\ell^*(n)}, \quad \text{as } n \to \infty. \]

Next, if we take a symmetric random walk $(Z_n)$ then Theorem 2.1 gives us
\[ \mathbb{P}(Z_\tau = x) \sim \frac{1}{\sqrt{2\pi} \mathbb{E}(S_\tau)x^2\ell^*(x^2)}, \quad \text{as } x \to \infty. \]

As in the proof of Proposition 2.3
\[ H(x) = 1 - F(x) + F(-x) \sim \frac{1}{\sqrt{2\pi} \mathbb{E}(S_\tau)x\ell^*(x^2)}, \quad \text{as } x \to \infty, \]
and
\[ 1 - \phi(t) \sim \frac{\pi}{2} H(t^{-1}) \sim \frac{t}{2^{3/2} \mathbb{E}(S_\tau)\ell^*(t^{-2})}, \quad \text{as } t \to 0. \]

Thus, to study recurrence of $(Z_{\tau(n)})$ we investigate convergence of the integral $\int_0^\epsilon \frac{1}{1 - \phi(t)} dt$ around zero. To simplify the calculations we restrict our attention to the specific choice of the slowly varying function in \eqref{eq:13} and for that reason we take $\ell(x) = \log^2 x$, for $\eta \in \mathbb{R}$.

We immediately get by \eqref{eq:12} that $\ell^*(x) \sim 2^\frac{5}{2} \log^2 x$ at infinity. Finally we are left with the integral $\int_0^\epsilon t^{-1} \log^{-\frac{3}{2}}(t^{-2}) dt$ which diverges for $\eta \leq 2$ (and we get recurrence), whereas for $\eta > 2$ it converges and implies transience. Moreover, one easily verifies that $\mathbb{E}(\|Z_\tau\|) = \infty$ for $\eta = 2$ and $\mathbb{E}(\|Z_\tau\|) < \infty$ otherwise. Thus we have the following possibilities
\bullet for $\eta < -2$ the random walk $(Z_{\tau(n)})$ is recurrent with finite first absolute moment,
\bullet for $-2 \leq \eta \leq 2$ the random walk $(Z_{\tau(n)})$ is recurrent and $\mathbb{E}(\|Z_\tau\|) = \infty$,
\bullet for $\eta > 2$ the random walk $(Z_{\tau(n)})$ is transient.

We end this section with a result concerning Theorem 2.1 when the increments of the random walk $(S_n)$ have finite second moment.

**Proposition 2.5.** Let $(S_n)$ be an oscillating random walk with the increment $Y$ having finite second moment and let $(Z_n)$ be a centred and finite range random walk on $\mathbb{Z}$ independent of $(S_n)$. Then there is some $C > 0$ such that
\[ \lim_{y \to \infty} y^2 \mathbb{P}(Z_\tau = y) = C, \]
and in this case $\mathbb{E}(\|Z_\tau\|) = \infty$. Equation \eqref{eq:14} holds also when $Y$ is symmetric and has a density.

**Proof.** The proof is similar to that of Theorem 2.1 but in place of formula \eqref{eq:6} one uses the result by Éppel' \cite{12},
\[ \mathbb{P}(\tau = n) \sim cn^{-3/2}, \quad c > 0, \quad n \to \infty. \]

We prove that $\mathbb{E}(\|Z_\tau\|) = \infty$. We set $F(x) = \mathbb{P}(Z_\tau \leq x)$ and by \eqref{eq:14} we get that, for some $C_1 > 0$,
\[ 1 - F(n) \sim \frac{C_1}{n}, \quad n \to \infty, \]
which means that $1 - F(n)$ is regularly varying at infinity of index $-1$. In view of symmetry this implies that $Z_\tau$ is in the domain of attraction of the Cauchy law. Therefore, if $C$ is the distribution function of the Cauchy law, then there are sequences $b_n > 0$ and $a_n > 0$ such that $F^{\ast\ast}(b_nx + b_na_n) \to C(x)$, for all $x$ as $n$ goes to infinity. We find the asymptotic
behaviour of the normalizing sequence \((b_n)\). It is known from \cite{16} that \((b_n)\) satisfies \(1 - F(b_n) \sim \frac{c}{n}\) at infinity and, by \cite{15}, we obtain that \(b_n \sim C_3 n\) at infinity. Finally, by TUCKER \cite{20}, the integral \(\int |x|dF(x)\) is finite if and only if \(\sum_{n \geq 1} n^{-2}b_n < \infty\) and the proof is finished. \qed

3. Multidimensional Lindley Process

We proceed to study recurrence of the LP in higher dimensions. We start by discussing the two-dimensional case for which we apply various probabilistic methods including arguments from renewal theory as well as Theorem \ref{2.1} from Section \ref{2}. In the last subsection we give a result about positive recurrence of the LP. To prove it we use a technique of local contractivity which has its roots in stochastic dynamical systems.

Two-dimensional LP.

Let \((W_n^1), i = 1, 2,\) be two Lindley processes as defined in \cite{11} with the underlying random walks \((S_n^1)\) with increments \(Y^i\) which have distributions \(\mu^i\) supported in \(\mathbb{Z}\). We consider a process \((W_n^1, W_n^2)\) in the lattice quadrant \(\mathbb{N}_0 \times \mathbb{N}_0\) and we assume that \(\mathbb{P}(Y^1 > 0, Y^2 > 0) > 0\). Then the probability to reach \((0, 0)\) from an arbitrary state after finitely many steps is positive. Thus, the origin and all the states that can be reached from it build a unique essential class. Without our assumption it may happen that some states will never be reached by the process even when \(\gcd(\text{supp } \mu^i) = 1\), see the following example. We also emphasize that a precise description of essential classes in a general case is a very hard task.

**Example 3.1.** Set \(\mu = \frac{1}{4} \left( \delta_{(-4,1)} + \delta_{(-3,2)} + \delta_{(1,-4)} + \delta_{(2,-3)} \right)\). Then \(\gcd(\text{supp } \mu^i) = 1\) and clearly the two coordinates of \((W_n^1, W_n^2)\) are transient and whence also the two dimensional process is transient. In this case every point in \(\mathbb{N}_0 \times \mathbb{N}_0\) will be visited at most one time a.s. On the other hand, setting \(\mu = \frac{1}{4} \left( \delta_{(-1,1)} + \delta_{(-1,2)} + \delta_{(1,-1)} + \delta_{(2,-1)} \right)\) we also have \(\gcd(\text{supp } \mu^i) = 1\) with positive recurrent coordinates and the two-dimensional LP \((W_n^1, W_n^2)\) will never reach \((0, 0)\) in this case. We notice however that \((W_n^1, W_n^2)\) is positive recurrent in its essential class, cf. Theorem \ref{3.7}.

We begin our discussion on recurrence with a very simple but fruitful lemma.

**Lemma 3.2.** Let \(\bar{T}_1(n)\) be the \(n\)-th non-strict ascending ladder epoch of \((S_n^1)\). Assume that the first coordinate process \((W_n^1)\) and the projected process \((0, W_{\bar{T}_1(n)}^2)\) are recurrent then the two-dimensional process \((W_n^1, W_n^2)\) is recurrent. If \(W_n^1\) and \(W_{\bar{T}_1(n)}^2\) are positive recurrent then \((W_n^1, W_n^2)\) is positive recurrent.

*Proof.* Let \(T\) and \(\widetilde{T}\) be the first return times to the point \((0, 0)\) of \((W_n^1, W_n^2)\) and \((0, W_{\bar{T}_1(n)}^2)\) respectively. By the assumption, \(\widetilde{T}\) is a.s. finite. We claim that \(T = \bar{T}_1(\widetilde{T})\). Indeed, we have

\[
T = \inf\{n \geq 1 : (W_n^1, W_n^2) = (0, 0)\} = \inf\{\bar{T}_1(n) \geq 1 : (W_{\bar{T}_1(n)}^1, W_{\bar{T}_1(n)}^2) = (0, 0)\} = \bar{T}_1(\widetilde{T}),
\]

where we used the fact that \((W_n^1, W_n^2)\) attains the value \((0, 0)\) only if \(n \in \{\bar{T}_1(k) : k \geq 0\}\). This in turn implies that \(T\) is a.s. finite and we get the first part of the result.
For the positive recurrent case, we consider a random walk \( \bar{\tau}^i(n) = \xi_1 + \ldots + \xi_n \) with independent increments \( \xi_i = \bar{\tau}^i(i) - \bar{\tau}^i(i-1) \) which have the same law as \( \bar{\tau}^i(1) \). We build a new filtration \( \{\mathcal{F}_n\}_{n \geq 1} \) given by

\[
\mathcal{F}_n = \sigma (\bar{\tau}^1(1), \ldots, \bar{\tau}^1(n), (Y^1_1, Y^2_1), \ldots, (Y^1_{\bar{\tau}^1(n)}, Y^2_{\bar{\tau}^1(n)}))
\]

and notice that, since \( \{\bar{T} \leq n\} \in \mathcal{F}_n \), \( \bar{T} \) is a stopping time with respect to the filtration \( \{\mathcal{F}_n\}_{n \geq 1} \). Moreover, the increments of the random walk \( (\bar{\tau}^1(n)) \) have the form

\[
\xi_n = \inf_{k \geq 0} \left\{ Y^1_{\bar{\tau}^1(i-1)+1} + \ldots + Y^1_{\bar{\tau}^1(i-1)+k} > 0 \right\}
\]

and therefore \( \xi_n \) is independent of \( \mathcal{F}_{n-1} \). This allows us to apply Wald’s identity in the form \( \mathbb{E}[\bar{T}] = \mathbb{E}^{\bar{T}}(1) \mathbb{E}\bar{T} < \infty \) which implies positive recurrence of \( (W^1_n, W^2_n) \). \( \square \)

In the next proposition we apply Lemma 3.2 and combine it with an argument which comes from renewal theory.

**Proposition 3.3.** Suppose that the random walks \( (S^i_n) \), \( i = 1, 2 \), are independent and oscillating with increments \( Y^i \in D(\alpha, \beta) \) satisfying \( \rho_1 + \rho_2 > 1 \), where \( \rho_i \) are defined in (1). Then the process \( (W^1_n, W^2_n) \) is null recurrent.

**Proof.** Since \( (S^i_n) \) is oscillating, \( (W^i_1) \) is null recurrent. Let \( \tau^i(n) \) denote the \( n \)-th strict ladder epoch of \( (S^i_n) \). We show that the Green function \( G(0, 0) \) of the process \( (0, W^2_{\tau^1(n)}) \) is infinite and whence it is a recurrent Markov chain. Evidently, this implies recurrence of the process \( (0, W^2_{\tau^1(n)}) \) which in view of Lemma 3.2 forces that \( (W^1_n, W^2_n) \) is recurrent. Moreover, since \( (W^1_n) \) is null recurrent, the two-dimensional process is also null recurrent as claimed.

An independence-based argument allows us to compute

\[
G(0, 0) = \sum_{n=0}^{\infty} \mathbb{P}(W^2_{\bar{\tau}^1(n)} = 0) = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \mathbb{P}(W^2_k = 0) \mathbb{P}(\tau^1(n) = k)
\]

\[
= \sum_{k=0}^{\infty} \mathbb{P}(W^2_k = 0) \sum_{n=0}^{\infty} \mathbb{P}(\tau^1(n) = k) = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \mathbb{P}(\tau^2(m) = k) \sum_{n=0}^{\infty} \mathbb{P}(\tau^1(n) = k)
\]

\[
= \sum_{k=0}^{\infty} u^1_k u^2_k, \quad \text{where} \quad u^1_k = \sum_{n=0}^{k} \mathbb{P}(\tau^1(n) = k).
\]

The sequence \( (u^1_k) \) is a renewal sequence, that is it satisfies the recursive equation

\[
u^1_0 = 1, \quad u^1_k = \sum_{n=1}^{k} \mathbb{P}(\tau^1(1) = n) u^1_{k-n}.
\]

Since \( \mathbb{P}(S^1_1 > 0) > 0 \), we have \( \gcd\{k : \mathbb{P}(\tau^1(1) = k) > 0\} = 1 \). Moreover, our assumption implies that (3) holds with some slowly varying function \( \ell \). Therefore, applying the celebrated renewal theorem by Garsia and Lamperti [15, Theorem 1.1] we obtain that

\[
\liminf_{k \to \infty} \frac{u^1_k}{k^{\rho_1-1} \ell(k)} = \pi^{-1} \Gamma(\rho_1) \Gamma(1 - \rho_1) \sin(\rho_1 \pi) = C.
\]

Thus, for some \( \epsilon > 0, k_0 > 1 \), and for all \( k \geq k_0 \), we have

\[
 u^1_k \geq (C - \epsilon) k^{\rho_1-1} \ell(k) \geq (C - \epsilon) k^{\rho_1-1-\nu}, \quad \text{for any} \quad \nu > 0.
\]
Clearly, all the same holds for the sequence \((u_k^n)\) and whence for \(C_1 > 0\) we have \(G(0, 0) \geq C_1 \sum_{k > 0} k^{-2\nu + \rho_1 + \rho_2 - 2}\). Choosing \(\nu\) such that \(0 < 2\nu \leq \rho_1 + \rho_2 - 1\) we conclude the claim. \(\square\)

We also present a positive result in the case when \(\rho_1 = \rho_2 = 1/2\).

**Proposition 3.4.** If the random walks \((S_i^n)\), \(i = 1, 2\), are independent, centered and with finite second moment then \((W_1^n, W_2^n)\) is null recurrent.

**Proof.** The proof is similar as that of Proposition 3.3 but instead of asymptotics \((5)\) we use the result by Eppel’ [12] Theorem 1], that is

\[
\mathbb{P}(\tau^1(1) = n) \sim Kn^{-\frac{2}{3}}, \quad \text{for } K > 0, \text{ as } n \to \infty.
\]

This allows us to show that \(G(0, 0)\) is infinite and we again get the result. \(\square\)

Our next result concerns recurrence of the two-dimensional process \((W_n, Z_n)\), where in the first coordinate \((W_n)\) is a LP with the underlying random walk \(S_n = Y_1 + \ldots + Y_n\) and the second coordinate \((Z_n)\) is a random walk on \(\mathbb{Z}\) with increments \(V_1, V_2, \ldots\).

**Theorem 3.5.** The two-dimensional process \((W_n, Z_n)\) is recurrent in each of the following cases.

1. If \((W_n)\) is positive recurrent and \((Z_n)\) is a centered random walk.
2. If \((S_n)\) is oscillating with the increment \(Y \in D(\alpha, \beta)\) such that \(1/2 < \rho < 1\), and \((Z_n)\) is a symmetric finite range random walk independent of \((S_n)\).
3. If \((W_n)\) is null recurrent with \(\mathbb{E}(|Y|^2) < \infty\) and independent of \((Z_n)\) which we assume to be a symmetric random walk of finite range.

**Proof.** Recall that the \(k\)-th return time of the first coordinate \((W_n)\) to 0 is equal to the \(k\)-th non-strict ascending ladder epoch \(\bar{\tau}(k)\) of the underlying random walk \((S_n)\). Thus, the return times to the origin of \((W_n, Z_n)\) are the same as for the induced random walk \((Z_{\bar{\tau}(n)})\). Moreover, the process \((Z_{\bar{\tau}(n)})\) is recurrent if the random walk \((Z_{\tau(n)})\) is recurrent, where \(\tau(n)\) is the \(n\)-th strict ascending ladder epoch of \((S_n)\).

To prove the first assertion we notice that as \(W_n\) is positive recurrent we known that \(\mathbb{E}\tau < \infty\), where \(\tau = \tau(1)\). We also notice that \(\tau\) is a stopping time for the two-dimensional random walk \((S_n, Z_n)\) which implies that the event \(\{\tau \leq n\}\) is independent of \(V_{n+1}\) and whence we are allowed to apply the Wald’s identity in the form \(\mathbb{E}Z_{\tau} = \mathbb{E}Z_1\mathbb{E}\tau = 0\). Therefore \((Z_{\tau(n)})\) is recurrent.

The second claim is a direct consequence of Proposition 2.3. In the last case we have \(\mathbb{E}(Y) = 0\) and, as follows by Proposition 2.5, the following asymptotic relation holds

\[
y^2\mathbb{P}(Z_y = y) \to C > 0, \quad \text{as } y \to \infty.
\]

Since \((Z_{\tau(n)})\) is a symmetric random walk, we conclude, for instance by Spitzer [28] Sec. 8, E2], that it is recurrent. \(\square\)

**LP in higher dimensions.**

We consider the multidimensional Lindley process \((W_1^n, \ldots, W_d^n)\) in \(\mathbb{N}_0 \times \cdots \times \mathbb{N}_0\). The underlying random walks \((S_i^n)\) are governed by distributions \(\mu^i\) which are supported by \(\mathbb{Z}\) and such that \(\mathbb{P}(Y^i > 0) > 0\).

The following theorem treats positive recurrence of the multidimensional LP. Its proof uses elements from the theory of stochastic dynamical systems and thus we briefly present...
necessary definitions and facts, see Peigné and Woess [25] and [26] for more detailed description where in particular the substantial PhD work of Bendah [3] is outlined.

Let $(X, d)$ be a proper metric space and denote by $C = C(X)$ the monoid of all continuous functions from $X$ to $X$ equipped with the topology of uniform convergence on compact sets. Fix a probability space $(\Omega, \mathbb{P})$ and consider a sequence $(F_n)_{n \geq 1}$ of independent and identically distributed $C$-valued random functions with a common distribution $\mu$. The corresponding stochastic dynamical system $\omega \mapsto X_n^\omega$ is given by

$$X_n^\omega = x, \quad X_n^\omega = F_n \circ \ldots \circ F_1(x), \quad x \in X, \quad n \geq 1.$$  

For a LP on $N_0 \times \cdots \times N_0$ we have $F_n(x) = \max\{x - Y_n, 0\}$ and these mappings are contractions so that we can restrict our attention to the set $L \subset C$ of all Lipschitz mappings with Lipschitz constants $\leq 1$. Notice that if $\mu$ is the distribution of $Y_n$ then $\tilde{\mu}$ is the image of $\mu$ under $y \mapsto f_y$, $f_y(x) = \max\{x - y, 0\}$. A stochastic dynamical system is called conservative if

$$\mathbb{P}\left( \liminf_{n \to \infty} d(X_n^\omega, x) < \infty \right) = 1, \quad \text{for every } x \in X,$$

and it is locally contractive if for every $x \in X$ and every compact set $K \subset X$,

$$\mathbb{P}(d(X_n^\omega, x) 1_K(X_n^\omega) \to 0, \text{ for all } y \in X) = 1.$$  

For $\omega \in \Omega$ we consider the set $L^\omega(\omega)$ of all accumulation points of the sequence $(X_n^\omega(\omega))_{n \geq 0}$ in $X$. The following lemma allows us to show that there is only one essential class for the multidimensional LP, see [25] Lemma (2.5)].

**Lemma 3.6.** For a conservative and locally contractive stochastic dynamical system, there exists a set $L \subset X$ such that

$$\mathbb{P}(L^\omega(\cdot) = L, \text{ for all } x \in X) = 1.$$  

We now prove the main theorem of this section.

**Theorem 3.7.** Suppose that each of the Lindley processes $(W_n^i)$ is positive recurrent. Then there exists a unique invariant probability measure of the process $(W_n^1, \ldots, W_n^d)$. The stationary measure is the distribution of a random variable $U$ which is the limit of the backward process

$$F_1 \circ \cdots \circ F_n(x) \xrightarrow{\text{a.s.}} U, \quad \text{for every } x \in \mathbb{R}^d,$$

where $F_n(x) = \max\{x - Y_n, 0\}$. In particular, the multidimensional process $(W_n^1, \ldots, W_n^d)$ is positive recurrent in its unique essential class.

**Proof.** We start by showing that the LP $(W_n^i)$ is locally contractive in each coordinate. We set $f_y(x) = \max\{x - y, 0\}$ and consider random contractions $F_n^i = f_{Y_n^i}$ with law $\tilde{\mu}_i$ which is the image of $\mu^i$ under the mapping $f_y$. Let $\mathcal{G}^i$ be the closed sub-semigroup of $\mathcal{L}$ generated by supp($\tilde{\mu}_i$). Our aim is to show that there is a constant function in $\mathcal{G}^i$ and this, in view of [25] Corollary 4.4], will force local contractivity. The claim follows by the assumption $\mathbb{P}(Y^i > 0) > 0$. Indeed, there is $y > 0$ such that for any $x \in \mathbb{R}$ there is $N_x > 1$ such that for all $n \geq N_x$ we obtain that the $n$-fold composition $f_y \circ \cdots \circ f_y(x) \equiv 0$, and thus the null-function lies in $\mathcal{G}^i$ as desired.

Next, by positive recurrence, each $(W_n^i)$ has a unique invariant probability measure, say $\nu_i$. This together with local contractivity imply that for any starting point $x^i$ we have the a.s.-convergence of the backward process $F_1^i \circ \cdots \circ F_n^i(x^i) \to U^i$, where $U^i$ is a random variable with distribution $\nu^i$. This goes back to Leguesdron [22], compare.
with [20, Prop. 2.6]. Since we have convergence of all coordinates, we get (16). Applying Furstenberg’s contraction principle, see [25, Prop. 1.3], we conclude that the distribution \( \nu \) of the random vector \((U_1, U_2, \ldots, U_d)\) is the unique invariant probability measure for \((W^1_n, \ldots, W^d_n)\) which is equivalent to positive recurrence.

It is left to show that there is only one essential class. Indeed, by the very definition, local contractivity of the coordinates implies that the multidimensional process \((W^1_n, \ldots, W^d_n)\) is locally contractive as well. Since we have proved it is recurrent, it must be conservative. In our case, the Lindley process lives on the grid and thus the deterministic set \( L \subset \mathbb{N}_0 \times \cdots \times \mathbb{N}_0 \) from Lemma 3.6 is such that, independently of the starting point,

\[
P \left( \left( W^1_n, \ldots, W^d_n \right) = l \text{ for infinitely many } n \right) = 1, \quad \text{for every } l \in L.
\]

We clearly conclude that \( L \) is the unique essential class of \((W^1_n, \ldots, W^d_n)\).

**Remark 3.8.** To prove the existence of positive recurrent states of \((W^1_n, \ldots, W^d_n)\) there is a simple argument which was presented to us by Nina Gantert and mentioned already in the context of RRW in [20, Remark (4.10)]. However, this argument yields no understanding of the number of essential classes and their absorption properties. The use of local contractivity leads to an answer and additional insight, namely a.s. convergence of the backward process.
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