Parallel performance analysis of nonlinear equations algorithm based on hybrid genetic algorithm
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Abstract. For a long time, people have done a lot of research on nonlinear equations in theory and numerical calculation. In this paper, the basic theories and methods of genetic algorithm and traditional algorithm are expounded, and the advantages of genetic algorithm and quasi-Newton algorithm are analyzed, thus a new hybrid genetic algorithm for solving nonlinear numerical problems is proposed, and the effectiveness of the algorithm is verified by numerical examples. The hybrid algorithm gives full play to the group search and global convergence of genetic algorithm, and effectively overcomes the initial point sensitivity problem of classical algorithm. At the same time, the classical algorithm is introduced into genetic algorithm for local search, which overcomes the shortcomings of slow convergence speed and poor accuracy of genetic algorithm. The algorithm in this paper provides an effective way to solve nonlinear equations from another angle.
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1. Introduction
There are mature and effective algorithms for solving linear equations, but there is no good method for solving nonlinear equations, especially for solving large-scale nonlinear equations [1-2]. Starting from the classical Newton iterative method, although many iterative methods have been proposed, no better method has been found for large-scale engineering application problems, especially the applicable algorithm for parallel computing [3].

Genetic algorithm is an intelligent optimization algorithm that imitates natural selection and genetic mechanism. Implicit parallelism and group global search are its two remarkable features, which have strong robustness and unique superior performance for solving some large and complex nonlinear systems [4-5]. Therefore, this paper attempts to solve nonlinear equations from the perspective of optimization and iteration. Based on the respective characteristics of genetic algorithm and classical algorithm (quasi-Newton method), an efficient and reliable hybrid genetic algorithm is designed for solving highly nonlinear equations.

2. Problem description
The general form of real function nonlinear equations (assuming that there are $n$
variables \( X = [x_1, x_2, \cdots, x_n] \) and \( n \) equations and there are solutions) is

\[
\begin{align*}
  f_1(x_1, x_2, \cdots, x_n) &= 0 \\
  f_2(x_1, x_2, \cdots, x_n) &= 0 \\
  & \vdots \\
  f_n(x_1, x_2, \cdots, x_n) &= 0
\end{align*}
\]  

(1)

Solving this system of equations is equivalent to solving the following extremum optimization problem:

\[
\begin{align*}
  \text{Find} & : X = [x_1, x_2, \cdots, x_n] \in \Phi \\
  \text{Min} & : f(X) = \sum_{i=0}^n f_i^2(X)
\end{align*}
\]  

(2)

In formula (2), \( \Phi \) is the interval of the solution of equations, and when the minimum value of \( f(X) \) is 0, the corresponding \( X \) is the solution of equations.

3. Hybrid genetic algorithm

In this paper, the idea of combining genetic algorithm with quasi-Newton method is to use quasi-Newton method for secondary optimization on the basis of optimization design with genetic algorithm, and take the obtained result as the optimal design result, that is, first run genetic algorithm to find a point near the best point, and use it as the initial point of quasi-Newton method to find the minimum value of the objective function [6].

Quasi-Newton method is a local convergence algorithm in theory, which has strict requirements on initial value. When it is far from the exact solution, it is divergent, and when it is closer to the exact solution, its convergence speed is faster. The numerical algorithm is as follows:

\[
\begin{align*}
  x^{(k+1)} &= x^{(k)} - A_k^{-1}F(x^{(k)}) \\
  S_k &= x^{(k+1)} - x^{(k)}, y_k = F(x^{(k+1)}) - F(x^{(k)}), k = 0, 1, 2 \cdots \\
  A_k+1 &= A_k + (y_k - A_k S_k) S_k^T / \|S_k\|^2
\end{align*}
\]  

(3)

Compared with Newton's method, quasi-Newton's method avoids calculating derivatives, and the calculation amount of each iteration is much smaller. When the dimension is large or derivative calculation is difficult, quasi-Newton's method can obviously improve the calculation efficiency, but its iteration times are more than Newton's method, and like Newton's method, it has strict requirements on the initial value of iteration, so it can only be applied to small-scale convergence. For complex multi-rigid-body nonlinear systems with changeable States, this single algorithm cannot meet the calculation requirements.

(1) Choose coding scheme (such as binary, dynamic parameter coding, multi-value coding, floating-point coding, etc.), encode the search space, and transform the variables into chromosomes;

(2) Select appropriate parameters, including population size \( N \), crossover probability \( P_c \), mutation probability \( P_m \), and termination evolution criterion;

(3) Determine the fitness function \( f(x) > 0 \):

(4) Set \( t = 0 \), and randomly generate initial population \( X(0) = \{x_1(0), x_2(0), \cdots, x_n(0)\} \);

(5) The fitness value \( f_i(X), i = 1, 2, \cdots, N \) of each chromosome is calculated. At the same time, the total fitness value \( F = \sum_i f_i \) of the population is calculated;

(6) Select a number of individuals \( X(t) \) selected from \( X(t) \) by using operators to reproduce, and
the probability of being selected is \( P_i = \frac{f_i}{F} \).

(7) Cross according to a certain probability of crossing \( P_c \). Two new individuals are generated by crossover operation at the determined position. Repeat this process until a new population \( X'(t) \) is formed;

(8) Variation according to a certain probability of variation. Randomly change its value for each individual to form a new generation of population \( X(t+1) = \{x_1(t+1), x_2(t+1), \ldots, x_n(t+1)\} \);

(9) Check whether the termination criteria are met. If it is satisfied, the individual with the largest fitness in \( X(t+1) \) is output as the optimal solution, and the calculation is terminated. Otherwise, let \( t+1 = t \), and go to (5).

The calculation flow chart of genetic algorithm is shown in Figure 1:

3.1 Genetic algorithm design
- Fitness design
  How to design fitness function is the first problem to solve equations successfully by genetic algorithm. Equation (1) is normalized in the form of \( \Phi_i(X)/A_i = 1 \) (if \( A_i = 0 \), no processing is needed), so the fitness function can be designed as:

\[
\text{Fitness}(X) = - \min_{x_j, x_k, \ldots, x_l} \sum_{i=1}^{n} \left( \Phi_i(X)/A_i - 1 \right)^2
\]

The larger the fitness value, the better the approximation degree of the solution.
- Coding design
  The decision variables of mixed integer programming have both integer and real types. Genetic algorithm has higher search efficiency for binary coding of integer variables [10], while real coding of real variables can effectively reduce chromosome coding length and can be better combined with chaos optimization algorithm to improve search accuracy.

Obviously, each individual in the population is an \( n \)-dimensional vector \( x = (x_1, x_2, \ldots, x_n)^T \) on the
domain $D$. A domain $D = \left\{ (x_1, x_2, \cdots, x_n) \mid l_i \leq x_i \leq u_i, i = 1, 2, \cdots, n \right\}$ can be set, but in other cases, we can handle it similarly. A binary string vector $X = (X_1, X_2, \cdots, X_n)$ is constructed, each component $X_i$ of which is a binary string of length $L$. It is easy to know that under the action of mapping $x_i = (u_i - l_i)(x_i / (2^L - 1)) + l_i$, any binary string $X$ uniquely corresponds to an individual $\vec{T} = (x_1, x_2, \cdots, x_n)^T$ on the area $D$. In fact, the set composed of all binary strings $X$ with length $M = n \cdot L$ can be used as a discrete representation of region $D$.

Therefore, the hybrid coding method is adopted. Each chromosome is divided into two gene segments, one gene segment corresponds to integer variables, and all code values are binary characters; the other gene segment corresponds to real type real quantity, and all code values are real numbers [9].

- Genetic operation design
  Genetic operator design includes the design of crossover operator, mutation operator and selection operator.

  (1) Crossover operator

  Assuming that there is an arithmetic crossover between two entities $X_1$ and $X_2$, the two new entities produced after crossover operation are:

  \[
  X_1' = aX_1 + (1 - a)X_2 \quad X_2' = (1 - a)X_1 + aX_2
  \]

  $a$ is a parameter in the interval $[0,1]$, which can be a constant or a variable determined by evolution.

  This paper chooses the random number in the interval $[0,1]$.

  (2) Mutation operator

  Genetic algorithm emphasizes the crossover function, and the evolution of solution is mainly accomplished by selection mechanism and crossover strategy. Mutation operator aims to make the population escape evolution and fall into a local area of search space.

  According to the probability $P_m$, the $t$ generation population was mutated. In this way, about $p_m \cdot N \cdot M$ bits will be mutated in the $t$ generation population. In order to improve the detection ability of process 1 and process 2 in the late evolution stage and provide new excellent individuals for process 0, the value rule of variation rate $P_m$ of the three processes is shown in Table 1.

  \[
  \text{Table 1 Selection of mutation rate}
  \begin{array}{c|c|c}
  \text{Process} & \text{Process 0} & \text{Process 1} & \text{Process 2} \\
  \text{Value} & 0.001 \leq p_m \leq 0.002 & 0.002 \leq p_m \leq 0.004 & 0.003 \leq p_m \leq 0.006 \\
  \text{Value} & 0.004 \leq p_m \leq 0.008 & 0.005 \leq p_m \leq 0.01 & 0.006 \leq p_m \leq 0.008 \\
  \end{array}
  \]

  This chapter draws lessons from the method adopted in reference [11], when mutation operation is needed, a chromosome is randomly selected in the search space to replace the mutated chromosome.

  (3) Selection operator

  Adopt the tournament selection method. The parameter selected for the tournament is the competition scale, and its value range is $[2, N_{\text{ind}}]$. In order to prevent the premature phenomenon by this method, the scale transformation of fitness function can be used to solve it. In this paper, the top-level scale transformation is adopted. The parameter of this transformation is Quantity.
3.2 Complexity of parallel computing

Parallel computation can’t be used only in serial computation of residual $r^{k+1} = F(x^{k+1})$, but in other steps. When residual $r^{k+1}$ is not dominant in the whole computation, the acceleration of the new algorithm should be close to the number of processors $z$.

Assuming that the number of blocks $m$ is a multiple of the number of processors $z$, that is, $m = k z$, so each processor will process $k$ small blocks, the total computational complexity formula of the new algorithm is as follows:

$$U = \sum_{i=1}^{m} \left( L(n_{j}) + 2n_{i}^{2} + 4n_{i} - 1 \right) + R(n)$$

(6)

The parallel execution time of the new algorithm is as follows:

$$T_{b} \approx [k(L(n) + 2n_{i}^{2} + 4n - 1)] + R(n) T_{j} + T_{i}$$

$$= (kS(n) + R(n) T_{j} + T_{i})$$

$$= (k + q)S(n) T_{j} + T_{i}$$

(7)

Where: $T_{j}$ is the data communication time

As for the data communication time, it can be seen from the new algorithm that communication between processors is only needed when calculating the residuals and $(e^{k})^{T} (e^{k})$, and all other solutions $x^{k}$ and all correction quantities $e^{k}$ can be obtained by serial calculation, which is negligible compared with the execution time of the whole calculation part.

4. Examples and analysis

The following nonlinear bilevel mixed integer programming problems are analyzed

**Upper levels**

$$\min_{x} F(x, y) = -x_{1}^{2} - 2x_{2}^{2} - y_{1}^{2} - 2y_{2}^{2}$$

$$2x_{1} - 3x_{2} \geq -10$$

$$st \quad 14x_{1} - 10x_{2} \geq -97.31$$

$$x_{1}, x_{2} \geq 0 \quad and \quad x_{i} \text{is an integer}$$

(8)

**Lower levels**

$$\min_{y} f(x, y) = -2x_{1}^{2} - x_{2}^{2} - 2y_{1}^{2} - y_{2}^{2}$$

$$3x_{1} - 2x_{2} + 10y_{1} - 10y_{2} \geq -80$$

$$st \quad 10x_{1} - 6x_{2} - 18y_{1} - 10y_{2} \geq -120$$

$$y_{1}, y_{2} \geq 0 \quad and \quad y_{i} \text{is an integer}$$

(9)

In which: $x = (x_{1}, x_{2})^{T}$; $y = (y_{1}, y_{2})^{T}$.

Take the upper initial feasible solution $x^{0} = (0,1), N = 25, P_{c} = 0.5, P_{m_{1}} = 0.02, P_{m_{2}} = 0.2, c = 0.5$ in mutation operator design, the number of chaotic initialization points $n = 300$, and the iteration times $K_{c} = 350$ of combination method. The iteration times $k = 150, \mu = 8$ of chaotic local search and the optimization cycle times of upper and lower layers are taken as $\alpha = 0.2, \beta = 3, \theta = 50$.

Programming in Matlab6.5, the global optimal solution and the approximate value can be obtained by
optimizing the upper and lower layers for 4 times. Using hybrid genetic algorithm, genetic algorithm and quasi-Newton method to solve this problem, the corresponding optimal solutions and values can be obtained, as shown in Table 2.

Table 2 Comparison of other hybrid genetic algorithms

| Algorithm              | Upper layer problem | Lower level problem | Objective function value |
|------------------------|---------------------|---------------------|--------------------------|
| Hybrid genetic algorithm | 7.00218             | 5.81027             | -489.30119               |
| Genetic algorithm       | 6.02071             | 5.50228             | -450.0275                |
| Quasi-Newton algorithm  | 6.15066             | 5.53016             | -4566.9301               |

It can be seen from Table 2 that the hybrid genetic algorithm designed in this paper has better global optimal searching ability than genetic algorithm and quasi-Newton algorithm.

5. Conclusion
Combining the characteristics of genetic algorithm and classical algorithm, this paper proposes a hybrid genetic algorithm for solving nonlinear equations, and establishes a hybrid genetic algorithm for training process neural networks. The hybrid genetic algorithm integrates optimization and iteration, which can give full play to the global convergence and group search ability of genetic algorithm and the advantages of strong local convergence and high precision of classical algorithm (quasi-Newton method), and get satisfactory results. The new algorithm is a good algorithm which can perform parallel computing and has low storage requirements, and can be used for large-scale high-performance computing.
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