Magnetic ordered structure dependence of magnetic refrigeration efficiency
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We have investigated the relation between magnetic ordered structure and magnetic refrigeration efficiency in the Ising model on a simple cubic lattice using Monte Carlo simulations. The magnetic entropy behaviors indicate that the protocol, which was first proposed in [Appl. Phys. Lett. 104, 052415 (2014).], can produce the maximum isothermal magnetic entropy change and the maximum adiabatic temperature change in antiferromagnets. Furthermore, the total amount of heat transfer under the proposed protocol reaches a maximum. The relation between measurable physical quantities and magnetic refrigeration efficiency is also discussed.

I. INTRODUCTION

Cooling phenomena are widely used in everyday applications, such as food storage and medical treatment, and also in technology for next-generation electronics, such as hydrogen-fuel cells1–4 and quantum information processing5–8. Thus, high-performance cooling technology has been actively developed for many fields. A ubiquitous cooling technology is gas refrigeration, which rely on a compressor cycle of refrigerant gas. Another method, called magnetic refrigeration, which uses magnetic materials for cooling, has attracted much attention, because the magnetic entropy density is high compared with that of gas refrigeration9–45. The magnetic entropy change is caused by varying control parameters, such as the temperature and magnetic field, which is called magnetocaloric effect (MCE), and it leads to magnetic refrigeration. The magnetic entropy is low in magnetic ordered states, such as ferromagnetic and antiferromagnetic states. However, the magnetic entropy increases as the temperature increases, because the equilibrium state is disordered. In a word, high-efficiency magnetic refrigeration can be achieved by designing low- and high-entropy states.

The temperature $T$ and magnetic field $H$ dependences of the magnetic entropy $S_M(T, H)$ are important for designing magnetic refrigeration cycles. In ferromagnets and paramagnets, the magnetic entropy decreases as the magnetic field increases at a given temperature (Fig. 1a)). Figure 1(a) shows the two main processes in magnetic refrigeration. In the isothermal demagnetization process, when the magnetic field decreases from $H_2$ to $H_1$ at temperature $T_1$, the magnetic entropy changes ac-

---

**FIG. 1.** (Color online) (a) Temperature dependence of the magnetic entropy $S_M(T, H)$ under magnetic fields $H_1$ (black line) and $H_2$ (gray line) ($H_1 < H_2$) in ferromagnets or paramagnets. Two typical processes in magnetic refrigeration are indicated by the solid arrows. (b) Temperature dependence of the isothermal magnetic entropy change $\Delta S_M(T; H_2 \rightarrow H_1)$ in ferromagnets or paramagnets.
that the magnetic entropy increases and the magnetic
which is called the isothermal magnetic entropy change. In the
adiabatic magnetization process, the magnetic field increases from \( H_1 \) to \( H_2 \) with no change in the magnetic entropy. The initial temperature is \( T_1 \) and the temperature of the magnetic materials changes according to
\[
\Delta T_{\text{ad}}(T_1, H_1 \rightarrow H_2) = T_2 - T_1,
\]
where \( T_2 \) is the temperature, such that \( S_M(T_1, H_1) = S_M(T_2, H_2) \). \( \Delta T_{\text{ad}}(T_1, H_1 \rightarrow H_2) \) is the adiabatic temperature change. \( \Delta T_{\text{ad}}(T_1, H_1 \rightarrow H_2) \) in Fig. 1(a) is positive, which means that the temperature of the magnetic material increases. In the active magnetic regenerative (AMR) cycle or its similar cycles\textsuperscript{46-53}, the adiabatic temperature change is used directly. Thus, a large adiabatic temperature change is another requirement for good magnetic refrigeration materials. The relative cooling power (RCP) has been often used as a benchmark for good magnetic refrigeration materials\textsuperscript{54}. The RCP is defined as
\[
\text{RCP}(H_2 \rightarrow H_1) = \Delta S_M(T_1, H_1 \rightarrow H_2) \times \Delta T_{1/2}(H_2 \rightarrow H_1),
\]
where \( \Delta S_M(T_1, H_1 \rightarrow H_2) \) and \( \Delta T_{1/2}(H_2 \rightarrow H_1) \) are the maximum value and the full width at half maximum of \( \Delta S_M(T, H_2 \rightarrow H_1) \) at given \( H_1 \) and \( H_2 \), respectively. Magnetic materials with a large RCP exhibit a large isothermal magnetic entropy change over a wide temperature range. Hereafter, the argument of the quantities will be sometimes omitted.

Magnetic materials with a large \( \Delta S_M \), \( \Delta T_{\text{ad}} \), and RCP are considered to have a high magnetic refrigeration efficiency. Ferromagnets are a good magnetic refrigeration material because of their large magnetic field response near the Curie temperature\textsuperscript{55-65}. In a simple protocol, the magnetic field changes from finite \( H \) to zero during the isothermal demagnetization process, and from zero to finite \( H \) during the adiabatic magnetization process; that is, \( H_1 = 0 \) in Fig. 1. This protocol has been used in most previous studies of magnetic refrigeration. We refer to this method as the conventional protocol. Recently, the MCE in non-ferromagnetic materials, such as antiferromagnets and random magnets, has been experimentally investigated to explore their potential application in magnetic refrigeration\textsuperscript{66-74}. In these magnetic materials, the magnetic refrigeration efficiency calculated with the conventional protocol is sometimes small.

We have focused on the relation between the magnetic refrigeration efficiency and the magnetic ordered structure. In Ref. 80, we focused on just the isothermal demagnetization process and investigated \( \Delta S_M \) of the Ising model on a simple cubic lattice using the Wang-Landau method\textsuperscript{81-83} Ref. 80 studied \( \Delta S_M \) in a ferromagnet and in A-, C-, and G-type antiferromagnets, which are typical magnetic ordered structures. The MCE in the antiferromagnets differs from that in the ferromagnet. Furthermore, we proposed a new magnetic refrigeration protocol. The proposed protocol produces larger \( \Delta S_M \) in antiferromagnets than the conventional protocol.

This paper continues the work in Ref. 80 and aims to elucidate the relation between the magnetic refrigeration efficiency and typical magnetic ordered structures. In particular, we focus on the following. (i) We study the relation between MCE and measurable physical quantities, such as specific heat and magnetization. (ii) We consider the performance of magnetic refrigeration in both the isothermal demagnetization process and the adiabatic magnetization process.

The rest of the paper is organized as follows. In Sec. II we introduce the Ising model on a simple cubic lattice and the magnetic ordered structures considered in this paper. In Sec. III we explain how to obtain physical quantities using the Wang-Landau method. The dependence of the magnetic entropy on the magnetic ordered structures is shown. In addition, we discuss the relation between the magnetic entropy and the behavior of the specific heat and magnetization. In Sec. IV the magnetic refrigeration efficiency in the isothermal and adiabatic magnetization processes is considered. To estimate the efficiency, we calculate the isothermal magnetic entropy change and the adiabatic temperature change. The RCP is not sufficient for estimating the magnetic refrigeration performance in this study. Thus, to investigate the efficiency in the isothermal demagnetization process in more detail, we introduce a new quantity called total cooling power (TCP) to replace the RCP. Section V is the conclusion. In Appendix A we explain the properties of the TCP. Mean-field analysis of magnetic refrigeration is described in Appendix B.

II. ISING MODEL ON A SIMPLE CUBIC LATTICE

In this section, we introduce the model for investigating the dependence of the magnetic refrigeration efficiency on the magnetic ordered structures. We consider the MCE in the \( S = 1/2 \) Ising models on a simple cubic lattice using statistical thermodynamics. Let \( N = L \times L \times L \) be the number of sites, where \( L \) is the linear dimension. The model Hamiltonian is defined by
\[
\mathcal{H} = -J_{ab} \sum_{\langle i,j \rangle \in \text{ab}} s_i^z s_j^z - J_c \sum_{\langle i,j \rangle \in c} s_i^z s_j^z - H \sum_{i} s_i^z, \quad s_i^z = \pm \frac{1}{2},
\]
where \( J_{ab} \) and \( J_c \) are nearest-neighbor interactions in the \( ab \)-plane and in the \( c \)-axis, respectively, and \( H \) is the uniform magnetic field parallel to the \( z \)-axis of spin. Here, the \( g \)-factor and the Bohr magneton \( \mu_B \) are set to unity.
The periodic boundary conditions are imposed for all directions. In this paper, we focus on the ferromagnetic structure and the A-, C-, and G-type antiferromagnetic structures shown in Fig. 2 as in Ref. 80. These are typical magnetic ordered structures.

Throughout this paper, the absolute values of interactions are set as the same, \( |J_{ab}| = |J_c| \), where \( J \) is the energy unit. The A-, C-, and G-type antiferromagnetic structures are bipartite magnetic structures. The blue and red arrows in Fig. 2 indicate the spins on respective sublattices. At \( H = 0 \), the thermodynamic properties of these models, which have any one of the antiferromagnetic ground states, are the same as the ferromagnetic Ising model when the gauge transformation \( (s_i^1 \rightarrow -s_i^2) \) for any \( i \) in one of sublattices is applied. Thus, a second-order phase transition occurs at the critical temperature \( T_c/J = 1.127 \cdots \) for all cases where \( H = 0 \). Here, the Boltzmann constant \( k_B \) is set to unity. For the ferromagnet, \( T_c/J \) is the Curie temperature, and \( T_c/J \) is the Néel temperature for the antiferromagnets.

III. MONTE CARLO SIMULATION RESULTS

In this section, we consider the MCE behavior in the Ising model. We obtain the dependence of the magnetic entropy, the magnetic specific heat, and the magnetization on \( T \) and \( H \) by using the Wang-Landau method. The Wang-Landau method is a Monte Carlo method and performs a random walk in energy space. It can directly calculate the absolute density of states \( g(E, H) \), where \( E \) is the energy of the state. The absolute density of states is normalized as \( \sum_E g(E, H) = 2^N \) which corresponds to the total number of states. In other words, the magnetic entropy per spin is \( \ln 2 = 0.693 \cdots \) for the limit of \( T \rightarrow \infty \). The partition function \( Z(T, H) \), the Helmholtz free energy \( F(T, H) \), and the internal energy \( U(T, H) \) at a given \( T \) and \( H \) can be calculated with the obtained

\[
Z(T, H) = \sum_E g(E, H)e^{-\beta E},
\]

\[
F(T, H) = -T \ln Z(T, H),
\]

\[
U(T, H) = \frac{1}{Z(T, H)} \sum_E E g(E, H)e^{-\beta E},
\]

where \( \beta = 1/T \). Using these quantities, \( S_M(T, H) \) and the magnetic specific heat per spin \( C_M(T, H) \) are obtained by

\[
S_M(T, H) = \frac{1}{N} \sum_E \frac{U(T,H) - F(T,H)}{T},
\]

\[
C_M(T, H) = \frac{1}{N} \frac{\partial U(T,H)}{\partial T}.
\]

We can directly calculate the magnetic entropy without integrating the magnetic specific heat or the magnetization, which is an advantage of the Wang-Landau method. Furthermore, the magnetization per spin \( m(T, H) \) is calculated by

\[
m(T, H) = \frac{1}{Z(T, H)} \sum_E \langle \hat{m}(E, H) \rangle g(E, H)e^{-\beta E},
\]

where \( \langle \hat{m}(E, H) \rangle \) is a microcanonical ensemble average of the magnetization per spin, which can be calculated simultaneously with \( g(E, H) \).

Using the Wang-Landau method, the temperature dependence of the magnetic entropy \( S_M(T, H) \) for \( L = 16 \) is obtained (Fig. 3). The magnetic entropies for \( L = 8, 12, \) and 16 collapse within the line width in Fig. 3 thus we use a lattice size of \( L = 16 \) throughout this paper. In the ferromagnet, the magnetic entropy decreases as the magnetic field increases for any temperature. The same behavior is observed in the paramagnetic phase above \( T_c \) in antiferromagnets. In contrast, the magnetic entropy behavior in antiferromagnets below the Néel temperature...
FIG. 3. (Color online) Temperature dependence of the magnetic entropy per spin $S_M(T, H)$ for $L = 16$ under various magnetic fields obtained by the Wang-Landau method. The insets show the temperature dependence of $H_{\text{max}}(T)$ at which the magnetic entropy reaches its maximum.

FIG. 4. (Color online) (a) Magnetic field dependence of $S_M(T, H)$ with $T/T_c = 0.5$ for $L = 16$ for the ferromagnet. (b) Magnetic field dependence of $S_M(T, H)$ with $T/T_c = 0.5$ for $L = 16$ for the G-type antiferromagnet. (c) Snapshots of the spins of the G-type antiferromagnet for $H/J = 0, 2.9,$ and 5.0 at $T/T_c = 0.5$. (d) Masked snapshots of the spins of the G-type antiferromagnet for $H/J = 0, 2.9,$ and 5.0 at $T/T_c = 0.5$. (c) and (d) were drawn by VESTA.

differs from the behavior in the ferromagnet. The magnetic entropy in antiferromagnets reaches a maximum value at finite $H$ below $T_c$, whereas in the ferromagnet, the maximum magnetic entropy at a given $T$ is achieved when $H = 0$. Let $H_{\text{max}}(T)$ be the magnetic field at which the magnetic entropy reaches its maximum value at $T$. The insets of Fig. 3 show the temperature dependence of $H_{\text{max}}(T)$ for antiferromagnets. As the temperature increases, $H_{\text{max}}(T)$ monotonically decreases. In addition, a large residual magnetic entropy of about $\ln 2/2$ is observed in the G-type antiferromagnet with $H/J = 3.0$. The large residual magnetic entropy indicates the existence of macroscopically degenerate ground states, as found in frustrated magnetic systems.

Next, we consider the microscopic origin of nonzero $H_{\text{max}}(T)$ in antiferromagnets compared with the ferromagnet. Figures 4 (a) and (b) show the magnetic field dependence of the magnetic entropy at $T/T_c = 0.5$ for the ferromagnet and the G-type antiferromagnet, respectively. In the ferromagnet, the magnetic entropy decreases as the magnetic field increases because the magnetic field reinforces the ferromagnetic order. In contrast, for the G-type antiferromagnet, the magnetic field dependence of the magnetic entropy has a peak at $H_{\text{max}}(T)(\neq 0)$. In antiferromagnets, the ordered magnetic structure is destroyed by the magnetic field. Thus, the magnetic entropy increases as the magnetic field increases below $H_{\text{max}}(T)$. When we apply a strong magnetic field greater than $H_{\text{max}}(T)$, the spin structure becomes a saturated ferromagnetic structure. Thus, the magnetic entropy decreases as the magnetic field increases above $H_{\text{max}}(T)$. Figure 4 (c) shows snapshots of the spin configuration of the G-type antiferromagnet at $T/T_c = 0.5$. Because the temperature is lower than the Néel temperature, the
antiferromagnetic ordered state appears at $H = 0$. To represent the antiferromagnetic ordered structure more clearly, masked snapshots of spin configuration are also shown (Fig. 4 (d)). In the masked snapshots, the local gauge transformation $s^z_i \rightarrow -s^z_i$ is applied to any spins in one of two sublattices in the G-type antiferromagnet. Thus, most spins in the masked snapshot at $H/J = 0$ are the same color, which indicates that the structure is almost completely antiferromagnetically ordered. The snapshot of spin configuration at $H/J = 2.9$ which is near $H_{\text{max}}(T) \approx 2.9J$ is shown in the middle panel of Fig. 4 (c). The spin structure is almost random, which can be also confirmed in the masked snapshot of the spin configuration (middle panel of Fig. 4 (d)). This is a magnetic field induced disordered state. Near the magnetic field value, the magnetic entropy should be large. The snapshot of the spin configuration at $H/J = 5.0$, which is larger than $H_{\text{max}}(T)$, is shown in the right panel of Fig. 4 (c). The spins are almost parallel to the magnetic field at $H/J = 5.0$. As the magnetic field increases from $H_{\text{max}}(T)$, the saturated ferromagnetic structure appears and the magnetic entropy decreases.
Here, we consider the relation between the behavior of the magnetic entropy and measurable physical quantities. Figures 5 (a) and (b) show the temperature dependence of the magnetic specific heat $C_M(T, H)$ and magnetization $m(T, H)$ under various magnetic fields, which are obtained by the Wang-Landau method using Eqs. (9) and (10). Let us discuss why nonzero $H_{\text{max}}(T)$ exists in antiferromagnets from the behaviors of $C_M(T, H)$ and $m(T, H)$. The magnetic entropy $S_M(T, H)$ is calculated from $C_M(T, H)$ and $m(T, H)$ as

$$S_M(T, H) = \int_0^T \frac{C_M(T', H)}{T'} dT' + S_M(0, H), \quad (11)$$

$$S_M(T, H) = \int_0^H \left( \frac{\partial m(T, H')}{\partial T} \right)_{H'} dH' + S_M(T, 0). \quad (12)$$

First, we focus on the magnetic specific heat below $T_c$ (Fig. 5 (a)). The second term in Eq. (11) is the residual magnetic entropy and should always be zero in the ferromagnet. Since the integrand in the first term in Eq. (11) satisfies the inequality $C_M(T, H_1)/T > C_M(T, H_2)/T$ for any $T$ below $T_c$, $H_1$, and $H_2$ with $H_1 < H_2$, it follows that $S_M(T, H_1) > S_M(T, H_2)$; that is, $H_{\text{max}}(T)$ is always zero below the Curie temperature. As shown in Fig. 6, $H_{\text{max}}(T = 0)/J = 1, 2, 3$ for the $\alpha$, $\beta$, and $\gamma$-type antiferromagnets, respectively, and $H_{\text{max}}(T)$ monotonically decreases as the temperature increases. Here we consider a magnetic field lower than $H_{\text{max}}(T = 0)$. In this region, because the residual magnetic entropy is zero as it is for the ferromagnet, it is sufficient to compare the integrand in the first term in Eq. (11). Figure 5 (a) shows that there is a region in which the inequality $C_M(T, H_1)/T < C_M(T, H_2)/T$ is satisfied for $H_1 < H_2$ below $T_c$. In this region, the magnetic entropy increases with the magnetic field. Thus, in antiferromagnets, $H_{\text{max}}(T)$ is a finite value below the transition temperature. Next we consider the relation between the magnetic entropy and the magnetization (Fig. 5 (b)). In the ferromagnet, the magnetization decreases as the temperature increases. Since the inequality $S_M(T, H_1) > S_M(T, H_2)$ is satisfied for any values of $T$, $H_1$, and $H_2$ with $H_1 < H_2$, the value of $H_{\text{max}}(T)$ should be zero for all temperatures from Eq. (12). In contrast, in antiferromagnets below $T_c$, because $\left( \frac{\partial m(T, H')}{\partial T} \right)_{H'}$ can be positive in the small $H$ region (Fig. 5 (b)), Eq. (12) shows that the magnetic entropy can increase with the magnetic field. Thus, $H_{\text{max}}(T)$ is a finite value below $T_c$. The peak position in the temperature dependence of the magnetization under $H$ (Fig. 5 (b)) corresponds to the temperature, such that $H = H_{\text{max}}(T)$. In other words, the sign of $\left( \frac{\partial m(T, H')}{\partial T} \right)_{H'}$ changes at temperature $T$, such that $H' = H_{\text{max}}(T)$.

Finally, we show the magnetic field dependence of the magnetization in Fig. 5 (c). The transition between the antiferromagnetic ordered state, where $m(T, H) = 0$, and the saturated ferromagnetic state, where $m(T, H) = 0.5$, is observed in antiferromagnets below $T_c$. The magnetic susceptibility, defined as $\chi_M(T, H) = \left( \frac{\partial m(T, H)}{\partial H} \right)_T$, is shown in Fig. 6 (d), in which the peak positions correspond to $H_{\text{max}}(T)$ (inset of Fig. 5 (d)). Note that the magnetic susceptibility peak positions are the metamagnetic transition points.

IV. MAGNETIC REFRIGERATION EFFICIENCY

In this section, we consider the magnetic refrigeration efficiency of the ferromagnet and the $\alpha$, $\beta$, and $\gamma$-type antiferromagnets for the isothermal demagnetization process and the adiabatic magnetization process. We compare the magnetic refrigeration efficiency of the proposed protocol reported in Ref. 80 with that of the conventional protocol.

In the isothermal demagnetization process under the conventional protocol, the magnetic field is changed from finite $H$ to zero (left panel of Fig. 6). This protocol is efficient when $S_M(T, H)$ decreases as $H$ increases at a given temperature, which is realized in ferromagnets and paramagnets. The conventional protocol has been used in most previous studies. In contrast, Ref. 80 proposed the protocol that $\Delta S_M$ given by Eq. (11) is the maximum value. Thus, the maximum amount of heat can be absorbed using the proposed protocol shown in the right panel of Fig. 6. The magnetic field is changed from $H$ to $H_{\text{max}}(T)$ (purple dotted curve). $H_{\text{max}}(T)$ is a finite value below $T_c$, whereas $H_{\text{max}}(T) = 0$ above $T_c$ in antiferromagnets (insets of Fig. 5). The proposed protocol is more efficient than the conventional protocol when the $H$-dependence of $S_M(T, H)$ has a peak at finite $H$, as in antiferromagnets (Fig. 3 (b)). Note that because $H_{\text{max}}(T) = 0$ for all temperatures in the ferromagnet, the proposed protocol includes the conventional protocol for ferromagnets and paramagnets.
FIG. 7. (Color online) (a) Isothermal magnetic entropy change as a function of temperature under the conventional protocol \((H \rightarrow 0)\) for \(L = 16\). (b) Isothermal magnetic entropy change as a function of temperature under the proposed protocol \((H \rightarrow H_{\text{max}}(T))\) for \(L = 16\).

In Ref. 80, the magnetic refrigeration efficiency is only considered with respect to the amount of heat absorption during the isothermal demagnetization process. In this work, we examine the magnetic refrigeration efficiency in the isothermal demagnetization and adiabatic magnetization processes. We show that the protocol proposed in Ref. 80 is useful for obtaining high magnetic refrigeration efficiencies in the two typical processes.

A. Isothermal demagnetization process

In this subsection, we focus on the isothermal demagnetization process (Fig. 7(a)). Figures 7(a) and (b) are the temperature dependences of \(\Delta S_M(T, H \rightarrow 0)\) under the conventional protocol and \(\Delta S_M(T, H \rightarrow H_{\text{max}}(T))\) under the proposed protocol, respectively. Here, \(H\) is the magnetic field at the start point in both protocols. In the ferromagnet, because \(H_{\text{max}}(T)\) is always zero, both processes are the same. Thus, \(\Delta S_M(T, H \rightarrow 0)\) is always positive and the magnetic entropy increases. In contrast, \(\Delta S_M(T, H \rightarrow 0)\) can be negative in antiferromagnets below \(T_c\). In this case, the magnetic entropy decreases under the conventional protocol, which is called the inverse MCE\(^{104-108}\) (Fig. 7(a)). The inverse MCE does not appear in the proposed protocol as \(\Delta S_M(T, H \rightarrow H_{\text{max}}(T))\) is always positive (Fig. 7(b)) through the definition of \(H_{\text{max}}(T)\). In addition, \(\Delta S_M(T, H \rightarrow H_{\text{max}}(T)) \geq \Delta S_M(T, H \rightarrow 0)\) is always satisfied and achieves the maximum value. Thus, the proposed protocol is useful for obtaining a large isothermal magnetic entropy change in antiferromagnets.

Next, we consider the performance of the magnetic refrigeration in the proposed protocol from a different perspective. Let us consider a refrigerator that transfers heat from a low-temperature reservoir to a high-temperature reservoir when the magnetic field is changed from \(H_2\) to \(H_1\). The amount of transferred heat, called the cooling capacity \(q\), is given by

\[
q = \int_{T_1}^{T_h} \Delta S_M(T, H_2 \rightarrow H_1) dT,
\]

where \(T_1\) and \(T_h\) are the temperatures of the low- and high-temperature reservoirs, respectively. In ferromagnets, RCP approximately characterizes the cooling capacity when \(T_1\) and \(T_h\) are set to temperatures such that \(\Delta S_M(T_1, H_2 \rightarrow H_1) = \Delta S_M(T_h, H_2 \rightarrow H_1) = \frac{1}{4} \Delta S_{M,\text{max}}\), as shown in Fig. 1(a). In fact, the RCP value is nearly \(4/3\) times the cooling capacity in ferromagnets\(^{54}\). However, the RCP is less suitable for measuring the performance of the magnetic refrigeration under the proposed protocol. In antiferromagnets, the temperature dependence of \(\Delta S_M\) under the proposed protocol has, in some cases, more than two temperatures at which \(\Delta S_M = \frac{1}{4} \Delta S_{M,\text{max}}\) (Fig. 3). This situation differs qualitatively from \(\Delta S_M\) in ferromagnets or paramagnets.
The TCP characterizes the whole potential of the cooling power of the target material. It is a natural quantity, because the TCP value is almost 3/2 times the RCP value in the ferromagnet. A more detailed explanation of the TCP and the calculation method is given in Appendix A.

We consider the TCP of the conventional protocol (H → 0) and that of the proposed protocol (H → H_{max}(T)). Figure 9 (a) shows the TCP as a function of H which is the magnetic field at the start point of the given protocols. In the ferromagnet, the TCPs of both protocols are the same because both protocols are equivalent. However, for the antiferromagnets, the TCP of the proposed protocol is greater than that of the conventional protocol for any H.

Figure 9 (b) shows the relation between the maximum magnetic entropy change ΔS_{M max} and the temperature T_{max}, at which ΔS_{M} = ΔS_{M max} (Fig. 9 (b) and Fig. 8) for various H. Using the conventional protocol, ΔS_M_{max} monotonically increases with H regardless of the magnetic ordered structure. Furthermore, T_{max} is always larger than T_c, and T_{max} monotonically increases in the ferromagnet. In antiferromagnets, T_{max} decreases as H increases in the small H region. However, because T_{max} should be infinite within the limits of H → ∞, T_{max} should increase with H in the large H region. This is not observed using the mean-field analysis, which is discussed in Appendix B. In contrast, complicated relation between ΔS_{M max} and T_{max} are observed in antiferromagnets using the proposed protocol. In fact, there is the case that T_{max} is smaller than T_c. We confirm that ΔS_{M max} obtained in the proposed protocol is the same or larger than that in the conventional protocol at a given value of H. In antiferromagnets, H_{max}(T) ≠ 0 for T < T_c and H_{max}(T) = 0 for T > T_c (insets of Fig. 9). Thus, when T_{max} > T_c, ΔS_{M max} obtained from the conventional protocol and the proposed protocol are the same.

B. Adiabatic magnetization process

In this subsection, we focus on the adiabatic magnetization process. Let us consider the case that magnetic field is changed from zero to H in the conventional protocol, and from H_{max}(T) to H in the proposed protocol (Fig. 10 (a)). Thus, the direction of the arrows in Fig. 10 should be reversed. Figure 10 (a) is the temperature at the start point dependence of the adiabatic temperature change ΔT_{ad}(T, 0 → H) in the conventional protocol. ΔT_{ad}(T, 0 → H) is always positive in the ferromagnet; thus, the temperature of the ferromagnet increases. However, in antiferromagnets, ΔT_{ad}(T, 0 → H) can be negative below T_{c}. That is, H is finite, such that ΔT_{ad}(T, 0 → H) < 0 for any T(< T_c). In this case, the temperature of antiferromagnets decreases. For the G-type antiferromagnet with H/J = 3.0, ΔT_{ad}(T, 0 → H) cannot be well defined below about T/T_c = 0.9, because there is no temperature end point in the adiabatic magnetization process. The behavior is caused by a large residual magnetic entropy at H/J = 3.0. The C-type antiferromagnet with H/J = 2.0 also shows similar behavior in our calculation. Next, we consider the adiabatic temperature change ΔT_{ad}(T, H_{max}(T) → H) under the proposed protocol (Fig. 10 (b)). In the proposed protocol, ΔT_{ad}(T, H_{max}(T) → H) is always positive and reaches the maximum value at a given T by the definition of H_{max}(T). Antiferromagnets exhibit a larger adiabatic temperature change in the proposed protocol than in the conventional protocol. Thus, the proposed protocol is useful for obtaining a large adiabatic temperature change in antiferromagnets.

V. CONCLUSION

We have studied the magnetic refrigeration efficiency in the Ising models of a ferromagnet and A-, C-, and G-type antiferromagnets, which have typical magnetic ordered structures. The temperature and magnetic field dependences of the magnetic entropy in the Ising models were calculated by the Wang-Landau method, which is a Monte Carlo method. The obtained magnetic entropy indicates that the protocol proposed in Ref. 80 achieves the maximum magnetic entropy change in the isothermal demagnetization process and the maximum adiabatic temperature change in the adiabatic magnetization process. In the proposed protocol, H_{max}(T) plays an important role, where H_{max}(T) is the magnetic field at which the magnetic entropy is the maximum value at a given tem-
FIG. 9. (Color online) (a) Magnetic field at the start point $H$ dependence of TCP under the conventional protocol (black points) and under the proposed protocol (blue points) for $L = 16$. (b) Relation between the maximum magnetic entropy change $\Delta S_{M_{\text{max}}}$ and the temperature $T_{\text{max}}$ at which $\Delta S_{M} = \Delta S_{M_{\text{max}}}$ under the conventional protocol (black points) and under the proposed protocol (blue points) for a lattice size of $L = 16$. The lines between points are guide to the eye.

FIG. 10. (Color online) (a) Adiabatic temperature change as a function of temperature at the start point under the conventional protocol (0 → $H$) for $L = 16$. (b) Adiabatic temperature change as a function of temperature at the start point under the proposed protocol ($H_{\text{max}}(T) \rightarrow H$) for $L = 16$. 
temperature $T$. $H_{\text{max}}(T)$ is used as the start or end points in the isothermal demagnetization and adiabatic magnetization processes. The physical meaning of $H_{\text{max}}(T)$ was discussed in terms of measurable physical quantities, such as the magnetic specific heat and the magnetization. The magnetization process suggests that $H_{\text{max}}(T)$ corresponds to the metamagnetic transition point.

In addition, to estimate the full potential of the cooling power under the proposed protocol, we introduced the new quantity, called total cooling power (TCP). TCP under the proposed protocol is the same as or larger than that under the conventional protocol in the considered models. This suggests that the proposed protocol is useful for obtaining the maximum amount of heat transfer.

Finally, we emphasize that the proposed protocol can produce the maximum magnetic refrigeration efficiency in the models we considered and also in other magnetic systems, such as nonferromagnets with an inhomogeneous magnetic ordered structure. Thus, we believe that this study becomes a fundamental research in the field of magnetic refrigeration.
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Appendix A: Cooling power in the ferromagnet

In this appendix, we consider the relation among the relative cooling power (RCP), the cooling capacity $q$, and the total cooling power (TCP) in the ferromagnet. The definitions of these quantities are given by Eqs. (3), (13), and (14). The $H$-dependence of these quantities obtained by the Wang-Landau method is shown in Fig. 11 and these quantities almost linearly increases with $H$. The integration range in the definition of TCP given by Eq. (14) is from 0 to $\infty$. Practically, it is convenient to divide the integration range into two parts. We numerically integrate the magnetic entropy change $\Delta S_M$ obtained by the Wang-Landau method from $T = 0$ to $20 T_c$ and derive $\Delta S_M$ by the single-site approximation from $T = 20 T_c$ to $\infty$. At $T \gg T_c$, the single-site approximation is valid because the correlation effect can be ignored. The Hamiltonian of the single-site approximation is defined as

$$H_{\text{single}} = -H s^z, \quad s^z = \pm \frac{1}{2}. \quad (A1)$$

The partition function is given by $Z_{\text{single}} = \text{Tr} \exp(-\beta H_{\text{single}})$, and the Helmholtz free energy is calculated by $F_{\text{single}} = -T \ln Z_{\text{single}}$. Here, Tr is the summation over all possible states. From $F_{\text{single}}$, we can obtain the magnetic entropy

$$S_M(T, H) = -\frac{\partial F_{\text{single}}}{\partial T} \quad (A2)$$

$$= \ln 2 + \ln \cosh \left(\frac{\beta H}{2}\right) - \frac{\beta H}{2} \tanh \left(\frac{\beta H}{2}\right). \quad (A3)$$

Then, the magnetic entropy change under the single-site approximation is given as

$$\Delta S_M(T, H \to 0) = S_M(T, 0) - S_M(T, H) \quad (A4)$$

$$= -\ln \cosh \left(\frac{\beta H}{2}\right) + \frac{\beta H}{2} \tanh \left(\frac{\beta H}{2}\right), \quad (A5)$$

and the contribution in the high temperature region ($T \gg T_c$) is calculated by

$$\int_T^{\infty} \Delta S_M(T, H \to 0) \Theta(\Delta S_M(T, H \to 0))dT = T \ln \cosh \left(\frac{\beta H}{2}\right). \quad (A6)$$

Note that $\Delta S_M > 0$ is always satisfied in the high temperature region ($T \gg T_c$).

Figure 11 shows that the TCP value is nearly 3/2 times the RCP value. Furthermore, because the relation RCP $\simeq 4q/3$ is satisfied, as explained in Sec. IV A, we obtain the relation TCP $\simeq 2q$. Thus, TCP is a natural quantity for estimating the potential of magnetic refrigeration efficiency.
The magnetic entropy per spin is calculated by
\[
S_M(T, H) = -\frac{1}{N} \frac{\partial}{\partial T} \left[ F_{MF} + \langle H - H_{MF} \rangle_{MF} \right] 
\]
\[
= \frac{1}{2} \left[ \log \left( 2 \cosh 1/2 \beta \eta_A \right) + \log \left( 2 \cosh 1/2 \beta \eta_B \right) \right] 
- \frac{1}{27} (\eta_A m_A + \eta_B m_B). 
\]

Figure 12 shows the temperature dependence of the magnetic entropy for various magnetic fields using Eq. (B6). This is similar to the magnetic entropy behavior obtained by the Wang-Landau method (Fig. 3), except that \( S_M(T, H = 0) = \ln 2 \) is above the transition temperature \( T_c \). In this naive mean-field analysis, the specific heat at \( H = 0 \) is zero above the transition temperature because the removal of the thermal fluctuation effect is excessive. Therefore, \( T_c \) calculated by the mean-field approximation is greater than the true transition temperature. The transition temperature of the mean-field model is \( T_c/J = 1.5 \), whereas the true transition temperature is \( T_c/J = 1.127 \cdots \), as explained in Sec. II. The insets of Fig. 12 show \( H_{max}(T) \) obtained by the mean-field analysis. \( H_{max}(T) \) shows nonmonotonic behavior as the temperature varies in the low temperature region, whereas the Wang-Landau method shows that \( H_{max}(T) \) monotonically decreases as \( T \) increases (insets of Fig. 3). Similar behavior is observed at the phase boundary of the antiferromagnetic Ising model. The phase boundary in the low temperature region using the naive mean-field analysis qualitatively differs from that obtained by the Monte Carlo method.119,120 However, as the precision of approximation increases, (i.e., higher order fluctuation is included), the approximated phase boundary approaches the true phase boundary.113-115 Therefore, the nonmonotonicity of \( H_{max}(T) \) is an artifact that arises from the naive mean-field analysis. Using the data shown in Fig. 12, \( \Delta S_M \) in the isothermal demagnetization process and \( \Delta T_{ad} \) in the adiabatic magnetization process for the conventional and proposed protocols can be obtained (Supplemental Material).117
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