Compensating for non-linear distortions in controlled quantum systems
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Predictive design and optimization methods for controlled quantum systems depend on the accuracy of the system model. Any distortion of the input fields in an experimental platform alters the model accuracy and eventually disturbs the predicted dynamics. These distortions can be non-linear with a strong frequency dependence so that the field interacting with the microscopic quantum system has limited resemblance to the input signal. We present an effective method for estimating these distortions which is suitable for non-linear transfer functions of arbitrary lengths and magnitudes provided the available training data has enough spectral components. Using a quadratic estimation, we have successfully tested our approach for a numerical example of a single Rydberg atom system. The transfer function estimated from the presented method is incorporated into an open-loop control optimization algorithm allowing for high-fidelity operations in quantum experiments.

I. INTRODUCTION

Over the last few decades, various quantum systems, including superconducting circuits, neutral atoms, trapped ions, and spins [1,8], have shown exciting progress in controlling quantum effects for applications in quantum sensors [4], simulators [5], and computers [6]. In these setups, quantum operations are implemented using external fields or pulses which are generated and influenced by several electronic and optical devices. For high-fidelity and up-time applications, this requires high performance of, e.g., population transfers and quantum gates, while suppressing interactions with the environment as well as decoherence. By shaping temporal and spatial profiles of external fields and pulses, the time-dependent system Hamiltonian steers the quantum dynamics towards the targeted outcome.

Experimental distortions of the applied pulses may reduce the effectiveness and robustness of the desired quantum operation [7,8]. Methods have been developed to characterize distortions based on the impulse response or transfer function of the experimental system [7,15]. These approaches for estimating field distortions work well for distortions with a linear transfer function. This work, however, addresses the more general case with substantial non-linear distortions originating from the experimental hardware.

The description of the distortions can be challenging without knowing the exact characteristics of the experimental hardware. Also, approximating a significant non-linearity using a linear model will result in model coefficients and control pulses that are not robust against experimental distortions and suffer from a loss in fidelity. To account for this problem, we introduce a mathematical model and an estimation method which rely on limited experimental data and can characterize the system behavior up to a non-linearity of finite order. To streamline our presentation, we focus on quadratic non-linearities, but more general non-linearities can be treated similarly. We illustrate our estimation approach with numerical data for a single Rydberg atom excitation experiment in the presence of significant non-linearities and we highlight how our approach can calibrate for and suppress large distortions. We describe an effective approach for estimating the coefficients of this non-linear model and correct the pulses accordingly. We emphasize that our approach is independent of a specific experimental setup and can therefore be applied to various (spatially or temporally) field-tunable phenomena on different quantum platforms.

Our estimation method for distortions is particularly effective in combination with methods from quantum optimal control [16–20] and it yields optimized pulses for highly efficient gates while accounting for estimated distortions. To this end, we provide an analytical expression for estimating the Jacobian of the transfer function for quadratic distortions, which can be further generalized to higher orders. We also validate this combined approach with our Rydberg atom excitation example. In the context of quantum control, any inaccuracy in the system Hamiltonian can severely affect the performance of pulses produced by optimal control. Given a reasonably accurate model, control fields might also suffer from discretization effects, electronic distortions, and bandwidth limitations (mostly assumed to be linear). Accounting for these distortions by including the linear transfer function within the dynamics, as well as its combined gradient, has been incorporated in related optimization work [7,15,21,23]. Another strategy for minimizing non-linear pulse distortions is to avoid high frequencies altogether in control pulses [24,25].

Starting from initial applications [26,27], optimal control methods have been extensively used in quantum computing, quantum simulation, and quantum information processing [17,29,28,31]. Analytic results applica-
II. TIME-DEPENDENT CONTROL PROBLEMS

We aim to efficiently transferring the population from an initial quantum state to a final target state. The evolving state of a quantum system is described by its density operator \( \rho(t) \) and the corresponding equation of motion is written for coherent dynamics as

\[
\dot{\rho} = -i[H(t), \rho] + \mathcal{L}(\rho).
\]  

(1)

The form of the Lindblad term \( \mathcal{L}(\rho) \) is discussed in Sec. [V] while the Hamiltonian can be expressed as

\[
H(t) = H_d + \sum_i u_i(t) H_i.
\]  

(2)

The free-evolution or drift component is given by \( H_d \), while \( H_i \) denotes the control Hamiltonians which are multiplied with time-dependent control pulses \( u_i(t) \). More precisely, our goal is to transfer a quantum system from a given initial pure state with density operator \( \rho_i \) to a target pure-state density operator \( \rho_f \) in time \( T \) by varying the control pulses \( u_i(t) \) while minimizing the cost function

\[
C = 1 - |\langle \rho_i | \rho(T) \rangle|^2 = 1 - |\text{Tr}[\rho | \rho(T) \rangle]|^2,
\]  

(3)

where \( \text{Tr}(M) \) denotes the trace of a matrix \( M \). This cost function measures the difference between the target-state density operator \( \rho_f \) and the final-state density operator \( \rho(T) \). In this work, we employ gradient-based optimization methods, which are described and discussed in Section [VI] and Appendix [A]

The experimental realization of control pulses \( u_i(t) \) relies on several devices, which might introduce systematic distortions and reduce the overall control efficiency. It is our objective to determine these systematic distortions in order to adapt the control pulses during the optimization and counteract any adverse effects. For a linear distortion, we can calculate its transfer function

\[
T(\omega) = \frac{Y(\omega)}{X(\omega)}
\]  

(4)

in the Fourier domain as the ratio of the Fourier transform of the input and output pulses \( x(t) \) and \( y(t) \), i.e. before and after the distortion has taken place. Alternatively, we can calculate the impulse response \( \mathcal{I}(t) \) of the system which relates the input and output pulse in the time domain using the convolution

\[
y(t) = (x \ast \mathcal{I})(t) = \int_{-\infty}^{\infty} x(\tau) \mathcal{I}(t-\tau)d\tau.
\]  

(5)

Figure 1 highlights that a linear model might not be sufficient for estimating experimental distortions as it can-
III. NON-LINEAR ESTIMATION METHOD

We provide now a general approach for estimating non-linear distortions in a controlled quantum system and explain how this estimation approach can be incorporated into the synthesis of robust optimal control pulses.

A. Truncated Volterra series method

We characterize non-linear distortions using the truncated Volterra series method [68]. The Volterra series is a mathematical description of non-linear behaviors for a wide range of systems [69]. In analogy to Eq. (5), we can write the general form of the Volterra series as

$$y(t) = h^{(0)} + \sum_{n=1}^{P} \int_{-\infty}^{0} h^{(n)}(\tau_1, \ldots, \tau_n) \prod_{j=1}^{n} x(t-\tau_j) d\tau_j$$

where $x(t)$ is assumed to be zero for $t < 0$ as we consider general, non-periodic signals. The output function $y(t)$ can be expressed as a sum of the higher-order functionals of the input function $x(t)$ weighted by the corresponding Volterra kernels $h^{(n)}$. These kernels can be regarded as higher-order impulse responses of the system. The Volterra series in Eq. (6) is truncated to the order $P < \infty$ and it is called doubly finite if $a$ and $b$ are also finite. For a causal system, the output $y(t)$ can only depend on the input $x(t-\tau_j)$ for earlier times (i.e. $t \geq \tau_j$) which results in $a \geq 0$; recall that $x(t-\tau_j) = 0$ for $\tau_j > t$. The Volterra series can therefore also model memory effects (which are assumed to be of finite length) and it is not restricted to instantaneous effects.

The discretized form of the Volterra series truncated to second order (i.e. $P = 2$) is given by ([68, Eq. 2.25])

$$y_n = h^{(0)} + \sum_{j=0}^{R-1} h^{(1)}_{j} x_{n-j} + \sum_{k,l=0}^{R-1} h^{(2)}_{k,l} x_{n-k} x_{n-l},$$

(7)

The discrete output entries $y_n$ have $N$ time steps with $n \in \{0, \ldots, N-1\}$ which are obtained from $L$ discrete input entries $x_q$ where $x_q = 0$ for $q < 0$. Note that $N = L + R - 1 \geq L$, where $R \geq 1$ denotes the assumed memory length of the distortion. The memory length $R$ quantifies how the response at the current time step depends on the input of previous time steps, i.e., $R$ bounds the number of previous time steps that can affect the current one. Volterra kernel coefficients of the zeroth, first, and second order are represented by $h^{(0)}$, $h^{(1)}_k$, and $h^{(2)}_{k,l}$. The matrix given by $h^{(2)}_{k,l}$ is symmetric.

We are characterizing the transfer function by estimating the kernel coefficients in Eq. (7). The number $M$ of the to-be-estimated coefficients scales quadratically with the memory length $R$ (in general, the number of coefficients scales with $R^P$). Although the Volterra estimation can be extended to any higher order $P > 2$, we will focus in this work on the quadratic case.

For the estimation process, we assume that we are provided with a training data set consisting of input-output pulse pairs $(x(t), y(t))$ from an experimental device (or a sequence of devices) which causes the distortion. Next, we discuss how given the training data, we can estimate the kernel coefficients in Eq. (7) by minimizing some error measures (such as the mean square error) between the modeled output and the measured output.

B. Truncated Volterra series via least squares

We can choose from different methods to estimate the Volterra series. The most widely used ones are the cross-correlation method of Lee and Schetzen [70] and the exact orthogonal method of Korenberg [71]. We choose the latter due to its simplicity and as it does not require an infinite-length input. We can write Eq. (7) as

$$y_n = \sum_{m=0}^{M-1} u_{nm} k_m$$

(8)

or equivalently as the matrix equation $Y = UK$ or

$$\begin{bmatrix} y_0 \\ y_1 \\ \vdots \\ y_{N-1} \end{bmatrix} = \begin{bmatrix} u_{00} & u_{01} & \cdots & u_{0,M-1} \\ u_{10} & u_{11} & \cdots & u_{1,M-1} \\ \vdots & \vdots & \ddots & \vdots \\ u_{N-1,0} & u_{N-1,1} & \cdots & u_{N-1,M-1} \end{bmatrix} \begin{bmatrix} k_0 \\ k_1 \\ \vdots \\ k_{M-1} \end{bmatrix},$$

(9)

where $K$ is defined in Eq. (11) below. We follow the convention that the entries of a given matrix (or vector) $D$ are represented by $d_{ij}$ (or $d_i$). Here, $n \in \{0, \ldots, N-1\}$ and $m \in \{0, \ldots, M-1\}$ where

$$M = 1 + R + R(R+1)/2$$

(10)

denotes the number of coefficients that need to be estimated to describe the quadratic Volterra series. In particular, $u_{nm}$ are obtained from the input pulses via (recall again $x_q = 0$ for $q < 0$)

$$u_{nm} = \begin{cases} 1 & \text{for } m = 0, \\ x_{n-m+1} & \text{for } m \in \{1, \ldots, R\}, \\ x_{n-a} x_{n-b} & \text{for } m \in \{R+1, \ldots, M-1\}, \end{cases}$$

where

$$x_{n-a} = 0 \text{ for } n < a, \quad x_{n-b} = 0 \text{ for } n < b.$$
where \((a, b)\) with \(0 \leq a \leq b \leq R-1\) is the \((m-R-1)\)th element in the lexicographically ordered sequence from (0,0) to \((R-1, R-1)\). As the quadratic distortion coefficients \(h_{kl}^{(2)}\) are symmetric, only the upper (or lower) triangular entries need to be considered. The column vector

\[
K = [h^{(0)}, h^{(1)}_0, \ldots, h^{(1)}_{R-1}, h^{(2)}_{00}, \ldots, h^{(2)}_{R-1, R-1}]^T
\]

consists of all the Volterra kernels, where \(k_m = h^{(2)}_{ab}\) for \(R+1 \leq m \leq M-1\) and \((a, b)\) is chosen as above.

The example of \(R = 2, L = 3, N = L + R - 1 = 4,\) and \(M = 6\) results in (with \(x_q = 0\) for \(q < 0\))

\[
\begin{bmatrix}
y_0 \\
y_1 \\
y_2 \\
y_3
\end{bmatrix} =
\begin{bmatrix}
1 & x_0 & x_0x_0 & x_0x_0 \cdots x_1x_{1-1} \\
1 & x_1 & x_1x_1 & x_1x_0 \cdots x_2x_{2-1} \\
1 & x_2 & x_2x_2 & x_2x_1 \cdots x_3x_{3-1} \\
1 & x_3 & x_3x_3 & x_3x_2 \cdots x_4x_{4-1}
\end{bmatrix}
\begin{bmatrix}
h^{(0)}_0 \\
h^{(1)}_0 \\
h^{(1)}_1 \\
h^{(2)}_0 \\
h^{(2)}_1 \\
h^{(2)}_2
\end{bmatrix}.
\]

For the estimation of the distortions, we need to determine the values of \(K\) by solving the matrix equation \([\text{9}]\) with the method of least squares. We assume now that the output data vector \(Y\) has been measured in an experimental setup. We can also concatenate multiple output pulses into a single vector to form \(Y\), which allows us to perform the estimation using multiple short pulses with different characteristics as compared to a single long pulse. This provides the freedom of choosing the format for our training data while observing experimental constraints. In addition to taking a single long pulse or a set of short pulses, we can also repeatedly use the same set of pulses to reduce the measurement error.

As the matrix \(U\) contains higher-order terms of the input \(x_n\), different columns of \(U\) are highly correlated with each other. This leads to the problem of solving a linear regression model with a correlated basis set, i.e., the input variables are dependent on each other. The precision of the estimation is adversely affected and less robust when naively applying the method of least squares to solve the matrix equation \([\text{9}]\). We resolve this problem by first orthogonalizing the columns of the matrix \(U\). The orthogonalization transforms the input variables (stacked in columns of \(U\)) such that they are independent of each other. After orthogonalizing \(U\) to \(V\), Eq. \([\text{9}]\) is transformed to

\[
Y = VW.
\]

Now we can solve the modified matrix equation \([\text{13}]\) using the method of least squares to robustly obtain the values of the vector \(W\). Finally, if the Gram-Schmidt method is used for orthogonalization, then one can convert \(W\) to \(K\) by recursive methods (as explained in \([\text{71}]\)) to extract the Volterra kernels \(h^{(0)}, h^{(1)}_j,\) and \(h^{(2)}_{kl}\). In this work, we use the QR factorization method which directly provides the values for \(K\) \([\text{72}][\text{73}]\).

C. Gradient of the input response function

Assuming that we have successfully estimated the transfer function, we want to include this information in our gradient-based optimization. This would allow us to also go beyond the piecewise-constant control basis of GRAPE by including arbitrarily deformed controls, generalizing further along the lines of Ref. \([\text{2}]\). We provide now an analytic expression for the corresponding gradient (i.e., Jacobian) to build upon the earlier work discussed in Appendix \([\text{A}]\).

We apply the commutativity of the convolution (i.e. \(f \ast g = g \ast f\)), e.g., by changing the integration variable from \(\tau\) to \(z = t - \tau\) in Eq. \([\text{5}]\). Using a slight generalization, Eq. \([\text{7}]\) can be rewritten as

\[
y_n = h^{(0)} + \sum_{j=0}^{L-1} h^{(1)}_{n-j} x_j + \sum_{k,\ell=0}^{L-1} h^{(2)}_{n-k,n-\ell} x_k x_\ell, \tag{14}
\]

where the upper summation bound \(L-1\) differs from \(R-1\) in Eq. \([\text{7}]\), i.e. integrating over the length of the input instead of the length of the kernel. From Eq. \([\text{14}]\), we specify for each time step (indexed by \(n\)) a scalar \(K^{(0)} = h^{(0)}\), a column vector \(K^{(1)}_n\) with entries \([K^{(1)}_n]_j = h^{(1)}_{n-j}\), and a matrix \(K^{(2)}\) with entries \([K^{(2)}]_{kl} = h^{(2)}_{n-k,n-\ell}\) for \(j, k, \ell \in \{0, \ldots, L-1\}\). With this notation, we can write Eq. \([\text{14}]\) as a matrix equation

\[
y_n = K^{(0)} + X^T K^{(1)}_n + X^T K^{(2)} X, \tag{15}
\]

where the column vector \(X = (x_0, \ldots, x_{L-1})^T\) has length \(L\). The corresponding partial derivatives are given by

\[
\frac{\partial y_n}{\partial X} = K^{(1)}_n + X^T [K^{(2)} + (K^{(2)})^T], \tag{16}
\]

which simplifies for a symmetric quadratic kernel to

\[
\frac{\partial y_n}{\partial X} = K^{(1)}_n + 2X^T K^{(2)} \tag{17}
\]

We can calculate \(\partial y_n / \partial X\) for all \(n\) and then determine the Jacobian. Eventually, the gradient of the cost function \([\text{3}]\) is obtained using the chain rule as, e.g., in \([\text{7}]\) and as discussed in Appendix \([\text{A}]\).

IV. NON-LINEAR DISTORTIONS DURING RYDBERG EXCITATIONS

We illustrate our scenario of non-linear distortions during controlled quantum dynamics with robust state-to-state transfers in a single Rydberg atom experiment. In

\[\text{Note that using Eq. \([\text{14}]\) for the estimation in Secs. \([\text{III A III B}]\) would require a number of coefficients given by } N \times M \text{ instead of only } M \text{ and is therefore not recommended.}\]
recent years, Rydberg atoms have proven to be a promising platform for quantum simulation \cite{74} and quantum computation \cite{75}. One of the most distinctive features of these atoms in quantum experiments is their strong and tunable dipole-dipole interactions \cite{76,77}. For larger Rydberg atom arrays as for quantum simulators, excitation protocols (and more general operations) from the ground state to the Rydberg state are crucial. We consider a gradient-based optimization of control pulses (without feedback) for tailored excitation pulses as outlined in Sec. II, (see also Sec. VI and Appendix A).

The Lindblad master equation for the time evolution of the system is given by Eq. (1). Following \cite{78}, the model Hamiltonian for a single Rydberg atom is equal to

\[
H(t) = \Omega_b(t) \frac{|g⟩⟨p| + |p⟩⟨g|}{2} + \Omega_r(t) \frac{|p⟩⟨r| + |r⟩⟨p|}{2} - \Delta |p⟩⟨p| - \delta |r⟩⟨r|. \tag{18}
\]

The Rabi frequency $\Omega_b(t)$ of the blue laser excites the atom from the ground state $|g⟩$ to the intermediate state $|p⟩$ and the Rabi frequency $\Omega_r(t)$ excites the atom from $|p⟩$ to the desired Rydberg state $|r⟩$ (see Fig. 2(b)). In terms of Eq. (2), $\Omega_b(t)$ and $\Omega_r(t)$ constitute time-dependent control pulses (such as given by STIRAP \cite{79}). Moreover, $\Delta$ and $\delta$ are the single-photon and the two-photon resonance detuning, which will be for simplicity assumed to be zero ($\Delta = 0$ MHz and $\delta = 0$ MHz). The Lindblad operator \cite{80} reads as \cite{78}

\[
\mathcal{L}(\rho) = \sum_{j \in \{d, g, g’\}} \left(V_j^* \rho V_j^\dagger - \frac{1}{2} \left(V_j^\dagger V_j \rho + \rho V_j^\dagger V_j \right) \right) \tag{19}
\]

where $V_g = \sqrt{\Gamma_g} |g⟩⟨p|$, $V_{g’} = \sqrt{\Gamma_{g’}} |g’⟩⟨p|$, and $V_d = \sqrt{\Gamma_d} |r⟩⟨r|$ are the Kraus operators. Here, $\Gamma_g = \Gamma/3$ and $\Gamma_{g’} = 2\Gamma/3$ denote the probability for spontaneous emission from $|p⟩$ to the ground state $|g⟩$ or to $|g’⟩$ which represents all other ground-state sublevels. Realistic experimental parameters $\Gamma = 2\pi \times 1.41$ MHz and $\Gamma_d = 2\pi \times 0.043$ MHz have been provided by the Browaeys group, where $\Gamma_d$ is the Doppler effect. In a real experiment, the gradients of the controls are restricted due to bandwidth limitations. In particular, the controls cannot have derivatives larger than a certain rise speed given by the experimental setup. In our simulations, we take realistic values for the rise times of $0.1\mu$s and $0.15\mu$s for the red and blue laser pulses respectively (which translate into rise speeds).

Let us now discuss how systematic distortions can be introduced in this experimental platform during the processing and forwarding of the control signals which finally act on the atom(s). The path of the control signals is sketched in Fig. 2(a). Starting from some computer program, the input pulse (modulated with a fixed carrier frequency) is passed through an arbitrary waveform generator (AWG) to produce the radio-frequency pulse. This pulse is then used as an input for an acousto-optic modulator (AOM) which modulates the intensity of a laser beam. The final laser pulse is then applied to the atom(s) to perform the excitation. The AOM can shape laser pulses using optical effects such as dispersion \cite{81,82}. In this experimental setup, one can measure the laser signal before it acts on the atom(s) using a photo diode. In summary, one can choose the input pulse and measure the output pulse; multiple measured input-output pulse pairs serve as training data, which is used to determine systematic distortions.

In our simulation, we excite the Rydberg atom using the system Hamiltonian from Eq. (15) by applying our optimized input control pulses. After that, we introduce quadratic distortions to the control pulses and repeat the simulation. The discrete linear and quadratic distortions are prepared from Gaussian distributions described by

\[
h_1(t) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left[-\frac{(t-\mu)^2}{2\sigma^2}\right], \tag{20}
\]

\[
h_2(t_1, t_2) = J \exp\left[-\frac{(t_1-\mu_1)^2 + (t_2-\mu_2)^2}{2\sigma_2^2}\right]. \tag{21}
\]

The memory length of the discretized dimensionless distortion is $R$. For the distortions A, B, and C, we have chosen $R = 50$, standard deviations $\sigma_1$ of 1, 6, and 11, and $\sigma_2$ of 4.25, 6.37, and 8.50. Similarly, for the distortions D, E, and F, we have varied $R$ between 20, 40, and 60 while fixing $\sigma_1 = 1$ and $\sigma_2 = 4.25$. The amplitude term $J$ has been kept constant at $5 \times 10^{-6}$ in all cases.
The example distortion C is shown in Figs. 4(a1) and 4(b1). Throughout this work, the zeroth order kernel is set to $h^0 = 0.1$.

We observe optimized controls with a simulated Rydberg excitation error in the range from 0.06 to 0.008 for different pulse lengths (see Fig. 3). As expected, longer total durations for the excitation lead to smaller simulated errors. But longer pulse durations might lead to further decoherence effects in the experimental implementation (particularly when combined with additional experimental steps). We, therefore, aim at reducing the length of the pulses (e.g. to a pulse duration around 0.3µs) with reduced excitation errors. In Fig. 3(a), we notice a uniform increase in the error magnitude when we increase the standard deviation of the Gaussian kernels of Eqs. (20)-(21) for the distortions A to C. The distortions result in larger excitation errors for shorter control durations. The case of 0.1µs is however an exception, where the distorted pulse incidentally has a lower excitation error when compared with the duration of 0.15µs. The standard deviation is kept constant in Fig. 3(b), but we increase the memory length for the distortions D to F which also results in a larger excitation error. Similar to Fig. 3(a), shorter pulses result in higher excitation errors in Fig. 3(b), where the excitation error for the distortion F for the durations 0.15µs and 0.2µs are coincidentally equal. The increased excitation errors suggest that optimized control pulses would be susceptible to distortions when applied in the Rydberg atom experiments (and particularly for short pulse lengths). In Sec. V, we present estimation results building on Sec. III for the considered types of distortions.

V. NUMERICAL ESTIMATION RESULTS

We report in this section on different simulated estimation results which describe the characteristics and precision of applying the Truncated Volterra series method while also comparing multiple types of input control pulses used in the estimation. We also perform the optimization for a single Rydberg excitation again by including the distortions in the algorithm. In each analysis, the estimated results are compared with the actual ones using the mean absolute scaled error (MASE) measure

$$MASE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{z_{\text{true}} - z_{\text{est}}}{\|z_{\text{true}}\|} \right|$$

where $z_{\text{true}}$ is the actual value, $z_{\text{est}}$ is the estimated value, and $\|z\|$ is the Frobenius norm of the observable $z$ of length $N$. The MASE is numerically more stable compared to the mean relative error, which can be very large when the measured and the actual values are very small.

Figure 3. Reduced excitation efficiencies of optimized control pulses due to non-linear distortions in a simulated single Rydberg atom for distortions with (a) an increasing variance but constant memory length (A-C) and (b) a constant variance but increasing memory length (D-F); refer to Sec. IV.

A. Estimation of distortions

We start with the results presented in Fig. 4 where randomly distorted pulses are generated control pulse with 4000 time steps. We apply different distortions to the pulse and employ the resulting input-output pulse pairs in the estimation. In order to provide a more realistic analysis, we add an additional noise term to the output pulse

$$y_{\text{noise}} = y_{\text{output}} + \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(t-\mu)^2}{2\sigma^2}\right),$$

where $y_{\text{output}}$ is the actual output pulse, $\sigma$ is the standard deviation of the noise, and $\mu$ is the mean of the noise.
Figure 4. Estimation of both the linear and quadratic components for a non-linear distortion: (a) The linear component (a1) of the distortion C is compared with its estimated value (a2). The amplitude and time steps are dimensionless. (a3) The mean absolute scaled error [as defined in Eq. (22)] between the actual and the estimated values is calculated for various types of distortions A-F [see Eqs. (20)–(21)]. (b) Quadratic component similar as in (a).

where the noise is drawn from a normal distribution with mean $\mu = 0$ and standard deviation $\sigma = 10^{-4}$. Figures 4(a1)-(b1) display the linear and quadratic contribution of the distortion C. The corresponding estimated contributions are shown in Figs. 4(a2)-(b2) which match closely with values in Figs. 4(a1)-(b1). The results also emphasize that provided we can measure the output pulse accurately, we can calculate the memory length of the distortion (which is here $R = 50$) and redundant coefficients are automatically set to zero during the estimation for a sufficiently large $R$ (here set to 60). The estimation process has been repeated for multiple distortions of type A to F and we observe in Figs. 4(a3)-(b3) low estimation errors of approximately $10^{-7}$ to $10^{-8}$. Slight variations in the estimation error for different distortions could be attributed to the strength of the particular distortion or numerical noise.

We now also compare the estimation method of Sec. III with a linear estimation method in the time domain which relies on a linear impulse response [cf. Eq. (5)]. We omit here the very similar linear estimation in the frequency domain. We again use the distortion types A to F from Sec. IV for this comparison and apply them again to a random-noise pulse of 4000 steps to obtain input-output pulse pairs for the estimation. Figure 1(a) shows the effect of the true and estimated distortion C when applied to an example pulse of 0.4 $\mu$s duration. The example pulse is stretched under the distortion to a final duration of 0.65 $\mu$s. The linear estimation is considerably less precise when compared to the quadratic estimation. This effect is confirmed in Figure 1(b) which plots the estimation errors for the different distortion types A-F. Naturally, this also validates that the chosen distortion types contain some non-linearity which is not accounted for by a linear estimation.

B. Orthogonalization

One important step of the estimation method is orthogonalization and we have discussed its significance in Sec. III. To further highlight the benefits of orthogonalizing the basis functionals, we test the estimation by directly solving the matrix equation

$$U^TY = U^TUK,$$  \hspace{1cm} (24)

where $U$ is the matrix of the non-orthogonalized and correlated basis functionals, $K$ is the to-be-estimated vector of linear or nonlinear kernel coefficients and $Y$ is the
measured output vector. We compare the results with coefficients we get from solving the matrix equation \( \mathbf{A^TM} \) with the orthogonalized basis set.

In this analysis, along with the benefit of orthogonalization, we also demonstrate how the estimation depends on the number \( M \) of the to-be-estimated coefficients for the distortion, the amount of training data, and the presence of noise in the output pulse. Figures (a)-(b) discuss the case without added noise. The nonlinear distortion with \( \sigma_1 = 0.1, \sigma_2 = 0.42 \) and \( R = 5 \) is estimated using spline input pulses as the training data. Each test and training pulse has 500 time steps and a unique frequency. For a fixed number of spline pulses, we observe in Fig. 5(a) an increasing estimation error for an increasing number of coefficients \( M \) (or memory length \( R \) as \( M \propto R^2 \)). For each \( M \), we apply the estimation results on 50 different spline pulses which serve as test data. The corresponding mean error is plotted as a line and the 95% confidence interval is shown as a shaded region around the mean. In Fig. 5(b), we gradually increase the number of training pulses used in the estimation. For each fixed number of pulses, we perform the estimation on all the values of \( M \) as shown in Fig. 5(a). Hence each point in Fig. 5(b) is averaged over 500 results. In all cases, the estimation benefits from being performed with orthogonalization. Also, extending the amount of training data points by adding more spline pulses with different frequencies improves the estimation precision as seen in Fig. 5(b). For Figs. 5(c)-(d) in the presence of a noise term in the output pulse with a standard deviation of \( 10^{-9} \), we observe higher estimation errors, which need to be compensated with additional training data points. One can also reduce correlations present in the training data by considering a random input pulse as its autocorrelation is zero. However, even a completely random input pulse results in correlations in \( U \) from Eqs. (9) and (24), which contains various non-linear terms of the same input vector \( \mathbf{b} \). In summary, Fig. 5 illustrates the positive effect of orthogonalization on the error rates in the estimation of the distortion.

### C. Frequency requirements

We investigate different types of training data and their performance in the estimation following the setup of Fig. 6. We can order different training data types according to their increasing frequency content, with Gaussian pulses having the minimum frequency and random-noise pulses having the maximum. Here, the frequency content describes the spectral content of the training data while its value depends on the type of pulses used (see Fig.5(b) and (d)). There are different errors for spline and cosine pulses depending on the amount of data. For a fixed number of pulses, the estimation error grows with an increasing number of coefficients \( M \) [see Fig. 6(a)]. Gaussian input pulses are most strongly affected by this, while this effect is essentially negligible in the case of random-noise pulses. This illustrates the importance of spectrally rich input pulses, which is further emphasized in Fig. 5(b) where the estimation error is plotted, relative to the frequency content. For different types of input pulses, the frequency content is increased differently: we add more pulses with different standard deviations for Gaussian pulses, we add more pulses with different frequencies for cosine pulses, we add more random knots to a single spline. Since a random-noise pulse has a very large bandwidth, we aim at increasing the frequency content by increasing the number of random-noise pulses which only slightly reduces the estimation error. Figure 6(b) highlights that the frequency content is crucial for the estimation and even a single random-noise pulse is highly effective due to its high-frequency content. Splines start to outperform the cosine pulses...
Figure 6. Simulated estimation errors of distortions with multiple types of data: (a) training data with more frequency content (such as random-noise pulses) perform better, even as the number of to-be-estimated coefficients \( M \) increases. (b) A lower error can be achieved by increasing the frequency content of the training data. For cosine and Gaussian pulses, the frequency content is increased by adding more pulses with different frequencies, whereas the number of knots is increased within a single pulse for splines. Spectrally rich random-noise pulses are highly effective while keeping the data requirements low. (c)-(d) Similar to (a) and (b), but noisy training data increases the overall error, while random-noise pulses are the most robust. The estimation setup is similar to Fig. 5 as soon as they attain higher frequency content than the latter. Similar conclusions hold under noise as shown in Fig. 6(c)-(d) while the overall estimation error increases for the different input pulse types when compared to the noiseless case. The data suggests that a high-frequency content in the training pulses might prevent overfitting noise, which is important when working with real experimental data. Also under noise, random-noise input pulses are most effective in the estimation due to their high frequency content.

D. Compensating for the distortion

With the help of the estimated linear or non-linear distortion coefficients, we compensate for the effect of the distortion on the pulses. One natural approach to find a pre-distorted input pulse shape is to apply the inverted distortion to the target pulse shape. In the case of a linear distortion \( T(\omega) \), we would multiply \( T^{-1}(\omega) \) with \( X(\omega) \) [see Eq. (4)] and later transform it to the time domain. In the non-linear cases and for distortions expressed in time-domain kernels, we solve the following minimization problem to find the pre-distorted pulse

\[
\arg\min_{x_{\text{input}}} \frac{1}{N} \sum_{i=1}^{N} \left| x_{\text{target}}^{i} - D(x_{\text{input}}^{i}) \right|, \tag{25}
\]

where \( D \) applies the distortion. As an example, we correct one analytical Gaussian pulse in order to compensate for the numerical distortion \( C \) (see Figure 7). The pre-distorted pulse constructed from the minimization problem produces the ideal Gaussian after passing through the distortion \( C \). Next, we perform tests on more complex optimized pulses. As explained in Sec. IV for the single Rydberg excitation, we have two pulses where the blue pulse \( \Omega_b(t) \) excites the atom from the ground state \( |g\rangle \) to the intermediate state \( |p\rangle \) and the red pulse \( \Omega_r(t) \) excites the atom from \( |p\rangle \) to the desired Rydberg state \( |r\rangle \) [see Fig. 2(b)]. Figure 8 shows pairs of these blue and red pulses as input pulses and the corresponding distorted output pairs. The input pulses in Figure 8(a) are the ideal optimized pulses and when we do not estimate and correct for the distortion, we receive the corresponding output pulses in the experiments.

Next, we estimate the distortion and construct the pre-distorted pulses using the minimization scheme discussed in Eq. (25). The pre-distorted pulses and the corresponding outputs after passing through the distortion are shown in Figure 8(b). Unlike the analytical Gaussian pulse case (see Figure 7), we see that the input pre-distorted pulses do not completely reshape to the ideal optimized pulses after passing through the distortion. This suggests that for more complex pulse shapes, pre-distorting the pulse shape with this method is insufficient to reach a high excitation efficiency. However, we can include the estimated distortion in the optimization to produce pulse shapes that give minimum Rydberg excitation error in the presence of the distortion. The de-
VI. APPLICATION IN OPTIMAL CONTROL

Starting from early developments in the field, various theoretical and experimental aspects of quantum control have been discussed in the recent review [20]. The overall aim of quantum control is to shape a set of external field pulses that drive a quantum system and perform a given quantum process efficiently. While the analytical way of finding the control parameters works for special cases, one can use highly developed numerical tools in the context of optimal control theory. One solves the Schrödinger or master equation iteratively and produces pulse shapes that perform the desired time evolution. Quantum optimal control is broadly divided into at least the two categories of open-loop and closed-loop. Open-loop methods can be gradient-based or not. Open-loop control is based on the available information about the Hamiltonian of the system and hence it suffers when the system parameters are not completely known such as in the case of an engineered quantum system (such as solid state systems) or when the model cannot be solved precisely as in the case of many-body dynamics [83]. These limitations might be overcome by means of closed-loop optimal control where the control parameters are updated based on the earlier measurements results [61, 62]. Closed-loop quantum optimal control can be implemented via both gradient-based and gradient-free algorithms [84–86]. In some cases, hybrid approaches have also been suggested [87]. But in the case where the system Hamiltonian is well known, open-loop control provides more freedom to precisely tune the controls depending on experimental constraints and generally explore a wider range of control solutions. Moreover, it also gives a better understanding of the system and works well with systems where fast measurements are not feasible or very noisy, in contrast to closed-loop methods which may require many measurements to converge.

To take full advantage of the open-loop control method and to provide more robust pulses, one can also characterize the experimental system completely or at least partially. Here, we highlight how the estimation method from Sec. III can be employed in an open-loop control setting to minimize the cost function $C$ in Eq. (A2) by relying on the corresponding gradients as computed via Eqs. (A9) and (A5). We refer to Appendix A for detailed discussion and results of this method are presented in Sec. VI. Figure 8(c) shows an example of input pulses produced from this method and the corresponding distorted output pulses. Note that the input-output pairs in Figure 8(a) and Figure 8(c) are quite similar. We expect this behavior since the excitation error from these example pulses of 0.4µs duration [see Fig. 2] is not much affected by the distortion. For shorter pulses, the optimization can however produce more complex pulses different from the ideal ones in order to compensate for the distortion. Therefore, we recommend to include the distortion in the optimization to compensate for the effect of the distortion as in Fig. 8(c) and Sec. VI especially for complex pulse shapes.
tails. This compensates for distortions and decreases the error. Figure 9 shows test minimizations of the cost function using the trust-region constrained algorithm [58], which can perform constraint minimization with linear or non-linear constraints on the control pulses. Trust-region methods allow us to explicitly observe bandwidth limitations of the control hardware such as limited rise speeds as discussed in Sec. IV by enforcing the corresponding pulse constraints. Since distortions C and F defined by Eqs. (20) and (21), have the strongest effects on the Rydberg excitation error (see Fig. 3), we correct the control pulses affected by them in the simulations. We limit our test to pulses with shorter durations ranging from 0.1µs to 0.4µs as they are less susceptible to decoherence and hence might be more suitable for the excitation process. We compare the excitation error produced from the corrected pulse with the ideal and the distorted pulse excitation error. In particular, Figure 9 shows that the effect of the distortion C can be significantly reduced, but it cannot be completely corrected due to a large standard deviation and long memory length in the distortion. The distortion F has a small standard deviation combined with a long memory length which still produces strong effects on the control pulse but with a generally weaker distortion. In this case, the effect of the distortion can be almost completely corrected.

The estimation of transfer functions in order to correct for distortions has one additional benefit. The experimental hardware given by, e.g., AWGs and AOMs usually has bandwidth limitations which translate into limited rise speeds as discussed in Sec. IV. In the process of characterizing the experimental devices via their transfer function, we also estimate the effects of these bandwidth limitations. The estimated transfer function is then applied during the optimization, which mirrors the effects in the experimental platform and implicitly enforces limitations on the bandwidth or rise time. Assuming that the bandwidth-limiting effect of the estimated transfer function is pronounced enough, this allows us to use the limited memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm to perform the minimization of the cost function [52]. L-BFGS usually offers a more efficient optimization but it cannot explicitly account for general linear or non-linear constraints. In the corresponding optimizations, we only enforce simple box constraints to limit the amplitude of the controls while using the extended L-BFGS or L-BFGS-B algorithm [59]. The results are shown in Fig. 10 where L-BFGS-B improves the excitation efficiency more effectively than the trust-region method (which needs to also explicitly enforce the constraints on the rise speeds). In summary, combining the estimation of distortions with gradient-based optimizations can often effectively compensate for these non-linear distortions during an open-loop optimization.

VII. CONCLUSION

We have proposed a method for estimating non-linear pulse distortions originating from experimental hardware. Hardware limitations affect the performance of optimal control pulses as highlighted using numerical data for single Rydberg atom excitations. In this case, the errors are increased for distorted control pulses beyond purely linear effects. We provide a general model for describing the complex characteristics of these non-linear effects. To incorporate estimated distortions into open-loop optimizations, we have detailed a formula to determine the Jacobian of the transfer function.

We tested and validated our proposed method by efficiently estimating different numerical quadratic distortions with varying strength and duration. We have also shown that linear estimation methods cannot effectively handle non-linear transfer functions. From our detailed analysis and tests, we deduce that the orthogonalization (as described in Sec. V B) is key for a robust estimation. A robust least-squares estimation is effective only after the orthogonalization is applied to the matrix containing the training data as its correlated columns would otherwise interfere with the estimation. Another critical requirement for effectively performing the estimation is training data with enough frequency content. Large frequency content such as in random-noise pulses better captures the non-linear features of transfer functions, particularly in the presence of measurement noise.

Since the estimation method is independent of any particular type of device characteristics, it can easily be adapted to a wide range of experimental platforms. Combining our estimation method with existing numerical optimization techniques can improve the quality and robustness of quantum operations. Our work thereby addresses a key challenge of enhancing the accuracy and robustness of experimental quantum technology platforms.
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Appendix A: Optimization algorithm

We work with open-loop optimal control and detail how to incorporate the Jacobian of the transfer function which can be determined following Sec. III C. In the mathematical statement of an optimal control problem, the fidelity function $C$ is minimized with regard to the control values $u_i$. We can apply the gradient-based optimization technique known as GRAPE [49] which can also utilize Newton or quasi-Newton (BFGS) methods [7, 52, 91]. We assume that the total control duration $T$ is divided into $L$ equal steps of duration $\Delta t = T/L$. During each time step, the control amplitudes $u_i$ are constant. The time evolution of the quantum system during the $j$th time step is given by

$$U_j = \exp (-i\Delta t(H_0 + \sum_i u_i(j)H_i)).$$  \hspace{1cm} (A1)

The cost function can be written as

$$C = 1 - |\langle \rho_i | U_L \cdots U_1 \rho_i U_1^\dagger \cdots U_L^\dagger \rangle|^2. \hspace{1cm} (A2)$$

From the inner product definition and invariance of the trace of a product under cyclic permutations of the factors, Eq. (A2) can be rewritten as,

$$1 - |\langle U_{j+1}^\dagger \cdots U_L^\dagger \rho_i U_L \cdots U_{j+1} | U_j \cdots U_1 \rho_i U_1^\dagger \cdots U_j^\dagger \rangle|^2.$$  \hspace{1cm} (A3)

Here, $\rho_j$ denotes the density operator at the $j$th time step and $\rho_i$ is the backward propagated target operator at the $j$th time step. If we perturb $u_i(j)$ to $u_i(j) + \delta u_i(j)$, the derivative of $C$ is given in terms of the change in $U_j$ to the first order in $\delta u_i(j)$ which is calculated by the Fréchet derivative method [91] using the Python package SciPy [92].

In order to minimize $C$, at every iteration of the algorithm, we update the controls by

$$u_i(j) \rightarrow u_i(j) - \epsilon \frac{\delta C}{\delta u_i(j)}.$$  \hspace{1cm} (A4)

where $\epsilon$ is a small unitless step matrix. Next, we follow the derivation in [7], where the product rule for gradient calculation is applied and one obtains

$$\frac{\delta C}{\delta u_i(j)} = \sum_{n=0}^{N-1} \frac{\delta s_k(n)}{\delta u_i(j)} \frac{\delta C}{\delta s_k(n)}$$

where $\frac{\delta s_k(n)}{\delta u_i(j)} = T_k(n, j).$ \hspace{1cm} (A5)

Compared to (16), $u_k$ corresponds to the input pulse $x$ and $s_n$ corresponds to the output pulse $y$. Hence we can calculate each column of $T_k$ from Eq. (16) as

$$T_k(n) = \frac{\delta y_n}{\delta X}.$$  \hspace{1cm} (A6)

and insert $T_k$ into Eq. (A5) to calculate the effective gradient.
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