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ABSTRACT
Social media is fast becoming a key instrument to manipulate or influence social perception. Digital platforms are having a serious effect on the manipulation of public opinion through the spread of political propaganda and message amplification via coordinated campaigns. As one of the most used social platforms among politicians and democratic governments, Twitter plays a critical role in how information flows through trending topics. The main purpose of this study is to explore how coordinated campaigns, in this case astroturfing, were used to influence and manipulate public opinion during the coronavirus health crisis in Mexico. Our research provides new insights into the early detection of astroturfing and artificial amplification, in order to expose the efforts to manipulate online discourse in Mexico. In the pages that follow, it will be argued that Mexico is currently experiencing online manipulation through malicious strategies that may threaten its democracy. The following hashtags were used to explore and compare our approach in Mexico: #GatellOrgulloMexicano (Gatell Mexican Pride) and #AMLOPresidenteDeLaSalud (AMLO President of Health). This study intends to build awareness and to improve the public’s understanding coordinated behavior on Twitter.

RESUMO
A mídia social está rapidamente se tornando um instrumento-chave para manipular ou influenciar a percepcão social. As plataformas digitais têm um forte efeito na manipulação da opinião pública, por meio da disseminação de propaganda política e ampliação de mensagens, administradas por campanhas governamentais coordenadas. O Twitter é considerado uma das plataformas sociais mais utilizadas entre políticos e governos democráticos, portanto desempenha um papel crítico em termos de como a informação flui através das tendências. O objetivo principal deste manuscrito é explorar como campanhas coordenadas (astroturfing) foram usadas para influenciar e manipular a opinião
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1. Introduction

During the recent coronavirus pandemic (Taylor 2021), rapid access to information has been a key factor in communication. The coronavirus disease (COVID-19) has received considerable attention due to its spread to nearly every country in the world since it was first identified in China at the end of 2019. According to the World Health Organization (WHO), one of the best ways to prevent and slow down transmission is to be well...
informed. Therefore, the access to reliable sources of information becomes crucial to this health crisis (WHO 2021).

The changes experienced by social media over the past year have seen increasingly rapid developments in the ways we interact socially. It is important to note that lockdown measures increased the use of social platforms such as WhatsApp and Facebook, with increased usage of around 50% around the world; streaming services like Netflix grew 66% in Italy and 35% in Spain in terms of new downloads (Aral 2020); the short-video app TikTok tripled its user base in Mexico from 4.6 million in 2019 to 17 million in 2021 (Dolan 2021); and in Brazil 40% of Internet users rely on social media for information on COVID-19 (Dolan 2020).

The coronavirus pandemic has also heightened the need for information searches through social media. Users’ engagement such as reactions, sharing information, and content consumption related to the COVID-19 topic rose to a high point in mainstream platforms, e.g. Twitter (30 January 2020), YouTube (31 January 2020), and Instagram (5 February 2020) (Cinelli et al. 2020). In this regard, Twitter has become a popular platform for sharing information rapidly.

However, according to Badawy et al. (2019), it is becoming extremely difficult to ignore the existence of malicious strategies that mislead and promote fake news. Lazer et al. (2018) define fake news as fabricated information that simulates news media content. Moreover, according to Varol et al. (2017), it is estimated that between 9% and 15% of active Twitter accounts are “bot” accounts that manipulate retweets and mentions to endorse a specific hashtag. Similarly, Stella, Ferrara, and De Domenico (2018) have established that 19% of non-human interactions in Twitter are directed from bots to humans, mainly through retweets (74%) and mentions (25%).

Since it was reported in 2016, fake news on Twitter during presidential elections has attracted significant interest (Grinberg et al. 2019). Fake news and coordinated campaigns have seen a growing inclination towards adopting misinformed beliefs. Thus, the main challenge faced by social network research is uncovering such malicious behavior (Pacheco et al. 2020). Previous studies (Che et al. 2018; Herik and Dimov 2012) have indicated that a significant amount of information shared on Twitter emerges from users through cybercascades.

A cybercascade refers to a massive snowball-effect of information that gets spread on the Twitter network via retweets triggered by opinion leaders or “influencers” (Kurka, Godoy, and Zuben 2016). A correlation between strategies encouraging online participation and anomalous accounts or social bots has been found (Savage, Monroy-Hernández, and Höllerer 2016). Social bots are an important issue among social networks researchers; traditionally, these accounts are defined as artificial agents – most of the time only reactive agents – that continuously interact and promote a specific trend. Their main task is to pull or persuade organic users into information or opinions that endorse their ideological homogeneity (echo chambers).

It is necessary here to clarify terms such as misinformation, disinformation, propaganda, manipulation, astroturfing, and coordinated campaigns. Misinformation refers to a false, unverified, or inaccurate information that is deliberately created and is intentionally or unintentionally propagated (Wu et al. 2019); disinformation can be defined as a false information that is spread with the sole intention to mislead (Shu et al. 2020). According to DeVito (1986, 239); propaganda is described as an ideology spread to an
audience with the purpose of manipulating it with controlled information. In this regard, different definitions of manipulation have been proposed. For instance, Barnhill (2014, 51) states that defining manipulation must include several varieties and exclude non-manipulative forms, such as coercion and persuasion. Manipulation could be understood as “influencing the individual’s choice to accomplish the outcome sought by the manipulator” (Wood 2014, 31), while a person is coerced when they do “something that it does not want to, and when it does choose to do it, it does it because it has no acceptable alternative” (Wood 2014, 21); persuasion is “the process by which a person’s attitudes or behavior are, without duress, influenced by communications from other people” (Brittanica 2015). Therefore, the term manipulation will be used here to refer to the promotion of misleading narratives and false information via social media and the influence on the users on Twitter.

Astroturfing is defined as the attempt to create an impression of widespread genuine grassroot movement for a policy, individual, or product. Multiple online identities and fake pressure groups are used to mislead the public into believing that the position of the astroturfer is the commonly held view. Additionally, it refers to a coordinated campaign, particularly through social media, with the aim to promote and amplify propaganda, fake news, and misinformation (Bienkov 2012; Keller et al. 2017). One of the most interesting patterns found in this type of strategy is based on the artificial amplification of a hashtag (#) by retweeting several times a few tweets in a short time. The key challenge of astroturfing is to emulate organic growth and redirect public attention.

Likewise, a social media campaign is described as the planning, execution, and analysis of strategies and actions to pursue the main objective across multiple social networks (Winterer 2021). Another significant aspect of coordinated campaigns is that some of them are based on astroturfing: this type of campaign is designed to manipulate trends and conversations with the aim to create the perception that an idea or opinion is widely shared, supported, and accepted among a large group of users. From here onwards, we will refer to astroturfing as a type of coordinated campaign.

Zerback, Töpfl, and Knöpfle (2021) state that a false sense of widespread public support for particular issues may be established by using fake accounts or profiles known as “sock puppets,” or coordinated social bots that “push” the online strategy. In addition, according to Lits (2020; 2021), the main issue with astroturfing is that the sources of communications remain hidden and pretend to mimic ordinary user behavior, misleading by pretending they have public support. Twitter has been used to manipulate information using astroturfing, and in this context the astroturfer relies on genuine users to propagate a misleading message (Ratkiewicz et al. 2011). This can manipulate and influence public opinion, a phenomenon particularly relevant when social bots send and reproduce (retweets) with a political message (Keller and Klinger 2019).

During 2009 H1N1 pandemic, Mexican authorities were praised for their effective handling of that health crisis (Sánchez-Talanquer et al. 2021), unlike the handling of the coronavirus pandemic, with the first COVID-19 case officially confirmed on February 28th in Mexico (González 2021). There has been significant concern about the inadequacy of the information related to the number of coronavirus cases and the true risk level in Mexico. Despite maintaining a significant flow of information, systematic failures such as low testing rates and wrong decisions by political leaders on face mask wearing,
have contributed to the devastating impact of the pandemic in Mexico (Sánchez-Talanquer et al. 2021).

The face mask issue has been particularly addressed by Mexican president, Andrés Manuel López Obrador, and by Deputy Minister of Health, Hugo López Gatell, who at the beginning of the pandemic stated that the use of a face mask was only a preventive measure that should not be considered mandatory (Nolasco 2020). In examining this topic, the main context in this study is how digitally coordinated campaigns have intended to undermine and disrupt public opinion about the health crisis in Mexico.

1.1. Political Twitter context

Persuasion can play an important role in addressing the issue of manipulation in social media: a persuader can mislead an audience and when this happens, the audience will be manipulated (without knowing it) with the propaganda provided by the persuader (Jowett and O’Donnell 2019, 36). According to López and Piña-García (2017), political participation through Twitter is generally accomplished by growing negative sentiments towards political actors. On the other hand, Enli and Skogerbo (2013) find that Twitter can be a space used for dialogue among political actors and users. Moreover, Twitter is mainly used to debate and spread information via a well-coordinated retweet function and some studies have attempted to assess its impact on manipulation, disruption, and influence (Brachten et al. 2017). Artificial support is frequently used to amplify a political message, and in some cases, bot-like behavior is found in organized retweet rooms. Abokhodair, Yoo, and McDonald (2015) have shown that bots are programmed to flood the Twitter timeline with unrelated hashtags, but with related content (smoke screening) or by driving users’ attention away from a current topic (misdirection).

It is widely acknowledged that different governments and political actors make use of coordinated campaigns with the aim to manipulate public opinion, promote political messages, and disrupt political conversations. Forelle et al. (2015) found that astroturfing has been applied in different countries, e.g. in Venezuela, bots generated a small portion of the political discussion in social media operated by Venezuela’s radical opposition. Another example was found in South Korea, where political astroturfing has been used to spread propaganda (Keller et al. 2017). Elmas et al. (2019) detected astroturfing in Turkey that attempted to manipulate local political trends on Twitter. In 2017, social bots were used to potentially influence and manipulate social media users during the German Bundestag elections (Brachten et al. 2017). Finally, King, Pan, and Roberts (2017) reported that the Chinese regime has used astroturfing strategies to artificially promote inauthentic behavior to appear popular.

Very little attention has been paid to the role of coordinated campaigns in Mexico. This lack of information indicates a need to understand how these campaigns are used to influence and manipulate social media platforms. A few Mexican cases related to social media manipulation can be found in Gutiérrez (2016), who found that in 2016 the Tribunal Electoral del Poder Judicial de la Federación, (TEPJF – Federal Electoral Court) fined the Partido Verde (Green Party) for sponsoring coordinated campaigns with the following hashtags: #VamosVerdes (Go Greens) and #ApyemosALSVerdes (Let’s Support the Greens). Similarly, Fregoso (2018) reported one of the most important examples of how astroturfing is used to distort political debate during elections.
In 2018, the Mexican Ministry of Economy coordinated the campaign #YaSabesQuién (You Know Who) with the main goal of shaping the conversation to influence doubtful voters (Navarro 2019). In May 2020 Article 19, reported that a coordinated campaign was launched using personal Twitter accounts of Mexican news Agency Notimex staff (Article 19 2020). Finally, in August of 2021, after being appointed cultural attaché at the Embassy of Mexico in Spain, the writer Brenda Lozano was the target of astroturfing (harassment) with the hashtag #RenunciaBrendaLozano (Quit Brenda Lozano) (Tello 2021).

Our research presents two cases where astroturfing was used to influence and manipulate the public opinion. We seek to bring to public light how these hashtags can be artificially amplified to disrupt online perceptions. The rest of the paper is structured as follows; the Material and Methods section will give an account of how Twitter data were collected, and the methodology used to uncover coordinated campaigns via astroturfing. The Results and Discussion section will describe in a systematic and detailed way the outcomes in terms of Twitter activity with the aim to gain insights about coordinated behavior. Finally, a summary explaining the significance of our findings will be highlighted in the Conclusions.

2. Material and methods

2.1. Twitter data collection

One of the most well-known tools for assessing Twitter data is through its application program interface (API). Previous studies have based their results on this interface (Miller et al. 2014; Pacheco et al. 2020; Piña-García and Ramírez-Ramírez 2019). First, we collected an initial sample of tweets that triggered both hashtags, but it is important to note that a coordinated campaign always pretends to cover its temporal patterns when it is introduced.

The use of quantitative case studies is a well-established approach in terms of astroturfing (Kovic et al. 2018; Elmas et al. 2019). In this regard, we propose to explore those trends that achieved a notable degree of political engagement and exposure after a year of the coronavirus pandemic in Mexico. We chose the following hashtags: #GatellOrgulloMexicano (Gatell Mexican Pride), triggered on 24 May 2020 (Story Wrangler n.d.a), and #AMLOPresidenteDeLaSalud (AMLO President of Health), triggered on February 6, 2021 (Story Wrangler n.d.b). These hashtags were examined specifically during the second wave of the pandemic, when the number of deaths reached a peak and over 400,000 excess deaths had already accumulated. In this context, many Mexicans blamed the government for overwhelmed hospitals and the number of deaths related to coronavirus.

Only those tweets that contained the hashtags #GatellOrgulloMexicano or #AMLOPresidenteDeLaSalud were included in our dataset. Tweets were classified into two groups according to their hashtags and dates of creation related to the second wave of the pandemic. The main criterion for selecting those hashtags was based on the “pump and dump” behavior described by Pacheco et al. (2020). We hypothesize that coordinated pump and dump campaigns are highly vulnerable to central coordination: a few controlled accounts (sock puppets) with a significant number of followers “pump” a
specific hashtag and then the rest of their followers immediately use the retweet and like functions to amplify it (dump), producing a cyber-cascade effect. In this study, we have explored how suspicious groups of accounts were able to coordinate different posts with highly similar sequences of hashtags across multiple tweets. Therefore, this sort of pattern denotes a first temporal feature that needs to be explored due to its accelerated growth in terms of retweets.

Table 1 shows the collected information related to the hashtags: the number of tweets, the date of collection, its language, and geolocation data. It should be highlighted that the number of collected tweets corresponds only to the early detection of a coordinated campaign. Regarding the pump and dump behavior, the number of tweets could be considered low. However, the key concept of this method is the potential use of multiple accounts to post messages in close temporal proximity, since “the shorter the time interval in which two tweets are posted, the less likely they are to be coincidental,” Pacheco et al. (2020).

To corroborate whether a hashtag was coordinated, we carried out a preliminary inspection to check unusual behavior in terms of the number of tweets and retweets in a short period. Essentially, the explored hashtags showed an interesting level of astroturfing (King, Pan, and Roberts 2017); i.e. a significant number of tweets were masked as genuine opinions.

This odd behavior allowed us to find orchestrated attempts to artificially promote these hashtags on Twitter. Each sample was representative with respect to their “peak window” (Lin et al. 2013). Moreover, metadata obtained from these tweets contain information such as: user id, date, time zone, username, text, mentions, retweets count, hashtags, and user-defined location. However, most of this metadata is messy and requires a filtering process. First, we performed data cleansing aimed to detect, filter, and remove corrupt or inaccurate records. We removed obvious errors e.g. null fields, empty sets, and incomplete data, using a free and open-source tool. On the other hand, regarding the data collection, we developed a “social explorer” in Python programming language (Piña-García, Gershenson, and Siqueros-García 2016 & Python n.d.). All analyses were carried out using the R programming language, a free software environment for statistical computing and graphics (The R Foundation n.d.).

Given the nature of this study, it is worth briefly discussing the ethical and legal implications of using Twitter data to conduct this research. Tweets that were collected through the public Twitter API are subject to the Twitter terms and conditions (Twitter n.d.a), and to the developer agreement and policy as well (Twitter n.d.b). The privacy policy indicates that users consent to the collection, transfer, manipulation, storage, and disclosure of data that are public. Therefore, this research explored and gathered only those tweets that were public (i.e. no privacy settings were selected by the user) (Twitter n.d.c). It is important to note that with the aim to comply with Twitter terms of service, data cannot be

| Dataset                     | Date of collection | Number of collected Tweets | Language | Geolocated |
|-----------------------------|-------------------|----------------------------|----------|------------|
| #GatellOrgulloMexicano      | Jan/05/2021       | 3200                       | Spanish  | N/A        |
| #AMLOPresidenteDeLaSalud    | Feb/06/2021       | 1838                       | Spanish  | N/A        |
publicly shared. Interested researchers may repeat and reproduce the experiments by following the procedure described in this manuscript.

2.2. Early detection of astroturfing

Currently, astroturfing has become one of the most efficient strategies for many organizations to manipulate conversations. In addition, astroturfing aims to create an impression on Twitter of widespread grassroots support or attack for a policy or an individual. However, it is not easily detectable and may depend on the viewpoint of common users. This research aims to contribute to the development of a new knowledge framework to improve detection of this malicious use of automation to undermine and disrupt the public conversation, such as trying to get something to trend.

Early detection of astroturfing is essential for exposing the presence of efforts to manipulate online discourse. To detect this spammy tactic, a massive collection of tweets is not strictly necessary. Mainly, once a hashtag has achieved a top position, it is highly likely that public conversation has been polluted and polarized. A well-known example of natural coordinated behavior can be found during an earthquake: when people are exposed to the motion, they tend to share the experience on social media (see Figure 1(c)). This could be considered coordinated behavior, but in this case, coordination is determined by a natural phenomenon. During astroturfing time windows, patterns emerge over time causing a burst of tweets. According to Mendoza, Poblete, and Valderrama (2019), a burst is defined as a considerable number of occurrences of tweets within a short time window. We thus analyze how a burst of tweets is triggered in a short time window \( w \). In this regard, we define a threshold in terms of the number of tweets per minute as follows: \( 50 \text{tw} \leq \text{Thr} \leq 100 \text{tw} \), where these boundaries were empirically determined. However, different thresholds may be set to reflect a burst (Zhang and Shasha 2006).

Coordination in this context implies that the same set of accounts may signal coordinated behavior through synchronical “retweet,” “reply” or “like” of the same tweet. Figure 1 shows the burst detection or cybercascading within a certain time window for hashtags such as #GatellOrgulloMexicano, #AMLOPresidenteDeLaSalud, #GraciasLopezGatell, #SomosMillonesConAMLO, #INECorrupto, #AmloLiderMundial, #VictoriaDelPueblo and #VotaTodoMorena. Signals of astroturfing were found in these cases, so that in a short period a significant number of interactions was observed. Basically, this rapid growth may be considered the first sign of an atypical behavior of a hashtag. Once the burst or cybercascader is confirmed empirically, we carried out a preliminary inspection to detect the cumulative number of retweets. When a hashtag reveals suspicious coordinated behavior, we collected a data sample with the aim to catch the very first tweets and retweets of this trend. With this data sample, it is possible to accurately analyze the temporal behavior in terms of retweet frequency.

Figure 1 compares different temporal patterns of Twitter hashtags. From the chart it can be seen that most of the hashtags showed a rapid growth in the number of tweets. However, it is possible to observe that unlike Figure 1(b, c) the rest of the time series present the same shape. This pattern reveals that there has been a marked burst
of tweets. What is interesting in these hashtags is that all of them are associated with a political context between the year 2020 and 2021.

Figure 1(a) shows that there has been a marked increase in the hashtag #GatellOrgulloMexicano between 10:36am and 12:08pm Central Daylight Time (CDT). Regarding #AMLOPresidenteDeLaSalud a time series analysis was carried out to examine its temporal behavior. Figure 1(b) shows variability at first glance. However, a closer inspection revealed that this hashtag reached four peaks: (1) 16 February 2021 16:34pm, (2) 16 February 2021 21:07pm, (3) 17 February 2021, 00:30am and (4) 17 February 2021, 01:54am. The number of tweets in this case is likely to be related to several attempts to boost social engagement in Twitter. In this case, there was a significant effort to maintain the dominance of this hashtag.
3. Results and discussion

The present study was designed to expose the use of coordinated campaigns during coronavirus health crisis in Mexico; prior studies that have noted the importance of astroturfing on social media have been reported in the literature (Albadi, Kurdi, and Mishra 2019; Davis et al. 2016 and Geiger 2016).

Statistical analysis was used to determine the cumulative behavior. Figure 2 shows the number of tweets and retweets over time; the difference between the number of tweets and retweets was considerable, due to retweeting being the simplest way in which a coordinated campaign can be amplified. We consider that the majority presence of retweets over original tweets is a highly likely signal of astroturfing. In both hashtags, we note that the number of retweets rapidly increased, while the number of tweets was dropping. Shares and retweets can be thought as a canonical measure of amplification on Twitter.

Tweets with the highest engagement are temporarily summarized in Figures 3 and 4. These tweets are revealing in several ways. Firstly, Figure 3 shows those tweets that were promoting the use of the hashtag #GatellOrgulloMexicano; in most cases for supporting and in others for blaming. A closer inspection of these tweets revealed that their online activity was part of a coordinated campaign. On the other hand, in the hashtag #AMLOPresidenteDeLaSalud it is possible to examine those tweets that were related to political propaganda, suggesting the presence of efforts to manipulate online discourse.

Another significant aspect of coordinated campaigns based on astroturfing is the type of content included in tweets e.g. emojis and words. In this context, emojis are pictorial symbols that are typically presented in a colorful form and used inline in text. They correspond to characteristics such as attitude, mood, and sentiment (Unicode n.d.). Additionally, emojis have become popular for clarifying online communication and reducing ambiguity in the written discourse (Kaye, Malone, and Wall 2017).

Firstly, a content analysis was carried out with the aim to identify the most frequent emojis. In Figure 5(a), we can see that the face with tears of joy 😂 was the most used emoji followed by clapping hands 👏. Nevertheless, it could be suggested that the face with tears of joy is widely used to show irony.

![Figure 2. Cumulative behavior by Hashtag: #GatellOrgulloMexicano &#AMLOPresidenteDeLaSalud.](image-url)
Analogous to the previously discussed hashtag, Figure 5(b) shows that the face with tears of joy 😊 was the most used emoji. Moreover, the most interesting aspect of this figure is that we found supporting emojis such as two hands clapping 👏 and a decorative heart ❤️, but also some discontent emojis such as an angry red face indicating it is swearing or being vulgar 🗣 and a pile of poo 💩 that may be used to represent feces and other bathroom related topics.

Secondly, a content analysis was carried out with the aim to identify the most frequent words. we can observe on the word count in Figure 6, that there is some degree of

Figure 3. Tweets with the highest engagement #GatellOrgulloMexicano.
polarization at a text level, it is possible to find support words such as: “gracias” (thanks) and “vacunas” (vaccines); but similarly, it is possible to find disapproval words such as “#gatellasesino” (Gatell assassin) and “#lopezdestruyendomexico” (Lopez destroying Mexico).

The most interesting finding to emerge from the analysis is that astroturfing was aimed to support President Andrés Manuel López Obrador (AMLO) and Mexico’s coronavirus czar Hugo Lopez-Gatell. It should be highlighted that these two political figures have

Note: To protect the identity of the users, the tweets were anonymized.

Figure 4. Tweets with the highest engagement #AMLOPresidenteDeLaSalud.
been heavily criticized by the local and international press for downplaying pandemic seriousness (González 2021; Kitroeff 2020 and Malkin 2020). This situation has contributed to strategically amplifying pro-Government supporting content through coordinated and inauthentic activity.

Coordinated campaigns via astroturfing exert an influential effect upon public opinion through state-sponsored propaganda. It is important to bear in mind possible bias in this

![Figure 5. Emoji occurrences.](image1)

![Figure 6. Word frequency.](image2)
type of observational study. Consequently, although the number of collected tweets seems to be relatively small, it needs to be considered that astroturfing is triggered in a short time window.

These findings cannot be extrapolated to all hashtags; a note of caution is due here since systematic research into astroturfing is lacking. However, we argue that even though no ground truth on Mexican astroturfing is available, our early-stage approach may help to detect such artificially coordinated campaigns.

4. Conclusions

We have found that, during the coronavirus health crisis in Mexico, there was a highly likely presence of coordinated campaigns in its astroturfing version on Twitter. Preliminary results suggest that astroturfing was used to amplify hashtags such as #GateoOrgulloMexicano, and #AMLOPresidenteDeLaSalud. Although this study focused on these trends, the findings may well have a bearing on other coordinated hashtags that were triggered during 2020 (see Figure 1). This study contributes to existing knowledge of social media manipulation by providing insights about efforts on the strategic distraction of information in Mexico. In addition, it establishes an original approach for the early detection of astroturfing in Mexico. This paper contributes to the development of a new framework that improves the early detection of coordinated disinformation campaigns aimed to undermine and disrupt the public opinion by pretending to be ordinary citizens acting independently.

The outcomes reported here shed new light on the importance of preventing platform manipulation via fabricating social media comments as if they were the genuine opinions (grassroots). This approach should help build awareness and improve the public’s understanding of coordinated behavior. Notwithstanding the relatively limited sample, this research offers insights into how certain hashtags are promoted in a coordinated fashion with the aim to amplify political messages on Twitter.

Our research makes headway towards enhancing our understanding of how political propaganda is artificially promoted. Our exploration found that there are anomalous users (astro-puppets) that are likely used to distract public attention. Additionally, our content analysis revealed that most of the text contains some ‘copy paste’ content aimed to cheerlead or redirect public interest.

Further research should be undertaken to investigate the misuse of digital misinformation on Twitter. A natural progression of this study is to analyze reply tweets, with the aim to detect targeted harassment, abusive and hateful behavior. In addition, further studies could assess how perceptions are influenced and distorted by being exposed to echo chambers. Considerably, more research will be needed to determine the mid-term effects of intolerance towards groups who hold differing opinions in Twitter.

Finally, the current challenge is to uncover those accounts that repetitively use the reply, retweet, or like functions to spam and pollute hashtags. Greater efforts are still needed to reduce polarization and misinformation on the Twitter platform.
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