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1. Introduction

The goal of this paper is to establish global uniqueness and obtain reconstruction, in dimensions \( n \geq 3 \), for the Calderón problem in the class of potentials conormal to a smooth submanifold \( H \) in \( \mathbb{R}^n \). In the case of hypersurfaces, the potentials considered here may have any singularity weaker than that of the delta function \( \delta_H \) on the hypersurface \( H \); in general, these potentials correspond to conductivities which are in \( C^{1+\epsilon} \) and thus fail to be covered by previously known results.

Let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz domain, \( H \subset \Omega \) a smooth submanifold of codimension \( k \), and \( q \in I^\mu(H) \) a real conormal distribution of order \( \mu \) with \( \mu < 1 - k \). Thus, if \( H = \{ x : F_j(x) = 0, 1 \leq j \leq k \} \) is a local representation of \( H \) by means of defining functions with \( \{ \nabla F_j : 1 \leq j \leq k \} \) linearly independent on \( H \), then locally \( q(x) \) has the Fourier integral representation

\[
q(x) = \int_{\mathbb{R}^k} e^{i \sum_j F_j(x) \cdot \theta} a(x, \theta) d\theta, \quad a \in S^\mu_{1,0},
\]

where \( S^\mu_{1,0} \) denotes the standard class of symbols of order \( \mu \) and type \( (1, 0) \) on \( \mathbb{R}^n \times (\mathbb{R}^k \setminus 0) \). (Here, we use the order convention of [12] rather than [16].) A general element \( q \in I^\mu(H) \) is a locally finite sum of such expressions. We assume throughout that \( \text{supp}(q) \) is compact in \( \Omega \). If \( -k < \mu < 0 \), then \( q \) satisfies \( |q(x)| \leq C \cdot \text{dist}(x, H)^{-k-\mu} \), so that \( q \in L^{\frac{1}{1-k}}(\Omega), \forall \epsilon > 0 \), and no better in general; in particular, a general element of \( I^\mu(H) \) is unbounded. For comparison, surface measure \( \delta_H \in I^0(H) \) and, in the hypersurface case, a Heaviside discontinuity across \( H \) belongs to \( I^{-1}(H) \).

Rather than working with the Dirichlet-to-Neumann map, \( \Lambda_q \), we state our main results in terms of the Cauchy data, \( CD_q \), of sufficiently regular solutions of the Schrödinger equation

\[
(\Delta + q(x))u(x) = 0 \text{ on } \Omega.
\]

This is more flexible, since \( CD_q \) can be defined for potentials \( q \) for which \( \Lambda_q \) is either not defined (for example, if \( \lambda = 0 \) is a Dirichlet eigenvalue) or is not known to be defined (due to the low regularity of \( q(x) \)); it is perhaps more natural as well.
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It will be convenient to write $\mu = \nu - k$. Assume that $\nu_0(k) < \nu < 1$, where $\nu_0(k) \triangleq \max(\frac{2}{\gamma}, 1 - \frac{2}{\gamma})$. Fix $p$ and $r$ satisfying

$$2 \leq r < \frac{k}{2(1 - \nu)} \quad \text{def} \quad r_0(k, \nu) < p_0(k, \nu) \triangleq \frac{2k}{k - \nu} < p < \infty.$$  

(If $\nu \leq \nu_0(k)$, just pick $p$ and $r$ for some $\nu' > \nu_0(k)$.) Fixing a smooth function $\psi \in C^\infty(\mathbb{R}^n)$, $\psi \equiv 1$ near $\partial \Omega$ and $\text{int}\{\psi = 0\} \cap \Omega \neq \emptyset$, define the norm

$$\|f\|_{X^{p,r}} = \|f\|_{L^p(\Omega)} + \|\Delta f\|_{L^{p'}(\Omega)} + \|\psi f\|_{W^{2,r}(\Omega)},$$

where $p'$ is the dual exponent to $p$ and $W^{2,r}$ is the standard Sobolev space of $f \in \mathcal{D}'(\Omega)$ having two derivatives in $L^{r'}(\Omega)$. Set

$$X^{p,r}(\Omega) = \{f \in \mathcal{D}'(\Omega) : \|f\|_{X^{p,r}} < \infty\}$$

and note that the Schrödinger operator $\Delta + q$ maps $X^{p,r}(\Omega) \to L^{p'}(\Omega)$ continuously. We denote throughout this paper by $n$ the unit outer normal to $\Omega$.

**Definition.** For a potential $q \in I^p(H)$ with $H \cap \text{supp}(q) \subset \text{int}\{\psi = 0\}$, the Cauchy data of the Schrödinger operator $\Delta + q$ relative to $X^{p,r}(\Omega)$ is

$$CD_q = CD^{p,r}_q = \left\{(u|_{\partial \Omega}, \frac{\partial u}{\partial n}|_{\partial \Omega}) : u \in X^{p,r}(\Omega), (\Delta + q)u = 0 \text{ on } \Omega\right\}.$$  

By Sobolev embedding, $CD_q$ is a subspace of $W^{2-\frac{1}{r},r}(\partial \Omega) \times W^{1-\frac{1}{r},r}(\partial \Omega)$. Observe that if the Dirichlet-to-Neumann map $\Lambda_q$ is defined (on $W^{2-\frac{1}{r},r}(\partial \Omega)$, say), then $CD_q$ is simply its graph. We will construct certain nontrivial exponentially growing solutions $u \in X^{p,r}(\Omega)$, so that, for the potentials considered, $CD_q$ is in fact nontrivial. We can now state our first result.

**Theorem 1.** Suppose that for $j = 1, 2$, $H_j \subset \subset \Omega$ are submanifolds of codimension $k_j$. Suppose further that $q_j \in I^p(H_j)$ are real potentials with $\nu_0(k_j) - k_j < \mu_j < 1 - k_j$ and $\text{supp}(q_j) \subset \subset \Omega$. Let $p, r$ satisfy $2 \leq r < \min(r_0(k_1, \nu_1), r_0(k_2, \nu_2))$ and $\max(p_0(k_1, \nu_1), p_0(k_2, \nu_2)) < p < \infty$ and suppose that $\psi \equiv 0$ on a neighborhood of $H_1 \cup H_2$. Then $CD_{q_1} = CD_{q_2}$ relative to $X^{p,r}(\Omega)$ implies $q_1 = q_2$ on $\Omega$.

We also show that under the same assumptions as in Theorem 1 for the potential we have a reconstruction procedure, that is we can reconstruct $q$ from $CD_q$ (see Theorem 2 in section 3 for more details).

Global uniqueness was established in [32] for $n \geq 3$ (for smooth potentials) and [26] for $n = 2$; for $n \geq 3$ this was extended to $q \in L^{\infty}$ in [27]. The regularity was further lowered to $q \in \hat{L}^{\frac{2}{n}}$ in unpublished work of R. Lavine and A. Nachman and to potentials of small norm in the Fefferman-Phong class in [4]. Note that for $-\frac{n-2}{n} k \leq \mu < 0, k < \frac{2}{n}$, a general element of $I^p(H)$ fails to be in $L^{\frac{2}{n}}(\Omega)$.

The isotropic conductivity problem, where one considers the Dirichlet-to-Neumann map for $L_\gamma = \nabla (\gamma \cdot \nabla)$, can be reduced to the Schrödinger problem via the substitution $q = -\frac{A(\gamma \cdot \nabla)}{\gamma^2}$, and thus the analogue of the Theorem holds for conductivities
\( \gamma_j \in I^{-k-1-\epsilon}(H_j) \leftrightarrow C^{1+\epsilon(\Omega)}, 0 < \epsilon < 1 \). Currently, the best general uniqueness result known for \( n \geq 3 \) is for \( \gamma \in C^2 \), proved in [28], building on [2] and using the general argument of [32], while the best known result for \( n = 2 \) is \( \gamma \in W^{1,p}(\Omega), p > 2 \), proved in [3] using the \( \tilde{f} \) technique of [1,25,26]. Global uniqueness for piecewise-analytic conductivities was proven [20], and special types of jump discontinuities were treated in [17].

Here, we will follow the general argument of [32], although employing a different integral identity so as to avoid difficulties when applying Green’s Theorem. It is this identity that makes \( X^{p,r} \) a convenient space for the problem; indeed, both sides of \( \int_\Omega \Delta u \cdot v - u \cdot \Delta v dx = \int_{\partial \Omega} \partial_n u \cdot v - u \cdot \partial_n v d\sigma \) are continuous with respect to \( || \cdot ||_{X^{p,r}} \) and thus Green’s Theorem holds for \( u, v \in X^{p,r}(\Omega) \).

We now start the proof of Thm. 1, so as to motivate the technicalities that follow.

Given a submanifold \( H \) of codimension \( k \) and a potential \( q \in I^\mu(H) \) with \( \mu < 1 - k \), we will construct exponentially growing solutions of (1.2) belonging to \( X^{p,r}(\Omega) \), of the form \( v(x) = e^{p \cdot x}(1 + \psi(x, \rho)) \), where \( \rho \in \mathbb{C}^n \) satisfying \( \rho \cdot \rho = 0 \). Let \( v_1 \in X^{p,r}(\Omega) \) be a solution of \( (\Delta + q_1)v_1 = 0 \). By the hypothesis of Thm. 1, there is a solution \( v_2 \in X^{p,r}(\Omega) \) of \( (\Delta + q_2)v_2 = 0 \) with

\[
(1.7) \quad v_2|_{\partial \Omega} = v_1|_{\partial \Omega} \quad \text{and} \quad \frac{\partial v_2}{\partial n}|_{\partial \Omega} = \frac{\partial v_1}{\partial n}|_{\partial \Omega}.
\]

Let \( w_2 \in X^{p,r}(\Omega) \) be any other solution to \( (\Delta + q_2)w_2 = 0 \). Then,

\[
(\Delta + q_2)(v_1 - v_2) = (\Delta + q_2)v_1 - (\Delta + q_1)v_1 = (q_2 - q_1)v_1,
\]

so that

\[
(1.8) \quad \int_\Omega (q_2 - q_1)v_1w_2 dx = \int_\Omega (\Delta + q_2)(v_1 - v_2) \cdot w_2 dx
\]

\[
= \int_\Omega (\Delta + q_2)(v_1 - v_2) \cdot w_2 - (v_1 - v_2) \cdot (\Delta + q_2)w_2 dx
\]

\[
= \int_\Omega \Delta(v_1 - v_2) \cdot w_2 - (v_1 - v_2) \cdot \Delta w_2 dx
\]

\[
= \int_{\partial \Omega} \frac{\partial}{\partial n}(v_1 - v_2) \cdot w_2 - (v_1 - v_2) \cdot \frac{\partial}{\partial n}w_2 d\sigma
\]

\[
= 0,
\]

where the application of Green’s Theorem is valid since \( v_1 - v_2 \) and \( w_2 \in X^{p,r} \) and the last equality holds by (1.7). If we carry this out for the solutions \( v_1 \) and \( w_2 \) constructed below for complex frequencies \( \rho_1 \) and \( \rho_2 \) satisfying \( \rho_1 + \rho_2 = -i\xi \), with \( \xi \in \mathbb{R}^n \setminus 0 \), then we have, as in [32],

\[
0 = \int_\Omega (q_1 - q_2)e^{(\rho_1 + \rho_2) \cdot x}
\]

\[
\cdot \left(1 + \psi_1(x, \rho_1)\right)\left(1 + \psi_2(x, \rho_2)\right) dx
\]

\[
(1.9) \quad = (q_1 - q_2)(\xi) + \int_\Omega e^{-i\xi \cdot x}(q_1 - q_2)(\psi_1 + \psi_2 + \psi_1\psi_2) dx.
\]
If one can do this for pairs \((\rho_1, \rho_2)\) with \(|\rho_j| \to \infty\) and show that the last integral \(\to 0\) as \(|\rho| \to \infty\), then \(q_1(\xi) = q_2(\xi)\); doing this for all \(\xi \in \mathbb{R}^n\) will finish the proof of Thm. 1.

As is well known, \(v(x) = e^{\rho x}(1 + \psi(x))\) is a solution of the Schrödinger equation iff \(\psi\) is a solution of

\[
(\Delta_{\rho} + q)\psi = -q(x) \text{ where } \Delta_{\rho} = \Delta + 2\rho \cdot \nabla.
\]

We will show in Prop. 2.6 that (1.10) is uniquely solvable, with some decay in \(|\rho|\), in a Banach space of finite-regularity conormal distributions associated with \(H\), yielding exponentially growing solutions \(v_j \in X^{p,r}\) to (1.2) which allow the argument above to be carried out. In §3, this result is extended to a hybrid global space, and this is applied to obtain reconstruction of the potential from the Cauchy data, following the general argument of [25]. Finally, in §4 we show that uniqueness can fail in a weak formulation of the problem for potentials with very strong singularities on a hypersurface, with blow-up rates corresponding to those of distributions conormal of order greater than 1 for \(H\).
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2. Uniqueness for conormal potentials

As described in the Introduction, to prove Thm.1, it suffices to construct exponentially growing solutions to (1.2) of the form \(v(x) = e^{\rho x}(1 + \psi(x, \rho))\) for \(\rho \cdot \rho = 0, |\rho| \to \infty\) so that the second integral in (1.9) tends to 0 as \(|\rho| \to \infty\). To do this for potentials \(q \in I^\mu(H)\), the standard space of (infinite-regularity) conormal distributions of order \(\mu\) associated with the codimension \(k\) submanifold \(H\), we will also need to formulate Banach spaces of finite-regularity conormal distributions in \(\mathbb{R}^n\) associated with \(H\). Rather than working in unnecessary generality, we will restrict ourselves to the spaces needed here; unlike [23],[22], where several other types of finite-regularity conormal spaces are defined using iterated regularity with respect to Lie algebras of tangent vector fields, we impose the finite-regularity assumption directly on the symbols in the oscillatory representations of the distributions, using symbol classes modelled on those of [33].

For \(l \in \mathbb{R}\), let \(C^l\) denote the Zygmund space of order \(l\) on \(\mathbb{R}^n\) [33]. Thus, if \(\psi_0(D) + \sum_{i=1}^\infty \psi_i(D) = I\) is a Littlewood-Paley decomposition, with \(\psi_i(\xi) = \psi_i(\frac{x}{2^i}), i \geq 1\), then

\[
\|u\|_{C^l} = \sup_{i} 2^{li} \|\psi_i(D)u\|_{L^\infty(\mathbb{R}^n)}.
\]

Recall that if \(l \geq 0, l \notin \mathbb{Z}\), then \(C^l = C^[l]_{l-\lfloor l\rfloor}(\mathbb{R}^n)\).

Now fix an order \(m \in \mathbb{R}\), an \(N \in \mathbb{N}\), and a sequence \(\delta = (\delta_1, \delta_2, ..., \delta_N)\) of numbers \(0 \leq \delta_j \leq 1, 1 \leq j \leq N\). For any multi-index \(\alpha \in \mathbb{Z}_+^k\), let \(\delta(\alpha) = \sum_{j=1}^{|\alpha|} \delta_j\), setting \(\delta(0) = 0\) for convenience, and \(|\delta| = \sum_{j=1}^N \delta_j\).

**Definition 2.1.** (i)

\[
C^l_{\cdot} S^m(\mathbb{R}^n \times \mathbb{R}^k) = \left\{ a(x, \theta) : \|\partial_\theta^\alpha a(\cdot, \theta)\|_{C^l} \leq C_\alpha (1 + |\theta|)^{m-\delta(\alpha)}, \forall |\alpha| \leq N \right\}
\]
and

\[ ||a||_{C^l_s S^{m,\bar{\delta}}} = \max_{0 \leq \alpha \leq N} (1 + |\theta|)^{-m+\delta(\alpha)}||\partial^\alpha_y a(\cdot, \theta)||_{C^l_s}. \]

(ii) If \( H \) is a smooth codimension \( k \) submanifold with compact closure, then \( C^l_s I^{m,\bar{\delta}}(H) \) is the space of locally finite sums of distributions of the form \( u(x) = \int_{\mathbb{R}^k} e^{iF(\cdot)} a(x, \theta) d\theta \) with \( a \in C^l_s S^{m,\bar{\delta}}, \) where \( F(x) = (F_1(x), \ldots, F_k(x)) \) are local defining functions for \( H. \)

**Remarks.** (1) \( C^l_s S^{m,\bar{\delta}} \) is a Banach space with respect to the norm defined in (i), and \( C^l_s I^{m,\bar{\delta}}(H) \) inherits this structure.

(2) \( \partial_y : C^l_s S^{m,\bar{\delta}} \rightarrow C^l_s S^{m,\bar{\delta}+\bar{\delta}}, \) with \( \bar{\delta} = (\delta_2, \delta_3, \ldots, \delta_N) \) and \( \partial_x : C^l_s S^{m,\bar{\delta}} \rightarrow C^l_{s-1} S^{m,\bar{\delta}} \) continuously.

(3) \( C^l_s I^{m,\bar{\delta}}(H) \) is well-defined, since changing the defining functions of \( H \) locally corresponds to a change of variable in \( x, \) which leaves the symbol class invariant. (4) The usual (infinite-regularity) conormal space \( I^m(H) \) has a continuous inclusion with respect to its Fréchet structure: \( I^m(H) \hookrightarrow C^l_s I^{m,\bar{\delta}}(H) \) for any \( l, N \) and \( \bar{\delta}. \)

**Proposition 2.2.** Let \( H \subset \Omega \subset \subset \mathbb{R}^n, \) with \( \text{codim}(H) = k, \) \( l \notin \mathbb{Z} \) and \( \bar{\delta} = (\delta_1, \ldots, \delta_N). \)

(i) If \( l > 1, -k \leq m < -\frac{k}{2}, N \geq 1, \delta_1 > 0 \) and \( m - |\bar{\delta}| < -k, \) then

\[
\tag{2.1} C^l_s I^{m,\bar{\delta}}(H) \hookrightarrow L^p(\Omega) \text{ continuously for all } 1 \leq p < \frac{k}{m+k}. \]

(ii) If \( l > 2, N \geq 2, \delta_1 > 1 - \frac{k}{2} \) and \( |\bar{\delta}| > 1, \) then for each smooth function \( \tilde{F} \) vanishing on \( H, \)

\[
\tag{2.2} v \in C^l_s I^{-k,\bar{\delta}}(H) \implies \tilde{F} \cdot v \in W^{1,p}(\Omega) \text{ for } 1 \leq p < \frac{k}{1-\delta_1}.
\]

and thus, for \( G \subset \subset \mathbb{R} \setminus H, \) \( C^l_s I^{-k,\bar{\delta}}(H) \hookrightarrow W^{1,p}(G) \) continuously.

(iii) Suppose \( l > 3. \) For \( \max\left(\frac{3}{4}, 1 - \frac{k}{4}\right) = \nu(0) < 1, \) set

\[
\bar{\delta}_0 = (\nu, 1 - \nu, 2\nu - 1, 1 - \nu, 1 - \nu, 3\nu - 2).
\]

Then, for any \( \tilde{F} \) vanishing on \( H, \)

\[
\tag{2.3} v \in C^l_s I^{-k,\bar{\delta}_0}(H) \implies \tilde{F} \cdot v \in W^{2,r}(\Omega) \text{ for } 1 \leq r < \frac{k}{2(1-\nu)}
\]

and thus, for \( G \subset \subset \mathbb{R} \setminus H, \) \( C^l_s I^{-k,\bar{\delta}_0}(H) \hookrightarrow W^{2,r}(G) \) continuously.

Proof. (i) Since \( L^p \) and \( C^l I^{m,\bar{\delta}}(H) \) are diffeomorphism-invariant, it suffices to assume that, with respect to coordinates \( x = (x', x'') \in \mathbb{R}^{n-k} \times \mathbb{R}^k, \)

\[
H = \{x'' = 0\} \text{ and } u(x) = \int_{\mathbb{R}^k} e^{ix'' \cdot \theta} a(x, \theta) d\theta, \quad a \in C^l_s S^{m,\bar{\delta}}.
\]
We then have
\[ u(x', x'') = \int e^{ix''\cdot \theta} [a(x', 0, \theta) + \sum_{0 < |\alpha'| < |\theta|} \frac{1}{(\alpha')!} \partial^{\alpha'}_x a(x', 0, \theta)(x'')^{\alpha''} + R[\theta][x', x'', \theta]]d\theta, \]
where
\[ R[\theta](x, \theta) = \sum_{|\alpha'|=|\theta|} b_{\alpha''}(x, \theta)(x'')^{\alpha''} \text{ with } |b_{\alpha''}(x, \theta)| \leq C(1 + |\theta|)^m, \forall \alpha''. \]

Since \(a(x', 0, \cdot) \in L^q(\mathbb{R}^k_+), \forall q > -\frac{k}{m} \) and \(-\frac{k}{m} < 2\), the Hausdorff-Young inequality implies that \(\int e^{ix''\cdot \theta} a(x', 0, \theta)d\theta \in L^{q'}(\mathbb{R}^k_+, \forall 2 \leq q' < \frac{k}{m+k}, \) uniformly in \(x'\), and thus belongs to \(L^p(\Omega)\) for all \(2 \leq p < \frac{k}{m+k}\); since it is compactly supported, the range is in fact \(1 \leq p < \frac{k}{m+k}\). For the second term, note that for each function \(a_{\alpha''}(x', \theta) \) defined by \(\frac{1}{(\alpha'')!} \partial^{\alpha''} a(x', 0, \theta)\),
\[ \int e^{ix'' \cdot \theta} a_{\alpha''}(x', \theta)(x'')^{\alpha''}d\theta = \int (\frac{1}{i} \partial_\theta)^{\alpha''} e^{ix'' \cdot \theta} a_{\alpha''}(x, \theta)d\theta = \int e^{ix'' \cdot \theta} (\frac{-1}{i} \partial_\theta)^{\alpha''} a_{\alpha''}(x, \theta)d\theta, \]
whose amplitude is \(\leq C(1 + |\theta|)^m - \delta|\alpha''|\), and hence is treated by the same argument as for \(a_0 = a(x', 0, \theta)\). In the final term, we integrate by parts:
\[ \int e^{ix'' \cdot \theta} b_{\alpha''}(x, \theta)(x'')^{\alpha''}d\theta = \int e^{ix'' \cdot \theta} (i \partial_\theta)^{\alpha''} b_{\alpha''}(x, \theta)d\theta, \]
and since \(|\partial^{\alpha''}_\theta b(x, \theta)| \leq C(1 + |\theta|)^m - |\alpha''| \in L^1(\mathbb{R}^k_+)\), uniformly in \(x'\), this yields a bounded function of \(x \in \Omega\).

(ii) If \(v \in C^*_s I^{-k, \delta}(H)\), then \(v \in L^p, \forall p < \infty\), by part (i). From
\[ v(x) = \int e^{ix'' \cdot \theta} a(x, \theta)d\theta, \quad a \in C^*_s S^{-k, \delta}, \]
one finds
\[ \partial_{x_j} v(x) = \int e^{ix'' \cdot \theta} (i \partial_{x_j} a + \partial_{x_j} a)d\theta \in C^*_s I^{-k, \delta}(H) + C^*_s I^{-1, 1-k, \delta}(H) \]
for \(n-k+1 \leq j \leq n\); if \(1 \leq j \leq n-k\), only the second term is present. The second term is covered by part (i) and hence is in \(L^p, \forall p < \infty\). If the first term is multiplied by some \(x_{j_0}\), \(n-k+1 \leq j_0 \leq n\) and integrated by parts, it becomes an element of \(C^*_s I^{1-k-\delta_1, \delta}(H)\), with \(\delta_1 = (\delta_2, \ldots, \delta_N)\), which by (2.1) is in \(L^p, 1 \leq p < \frac{k}{n-k}\). Since any \(\hat{F}\) vanishing on \(H\) can be represented as a linear combination of \(x_{j_0}\)'s with smooth coefficients, \(\hat{F}(x) \partial_x v \in L^p\) and so \(v \in W^{1,p}(G)\) for any set \(G\) on which \(|F|\) is bounded below.
(iii) By (i) and (ii) above, both \(v\) and \(\tilde{F} \cdot \nabla v \in L^r\). Now, arguing as in (ii), for \(n - k + 1 \leq j, j' \leq n\),
\[
\partial^2_{x_j x_{j'}} v = \int e^{i x \cdot \theta} \left(-\theta_j \theta_{j'} a + i (\theta_j a_{x_{j'}} + \theta_{j'} a_{x_j}) + a_{\theta_j \theta_{j'}}\right) d\theta
\]
with simpler expressions if one or both of \(j\) or \(j'\) is \(\leq n - k\). By (i), the last term is in \(L^r, \forall r < \infty\), if \(l > 3, N \geq 1\). Integrating by parts and using (ii), \(x_{j_0}\) times the second term is in \(L^r, 1 \leq r < \frac{1}{2(1 - \nu)} = \frac{1}{1 - \nu}\) if \(l > 2, N \geq 2\). As for the first term, \(x_{j_0} x_j x_{j_2}\) times it is seen, after integrating by parts three times, to be in \(C^l_0 I^{2-k}(\Omega, \tilde{\delta}^0) = C^l_0 I^{2-k-2\nu}(\Omega, \tilde{\delta}^0)\) for \(\tilde{\delta}_0^0 = (1 - \nu, 1 - \nu, 3\nu - 2)\), which, by (i), \(\mapsto L^r(\Omega), \forall 1 \leq r < \frac{k}{2(1-\nu)}\), if \(l > 2\), since \(-k \leq 2 - k - 2\nu < -\frac{3}{2}\) if \(1 - \frac{4}{3} < \nu \leq 1\) and \(2 - k - |\tilde{\delta}| = 2 - 3\nu - k \leq k\) if \(\nu > \frac{4}{3}\). Thus, for any \(\tilde{F}\) vanishing on \(H, \tilde{F}^3 \cdot C^l_0 I^{2-k}(\Omega) \mapsto W^{2,r}(\Omega)\) if \(1 \leq r < \frac{k}{2(1-\nu)}, l > 3\). □

We also have

**Proposition 2.3.** If \(A \in \Psi^r(\mathbb{R}^n)\) is properly supported with \(r < 0\), then for any \(l, m \in \mathbb{R}\) and any \(\delta^r\), and any \(\epsilon > 0\),
\[
A : C^l_0 I^{m, \delta_0}(H) \rightarrow C^l_0 I^{m+r, \epsilon \delta, \tilde{\delta}}(H)
\]
and \(|A|\) is bounded by a finite number of semi-norms of \(\sigma(A)\) in \(S^r_{1,0}(\mathbb{R}^n \times (\mathbb{R}^n \setminus 0))\).

**Proof.** Write
\[
Af(x) = \int e^{i(x-y) \cdot \xi} a(x, y, \xi) f(y) d\xi dy, \quad a \in S^r_{1,0}
\]
and
\[
u(y) = \int e^{iF(y) \cdot \theta} b(y, \theta) d\theta, \quad b \in C^l_0 S^{m, \tilde{\delta}}.
\]
Then
\[
Au(x) = \int e^{i[(x-y) \cdot \xi + F(y) \cdot \theta]} a(x, y, \xi) b(y, \theta) d\theta d\xi dy
\]
and
\[
Bu(x) = \int e^{iF(x) \cdot \theta} c(x, \theta) d\theta,
\]
where
\[
c(x, \theta) = \int e^{i[(x-y) \cdot \xi + (F(y) - F(x)) \cdot \theta]} a(x, y, \xi) b(y, \theta) d\xi dy
\]
and we need to show that \(c = e[\nu] \in C^l_0 S^{m+r, \epsilon \delta, \tilde{\delta}}, \forall \epsilon > 0\). Furthermore, since \(H\) is compact, we may assume that the symbol \(a(x, y, \xi)\) vanishes for \(x, y\) outside some compact set.
Let \( \langle \theta \rangle = (1 + |\theta|^2)^{\frac{1}{4}} \). Setting \( b_i(y, \theta) = \psi_i(D_y)(b(y, \theta)) \) and \( c_j(x, \theta) = \psi_j(D_x)(c(x, \theta)) \), we have

\[
||\partial^\alpha_{\theta} b_i(\cdot, \theta)||_{L^\infty} \leq C 2^{-l_i} \langle \theta \rangle^{m - \delta(\alpha)}, \forall |\alpha| \leq N,
\]

and want to prove that

\[
||\partial^\alpha_{\theta} c_j(\cdot, \theta)||_{L^\infty} \leq C 2^{-l_j} \langle \theta \rangle^{m + r - \delta(\alpha)}, \forall |\alpha| \leq N.
\]

We first consider the case of \( \alpha = 0 \). Let \( \{\tilde{\psi}_i\}_{i=0}^\infty \) be bounded families in \( S^0_{+1} \) with \( \tilde{\psi}_i = 1 \) on \( \text{supp}(\psi_i) \) and \( \tilde{\psi}_i = 1 \) on \( \text{supp}(\tilde{\psi}_i) \); then, one can write \( c_j = T_{ij}(b_i) \), where the operator \( T_{ij} \) has the Schwartz kernel

\[
K_{ij}(x, y; \theta) = \int e^{i[(x-z)\cdot \eta + (w-y)\cdot \xi]} a(z, w, \xi) \tilde{\psi}_j(\eta) d\xi dz d\eta.
\]

It suffices to show that \( \sum_{i=0}^\infty ||T_{ij}(b_i)||_{L^\infty} \leq C 2^{-l_j} \langle \theta \rangle^{m + r + \epsilon} \).

As in the proof of Prop. 2.2, we may assume that \( F(x) = x'' \), where \( x = (x', x'') \in \mathbb{R}^{n-k} \times \mathbb{R}^k \) for \( \theta \in \mathbb{R}^k \), let \( \theta^* = (0, \theta) = DF^t(x)(\theta), \forall x \). Thus, the phase function of \( K_{ij}(x, y; \theta) \) is

\[
\phi = (x - z) \cdot \zeta + (z - w) \cdot \xi + (w'' - z'') \cdot \theta + (w - y) \cdot \eta.
\]

Let \( \chi \in C_0^\infty(\mathbb{R}), \chi(t) = 1 \) for \( |t| \leq 1/2, \text{supp}(\chi) \subset \{|t| \leq 3/4\} \). Write

\[
K_{ij}(x, y; \theta) = \int e^{i\phi} \psi_j(\zeta) \tilde{\psi}_i(\eta) [\chi(\frac{|\xi - \zeta - \theta^*|}{|\theta|}) + (1 - \chi)(\frac{|\xi - \zeta - \theta^*|}{|\theta|})] \times
\]

\[
a(z, w, \xi) d\xi dz d\eta
\]

\[
= K_{ij}^0(x, y; \theta) + K_{ij}^\infty(x, y; \theta)
\]

with \( T_{ij} = T_{ij}^0 + T_{ij}^\infty \) the corresponding operator decomposition.

\( K_{ij}^0 \) may be analyzed by noting that \( |\xi - \zeta - \theta^*| \geq c \max(|\xi - \zeta|, |\theta|) \) on \( \text{supp}(1 - \chi) \), and thus, using

\[
\left( \frac{\xi - \zeta - \theta^*}{|\xi - \zeta - \theta^*|^2} \cdot \nabla_z \right)(e^{i\phi}) = e^{i\phi},
\]

we may integrate by parts \( n + M \) times in \( z \) and then integrate in \( \xi \) to obtain

\[
K_{ij}^\infty(x, y; \theta) = \int e^{i[(x-z)\cdot \eta + (w-y)\cdot \xi]} \psi_j(\zeta) \tilde{\psi}_i(\eta) A(z, w; \theta) d\xi dz d\eta
\]

with \( |\partial^\alpha_{\theta} \partial^\beta_{w} A(z, w; \theta)| \leq C_{\alpha, \beta, M} \langle \theta \rangle^{-M}, \forall \alpha, \beta \in \mathbb{Z}_+^n, M \in \mathbb{N} \). If \( \max(2^i, 2^j) < \frac{1}{4} \langle \theta \rangle \), we then simply integrate in all variables to obtain \( |K_{ij}^\infty| \leq c 2^{n(i+j)} \langle \theta \rangle^{-M} \). If \( \langle \theta \rangle < \frac{1}{4} \min(2^i, 2^j) \), then \( |\zeta + \theta^*| \geq c |\xi| \geq c 2^j \) and \( |\eta + \theta^*| \geq c |\eta| \geq c 2^j \), so we may first integrate by parts in \( z \) and \( w \) to obtain \( |K_{ij}^\infty| \leq c 2^{-M(i+j)} \langle \theta \rangle^{-M} \).

In the following, we denote \( a \sim b \) if either \( a, b < 4 \) or \( \frac{1}{4} a \leq b \leq 4 a \).

If \( \langle \theta \rangle \sim 2^i > 2^{i+1} \) or \( \langle \theta \rangle \sim 2^j > 2^{j+1} \), we may integrate by parts in \( z \) or \( w \) alone to obtain \( |K_{ij}^\infty| \leq c 2^{-M(i+j)} \langle \theta \rangle^{-M} \) or \( |K_{ij}^\infty| \leq c 2^{-M(i+j)} \langle \theta \rangle^{-M} \), respectively, \( \forall M' \). Finally, if \( \langle \theta \rangle \sim 2^i \sim 2^j \), we simply integrate and get \( |K_{ij}^\infty| \leq \)
\[ c^{2n(i+j)} (\theta)^{-M} \leq c(\theta)^{-(M-2n)}. \] Using \(|b_i| L^\infty \leq c2^{-i} (\theta)^m\) and summing in \(i\) yields \(\sum_{i=0}^{\infty} ||T^{\infty}_{ij}(b_i)||_{L^\infty} \leq c2^{-2(M-j)} (\theta)^{-M}, \ \forall M, M'.\)

On the other hand, \(K_{ij}^0\) may be analyzed using stationary phase in \(\xi\) and \(w:\)

First rewrite (2.5)

\[ K_{ij}^0(x, y; \theta) = \int e^{i[(x-z) \cdot \xi + (z-y) \cdot w]} \psi_j(\xi) \psi_i(\eta) \times \left[ \int e^{i[\theta(w']^2 - \theta \cdot w \cdot \xi)]} \theta^n a(z, z + w, |\theta| (\xi + \frac{\eta}{|\theta|} + \theta^*) d\xi dw \right] = \int e^{i[\theta(w')^2 - \theta \cdot w \cdot \xi)]} \theta^n a(z, z + w, |\theta| (\xi + \frac{\eta}{|\theta|} + \theta^*) d\xi dw \right] = \int e^{i[\theta(w')^2 - \theta \cdot w \cdot \xi)]} \theta^n a(z, z + w, |\theta| (\xi + \frac{\eta}{|\theta|} + \theta^*) d\xi dw \right]. \]

The domain of integration for the inner integral contains a critical point only if \(|\sigma| < 2). In this case the unique nondegenerate critical point is \(\xi = \frac{\eta}{|\theta|}, \ w = 0). Applying the method stationary phase and analysing error terms using [16, Thm.7.7.7] for \(|\sigma| < 2), or just using integration by parts for \(|\sigma| \geq 2), we see that the inner integral is \(a(z, z, \eta + \theta^*) \chi(\frac{|\eta - \xi|}{|\theta|} + e(z, \frac{\eta}{|\theta|}, \xi + \theta^*)\), with \(\epsilon \in S^{-1}_{\infty}((\mathbb{R}^n \times \mathbb{R}^n) \times \mathbb{R}^n)\) and thus

\[ K_{ij}^0(x, y; \theta) = \int e^{i[(x-z) \cdot \xi + (z-y) \cdot w]} \psi_j(\xi) \psi_i(\eta) \times \left[ a(z, z, \eta + \theta^*) \chi(\frac{|\eta - \xi|}{|\theta|} + e(z, \frac{\eta}{|\theta|}, \xi + \theta^*)\right] \right]. \]

Note that \(S^{-1}_{\infty} seminorms of \(e) are uniformly bounded over compact subsets of \(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n). We observe for the phase that \(d_z((x-z) \cdot \xi + (z-y) \cdot \eta) = -z + \eta\) and \((d_z + d_y)((x-z) \cdot \xi + (z-y) \cdot \eta) = x - y) and we may use these to integrate by parts, \(M\) and \(M'\) times, respectively, to obtain, for \(i \leq j - 2, \)

\[ |K_{ij}^0(x, y; \theta)| \leq c \int 2^{-Mj} (1 + 2^i |x-y|)^{-M' j} \psi_j(\xi) \theta^r |\eta|^{-M' j} \psi_i(\eta) d\xi dz d\eta \leq C 2^{-(M-n)j} (1 + 2^i |x-y|)^{-M' j} 2^{-(M-n)j} \theta^r. \]

Here, we have used \(|-z + \eta| \geq \frac{1}{2} |z| \geq 2^{-i} 1 \) and

\[ |(d_z + d_y)^M(\psi_j(\xi) \chi(\eta, z, \eta + \theta^*)\psi_i(\eta))| \leq \left\{ \begin{array}{ll} C |\eta|^{r-M' j} \psi_j(\xi) \theta^r |\eta|^{-M' j} \psi_i(\eta), |\theta| \leq c2^i \\
C(\theta)^r |\eta|^{r-M' j} \psi_j(\xi) \theta^r |\eta|^{-M' j} \psi_i(\eta), |\theta| \geq c2^i. \end{array} \right. \]

Thus, \(\int |K_{ij}^0(x, y)| dy \leq C 2^{-(M-n)j} 2^{M' j} \theta \), so that

\[ \sum_{i=0}^{j-2} ||T^{\infty}_{ij}(b_i)||_{L^\infty} \leq C \sum_{i=0}^{j-2} 2^{-(M-n)j} 2^{-M' j} \theta |2^{-M' j} \theta |^{m-r} \leq C 2^{-(M-n)j} \theta |^{m+r} \]

for \(M > n + l\). Similarly, for \(i \geq j + 2, \) we obtain the estimate

\[ |K_{ij}^0(x, y)| \leq C 2^{-(M-n)j} (1 + 2^j |x-y|)^{-M' j} 2^{-(M-n)j} \theta |^{m+r}, \]

leading to

\[ \sum_{i=j+2}^{\infty} ||T^{\infty}_{ij}(b_i)||_{L^\infty} \leq C \sum_{i=j+2}^{\infty} 2^{-M' j} 2^{-(M-n)j} \theta |^{m-r} \leq C 2^{-(M-n)j} \theta |^{m+r} \]
for $M' > l, M > n - l$.

To analyze the contributions from $|i - j| \leq 1$, we perform in (2.6) an additional stationary phase in $z$ and $\zeta$, with critical point $z = x, \zeta = \eta$. Rewriting the integral as in formula (2.5) we see that,

$$K_{ij}^a(x, y) = \int e^{i(x-y)\cdot \eta} \psi_j(\eta) [(a(x, x, \eta + \theta^*) + e(x, \frac{\eta}{\theta}, \frac{\eta}{\theta^*}, \eta + \theta^*)] \times (1 + e_2(x, \frac{\eta}{\theta}, \eta + \theta^*)) \psi_i(\eta) d\eta$$

with $e_2 \in S_{1,0}^{-1}(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \setminus \{0\})$. Since $\psi_j$ are uniformly bounded in $S_{1,0}^0$, the $S_{1,0}^{-1}$ seminorms of $e_2$ are uniformly bounded on compact subsets of $\mathbb{R}^n \times \mathbb{R}^n$. Then

$$K_{ij}^a(x, y) = e^{-i\theta^* \cdot x} \frac{\int e^{i(x-y)\cdot \eta} [\psi_j(\eta - \theta^*) h(x, \eta; \theta) \psi_i(\eta - \theta^*)] \psi_i(\eta - \theta^*) d\eta}{e^{i\theta^* \cdot y}}$$

where $h(\cdot, \cdot, \cdot) \in S_{1,0}^0(\mathbb{R}^n \times \mathbb{R}^n \setminus \{0\})$,

$$h(x, \eta; \theta) = (a(x, x, \eta) + e(x, \frac{\eta - \theta^*}{\theta}, \frac{\eta - \theta^*}{\theta^*}, \eta))(1 + e_2(x, \frac{\eta - \theta^*}{\theta}, \eta))$$

is a symbol depending on the parameter $\theta$, $|\theta| > 1$.

Note that multiplication by the exponentials does not affect the $L^\infty \to L^\infty$ operator norm, while

$$\psi_j(\eta - \theta^*) h(x, \eta; \theta) \psi_i(\eta - \theta^*) \in \begin{cases} S_{1,0}^0(\mathbb{R}^n \times \mathbb{R}^n \setminus \{0\}), & |\theta| \leq c2^j \\ \langle \theta \rangle \cdot S_{1,0}^0(\mathbb{R}^n \times \mathbb{R}^n \setminus \{0\}), & |\theta| \geq c2^j \end{cases}$$

uniformly in $\theta$. Acting on functions with Fourier transforms supported in $B(0, R)$, pseudodifferential operators of order 0 are bounded on $L^\infty$ with norm $\leq c \log R$ [33]. Hence, for $|i - j| \leq 1$,

$$||T_{ij}(b_i)||_{L^\infty} \leq \begin{cases} C_j 2^{r_j} 2^{-lj} \langle \theta \rangle^m \leq C_j 2^{-lj} \langle \theta \rangle^{m+r+\epsilon}, & |\theta| \leq c2^j \\ C_j 2^{-lj} \langle \theta \rangle^{m+r} \leq C_j 2^{-lj} \langle \theta \rangle^{m+r+\epsilon}, & |\theta| \geq c2^j \end{cases}$$

as desired.

To handle the derivatives $\partial_\theta^k c$, note first that the application of $\partial_\theta$ to the right hand side of (2.4) yields two terms. Since $\partial_\theta b(x, \theta) \in C_j S^{m-\delta_1, \delta_2, \ldots}$, the oscillatory integral with amplitude $a(x, y, \xi) \partial_\theta b(x, \theta)$ has $C_j^1$ norm $\leq C \langle \theta \rangle^{m+r-\delta_1}$, as desired. On the other hand, as here $F(x) = x''$, we see that if the derivative hits the phase, then the amplitude becomes $i(F(y) - F(x)) \cdot a \cdot b = i(y'' - x'') \cdot a \cdot b$. Writing $y'' - x'' = -\partial_{\xi^i} [(x - y) \cdot \xi + (F(y) - F(x)) \cdot \theta]$, we may then integrate by parts in $\xi$. The resulting amplitude, $i \partial_{\xi^i} a \cdot b$ gives a term whose $C_j^1$ norm is $\leq C \langle \theta \rangle^{m+r-1}$. Higher derivatives $\partial_\theta^k c, |\alpha| \leq N$, are handled similarly. $\square$

To obtain the boundedness of $M_0$ on some of the finite-regularity conormal spaces, we will need the following; similar results are in [13].
Lemma 2.4. Let \( a, b \in C(\mathbb{R}^n \times \mathbb{R}^k) \) satisfy
\[
||a(\cdot, \theta)||_{C^l} \leq C(\theta)^m \quad \text{and} \quad ||b(\cdot, \theta)||_{C^{l'}} \leq C(\theta)^{m'}
\]
with \( l, l' > 0, l, l' \notin \mathbb{N} \) and \( m + m' < -k \). Then the partial convolution \( a *_{\mathbb{R}^k} b \) satisfies
\[
||a *_{\mathbb{R}^k} b(\cdot, \theta)||_{C^{l''}} \leq C(\theta)^{m''},
\]
with \( l'' = \min(l, l') \) and \( m'' = \max((m + k) + m', m + (m' + k) + m + m' + k) \). Here, \( t_+ = t_+ = \max(t, 0) \) if \( t \neq 0 \) and \( t_+ = \epsilon \) for \( t = 0 \), with \( \epsilon > 0 \) arbitrarily small.

Sketch of proof. This follows easily by decomposing
\[
(a *_{\mathbb{R}^k} b)(x, \theta) = \int_{\mathbb{R}^k} a(x, \sigma)b(x, \theta - \sigma)d\sigma
\]
and estimating each of the three terms using the fact that \( C^l \times C^{l'} \hookrightarrow C^{l''} \) continuously.

This is then used in the proof of

Proposition 2.5. Let \( H \subset \mathbb{R}^N \) be codimension \( k \). For \( q \in I^n(H) \), let \( M_q \) denote multiplication by \( q(x) \). Suppose \( \frac{2}{3} - k < \mu < 1 - k \). Then, for any \( l > 0, l \notin \mathbb{N} \),
\[
(2.7) \quad M_q : C^l \hookrightarrow \mathcal{I}^{-k, \delta_0}(H) \rightarrow C^l \mathcal{I}^{\mu, \tilde{\delta}_0}(H) \quad \text{continuously}
\]
where, if we write \( \mu = \nu - k \) with \( \frac{2}{3} \leq \nu < 1 \), \( \tilde{\delta}_0 \) is as in Prop. 2.2(iii):
\[
(2.8) \quad \tilde{\delta}_0 = (\nu, 1 - \nu, 2\nu - 1, 1 - \nu, 1 - \nu, 3\nu - 2)
\]
and \( \tilde{\mu} = \mu + \epsilon \) for any \( 0 < \epsilon < -\mu \).

Proof. As before, we can assume that \( H = \{x'' = 0\} \),
\[
u(x) = \int_{\mathbb{R}^k} e^{ix'' \cdot \theta} b(x, \theta)d\theta, \quad b \in C^l \mathcal{I}^{-k, \delta_0}(H)
\]
and
\[
u(x) = \int_{\mathbb{R}^k} e^{ix'' \cdot \theta} a(x, \theta)d\theta, \quad a \in S^{\mu}_{1,0} \hookrightarrow C^{l'} S^{\mu, (1,1,\ldots)}
\]
for any \( l' > 0 \).

Hence, \( M_q u(x) = \int e^{ix'' \cdot \theta} (a * b)(x, \theta)d\theta \), where \( * \) denotes the \( k \)-dimensional convolution in the \( \theta \) variable. By Lemma 2.4,
\[
||a * b(\cdot, \theta)||_{C^l} \leq C(\theta)^{\max(\mu, \mu + \epsilon, \mu)} = C(\theta)^{\mu + \epsilon}, \forall \epsilon > 0.
\]
Since $\partial_0 a \in C_*'S^{\mu-1,(1,1,...)}$ and $\mu - 1 < -k$,

$$||\partial_0 (a * b)(x,\theta)||_{C^1_\gamma'} = ||(\partial_0 a) * b(x,\theta)||_{C^1_\gamma'} \leq C(\theta)^{\max(-k,\mu-1,\mu-1)} = C(\theta)^{-k}$$

(for $\epsilon < -\mu$, which gives a gain of $\geq \mu - (-k) = \nu$, consistent with $\delta_1 = \nu$. (The additional gain of $\epsilon$ we choose to ignore.) Noting that $\partial_0 b \in C_*'S^{-k-k,1,1,...}$ by Remark 2 above, we have

$$||\partial^2_0 (a * b)||_{C^1_\gamma'} = ||(\partial_0^2 a) * (\partial_0 b)||_{C^1_\gamma'} \leq C(\theta)^{\max(-k,\nu-k-1,-k-1)} = C(\theta)^{-k-1}$$

since $\nu \geq \frac{1}{2}$, which is a gain of $\delta_2 = -k - (\nu - k - 1) = 1 - \nu$. Since $\partial^2_0 a \in C_*'S^{\mu-2,(1,1,...)}$ and $\partial_0 b$ is as noted above,

$$||\partial^3_0 (a * b)||_{C^1_\gamma'} = ||(\partial_0^3 a) * (\partial_0 b)||_{C^1_\gamma'} \leq C(\theta)^{\max(-k,\nu-k-2)} = C(\theta)^{-k-\nu},$$

which gives a gain of $\delta_3 = \nu - k - 1 - (k - \nu) = 2\nu - 1$. Since $\partial^2_0 a \in C_*'S^{\mu-2,(1,1,...)}$ and $\partial^2_0 b \in C_*'S^{-k-k,(2\nu-1,1,...)},$

$$||\partial^4_0 (a * b)||_{C^1_\gamma'} = ||(\partial_0^4 a) * (\partial_0 b)||_{C^1_\gamma'} \leq C(\theta)^{\max(-k-1,\nu-k-2,2\nu-k-3)} = C(\theta)^{-k-1},$$

which gives a gain of $\delta_4 = -k - \nu - (k - 1) = 1 - \nu$. Continuing in this fashion, we may estimate

$$||\partial^5_0 (a * b)||_{C^1_\gamma'} = ||(\partial_0^5 a) * (\partial_0^5 b)||_{C^1_\gamma'} \leq C(\theta)^{\nu-k-2},$$

which is consistent with $\delta_5 = 1 - \nu$ if $\nu \geq \frac{2}{3}$, and

$$||\partial^6_0 (a * b)||_{C^1_\gamma'} = ||(\partial_0^6 a) * (\partial_0^6 b)||_{C^1_\gamma'} \leq C(\theta)^{-2\nu-k},$$

which is consistent with $\delta_6 = 3\nu - 2$. The $x$ derivatives, lowering the Zygmund space index and not involving any gain in $\langle \theta \rangle$, are handled in the obvious way. Hence, $a * b \in C_*'S^{\mu+\epsilon,\delta_0}$. □

Now recall some facts concerning the Faddeev Green’s function [10], $G_{\rho}$. As is well-known (see, e.g., [32], where this is used implicitly), the families $\{\rho | G_{\rho} : \rho \cdot \rho = 0\}$ and $\{G_{\rho} : \rho \cdot \rho = 0\}$ are uniformly bounded in $\Psi^0(K)$ and $\Psi^{-1}(K)$, respectively, for $K \subset \subset \mathbb{R}^n$ and hence interpolation implies

$$\left\{ |\rho|^{1-t}G_{\rho} : \rho \cdot \rho = 0 \right\} \subset \Psi^{-t}(K) \text{ is bounded } , \forall t \in [0,1].$$

We can now state a local analogue for the finite-regularity conormal spaces of the result of [32] concerning solvability of inhomogeneous equations involving $\Delta_{\rho} + q(x)$ in weighted $L^2$ spaces.
Proposition 2.6. If \( q \in I^\nu(H) \) with \( \frac{3}{2} - k \leq \mu < 1 - k, \ l > 3, \ l \notin \mathbb{N} \) and \( 0 \leq \sigma \leq 1 \), then for \( \delta_0 \) as in (2.8), the inhomogeneous equation
\[
(\Delta_p + \phi)w = g \in C^l I^{1-k-\sigma,\delta_0}(H)
\]
has, for \( |\rho| \) large, a unique solution \( w \in C^l I^{-k,\delta_0}(H) \), with \( \|w\| \leq \frac{C}{|\rho|^r}|g| \).

**Proof.** Applying \( G_\rho \) to both sides of (2.10), using (2.9) for \( t = 1 - \sigma \) and Prop. 2.3, we are reduced to showing that
\[
(I + G_\rho M_\sigma)w = G_\rho g \in C^l I^{-k,\delta_0}(H)
\]
has a unique solution for \( |\rho| \) sufficiently large, with \( \|w\| \leq C\|G_\rho g\| \). By Prop. 2.5, \( M_\sigma : C^l I^{-k,\delta_0}(H) \to C^l I^{\mu+\epsilon,\delta_0}(H) \) for any \( 0 < \epsilon < -\mu \). Note that \( t = \mu + \epsilon - (-k) < 1 \), so we can use Prop. 2.5 and (2.9) with this value of \( t \) to obtain
\[
C^l I^{-k,\delta_0}(H) \overset{M_\sigma}{\rightarrow} C^l I^{\mu+\epsilon,\delta_0}(H)
\]
with norm \( \leq C(q)|\rho|^{1-\epsilon} \to 0 \) as \( |\rho| \to \infty \). Hence, for \( |\rho| \) sufficiently large, \( \|G_\rho M_\sigma\| < \frac{1}{2} \) and \( I + G_\rho M_\sigma \) is invertible on \( C^l I^{-k,\delta_0}(H) \). \( \square \)

We may now complete the proof of Thm. 1 as described in §1. Construct two solutions \( \psi_j, \ j = 1, 2 \), to (1.10) for potentials \( q_j \in I^{\mu_j}(H_j) \). Note that \( -q_j \), the right hand side of (1.10), belongs to \( I^{\mu_j}(H) \), with \( \sigma_j > 0 \) since \( \mu_j < 1 - k_j \). Thus, we may apply Prop. 2.6 with \( g = -q_j, \ j = 1, 2 \), and then form as above the corresponding solutions, \( v_1(x, \rho_1) = e^{\mu_j x} (1 + \psi_j(x, \rho_1)) \) of \( (\Delta + q_1)v_1 = 0 \) and \( w_2(x, \rho_2) = e^{\mu_2 x} (1 + \psi_2(x, \rho_2)) \) of \( (\Delta + q_2)w_2 = 0 \), with \( \|\psi_j\|_{C^l I^{-k,\delta}} \leq C|\rho|^{-\sigma_j} \). The solutions \( v_1 \) and \( w_2 \) belong to \( X^p, r(\Omega) \), with \( p, r \) as in (1.3). In fact, each is in \( L^p(\Omega) \), and in \( W^2,r(\Omega) \) away from \( H \) by Prop. 2.2(i) and (ii), resp., since \( r < \frac{1}{2(1-p)} \). Furthermore, since \( q_1 \in L^{\frac{k_1}{k_1-\eta}}, \forall \epsilon > 0 \), we have \( \Delta v_1 = -q_1 v_1 \in L^{\frac{k_1}{k_1-\eta}}(\Omega), \forall \epsilon > 0, \forall s < \infty \). Since \( p > \frac{k_1}{k_1-\eta} \), we thus have \( \Delta v_1 \in L^p(\Omega) \), and similarly for \( w_2 \). These solutions are constructed for all large \( |\rho| \). Since \( n \geq 3 \), for any \( \xi \in \mathbb{R}^n \setminus 0 \) and \( \lambda \geq c|\xi| \), one can find \( \rho_1, \rho_2 \in \{ p \cdot \rho = 0 \} \) with \( |\rho_1| \approx |\rho_2| \geq \lambda \) and \( \rho_1 + \rho_2 = -i\xi \).

By the assumption that \( CD_{q_2} = CD_{q_1} \), there exists a \( v_2 \in X^p, r(\Omega) \) such that (1.7) holds. Applying (1.8) and (1.9), it suffices to show that
\[
\int_\Omega e^{-i\xi \cdot x}(q_1 - q_2)(\psi_1 + \psi_2 + \psi_1\psi_2)dx \to 0 \text{ as } \lambda \to \infty.
\]
(2.11)

Since each \( q_j \in L^{\frac{k_j}{k_j-\eta}}(\Omega), \forall \epsilon > 0 \), and by (1.3), \( p > (\frac{k_j}{k_j-\eta})' \), \( j = 1, 2 \), we have
\[
\int_\Omega |q_1 - q_2| \cdot |\psi_j| dx \leq \frac{C}{\lambda^\epsilon}, \ \epsilon_j > 0
\]
as \( \lambda \to \infty \) by Hölder’s inequality. In fact, \( p > 2(\frac{k_j}{k_j-\eta})' \) by (1.3), so we have
\[
\int_\Omega |q_1 - q_2| \cdot |\psi_1| \cdot |\psi_2| dx \leq \frac{C}{\lambda^{\epsilon_1}}, \ \epsilon_1 > 0,
\]
as well. Thus, we have shown that \( CD_{q_1} = CD_{q_2} \) implies that \( \tilde{q_1} - \tilde{q_2}(\xi) = 0, \forall \xi \), and hence \( q_1 = q_2 \), concluding the proof of Thm. 1.
3. Reconstruction of the potential

In this section we prove that the potential \( q \) can be obtained constructively from the Cauchy data of \( \Delta + q \). We follow here the general method of [25]; see also [26] and [19]. However, there are some additional difficulties in our case because we deal with the set of Cauchy data instead of the Dirichlet-to-Neumann map. Moreover, we work with more complicated function spaces due to the singularities of the potential. We will show:

**Theorem 2.** Suppose that \( \Omega \) is Lipschitz and \( H \subset \subset \Omega \) is a submanifold of codimension \( k \). Suppose further that \( q \in I^\nu(H) \) is a real potential with \( \nu_0(k) - k < \mu < 1 - k \) and \( \text{supp}(q) \subset \subset \Omega \). Let \( p, r \) satisfy \( 2 \leq r < r_0(k, \nu) \) and \( \max(p_0(k, \nu), -\frac{1}{p}) < p < \infty \). Then \( q \) can be reconstructed on \( \Omega \) from the Cauchy data \( \mathcal{CD}_q \) of \( \Delta + q \) on \( X^{p,r}(\Omega) \).

To start the discussion of reconstruction, we first show how to obtain a global analogue of Prop. 2.6. For \( s \in \mathbb{R} \) and \( -1 < \delta < 0 \), let \( W^{2,2}_\delta(\mathbb{R}^n) \) be the weighted Sobolev space denoted by \( H^s_\delta \) in [32]. In [32], it is shown that for \( 0 \leq t \leq 1 \),

\[
\|G_{\rho}f\|_{W^{2,2}_\delta(\mathbb{R}^n)} \leq \frac{C}{|\rho|^{1-t}} \|f\|_{W^{2,2}_\delta(\mathbb{R}^n)}.
\]

(3.1)

Now, let \( \text{supp}(q) \subset \subset \Omega' \subset \subset \Omega \) and let \( \chi_0 + \chi_\infty \equiv 1 \) be a partition of unity subordinate to the open cover \( \Omega \cup (\Omega')^c = \mathbb{R}^n \). Fix \( \frac{2}{3} - k < \mu < 1 - k \), \( l > 3 \) and let \( \delta_0 \) be as in (2.8). For \( m \leq -k \) and \( s \leq -2 \), define

\[
\|f\|_{Y^{m,s}_\delta(\mathbb{R}^n)} = \|\chi_0 \cdot f\|_{C^l I^m \delta_0(H)} + \|\chi_\infty \cdot f\|_{W^{2,2}_\delta(\mathbb{R}^n)}.
\]

(3.2)

For \( m \leq -k \), elements of \( I^m(H) \) are in \( L^p_{\text{loc}}(\mathbb{R}^n) \), \( \forall p < \infty \), and hence \( I^m_{\text{comp}}(H) \hookrightarrow W^{s,2}_\delta(\mathbb{R}^n) \), \( \forall m \leq -k \), \( s \leq -1 \). Combining (3.1) with (2.9) and Prop. 2.3, we have, for \( 0 \leq t \leq 1 \),

\[
\|G_{\rho}f\|_{Y^{m,s}_\delta(\mathbb{R}^n)} \leq \frac{C}{|\rho|^{1-t}} \|f\|_{Y^{m,s}_\delta(\mathbb{R}^n)}, \quad m \leq -k - t, s \leq -1 - t, -1 < \delta < 0.
\]

(3.3)

Finally, since \( \text{supp}(q) \subset \subset \Omega \), it follows from (2.7) that

\[
M_q : Y^{-k,s}_\delta \to Y^{\mu+s,\delta}_\delta, \quad \forall \epsilon > 0.
\]

(3.4)

Arguing as in the proof of Prop. 2.6, but replacing the local finite-regularity spaces with the global spaces \( Y^{m,s}_\delta(\mathbb{R}^n) \), we obtain the following result:

**Proposition 3.1.** If \( q \in I^{\nu}(H) \) with \( \frac{2}{3} - k < \mu < 1 - k \), \( s \leq -2 \), \( -1 < \delta < 0 \) and \( 0 \leq \sigma \leq 1 \), then the inhomogeneous equation

\[
(\Delta_{\rho} + q)w = g \in Y^{1-k-\sigma,s}_\delta(\mathbb{R}^n)
\]

(3.5)

has, for \( |\rho| \) large, a unique solution \( w \in Y^{1-k,s+1-\sigma}_\delta(\mathbb{R}^n) \) with \( \|w\| \leq \frac{C}{|\rho|^{1-t}}\|g\| \).
Next we will construct the boundary values of the exponentially growing solutions on \( \partial \Omega \). For this purpose we use the Green’s function \( G_\rho^q(x, y) \) defined by
\[
(\Delta + q)G_\rho^q(x, y) = \delta_y \quad \text{in} \quad \mathbb{R}^n, \quad e_\rho(\cdot)G_\rho^q(\cdot, y) \in Y_{-k, s}^q(\mathbb{R}^n),
\]
where \( y \in \mathbb{R}^n \setminus \Omega \), \( e_\rho(x) = \exp(-\rho \cdot x) \) and \( s < -n/2 \). When \( |\rho| \) is large enough, the equation (3.6) has a unique solution by Prop. 3.1. Next we consider the case when \( \rho \) is fixed and sufficiently large.

As \( \text{supp}(q) \subset \subset \Omega \), we see that \( \partial \Omega \) has a neighborhood \( V \) such that in \( V \times V \) Green’s function \( G_\rho^q(x, y) \) has the same singularities as the Green’s function \( G_0^q \) (for the zero potential and \( \rho = 0 \)), that is, \( G_\rho^q(x, y) - G_0^q(x, y) \in C^\infty(V \times V) \).

Using the Green’s function (3.6) we define the corresponding single and double layer potentials
\[
S_\rho^q(y) = \int_{\partial \Omega} G_\rho^q(x, y)\phi(x)dS_x, \quad K_\rho^q(y) = \int_{\partial \Omega} \left( \frac{\partial}{\partial n(y)} G_\rho^q(x, y) \right)\phi(x)dS_x, \quad y \notin \partial \Omega
\]
which define continuous operators \( S_\rho^q : W^{1-\frac{1}{2}, r}(\partial \Omega) \to X|_\Omega \oplus W^{2, r}_{\text{loc}}(\mathbb{R}^n \setminus \Omega) \) and \( K_\rho^q : W^{2-\frac{1}{2}, r}(\partial \Omega) \to X|_\Omega \oplus W^{2, r}_{\text{loc}}(\mathbb{R}^n \setminus \Omega) \). Here \( X \subset D'(\mathbb{R}^n) \) is the space with the norm \( \| \chi_\Omega f \|_{C^0_{T, f \cdot n, \delta_0(H)}} + \| \chi_\infty f \|_{W^{2, r}_{\text{loc}}(\mathbb{R}^n)} \). These layer potentials can be considered as operators on the boundary \( \partial \Omega \), defined in principal value sense. Since \( \partial \Omega \) is Lipschitz, it follows from the results of [7] that these operators are continuous, \( S_\rho^q : W^{1-\frac{1}{2}, r}(\partial \Omega) \to W^{2-\frac{1}{2}, r}(\partial \Omega) \) and \( K_\rho^q : W^{2-\frac{1}{2}, r}(\partial \Omega) \to W^{2-\frac{1}{2}, r}(\partial \Omega) \). Similarly, on \( \partial \Omega \) we define normal derivatives of the layer potentials,
\[
\partial_n S_\rho^q \phi(y) = \text{p.v.} \int_{\partial \Omega} \left( \frac{\partial}{\partial n(y)} G_\rho^q(x, y) \right) \phi(x) dS_x,
\]
\[
\partial_n K_\rho^q \phi(y) = \text{p.v.} \int_{\partial \Omega} \left( \frac{\partial}{\partial n(y)} G_\rho^q(x, y) \right) \phi(x) dS_x
\]
which are continuous operators \( \partial_n S_\rho^q : W^{1-\frac{1}{2}, r}(\partial \Omega) \to W^{1-\frac{1}{2}, r}(\partial \Omega) \) and \( \partial_n K_\rho^q : W^{2-\frac{1}{2}, r}(\partial \Omega) \to W^{1-\frac{1}{2}, r}(\partial \Omega) \).

Next we consider the Calderón projector [5]. We start with the operator
\[
A_q(\phi, \psi) = \left( -S_\rho^q \phi + \left( \frac{1}{2} + K_\rho^q \right) \psi, -(\frac{1}{2} + \partial_n S_\rho^q) \phi + \partial_n K_\rho^q \psi \right).
\]

**Proposition 3.2.** Let \( Z = W^{2-\frac{1}{2}, r}(\partial \Omega) \times W^{1-\frac{1}{2}, r}(\partial \Omega) \). Then the operator
\[
A_q : Z/Ker(A_q) \to Z
\]
is semi-Fredholm. Moreover, \(-A_q : Z \to Z\) is a projection operator with range \( CD_q \) and kernel independent of \( q \). In particular, \( CD_q \) is a closed subspace of \( Z \).

**Proof.** First we show that kernel of \( A_q \) does not depend on \( q \). Assume that \((\phi, \psi) \in Z\). We consider the function
\[
u_{\phi, \psi}(y) = -S_\rho(\phi) + K_\rho(\psi), \quad y \in \mathbb{R}^n \setminus \partial \Omega \]
and the trace operators
\[ T_+: W^{2,r}(\mathbb{R}^n \setminus \Omega) \to W^{2-\frac{1}{r},r}(\partial\Omega) \times W^{1-\frac{1}{r},r}(\partial\Omega), \]
\[ T_-: W^{2,r}(\Omega) \to W^{2-\frac{1}{r},r}(\partial\Omega) \times W^{1-\frac{1}{r},r}(\partial\Omega) \]
defined by \( T_+u = (u|_{\partial\Omega}, \partial_n u|_{\partial\Omega}) \). As the Green’s functions \( G^\phi_{\delta}(x,y) \) have the same singularities near \( \partial\Omega \times \partial\Omega \) as the standard Green’s function of \( \mathbb{R}^n \), we can use the standard jump relations for layer potentials (see e.g. [8]). We conclude that
\[ T_-u_{\phi,\psi} = A_q(\phi, \psi), \quad T_+u_{\phi,\psi} = (\phi, \psi) + A_q(\phi, \psi). \]

Thus we get that \( u = u_{\phi,\psi} \in (\epsilon_\rho)^{-1}Y^{-k,s}_\delta \) and it is the unique solution of
\[ (3.7) \quad (\Delta + q)u = g_{\phi,\psi} = \psi \delta_{\partial\Omega} + \nabla \cdot (n_\phi \delta_{\partial\Omega}) \quad \text{in} \quad \mathbb{R}^n, \]
satisfying \( \epsilon_\rho(\cdot)u \in Y^{-k,s}_\delta(\mathbb{R}^n) \).

Now, if \( (\phi, \psi) \in \text{Ker}(A_q) \) we have that
\[ (\phi, \psi) = (\phi, \psi) + T_-u_{\phi,\psi} = T_+u_{\phi,\psi}. \]

Thus, \( v = u_{\phi,\psi} \) is the solution of the scattering problem
\[ (3.8) \quad \Delta v = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \Omega, \quad T_+v = (\phi, \psi), \quad \epsilon_\rho(\cdot)v \in W^{2,2}_\delta(\mathbb{R}^n \setminus \Omega). \]

On other hand, assume that (3.8) has a solution, and let \( v_0 \) be the zero-continuation of \( v \), that is \( v_0|_{\mathbb{R}^n \setminus \Omega} = v, v|_{\Omega} = 0 \). Then we conclude that \( v_0 \) is a solution of the problem (3.7), and as this solution is unique, we see that \( v_0 = u_{\phi,\psi} \). This shows that \( (\phi, \psi) \in \text{Ker}(A_q) \) if and only if the problem (3.8) has a solution. This is obviously independent of \( q \) and thus we see that
\[ (3.9) \quad T_- + (\epsilon_\rho + u_{\phi,\psi}) = (\phi_0 + \phi, \psi_0 + \psi) + A_q(\phi, \psi) \in \text{Ran}(A_q). \]

Applying the projection \( I + A_q \) to both sides of (3.9) and using \( A_q(\phi, \psi) = 0 \), we see that
\[ 0 = (I + A_q)(\phi_0 + \phi, \psi_0 + \psi) = (I + A_q)(\phi_0, \psi_0) + (\phi, \psi). \]

As \( A_q \) and \( (\phi_0, \psi_0) \) are known, we can thus determine \( (\phi, \psi) \) and the Cauchy data of \( v(x) \) on \( \partial\Omega \).

Next we consider range of \( A_q \). A standard application of Green’s formula (see, e.g., [8, Th. 3.1]) shows that if \( v \in X^{p,r} \) satisfies
\[ (\Delta + q)v = 0 \quad \text{in} \quad \Omega, \]
and \( (\phi, \psi) = T_-v \), then \( v = -u_{\phi,\psi} \). (Observe the negative sign which is due to the fact that we use exterior normal vector \( n \).) Also, by for \( (\phi, \psi) \in Z \) we have \( \chi_0 u_{\phi,\psi} \in C^1_t I^{1-k,\delta_0}(H) \subset L^1_t(\Omega) \) for any \( t_1 < \infty \) by Prop. 2.2. As \( q \in I^p(H) \subset L^1(\Omega) \) for \( 1 < t_2 < \frac{k}{k+\mu} \), we have \( \chi_0 u_{\phi,\psi} \in L^p(\Omega) \) for \( \frac{1}{p} < 1 - \frac{1}{t_2} \), i.e. \( p > \frac{k}{k+\mu} \). Hence \( u_{\phi,\psi} \in X^{p,r} \). Thus the set of all solutions of the Schrödinger equation in
$X^{p,r}$ equals to the set of solutions $u_{\phi,\psi}$, $(\phi,\psi) \in Z$. As $T_- u_{\phi,\psi} = A_q(\phi,\psi)$, we obtain that the range of $A_q$ equals to $CD_q$.

Now, when the potential is equal to zero, the Dirichlet-to-Neumann operator $A_0 : u|_{\partial \Omega} = \partial_n u|_{\partial \Omega}$ is well defined, $A_0 : W^{2-\frac{1}{2},r}(\partial \Omega) \to W^{1-\frac{1}{2},r}(\partial \Omega)$. The Cauchy data $CD_0$ is the graph of the operator $A_0$ and is thus closed. Thus we see that the range of $A_0$ is a closed subspace, and therefore the operator $A_0 : Z / \ker(A_0) \to Z$ has zero kernel and closed range. Thus it is a semi-Fredholm operator. Now, consider the operator $A_q - A_0$. Using (3.9) we know that the operator

$$A_q - A_0 : Z / \ker(A_0) \to Z$$

is well defined and compact. As compact perturbations of semi-Fredholm operators are also semi-Fredholm, we conclude that $A_q$ is also semi-Fredholm.

It remains to show that $-A_q$ is a projection. This can be seen similarly to the smooth case. Indeed, if $(\phi,\psi) \in \text{Ran}(A_q)$, $(\phi,\psi) = A_q(\tilde{\phi},\tilde{\psi})$ we see that the solution $u_{\tilde{\phi},\tilde{\psi}}$ has the trace $T_- u_{\tilde{\phi},\tilde{\psi}} = (\phi,\psi)$. Hence Green’s formula gives

$$u_{\tilde{\phi},\tilde{\psi}} = -(-S_q \phi + K_q \psi) \text{ in } \Omega.$$

Taking trace $T_-$ from both sides we obtain that $(\phi,\psi) = -A_q(\phi,\psi)$, i.e. $(-A_q)^2 = -A_q$. Thus, Prop. 3.2 is proven. □

Now we can construct the boundary values of the exponentially growing solutions from the Cauchy data. As we are given $CD_q = \text{Ran}(A_q)$, and we know $\ker(A_q) = \ker(A_0)$, we can construct the projection $-A_q$. Next, let $(\phi,\psi) = T_+ e_\rho$ be the boundary values of the incoming plane wave. Consider the solution $v(x) = e^{p \cdot x}(1 + \psi(x,\rho)) = e^{p \cdot x} + u_0$ and let $(\phi,\psi) = T_+ u_0$. Then $(\phi,\psi) \in \ker(A_q)$ and $u_0 = u_{\phi,\psi}$ in $\mathbb{R}^n \setminus \Omega$. Moreover, as $v$ is solution of Schrödinger equation inside $\Omega$, we have

$$T_+ (e_\rho + u_{\phi,\psi}) = (\phi_\rho + \phi, \psi_\rho + \psi) + A_q(\phi,\psi) \in \text{Ran}(A_q).$$

Applying with projection $I + A_q$ to (3.9) and using $A_q(\phi,\psi) = 0$, we see that

$$0 = (1 + A_q)(\phi_0 + \phi, \psi_0 + \psi) = (1 + A_q)(\phi_0, \psi_0) + (\phi, \psi).$$

As $A_q$ and $(\phi_0, \psi_0)$ are known, we find $(\phi, \psi)$ and the Cauchy data of $v(x)$ on $\partial \Omega$.

So far, we have constructed the Cauchy data of the solutions $v_{\rho_1}(x) = e^{p_1 \cdot x}(1 + \psi(x,\rho_1))$ for all sufficiently large $\rho_1$. Thus if we consider complex frequencies $\rho_1$ and $\rho_2$ satisfying $\rho_1 + \rho_2 = -i \xi$, with $\xi \in \mathbb{R}^n \setminus 0$, an application of Green’s formula yields

$$\gamma(\xi) = \lim_{|\rho_1| \to \infty} \int_{\partial \Omega} q(x) e^{p_1 \cdot x} \left( 1 + \psi_1(x, \rho_1) \right) e^{p_2 \cdot x} \, dx$$

$$= \lim_{|\rho_1| \to \infty} \int_{\partial \Omega} \left( v_{\rho_1} \cdot \partial_n e^{p_2 \cdot x} - \partial_n v_{\rho_1} \cdot e^{p_2 \cdot x} \right) \, dx.$$ 

This proves Theorem 2. □
4. Non-uniqueness for highly singular potentials

We next discuss how very strong singularities of the potential can cause non-uniqueness in a closely related inverse problem. Due to the strength of the singularities, the Schrödinger equation has to be interpreted in a weak sense. Let us consider the boundary value problem

\[(\Delta q + E)u = 0 \text{ in } \Omega, \quad u|_{\partial\Omega} = f\]

with the potential \(q\) having the form

\[q(x) = -\text{dist} (x, H)^\mu c_0(x),\]

near \(H\), where dist is the Euclidean distance, \(H\) is a closed hypersurface bounding a region \(\Omega_0 \subset \Omega\), \(\mu < -2\), and \(c_0(x)\) is a smooth function, satisfying \(c_0(x) > C_0 > 0\) in some neighborhood \(V\) of \(H\).

Elements of \(I^{-\mu}(H)\) satisfy the pointwise estimate \(|q(x)| \leq C\text{dist} (x, H)^\mu\), but a \(q\) satisfying (4.2) is not even locally integrable and thus need not define a distribution. Hence, the solutions of (4.1) cannot be formulated in the usual sense of distributions. Instead, we define the solution of (4.1) (if it exists) to be the solution of the following convex minimization problem: Find \(u\) such that

\[G(u) = \inf\{G(v) : v \in H^1(\Omega), v|_{\partial\Omega} = f\} \rightarrow \mathbb{R} \cup \{\infty\} \]

where \(G = G_{q+E} : \{v \in H^1(\Omega) : v|_{\partial\Omega} = f\} \rightarrow \mathbb{R} \cup \{\infty\}\) is the convex functional

\[G_{q+E}(v) = \int_{\Omega} (|\nabla v(x)|^2 - (q(x) + E)|v(x)|^2)dx\]

Here, since the function \(-q(x)\) is bounded from below, we define \(G(u) = \infty\) when \(q|v|^2\) is not in \(L^1(\Omega)\).

**Proposition 4.1.** The Cauchy data

\[\mathcal{C}D_{q+E} = \{(u|_{\partial\Omega}, \frac{\partial u}{\partial n}|_{\partial\Omega}) : u \in H^1(\Omega), u \text{ is a minimizer of } G_{q+E}\}\]

does not depend on \(q\) in \(\Omega_0\). In particular, if the solution of (4.3) is unique, \(u\) vanishes identically in \(\Omega_0\).

**Remark.** We note that potentials having singularities similar to (4.2) as above has been used to produce counterexamples to strong unique continuation, e.g. potentials \(q(x) = c/|x|^{2+\varepsilon}\) in [11]. Recently, counterexamples have been found for weak unique continuation for \(L^1\)-potentials [18], but here we need to construct potentials for which all solutions vanish inside \(H\). Finally, we wish to emphasize that since the solutions of (4.1) considered here are not defined in the usual sense of distributions, but rather as solutions of a convex minimization problem, the solutions we construct do not give new counterexamples for the unique continuation problem.
As compact operators map weakly converging sequences to strongly converging ones, we have the norm-convergence $u_n \to \tilde{u}$ in $L^2(\Omega)$. Thus for $n_0 > 0$ we have

$$- \int_{\Omega} q_{n_0}(x)|\tilde{u}(x)|^2 \, dx = \lim_{n \to n_0} \int_{\Omega} (-q_{n_0}(x))|u_n(x)|^2 \, dx \leq \lim_{n \to n_0} \int_{\Omega} (-q_n(x))|u_n(x)|^2 \, dx \leq C_2.$$

Since this is valid for any $n_0$ we have by monotone convergence theorem

$$- \int_{\Omega} q(x)|\tilde{u}(x)|^2 \, dx \leq C_2.$$

As $G \leq G_n$,

$$\inf G(u) \leq \lim_{n \to \infty} \min G_n(u) = C_1 + C_2.$$
and is given as the $L^2$-limit of the functions $u_n$. We note that the above analysis was based to the fact that the minimization problems for the $G_n$ epi-converge to the minimization problem for $G$ [30].

Recalling that $\Omega_0$ is the region bounded by $H$, consider functions $u_n$ restricted to $\Omega_0$. Let $t \mapsto B_t$ be the Brownian motion in $\mathbb{R}^n$ starting from $x$ at time $t = 0$, i.e., $B_0 = x$. As the $q_n$ are strictly negative smooth functions, they are in the Kato class and the pair $(\Omega, q_n)$ is gaugeable (see [6], sect. 4.3 and Th. 4.19). By [6], Th. 4.7, the solution $u_n$ can be represented by the Feynman-Kac formula

$$u_n(x) = \mathbb{E}(\exp \left( \int_0^\tau q_n(B_t)dt \right) f(B_\tau))$$

where $\tau = \tau_{\partial \Omega}$ is the first time when the process hits the boundary, i.e., $B_t \in \partial \Omega$. Here, we assume $B_t$ is a version of Brownian motion for which all realizations are continuous curves (see [21] or [6], Th. 1.4). If $x \in \Omega_0$, the realizations of Brownian motion have to hit $H$ prior to hitting $\partial \Omega$. Denote the first hitting time for $H$ by $\tau_H$; thus the first hitting point is $B_{\tau_H}$, and $\tau_H < \tau_{\partial \Omega}$. (The stopping time $\tau_H$ is measurable function in the probability space, see [6, Prop. 1.15]).

Let us now denote by $p(\rho, \eta)$ the probability that the Brownian motion sent from origin at time $t = 0$ leaves the origin centered ball with radius $\rho$ before time $\eta$. Because of the scale-invariance of Brownian motion, $p(s\rho, s^2\eta) = p(\rho, \eta)$ for $s > 0$. (Indeed, let us consider reparametrized Brownian motion $\tilde{B}_t = sB_{x-2t}$. As the probability densities of $(\tilde{B}_t_1, \tilde{B}_t_2, \ldots, \tilde{B}_t_m)$ coincide to those of $(B_{t_1}, B_{t_2}, \ldots, B_{t_m})$ we see that we see that $\tilde{B}_t$ is Brownian motion, too.)

Let $A_{\rho, \eta} = \{|B_t - B_{\tau_H}| < \rho \text{ for } \tau_H \leq t < \tau_H + \eta\}$. This set is measurable in the probability space and the probability of $A_{\rho, \eta}$ is $P(A_{\rho, \eta}) = 1 - p(\rho, \eta)$.

Let $m > 1$ and $\eta = \eta(m)$ be such that $p(1, \eta) \geq \frac{m-1}{m}$. Now, $q$ is non-positive and by (4.4) $q_n(x) < \max(-c_1n^{-\mu}, q(x))$ in some neighborhood $V$ of $H$. When $s$ is so small that the $s$-neighborhood of $H$ is in $V$, we have by (4.2) that

$$|E(\exp \left( \int_0^\tau q(B_t)dt \right) f(B_\tau))| \leq \mathbb{E}(\exp \left( \int_{\tau_H}^{\tau_H + s^2\eta} q(B_t)dt \right) ||f||_{L^\infty})$$

$$\leq (1 - P(A_{s\rho, s^2\eta(m)}))||f||_{L^\infty} + P(A_{s\rho, s^2\eta(m)}) \exp \left(-s^2\eta(m)c_0s^\mu \min(C_0s^\mu, c_1n^{-\mu}) \right) ||f||_{L^\infty}.$$

Thus, choosing $s = n^{2/\mu}$ we see that for sufficiently large $n$

$$||u_n||_{L^\infty(\Omega_0)} \leq \left( \frac{1}{m} + \frac{m-1}{m} \exp \left(-\eta(m)c_1n^{2(2+\mu)/\mu} \right) \right) ||f||_{L^\infty}.$$

As $u_n \to \hat{u}$ in norm in $L^2(\Omega_0)$, $||\hat{u}||_{L^2(\Omega_0)} \leq \frac{1}{m} ||f||_{L^\infty} \text{vol}(\Omega_0)^{1/2}$ for any $m$. Thus we see that $\hat{u} = 0$ in $\Omega_0$.

Next we consider the case when $E \in \mathbb{R}$ and $f \in H^{1/2}(\partial \Omega)$. First, let $H_r = \{x \in \Omega : \text{dist}(x, H) < r\}$ and let $r$ be so small that $q(x) + E < 0$ for $x \in H_r$. If $u$ is the solution of (4.1) in $\Omega$, then its restriction $\hat{u} = u|_{H_r}$ is the solution of boundary value problem

$$(\Delta + q + E)\hat{u} = 0 \quad \text{in} \quad H_r, \quad \hat{u}|_{\partial H_r} = \hat{f},$$
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where \( \tilde{f} = u|_{\partial H_r} \in C^\infty(\partial H_r) \), that is, \( \tilde{u} \) is the solution of minimization problem (4.3) in domain \( H_r \). Let \( q_n \) approximate \( q \) in \( H_r \) as above and \( \tilde{u}_n \) be the corresponding solutions of problem (4.9) with \( q \) replaced with \( q_n \). As above, we see that problem (4.9) is uniquely solvable, \( \tilde{u}_n \to \tilde{u} \) in \( L^2(H_r) \), and that \( \tilde{u}_n(x) \) can be represented by the Feynman-Kac formula. Let \( x \in \Omega_0 \cap H_r \), \( \hat{\tau} \) be the first time when the Brownian motion sent from \( x \) at \( t = 0 \) hits \( \partial H_r \), and \( \hat{A} = \{B_t \in \Omega_0 \cap H_r \text{ for } 0 \leq t < \hat{\tau}\} \).

Let us denote \( \tilde{f} = \tilde{f}_+ + \tilde{f}_- \), where \( \tilde{f}_+ \) vanishes on \( \Omega_0 \cap \partial H_r \) and \( \tilde{f}_- \) vanishes on \((\Omega \setminus \Omega_0) \cap \partial H_r \). Then we see that

\[
\tilde{u}_n(x) = P(\hat{A})E(\exp \left( \int_0^{\hat{\tau}} q_n(B_t)dt \right) \tilde{f}_-(B_t)|\hat{A}) +
\]

\[
+(1 - P(\hat{A}))E(\exp \left( \int_0^{\hat{\tau}} q_n(B_t)dt \right) \tilde{f}(B_t)|\hat{A}^c)
\]

(4.10)

where \( E(\cdot|\hat{A}) \) is conditional expectation with condition \( \hat{A} \) and \( \hat{A}^c \) denotes the complement of \( \hat{A} \). Note that in the case of \( \hat{A}^c \), the process \( B_t \) hits \( H \) at least once. Analyzing how long Brownian motion is near \( H \) as above, we see that when \( n \to \infty \), the second term on the right hand side of (4.10) goes to zero. Thus \( \tilde{u}(x) \), for \( x \in H_r \cap \Omega_0 \), depends only on \( q \) in \( H_r \cap \Omega_0 \) and \( \tilde{f}_- \). Similarly, we see that \( \tilde{u}(x) \)

x \in H_r \setminus \Omega_0 \), depends only on \( q \) in \( H_r \setminus \Omega_0 \) and \( \tilde{f}_+ \). Moreover, analogously to (4.8) we see that

\[
\lim_{n \to \infty} ||\tilde{u}_n||_{L^\infty(H)} = 0.
\]

Choosing a subsequence, we can assume that \( \tilde{u}_n \to \tilde{u} \) weakly in \( H^1(H_r) \) and thus in norm in \( H^{3/4}(H_r) \). Hence, by taking the trace \( H^{3/4}(H_r) \to L^2(H) \) we see that \( \tilde{u}|_H = 0 \).

In conclusion, for the boundary value problem (4.9) there are well defined maps

\[
T_+ : f_+ \mapsto \tilde{u}|_{H_r \setminus \Omega_0} \in \{v \in H^1(H_r \setminus \Omega_0) : v|_H = 0\},
\]

\[
T_- : f_- \mapsto \tilde{u}|_{H_r \cap \Omega_0} \in \{v \in H^1(H_r \cap \Omega_0) : v|_H = 0\}
\]

where \( T_+ \) depends only on \( q \) in \( H_r \setminus \Omega_0 \) and \( T_- \) on \( q \) in \( H_r \cap \Omega_0 \).

In particular, on the boundaries \( \partial H_r \cap \Omega_0 \) and \( \partial H_r \cap (\Omega \setminus \Omega_0) \) we have “independent” Dirichlet-to-Neumann maps

\[
\Lambda_+ : f_+ \mapsto \partial_n \tilde{u}|_{\partial H_r \setminus \Omega_0}, \quad \Lambda_- : f_- \mapsto \partial_n \tilde{u}|_{\partial H_r \cap \Omega_0},
\]

where \( n \) is the exterior normal of \( H_r \).

Next, if \( u \) is a solution of boundary value problem (4.1) we denote \( u_+ = u|_{\Omega_0 \setminus \Omega_0} \) and \( u_- = u|_{\partial \Omega_0} \). To motivate the next step, we observe that \( u_+ \) and \( u_- \) satisfy “independent” boundary value problems in \( \Omega \setminus (H_r \cup \Omega_0) \)

\[
(\Delta + q + E)u_+ = 0, \quad u_+|_{\partial H_r} = \tilde{f}, \quad \partial_n u_+|_{\partial H_r \setminus \Omega_0} = \Lambda_+(u_+|_{\partial H_r \setminus \Omega_0})
\]

and in \( \Omega_0 \setminus H_r \)

\[
(\Delta + q + E)u_- = 0, \quad \partial_n u_-|_{\partial H_r \cap \Omega_0} = \Lambda_-(u_-|_{\partial H_r \cap \Omega_0}).
\]
Now, considering the form of $G$ and the fact that the solution $u$ of boundary value problem (4.1) satisfies $u|_{H} = 0$, we see that $u_{+} = u|_{\Omega \setminus \overline{\Omega}_0}$ is a minimizer of $G$ in the set $\{v \in H^1(\Omega \setminus \overline{\Omega}_0) : v|_{\partial \Omega} = f, \ v|_{H} = 0\}$ and $u_{-} = u|_{\Omega_0}$ is a minimizer of $G$ in the set $\{v \in H^1(\Omega_0) : v|_{\partial \Omega_0} = 0\}$.

Conversely, if $U = v_{+}$ in $\Omega \setminus \overline{\Omega}_0$ and $U = v_{-}$ in $\Omega_0$ where $v_{+}$ and $v_{-}$ are any minimizers of $G$ in the sets $\{v \in H^1(\Omega \setminus \overline{\Omega}_0) : v|_{\partial \Omega} = f, \ v|_{H} = 0\}$ and $\{v \in H^1(\Omega_0) : v|_{\partial \Omega_0} = 0\}$, respectively, then $U$ is solution of (4.1).

In particular, we see that the Cauchy data of solutions $u$ of (4.1) on $\partial \Omega$ are independent of $u|_{\Omega_0}$ and thus of $q$ inside $H$. This finishes the proof of Prop. 4.1. As a concluding remark we note that by using the Courant-Hilbert min-max principle, we see that there always are values of $E$ such that minimization problem for $v_{-}$ has non-zero solutions, that is, there are eigenstates $U$ which have vanishing Cauchy data on $\partial \Omega$. □

Physically, this example has the following interpretation: In theory it is possible to construct a potential wall $q(x)$ such that no particles can “tunnel” through it, using an analogy with quantum mechanics. Thus exterior observers can make no conclusions about the existence of objects or structures inside this wall. Moreover, inside $H$ the solution can be in an eigenstate and its Cauchy data vanishes on the boundary of $\Omega$. Thus, making another analogy with quantum mechanics, in this nest the Schrödinger cat could live happily forever.
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