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Abstract. We develop a uniform theoretical approach towards the analysis of various neural network connectivity architectures by introducing the notion of a quiver neural network. Inspired by quiver representation theory in mathematics, this approach gives a compact way to capture elaborate data flows in complex network architectures. As an application, we use parameter space symmetries to prove a lossless model compression algorithm for quiver neural networks with certain non-pointwise activations known as rescaling activations. In the case of radial rescaling activations, we prove that training the compressed model with gradient descent is equivalent to training the original model with projected gradient descent.

1. Introduction

In recent years, the study of deep neural networks has advanced from the basic case of sequential multilayer perceptrons to incorporating more elaborate structures, including skip connections, multiple inputs with different features pathways, multiple output heads, aggregations, concatenations, and splitting of features. As a result, terms such as ‘layer’ and ‘depth’ come across as insufficiently descriptive for capturing the interdependencies of the hidden feature spaces. In this paper, we propose quiver neural networks as a convenient formal tool for schematically describing the data flow in complex network structures.

Our approach stems from representation theory, a branch of mathematics concerned with the formal study of equivariance and symmetry. Representation-theoretic perspectives are increasingly influential in deep learning theory, and have been especially successful in the context of equivariant neural networks, where one exploits symmetries of the input or output spaces, and considers distributions and functions that respect these symmetries [CW16, KT18, RSP17, CW17]. Our techniques, by contrast, focus on parameter space symmetries, and consequently pertain to some degree to all neural networks. Our methods adopt constructions from quiver representation theory, an active research area in mathematics with connections to Lie theory and symplectic geometry [N+98, KJ16]. We also build on earlier work applying quiver representation theory to deep learning [ABHR21, AJ20, AJP⁺21, JL21].

Formally, a quiver is another term for a finite directed graph. In our constructions, the vertices of the quiver indicate the layers of a neural network architecture, while the edges indicate the data flows interconnecting the layers. A representation of a quiver is the assignment of a vector space (i.e., a hidden feature space) to each vertex and a compatible linear map (i.e., a weight matrix) to each edge. Quiver representations, together with a non-linearity at each hidden vertex, combine to produce the structure of a neural network, which we refer to a quiver neural network. Figure 1 illustrates the procedure in the case of a sequential network with three layers.
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Figure 1. (Left) An example of a quiver. Each vertex in the top row represents a layer; the bottom vertex is the ‘bias’ vertex. (Right) A quiver neural network. We assign a dimension to each non-bias vertex, linear map to each edge, and an activation to each non-source vertex. When each $\rho_i$ is a pointwise activation, we obtain a three-layer multilayer perceptron.

The formalism of quiver neural networks has several distinct advantages. First, it captures the underlying network connectivity in the simplest possible way, precipitating a uniform analysis of many different data flow architectures including multilayer perceptrons (MLPs) and other basic sequential networks; skip connections; multiple input, output, and internal pathways; aggregations; and others [MYF+18, SLD17, HLVDMW17, ZSKS17]. Second, the quiver perspective makes parameter space symmetries more apparent. Specifically, the space of quiver representations has a natural group action; in our formalism, this means one can package the trainable network parameters into a vector space with rich symmetries. Finally, factoring out parameter space symmetries leads to a geometric rephrasing of neural network optimization problems in terms of quiver varieties, where favorable convexity properties are conjectured to exist.

As our main application, we generalize the model compression results of [GvLW22] to quiver neural networks. These results apply to neural networks with rescaling activations, rather than usual pointwise activations. Such activations rescale each activation input by a scalar-valued function to produce the activation output. A special class of rescaling activations are radial rescaling activations, where the rescaling factor depends only on the norm of the input vector. Neural networks with the radial rescaling version of ReLU (known as Step-ReLU, see Section 4) are universal approximators [GvLW22].

Our model compression algorithm for quiver neural networks with rescaling activations proceeds via iterated QR decompositions over a topological ordering of the vertices. At each layer, one extracts the weights of the compressed model from the upper-triangular matrix ‘$R$’, and uses the orthogonal matrix ‘$Q$’ to modify the activation to a different rescaling function. The output of the algorithm is a quiver neural network with the same underlying quiver, a lower-dimensional feature space at each layer, and new rescaling activations. A key feature of our model compression algorithm is that it is lossless: the compressed network has the same value of the loss function on any batch of training data as the original network.

Moreover, we obtain stronger results in the case of radial rescaling activations, which commute orthogonal transformations and hence enjoy special equivariance properties. When the original model has radial activation functions, the compressed model has the same activations restricted to the appropriate subspace; that is, the compression algorithm does not require updating radial rescaling activations. Furthermore, use of radial activations leads to a precise interaction between model compression and training. While training the compressed model via gradient descent does not yield the same result as training the original model, we prove an explicit mathematical relationship between the two procedures, provided that (1) the model has radial rescaling activations...
and (2) one trains the original model with \textit{projected gradient descent}. As explained below, projected gradient descent involves zeroing out specific matrix entries after each step of gradient descent. When the compression is significant enough, the compressed model reaches a local minimum faster than the original model.

To summarize, our specific contributions include:

1. A theoretical framework for neural networks based on quiver representation theory;
2. An implementation of a lossless model compression algorithm for quiver neural networks with rescaling activations.
3. A refinement of this algorithm for radial rescaling activations, based on equivariance properties.
4. A theorem relating gradient descent optimization of the original and compressed networks, in the case of radial rescaling activations.

\underline{Terminology.} To avoid ambiguity, we remark on terminology used in this paper. The terms ‘quiver’ and ‘finite directed graph’ are synonymous, but the terms ‘quiver neural network’ and ‘graph neural network’ are distinct. In the latter, the feature spaces are function spaces on the vertex set of a graph \cite{KW16}. By contrast, for quiver neural networks, the feature spaces are not assumed to have any special structure, while the network connectivity (number of layers, interconnections between the layers) is specified by a quiver. Additionally, we do not use the expression ‘representation of a quiver’ in technical sections of the main text, only as background and in the appendix. Instead, we consider the parameter space associated to a quiver.

2. Related work

\underline{Quiver representation theory and neural networks.} This work generalizes results in \cite{GvLW22} from the case of basic sequential networks to any quiver neural network (an earlier version of loc. cit. discussed quivers). There has been a number of ground-breaking works relating neural networks to quiver representations \cite{AJ20,ABHR21,AJP+21}. As far as we can tell, our current paper strengthens these relations as it (1) captures all architectures appearing thus far, (2) accommodates both pointwise and non-pointwise activation functions, and (3) proves generalizations to larger symmetry groups. Our work is also influenced by algebro-geometric and categorical perspectives placing quiver varieties in the context of neural networks \cite{JL21,MM20}. At the same time, we place more emphasis practical consequences for optimization techniques at the core of machine learning. Our approach also shares parallels with works where quivers are not explicitly mentioned. For example, \cite{WST06} consider neural networks in which each layer is a representation of a finite group, and activations are pointwise; our framework, however, accommodates Lie groups as well as non-pointwise activations. Also, special cases of the \textquotedblleft algebraic neural networks\textquotedblright of \cite{PMR} are equivalent to representations of quivers over rings of polynomials. Finally, the study of the \textquotedblleft non-negative homogeneity\textquotedblright (or \textquotedblleft positive scaling invariance\textquotedblright) property of ReLU activations \cite{DPBB17,NSS15,MZZ+19} is a special case of the results appearing in our work.

\underline{Rescaling activations.} The special case of radial rescaling activations have been studied from several perspectives. Radial rescaling functions have the symmetry property of preserving vector directions, and hence exhibit rotation equivariance. Consequently, examples of such functions, such as the squashing nonlinearity and Norm-ReLU, feature in the study of rotationally equivariant neural networks \cite{WC19,SFH17,WGW+18,WHS18,JL21}. From a different direction, in
the vector neurons formalism \cite{DLD+21} the output of a nonlinearity is a vector rather than a scalar; rescaling activations are an example. For radial basis networks, each hidden neuron is a radial nonlinear function of the shifted input vector, but the outputs are independent, whereas for rescaling functions, the outputs are also linked together \cite{BL88}.

**Equivariant neural networks.** Representation-theoretic techniques appear in the development of equivariant neural networks; such networks are designed to incorporate symmetry as an inductive bias. In particular, equivariant networks feature weight-sharing constraints based on equivariance or invariance with respect to various symmetry groups. Examples of equivariant architectures include G-convolution, steerable CNN, and Clebsch-Gordon networks \cite{CWKW19,WC19,CW16,CDM18,KT18,BS19,WGTB17,CW17,WH18,DFK16,LW21,RSP17}. By contrast, the quiver representation theory approach taken in this paper does not depend on symmetries occurring in the input domain, output space, or feedforward mapping. Instead, we exploit parameter space symmetries and thus obtain more general results that apply to domains with no apparent symmetry. From the point of view of model compression, equivariant networks do achieve reduction in the number of trainable parameters through weight-sharing for fixed hidden dimension widths; however, in practice, they may use larger layer widths and consequently have larger memory requirements than non-equivariant models. Sampling or summing over large symmetry groups may make equivariant models computationally slow as well \cite{FSIW20,KT18}.

**Model compression.** Apart from \cite{GvLW22} mentioned above, our method differs significantly from most existing model compression methods \cite{CWZZ17} in that it is based on the inherent symmetry of neural network parameter spaces. One prior model compression method is weight pruning, which removes redundant, small, or unnecessary weights from a network with little loss in accuracy \cite{HMD15,BOFG20,Karloff90}. Pruning can be done during training or at initialization \cite{FC18,LAGT19,WZG20}. Gradient-based pruning identifies low saliency weights by estimating the increase in loss resulting from their removal \cite{LDS90,HS93,DCP17,MTK16}. A complementary approach is quantization, in which aims to decrease the bit depth of weights \cite{WLW16,HZC17,GLYB14}. Knowledge distillation works by training a small model to mimic the performance of a larger model or ensemble of models \cite{BCNM06,HVD15,BC13}. Matrix Factorization methods replace fully connected layers with lower rank or sparse factored tensors \cite{CFF15,CYF15,TXZ15,LGR14,RSLF13,LKZ17} and can often be applied before training. Our method involves a generalized QR decomposition, which is a type of matrix factorization; however, rather than aim for a rank reduction of linear layers, we leverage this decomposition in order to reduce hidden layer widths. Our method shares similarities with lossless compression methods which aim to remove stable or redundant neurons \cite{SYKR21,SKR20}, sometimes using symmetry \cite{SZK20}. Finally, while there are similarities between our model compression results and those of \cite{JL21}, our results apply to a larger class of activations (beyond the squashing nonlinearity) and feature a group action on all layers (not just disjoint layers).

3. **Quiver neural networks**

3.1. **Motivation.** What is a neural network? From an abstract point of view, it consists of (1) a connectivity architecture indicating the arrangement and interdependencies of the layers, as well as the data flow, (2) trainable parameters capturing the linear component of the feedforward function, and (3) non-linearities that enhance the expressivity of the feedforward function. As we observe below, the connectivity architecture of a neural network corresponds to a quiver, that
3.2. **Quivers.** A quiver \( Q \) is a finite directed graph. Thus, a quiver consists of a pair \( Q = (I, E) \), where \( I \) is the set of vertices and \( E \) is the set of directed edges, together with maps \( s : E \to I \) and \( t : E \to I \) indicating the source and target of each edge. As usual, a source in \( Q \) is a vertex with no incoming edges, and a sink is a vertex with no outgoing edges. A dimension vector for a quiver is the assignment of a dimension \( d_i \) to each vertex \( i \); we group these into a tuple \( d = (d_i)_{i \in I} \) of positive integers indexed by the vertices.

3.3. **Neural quivers.** We define the general class of quivers relevant to neural networks and machine learning. A neural quiver is a connected acyclic quiver \( Q = (I, E) \), together with a distinguished vertex \( i_{\text{bias}} \in I \), called the bias vertex, satisfying the following condition: The bias vertex \( i_{\text{bias}} \) is a source, and removing \( i_{\text{bias}} \) creates no new sources in \( Q \). The condition on the bias vertex guarantees that every non-source vertex admits a path from a non-bias source vertex. We note that all results have versions in the simpler case of no bias, and any connected acyclic quiver with more than one vertex can be extended to the structure of a neural quiver by adding an extra source vertex to play the role of the bias. A vertex of a neural quiver is called hidden if it is neither a source nor a sink. Let \( I_{\text{hidden}} \) denote the set of hidden vertices. Since any neural quiver is acyclic, it admits a topological order of its vertices, i.e., an enumeration \( I = \{i_1, \ldots, i_{|I|}\} \) of the vertex set such that, if there is an edge from \( i_n \) to \( i_m \), then \( n < m \). In many of the constructions that appear below, one must fix a topological order; however, the particular choice of topological order is irrelevant.
3.4. Quiver neural networks. We now state the definition of a quiver neural network. Let \( \mathcal{Q} = (I, E) \) be a quiver. A \( \mathcal{Q} \)-neural network consists of a dimension \( d_i \) for each vertex \( i \in I \), with \( d_{i, \text{bias}} = 1 \); a weight matrix \( W_e \in \mathbb{R}^{d_{i(e)} \times d_{j(e)}} \) for every edge \( e \in E \); and an activation \( \rho_i : \mathbb{R}^{d_i} \rightarrow \mathbb{R}^{d_i} \) for every non-source vertex \( i \). We group the dimensions, weight matrices, and activations into tuples: \( d = (d_i)_{i \in I}, \ W = (W_e)_{e \in E}, \) and \( \rho = (\rho_i)_{i \in I} \). where, for convenience, we set \( \rho_i \) to be the identity if \( i \) is a source vertex. Hence, we denote a \( \mathcal{Q} \)-neural network as a triple of tuples: \( (d, W, \rho) \). The tuple \( d \) is a dimension vector for \( \mathcal{Q} \). Note that the 'weight matrix' assigned to an edge from the bias vertex to a vertex \( i \) is of size \( d_i \times 1 \), so it is a column vector, or, equivalently, an element of \( \mathbb{R}^{d_i} \). Examples of quiver neural networks include:

1. Sequential quivers, see Figure 1 and Figure 2, top left. In Figure 1, the weight matrix \( W_i \) is of size \( d_i \times d_{i-1} \). In Figure 2, the weight matrix \( W_i \) is of size \( d_i \times d_{i-1} \), and the 'matrix' \( b_i \) corresponds to an element of \( \mathbb{R}^{d_i} \). Each activation \( \rho_i \) is a non-linear map from \( \mathbb{R}^{d_i} \) to itself. When the activation functions are pointwise, the resulting quiver neural network is nothing more than an MLP.

2. ResNet quivers, see Figure 2, top right and bottom left. These quivers have skip-connections, and the resulting quiver neural networks are examples of ResNets.

3. Multiple inputs are possible, as in Figure 2, bottom right. For example, Y-nets are captured by our formalism [MYF+18].

4. U-nets have been studied in [SLD17], and are also examples of quiver neural networks, as indicated in Figure 2 bottom left.

3.5. The feedforward function. To define the feedforward function of a quiver neural network \( (d, W, \rho) \), we require some additional terminology. We call any source vertex that is not the bias an input vertex, and any sink vertex an output vertex. Thus, the vertex set \( I \) is the disjoint union of \( \{i_{\text{bias}}\} \), \{input vertices\}, \{output vertices\}, and \( I_{\text{hidden}} \).

Given a dimension vector \( d \) for \( \mathcal{Q} \), set: \( d_{\text{in}} = \sum_{i \in \{\text{inputs}\}} d_i \) and \( d_{\text{out}} = \sum_{i \in \{\text{outputs}\}} d_i \). Hence, we identify \( \mathbb{R}^{d_{\text{in}}} \) with the direct sum of the spaces \( \mathbb{R}^{d_i} \) as \( i \) ranges over the input vertices, and similarly for \( \mathbb{R}^{d_{\text{out}}} \). Next, fix a topological order of the vertices. For every vertex \( i \in I \), define a function: \( F_i : \mathbb{R}^{d_{\text{in}}} \rightarrow \mathbb{R}^{d_i} \) recursively as follows. If \( i \) is a source, then \( F_i \) is the projection map. If \( i = i_{\text{bias}} \) is the bias vertex, then \( F_i \equiv 1 \) is the constant function at \( 1 \in \mathbb{R} = \mathbb{R}^{d_{\text{bias}}} \). For all other vertices, we use the recursive definition:

\[
F_i(x) = \rho_i \left( \sum_{j \rightarrow i} W_e \circ F_j(x) \right).
\]

That is, to compute the hidden feature at node \( i \), first loop over the incoming edges to \( i \), applying the weight matrix for each edge to the feature vector at the source vertex of the edge; next, sum the results (which are all elements of \( \mathbb{R}^{d_i} \)); and, finally, apply the activation. The definitions of the \( F_i \) are independent of the choice of topological order, as is the following definition: The feedforward function \( F = F_{\mathcal{Q}(d, W, \rho)} : \mathbb{R}^{d_{\text{in}}} \rightarrow \mathbb{R}^{d_{\text{out}}} \) of the neural network \( (d, W, \rho) \) is defined as \( F(x) = (F_i(x))_{i \in \{\text{output vertices}\}} \).

\[^1\text{At least the non-convolutional versions thereof. We expect the quiver formalism to generalize to convolutional neural networks.}\]
In this section, we state a model compression result for quiver neural networks in which each activation belongs to a certain class of non-pointwise activations, known as a rescaling activations. We also consider the case of radial rescaling activations, which commute with orthogonal transformations. Proofs appear in Appendix A.

4. Rescaling activations and QR model compression

4.1. Rescaling activations. A function $\rho : \mathbb{R}^d \to \mathbb{R}^d$ is said to be rescaling if it sends each vector to a scalar multiple itself, that is:

$$\rho(v) = \lambda(v)v \quad \text{for all } v \in \mathbb{R}^d$$

for some scalar-valued function $\lambda : \mathbb{R}^d \to \mathbb{R}$. We say that a $\mathcal{D}$-neural network $(d, W, \rho)$ has rescaling activations if each $\rho_i : \mathbb{R}^{d_i} \to \mathbb{R}^{d_i}$ is a rescaling function. Examples include: (1) Step-ReLU, where the rescaling factor $\lambda(v)$ is equal to 0 if the vector $v$ is of norm less than one, and 1 if $v$ of norm at least one. Fully-connected MLPs with Step-ReLU activations are known to be universal approximators [GvLW22]. (2) $\lambda(v) = |v - c|$ for some $c \in \mathbb{R}^d$.

4.2. Reduced dimension vector. Let $d$ be a dimension vector for an acyclic quiver $\mathcal{D}$. The reduced dimension vector $d^{\text{red}}$ associated to $d$ is defined as follows, using a topological order of the vertices. If $i$ is a source or sink vertex, then $d_i^{\text{red}} = d_i$. Otherwise, $d_i^{\text{red}}$ is the minimum of $d_i$ and the sum $d_{\to i}^{\text{red}} = \sum_{j \to i} d_j^{\text{red}}$ of the values of the reduced dimension vector at all the vertices with an outgoing edge to $i$:

$$d_i^{\text{red}} = \min\left(d_i, d_{\to i}^{\text{red}}\right).$$

This definition is independent of the choice of topological order. Since $d_i^{\text{red}} \leq d_i$, let $\text{Inc}_i : \mathbb{R}^{d_i^{\text{red}}} \hookrightarrow \mathbb{R}^{d_i}$ be the inclusion into the first $d_i^{\text{red}}$ coordinates; as a matrix, it has ones along the diagonal and zeros elsewhere. Let $\pi_i : \mathbb{R}^{d_i} \to \mathbb{R}^{d_i^{\text{red}}}$ be the projection onto the first $d_i^{\text{red}}$ coordinates.

4.3. Model compression. In this section, we give a model compression result for quiver neural networks with radial activations. The result is based on Algorithm 1, whose input is a quiver neural network rescaling activations and whose output is a quiver neural network with smaller widths (and the same underlying quiver). Specifically, if the original widths are given by the dimension vector $d$, then the compressed widths are given by the reduced dimension vector $d^{\text{red}}$. The algorithm proceeds by computing successive QR decompositions according to a topological order of the vertices. The resulting upper-triangular matrix leads to the reduced weights, while
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We remark on refinements and improvements to Algorithm 1 with random initialization, then no further lossless compression beyond the dimension vector \( M \) for more details. First, if each merged matrix \( M_i \) output is of full rank, as is practically always the case
\[ \text{Algorithm 1: QR Model Compression for Rescaling activations (QR-Compress)} \]

| input | \( \mathcal{O} \)-neural network \((d, W, \rho)\) with each \( \rho_i \) rescaling |
|-------|-------------------------------------------------------------------|
| output| \( \mathcal{O} \)-neural network \((d^{\text{red}}, W^{\text{red}}, \tau)\), orthogonal matrices \( Q = (Q_i \in O(d_i))_{i \in \text{hidden}} \) |
| \( Q, W^{\text{red}}, \tau \leftarrow [], [], [] \) | // initialize output matrix lists |
| \( I = \text{top}_\text{sort}(I) \) | // topological order of vertices |
| for \( i \) in \( I \) do | |
| \( M_i \leftarrow \text{hstack}(W_iQ_{s(e)}\text{Inc}_{e} : t(e) = i) \) | // merge transf. incoming weights |
| if \( i \) is not a source or a sink then | |
| \( Q_i, R_i \leftarrow \text{QR-decomp}(M_i, \text{mode} = \text{‘complete’}) \) | // \( M_i = Q_i\text{Inc}_iR_i \) |
| \( \tau_i \leftarrow \pi_i \circ Q_i^{-1} \circ \rho_i \circ Q_i \circ \text{Inc}_i \) | // update activations |
| Append \( Q_i \) to \( Q \) | |
| Append \( \tau_i \) to \( \tau \) | |
| else if \( i \) is sink then | |
| \( R_i \leftarrow M_i \) | |
| Append \( \rho_i \) to \( \tau \) | // unchanged output activations |
| for \( e \) such that \( t(e) = i \) do | |
| \( W^{\text{red}}_e \leftarrow \text{extract}(R_i, e) \) | // extract columns corresp. to \( e \) |
| Append \( W^{\text{red}}_e \) to \( W^{\text{red}} \) | // reduced weights |
| end | |
| return \((d^{\text{red}}, W^{\text{red}}, \tau), Q\) | |

Notes: The method \( \text{QR-decomp} \) returns the complete QR decomposition of the \( d_i \times d_i^{\text{red}} \) matrix \( M_i \) as \( Q_i\text{Inc}_iR_i \) where \( Q_i \in O(d_i) \) is an orthogonal \( d_i \times d_i \) matrix and \( R_i \) is upper-triangular of size \( d_i^{\text{red}} \times d_i^{\text{red}} \). The method \( \text{top}_\text{sort} \) produces a topological order, the method \( \text{hstack} \) concatenates matrices horizontally, and the method \( \text{extract} \) applied to \((R_i, e)\) extracts from \( R_i \) the \( d_i^{\text{red}} \) columns corresponding to the edge \( e \).

The resulting orthogonal matrix provides a change-of-basis for the feature spaces and is used to update the rescaling activations to new rescaling activations.

**Theorem 4.1.** Algorithm 1 is a lossless model compression algorithm. More precisely, the input and output \( \mathcal{O} \)-neural networks of Algorithm 1 have the same feedforward function.

While a full proof appears in Appendix A, we now give a brief description of the ideas behind the proof. Let \( i \) be a hidden vertex. Consider the subspace \( \mathcal{V}_i \) of the feature space \( \mathbb{R}^{d_i} \) spanned by the images of the linear maps \( W_e \) corresponding to the incoming edges. Rescaling activations preserve subspaces, so the subspace \( \mathcal{V}_i \) is sent to itself under the activation \( \rho_i \). Hence, if \( \mathcal{V}_i \) is a proper subspace (i.e., not all of \( \mathbb{R}^{d_i} \)), then one can ignore elements in \( \mathbb{R}^{d_i} \) not in \( \mathcal{V}_i \) and reduce \( d_i \) to the dimension of \( \mathcal{V}_i \). One must subsequently rewrite the matrices \( W_i \) in a basis for \( \mathcal{V}_i \); the QR decomposition provides a convenient way to do this. The resulting orthogonal matrix \( Q_i \) is not relevant for the statement of Theorem 4.1, but features in the proof and in Section 5.

We remark on refinements and improvements to Algorithm 1 and Theorem 4.1; see Appendix A for more details. First, if each merged matrix \( M_i \) is of full rank, as is practically always the case with random initialization, then no further lossless compression beyond the dimension vector...
$d^{\text{red}}$ is possible. In fact, there is a precise sense in which the compressed model is the \textit{minimal subnetwork} of the original model with the same feedforward function (Appendix A.4). However, in situations where $M_i$ are not assumed to be of full rank, Algorithm 1 can be improved to compress to a model with even narrower widths (Appendix A.2). Finally, if one allows for changing the basis of the output space, then one can set $d_i^{\text{red}}$ equal to $\min(d_i, d^{\text{red}} \to i)$ for output vertices. This is due to the fact that the common feedforward function of the compressed and original models lies in a subspace of $\mathbb{R}^{d_{\text{out}}}$ of dimension $\sum_{i \in \text{sinks}} \min(d_i, d_i^{\text{red}})$.

4.4. \textbf{Radial neural networks.} We now consider a special class of rescaling functions with favorable equivariance properties. A \textit{radial rescaling function} is a rescaling function of the form

$$\rho : \mathbb{R}^d \to \mathbb{R}^d, \quad v \mapsto \frac{h(|v|)}{|v|} v$$

for a function $h : \mathbb{R} \to \mathbb{R}$. In other words, the rescaling factor $\lambda(v) = \frac{h(|v|)}{|v|}$ depends only on the norm. Radial rescaling functions commute with orthogonal transformations, and in fact they are precisely the rescaling activations that do so (Lemma A.5). Examples include: (1) Step-ReLU, discussed above. (2) The squashing function, where $h(r) = \frac{r^2}{r^2 + 1}$. (3) Shifted ReLU, where $h(r) = \text{ReLU}(r - b)$ for $r > 0$ and a real number $b$. We refer to [GvLW22, WC19] and the references therein for more examples and discussion of radial functions.

Let $\mathcal{Q} = (I, E)$ be a neural quiver. We say that a $\mathcal{Q}$-neural network $(\mathbf{d}, \mathbf{W}, \rho)$ is a \textit{radial} $\mathcal{Q}$-neural network if each $\rho_i$ is a radial rescaling activation. The following result is a straightforward consequence of the fact that $\rho_i$ commutes with orthogonal transformations, and implies that one can simplify Algorithm 1 in the case of radial rescaling activations.

**Proposition 4.2.** For radial $\mathcal{Q}$-neural networks, Algorithm 1 leaves the activation functions unchanged.

5. \textbf{Projected gradient descent}

In practice, one typically applies a compression algorithm to a fully trained model in order to produce a smaller model that is more efficient at deployment. Some compression algorithms also accelerate training; this is the case, for example, when the compressed and original models have the same feedforward function after a step of gradient descent is applied to each. Unfortunately, for quiver neural networks with rescaling activations, compression using Algorithm 1 before training does not yield the same result as training followed by compression (even in the basic sequential case with radial rescaling activations [GvLW22]). There is, however, an explicit mathematical relationship between optimization of the two networks, assuming radial rescaling activations. Namely, as we discuss in this section, the loss of the compressed model after one step of gradient descent coincides with the loss of a transformation of the original model after one step of \textit{projected} gradient descent. We emphasize that the results of this section only hold for radial rescaling functions (which commute with orthogonal transformations), not general rescaling functions. Proofs of the results of this section appear in Appendix B.

5.1. \textbf{Parameter space symmetries.} To state our results, we introduce additional notation. Let $\mathcal{Q}$ be a quiver and $\mathbf{d}$ a dimension vector for $\mathcal{Q}$. Set:

$$\text{Param}(\mathcal{Q}, \mathbf{d}) = \bigoplus_{e \in E} \mathbb{R}^{d_{(e)} \times d_{(e)}}$$

and

$$O(\mathbf{d}^{\text{hid}}) = \prod_{i \in \text{hidden}} O(d_i)$$
to be the corresponding space of trainable parameters\(^2\) and orthogonal symmetry group, respectively. Note that each tuple of weight matrices \(W\) in a \(\mathcal{Q}\)-neural network belongs to \(\text{Param}(\mathcal{Q}, d)\). An element of the orthogonal symmetry group group consists of the choice of an orthogonal transformation of \(\mathbb{R}^{d_{i}}\) for each hidden vertex \(i\), and results in a corresponding transformation of the weight matrices \(W_{e}\) appearing in any element \(W\). To be explicit, a particular choice \(Q = (Q_{i})\), of orthogonal matrices results in the following linear transformation of weight matrices:

\[
W \mapsto Q \cdot W = \left( Q_{i(e)} \circ W_{e} \circ Q_{s(e)}^{-1} \right)_{e}
\]

Hence we obtain a linear action of \(O(d_{\text{hid}})\) on on \(\text{Param}(\mathcal{Q}, d)\). It is straightforward to show that, when using radial rescaling activations, this action leaves the feedforward function unchanged (analogous to the ‘positive scaling invariance’ property of ReLU [DPBB17, NSS15, MZZ+19]).

5.2. Gradient descent maps. Fix a neural quiver \(\mathcal{Q} = (I, E)\), a dimension vector \(d\), and a tuple of radial rescaling activations \(\rho = (\rho_{i} : \mathbb{R}^{d_{i}} \rightarrow \mathbb{R}^{d_{i}})_{i \in I}\) (where, as usual, \(\rho_{i}\) is the identity if \(i\) is a source). For any batch of training data \(\{(x_{j}, y_{j})\} \subseteq \mathbb{R}^{d_{\text{in}}} \times \mathbb{R}^{d_{\text{out}}}\), we have the loss function \(L : \text{Param}(\mathcal{Q}, d) \rightarrow \mathbb{R}\) taking \(W\) to \(\sum_{j} C(F_{d_{\text{w}}, \rho_{i}}(x_{j}), y_{j})\), where \(C : \mathbb{R}^{d_{\text{out}}} \times \mathbb{R}^{d_{\text{out}}} \rightarrow \mathbb{R}\) is a cost function on the output space. For a learning rate \(\eta > 0\), the corresponding gradient descent map on \(\text{Param}(\mathcal{Q}, d)\) is given by:

\[
\gamma : \text{Param}(\mathcal{Q}, d) \rightarrow \text{Param}(\mathcal{Q}, d) \quad W \mapsto W - \eta \nabla_{W} L.
\]

Similarly, using the reduced dimension vector, we have the loss function \(L_{\text{red}} : \text{Param}(\mathcal{Q}, d_{\text{red}}) \rightarrow \mathbb{R}\) and gradient descent map \(\gamma_{\text{red}}\) on \(\text{Param}(\mathcal{Q}, d_{\text{red}})\) given by \(L_{\text{red}}(X) = \sum_{j} C(F_{d_{\text{w}}, \rho_{i}}(x_{j}), y_{j})\) and \(\gamma_{\text{red}}(X) = X - \eta \nabla_{X} L_{\text{red}}\), respectively.

Next we define the projected gradient descent map. Fix a dimension vector \(d\) for the neural quiver \(\mathcal{Q}\). The projected gradient descent map on the parameter space \(\text{Param}(\mathcal{Q}, d)\) is defined as:

\[
\gamma_{\text{proj}} : \text{Param}(\mathcal{Q}, d) \rightarrow \text{Param}(\mathcal{Q}, d) \quad W \mapsto \text{Proj}(W - \eta \nabla_{W} L)
\]

where \(\text{Proj} : \text{Param}(\mathcal{Q}, d) \rightarrow \text{Param}(\mathcal{Q}, d)\) is the map that zeros out all entries in the bottom left \((d_{i(e)} - d_{\text{red}}^{\text{out}}(e)) \times d_{\text{red}}^{\text{out}}(e)\) submatrix of each \(W_{e} - \eta \nabla_{W_{e}} L\). Schematically:

\[
(W - \eta \nabla_{W} L)_{e} = W_{e} - \eta \nabla_{W_{e}} L_{e} = \begin{bmatrix} * & * \\ * & * \\ 0 & * \end{bmatrix} \quad \mapsto \quad \text{Proj}(W - \eta \nabla_{W} L)_{e} = \begin{bmatrix} * & * \\ 0 & * \end{bmatrix}
\]

where we regard \(W - \eta \nabla_{W} L\) as a tuple \((W_{e} - \eta \nabla_{W_{e}} L)_{e \in E} \in \text{Param}(\mathcal{Q}, d)\). Hence, while all entries of each matrix \(W_{e}\) in the tuple \(W\) contribute to the computation of the gradient \(\nabla_{W} L\), only those not in the bottom left submatrix get updated under the projected gradient descent map \(\gamma_{\text{proj}}\), while those in the bottom left submatrix are zeroed out.

We are now ready to state the relationship between gradient descent on the compressed model and projected gradient descent on the original model. Let \(W\) be a tuple in \(\text{Param}(\mathcal{Q}, d)\). Applying Algorithm 1, let \(W_{\text{red}} \in \text{Param}(\mathcal{Q}, d_{\text{red}})\) be the reduced parameters and \(Q \in O(d_{\text{hid}})\) the orthogonal symmetries. Set \(T = Q^{-1} \cdot W\) to be the transformed parameters, so that \(W = Q \cdot T\).

**Theorem 5.1.** Let \(W \in \text{Param}(\mathcal{Q}, d)\), and let \(W_{\text{red}}, Q, T\) be as above. For any \(k \geq 0\), we have\(^3\):

\[
\gamma^{k}(W) = Q \cdot \gamma^{k}(T) \quad \text{and} \quad \gamma^{k}_{\text{proj}}(T) = \gamma^{k}_{\text{red}}(W_{\text{red}}) + (T - W_{\text{red}}).
\]

\(^{2}\)A choice of trainable parameters is the same as a representation of the quiver, see Appendix C.

\(^{3}\)More precisely, the second equality is \(\gamma^{k}_{\text{proj}}(T) = i(\gamma^{k}_{\text{red}}(W_{\text{red}})) + T - i(W_{\text{red}})\) where \(i : \text{Param}(\mathcal{Q}, d_{\text{red}}) \hookrightarrow \text{Param}(\mathcal{Q}, d)\) is the natural inclusion. See Appendix B.
Hence, the gradient descent optimization of the original model $W$ and the transformed model $T$ are equivalent, since at any stage they are related by the orthogonal change-of-basis action of $Q$. Meanwhile, optimization of the transformed model $T$ via projected gradient descent is equivalent to the gradient descent optimization of the compressed model $W_{\text{red}}$, since at any stage one can add or subtract the quantity $T - W_{\text{red}}$ to obtain one from the other. Note that, for $k \geq 0$, we have the $k$-fold composition $\gamma^k = \gamma \circ \gamma \circ \cdots \circ \gamma$ and similarly for $\gamma_{\text{red}}$ and $\gamma_{\text{proj}}$. We summarize Theorem 5.1 in Figure 4 and give a proof in Appendix B.

6. Experiments

We provide a software package making it easy to build quiver neural networks by simply specifying the quiver $\mathcal{Q}$, the dimension vector, and the activation functions. We also implement the model compression algorithm 1. As a check for our theoretical results we provide empirical verification of the above theorems. For simplicity, our experiments only consider the case of radial rescaling activations.

**Empirical verification of Theorem 4.1.** We consider the quivers displayed in Figure 5. We write dimension vectors as a list according to alphabetic order of the vertices (which is also a topological order), that is, as $(d_a, d_b, d_c, \ldots)$. We select the following dimension vectors: $(2, 4, 8, 2)$, $(1, 2, 8, 2, 6)$, and $(2, 4, 4, 8, 2)$, respectively. The corresponding reduced dimension vectors are: $(2, 3, 6, 2)$, $(1, 2, 4, 2, 6)$, and $(2, 3, 3, 7, 2)$. The weights, biases, inputs, and labels are randomly assigned from Uniform([0,1]). Over 10 trials, the feedforward functions of the original and compressed models agree up to machine precision: $|F_{\text{orig}} - F_{\text{compressed}}| < 10^{-6}$.

**Empirical verification of Theorem 5.1.** We verify the theorem for the three quivers appearing in Figure 5. Over 10 trials, one step of gradient descent of the compressed model matches one step of projected gradient descent of the original model up to machine precision:

$$|\gamma(W) - Q \cdot \gamma(T)| < 10^{-5} \quad |\gamma_{\text{proj}}(T) + W_{\text{red}} - \gamma_{\text{red}}(W_{\text{red}}) - T| < 10^{-6}$$
7. Conclusions and future work

In this paper, we propose a new formalism for the study of neural network connectivity and data flows via the notion of a quiver neural network. While many of our constructions originate in the somewhat abstract mathematical domain of quiver representation theory, we argue that there are practical advantages to quiver neural networks. Namely, our formalism captures connectivity architectures in the simplest possible way, emphasizes parameter space symmetries, leads to an explicit lossless model compression algorithm, and links the compression to gradient descent optimization.

Moreover, our work opens a number of directions for future work. First, a modification of our techniques may lead to a generalization of Algorithm 1 beyond rescaling activations to certain other families of non-pointwise activations. Second, we expect our framework to extend to encapsulate equivariant and convolutional neural networks. Third, our constructions are compatible with various regularization techniques (particularly $L_2$-regularization); we have not yet explored the practical consequences of this compatibility. Fourth, future work would include an evaluation of empirical performance on real-world data sets. Finally, a natural next theoretical step would be to explore relations with quiver varieties and reformulate optimization problems geometrically, with the aim to obtain better convexity properties of the appropriate version of the loss function.
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Appendix A. Model compression

In this appendix, we discuss model compression in more detail. We begin with a proof of Theorem 4.1, elaborate on an improvement and an alternative to Algorithm 1, define subnetworks of quiver neural networks, and include results about radial neural networks.

A.1. Proof of Theorem 4.1. We adopt the notation of Section 4 and Algorithm 1. For each vertex $i$, let $\lambda_i : \mathbb{R}^d \to \mathbb{R}$ be the rescaling factor for the rescaling activation $\rho_i$.

**Lemma A.1.** For any vertex $i$:

1. The function $\tau_i$ is a rescaling activation with rescaling factor equal to $\lambda_i \circ Q_i \circ \text{Inc}_i$.
2. The following identity holds: $Q_i \circ \text{Inc}_i \circ \tau_i = \rho_i \circ Q_i \circ \text{Inc}_i$.

**Proof.** Let $x \in \mathbb{R}^{d_i}$. To show the first claim, we compute:

$$\tau_i(x) = \pi_i \circ Q_i^{-1} \circ \rho_i \circ Q_i \circ \text{Inc}_i(x) = \pi_i \circ Q_i^{-1} (\lambda_i(Q_i \circ \text{Inc}_i(x))) Q_i \circ \text{Inc}_i(x)$$

$$= \pi_i (\lambda_i(Q_i \circ \text{Inc}_i(x))) \text{Inc}_i(x)) = \lambda_i(Q_i \circ \text{Inc}_i(x)) x$$

where we use the fact that $Q_i$ is a linear map, and that the composition $\pi_i \circ \text{Inc}_i$ is the identity on $\mathbb{R}^{d_i}$. This proves the first claim. For the second claim, we compute:

$$Q_i \circ \text{Inc}_i \circ \tau_i(x) = Q_i \circ \text{Inc}_i (\lambda_i(Q_i \circ \text{Inc}_i(x))) x = \lambda_i(Q_i \circ \text{Inc}_i(x)) (Q_i \circ \text{Inc}_i(x)) = \rho_i \circ Q_i \circ \text{Inc}_i(x)$$

where we use the fact that $Q_i$ and Inc$_i$ are linear maps. $\square$

We require some notation for the remainder of the proof. Let $F$ be the feedforward function of the input network $(d, W, \rho)$ and $F_{\text{red}}$ the feedforward function of the compressed network $(d_{\text{red}}, W_{\text{red}}, \tau)$ produced by Algorithm 1. Correspondingly, we have the partial feedforward functions $F_i$ and $F_{i, \text{red}}$ for every vertex $i$. Set $d_{\text{red}} = \sum_{e \in t^{-1}(i)} d_{s(e)}$ to be the sum of the reduced dimension vector values $d_{j}^{\text{red}}$ for vertices $j$ with an outgoing edge to vertex $i$. Enumerate the incoming edges as $e_1, \ldots, e_{t^{-1}(i)}$. Let $M_i$ be as in the algorithm, so that:

$$M_i = \begin{bmatrix} W_{e_1} \circ Q_{s(e_1)} \circ \text{Inc}_{s(e_1)} & \cdots & W_{e_{t^{-1}(i)}} \circ Q_{s(e_{t^{-1}(i)})} \circ \text{Inc}_{s(e_{t^{-1}(i)})} \end{bmatrix} \in \mathbb{R}^{d_i \times d_{\text{red}}-i}$$

For $x \in \mathbb{R}^{d_i}$, set

$$F_{i, \text{red}}(x) = \begin{bmatrix} F_{s(e_1)}^{\text{red}}(x) \\ \vdots \\ F_{s(e_{t^{-1}(i)})}^{\text{red}}(x) \end{bmatrix} \in \mathbb{R}^{d_{\text{red}}-i}.$$

Next, we show that:

(A.1) \quad F_i = Q_i \circ \text{Inc}_i \circ F_{i, \text{red}}
for all vertices $i$, where $Q_i = \text{Id}_{d_i}$ if $i$ is a source or sink. We proceed by induction. The base case is when $i$ is a source, and is easy. For the induction step, we take $x \in \mathbb{R}^{d_{\text{in}}}$ and compute:

$$F_i(x) = \rho_i \left( \sum_{e \in T^{-1}(i)} W_e \circ F_{s(e)}(x) \right) = \rho_i \left( \sum_{e \in T^{-1}(i)} W_e \circ Q_{s(e)} \circ \text{Inc}_{s(e)} \circ F_{s(e)}^{\text{red}}(x) \right) = \rho_i \circ M_i \circ F_{s(i)}^{\text{red}}(x)$$

$$= \rho_i \circ Q_i \circ \text{Inc}_i \circ R_i \circ F_{s(i)}^{\text{red}}(x) = Q_i \circ \text{Inc}_i \circ \tau_i \circ R_i \circ F_{s(i)}^{\text{red}}(x)$$

$$= Q_i \circ \text{Inc}_i \circ \tau_i \left( \sum_{e \in T^{-1}(i)} W_e^{\text{red}} \circ F_{s(e)}^{\text{red}}(x) \right) = Q_i \circ \text{Inc}_i \circ F_i^{\text{red}}(x)$$

where the first equality follows from the definition of $F_i$; the second from the induction hypothesis; the third from the definitions of $M_i$ and $F_{s(i)}^{\text{red}}(x)$; the fourth from the definitions of $Q_i$ and $R_i$; the fifth from the Lemma A.1; the sixth from the definition of $R_e$ and $F_{s(i)}^{\text{red}}(x)$; and the last from the definition of $F_i^{\text{red}}$. This establishes Equation A.1. The theorem now follows from the definition of the feedforward function, and the fact that $Q_i = \text{Inc}_i = \text{Id}_{d_i}$ if $i$ is a sink.

### A.2. Improvement to Algorithm 1

As mentioned in Section 4, our model compression algorithm can be improved by considering the ranks of the matrices $M_i$. We give this improvement in Algorithm 2, displayed at the end of this appendix. For clarity, we describe the algorithm in more detail as follows. Set $k_i = d_i$ for each source and sink vertex $i$. Fix a topological order of the vertices, and, for each vertex that is neither a source nor a sink, do:

1. Define $\tilde{M}_i$ using a merging procedure as before, except use the inclusion map $\text{Inc}_{k_i,d_i} : \mathbb{R}^{k_i} \hookrightarrow \mathbb{R}^{d_i}$ into the first $k_i$ coordinates instead of $\text{Inc}_{d_i,d_i}^{\text{red}}$. So $\tilde{M}_i$ is of size $d_i \times k_{\rightarrow i}$. We abbreviate $\text{Inc}_{k_i,d_i}$ by $\tilde{\text{Inc}}_i$.
2. Let $k_i$ be the rank of $\tilde{M}_i$. Observe that $k_i \leq \min(d_i,k_{\rightarrow i})$, so $k_i \leq d_i^{\text{red}}$.
3. Set $P_i \in \mathbb{R}^{k_{\rightarrow i} \times k_{\rightarrow i}}$ to be a permutation matrix such that the first $k_i$ columns of $\tilde{M}_i$ are linearly independent.
4. Let $\tilde{Q}_i \tilde{\text{Inc}}_i \tilde{R}_i$ be the complete QR decomposition of $\tilde{M}_i P_i$. Note that the choice of permutation $P_i$ implies that $\tilde{R}_i$ is full rank.
5. Set $\tilde{W}_{\rightarrow i}^{\text{red}} = \tilde{R}_i P_i^{-1}$, which is a full-rank matrix of size $k_i \times k_{\rightarrow i}$. Since $k_i \leq k_{\rightarrow i}$, we see that in fact $\tilde{W}_{\rightarrow i}^{\text{red}}$ is surjective.
6. Extract the matrices $\tilde{W}_{\rightarrow i}^{\text{red}}$ from $\tilde{W}_{\rightarrow i}^{\text{red}}$ as in the original algorithm.
7. Update the activation $\rho_i$ to $\tilde{\tau}_i = \tilde{\rho}_i \circ \tilde{Q}_i^{-1} \circ \rho_i \circ \tilde{Q}_i \circ \tilde{\text{Inc}}_i$ where $\tilde{\tau}_i : \mathbb{R}^{d_i} \rightarrow \mathbb{R}^{k_i}$ is the projection onto the frist $k_i$ coordinates.

For sink vertices, one updates the weight matrix $W_e$ on each incoming edge to $W_e \circ \tilde{Q}_{s(e)} \circ \tilde{\text{Inc}}_{s(e)}$. Using this version of the algorithm, the compressed network has dimension vector $k = (k_i)$. The methods $\text{hstack}$, $\text{rank}$, $\text{permutation}$, and $\text{extract}$ of Algorithm 2 reflect the procedures described in steps (1), (2), (3), and (6) above, respectively.

Observe that Algorithm 2 provides an actual improvement only if some of the matrices $\tilde{M}_i$ matrices are not of full rank (otherwise $k_i = d_i^{\text{red}}$ for all vertices $i$), which is a situation uncommon in practical applications. One can also replace each $\tilde{M}_i$ by a version with singular values above a given threshold. In this case, the feedforward function of the compressed model would differ from that of the original model, so the compression would not be lossless.
Examination of Algorithm 2 reveals that the image of the common feedforward functions of the compressed and original models lies in a subspace of $\mathbb{R}^{k_{\text{out}}} = \mathbb{R}^{d_{\text{out}}}$ of dimension $\sum_{i \in \text{sinks}} \text{rank}(\tilde{M}_i)$, where $\tilde{M}_i$ is defined in the same way for sinks as it is for non-sinks. Hence, if desired, the basis of the output space can be changed to make $k_i$ equal to $\text{rank}(\tilde{M}_i)$ for output vertices. Similar remarks hold for Algorithm 1, where $\tilde{d}_i^{\text{red}} = \min(d_i, d_{\text{red}}^i)$ for output vertices if one allows changes of basis for the output space.

A.3. Alternative algorithm. A key tool in Algorithm 1 is the use of the QR decomposition to effectively change the basis of the feature spaces $\mathbb{R}^{d_i}$ at the hidden vertices. It is possible to preform this change-of-basis differently, as exhibited in Algorithm 3 (displayed at the end of this appendix). For clarity, we describe the algorithm in more detail as follows. For every source vertex, set $B_i$ to be the identity $d_i \times d_i$ matrix and set $k_i = d_i$. For each vertex that is neither a source nor a sink, do:

1. Form the matrix $\tilde{B}_i$ to be the $d_i \times k_{\rightarrow i}$ matrix formed by horizontally concatenating the matrices $W_e B_s(e)$ for all incoming edges to $i$.
2. Proceeding from left to write, check if each column of $\tilde{B}_i$ is in the span of the preceeding columns, and if so, remove it.
3. Set $k_i$ to be the number of columns of $B_i$. (Equivalently, $k_i$ is the rank of $\tilde{B}_i$.)
4. Observe that $B_i$ is injective, so there exists a matrix $C_i$ such that $C_i B_i$ is the identity $k_i \times k_i$ matrix. We call $C_i$ a left inverse of $B_i$, and note that it is not unique in general. An adequate choice can be easily computed.
5. Set $\tilde{\tau}_i$ to be $C_i \circ \rho_i \circ B_i$.
6. For each incoming edge $e$ to $i$, set $\tilde{W}_e^{\text{red}}$ to be the matrix product $C_i W_e B_s(e)$, which is a matrix of size $k_i \times k_{s(e)}$.

For sink vertices, one sets $k_i = d_i$ and updates the weight matrix $W_e$ on each incoming edge to $W_e \circ B_s(e)$. The methods hstack, full_rank, num_col, and left_inverse of Algorithm 3 reflect the procedures described in steps (1), (2), (3), and (4) above, respectively. It is easy to verify that, for any vertex $i$ and any edge $j \xleftarrow{\pi_j} i$, we have $B_i \circ \pi_j = \rho_i \circ B_j$ and $B_i \circ \tilde{W}_e^{\text{red}} = W_e \circ B_j$, where we use the notation of Algorithm 3. Furthermore, we recover the model compression of Algorithm 3 from Algorithm 2 by setting $B_i := \tilde{Q}_i \circ \tilde{\pi}_i$, $C_i = \tilde{\pi}_i \circ \tilde{Q}_i^{-1}$, and $\tau_i = \tilde{\pi}_i \circ \tilde{Q}_i^{-1} \circ \rho_i \circ \tilde{Q}_i \circ \tilde{\pi}_i$.

A.4. Subnetworks of quiver neural networks. We now introduce the notion of a subnetwork of a $\mathcal{Q}$-neural network, and prove that the feedforward function of a subnetwork is intertwined with the feedforward function of the full network. Algorithms 1, 2, and 3 each produce a subnetwork of the original input $\mathcal{Q}$-neural network. In the case of Algorithms 2 and 3, the subnetworks are minimal in certain precise sense that we explain below.

Let $\mathcal{Q}$ be a neural quiver. A subnetwork of a $\mathcal{Q}$-neural network $(\mathbf{d}, W, \rho)$ consists of a $\mathcal{Q}$-neural network $(\mathbf{k}, V, \tau)$ together with an injective linear map $\alpha_i : \mathbb{R}^{k_i} \hookrightarrow \mathbb{R}^{d_i}$ for each vertex such that:

$$W_e \circ \alpha_{s(e)} = V_e \circ \alpha_{t(e)} \quad \text{and} \quad \rho_i \circ \alpha_i = \alpha_i \circ \tau_i$$

for each vertex $i$ and each edge $e$, and $\alpha_{\text{bias}}$ is the identity for the bias vertex. We group the maps $\alpha_i$ into a tuple $\alpha = (\alpha_i)$ and write $(\mathbf{k}, V, \tau) \xrightarrow{\alpha} (\mathbf{d}, W, \rho)$. We see that $k_i \leq d_i$ for each vertex $i$. The maps $\alpha_i$ define maps $\alpha_{\text{in}} : \mathbb{R}^{k_{\text{in}}} \hookrightarrow \mathbb{R}^{d_{\text{in}}}$ and $\alpha_{\text{out}} : \mathbb{R}^{k_{\text{out}}} \hookrightarrow \mathbb{R}^{d_{\text{out}}}$. 
Proposition A.2. Let \((k, V, \tau) \xrightarrow{\alpha} (d, W, \rho)\) be a subnetwork, and let \(\tilde{F}\) and \(F\) be the respective feedforward functions. Then:

\[
F \circ \alpha_{\text{in}} = \alpha_{\text{out}} \circ \tilde{F}
\]

Sketch of proof. It suffices to show that the partial feedforward functions satisfy \(F_i \circ \alpha_{\text{in}} = \alpha_i \circ \tilde{F}_i\) for all vertices \(i\). To this end, we fix a topological order and proceed by induction. The base step is straightforward (using the fact that \(\alpha_{\text{bias}} = \text{Id}_R\)). The key computation in the induction step is:

\[
F_i \circ \alpha_{\text{in}} = \rho_i \left( \sum_{e \in t^{-1}(i)} W_e \circ F_{s(e)} \circ \alpha_{\text{in}} \right) = \rho_i \left( \sum_{e \in t^{-1}(i)} W_e \circ \alpha_i \circ \tilde{F}_{s(e)} \right) = \rho_i \left( \sum_{e \in t^{-1}(i)} \alpha_i \circ V_{s(e)} \circ \tilde{F}_{s(e)} \right)
\]

\[
= \rho_i \circ \alpha_i \left( \sum_{e \in t^{-1}(i)} V_{s(e)} \circ \tilde{F}_{s(e)} \right) = \alpha_i \circ \tau_i \left( \sum_{e \in t^{-1}(i)} V_{s(e)} \circ \tilde{F}_{s(e)} \right) = \alpha_i \circ \tilde{F}_i
\]

Proposition A.3. The outputs of Algorithms 1, 2, and 3 each produce a subnetwork of the original input \(\mathcal{Q}\)-neural network with rescaling activations.

We omit a full proof of this proposition, as it is straightforward: one uses the maps \(\alpha_i = Q_i \text{Inc}_i\), \(\alpha_i = \tilde{Q}_i \text{Inc}_i\), and \(\alpha_i = B_i\), respectively. Note that we recover Theorem 4.1 from Propositions A.2 and A.3 since \(Q_i \text{Inc}_i\) is the identity for any source or sink.

We say that a subnetwork \((k, V, \tau) \xrightarrow{\alpha} (d, W, \rho)\) is source-framed if we have \(k_i = d_i\) and \(\alpha_i = \text{Id}_{d_i}\) for any source vertex \(i\). We say that a subnetwork of a \(\mathcal{Q}\)-neural network \((d, W, \rho)\) is minimal if the following two conditions are satisfied: (1) it is source-framed, and (2) it a subnetwork of any other source-framed subnetwork of \((d, W, \rho)\). In particular, the value of the dimension vector of any other subnetwork is at least \(k_i\) at each vertex \(i\).

Proposition A.4. The outputs of Algorithms 2 and 3 each produce the minimal subnetwork of the original input \(\mathcal{Q}\)-neural network with rescaling activations.

Proof. We give a proof only in the case of Algorithm 2; the argument for Algorithm 3 is similar. Set \(\alpha_i = \tilde{Q}_i \text{Inc}_i\). Suppose \((n, U, \nu) \xrightarrow{\beta} (d, W, \rho)\) is a source-framed subnetwork. For each vertex, we aim to define an injective linear map

\[
\psi_i : \mathbb{R}^{k_i} \rightarrow \mathbb{R}^{n_i}
\]

such that \(\beta_i \circ \psi_i = \alpha_i\). If \(i\) is a source, set \(\psi_i\) to be the identity. Proceeding by induction over a topological order of the vertices, take a non-source vertex \(i\) and assume that we have defined \(\psi_j\) for all vertices \(j\) with an outgoing edge to \(i\). For a fixed ordering of the edges, we form the matrix \(W_{s \rightarrow i} \in \mathbb{R}^{d_i \times d_{s \rightarrow i}}\) by horizontally stacking the matrices \(W_e\) for edges incoming to \(i\). Similarly we have the matrices \(U_{s \rightarrow i} \in \mathbb{R}^{n_i \times n_{s \rightarrow i}}\) and \(W_{s \rightarrow i}^{\text{red}} \in \mathbb{R}^{k_i \times k_{s \rightarrow i}}\). We also have the linear map \(\alpha_{s \rightarrow i} : \bigoplus_{j \rightarrow i} \mathbb{R}^{k_j} \rightarrow \bigoplus_{j \rightarrow i} \mathbb{R}^{d_j}\), defined as \(\alpha_{s \rightarrow i} = \bigoplus_{j \rightarrow i} \alpha_j\). The maps \(\beta_{s \rightarrow i}\) and \(\psi_{s \rightarrow i}\) are defined analogously. We compute:

\[
\alpha_i \circ W_{s \rightarrow i}^{\text{red}} = W_{s \rightarrow i} \circ \alpha_{s \rightarrow i} = W_{s \rightarrow i} \circ \beta_{s \rightarrow i} \circ \psi_{s \rightarrow i} = \beta_{s \rightarrow i} \circ U_{s \rightarrow i} \circ \psi_{s \rightarrow i}
\]

where the first equality uses the fact that the \(\alpha_i\) define subnetwork, the second equality uses the induction hypothesis, and the third uses the fact that the \(\beta_j\) define a subnetwork. Recall from
the discussion in Section A.2 that the matrix $\tilde{W}^{\text{red}}_{s_i}$ is surjective. It follows that the image of $\alpha_i$ is contained in the image of $\beta_i$. Hence, we can choose a map $\psi_i : R^{k_i} \to R^{d_i}$ such that $\beta_i \circ \psi_i = \alpha_i$. Since $\alpha_i$ is injective, so is $\psi_i$.

Now that the maps $\psi_i$ have been defined, it is straightforward to show that $\beta_{t(e)} \circ \tilde{W}_e^{\text{red}} \circ \psi_{s(e)}$ for any edge $e$, and that $\psi_i \circ \tau_i = \nu_i \circ \psi_i$ for any vertex $i$. Thus, $(k, \tilde{W}^{\text{red}}, \tau)$ is a subnetwork of $(n, U, \nu)$ via the maps $\psi_i$. □

A.5. Radial rescaling functions. In this section, we turn our attention to radial rescaling activations and radial neural networks. We first prove the following basic fact about radial rescaling functions:

Lemma A.5. A rescaling function commutes with orthogonal transformations if and only if it is a radial rescaling function.

Proof. It is straightforward to show that any radial rescaling function commutes with orthogonal transformations. For the opposite direction, suppose $\rho$ is a rescaling activation on $R^d$ with rescaling scalar-valued function $\lambda : R^d \to R$, and suppose $\rho$ commutes with orthogonal transformations. Then, one easily shows that $\lambda(Qv) = \lambda(v)$ for any $v \in R^d$ and any $Q \in O(d)$. Since any two elements of $R^d$ of the same norm are related by an orthogonal transformation, it follows that the rescaling factor $\lambda(v)$ depends only on the norm of $v$. □

Next, we restate and prove Proposition 4.2.

Proposition 4.2. For radial $\mathcal{Q}$-neural networks, Algorithm 1 leaves the activation functions unchanged.

Proof. The fact that each activation $\rho_i$ commutes with orthogonal transformations implies that $Q_i^{-1} \circ \rho_i \circ Q_i = \rho_i$. Hence, in Algorithm 1, we have $\tau_i \leftarrow \pi_i \circ \rho_i \circ \text{Inc}_i$ for any hidden vertex $i$. The image of $R^{d_i^{\text{red}}}$ under $\rho_i$ lies in $R^{d_i^{\text{red}}}$, so $\tau_i$ is nothing more than the restriction of $\rho_i$ to $R^{d_i^{\text{red}}}$. □

Finally, we consider subnetworks of radial $\mathcal{Q}$-neural networks. Let $\mathcal{Q}$ be a neural quiver. A radial subnetwork of a radial $\mathcal{Q}$-neural network $(d, W, \rho)$ consists of a radial $\mathcal{Q}$-neural network $(k, V, \tau)$ together with a linear isometry $\alpha_i : R^{k_i} \to R^{d_i}$ for each vertex such that: $W_e \circ \alpha_{s(e)} = V_e \circ \alpha_{t(e)}$ and $\rho_i \circ \alpha_i = \alpha_i \circ \tau_i$ for each vertex $i$ and each edge $e$. Recall that the condition for $\alpha_i$ to be an isometry is that it is norm-preserving: $|\alpha_i(x)| = |x|$ for each $x \in R^{k_i}$. Note that any linear isometry is injective. The analogues of Propositions A.3 and A.4 hold for radial rescaling activations, and are proven in essentially the same way.
**Algorithm 2:** Improved model compression for rescaling activations (see Section A.2)

**input**: $\mathcal{Q}$-neural network $(d, W, \rho)$ with each $\rho_i$ rescaling

**output**: $\mathcal{Q}$-neural network $(k, \tilde{W}_{\text{red}}, \tilde{\tau})$, orthogonal matrices $\tilde{Q} = (Q_i \in O(d_i))_{i \in \text{hidden}}$

for $i$ in $I$ do // vertices are in topological order
    if $i$ is not a source or sink then
        \[\tilde{M}_i \leftarrow \text{hstack} \left( W_e Q_{s(e)}^T \hat{\text{Inc}}_{s(e)}^T : t(e) = i \right)\]  // concatenate matrices
        \[k_i \leftarrow \text{rank}(\tilde{M}_i)\]
        \[P_i \leftarrow \text{permutation}(\tilde{M}_i, k_i)\]  // permutation matrix
        \[\tilde{Q}_i, \tilde{R}_i \leftarrow \text{QR-decomp}(\tilde{M}_i P_i, \text{mode} = '\text{complete}')\]  // $M_i P_i = \tilde{Q}_i \hat{\text{Inc}}_i \tilde{R}_i$
        for $e$ such that $t(e) = i$ do // iterate through incoming edges (if any)
            \[\tilde{W}_e^{\text{red}} \leftarrow \text{extract} \left( \tilde{R}_i P_i^{-1}, e \right)\]  // extract the reduced weights
        end
        \[\tilde{\tau}_i \leftarrow \tilde{\tau}_i \circ \tilde{Q}_i^{-1} \circ \rho_i \circ \tilde{Q}_i \circ \hat{\text{Inc}}_i\]  // update the activations
    else if $i$ is a sink then
        \[\tilde{\tau}_i \leftarrow \rho_i\]
        for $e$ such that $t(e) = i$ do // iterate through incoming edges (if any)
            \[\tilde{W}_e^{\text{red}} \leftarrow W_e \hat{\text{Inc}}_{s(e)} B_{s(e)}\]  // define reduced weights
        end
    end
end

return $(k, \tilde{W}_{\text{red}}, \tilde{\tau})$

**Algorithm 3:** Alternative model compression for rescaling activations (see Section A.3)

**input**: $\mathcal{Q}$-neural network $(d, W, \rho)$ with each $\rho_i$ rescaling

**output**: $\mathcal{Q}$-neural network $(k, \tilde{W}_{\text{red}}, \tilde{\tau})$

for $i$ in the set of vertices do // vertices are in topological order
    if $i$ is a source then
        \[B_i \leftarrow \text{Id}_{d_i}\]
    else if $i$ is a sink then
        \[C_i \leftarrow \text{Id}_{d_i}\]
    else
        \[\hat{B}_i \leftarrow \text{hstack} \left( W_e B_{s(e)} : t(e) = i \right)\]  // concatenate matrices horizontally
        \[B_i \leftarrow \text{full_rank}(\hat{B}_i)\]  // $B_i$ is always full rank
        \[k_i \leftarrow \text{num_col}(B_i)\]  // $k_i \leq d_i$
        \[C_i \leftarrow \text{left_inverse}(B_i)\]  // $C_i \in \mathbb{R}^{k_i \times d_i}$ exists since $B_i$ is full rank
        \[\tilde{\tau}_i \leftarrow C_i \circ \rho_i \circ B_i\]  // update rescaling activations
        for $e$ such that $t(e) = i$ do // iterate through incoming edges (if any)
            \[\tilde{W}_e^{\text{red}} \leftarrow C_i W_e B_{s(e)} \in \mathbb{R}^{k_i \times d_i}\]  // define reduced weights
        end
    end
end

return $(k, \tilde{W}_{\text{red}}, \tilde{\tau})$
Appendix B. Projected gradient descent

In this appendix, we collect results related to projected gradient descent and provide a proof of Theorem 5.1. We begin by introducing a subspace of $\text{Param}(\mathcal{D}, \mathbf{d})$ that interpolates between $\text{Param}(\mathcal{D}, \mathbf{d})$ and $\text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}})$. Fix a neural quiver $\mathcal{D}$ and a dimension vector $\mathbf{d}$ for $\mathcal{D}$. The interpolating space $\text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d})$ is defined as the subspace of $\text{Param}(\mathcal{D}, \mathbf{d})$ consisting of those $\mathbf{T} = (T_e)_{e \in E} \in \text{Param}(\mathcal{D}, \mathbf{d})$ such that, for each edge, the bottom left $(d_{i(e)} - d_i^{\text{red}}) \times d_s^{\text{red}}$ block of $T_e$ is zero. The following lemma is a straightforward consequence of Algorithm 1.

**Lemma B.1.** Let $\mathbf{W} \in \text{Param}(\mathcal{D}, \mathbf{d})$ and let $\mathbf{Q} \in O(\mathbf{d}^{\text{hid}})$ be the parameter symmetry in produced by Algorithm 1. Then $\mathbf{T} = \mathbf{Q}^{-1} \cdot \mathbf{W}$ belongs to the interpolating space $\text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d})$.

Recall that $\text{Inc}_i : \mathbb{R}_i^{d_i^{\text{red}}} \hookrightarrow \mathbb{R}_i^{d_i}$ denotes the inclusion into the first $d_i^{\text{red}}$ coordinates. The proof of the next lemma is an elementary verification.

**Lemma B.2.** Let $\mathbf{T} \in \text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d})$. For each edge $e$, there is a matrix $\overline{T}_e \in \mathbb{R}^{d_i^{\text{red}}} \times d_i^{\text{red}}$ such that: $T_e \circ \text{Inc}_i(e) = \text{Inc}_i(e) \circ \overline{T}_e$. In particular, the image of $\mathbb{R}^{d_i^{\text{red}}}$ under $T_e$ is contained in $\mathbb{R}^{d_i^{\text{red}}}$, that is: $T_e \left( \mathbb{R}^{d_i^{\text{red}}} \right) \subseteq \mathbb{R}^{d_i^{\text{red}}}$.

Hence, each $T_e$ is block upper triangular with $\overline{T}_e$ appearing as the top left block: $T_e = \begin{bmatrix} \overline{T}_e & * \\ 0 & * \end{bmatrix}$.

Moreover, the tuple $(\overline{T}_e)_{e \in E}$ belongs to $\text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}})$. To explain the sense in which $\text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d})$ interpolates between $\text{Param}(\mathcal{D}, \mathbf{d})$ and $\text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}})$, consider the following diagram:

$$
\begin{array}{ccc}
\text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}}) & \xleftarrow{\iota_2} & \text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d}) & \xrightarrow{\iota_1} & \text{Param}(\mathcal{D}, \mathbf{d})
\end{array}
$$

- The map $\iota_1$ is the natural inclusion.
- The projection $q_1 : \text{Param}(\mathcal{D}, \mathbf{d}) \rightarrow \text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d})$ takes a tuple $\mathbf{W} \in \text{Param}(\mathcal{D}, \mathbf{d})$ and zeros to lower left $(d_i - d_i^{\text{red}}) \times d_j^{\text{red}}$ block of each $W_e$. Note that $\text{Proj} = \iota_1 \circ q_1$, and the transpose of $q_1$ is the inclusion $\iota_1$.
- The inclusion $\iota_2 : \text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}}) \hookrightarrow \text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d})$ takes $\mathbf{X}$ to the tuple whose matrix corresponding to $e$ is obtained from $X_e$ by padding with $d_{i(e)} - d_i^{\text{red}}$ rows of zeros and $d_s(e) - d_s^{\text{red}}$ columns of zeros: $\iota_2(\mathbf{X})_e = \begin{bmatrix} X_e & 0 \\ 0 & 0 \end{bmatrix}$.
- The projection $q_2 : \text{Param}^{\text{int}}(\mathcal{D}, \mathbf{d}) \rightarrow \text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}})$ takes a tuple $\mathbf{T}$ in the interpolating space, and extracts the top left $d_i^{\text{red}} \times d_s^{\text{red}}$ block of each matrix $T_e$. In other words, $q_2(\mathbf{T}) = \overline{T}$. The transpose of $q_2$ is the inclusion $\iota_2$.

Finally, we set $\iota = \iota_1 \circ \iota_2 : \text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}}) \hookrightarrow \text{Param}(\mathcal{D}, \mathbf{d})$ to be the inclusion of $\text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}})$ into $\text{Param}(\mathcal{D}, \mathbf{d})$. This is defined in essentially the same way as $\iota_2$. To state the next result, recall the set-up of Section 5.2. Namely, fix a dimension vector $\mathbf{d}$ and radial activation functions $\rho = (\rho_i : \mathbb{R}^{d_i} \rightarrow \mathbb{R}^{d_i})_{i \in I}$. For any batch of training data, we have the loss functions $L : \text{Param}(\mathcal{D}, \mathbf{d}) \rightarrow \mathbb{R}$ and $L_{\text{red}} : \text{Param}(\mathcal{D}, \mathbf{d}^{\text{red}}) \rightarrow \mathbb{R}$. 
Lemma B.3. We have the following:

1. The inclusion \( i = i_1 \circ i_2 : \text{Param}(\mathcal{D}, d^{\text{red}}) \hookrightarrow \text{Param}(\mathcal{D}, d) \) intertwines the loss functions; that is, we have: \( \mathcal{L} \circ i = \mathcal{L}_{\text{red}} \).
2. We have that \( \mathcal{L} \circ i_1 = \mathcal{L}_{\text{red}} \circ q_2 \). In other words, the following diagram commutes:

\[
\begin{array}{ccc}
\text{Param}^{\text{int}}(\mathcal{D}, d) & \xrightarrow{q_2} & \text{Param}(\mathcal{D}, d^{\text{red}}) \\
\downarrow{\iota_1} & & \downarrow{\mathcal{L}_{\text{red}}} \\
\text{Param}(\mathcal{D}, d) & \xrightarrow{\mathcal{L}} & \mathbb{R}
\end{array}
\]

3. For any \( T \in \text{Param}^{\text{int}}(\mathcal{D}, d) \), we have:

\[
q_1 \left( \nabla_{\iota_1(T)} \mathcal{L} \right) = i_2 \left( \nabla_{q_2(T)} \mathcal{L}_{\text{red}} \right).
\]

Proof. We begin with some set-up. We fix a topological order of the vertices of \( \mathcal{D} \). For each vertex \( i \), we set \( \pi_i : \mathbb{R}^{d_i} \to \mathbb{R}^{d_i^{\text{red}}} \) to be the projection into the first \( d_i^{\text{red}} \) coordinates. Observe that, if \( X \in \text{Param}(\mathcal{D}, d^{\text{red}}) \), then \( i(X)_e = \text{Inc}_{i(e)} X_e \circ \pi_{s(e)} \) for each edge \( e \). For the first claim, it suffices to verify that, for any \( X \) in \( \text{Param}(\mathcal{D}, d^{\text{red}}) \), the feedforward functions of \( X \) and \( i(X) \) coincide. To this end, for any vertex \( i \), we set \( F_i \) to be the \( i \)-th partial feedforward function of the \( \mathcal{D} \)-neural network \((d, i(X), \rho)\) and \( G_i \) to be the \( i \)-th partial feedforward function of the \( \mathcal{D} \)-neural network \((d^{\text{red}}, X, \rho^{\text{red}})\). We prove by induction that the following identity holds:

\[
(F_i = \text{Inc}_i \circ G_i)
\]

for any vertex \( i \). Indeed, the identity is true for all source vertices since \( d_i = d_i^{\text{red}} \) for such vertices.

For the induction step, we compute:

\[
F_i = \rho_i \left( \sum_{e \in \iota^{-1}(i)} i(X)_e \circ F_{s(e)} \right) = \rho_i \left( \sum_{e \in \iota^{-1}(i)} \text{Inc}_i \circ X_e \circ \pi_{s(e)} \circ \text{Inc}_{s(e)} \circ G_{s(e)} \right)
\]

\[
= \rho_i \circ \text{Inc}_i \left( \sum_{e \in \iota^{-1}(i)} X_e \circ G_{s(e)} \right) = \text{Inc}_i \circ \rho_i^{\text{red}} \left( \sum_{e \in \iota^{-1}(i)} X_e \circ G_{s(e)} \right) = \text{Inc}_i \circ G_i
\]

where the first equality follows from the definition of the neural function of \((i(X), a)\), the second from the induction hypothesis and the fact that \( i(X)_e = \text{Inc}_{i(e)} X_e \circ \pi_{s(e)} \) for each edge \( e \), the third from the linearity of \( \text{Inc}_i \) and the fact that \( \pi_i \circ \text{Inc}_i = 1_{d_i^{\text{red}}} \) for each vertex \( i \), the fourth from the commutativity property of radial functions with inclusions (Lemma A.5), and the last from the definition of the neural function of \((X, a|_X)\). The second claim follows from an argument similar to the one used to prove the first claim, using the fact that \( T_e \circ \text{Inc} \circ G_{s(e)} = \text{Inc} \circ T_e \) and \( \rho_i \circ \text{Inc} = \text{Inc} \circ \rho_i^{\text{red}} \). The proof of the last claim is a straightforward computation (omitted) involving the commutative diagram appearing in the second claim.

We now restate Theorem 5.1 and give a proof.

Theorem 5.1. Let \( W \in \text{Param}(\mathcal{D}, d) \), and let \( W^{\text{red}}, Q, T \) be as above. For any \( k \geq 0 \), we have\(^4\):

\[
\gamma^k(W) = Q \cdot \gamma^k(T) \quad \gamma^k_{\text{proj}}(T) = \gamma^k_{\text{red}}(W^{\text{red}}) + (T - W^{\text{red}}).
\]

\(^4\)More precisely, the second equality is \( \gamma^k_{\text{proj}}(T) = i(\gamma^k_{\text{red}}(W^{\text{red}})) + T - (W^{\text{red}}) \) where \( i : \text{Param}(\mathcal{D}, d^{\text{red}}) \hookrightarrow \text{Param}(\mathcal{D}, d) \) is the natural inclusion. See Appendix B.
Proof. The action of $Q$ on $\text{Param}(\mathcal{D}, d)$ is an orthogonal transformation, and does not change the feedforward function. Hence the first equality in the statement of the theorem follows from a basic interaction of orthogonal transformations with gradient descent (see Proposition 2.5 of [GvLW22]). For the second equality of the theorem, we proceed by induction. As noted in Footnote 3, the second equality is actually $\gamma^k_{\text{proj}}(T) = \iota(\gamma^k_{\text{red}}(V)) + T - \iota(V)$. The base case $k = 0$ is immediate. For the induction step, let $k > 0$ and set

$$Z^{(k)} := \iota(\gamma^k_{\text{red}}(V)) + T - \iota(V).$$

Each $Z^{(k)}$ belongs to $\text{Param}^{\text{int}}(\mathcal{D}, d)$, so $\iota_1(Z^{(k)}) = Z^{(k)}$. Moreover, $\overline{Z^{(k)}} = q_2(Z^{(k)}) = \gamma^k_{\text{red}}(V)$. We compute:

$$\gamma^{k+1}_{\text{proj}}(T) = \gamma_{\text{proj}}\left(\gamma^k_{\text{proj}}(T)\right) = \gamma_{\text{proj}}\left(\iota(\gamma^k_{\text{red}}(V)) + T - \iota(V)\right)$$

$$= \iota(\gamma^k_{\text{red}}(V)) + T - \iota(V) - \text{Proj}\left(\nabla\iota(\gamma^k_{\text{red}}(V)) + T - \iota(V)\right)$$

$$= \iota(\gamma^k_{\text{red}}(V)) - \iota \circ q_1\left(\nabla_{\iota_1}(Z^{(k)})\mathcal{L}\right) + T - \iota(V)$$

$$= \iota(\gamma^k_{\text{red}}(V)) - \iota \circ \iota_2\left(\nabla_{q_2}(Z^{(k)})\mathcal{L}_{\text{red}}\right) + T - \iota(V)$$

$$= \iota\left(\gamma^k_{\text{red}}(V) - \nabla\gamma^k_{\text{red}}(V)\mathcal{L}_{\text{red}}\right) + T - \iota(V) = \iota\left(\gamma^{k+1}_{\text{red}}(V)\right) + T - \iota(V)$$

The second equality invokes the induction hypothesis, the third equality uses the definition of the projected gradient descent map $\gamma_{\text{proj}}$, the fourth equality relies on the interaction between the gradient and orthogonal transformations (see [GvLW22, Proposition 2.5]), the fifth and sixth equalities follow from Lemma B.3 above, and the last equality uses the definition of the gradient descent map $\gamma_{\text{red}}$. \qed

Remark B.4. We note that the proof of Theorem 5.1 is parallels that of Theorem 7 of [GvLW22]. The main differences are (1) the different structure of $\text{Param}(\mathcal{D}, d_{\text{red}})$ as a subspace of $\text{Param}(\mathcal{D}, d)$, and (2) the recursive arguments related to a topological order of the vertices.
In this appendix, we summarize the mathematical formalism of quiver representations, and its relation to the results of this paper. We then prove a theoretical result on an analogue of the QR decomposition for representations of an acyclic quiver.

C.1. Basic definitions. Let \( \mathcal{Q} = (I, E) \) be a quiver and \( \mathbf{d} \) a dimension vector for \( \mathcal{Q} \), i.e., an assignment of a non-negative integer \( d_i \) to each vertex. A representation of \( \mathcal{Q} \) consists of a matrix for each edge, where the matrix \( A_e \) corresponding to an edge \( \xrightarrow{e} \) must be of size \( d_i \times d_j \). Therefore, a representation can be regarded as a tuple of matrices \( \mathbf{A} = (A_e)_{e \in E} \) indexed by the set of edges, where \( A_e \in \mathbb{R}^{d_i \times d_j} \). The set \( \text{Rep}(\mathcal{Q}, \mathbf{d}) \) of all possible representations of a quiver \( \mathcal{Q} \) with dimension vector \( \mathbf{d} \) is the direct sum of matrix spaces, and hence a vector space:

\[
\text{Rep}(\mathcal{Q}, \mathbf{d}) = \bigoplus_{e \in E} \mathbb{R}^{d_{i(e)} \times d_{j(e)}}.
\]

We see that the spaces \( \text{Param}(\mathcal{Q}, \mathbf{d}) \) and \( \text{Rep}(\mathcal{Q}, \mathbf{d}) \) are the same, so (if \( \mathcal{Q} \) is a neural quiver) the space of parameters for \( \mathcal{Q} \)-neural networks with widths \( \mathbf{d} \) is the same as the space of representations of \( \mathcal{Q} \) with dimension vector \( \mathbf{d} \). The former notation emphasizes the relation with neural networks and their parameters, while the latter emphasizes the relation with representation theory. Let \( \mathbf{A} \) be a representation of \( \mathcal{Q} \) of dimension vector \( \mathbf{d} \). A subrepresentation of \( \mathbf{A} \) is a representation \( \mathbf{B} = (B_e)_{e \in E} \) with dimension vector \( \mathbf{k} = (k_i) \), together with an injective map \( \alpha_i : \mathbb{R}^{k_i} \hookrightarrow \mathbb{R}^{d_i} \) for each vertex such that, for each edge \( e \), we have: \( A_e \circ \alpha_{s(e)} = \alpha_{t(e)} \circ B_e \). In particular, \( k_i \leq d_i \) for each vertex \( i \).

A representation of a quiver may be viewed as a tuple of matrices indexed by vertices rather than by edges, as we now explain. First, given a dimension vector \( \mathbf{d} \) for \( \mathcal{Q} \), recall the incoming dimension \( d_{\rightarrow i} \) at a vertex \( i \) to be the sum of all the dimension vectors at vertices with an edge to \( i \). In symbols, \( d_{\rightarrow i} := \sum_{j \rightarrow i} d_j \), where the sum is over the subset \( s(t^{-1}(i)) \) of \( I \). By convention, \( d_{\rightarrow i} = 0 \) if \( i \) is a source. Fix an enumeration \( E = \{e_1, \ldots, e_{|E|}\} \) of the edges of \( \mathcal{Q} \). Let \( \mathbf{A} \) be a representation of \( \mathcal{Q} \) with dimension vector \( \mathbf{d} \). For each non-source vertex \( i \), set:

\[
A_{\rightarrow i} = \begin{bmatrix} A_{e_{r1}} \cdots A_{e_{rk}} \end{bmatrix} \in \mathbb{R}^{d_i \times d_{\rightarrow i}}
\]

where \( \{e_{r1}, \ldots, e_{rk}\} = t^{-1}(i) \) is the set of edges with target \( i \), with \( k_1 \leq \cdots \leq k_r \) (using the enumeration of the edges fixed above). Hence we obtain a map \( \text{Rep}(\mathcal{Q}, \mathbf{d}) \sim \bigoplus_{i \in I} \mathbb{R}^{d_i \times d_{\rightarrow i}} \) taking a representation \( \mathbf{A} \) to the tuple\(^5 \) \( (A_{\rightarrow i})_{i \in I} \). This map is in fact an isomorphism.

C.2. The QR decomposition. We are now ready to state the QR-decomposition result for quiver representations. Our construction is very general; however, in its simplest form, the QR decomposition for quiver representations is not aligned with the practical purpose of model compression, and hence its appearance in the appendix rather than the main text. The two procedures are nonetheless closely related, and we discuss these connections.

Let \( \mathcal{Q} = (I, E) \) be a quiver, and let \( \mathbf{d} \) be a dimension vector for \( \mathcal{Q} \). Recall from Section 5.1 the product of orthogonal groups \( O(\mathbf{d}^{\text{hid}}) = \prod O(d_i) \) where the product runs over all hidden vertices (i.e., vertices that are neither sources nor sinks). This group acts on \( \text{Param}(\mathcal{Q}, \mathbf{d}) = \text{Rep}(\mathcal{Q}, \mathbf{d}) \) by orthogonal change-of-basis transformations.

\(^5\)Technically, the index runs over non-source vertices in \( I \), since \( A_i \) is not defined if \( i \) is a source.
Proposition C.1. Let $\mathcal{D}$ be an acyclic quiver with no double edges. Let $A$ be a representation of $\mathcal{D}$ with dimension vector $d$. Then there exist $Q = (Q_i)_{i \in I} \in O(d^{\text{hid}})$ and $R = (R_e)_{e \in E} \in \text{Rep}(\mathcal{D}, d)$ such that

$$A = Q \cdot R,$$

and, moreover, for each non-source and non-sink vertex $i$, the matrix $R_{\rightarrow i}$ is upper-triangular.

Proof. The proof is constructive, based on Algorithm 4. The algorithm takes as input a representation $A$ of dimension vector $d$ and outputs $Q, R = \text{QRDecomp}(A)$, where $Q \in O(d^{\text{hid}})$ is an element of the change-of-basis symmetry group and $R \in \text{Rep}(\mathcal{D}, d)$ is a representation of $\mathcal{D}$ with dimension vector $d$. To see that $Q$ and $R$ have the desired properties, first note that $R_{\rightarrow i}$ is indeed upper-triangular for every non-sink vertex $i$, and $Q_i$ is indeed orthogonal for every $i$. Next, the defining property of the topological ordering implies that, by the time the algorithm reaches a vertex $i$, the matrix $A_{\rightarrow i}$ has been updated to $A'_{\rightarrow i} = A_{\rightarrow i} \circ \text{Diag}(Q_{s(e_1)}^{-1}, Q_{s(e_2)}^{-1}, \ldots, Q_{s(e_k)}^{-1})$, where $t^{-1}(i) = \{e_{k_1}, \ldots, e_{k_r}\}$, with $k_1 \leq \cdots \leq k_r$. If $i$ is not a sink, the algorithm computes the QR decomposition of this matrix $A'_{\rightarrow i}$ to obtain $Q_i$ and $R_{\rightarrow i}$. Hence:

$$(Q \cdot R)_{\rightarrow i} = Q_i \circ R_{\rightarrow i} \circ \text{Diag}(Q_{s(e_1)}^{-1}, Q_{s(e_2)}^{-1}, \ldots, Q_{s(e_k)}^{-1}) = A'_{\rightarrow i} \circ \text{Diag}(Q_{s(e_1)}^{-1}, Q_{s(e_2)}^{-1}, \ldots, Q_{s(e_k)}^{-1})$$

$$= A_{\rightarrow i} \circ \text{Diag}(Q_{s(e_1)}^{-1}, Q_{s(e_2)}^{-1}, \ldots, Q_{s(e_k)}^{-1}) \circ \text{Diag}(Q_{s(e_1)}^{-1}, Q_{s(e_2)}^{-1}, \ldots, Q_{s(e_k)}^{-1}) = A_{\rightarrow i}$$

On the other hand, if $i$ is a sink, then $R_{\rightarrow i} = A'_{\rightarrow i}$ and $Q_i = \text{Id}_{d_i}$. As similar calculation as above shows that $(Q \cdot R)_{\rightarrow i} = A_{\rightarrow i}$. We note that the representation $A$ is determined by the matrices $A_{\rightarrow i}$ as $i$ ranges over the non-source vertices. This finishes the proof.
C.3. Relation to neural networks. We now explain the relation between Algorithm 1 and Algorithm 4. First, we note that a more general version of Proposition C.1 holds, namely, each representation admits a decomposition $W = Q \cdot R$, where each $Q_i$ is orthogonal, and each $R_{\rightarrow i}$ becomes upper triangular after an appropriate permutation of the columns. Indeed, the only necessary modifications to Algorithm 4 are that one must:

1. fix a permutation matrix $P_i \in \mathbb{R}^{d_{\rightarrow i} \times d_{\rightarrow i}}$ for each non-source vertex $i$,
2. perform $W_i \leftarrow W_i \circ P_i^{-1}$ before computing the QR decomposition $W_i = Q_i \circ R'_{i}$, and
3. set $R_{\rightarrow i} = R'_{\rightarrow i} \circ P_i$.

We now consider, for each non-sink vertex $i$, the permutation of the standard basis of $\mathbb{R}^{d_{\rightarrow i}} = \mathbb{R}^{d_{h_1}} \oplus \ldots \oplus \mathbb{R}^{d_{h_r}}$ in which all the standard basis vectors of $\mathbb{R}^{d_{\rightarrow i}} = \mathbb{R}^{d_{h_1}} \oplus \ldots \oplus \mathbb{R}^{d_{h_r}}$ appear first, in order, before the remaining basis vectors\(^\text{6}\). Hence we have a permutation matrix $P_i \in \mathbb{R}^{d_{\rightarrow i} \times d_{\rightarrow i}}$ for each non-sink vertex $i$. We now apply the modification of Algorithm 4 described above to produce $Q$ and $R$. The matrices $Q$ will be the same as those in Algorithm 1. For each edge $e$, take $W^\text{red}_e$ to be the top left $d_{i(e)} \times d_{b(e)}$ block of each $R_e$. These are the matrices $W^\text{red}_e$ appearing in Algorithm 1.

Let $\mathcal{D}$ be a neural quiver and let $d$ be a dimension vector for $\mathcal{D}$. Recall from Section 5 that for any activation functions $\rho$ and any batch of training data we have a loss function $L : \text{Param}(\mathcal{D}, d) \to \mathbb{R}$ and gradient descent map $\gamma : \text{Param}(\mathcal{D}, d) \to \text{Param}(\mathcal{D}, d)$. (These maps can be equivalently regarded on $\text{Rep}(\mathcal{D}, d)$.) The following result shows that gradient descent optimization starting at $W$ is equivalent to gradient descent optimization starting at $R$.

**Corollary C.2.** Let $W$ be a representation of $\mathcal{D}$ and let $W = Q \cdot R$ be its QR decomposition. Fix radial rescaling activations $\rho$. Then, for any $k \geq 0$, we have:

$$\gamma^k(W) = Q \cdot \gamma^k(R)$$

**Sketch of proof.** Note that the action of $Q$ on $\text{Rep}(\mathcal{D}, d)$ is an orthogonal transformation. Moreover, this action does not change the feedforward function, due to the fact that orthogonal transformations commute with radial functions (see Lemma A.5). Consequently, the action of $Q$ commutes with any number of steps of gradient descent (see Lemma 21 of [GvLW22]). \(\square\)

\(^6\)To be more explicit, let $e_1^{(1)}, \ldots, e_{n_1}^{(1)}$ be the standard basis of $\mathbb{R}^{d_{h_1}}$, let $e_1^{(2)}, \ldots, e_{n_2}^{(2)}$ be the standard basis of $\mathbb{R}^{d_{h_2}}$, and so forth. These combine, in order, to produce the standard basis of $\mathbb{R}^{d_{\rightarrow}} = \mathbb{R}^{d_{h_1}} \oplus \ldots \oplus \mathbb{R}^{d_{h_r}}$. Consider the new basis of $\mathbb{R}^{d_{\rightarrow}}$ starting with $e_1^{(1)}, \ldots, e_{n_1}^{(1)}, e_1^{(2)}, \ldots, e_{n_2}^{(2)}, \ldots, e_1^{(r)}, \ldots, e_{n_r}^{(r)}$ and ending with the remaining standard basis vectors (in any order).