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Abstract

We consider the hardness of computing additive approximations to output probabilities of random quantum circuits. We consider three random circuit families, namely, Haar random, \( p = 1 \) QAOA, and random IQP circuits. Our results are as follows.

For Haar random circuits with \( m \) gates, we improve on prior results by showing co\(\text{C}_n\text{P}\) hardness of average-case additive approximations to an imprecision of \( 2^{-O(m)} \). Efficient classical simulation of such problems would imply the collapse of the polynomial hierarchy. For constant depth circuits i.e., when \( m = O(n) \), this linear scaling in the exponent is to within a constant of the scaling required to show hardness of sampling. Prior to our work, such a result was shown only for Boson Sampling in [1]. We also use recent results in polynomial interpolation to show co\(\text{C}_n\text{P}\) hardness under \( \text{BPP} \) reductions rather than \( \text{BPP}^{\text{NP}} \) reductions. This improves the results of prior work for Haar random circuits both in terms of the error scaling and the power of reductions.

Next, we consider random \( p = 1 \) QAOA and IQP circuits and show that in the average-case, it is co\(\text{C}_n\text{P}\) hard to approximate the output probability to within an additive error of \( 2^{-O(n)} \). For \( p = 1 \) QAOA circuits, this work constitutes the first average-case hardness result for the problem of approximating output probabilities for random QAOA circuits. The random QAOA circuits we consider include those coming from Sherrington-Kirkpatrick models and Erdős-Renyi graphs. For IQP circuits, we prove our results without additional conjectures on the hardness of Ising partition functions. Indeed, a consequence of our results for IQP circuits is that approximating the Ising partition function with imaginary couplings to an additive error of \( 2^{-O(n)} \) is hard even in the average-case, which extends prior work on worst-case hardness of multiplicative approximation to Ising partition functions.

1 Introduction

Quantum computers hold the promise of dramatic speed-ups for certain classes of problems such as factoring [2], Hamiltonian simulation [3] or solving linear systems of equations [4] to name a few. However, these gains will likely be realized only with fault-tolerant quantum computers. While these fault-tolerant quantum processors might be years away, the era of small scale devices without fault-tolerance is here and has been termed the NISQ (noisy intermediate scale quantum) era [5]. NISQ devices are being used to implement heuristic algorithms for problems in optimization,
finance, simulations of physical systems and many other areas. Whether there is any speed-up over classical algorithms for these applications still remains to be seen. However, NISQ processors are useful testbeds for certain quantum problems such as the recent breakthrough experiment on demonstrating a time crystal [6].

Aside from physics simulations, one of the most interesting problems that NISQ devices can excel at, is sampling from output distributions of random quantum circuit families. While this problem may have limited practical use, it is nevertheless a well-defined mathematical problem [7], [8]. Recent “quantum supremacy” experiments done for different types of random quantum circuits [9], [10] suggest hardness of sampling from the output distribution by classical algorithms. This experimental evidence has a strong theoretical evidence as well. Starting with the early work of [7], [11], many techniques have been developed to provide evidence that classical computers will not be able efficiently sample from the output distribution of a random quantum circuit.

Building on that earlier work, [12], [13] showed that a classical algorithm that can exactly compute any output probability of a Haar random quantum circuit with a polynomial number of gates i.e., $m = \text{poly}(n)$ gates would lead to the collapse of the polynomial hierarchy (PH) to a finite level. These results were improved to be robust to additive error in the classical algorithm in [1], [14] using better polynomial interpolation techniques. This has made the additive error robustness of the earlier results $2^{-O(m \log m)}$, where $m$ is the depth of the quantum circuit. However, to go beyond this scaling using polynomial interpolation, both the Cayley path interpolation and truncated Taylor series (the way it was used in [12]) seem insufficient. The Cayley path approach gives a rational function and if we construct a polynomial from it as was done in [1], [15], this gives a scaling of $2^{-O(m \log m)}$ due to the size of the denominator. The Taylor series approach taken in [12] gives rise to a degree with an unavoidable factor of $m$, which turns out to be too high. This is because the requirement that we remain close to the random distribution even after a perturbation places a log $m$ factor in the exponent (using the robust Berlekamp-Welch algorithm in [1]) again leading to $2^{-O(m \log m)}$.

To improve on these results and show hardness for additive error of $2^{-O(m)}$ for a circuit with $m$ gates, we use the interpolation scheme of [12], but then use a truncated Taylor series on the probability, rather than at the level of gates, and obtain a polynomial of degree $O(m/\log m)$. This allows us to use the robust Berlekamp-Welch algorithm (which we show can be improved to give an algorithm in BPP) to give a linear scaling in the exponent of the error. Here, to take the Taylor series, we use the probability as a function of interpolation parameter. The truncated Taylor series polynomial can also be shown to be close enough to the probability of the interpolated circuit. Aside from reducing the degree of the polynomial, this approach also maintains the unitarity of the evolution since each gate after interpolation is still a unitary gate.

Additionally, as mentioned above, we improve the robust Berlekamp-Welch algorithm developed in [1] to give an algorithm in BPP rather than $\text{BPP}^{NP}$ using recent results in polynomial interpolation [16]. In [15], a BPP algorithm was given by assuming a stronger condition on the outlier probability. Improving our robustness result to $O(2^{-m})$ would show hardness of sampling for constant depth circuits since $m = O(n)$ for constant depth circuits. However, [17] have shown that one cannot do this by a method agnostic to the circuit depth. In that work, the authors give a classical algorithm that computes output probabilities of Haar random circuits to an additive error of $2^{-n} / 2^{n^b}$, where $0 < b < 1$.

The Quantum Approximate Optimization Algorithm (QAOA) was first introduced in [18] and has been used as a heuristic algorithm for optimization problems implementable on NISQ devices.
Like Boson Sampling and IQP circuits, \( p = 1 \) QAOA also turns out to be universal after post-selection as shown in [19]. For \( p = 1 \) QAOA, worst-case hardness of multiplicative approximations has also been shown in [19]. In the context of QAOA, to our knowledge, random QAOA circuits have not been studied and this paper is the first to show average-case hardness of approximating output probabilities.

The distribution over QAOA circuits defined here is somewhat related to the distribution of interleaved \( X \) and \( Z \) diagonal circuits studied in [20], where an approximate \( t \)-design property was shown for the interleaving length large enough. This was shown to be implementable using a gate-set with discrete randomness. The distribution considered here also has randomness only at the level of gates, is assumed to be a continuous distribution and can be more general than a uniform distribution of phases. If the distribution is taken to be uniform, then one can use the results of [21] that uniform distribution of the phases can be implemented using ancillas and a discrete distribution.

The hardness of circuit families such as Instantaneous Polynomial Time (IQP) has also been developed to include robust hardness i.e., hardness of approximating output probabilities or the hardness of sampling. In [22], assuming certain conjectures of polynomials over finite fields, average case hardness of approximating output probabilities has been shown. Random IQP circuits defined in that fashion also need access to three qubit gates such as \( \text{CCZ} \) gates. However, assuming conjectures about the hardness of Ising partition function estimation, [22] shows average-case hardness of approximate sampling using single and two qubit gates. Our results do not assume additional conjectures, but however, need continuous distributions in choosing random gates.

Partition functions are closely related to output amplitudes or probabilities of quantum circuits. For instance, the famous Jones’ polynomial can be shown to be the probability amplitude of a quantum circuit [23]–[25]. For IQP circuits, it was shown in [26], [27] that the output probability amplitudes correspond to Ising partition functions with imaginary coupling constants. Using this connection, in [27], hardness of worst-case multiplicative approximation of Ising partition function with imaginary coefficients was shown. In the present work, we extend this to average-case additive approximations up to additive error \( 2^{-O(n)} \).

\( \text{coC}_n = \text{P} \) hardness of approximating output probabilities is equivalent to the statement that efficient classical algorithm to approximate these probabilities implies the collapse of the \( \mathsf{PH} \) (under nondeterministic reductions). In [28], \( \text{coC}_n = \text{P} \) hardness of approximating output probabilities of quantum circuits is shown. This result is used in the recent hardness results on Haar random circuit sampling [1], [15]. In [29], [30], \( \text{coC}_n = \text{P} \) hardness of the one clean qubit model is studied.

To go beyond asymptotic hardness results, [31], [32] use conjectures in so-called fine-grained complexity to obtain results about the number of qubits needed to show quantum supremacy. Finally, while we do not study it in our paper, an interesting sampling problem called Fourier sampling defined for a particular class of circuits, has been studied in [33]. The recent survey [34] covers these topics including recent experiments and the task of verification of random sampling experiment.

The paper is organized as follows. In Section 2, some background on random quantum circuits, certain complexity classes and some known results about hardness is provided. In Section 3, Section 4 and Section 5, we define the distributions, prove worst-case hardness and bounds on the degrees of polynomials used for interpolation for these random circuit families. In Section 6, we prove our main result that additive approximations to a constant fraction of these random circuits is \( \text{coC}_n = \text{P} \) hard. Finally, in Section 7, we present some conclusions and open questions.
2 Preliminaries

In this section, we first describe the structure of the three circuit families we consider. We also discuss some complexity classes that are used later in the paper.

We start with QAOA, focusing on the $p = 1$ version. QAOA was first defined in [18] and was designed for optimization problems. Suppose we have an optimization problem with an objective function $C(z)$, where the goal is to maximize $C(z)$ i.e., find a bit string $z$ for which it is maximized (or approximately maximized). For most interesting problems, the function $C(z)$ is a function of constraints, where each constraint consists of only a few bits of $z$. For this problem, we can construct two unitaries in the $Z$ and $X$ basis labeled $C_Z$ and $C_X$ respectively. They are defined as

$$C_Z = \sum_z C(z) |z\rangle \langle z| = \exp(i \sum_{j,k} J_{j,k} \sigma^z_j \sigma^z_k + i \sum_k M_k \sigma^z_k), \quad (2.1)$$

$$C_X = \exp(i \sum_k \beta_k \sigma^x_k), \quad (2.2)$$

where $\sigma^z_k$ and $\sigma^x_k$ are the Pauli $Z$ and $X$ operators acting on the $k^{th}$ qubit.

Using the above two unitaries, QAOA can be defined as a circuit of alternating $Z$ and $X$ diagonal unitaries applied to the equal superposition over all qubits. In the original scheme, the $X$ diagonal term was chosen with a constant $\beta$ (independent of $k$). The phases in these unitaries can be stage dependent. The final state can be written as

$$|\bar{\gamma},\bar{\beta}\rangle = \prod_{i=1}^p \exp(i \beta_i C_X) \exp(i \gamma_i C_Z) |+n\rangle, \quad (2.3)$$

where the state $|+n\rangle$ is the equal superposition over all qubits. There are many generalizations of QAOA where every aspect from the initial state to the angles and the unitaries may be modified. These generalizations still retain the main aspect of QAOA i.e., alternating non-commuting operations applied to some interesting and easily prepared initial superposition over the qubits. When there is only one stage i.e., $p = 1$, the overall circuit is

$$U_{QAOA} = C_X C_Z. \quad (2.4)$$

In this paper, we also focus on Haar random circuits and random IQP circuits. For Haar random circuits, there is no special structure except that there are a polynomial number of gates. The circuit is just an arbitrary quantum circuit composed of single and two qubit gates. The distribution of the circuits will be defined later in Section 4 and is the same as the one defined in earlier works such as [12], [13].

The last class of circuits we consider are IQP circuits. This class was first defined in [11] and later developed in [22], [26]. Circuits in this class are somewhat similar to $p = 1$ QAOA and can be written in the following form.

$$U_{IQP} = H^\otimes n C_Z H^\otimes n, \quad (2.5)$$

where $C_Z$ is an arbitrary $Z$ diagonal unitary with a polynomial number of gates. The post-selected version of this class has been shown to be universal i.e, it is equal to PostBQP.

To define the random circuit version of all these families, we need the definition of an architecture. Our definition of an architecture is similar to the one from prior work such as [17], where a connectivity of qubits and a circuit layout is assumed.
Definition 1 (Architecture). Given a connectivity graph with \( n \) vertices, we can arrange the qubits on the vertices and think of single qubit gates as being on the vertices and the edges would correspond to two qubit gate locations. A circuit layout is a specification of single and two qubit gate locations i.e., a sequence of vertices and edges (without a specification of the gates themselves). An architecture is defined as the connectivity graph along with a layout of the circuit.

When we talk about QAOA (respectively Haar random or IQP) architectures later on, we mean architectures that have circuit layouts in the QAOA (respectively Haar and IQP) form.

Next, we briefly discuss some complexity classes that we use in this paper starting with the class \( \text{coC}=\text{P} \). For the definition of other relevant classes such as \( \text{BPP} \), \( \text{NP} \) and \( \#\text{P} \), one can refer to standard texts on complexity theory (e.g., [35]). An intuitive explanation of the polynomial hierarchy in the context of QAOA is also given in [18]. The class \( \text{coC}=\text{P} \) consists of problems where one has to decide whether an efficiently computable function \( f : \{0,1\}^n \rightarrow \{-1,1\} \) satisfies

\[
\sum_{x \in \{0,1\}^n} f(x) \neq 0.
\] (2.6)

A reason that the class \( \text{coC}=\text{P} \) is of interest is the result from [36] that \( \text{P}^{\#\text{P}} \subseteq \text{NP}^{\text{coC}=\text{P}} \). This implies that efficient classical simulation of a \( \text{coC}=\text{P} \) hard problem collapses the polynomial hierarchy. In [28], it was shown that deciding whether the output probability of a quantum circuit is non-zero is complete for this class. The circuit construction in that paper is used in recent papers [1], [15] on the hardness of Haar random circuits. In this work, we adapt this circuit to QAOA and IQP to show \( \text{coC}=\text{P} \) hardness of additive approximations of output probabilities of \( p = 1 \) QAOA and IQP circuits.

In the next three sections, we introduce the three families of random circuits namely, \( p = 1 \) QAOA, Haar random, and IQP circuits, prove worst-case hardness and certain properties of the interpolated probability.

3 Random QAOA circuits

The random QAOA circuits we consider are alternating random \( Z \) and \( X \) basis unitaries on all the qubits. Since we focus on \( p = 1 \), these circuits have a \( Z \) basis unitary circuit acting on \( |+\rangle^\otimes n \) followed by one layer of gates forming an \( X \) basis unitary. The measurement is done in the computational basis. To be more precise, we define a random QAOA circuit as follows.

Definition 2. Given a QAOA architecture, a random QAOA circuit with \( p = 1 \) consists of a random \( Z \) basis unitary on \( n \) qubits followed by a random \( X \) basis unitary. The random \( Z \) basis unitary is composed of a sequence of \( m_z \) random single or two qubit gates, where the \( j \)th gate is of the form

\[
C_{Z}^{(j)} = \sum_{k_j} e^{i\phi_{k_j}^z} |k_j\rangle \langle k_j|,
\] (3.1)

where \( k_j \) runs over a basis vectors of \( N \) qubits in the \( Z \) basis (the index \( j \) is fixed by the gate under consideration). Here \( N \in \{1,2\} \) depending on whether the \( j \)th gate is a single or two qubit gate. The phase \( \phi_{k_j}^z \) can be from any continuous distribution.
The X basis unitary is a single layer of $m = n$ single qubit unitary gates (where $n$ is the number of qubits) of the form

$$C_X^{(j)} = \sum_{k_j} e^{i\phi_{X(k_j)}} |k_j\rangle \langle k_j|,$$  \hspace{1cm} (3.2)

where $k_j$ runs over $\{0,1\}$ and $\phi_{X(k_j)}^r$ are independent and uniformly distributed in $[0,2\pi)$.

Remark 1. We give some examples of distributions of the QAOA phases for the Z gates.

1. Uniform distribution of phases: The phases $\phi_{Z(k_j)}^r$ of the Z basis unitary can be independent and uniformly distributed in the interval $[0,2\pi)$.

2. Sherrington-Kirkpatrick model [37], [38]: $\phi_{Z(k_j)}^r$ come from the model where the Z basis unitary is of the form

$$C_Z = \exp(i \frac{1}{\sqrt{n}} \sum_{k < \ell} J_{k,\ell} \sigma_k^z \sigma_{\ell}^z),$$  \hspace{1cm} (3.3)

where the sum runs over the set of connected qubits $k$ and $\ell$. Here $J_{k,\ell}$ are standard normal distributed $\mathcal{N}(0,1)$ or another continuous distribution.

3. Weighted Max-Cut on Erdös-Rényi graphs: This is a weighted version of the example considered in [37], [39]. Here $\phi_{Z(k_j)}^r$ come from a Max-Cut cost function on a random Erdös-Rényi graph $G$. We can center the distribution by defining

$$J_{k,\ell} = \frac{\text{Adj}_{k,\ell} - \mathbb{E}(\text{Adj}_{k,\ell})}{\sqrt{\text{Var}(\text{Adj}_{k,\ell})}},$$  \hspace{1cm} (3.4)

where Adj is the weighted adjacency matrix of the graph $G$ and Var is the variance of a given entry in Adj. To make the overall distribution continuous, the weights must be chosen from a continuous distribution.

Next, we define a parameterized circuit, (which will be used to interpolate between the worst case QAOA circuit and a random one).

Definition 3. Suppose we have a QAOA circuit $C = C_X C_Z$ (the worst case circuit), where $C_X$ and $C_Z$ are the X and Z basis unitaries that are composed of a total of $m$ gates defined as follows.

$$C_X^{(j)} = \sum_{k_j} \exp(i h_{X(k_j)}^r) |x_{k_j}\rangle \langle x_{k_j}|,$$  \hspace{1cm} (3.5)

$$C_Z^{(j)} = \sum_{k_j} \exp(i h_{Z(k_j)}^r) |z_{k_j}\rangle \langle z_{k_j}|,$$  \hspace{1cm} (3.6)

where $h_{X(k_j)}^r$ and $h_{Z(k_j)}^r$ are arbitrary real numbers in $[0,2\pi)$ (e.g., coming from the worst-case instance). Here $x_{k_j}$ and $z_{k_j}$ are basis vectors in the X and Z bases. We consider the following interpolation (with the parameter $\theta$) between each gate in this circuit and a random gate.

$$C_X^{(j)}(\theta) = \sum_{k_j} \exp(i (h_{X(k_j)}^r + (1 - \theta/m)\phi_{X(k_j)}^r)) |x_{k_j}\rangle \langle x_{k_j}|,$$  \hspace{1cm} (3.7)

$$C_Z^{(j)}(\theta) = \sum_{k_j} \exp(i (h_{Z(k_j)}^r + (1 - \theta/m)\phi_{Z(k_j)}^r)) |z_{k_j}\rangle \langle z_{k_j}|,$$  \hspace{1cm} (3.8)
where $\phi_{k,j}^x$ and $\phi_{k,j}^z$ are the random phases in $[0, 2\pi)$ as in Definition 2. The $X$ basis unitary is the product of the $C_X^{(j)}(\theta)$ and the $Z$ basis unitary is the product of the $C_Z^{(j)}(\theta)$, where each gate unitary is assumed to act as the identity outside its support.

The full interpolated circuit is $C(\theta) = C_X(\theta)C_Z(\theta)$, where we can write

$$C(\theta) = \sum_{k,k'} \exp(i h_{k,k'}) \exp(i(1 - \theta/m)\phi_{k,k'}) X_k Z_{k'},$$

where

$$\phi_{k,k'} = \sum_{i=1}^{m_x} \phi_{k,i}^x + \sum_{i=1}^{m_z} \phi_{k,i}^z \quad \text{and} \quad h_{k,k'} = \sum_{i=1}^{m_x} h_{k,i}^x + \sum_{i=1}^{m_z} h_{k,i}^z,$$

and

$$X_k = |x_k\rangle \langle x_k| \quad \text{and} \quad Z_k' = |z_k'\rangle \langle z_k'|.$$

**Remark 2.** Note that with the above interpolation, we have a unitary evolution and that $C(m) = C$ i.e., at $\theta = m$, we get the worst-case circuit and when $\theta = 0$, we have a random circuit. However, the expression for the probability of outcome $0^n$ is not a polynomial in $\theta$. To get a polynomial in $\theta$, we use standard results in approximation theory later in Theorem 10.

We now define $p(\theta)$ as the probability of getting the outcome $0^n$, i.e.,

$$p(\theta) = |\langle 0^n | C(\theta) | +^n \rangle|^2.$$

The result below puts the above expression into a specific form that will be useful later in Theorem 10.

**Lemma 1.** For the interpolation defined in Definition 3, the probability $p(\theta)$ can be written as follows.

$$p(\theta) = \sum_r e^{-i(\theta/m)\Delta\phi_r} A_r,$$

where $|A_r| = 1/2^{3n}$ and $|\Delta\phi_r|/m = O(1)$ and $r$ runs over a set of size $2^{4n}$.

**Proof.** Using the expression for the interpolated circuit in (3.9), this can be written as

$$p(\theta) = \sum_{r=(k,k',\ell,\ell')} \exp(i(\Delta h_r + (1 - \theta/m)\Delta\phi_r)) \langle 0^n | X_k Z_{k'} | +^n \rangle \langle +^n | Z_{\ell'} X_{\ell} | 0^n \rangle,$$

where each element of the tuple $r = (k, k', \ell, \ell')$ runs from 0 to $2^n$ and

$$\Delta h_r = (h_{k,k'} - h_{\ell,\ell'}), \quad \Delta\phi_r = (\phi_{k,k'} - \phi_{\ell,\ell'}).$$

From the definition of $\Delta\phi_r$ above and (3.10), we have $|\Delta\phi_r|/m \leq 2\pi$ since we have $\phi_{k,i}^x \leq 2\pi$ and $\phi_{k,i}^z \leq 2\pi$ for each $i$. Now defining

$$A_r = e^{i(\Delta h_r + \Delta\phi_r)} \langle 0^n | X_k Z_{k'} | +^n \rangle \langle +^n | Z_{\ell'} X_{\ell} | 0^n \rangle,$$

we also see that $|A_r| = 1/2^{3n}$ since

$$\langle 0^n | X_k Z_{k'} | +^n \rangle = \frac{1}{2^n \sqrt{2^n}}.$$
Next we prove a hiding lemma for the distribution considered here. It shows that one can focus on the probability of getting $0^n$ outcome in proving hardness, similar to the ones proved in the case of random circuit sampling [12], [13], IQP circuits [40] and boson sampling [7].

**Lemma 2.** Define $p_z$ to be the probability of obtaining some $Z$ basis outcome string $z$ on $n$ qubits.

$$p_z = |\langle z| C| +^n \rangle|^2,$$  \hspace{1cm} (3.18)

where $C$ is a random QAOA circuit. Then, we have that for a given $z$,

$$\Pr_C[p_z] = \Pr_C[p_0],$$  \hspace{1cm} (3.19)

where, $p_0$ is the probability of getting the outcome $0^n$.

**Proof.** Given a bit string $z$, we can create a new Hamiltonian $H'$ defined as

$$H' = \sum_k H_k = \sum_{k \in I_z} \frac{1}{4}\sigma^x_k,$$  \hspace{1cm} (3.20)

where the index set $I_z$ contains bits where the string $z$ has a one. In the above equation, $H_k$ is either $\sigma^x$ or the identity depending on whether $k \in I_z$ or not, respectively. This set of gates is applied along with $C_X$. Applying this does not change the distribution of the random circuit since the phases in the $X$ basis are picked uniformly random. To see this, observe that the $X$ part of the circuit is now

$$\exp(iH')C_X = \exp(\sum_k 2\pi i(h_k^x + H_k + \phi^x_k)) = \exp(\sum_k 2\pi i(h_k^x + \phi'^x_k)),$$  \hspace{1cm} (3.21)

where $h_k^x$ and $\phi^x_k$ are from Definition 3 and

$$\phi'^x_k = \phi^x_k + H_k.$$  \hspace{1cm} (3.22)

This shows that $\phi'^x_k$ is also uniform. The result of this is a set of $X$ gates (up to phase) on qubits that have a one in the string $z$. There is an overall phase of $|z|$ in the amplitude of getting the outcome $0^n$, which disappears in the probability. This gives us $p_z(C) = p(C_z)$ some $C_z$, where $C_z$ is distributed according to the same distribution as $C$. \hfill \square

### 3.1 Worst-case hardness

In this section, we prove hardness of worst case additive approximations. In [19], hardness of worst case multiplicative approximation was proved. In [31], worst-case hardness of additive approximation shown for $p = 1$ QAOA circuits with access to CCZ gates via a reduction from hardness of IQP circuits was shown. Here we remove that condition and show hardness with only single and two-qubit gates in Theorem 4.

**Theorem 3.** There exists a family of $p = 1$ QAOA circuits $C$ for every $n$, large enough, such that it is coC$_{=}P$ hard to approximate the probability $p(C)$ of getting the outcome $0^n$, to within additive error of $1/2^{2n+1}$. Equivalently, it is coC$_{=}P$ hard to decide if $p(C) = 0$ or if $p(C) \geq 1/2^{2n}$. 
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Proof. Suppose \( \tilde{f} \) is an arbitrary \( \text{coC} = \text{P} \) hard function. Define a new function \( f : \{0, 1\}^n \rightarrow \{-1, 1\} \) as follows.

\[
f(x) = (-i)^{|x|} \tilde{f}(x),
\]

where \(|x|\) is the Hamming weight of the bit string \( x \) and \( i \) is the imaginary unit. The QAOA circuit can now be defined as

\[
U = \exp(i\beta H_X)C_Z,
\]

applied to the initial state \(|+_n\rangle\) with \( \beta = \pi/4 \). Here

\[
H_X = \sum_{j=1}^{n} \sigma_j^x,
\]

and \( C_Z \) is a \( Z \) diagonal unitary that applies phases \( f(z) \) for each \( Z \) basis state \(|z\rangle\). In the next result (Theorem 4), we show how to implement this as an Ising interaction. Now, applying \( U \) to the initial state gives

\[
|\langle 0^n | U |_+^n \rangle|^2 = \left| \frac{1}{\sqrt{2^n}} \sum_z \langle 0^n | \exp(i\beta H_X) f(z) | z \rangle \right|^2.
\]

Since \( \beta = \pi/4 \), we have

\[
\exp(-i\beta \sigma^x) |0\rangle = \cos \beta |0\rangle - i \sin \beta |1\rangle = \frac{1}{\sqrt{2}} (|0\rangle - i |1\rangle).
\]

Using this, we get

\[
|\langle 0^n | U |_+^n \rangle|^2 = \left| \frac{1}{\sqrt{2^n}} \sum_x (\cos \beta)^{n-|x|} (-i \sin \beta)^{|x|} f(x) \right|^2
\]

\[
= \frac{1}{2^n} \sum_x (-i)^{|x|} f(x)^2
\]

\[
= \frac{1}{2^{2n}} \sum_x \tilde{f}(x)^2.
\]

If we have a classical algorithm \( O \) that takes as input the QAOA circuit \( U \) and outputs the probability \( p(0^n) \) up to an additive error of \( 1/2^{2n+1} \), then we can decide if \( p(0^n) = 0 \) or if \( p(0^n) \geq 1/2^{2n} \). This means that we can decide if \( \sum_x \tilde{f}(x) \) is non-zero, which is a \( \text{coC} = \text{P} \) hard problem. \( \square \)

**Theorem 4.** The operator \( C_Z \) in Theorem 3 above can be chosen to be an Ising interaction of the form

\[
C_Z = \exp(iH_Z),
\]

where

\[
H_Z = \sum_j b_j \sigma_j^z + \sum_{j,k} c_{j,k} \sigma_j^z \sigma_k^z \text{ with } b_j, c_{j,k} \in \mathbb{R}.
\]
Proof. From the definition of $\text{coC} = P$, the function $\tilde{f}(z) : \{0,1\}^n \rightarrow \{-1,1\}$ in Theorem 3 is classically efficiently computable. Using standard techniques in quantum circuit synthesis [41], we can convert this function into a quantum circuit $U_{\tilde{f}}$ that does the following when acting on a basis state.

$$U_{\tilde{f}} |z\rangle = \tilde{f}(z) |z\rangle.$$  \hfill (3.33)

The circuit implementation of $U_{\tilde{f}}$ can be done using the universal gate set consisting of Hadamard, CZ, S and T gates. All these gates except the Hadamards are $Z$ or $ZZ$ rotations and fit the Ising form. To move the Hadamards to ancillas, we use the trick described in [11] for IQP circuits and adapted to QAOA in [19] and [31]. We briefly describe it here. The gadget from [11] essentially teleports the Hadamard gate from a data qubit onto an ancilla qubit using a CZ gate to entangle them (and the ancilla qubit becomes the new data qubit). The gadget takes an ancilla in the $|+\rangle$ state and applies $\text{CZ}$ between them. Then, a Hadamard gate is applied to the data qubit and measured. If we post-select on the outcome $|0\rangle$, then one can see that the state of the ancilla is a Hadamard applied to state of the original data qubit. This is the original scheme for IQP circuits. The modification for QAOA from [19] and [31] is as follows.

Suppose the state of $n$ qubits is $|\psi\rangle = |0, \psi_0\rangle + |1, \psi_1\rangle$, where the first register is a single qubit and the second register contains the rest of the qubits. Suppose we need to apply a Hadamard gate on the first qubit. Define the single qubit gate $\tilde{H}$ as follows.

$$\tilde{H} = \exp(-i\pi \sigma_z).$$  \hfill (3.34)

Define the two-qubit operator $Q$ as

$$Q = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -i \end{pmatrix}.$$  \hfill (3.35)

Using these, the modified Hadamard gadget is given by the circuit in Figure 1. Implementing the circuit gives the state (the gates above the arrows act on the ancilla qubit and the first qubit)

$$|+, \psi\rangle \xrightarrow{Q} \frac{1}{\sqrt{2}}(|0, 0, \psi_0\rangle + |1, 0, \psi_0\rangle + i |0, 1, \psi_1\rangle - i |1, 1, \psi_1\rangle) \xrightarrow{(I \otimes \tilde{H})} \frac{1}{\sqrt{2}}(|+, \psi_0\rangle + |-, \psi_1\rangle)$$  \hfill (3.36)

The final state can be seen to be $H |\psi\rangle$ where the ancilla qubit becomes the first data qubit (the first data qubit is measured and post-selected on outcome $|0\rangle$). The two qubit gate $Q$ can be implemented as a product of gates $\text{CZ}$ and $S = \exp(i\pi \sigma_z)$, where $\sigma_z$ acts on the ancilla qubit. To show that $f(z)$ can be expressed as an Ising-like interaction, we need to write $i|z|$ in the same way.
This is accomplished by implementing $S^\otimes n$ which puts a phase of $i$ if the state is in $|1\rangle$ and $1$ if the state is $|0\rangle$.

$$f(z) = \exp(i\frac{\pi}{4}(\sigma_1^z + \cdots + \sigma_n^z))\tilde{f}(z),$$

where $\tilde{f}(z)$ is of the form

$$\tilde{f}(z) = \exp(i\sum_{j,k}a_{j,k}\sigma_j^z\sigma_k^z),$$

for some coefficients $a_{j,k}$. Putting this together, we see that $f(z)$ can be written as

$$f(z) = \exp(i\sum_j b_j\sigma_j^z + i\sum_{j,k} c_{j,k}\sigma_j^z\sigma_k^z) \text{ with } b_j, c_{j,k} \in \mathbb{R}. \quad (3.39)$$

4 Haar random circuits

In this section, we discuss the hardness of Haar random circuits considered in [1], [12]–[15]. We recall the definition of Haar random circuit family first.

Definition 4. Given an architecture of $n$ qubits and an arbitrary circuit $C_0$ consisting of single or two qubit gates $G_1, \ldots, G_m$, a random circuit is defined as replacing each gate $G_i$ by $H_iG_i$, where the gate $H_i$ is drawn from the Haar measure over the unitary group of the same dimension as $G_i$.

Next we define the interpolation we use for the main result which is similar to the one from [12], but here we use a scale factor of $1/m$ and do not take Taylor series at the level of gates.

Definition 5. For an architecture, let $G_i$ be some gate sequence. Then for some constant $\theta \in [0, 1]$, define the $\theta$ perturbed distribution $\mathcal{H}_\theta$ as follows. For each $G_j$, replace it by

$$G_j \rightarrow H_j \exp(-\frac{\theta}{m}\log H_j)G_j,$$

where $H_j$ is a Haar random gate.

Denote the resulting circuit $C(\theta)$. We show next that the output probability can be written in a specific form as in the case of QAOA.

Lemma 5. The probability $p(\theta)$ of obtaining the outcome $0^n$ for the interpolated circuit can be written as

$$p(\theta) = \sum_r e^{-i(\theta/m)\Delta\phi_r}A_r,$$

where $r$ runs over a set of size $N^{2m}$ and

$$|A_r| \leq 1 \quad \text{and} \quad \frac{|\Delta\phi_r|}{m} = O(1). \quad (4.3)$$
Proof. Recall that for the circuit $C(\theta)$, each $G_j(\theta)$ is of the form
\[ G_j(\theta) = \exp((1 - \theta/m) \log H_j)G_j. \] (4.4)
We assume that these single or two-qubit gates are tensored with identity outside their support. For simplicity, we will assume that they are all two qubit gates (possibly acting as the identity on one of the qubits) with dimension denoted $N$. Let $V_j$ be the unitary that diagonalizes $H_j$ and let $\exp(i\phi_{k_j})$ and $|\psi_{k_j}\rangle$ be its eigenvalues and eigenvectors. We can write $G_j(\theta)$ as
\[ G_j(\theta) = V_j^\dagger \sum_{k_j=1}^N e^{i(1-\theta/m)\phi_{k_j}} |\psi_{k_j}\rangle \langle \psi_{k_j}| V_j G_j = \sum_{k_j} e^{i(1-\theta/m)\phi_{k_j}} \tilde{G}_{k_j}, \] (4.5)
where we introduce the notation
\[ \tilde{G}_{k_j} = V_j^\dagger |\psi_{k_j}\rangle \langle \psi_{k_j}| V_j G_j. \] (4.6)
We now consider the amplitude $\langle 0 | C(\theta) | 0 \rangle$.
\[ \langle 0 | \prod_{j=1}^m G_j(\theta) | 0 \rangle = \sum_{k_1,\ldots,k_m} e^{i(1-\theta/m)\sum_{j} \phi_{k_j}} \langle 0 | \tilde{G}_{k_1} \tilde{G}_{k_2} \cdots \tilde{G}_{k_m} | 0 \rangle. \] (4.7)
The probability can be written as
\[ p(\theta) = \sum_{k,k'} e^{i(1-\theta/m)\Delta \phi_{k,k'}} \langle 0 | \tilde{G}_{k} | 0 \rangle \langle 0 | \tilde{G}_{k'}^\dagger | 0 \rangle, \] (4.8)
where $k$ represents the tuple $(k_1,\ldots,k_m)$, similarly $k'$ is $(k'_1,\ldots,k'_m)$, $\tilde{G}_k$ is the product
\[ \tilde{G}_k = \tilde{G}_{k_1} \cdots \tilde{G}_{k_m}, \] (4.9)
and similarly $\tilde{G}_{k'}$ and
\[ \Delta \phi_{k,k'} = (\phi_{k_1} + \cdots + \phi_{k_m}) - (\phi_{k'_1} + \cdots + \phi_{k'_m}). \] (4.10)
Writing $r = (k,k')$, we see that it runs over a set of size $N^{2m}$. Define
\[ A_r = e^{i\Delta \phi_r} \langle 0 | \tilde{G}_{k} | 0 \rangle \langle 0 | \tilde{G}_{k'}^\dagger | 0 \rangle. \] (4.11)
From (4.6), since each $\tilde{G}_k$ is a product of unitaries and projectors, we have
\[ |A_r| \leq 1. \] (4.12)
Since each $|\phi_{k_i}| = O(1)$, we have
\[ \frac{|\Delta \phi_r|}{m} = O(1). \] (4.13)
This proves the lemma. \qed

The worst case $\text{coC}_m \text{P}$ hardness of additive approximations of arbitrary quantum circuits with a polynomial number of gates is shown in several places [1], [15], [28], [42]. We state the result from [1, Lemma 10].

Lemma 6. There exist quantum circuits $C$ on $n$ qubits for every $n$ large enough such that it is $\text{coC}_m \text{P}$ hard to decide if $p(C) = 0$ or if $p(C) \geq 1/2^{2n}$. In [12], [14], it was also shown that for Haar random quantum circuits, it is enough to focus on the probability of obtaining $0^n$ where a hiding theorem like the one above for QAOA is shown. We will use these results in Section 6.
5 Random IQP circuits

In this section, we will prove some results for IQP circuits, which will be useful in Section 6, where we show our main hardness result for these circuit families. First, we define the random distribution over IQP circuits and the interpolation used here.

Definition 6. Given an IQP circuit $C$ of the form $H^\otimes n C Z H^\otimes n$, where $C Z$ is a sequence of single or two qubit gates in the $Z$ basis i.e., $C Z = \prod_i C_i$ we define a random IQP circuit by appending each gate by a random gate of the following form.

$$\tilde{C}_i = \sum_z \exp(i\phi_z^{(i)}) |z\rangle \langle z|,$$

where $|z\rangle$ is the $Z$ basis for the gate and $\phi_z^{(i)}$ is a random phase in $[0, 2\pi)$. The random IQP circuit can be written as $H^\otimes n \prod_i \tilde{C}_i C_i H^\otimes n$.

Definition 7. Given an IQP circuit $C$ consisting of $m$ gates, we define the interpolated circuit $C(\theta)$ between $C$ and a random IQP circuit $\tilde{C}$ by creating an interpolation $C_i(\theta)$ for each gate as follows.

$$C_i(\theta) = \sum_z \exp(ih_z^{(i)} + (1 - \theta/m)\phi_z^{(i)}) |z\rangle \langle z|,$$

where $h_z^{(i)}$ is the eigenvalue of $C_i$ corresponding to the eigenstate $|z\rangle$ and $\phi_z^{(i)}$ is the eigenvalue of $\tilde{C}_i$.

We now show the worst-case hardness result.

Theorem 7. There exists a family of IQP circuits $C_n$ for each $n$ large enough, such that it is $\text{coC}=\text{P}$ hard to approximate the probability $|\langle 0| C_n |0\rangle|^2$ to within an additive error of $1/2^{2n+1}$.

Proof. The proof is along the same lines as the one for QAOA (Theorem 3). We start by considering a $\text{coC}=\text{P}$ hard function

$$f : \{0, 1\}^n \rightarrow \{-1, 1\}.$$  

(5.3)

Using standard techniques in quantum computing [41], we can then construct a quantum circuit that computes $f(z)$ as a phase i.e.,

$$U_f = \sum_z f(z) |z\rangle \langle z|.$$  

(5.4)

Now by a similar calculation as in Theorem 3

$$p(C) = |\langle 0^n | H^\otimes n U_f H^\otimes n |0^n \rangle|^2 = \frac{1}{2^{2n}} \left(\sum_z f(z)\right)^2.$$  

(5.5)

Since deciding if $\sum_z f(z)$ is positive or zero is $\text{coC}=\text{P}$ hard, we find that deciding if the probability $p(C)$ is greater than $1/2^{2n}$ or zero is also $\text{coC}=\text{P}$ hard. The form of the circuit above is not quite in the IQP form since $U_f$ need not consist of only $Z$ diagonal gates. It could contain Hadamard gates as well. We explain below how to make it $Z$ diagonal.

The circuit to implement $U_f$ can be assumed to consist of the standard gate set containing Hadamards, CNOTs, phase and $T$ gates. All gates except the Hadamards are $Z$ diagonal. Now we
can use a Hadamard gadget described in [11] to move the Hadamards to ancillas. Recall that the
gadget takes an ancilla in the $|+\rangle$ state and applies $CZ$ between them. Then, a Hadamard gate is
applied to the data qubit, which is then measured. If we now post-select on the outcome $|0\rangle$, then
the state of the ancilla is a Hadamard gate applied to state of the original data qubit. This brings
the circuit into the IQP form.

We need the hiding lemma next.

**Lemma 8.** Given a random IQP circuit, define
\begin{equation}
p_z(C) = |\langle z | C |0^n\rangle|^2,
\end{equation}
where $z$ is an arbitrary bit string in the $Z$ basis. Let $p(C)$ denote the probability of getting the
outcome $0^n$. Then we have
\begin{equation}
\Pr_C[p_z(C)] = \Pr_C[p(C)],
\end{equation}
where the probability is over the randomness in the circuit distribution.

**Proof.** Given a bit string $z$ and a random circuit $C$, define a new circuit $C_z$ such that
\begin{equation}
C_z = X^\otimes I C,
\end{equation}
where $X^\otimes I$ is a set of $X$ gates on the set $I$ of qubits where $z$ has a one. Since $C$ contains Hadamards
on either side, we can commute $X^\otimes I$ through the Hadamards to get $Z^\otimes I$. This is then absorbed by
the random $Z$ basis gates since the distribution is invariant under left multiplication. Therefore,
we have
\begin{equation}
\Pr_C[p_z(C)] = \Pr_C[p(C_z)] = \Pr_C[p(C)].
\end{equation}

Next we prove that $p(\theta)$ can be written in a specific form that will be useful later.

**Lemma 9.** The probability $p(\theta)$ of an IQP circuit can be written as
\begin{equation}
p(\theta) = \sum_r e^{-i(\theta/m)\Delta\phi_r} A_r,
\end{equation}
where
\begin{equation}
|A_r| = 1/2^{2n} \quad \text{and} \quad \frac{|\Delta\phi_r|}{m} = O(1),
\end{equation}
and $r$ runs over a set of size $2^{2n}$.

**Proof.** Let us write the expression for $p(\theta)$ as follows.
\begin{equation}
p(\theta) = |\sum_z \langle 0 | H^{\otimes n} e^{ih_z+i(1-\theta)\phi_z} | z \rangle \langle z | H^{\otimes n} |0\rangle|^2,
\end{equation}
where $h_z$ and $\phi_z$ are the phases that correspond to the basis vector $|z\rangle$ from all the gates of the
worst case circuit and the random circuit respectively. The probability can be re-written as
\begin{equation}
p(\theta) = \sum_{r=(z,z')} e^{i\Delta h_r + i(1-\theta)\Delta\phi_r} \langle 0 | H^{\otimes n} | z \rangle \langle z | H^{\otimes n} |0\rangle \langle 0 | H^{\otimes n} | z' \rangle \langle z' | H^{\otimes n} |0\rangle,
\end{equation}
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where \( r = (z, z') \) runs over a set of size \( 2^{2m} \) and
\[
\Delta \phi_{z,z'} = (\phi_z - \phi_{z'}) \quad \text{and} \quad \Delta h_{z,z'} = (h_z - h_{z'}). \tag{5.14}
\]

Taking
\[
A_r = e^{i \Delta h_r + i \Delta \phi_r} \langle 0 | H^\otimes n | z \rangle \langle z | H^\otimes n | 0 \rangle \langle 0 | H^\otimes n | z' \rangle \langle z' | H^\otimes n | 0 \rangle, \tag{5.15}
\]
we have \( |A_r| = 1/2^{2n} \) and since there are \( m \) gates and the contribution to the phase from each gate is \( O(1) \), we also have
\[
|\Delta \phi_r| = O(1). \tag{5.16}
\]

6 Main result

In this section, we prove \( \text{coC} \leq \text{P} \) hardness of the three random quantum circuit families considered above, namely \( p = 1 \) QAOA, Haar random and IQP. Let us denote this set \( \mathcal{F} \). First, we show that there exists a low degree polynomial approximating the interpolated probability \( p(\theta) \).

**Theorem 10.** For each of the families in \( \mathcal{F} \) above and for the interpolation defined for each family, suppose that there is an interpolated circuit with \( m \) gates with outcome probability \( p(\theta) \). Then there exists a polynomial \( \tilde{p}(\theta) \) of degree \( d \), where
\[
d = O\left(\frac{m}{\log m}\right), \tag{6.1}
\]
such that \( \tilde{p}(m) = p(m) \) and
\[
|p(\theta) - \tilde{p}(\theta)| \leq \frac{1}{2^{2n+2}}, \tag{6.2}
\]
for \( \theta \leq 1 \).

**Proof.** For some \( d \) that will set later, let \( d + 1 \) points \( x_0, \ldots, x_d \) be such that the first \( d \) of them are in \([0, 1]\) and \( x_d = m \). Then using standard approximation theory [43, Chapter 6], there exists a degree \( d \) polynomial \( \tilde{p}(\theta) \) such that
\[
|p(\theta) - \tilde{p}(\theta)| \leq \frac{|p^{(d+1)}(\theta_0)|}{(d + 1)!} (\theta - x_0) \ldots (\theta - x_d), \tag{6.3}
\]
where \( p^{(d+1)}(\theta_0) \) is the \( d + 1 \)th derivative of \( p(\theta) \) evaluated at some \( \theta_0 \in [0, m] \). We now bound this quantity.

From **Lemma 1, Lemma 5 and Lemma 9**, we have that the expression for \( p(\theta) \) for each of these circuit families is
\[
p(\theta) = \sum_r e^{i \theta/m \Delta \phi_r} A_r, \tag{6.4}
\]
where \( r \) runs over a set of size at most \( N^{2m} \) for each family (with \( N = 4 \) being the two-qubit dimension). This gives us
\[
p^{(d+1)}(\theta_0) = \sum_r (-i \Delta \phi_r/m)^{d+1} e^{i \theta/m \Delta \phi_r} A_r. \tag{6.5}
\]
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Since $|\Delta \phi_r|/m \leq 2\pi$ and $|A_r| \leq 1$ and $r$ runs over a set of size $N^{2m}$, we have
\[ |p^{(d+1)}(\theta_0)| \leq N^{2m}(2\pi)^{d+1}. \tag{6.6} \]
Plugging this back into (6.3), we see that in order to make
\[ |p(\theta) - \tilde{p}(\theta)| \leq \frac{1}{2^{2m+2}}, \tag{6.7} \]
for $\theta \leq 1$, we need to choose $d$ so that
\[ (d + 1)! \geq 2^{2m+2}N^{2m}(2\pi)^{d+1}m. \tag{6.8} \]
Using the fact that
\[ \ln(d + 1)! \geq (d + 1) \ln \frac{d + 1}{e}, \tag{6.9} \]
we have (using the above two equations) that a sufficient condition on $d$ is
\[ (d + 1) \ln \frac{d + 1}{2\pi e} \geq (6m + 2) \ln 2 + \ln m. \tag{6.10} \]
Or more simply, another sufficient condition (when $m > 4$) is
\[ (2\pi e)d' \ln d' \geq 8m, \tag{6.11} \]
where $d' = (d + 1)/(2\pi e)$. In other words, $d' \ln d' \geq m$ is sufficient. It is easy to see that when
\[ d' \geq \frac{2m}{\ln m}, \tag{6.12} \]
we have
\[ d' \ln d' \geq m. \tag{6.13} \]
To see this, notice that
\[ d' \ln d' \geq \frac{2m}{\ln m} \ln \left( \frac{2m}{\ln m} \right) = 2m - m \frac{\ln(\frac{\ln m}{2})}{\ln m} \geq m, \tag{6.14} \]
since $(1/2) \ln m \geq \ln((1/2) \ln m)$. This gives us that when
\[ d + 1 = \frac{4\pi e m}{\ln m}, \tag{6.15} \]
we have
\[ (d + 1)! \geq 2^{2m+2}N^{2m}(2\pi)^{d+1}m. \tag{6.16} \]
Using this and since $x_0, \ldots, x_{d-1}$ are all less than 1 and $x_d = m$, we have for $\theta \leq 1$
\[ |p(\theta) - \tilde{p}(\theta)| \leq \frac{1}{2^{2m+2}} \leq \frac{1}{2^{2n+2}}, \tag{6.17} \]
since $m \geq n$. By construction, we also have $\tilde{p}(m) = p(m)$. This proves the theorem. \qed
For QAOA and IQP circuits, we can improve the dependence on $d$ as given in the following corollary.

**Corollary 11.** For QAOA and IQP circuits, the dependence of $d$ can be improved to

$$d = O\left(\frac{n}{\log n}\right).$$  \hfill (6.18)

**Proof.** For QAOA and IQP circuits, the requirement on $d$ from (6.8) can be modified to

$$\begin{align*}
(d + 1)! &\geq 2^{3n+2} (2\pi)^{d+1} m \text{ for QAOA} \quad (6.19) \\
(d + 1)! &\geq 2^{2n+2} (2\pi)^{d+1} m \text{ for IQP}. \quad (6.20)
\end{align*}$$

Since $m$ is poly($n$), we can take $m \leq O(n^s)$, for some constant $s$. This means that in both cases, we can take

$$d = O\left(\frac{n}{\log n}\right),$$  \hfill (6.21)

to satisfy the conditions in (6.19) and (6.20). \qed

Next, we prove a result on the total variation distance of the perturbed distributions for circuits from $\mathcal{F}$.

**Theorem 12.** Given a quantum circuit family from $\mathcal{F}$, let $C$ be a circuit from that family with $m$ gates and let $C(\theta)$ be an interpolated circuit. Let the distribution over all circuits from $\mathcal{F}$ at a value of $\theta$ be $\mathcal{H}(\theta)$. Then

1. $C(m) = C$.

2. For $\theta \leq \Delta$, where $\Delta = O(1/N)$, we have that the total variation distance between the distributions $\mathcal{H}(\theta)$ and $\mathcal{H}(0)$ is a constant.

**Proof.** Let the circuit $C(\theta)$ with $m$ gates be

$$C(\theta) = G_1(\theta) \ldots G_m(\theta),$$  \hfill (6.22)

where each $G_i(\theta)$ is of dimension $N$. From the definition of interpolation for each family, it is easy to see that (1) in the statement of the theorem.

For the proof of (2), we follow the proof in [1]. Let $\nu_{\theta}$ be the probability density function of the distribution of $C_i(\theta)$ and let $\Phi$ denote the set of eigenvalues of $C_i(\theta)$. Since for Haar random unitary gates, the eigenvalues and eigenvectors are independent, and for QAOA and IQP circuits, we only pick eigenvalues at random, let $\nu_{\theta}$ be an eigenvalue density where

$$\nu_{\theta}(\phi) = \nu\left(f_{\theta}^{-1}(\phi)\right) \frac{df_{\theta}^{-1}(\phi)}{d\phi},$$  \hfill (6.23)

with $f_{\theta}(\phi) = (1 - \theta/m)\phi$. At $\theta = 0$, $\nu_0(\phi)$ comes from the distribution of random gates for each family in $\mathcal{F}$. Now

$$\frac{df_{\theta}^{-1}(\phi)}{d\phi} = \frac{1}{1 - \theta/m}. \hfill (6.24)$$
Using this, for $\theta/m \leq 1/N$, we get

$$|f^{-1}_\theta(\phi) - \phi| \leq O(N^{-1}), \quad \left| \frac{df^{-1}_\theta(\phi)}{d\phi} - 1 \right| \leq O(N^{-1}),$$

(6.25)

since $|\phi| \leq 2\pi$ and $\theta/m \leq 1$.

The total variation distance between the distributions at $\theta = 0$ and a nonzero $\theta$ is

$$D_{TV}(\nu_\theta, \nu_0) = \frac{1}{2} \int |\nu_\theta(\Phi) - \nu_0(\Phi)| \prod_i d\phi_i.$$  

(6.26)

For $\theta/m \leq O(N^{-1})$, the integrand can be estimated as follows.

$$\left| \nu_\theta(\Phi) - \nu_0(\Phi) \right| = \left| \nu_0(f^{-1}_\theta(\Phi)) \prod_i \left| \frac{f^{-1}_\theta(\phi_i)}{d\phi_i} \right| - \nu_0(\Phi) \right|,$$

(6.27)

$$\leq \left| \left( \nu_0(\Phi) + \sum_i O(N^{-1}) \right) \prod_i (1 + O(N^{-1})) - \nu_0(\Phi) \right|,$$

(6.28)

$$\leq O(1).$$

(6.29)

The integral is also bounded by $O(1)$ since each $|\phi_i| \leq 2\pi$. Since there are $m$ gates, we have that if $\theta/m \leq O(1/(mN))$ i.e., $\theta \leq O(1/N)$, then $H(0)$ and $H(\theta)$ are $O(1)$-close in total variation distance.

In this section, we prove our main hardness result in Theorem 17. Before we state and prove it, we need the following results. The first one, Theorem 15, improves on the result proved in [1] stated below.

**Theorem 13 ([1]).** For a degree $d$ polynomial $P(x)$, suppose there is a set of points $D = \{(x_i, y_i)\}$ such that $|D| = 100d^2$, and $x_i$ are equally spaced in the interval $[0, \Delta]$ ($\Delta < 1$). Furthermore, assume that each point satisfies

$$\Pr[|y_i - P(x_i)| \geq \delta] \leq \eta,$$

(6.30)

where $\eta < 1/4$ is a constant, then there exists a $\mathcal{P}$NP algorithm that takes $D$ as input and returns a number $p_1$ such that

$$|p_1 - P(1)| \leq \delta \exp(d \log \Delta^{-1} + O(d)),$$

(6.31)

with success probability at least $2/3$.

We point out below in Theorem 15 that the above result can be improved to give a BPP algorithm, rather than a $\mathcal{P}$NP algorithm. We need the next result proved in [16], which solves the problem of polynomial regression with constant outlier probability with nearly optimal parameters.

**Theorem 14 ([16]).** Suppose $Q(x) : [-1, 1] \to \mathbb{R}$ is a degree $d$ polynomial and $D = \{(x_i, y_i)\}$ is a set of points such that $|D| = O(\frac{d \log \frac{d}{\eta}}{\epsilon})$, where $x_i$ are drawn from the Chebyshev distribution. Suppose also that

$$\Pr[|y_i - Q(x_i)| \geq \delta] \leq \eta,$$

(6.32)
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where \( \eta < 1/2 \), then there exists an algorithm that runs in time polynomial in the sample size and finds, with probability at least \( 1 - \eta' \), a degree \( d \) polynomial \( Q \) such that

\[
|Q - \hat{Q}|_\infty \leq (2 + \epsilon)\delta.
\]  

(6.33)

Using this theorem, we can prove the following.

**Theorem 15.** For a degree \( d \) polynomial \( P(x) \), suppose there is a set of points \( D = \{(x_i, y_i)\} \) such that \( |D| = O(d \log d) \) and \( x_i \in [0, \Delta] \) are such that \( (2x_i/\Delta) - 1 \) are Chebyshev distributed in the interval \([-1, 1]\), where \( \Delta < 1 \). Suppose also that each point satisfies

\[
\Pr[|y_i - P(x_i)| \geq \delta] \leq \eta,
\]  

(6.34)

where \( \eta < 1/4 \) is a constant, then there exists a BPP algorithm that takes \( D \) as input and returns a number \( p_m \) such that

\[
|p_m - P(m)| \leq \frac{9\delta}{4} \left(\frac{8m}{\Delta^d}\right) = \delta' \exp(-d \log \Delta'),
\]  

(6.35)

with success probability at least \( 2/3 \), where

\[
\Delta' = \frac{\Delta}{8m} \quad \text{and} \quad \delta' = \frac{9\delta}{4}.
\]  

(6.36)

**Proof.** The proof essentially puts together **Theorem 14** above and [1, Lemma 8]. First pick \( Q(x) = P\left(\frac{x+1}{2}\Delta\right) \) so that \( Q(x) : [-1, 1] \to \mathbb{R} \) is a degree \( d \) polynomial. Define a new set of points \( D' = \{(x'_i, y_i)\} \), where \( x'_i = (2x/\Delta) - 1 \). The points \( x'_i \) are Chebyshev distributed \( D \sim \frac{1}{\sqrt{1-x_i^2}} \). Pick \( D \) such that \( |D| = O(\frac{d \log \frac{d}{\eta'}}{\eta^2}) \), where \( \eta' = 1/3 \) and \( \epsilon = 1/4 \). With respect to the set of points \( D' \), the polynomial \( Q(x) \) satisfies \( Q(x) : [-1, 1] \to \mathbb{R} \) and

\[
\Pr[|y_i - Q(x'_i)| \geq \delta] \leq \eta.
\]  

(6.37)

Therefore, using **Theorem 14**, we can find a degree \( d \) polynomial \( \hat{Q}(x) \) with probability \( 1 - \eta \) in polynomial time such that

\[
|Q - \hat{Q}|_\infty \leq \frac{9\delta}{4} = \delta'.
\]  

(6.38)

Now define \( p_m = \hat{Q}\left(\frac{2m}{\Delta} - 1\right) \). Since we have \( P(m) = Q\left(\frac{2m}{\Delta} - 1\right) \), we get

\[
|p_m - P(m)| = |R\left(\frac{2m}{\Delta} - 1\right)|,
\]  

(6.39)

where \( R(x) = Q(x) - \hat{Q}(x) \). Since \( |R(x)| \leq \delta' \) for \( x \in [-1, 1] \), using [44, Lemma 4.1], we have

\[
\sum_{i=0}^{d} |a_i| \leq 4^d \delta',
\]  

(6.40)
where \( a_i \) are the coefficients of \( R(x) \). Now we have

\[
|p_m - P(m)| = |R\left(\frac{2m}{\Delta} - 1\right)|
\]

\[
\leq \sum_{i=0}^{d} |a_i|(\frac{2m}{\Delta} - 1)^i
\]

\[
\leq \sum_{i=0}^{d} |a_i|(\frac{2m}{\Delta})^i
\]

\[
\leq \frac{\delta'}{\Delta'^2},
\]

which proves the theorem. \( \square \)

The next result proved in [12] allows us to use a distribution close to a random one. We include a proof here for completeness.

**Lemma 16 ([12]).** Suppose \( D \) and \( D' \) are two distributions such that the total variation distance between them is upper bounded by a constant \( \delta \). Let \( p(C) \) be the probability of obtaining outcome \( 0^n \) when measuring the quantum circuit \( C \). If there exists a classical algorithm \( O \) such that

\[
\Pr_{C \sim D}\{|O(C) - p(C)| \geq \epsilon\} \leq \eta,
\]

then we also have

\[
\Pr_{C \sim D'}\{|O(C) - p(C)| \geq \epsilon\} \leq \eta + \delta.
\]

**Proof.** Let a circuit \( C \) be drawn from \( D \). Let \( E \) be the event that

\[
|O(C) - p(C)| \leq \epsilon.
\]

Since the total variation distance between \( D \) and \( D' \) is upper bounded by \( \delta \), we have

\[
|\Pr_{C \sim D}[E] - \Pr_{C \sim D'}[E]| \leq \delta.
\]

This gives us

\[
\Pr_{C \sim D'}\{|O(C) - p(C)| \geq \epsilon\} \leq \eta + \delta.
\]

\( \square \)

We now give our main result.

**Theorem 17.** It is \( \text{coC=P} \) hard to approximate the output probability of a random circuit with \( m \) gates from any of Haar random, \( p = 1 \) QAOA or IQP circuit families to within an additive error of \( \epsilon/2^c m \) for at least \( 1 - \eta \) fraction of circuits, where \( \epsilon, c \) and \( \eta \) are constants.

**Proof.** Let \( \tilde{C} \) be a random circuit from any the above families. Using the hiding property of the distribution, we can focus on the probability of obtaining the outcome \( 0^n \) (denoted \( p(\tilde{C}) \)). Let \( O \) be a classical algorithm that can take as input a classical description of a random quantum circuit and outputs \( O(\tilde{C}) \) such that

\[
\Pr[|O(\tilde{C}) - p(\tilde{C})| \geq \delta] \leq \eta,
\]

\[
\leq \sum_{i=0}^{d} |a_i|(\frac{2m}{\Delta} - 1)^i
\]

\[
\leq \sum_{i=0}^{d} |a_i|(\frac{2m}{\Delta})^i
\]

\[
\leq \frac{\delta'}{\Delta'^2},
\]
where $\eta$ is a constant and $\delta$ such that
\[\delta = \frac{4}{9} \frac{\Delta' d}{2^{2n+2}},\] (6.51)
where $d = O(m / \log m)$, $\Delta' = \Delta / 8m$, $\Delta = O(1/N)$, $N$ is the qudit dimension. All this makes $\delta \leq \epsilon/2^m$ for some constants $c$ and $\epsilon$. Now, we use $O$ to give a BPP algorithm to solve a coC=P hard problem.

Pick a coC=P hard function $f(x)$ and construct the circuit $C$ as in Theorem 3 for QAOA, or Theorem 7 for IQP or [1, Lemma 10] for Haar random circuits. From these theorems, we have that additively approximating the output probability $p(C)$ of that circuit to within an error of $1/2^{2n+1}$ is coC=P hard. Next, construct an interpolation $C(\theta)$ from this circuit to a random circuit and, as before, we will denote the probability of observing the outcome $0^n$ for the circuit $C(\theta)$ by $p(\theta)$.

Using Theorem 12, we have that the distribution of the circuits $C(\theta)$ and $C(0)$ are at most $O(1)$-close in total variation distance when $\theta \leq \Delta < 1$. Since the classical algorithm $O$ computes $p(C)$ as given in (6.50), using Lemma 16, the classical algorithm $O$ also computes $p(\theta)$ to the same additive error with a constant probability of at least $1 - \eta'$ (for some constant $\eta'$) for $\theta \leq \Delta$ i.e.,
\[\Pr[|O(C(\theta)) - p(\theta)| \geq \delta] \leq \eta'.\] (6.52)
Now, we choose $O(d \log d)$ points $\theta_i$ between $[0, \Delta]$ such that the points $(2\theta_i/\Delta) - 1$ are Chebyshev distributed in the interval $[-1, 1]$. Let $y_i = O(C(\theta_i))$ be $i^{th}$ sampled outcome. By our assumption on $O$ and Lemma 16, the outcomes $y_i$ satisfy
\[\Pr[|y_i - p(\theta_i)| \geq \delta] \leq \eta'.\] (6.53)
Now, using Theorem 10, the probability $p(\theta)$ for $\theta \in [0, \Delta]$ satisfies
\[|p(\theta) - \tilde{p}(\theta)| \leq \frac{1}{2^{2n+2}} \leq \delta,\] (6.54)
where $\tilde{p}(\theta)$ is a degree $d$ polynomial, where
\[d = O\left(\frac{m}{\log m}\right).\] (6.55)
Putting the above two together, for $\theta \in [0, \Delta]$, we have that
\[\Pr[|y_i - \tilde{p}(\theta_i)| \geq \delta] \leq \Pr[|y_i - p(\theta_i)| \geq \delta] + \Pr[|p(\theta_i) - \tilde{p}(\theta_i)| \geq \delta] \leq \eta'.\] (6.56)
This means that the set of points $D = (\theta_i, y_i)$ satisfy the conditions of Theorem 15 and now using that theorem, we can get an additive approximation $\tilde{p}(m)$ to $\tilde{p}(m)$ such that
\[\Pr[|\tilde{p}(m) - \tilde{p}(m)| \geq \epsilon'] \leq \frac{1}{3},\] (6.57)
where the error is
\[\epsilon' = \frac{9\delta}{4\Delta' d} = \frac{1}{2^{2n+2}},\] (6.58)
where we used (6.51) for the second equality. By Theorem 10 again, we have

\[ p(m) = \tilde{p}(m). \]  

(6.59)

Combining the above equation and (6.57), we get that

\[ \Pr[|\hat{p}(m) - p(m)| \geq \epsilon'] = \Pr[|\hat{p}(m) - \tilde{p}(m)| \geq \epsilon'] \leq \frac{1}{3}, \]

(6.60)

This means that when \( p(m) = 0 \), this gives us w.p \( 2/3 \)

\[ \hat{p}(m) < \frac{1}{2^{2n+2}}. \]  

(6.61)

When \( p(m) \geq 1/2^{2n} \), then w.p \( 2/3 \)

\[ \hat{p}(m) \geq p(m) - \frac{1}{2^{2n+2}} \geq \frac{3}{2^{2n+2}}. \]  

(6.62)

Therefore, using the value of \( \hat{p}(m) \), we can decide between the two cases. The result follows since deciding whether \( p(C) = 0 \) or \( p(C) \geq 1/2^{2n} \) is \( \text{coC=P} \) hard.

For QAOA and IQP circuits, we have the following improved dependence on the error.

**Corollary 18.** For QAOA and IQP circuits we have \( \text{coC=P} \) hardness for an additive error of \( 2^{cn} \) for some constant \( c \).

**Proof.** For QAOA and IQP circuits, using Corollary 11 the above proof goes through if we replace \( d \) by

\[ d = O\left(\frac{n}{\log n}\right), \]

(6.63)

and use \( m = \text{poly}(n) \leq n^{O(1)} \). For this range of values of \( d \) and \( m \), we have \( \delta \leq \epsilon/2^{cn} \). \( \square \)

7 Conclusions

In this work, we have shown that three random circuit families, namely \( p = 1 \) QAOA, Haar random and random IQP circuits have output probabilities that are \( \text{coC=P} \) hard to approximate classically in the average-case. This means that unless the polynomial hierarchy collapses, it is not possible for classical algorithms to efficiently approximate the output probability of random circuits with high probability. The error to which classical hardness applies scales as \( 2^{-O(n)} \) for QAOA and IQP circuits. For Haar random circuits, this scaling is \( 2^{-O(m)} \), which improves on earlier results [1], [15] where \( 2^{-O(m \log m)} \) scaling is shown.

As mentioned earlier, moving beyond this error scaling to \( O(2^{-n}) \), which would imply hardness of approximate sampling, would require new ideas such as depth sensitive polynomial interpolation. This is because in [17], it was shown that output probabilities of Haar random circuits at depth 3 can be efficiently classically simulated. Even if one is able to design depth sensitive polynomial interpolation, proving average-case hardness via worst-case \( \text{coC=P} \) hardness presents additional challenges. The error scaling that \( \text{coC=P} \) hardness already introduces is \( 2^{-2n} \), which is already worse than the one required for sampling (using Stockmeyer’s theorem).
It would be interesting to see if anti-concentration is true for \( p = 1 \) QAOA and IQP circuits which could be useful to be able to prove hardness of sampling. For Haar random circuits, it was shown in [45]–[47]. Anti-concentration would follow if the distributions used here for QAOA and IQP are 2-designs. For a different distribution on QAOA where the full X basis unitary on the \( n \) qubits is also picked to have a uniformly random phase, it was shown in [20] that for large enough \( p \), the distribution is a \( t \)-design, which implies that this distribution anti-concentrates.

Finally, it will be of practical importance to consider the effects of noise on random circuit sampling of QAOA circuits. Several papers have considered the effect of noise on classical hardness for Haar random circuits, such as the recent work [1], [48]. For IQP circuits, in [22], the hardness results are shown to be robust to a small amount of noise at the end of the circuit using classical error correction.
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