Quantum optimisation for continuous multivariable functions by a structured search
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Abstract
Solving optimisation problems is a promising near-term application of quantum computers. Quantum variational algorithms (QVAs) leverage quantum superposition and entanglement to optimise over exponentially large solution spaces using an alternating sequence of classically tunable unitaries. However, prior work has primarily addressed discrete optimisation problems. In addition, these algorithms have been designed generally under the assumption of an unstructured solution space, which constrains their speedup to the theoretical limits for the unstructured Grover’s quantum search algorithm. In this paper, we show that QVAs can efficiently optimise continuous multivariable functions by exploiting general structural properties of a discretised continuous solution space with a convergence that exceeds the limits of an unstructured quantum search. We present the quantum multivariable optimisation algorithm and demonstrate its advantage over pre-existing methods, particularly when optimising high-dimensional and oscillatory functions.

1. Introduction
Quantum computing promises to solve problems that are classically intractable [1]. One potential application is optimisation over high-dimensional spaces, which suffers from the long-fought ‘curse of dimensionality’ [2]. Quantum computers may help overcome this by leveraging quantum superposition, entanglement, and interference on exponentially large solution spaces. For this reason, much attention has been applied to the development of quantum optimisation algorithms [3–5], quantum variational algorithms (QVAs) belong to a class of hybrid quantum–classical algorithms in which a classically parameterised quantum system accelerates a search through a finite problem solution space [3, 5, 7]. These algorithms have a flexible structure and are inherently resilient to error [9, 10]. As such, they are predicted to be an early practical use of quantum computing in the noisy intermediate-scale quantum (NISQ) era [11].

QVA development has primarily focused on combinatorial optimisation problems (COPs). These include algorithms for unconstrained optimisation, such as the widely studied quantum approximate optimisation algorithm (QAOA), and constrained optimisation [3–5, 7]. Most COPs of practical concern lack identifiable structure [5, 7]. Consequently, QVAs for COPs strive for an unbiased search over the space of valid solutions. In this regard, they are fundamentally related to Grover’s search algorithm [12], a well-known quantum algorithm for deterministic search in an unstructured solution space. Grover’s search is optimal for the number of required solution space evaluations and thus sets an upper bound on the efficiency of QVAs for general COPs [13, 14]. The utility of QVAs for COPs arises from the reality that Grover’s search requires a quantum circuit depth that is not feasible on near-term hardware. However, as QVAs utilising an unstructured search can provide a sub-Grover speedup at best, there is motivation to develop algorithms capable of exceeding this limit by exploiting solution space structure. One example is the QAOA for the case...
of the max-cut problem on three-regular graphs [15]. There is also recent work adopting an iterative process
to construct general problem-tailored QAOA operators [16].

Structured approaches are ubiquitous in classical algorithms for continuous multivariable optimisation
problems (CMOPs) with many well-known instances, including the gradient-based Broyden–Fletcher–
Goldfarb–Shanno algorithm and the simplex-based Nelder–Mead algorithm [17,18]. However, QVAs for
CMOPs have received little attention despite their relevance to optimisation tasks considered in the literature
on QVAs for COPs. For example, the financial portfolio optimisation problem typically includes
proportion-weighted asset combinations—which are not accounted for by a combinatorial approach [19,
20]. Various quantum algorithms for gradient descent have been developed outside of the QVA framework.
Some approaches are based on an algorithm of Jordan [21], which provides a speedup in the computation of
gradients in high-dimensional spaces. Measurements of this gradient are then used in an iteration of a
descent algorithm [21–25]. Another approach is to use amplitude encoding of solution vectors and leverage
quantum speedups in the solution of linear systems [26,27]. A gradient-descent-inspired QVA for
continuous-variable optimisation was suggested in [28]. The authors numerically demonstrated a
wavepacket propagating towards the global minimum of a two-dimensional function with hand-selected
variational parameters [28]. A recent experimental implementation is described in [29]. This is referred to
here as quantum optimisation with wavepacket evolution (QOWE).

Building on this, we have developed the highly efficient quantum multivariable optimisation algorithm
(QMOA), which adopts a continuous-time quantum walk (CTQW) framework [30]. It solves CMOPs by
implementing semi-independent CTQWs on a composite graph structure which conforms to the structure of
the discretised solution space. Using a circulant operator structure with the quantum Fourier transform
makes the QMOA efficient [31–33], while supporting independent parameterisation over the solution space
dimensions.

2. Theoretical framework

This section introduces the main contribution of this work, the QMOA, as an extension of the QAOA and
QOWE. We begin by introducing a quantum encoding of the continuous-variable optimisation problem and
the general form of a QVA. We then consider the mixing operators of the existing QAOA and QOWE
methods in a CTQW framework, and examine their relative abilities to capture structural information in the
quantum-encoded solution space. This motivates our proposal for a new set of mixing operators in the
QMOA which are better suited to the structure present in CMOPs. The improved performance of the QMOA
for these problems is numerically demonstrated in sections 3 and 4.

2.1. The CMOP

For a continuous function \( f : X \rightarrow Y \), where \( X \subset \mathbb{R}^D \) and \( Y \subset \mathbb{R} \), continuous-variable optimisation seeks
\( x^* = (x_0, \ldots, x_{D-1}) \in X \) satisfying,

\[
f(x^*) \leq f_{\text{min}} + \epsilon,
\]

where \( f_{\text{min}} \) is the global minimum of \( f \) and \( \epsilon > 0 \) defines a region of accepted \( x \) near \( f_{\text{min}} \).

An encoding of the optimisation problem in a system of qubits consists of evaluating \( f \) on a grid of
\( K = N^D \) points. In each dimension \( d \), the coordinate is discretised as \( x_{d, k_d} = x_{d, 0} + k_d \Delta x_d \), with minimum
value \( x_{d, 0} \), grid spacing \( \Delta x_d \), and \( n_d = 0, \ldots, N - 1 \). The complete solution space of discretised coordinates \( x_k \)
is then represented using \( O(\log K) \) qubits by states \( |k\rangle \equiv |x_{D-1, n_{D-1}}, \ldots, x_2, n_2, \ldots, x_0, n_0\rangle \), where
\( k = 0, \ldots, N^D - 1 \) is a vectorised index for the set \((n_0, \ldots, n_{D-2}, n_{D-1}) \in \{0, \ldots, N - 1\}^D\). For optimisation
over this discrete space, we denote the global minimum as \( x^* \equiv \arg\min_k f(x_k) \).

2.2. QVAs for approximate optimisation

This work considers QVAs of the form

\[
|t, \gamma\rangle = \left( \prod_{i=1}^P U(t_i; \gamma_i) \right) |\psi_i\rangle,
\]

where
where the positive integer $p$ is a fixed number of ansatz iterations, $\hat{U}$ is the ansatz unitary, $t_i$ and $\gamma_i$ are real-valued variational parameters and,

$$|\psi_{0}\rangle = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} |k\rangle,$$

(3)

unless otherwise specified. The ansatz unitary consists of the so-called alternating phase-shift, $\hat{U}_Q$, and mixing, $\hat{U}_W$, unitaries,

$$\hat{U}(t, \gamma) = \hat{U}_W(t)\hat{U}_Q(\gamma).$$

(4)

The first of these,

$$\hat{U}_Q(\gamma) = \exp(-i\gamma \hat{Q}),$$

(5)

applies a phase-shift proportional to

$$\hat{Q} = \sum_{k=0}^{K-1} f_k |k\rangle \langle k|,$$

(6)

where $f_k \equiv f(x_k)$. The role of the second unitary, $\hat{U}_W$, is to drive the transfer of probability amplitudes between the solution states. The aim is for the amplitudes of solution states $|k\rangle$ with phase differences encoded by $\hat{U}_Q$ to be transferred so that they constructively interfere on states with near-optimal values of $f_k$.

The algorithms we will examine below employ mixing unitaries based on CTQWs over different graphs. The QMOA mixers we introduce below are a suitable choice for continuous multivariable functions.

A QVA then proceeds by repeated preparation of $|t, \gamma\rangle$. After each iteration, $|t, \gamma\rangle$ are tuned using a classical optimisation algorithm to minimise the expectation value

$$\langle Q \rangle = \langle t, \gamma | \hat{Q} | t, \gamma \rangle.$$

(7)

The intended consequence is an increased probability of measuring solutions satisfying equation (1). The possible amplification increases with $p$ at the expense of a deeper quantum circuit and larger parameter space for the classical optimiser.

2.3. The QAOA

The QAOA defines the mixing unitary as

$$\hat{U}_{W\text{-QAOA}}(t) = \exp(-i\hat{W}),$$

(8)

which is defined by the mixing operator

$$\hat{W} = \sum_{k,k'=0}^{K-1} w_{kk'} |k\rangle \langle k'|,$$

(9)

where typically $w_{kk'} \in \{0, 1\}$. This can be interpreted as implementing a CTQW for time $t \geq 0$ over an undirected graph of $K$ vertices with adjacency matrix $w_{kk'}$, where $w_{kk'} = 1$ if vertices $k$ and $k'$ are connected and $k \neq k'$ [4, 7]. For a complete graph $W_c$, one can write

$$\hat{U}_{W\text{-QAOA}}(t) = e^{-it\hat{W}} = e^{-it\hat{W}} \left[ I + \left( e^{-itK} - 1 \right) \sum_{k,k'=0}^{K-1} |k\rangle \langle k'| \right].$$

(10)

The action of a single iteration of $\hat{U}_{\text{QAOA}}(t, \gamma) = \hat{U}_{W\text{-QAOA}}(t)\hat{U}_Q(\gamma)$ then maps the amplitudes of an arbitrary state $\sum_k \alpha_k |k\rangle$ (up to a global phase $e^{it\gamma}$) as

$$\alpha_k \mapsto e^{-i\gamma f_k} \alpha_k + (e^{-iK\gamma} - 1) \left( \frac{1}{K} \sum_{k'=0}^{K-1} e^{-i\gamma f_{k'}} \alpha_{k'} \right).$$

(11)
We see that the second term averages the amplitudes over the entire solution space and is the same for all \( k \). Amplification of a particular coefficient \( \alpha_k \) then depends on how this local information compares with the global average. This is a useful property in the absence of an identified solution space structure, since \( k \) is distinguished solely by the locally phase-encoded \( f_k \) [14, 20]. Notice that the unbiased coupling in equation (10) means that amplitudes at any two points \( k, k' \) with \( f_k \approx f_{k'} \) evolve similarly under \( \hat{U}_{\text{QAOA}}(t, \gamma) \), and will also respond similarly to variation in \( t \) and \( \gamma \). This is a potential disadvantage in the context of CMOPs since contours in \( f \) result in many degenerate \( f_k \). Highly degenerate solutions will greatly influence the sum in equation (11), and thus are likely to dominate the optimisation process.

The QAOA was originally defined with the \( W \) structured according to a hypercube graph, as a hypercube on \( M \) qubits is easily implemented as \( \sum_{w=0}^{M-1} \hat{X}^{(i)} \), where superscript \((i)\) denotes action on qubit \( i \) [3]. For a hypercube graph \( W \), the QAOA mixing unitary can be written as:

\[
\hat{U}_{W,\text{QAOA}}(t) = \sum_{w=0}^{M} \cos t M^{-w} (-i \sin t) w \sum_{k=0}^{K-1} \sum_{b \in B_w} |k \oplus b|, \tag{12}
\]

where \( B_w \) is the set of bit strings of Hamming weight \( w \), and \( k \oplus b \) denotes bitwise XOR between the binary representation of \( k \) and \( b \). As opposed to equation (10), the hypercube mixer couples points differently according to their respective Hamming distance. Thus, even if there are many points with similar \( f_k \) values, amplitudes at such points should only respond similarly to variations in \( t \) and \( \gamma \) when averages of phase-shifted amplitudes at a fixed Hamming distance away are the same. Given a hypercube embedding of the solution space grid, this is likely to occur primarily when \( f \) has particular structural properties, such as rotational symmetry or periodicity.

In the context of a quantum search over the discretised solution space of a CMOP, the hypercube has the desirable property of (at least approximate) preservation of the solution space structure, as grids in one, two, and three dimensions can be embedded in a hypercube [34]. Examples of the grid embedding induced by \( \hat{U}_{W,\text{QAOA}} \) are shown in figures 1(b) and (c). Also, a hypercube graph has a diameter of \( M \) and \( M \) disjoint paths between any two vertices [34], so the distance between any two \( x_k \) is exponentially smaller than \( K \).

### 2.4. QOWE

The approach to continuous-variable optimisation described in [28] (also [35, section III.B]) using continuous quantum variables consists of the propagation of an initial Gaussian wavepacket under a phase-shift followed by the mixing unitary

\[
\hat{U}(t) = \prod_{d=0}^{D-1} e^{-i\hat{p}_d^2}, \tag{13}
\]

where \( \hat{p}_d \) is the momentum operator conjugate to the continuous coordinate \( \hat{x}_d \). This choice is inspired by considering the quantum simulation of a particle evolving under the potential \( f(x) \).

Here we examine a discretised form of this algorithm, with the problem solution space encoded in \( |k \rangle \). The state is initialised to a discretised Gaussian wavepacket,

\[
|\psi_0 \rangle = \frac{1}{\sqrt{A}} \sum_{k=0}^{K-1} \prod_{d=0}^{D-1} e^{-\frac{(\hat{x}_d - \mu_d)^2}{2\sigma_d^2}} |k \rangle, \tag{14}
\]

where \( x_k^{(d)} \) is the \( d \)th component of \( x_\mu, \mu_d \) and \( \sigma_d \) are the centre and width of the wavepacket in each dimension, and \( A \) is a normalising constant. Discretising the mixing unitary requires a discrete form of the continuous momentum operator. For our implementation of QOVE, we construct a discrete analogue of the continuous-variable relationship \( \hat{p}_d = \mathcal{F}^{-1} \hat{x}_d \mathcal{F} \) (in each dimension), where \( \mathcal{F} \) is the continuous Fourier transform. The continuous Fourier transform along a single dimension can be approximated on the discretised grid as

\[
\mathcal{F} \approx F_d := \sum_{n_d=0}^{N-1} e^{-i\hat{x}_d \kappa_d |n_d \rangle \langle n_d|} \text{DFT}, \tag{15}
\]

where DFT is the centred discrete Fourier transform, and \( \kappa_d |n_d \rangle = \kappa_{d,n_d} + n_d \Delta \kappa_d \) is a momentum-space grid point, with \( \Delta \kappa_d = \frac{2\pi}{N \Delta x_d} \), \( \kappa_{d,n_d} = \Delta \kappa_d (\frac{N - 1}{2}) \), and \( n_d = 0, \ldots, N - 1 \). The corresponding Fourier transform over the entire discretised solution space is then \( F := \otimes_{d=0}^{D-1} F_d \), and the mixing unitary is

\[
\hat{U} |\kappa_d \rangle (t) = \mathcal{F}^{-1} e^{-i\hat{W}_d F} \mathcal{F}. \tag{16}
\]
where $\hat{W}_\kappa$ is the diagonal operator,

$$\hat{W}_\kappa = \sum_{k=0}^{K-1} |\kappa_k|^2 |k\rangle \langle k|,$$

and where $\kappa_k = (\kappa_0, n_0, \ldots, \kappa_{D-1}, n_{D-1})$ is a momentum space grid point with a similar indexing to $x_{\theta}$. Applying the phase-shift unitary followed by the first Fourier transform in equation (15) and computational basis measurement is related to Jordan’s algorithm for gradient computation [21]. Here, the gradient information is used coherently by following the first Fourier transform by the remaining two unitaries in equation (15), instead of performing a measurement.

### 2.5. The QMOA

The QMOA mixer is taken to be a unitary of separable CTQWs,

$$\hat{U}_{W-QMOA}(t) = \prod_{d=0}^{D-1} \exp(-it_d \hat{C}_d),$$

where $t = (t_0, \ldots, t_{D-1})$ with $t_d \geq 0$ and $\hat{C}_d$ is the adjacency matrix of an undirected graph (see equation (9)) connecting vertices along the dimension $d$. The discretisation of the QOWE mixer is of a similar form if the generator of equation (15) is interpreted as a composite of complete graphs with complex-valued $w_{kk'}$. In QMOA, we only consider cases where $w_{kk'} \in \{0, 1\}$. With $\hat{C}_d$ as a cycle graph, $\hat{W}$ is equivalent to a finite difference approximation of the Laplacian (i.e. a different discretisation of equation (12)). However, we consider more general graphs that do not correspond to different discretisations of equation (12), but do separate into independent quantum walks in each dimension. The case where each $\hat{C}_d$ is a complete graph is depicted in figure 1(a) for a two-dimensional $4 \times 4$ grid. For the QMOA, we found that a complete graph $\hat{C}$ achieves the lowest mean error (see appendix C).

Under the condition that $\hat{C}_d$ is circulant, and therefore diagonalised by the coefficient matrix of the discrete Fourier transform, equation (17) is efficiently realisable as

$$(\text{DFT}^{-1})^D \exp \left(-i\hat{\Lambda}(t)\right) \text{DFT}^D,$$

where DFT denotes the discrete Fourier transform and,

$$\hat{\Lambda}(t) = \sum_{d=0}^{D-1} t_d \sum_{n_d=0}^{N_d-1} \Lambda_{d,n_d} |x_{d,n_d}\rangle \langle x_{d,n_d}|,$$
is constructed using the closed form solution for the eigenvalues $\Lambda_{d,n_j}$ of $\hat{C}_d$. We note that of the graphs introduced for the QAOA, the complete graph is circulant, while the hypercube graph is non-circulant. Altogether, the QMOA ansatz unitary $\hat{U}_{\text{QMOA}}$ has a $O(\text{polylog}K)$ gate complexity resulting from $D$ instances of the quantum Fourier transform [37].

For complete graphs $\hat{C}_d$, the mixing unitary can be written as,

$$\hat{U}_{\text{W-QMOA}}(t) = \bigotimes_{d=0}^{D-1} e^{i\gamma_d t_d} \left[ \hat{I} + \frac{1}{N} \sum_{n_0,n_d'=0}^{N-1} |n_d\rangle \langle n_d'| \right].$$

In each dimension, the operator $\exp(-it\hat{C}_d)$ applies an unbiased coupling between all points within each line parallel to coordinate axis $d$. The amplitude of a point then evolves according to the average amplitude along the corresponding line, analogous to equation (11). Combining the walks in each dimension, along with the phase-shift, $\hat{U}_{\text{QMOA}}(t,\gamma) = \hat{U}_{\text{W-QMOA}}(t)\hat{U}_O(\gamma)$ causes the amplitude of a point to evolve according to the locally phase-encoded $f_k$ relative to averages of phase-shifted amplitudes in the various subspaces containing the point. For example, in figure 1(a) the coordinate subspaces of $|k=13\rangle$ are the row of points containing $x_{0,3}$ and the column of points containing $x_{1,1}$. By averaging phase-shifted amplitudes among these subspaces, rather than simply over the entire solution space as in equation (10), as well as using different walk times $t_d$ in each dimension, $\hat{U}_{\text{W-QMOA}}$ can break degeneracies resulting from contours in $f$ that are non-parallel to the coordinate axes. More generally, the evolution of amplitudes at any two $|k\rangle$ will respond similarly to variations in $t_d$ and $\gamma$ only if there is similarity in their locally encoded $f_k$ and the averages of the phase-encoded $f_k$ in their respective subspaces, which is likely to occur only when there is a high degree of symmetry in $f$. Furthermore, as the minima of a continuous $f$ are stationary points, every line passing through (or near) a minimum will contain multiple $x_k$ with $f_k$ close to the minimum value (provided the discretisation is sufficiently dense). Consequently, the separable CTQWs have the potential to mutually re-enforce convergence to subspaces that contain multiple high-quality solutions.

3. Methods

3.1. QVA performance metrics

In comparing the performance of QVAs, we are chiefly concerned with the relative ability of each algorithm to minimise $\langle Q \rangle$ at equivalent $p$. For comparison across dissimilar $f$, we use the metric

$$\text{mean error} := \frac{\langle Q \rangle - \min(f_k)}{\max(f_k) - \min(f_k)}. \quad (20)$$

In addition, a desirable property specific to CMOPs is the concentration of probability about $x^*$, as convergence to a local minimum near $x^*$ is preferred over convergence to an equivalently-valued local minimum at a greater distance. To quantify this property, we consider the statistical distance from $x^*$,

$$\text{distance} := \frac{1}{\text{dist}_{x^*}(x_{k^*})} \sum_{k=0}^{K-1} \text{dist}_{x^*}(x_k) \left| \langle k | t, \gamma \rangle \right|^2, \quad (21)$$

where $\text{dist}_{x^*}(x_k) = ||x^* - x_k||_2$, $x_{k^*}$ is a point furthest from $x^*$.

Finally, to test for the efficient exploitation of solution space structure, we compare the maximum QVA state amplification,

$$\text{maximum amplification} := \max_k \left( \frac{|\langle k | t, \gamma \rangle|^2}{1/K} \right), \quad (22)$$

where $1/K$ is the probability of measuring $|k\rangle$ in an unbiased sampling of the solution space. QVA amplification greater than the amplification of a RDGS at the same $p$ is proof of convergence due to a structured search. Such amplification is efficient if the highest amplified $|k\rangle$ corresponds to an $x_k$ near a minimum, with minima closer to $x^*$ preferred.

3.2. Numerical simulation

The QMOA, QOWE and the QAOA were simulated using the QuOp_MPI software package [8]. To compute the action of $\hat{U}_{|n_i\rangle}$ and $\hat{U}_{\text{W-QMOA}}$, QuOp_MPI was extended to include the $D$-dimensional FFT methods of the FFTW library [38, 39]. The Nelder–Mead algorithm implementation included with SciPy 1.7.6 was used for optimisation of $(t, \gamma)$ [40]. In figures 2–5 and table 1 the number of Nelder–Mead iterations was set to a
maximum of $10^6$ and the adaptive parameter scheme of Gao and Han was enabled [40]. Code for all experiments is included with the latest version of QuOp_MPI [41].

For each QVA, multiple simulation runs were conducted for each $p$. The ($t, \gamma$) that achieved the lowest $\langle Q \rangle$ for depth $p$ were used as initial parameter values for the first $p$ ansatz iterations of $\hat{U}(t, \gamma)$ for the simulation of depth $p + 1$. The remaining parameters for the QMOA and the QAOA, ($t, \gamma$), were initialised from the uniform distributions of $[0, 2\pi)$ for $t$ and $[-2\pi, 2\pi)$ for $\gamma$. The presented results are the mean of ten repeats unless otherwise noted, and uncertainty is reported as the population standard deviation when presented. These experiments are intended to present the limiting performance of the QVAs given (presumably) optimal ($t, \gamma$).

For QOWE simulations, the initial $\mu_d$ were generated from a uniform distribution over

$$\left[\min(x_d) + \frac{L_d}{8}, \max(x_d) - \frac{L_d}{8}\right],$$

where $L_d = \max(x_d) - \min(x_d)$, so as to avoid initialisation of the wave-packet close to the solution space boundaries. The initial widths were set to $\sigma_d = \frac{1}{\sqrt{2}}$. Unconstrained optimisation of ($t, \gamma$) was observed to result in highly diffused and non-convergent $|t, \gamma\rangle$. As such, optimisation was initially conducted with ($t, \gamma$) constrained to $(0, b_0 + b)$ and $(\gamma_0 - b, \gamma_0 + b)$ with $b = 0.1$ and initial values $b_0 = \gamma_0 = 0.1$ (the hand-selected parameter values in [28]). If the optimised ($t, \gamma$) had $t$ or $\gamma$ equal to the constraint bounds, $b$ was increased by a factor of 1.2 and the simulation repeated. For $N = 32$ and $p = 1$ to 8, $b = 2\pi$ was found to produce reliable QOWE convergence. Preliminary results found that QOWE performance was improved by introducing dimensionally independent parameterisation of $t$ (per equation (17)). As such, all reported QOWE results have $p(D + 1)$ variational parameters.

### 3.3. Analysis of scaling behaviour

The $\alpha$ and $C$ coefficients in equation (23), were found by curve fitting,

$$\log_2(\text{maximum amplification}) = \log_2 C + \alpha D \log_2 p,$$

over the mean maximum amplification from $p = 1$ to 6 over 60 repeats. At each $p$ with the best ($t, \gamma$) out of the previous 60 repeats used for the initial variational parameters as previously described. The 'curve_fit' method in SciPy 1.7.6 was used to obtain $\alpha$ and $C$ by a least-squares fit. The reported uncertainty for $\alpha$ is the standard deviation of the coefficient estimate.

### 4. Results

Here present numerical results that assess the QAOA, QWOE and the QMOA in terms of mean error, statistical distance from the global minimum and maximum amplification. To identify efficient exploitation of solution space structure, we compare QVA maximum amplification to the amplification produced by a deterministic restricted depth Grover’s search (RDGS) (see appendix A). For the two best-performing QVAs, the QMOA with a complete graph mixer and the QAOA with a hypercube mixer, we consider the mean error and statistical distance over twenty test-functions (see appendix B) and empirically assess their scalability in terms of the function dimension and grid size in each dimension.

#### 4.1. Comparison of the QMOA, QOWE, and QAOA

The three QVAs were applied to maximisation of the Styblinski–Tang function (STF),

$$f(x) = \sum_{d=0}^{D-1} (x_d^4 - 16x_d^2 + 5x_d),$$

and Rastrigin function (RF),

$$f(x) = 10D + \sum_{d=0}^{D-1} [x_d^2 - 10\cos(2\pi x_d)],$$

in $D = 3$. These functions were chosen as they are qualitatively different in the number of local minima, rotational symmetry, and $f_k$ magnitude (see figure 2 and appendix B). The specific QVA configurations considered include the QMOA with complete graph $C$ (QMOA (Complete)) and cycle graph $C$ (QMOA (Cycle)), QOWE with a Gaussian $|\psi_0\rangle$ (QOWE (Gaussian)) and $|\psi_0\rangle$ as an equal superposition (QOWE (Equal)), and the QAOA with a complete graph (QAOA (Complete)) and hypercube (QAOA (Hypercube)).
Figure 2. Contour plots of the (a) STF and (b) RF in $D = 2$ (see appendix B) next to the mean error of QVA minimisation of the two functions in $D = 3$ with $N = 32$ (15 qubits). In each contour plot, a red diamond marks the global minimum.

Figure 3. Optimised QVA distributions that achieved the lowest mean error at $p = 8$. (a) For the STF, the mean errors are 0.0427 (QMOA (Complete)), 0.0872 (QMOA (Cycle)), 0.241 (QAOA (Complete)), 0.0446 (QAOA (Hypercube)) and 0.101 (QOWE (Gaussian)). (b) For the RF, the mean errors are 0.0657 (QMOA (Complete)), 0.0889 (QMOA (Cycle)), 0.447 (QAOA (Complete)), 0.175 (QAOA (Hypercube)) and 0.266 (QOWE (Gaussian State)). QOWE (Equal) is not depicted for either function due to its similarity with QOWE (Gaussian). The red dot indicates the $x^*$ of the discretised solution space, and the black cross indicates the most amplified $|k\rangle$.

Figure 4 shows that four of the six QVAs have an average state amplification greater than achieved by an RDGS at the same $p$, with the exceptions being the QAOA (Complete) and, for the STF, QOWE (Equal). The QMOA (Complete) and the QMOA (Cycle) have the highest mean amplification for the STF and RF, respectively, with the QMOA (Complete) as a close second for the RF. The QMOA (Complete) converges to the lowest ranked solutions overall (5th lowest for the STF and $x^*$ for the RF). In contrast, the QMOA (Cycle) and the QAOA (Hypercube) performance varies significantly over the two functions. The QAOA (Complete) performs poorly compared to the other QVAs.
Figure 4. Mean maximum amplification (see equation (22)) and the corresponding $x_k$ rank at $p = 8$. A rank of 1 corresponds to $x^\ast$. The discretised STF had 5887 unique solutions, and the RF had 1382 unique solutions. The dashed red line is the state amplification of 288 achieved by an RDGS at $p = 8$.

Figure 5. (Left) Mean error and (right) statistical distance from $x^\ast$ for the QMOA (Complete) and the QAOA (Hypercube) on the $D = 2$ test function set with $N = 32$ (15 qubits) at $p = 8$.

4.2. Detailed comparison of the QMOA (Complete) and the QAOA (Hypercube)

Figure 5 shows that the QMOA (Complete) achieved the lowest mean error and statistical distance for 16 of 20 test-functions at $D = 2$. The QAOA (Hypercube) achieved a slightly lower mean error or statistical distance on functions with a single minimum in the search domain (the Matyas, Sphere, Three-Hump Camel and Booth functions). Performance was close (in favour of the QMOA (Complete)) on functions with three or fewer local minima in the search domain (the Easom, Himmelblau’s, Levi N.13, Goldstein-Price, Beal, Rosenbrock and Eggholder functions). An exception to this pattern is the Eggholder function. The difference between the QMOA (Complete) and the QAOA (Hypercube) is greatest in favour of the QMOA (Complete) for oscillatory functions (the Schaffer N. 2, Schaffer N. 4, Hölder table, Cross-in-tray, Ackley and RFs), functions with many local minima (the STF), or functions with a narrow ‘valley’ across much of the search domain (the McKormic and Bukin functions).

To examine the scaling behaviours of the QMOA (Complete) and the QAOA (Hypercube), we considered the maximum amplification (see equation (22)) achieved in optimisation of the RF with increasing $D$ and $N$, assuming a scaling relationship,

$$\text{maximum amplification} = C p^\alpha D.$$ (23)

We are interested in the variation of $\alpha$ with $D$ and $N$ as $\alpha$ describes the QV A scaling with $p$. These are shown in table 1. For the QMOA (Complete) and the QAOA (Hypercube) with $N = 16$ and $N = 32$, the $\alpha$ is constant or increasing with $D$, which indicates maximum amplification that grows $\sim p^D$. The QMOA (Complete) $\alpha$ is approximately double the QAOA (Hypercube) $\alpha$ at all $N$. In appendix E we see that, for the QMOA (Complete), the observed scaling is consistent with efficient optimisation at higher $D$ and low $p$ even when accounting for measurement overhead in optimisation of $(t, \gamma)$. 
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and we see that the QMOA (Complete and Cycle) and the QAOA (Hypercube) exceed the QOWE and the QMOA (Hypercube) generalise effectively over 20 qualitatively diverse and thus presents a realistic indication of the general advantages and limitations of the high-dimensional and oscillatory functions. It efficiently optimises multivariable functions by leveraging the complex edge-weights of the QOWE. QOWE and QMOA (Complete) have a similar walk evolution and coupling structure, it can be reasoned that the theoretical limit for an unstructured quantum search by orders of magnitude. For optimisation of the STF and RF, the QMOA (Complete and Cycle) and QAOA (Hypercube) outperform QOWE significantly. As QOWE and QMOA (Complete) have a similar walk evolution and coupling structure, it can be reasoned that the complex edge-weights of the QOWE W have a diffusing effect as they result in \( U_{W-QOWE} \) having an inherently non-uniform action across lines in the solution space.

In figure 5 the QMOA (Complete) and the QAOA (Hypercube) generalise effectively over 20 qualitatively diverse test-functions. The QMOA (Complete) provides an advantage for oscillatory functions, functions with a ‘valley’ parallel to the coordinate axes, and functions with multiple local minima. The one exception is the Eggholder function, which has four distinct oscillatory regions. These are angled anti-symmetrically at approximately 45° to the coordinate axes, which may negatively impact the potential of the QMOA sub-searches to be mutually re-enforcing. However, overall our results demonstrate that the QMOA (Complete) is the most efficient QVA for CMOPs.

For CMOPs over discretised coordinates, the number of solutions grows exponentially with \( D \). Thus, an ideal QVA should have a maximum amplification also growing exponentially in \( D \). In contrast, an RDGS at low \( p \) and large \( K \) produces amplification which grows \( \sim p^2 \) [14]. Consequently, to achieve the same degree of amplification, the \( p \) of an RDGS must increase exponentially with \( D \). The empirical scaling results in table 1 demonstrate \( \sim p^D \) scaling for the QMOA (Complete) and the QAOA (Hypercube) over the range of considered \( D \). While this result is for one function and over a range of \( D \) that is limited by simulation constraints, this is encouraging evidence for the ability of the QMOA (Complete) and the QMOA (Hypercube) to mitigate the ‘curse of dimensionality’ in CMOPs.

All QVAs incur an overhead due to the state preparations required to optimise the variational parameters. However, existing algorithms based on an RDGS depend on marking solutions below a given threshold value [14]. Doing so may be inappropriate for CMOPs as the resulting search does not distinguish between minima close to or far from \( x^* \). An alternative approach is to identify an optimal marked set via bisection at the expense of additional computational overhead. Considering these factors, the QMOA (Complete) or the QAOA (Hypercube) may be the preferable choice for CMOPs.

### 6. Conclusion

Through simulation, we have explored the behaviour of QVAs for continuous multivariable function optimisation in terms of the problem dimension, grid size, and in practical application. Numerical results demonstrate that the QMOA, QOWE and the QAOA with a hypercube mixing operator can identify high-quality solutions with a convergence that exceeds the theoretical limit for an unstructured quantum search. Over a set of 20 test functions, the QMOA is the most reliable of the considered QVAs, achieving the highest convergence to solutions at or near the global minimum overall. The chosen test-function set is qualitatively diverse and thus presents a realistic indication of the general advantages and limitations of the QMOA, QOWE and the QMOA in the optimisation of continuous multivariable functions. The QMOA demonstrates an advantage in challenging tasks for classical optimisation algorithms, including high-dimensional and oscillatory functions. It efficiently optimises multivariable functions by leveraging general properties of the structure of a discretised solution space.

Future work will extend the QMOA to constrained multivariable optimisation problems. We also note that the discretisation of continuous problems is ubiquitous to classical numerical recipes. Further development of QVAs for multivariable optimisation might consider adaptive gridding schemes inspired by classical importance sampling and anisotropic sparse grid algorithms. Adapting classical hypercube

### Table 1

| \( N \) | \( 2 \) | \( 3 \) | \( 4 \) | \( D \) |
|-------|-------|-------|-------|-------|
| \( 16 \) | 1.07 ± 0.07 | 1.04 ± 0.07 | 1.04 ± 0.06 | 0.41 ± 0.06 |
| \( 32 \) | 0.90 ± 0.06 | 1.32 ± 0.09 | 0.43 ± 0.05 | 0.7 ± 0.1 |
| \( 64 \) | 1.12 ± 0.05 | 0.34 ± 0.02 | |

5. Discussion

For all \( p \) in figures 2 and 3 the QMOA (Complete and Cycle), QOWE and the QAOA (Hypercube) outperformed the unstructured QAOA (Complete) in minimisation of mean error and statistical distance from \( x^* \). In figure 4 we see that the QMOA (Complete and Cycle) and the QAOA (Hypercube) exceed the theoretical limit for an unstructured quantum search by orders of magnitude. For optimisation of the STF and RF, the QMOA (Complete and Cycle) and QAOA (Hypercube) outperform QOWE significantly. As QOWE and QMOA (Complete) have a similar walk evolution and coupling structure, it can be reasoned that the complex edge-weights of the QOWE W have a diffusing effect as they result in \( U_{W-QOWE} \) having an inherently non-uniform action across lines in the solution space.

In figure 5 the QMOA (Complete) and the QAOA (Hypercube) generalise effectively over 20 qualitatively diverse test-functions. The QMOA (Complete) provides an advantage for oscillatory functions, functions with a ‘valley’ parallel to the coordinate axes, and functions with multiple local minima. The one exception is the Eggholder function, which has four distinct oscillatory regions. These are angled anti-symmetrically at approximately 45° to the coordinate axes, which may negatively impact the potential of the QMOA sub-searches to be mutually re-enforcing. However, overall our results demonstrate that the QMOA (Complete) is the most efficient QVA for CMOPs.

For CMOPs over discretised coordinates, the number of solutions grows exponentially with \( D \). Thus, an ideal QVA should have a maximum amplification also growing exponentially in \( D \). In contrast, an RDGS at low \( p \) and large \( K \) produces amplification which grows \( \sim p^2 \) [14]. Consequently, to achieve the same degree of amplification, the \( p \) of an RDGS must increase exponentially with \( D \). The empirical scaling results in table 1 demonstrate \( \sim p^D \) scaling for the QMOA (Complete) and the QAOA (Hypercube) over the range of considered \( D \). While this result is for one function and over a range of \( D \) that is limited by simulation constraints, this is encouraging evidence for the ability of the QMOA (Complete) and the QMOA (Hypercube) to mitigate the ‘curse of dimensionality’ in CMOPs.

All QVAs incur an overhead due to the state preparations required to optimise the variational parameters. However, existing algorithms based on an RDGS depend on marking solutions below a given threshold value [14]. Doing so may be inappropriate for CMOPs as the resulting search does not distinguish between minima close to or far from \( x^* \). An alternative approach is to identify an optimal marked set via bisection at the expense of additional computational overhead. Considering these factors, the QMOA (Complete) or the QAOA (Hypercube) may be the preferable choice for CMOPs.

Through simulation, we have explored the behaviour of QVAs for continuous multivariable function optimisation in terms of the problem dimension, grid size, and in practical application. Numerical results demonstrate that the QMOA, QOWE and the QAOA with a hypercube mixing operator can identify high-quality solutions with a convergence that exceeds the theoretical limit for an unstructured quantum search. Over a set of 20 test functions, the QMOA is the most reliable of the considered QVAs, achieving the highest convergence to solutions at or near the global minimum overall. The chosen test-function set is qualitatively diverse and thus presents a realistic indication of the general advantages and limitations of the QAOA, QOWE and the QMOA in the optimisation of continuous multivariable functions. The QMOA demonstrates an advantage in challenging tasks for classical optimisation algorithms, including high-dimensional and oscillatory functions. It efficiently optimises multivariable functions by leveraging general properties of the structure of a discretised solution space.

Future work will extend the QMOA to constrained multivariable optimisation problems. We also note that the discretisation of continuous problems is ubiquitous to classical numerical recipes. Further development of QVAs for multivariable optimisation might consider adaptive gridding schemes inspired by classical importance sampling and anisotropic sparse grid algorithms. Adapting classical hypercube
embedding algorithms for high-dimensional grids is a notable direction for further refinement of the QAOA in this context. An analytical description of QVA dynamics and algorithmic complexity is challenging as phase-encoding the solution space introduces a high degree of freedom. The structure inherent to the discretised solution space may prove advantageous in such endeavours.

Another line of investigation is to examine the resilience of QMOA to errors occurring in the quantum circuit. Due to the product structure of the mixing unitaries in QMOA, errors can only propagate among subsets of the qubits. This suggests that QMOA may be more robust than mixing with a complete graph, as in QAOA (Complete) and the RDGS. On the other hand, QMOA may be less robust than QAOA (Hypercube) since the mixing unitary for the latter algorithm can be decomposed into a product of single-qubit rotations. A detailed analysis of whether these observations translate into statements about the overall performance of these algorithms in the presence of noise will be left as future work.
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Appendix A. Grover’s search and QVA convergence

Grover’s search is a deterministic quantum state amplification algorithm consisting of a pair of alternating unitaries that are applied to an equal superposition over $|k\rangle$ [12]. These unitaries are equivalent to the QVA phase-shift unitary (equation (5)) and the complete-graph QAOA mixing unitary (equation (8)) with $t = \frac{\pi}{K}$ and $\gamma = \pi$ for all $p$ [14]. In place of $Q$ is an oracle that returns 1 for the target (‘marked’) $|k\rangle$ and 0 otherwise.

For a single marked state, Grover’s Search achieves complete (or near complete) convergence with $p \approx \pi \frac{\sqrt{K}}{4}$ iterations. For problems of practical interest, the $p$ required far exceeds the circuit-depth capabilities of NISQ devices. A variation on Grover’s search, the restricted depth Grover’s search (RDGS), carries out a fixed number of Grover iterations (less than $\frac{\pi \sqrt{K}}{4}$). The probability of measuring the marked state after $p$ iterations is,

$$G(p, K) = \sin^2 \left( \left( p + \frac{1}{2} \right) 2 \arcsin \left( \sqrt{\frac{1}{K}} \right) \right).$$

Notably, the convergence given by equation (24) is proven to be optimal for an unstructured quantum search in the number of calls to the oracle or, equivalently, evaluations of $f(x_k)$ in quantum parallel [13]. As such, the RDGS provides a threshold for identifying efficient leveraging of solution space structure in QVAs.

Appendix B. Optimisation test-functions

Test-functions used for benchmarking of the QMOA, QOWE and the QAOA. Functions are listed with the function minimum and search domain. All functions are taken from [42, 43], unless otherwise noted.

1. Sphere function,

$$f(x) = \sum_{d=0}^{D-1} x_d^2$$

where $f_{\text{min}} = 0$ at $x_d = 0$ and $-2 \leq x_d \leq 2$.

2. Rosenbrock function,

$$f(x) = \sum_{d=0}^{D-2} \left( 100 (x_{d+1} - x_d^2)^2 + (1 - x_d)^2 \right)$$

where $f_{\text{min}} = 0$ at $x_d = 1$ and $-3 \leq x_d \leq 3$. 

3. STF,

\[ f(x) = \frac{\sum_{d=0}^{D-1} x_d^4 - 16x_d^2 + 5x_d}{2} \]

where \( f_{\text{min}} = -39.16617d \) at \( x_d = -2.903534 \) and \(-5 \leq x_d \leq 5\).

4. RF,

\[ f(x) = 10D + \sum_{d=0}^{D-1} [x_d^2 - 10\cos(2\pi x_d)] \]

where \( f_{\text{min}} = 0 \) at \( x_d = 0 \) and \(-5.12 \leq x_d \leq 5.12\).

5. Ackley function,

\[ f(x, y) = -20 \exp -0.2\sqrt{0.5(x^2 + y^2)} - \exp [0.5(\cos 2\pi x + \cos 2\pi y)] + e + 20 \]

where \( f_{\text{min}} = 0 \) at \((0, 0)\) and \(-5 \leq x, y \leq 5\).

6. Beale function,

\[ f(x, y) = (1.5 - x + xy)^2 + (2.25 - x + xy)^2 (2.625 - x + xy)^2 \]

where \( f_{\text{min}} = 0 \) at \((3, 0.5)\) and \(-4.5 \leq x, y \leq 4.5\).

7. Goldstein–Price function,

\[ f(x, y) = \left[ 1 + (x + y + 1)^2 (19 - 14x + 3x^2 - 14y + 6xy + 3y^2) \right] \]
\[ \times \left[ 30 + (2x - 3y)^2 (18 - 32x + 12x^2 + 48y - 36xy + 27y^2) \right] \]

where \( f_{\text{min}} = 3 \) at \((0, -1)\) and \(-2 \leq x, y \leq 2\).

8. Booth function,

\[ f(x, y) = (x + 2y - 7)^2 + (2x + y - 5)^2 \]

where \( f_{\text{min}} = 0 \) at \((1, 3)\) and \(-10 \leq x, y \leq 10\).

9. Bukin function N.6,

\[ f(x, y) = 100\sqrt{|y - 0.01x^2|} + 0.01|x + 10| \]

where \( f_{\text{min}} = 0 \) at \((-10, 1)\) and \(-15 \leq x \leq -5 \) and \(-3 \leq y \leq 3\).

10. Matyas function,

\[ f(x, y) = 0.26 (x^2 + y^2) - 0.48xy \]

where \( f_{\text{min}} = 0 \) at \((0, 0)\) and \(-10 \leq x, y \leq 10\).

11. Lévi function N.13,

\[ f(x, y) = \sin^2 3\pi x + (x - 1)^2 (1 + \sin^2 3\pi y) + (y - 1)^2 (1 + \sin^2 2\pi y) \]

where \( f_{\text{min}} = 0 \) at \((1, 1)\) and \(-10 \leq x, y \leq 10\).

12. Himmelblau's function,

\[ f(x, y) = (x^2 + y - 11)^2 + (x + y^2 - 7)^2. \]

where \( f_{\text{min}} = 0 \) at \((3.0, 2.0), (-2.805, 118, 3.131312), (-3.779310, -3.283186) \) and \((3.584428, -1.848126)\), and \(-5 \leq x, y \leq 5\).

13. Three-hump camel function,

\[ f(x, y) = 2x^2 - 1.05x^4 + \frac{x^6}{6} + xy + y^2 \]

where \( f_{\text{min}} = 0 \) at \((0, 0)\) and \(-5 \leq x, y \leq 5\).
14. Easom function,
\[
f(x, y) = -\cos(x) \cos(y) \exp \left( - \left( (x - \pi)^2 + (y - \pi)^2 \right) \right)
\]
where \( f_{\text{min}} = -1 \) at \((\pi, \pi)\) and \(-100 \leq x, y \leq 100.\)

15. Cross-in-tray function,
\[
f(x, y) = -0.0001 \left[ \sin x \sin y \exp \left( 100 - \frac{\sqrt{x^2 + y^2}}{\pi} \right) \right] + 1^{0.1}
\]
where \( f_{\text{min}} = -2.06261 \) at \((\pm 1.34941, \pm 1.34941)\) and \(-10 \leq x, y \leq 10.\)

16. Eggholder function [44],
\[
f(x, y) = - (y + 47) \sin \sqrt{\frac{x}{2} + (y + 47)} - x \sin \sqrt{x - (y + 47)}
\]
where \( f_{\text{min}} = -959.6407 \) at \((512, 404.2319)\) and \(-512 \leq x, y \leq 512.\)

17. Hölder table function,
\[
f(x, y) = - \sin x \cos y \exp \left( 1 - \frac{\sqrt{x^2 + y^2}}{\pi} \right)
\]
where \( f_{\text{min}} = -19.2085 \) at \((\pm 8.05502, \pm 9.66459)\) and \(-10 \leq x, y \leq 10.\)

18. McCormick function,
\[
f(x, y) = \sin(x + y) + (x - y)^2 - 1.5x + 2.5y + 1
\]
where \( f_{\text{min}} = -1.9133 \) at \((-0.54719, -1.54719)\) and, \(-1.5 \leq x \leq 4 \) and \(-3 \leq y \leq 4.\)

19. Schaffer function N. 2,
\[
f(x, y) = 0.5 + \frac{\sin^2(x^2 - y^2) - 0.5}{[1 + 0.001 (x^2 + y^2)]^2}
\]
where \( f_{\text{min}} = 0 \) at \((0, 0)\) and \(-100 \leq x, y \leq 100.\)

20. Schaffer function N. 4,
\[
f(x, y) = 0.5 + \frac{\cos^2(\sin(\sqrt{x^2 - y^2})) - 0.5}{[1 + 0.001 (x^2 + y^2)]^2}
\]
where \( f_{\text{min}} = 0.292579 \) at \((0, \pm 1.25313)\) and \((\pm 1.25313, 0)\), and \(-100 \leq x, y \leq 100.\)

**Appendix C. QMOA mixing structure and walk parameterisation**

The mean error of the QMOA was assessed for \( \hat{C} \) of varying vertex degree on the test-functions for \( D = 2 \) (all functions from appendix B) and \( D = 3 \) (the Sphere, Ackley, Rosenbrock, Styblinski–Tang, and Rastrigin functions). Figures C.1(a) and (b) show the mean error averaged over the respective test-function sets. The different \( \hat{C} \) achieve a similar mean error up to \( p = 5 \) for \( D = 2 \) and \( p = 2 \) for \( D = 3. \) At higher \( p, \) a complete graph \( \hat{C} \) (vertex degree 31) has the lowest mean error, and the difference between it and the next lowest mean error increases with \( p. \) Optimisation of the \( D = 2 \) test set was repeated with \( t_d \) for each dimension parameterised by the same value at each \( p. \) In figure C.1(c) we see that dimensionally independent \( t_d \) parameterisation is advantageous at \( p > 1 \) for all of the considered \( \hat{C}. \) For \( \hat{C} \) with vertex degrees of 16 and 31 the difference increases over the range of considered \( p. \)
Figure C.1. Mean error for the QMOA applied to the (a) $D = 2$ and (b) $D = 3$ test-functions with $N = 32$ using $C$ of varying vertex degree for $D = 2$ (10 qubits) and $D = 3$ (15 qubits). The presented mean error is the average over the respective test function sets. (c) The percentage difference in the QMOA mean error for the $D = 2$ test function set with $N = 32$ (15 qubits) for independently and non-independently parameterised $t_d$. Positive values are in favour of dimensionally independent $t_d$ parameterisation.

Appendix D. Fitting curves for QMOA (Complete) and QAOA (Hypercube) scaling

Figure D.1. The maximum amplification for QMOA (Complete) and QAOA (Hypercube) optimisation of the RF from $p = 1$ to 6 with $N = 32$ to 64 in $D = 2$ to 4. The dotted lines show the line of best fit for $\log_2(\text{maximum amplification}) = \log_2 C + \alpha D \log_2 p$. Each point is the mean of 60 simulation repeats.

Appendix E. Global minimisation with the QMOA and Nelder-Mead

The QMOA was applied to the context of classically assisted optimisation of the STF and RF. Variational parameters of the QMOA were optimised according to $\langle k | t, \gamma \rangle^2$. The previously referenced implementation of the Nelder-Mead algorithm was used at its default settings for optimisation of $(t, \gamma)$, and a sample size of 30 was found to be a good balance between classical optimisation convergence and the number of $f(x_k)$ evaluations. The minimum $x_k$ from each sample set was used as the starting point for further classical optimisation. Figure E.1 shows the speedup achieved in terms of $f$ evaluations in identification of (the non-discretised) $x^*$ compared to repeated application of the
Figure E.1. Speedup in identifying $\min(f_k)$ with $\epsilon = 10^{-4}$ for the STF and RF using the QMOA with the Nelder–Mead algorithm over Nelder–Mead alone. The QMOA optimised with $N = 16$ grid points per $D$ for a total of 8 qubits at $D = 2$, 12 qubits at $D = 3$, 16 qubits at $D = 4$, 20 qubits at $D = 5$, and 24 qubits at $D = 6$. Each point depicts the mean and sample standard deviation of 200 repeats.

Nelder–Mead algorithm alone with $\epsilon = 10^{-4}$. Ansatz depth, $p$, was 2 for the STF and 5 for the RF. Speedup is reported as a ratio of the number of $f$ evaluations,

$$\text{speedup} = \frac{\text{fev}_{\text{Nelder–Mead}}}{\text{fev}_{\text{assisted}}}$$

which, for the QMOA with the Nelder–Mead algorithm, was $\text{fev}_{\text{assisted}} = 30(p + 1)\text{fev}_{\text{QMOA}} + \text{fev}_{\text{Nelder–Mead}}$ where $\text{fev}_{\text{QMOA}}$ is the number of $\langle Q \rangle$ estimations and $\text{fev}_{\text{Nelder–Mead}}$ is the total $f$ evaluations over $\text{fev}_{\text{QMOA}}$ repeats of the Nelder–Mead algorithm.

For both functions, the quantum-assisted optimisation provided a speedup, with a maximum speedup of 5.48 at $D = 6$ for the STF and 2062 at $D = 5$ for the RF. Again, these results demonstrate that the QMOA algorithm provides the best advantage for oscillatory and high-dimensional functions. At $D = 6$, quantum-assisted optimisation identified $x^*$ of the RF in an average of $15 \times 10^5 \pm 2 \times 10^4$ evaluations. In comparison, Nelder–Mead alone failed to converge to $x^*$ over 3000 repeats. The low ansatz depth required to provide speedup ($p = 2$ for the STF and $p = 5$ for the RF) is consistent with the scaling behaviour described observed in figure 2.
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