Security Analysis of DDoS Attacks Using Machine Learning Algorithms in Networks Traffic
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Abstract: The recent advance in information technology has created a new era named the Internet of Things (IoT). This new technology allows objects (things) to be connected to the Internet, such as smart TVs, printers, cameras, smartphones, smartwatches, etc. This trend provides new services and applications for many users and enhances their lifestyle. The rapid growth of the IoT makes the incorporation and connection of several devices a predominant procedure. Although there are many advantages of IoT devices, there are different challenges that come as network anomalies. In this research, the current studies in the use of deep learning (DL) in DDoS intrusion detection have been presented. This research aims to implement different Machine Learning (ML) algorithms in WEKA tools to analyze the detection performance for DDoS attacks using the most recent CICDDoS2019 datasets. CICDDoS2019 was found to be the model with best results. This research has used six different types of ML algorithms which are K_Nearest_Neighbors (K-NN), super vector machine (SVM), naïve bayes (NB), decision tree (DT), random forest (RF) and logistic regression (LR). The best accuracy result in the presented evaluation was achieved when utilizing the Decision Tree (DT) and Random Forest (RF) algorithms, 99% and 99%, respectively. However, the DT is better than RF because it has a shorter computation time, 4.53 s and 84.2 s, respectively. Finally, open issues for further research in future work are presented.
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1. Introduction

Distributed denial of service (DDoS) attacks are the most critical threats to many areas of our life such as IoT, smart cities, healthcare, information technology and commercial parts [1]. DDoS attacks continue to threaten the network security of all business sectors despite their size because of their continuous increases in complexity, volume and frequency [2]. The authors of [3] have classified DDoS attacks into two parts: (i) The first part is named reflection-based DDoS attacks. In this part, cyberspace gadgets are utilized to transmit attack traffic such as HTTP calls to the target, and the attacker’s identity is hidden. These requests are sent through the source IP address targeting the IP addresses in the reflector servers (bots). Therefore, all of these concurrent demands are forwarded to the victim. Typically, these attacks are passed out to misuse the application protocols (i.e., TCP, UDP individually or integration of them). MSSQL or SSDP can be used in TCP-based attacks, while CharGen, NTP or TFTP can be used in UDP [3]. A collection of these protocols is used with the confirmed attacks, which consists of the following protocols: DNS, LDAP, NetBIOS, SNMP, or PORTMAP [3]. (ii) The second part is exploitation-based DDoS attacks, which similarly uses both TCP and UDP. The SYN flood attack is a TCP-based attack, while the UDP flood and UDP-Lag are UDP-based attacks [3]. Figure 1 provides a detailed DDoS attack taxonomy [3].
The DDoS attacks are still on the top of threats due to the accessibility of business applications, services and networks. There is a similarity between DDoS attacks and non-malicious availability issues such as system administrators performing maintenance or technical problems with the network [4,5]. These issues lead to significant challenges to accurately identify and powerfully defend these types of attacks. The network performance for gaining access to files or inaccessibility of a specific website can be slow when trying to recognize a DDoS attack [6].

According to a CISCO report [3], there will be a huge growth in the number of DDoS attacks in the near future. According to the statistics presented in [3], by 2022, the amount of DDoS attacks will be doubled to 14.5 million, in contrast to 2017. Figure 2 shows the global increase in the number of DDoS attacks between 2017 and 2022. Because of the increasing size and traffic of DDoS attacks rapidly, there is a serious threat to service providers, and the highest reported attack was 1.7 Tbps [2]. Recently, the cost of downtime caused by DDoS attacks was significantly high, and it has cost USD 221,836.80 [2]. Comparing between 2017 and 2018, the number of attacks against IPS devices and firewalls was nearly doubled from 16% to 31%, respectively [2]. During this time, DDoS attacks have also increased from 11% to 34% against cloud-based services and third-party data centers.

The DDoS attacks are still on the top of threats due to the accessibility of business applications, services and networks. There is a similarity between DDoS attacks and non-malicious availability issues such as system administrators performing maintenance or technical problems with the network [4,5]. These issues lead to significant challenges to accurately identify and powerfully defend these types of attacks. The network performance for gaining access to files or inaccessibility of a specific website can be slow when trying to recognize a DDoS attack [6].

Criminals demonstrating attack capabilities, gaming, and extortion were the highest motivations behind these attacks in 2017 [2]. Continuously, the attackers are beefing up their computing capacity to make DDoS attacks [7]. The main contribution of this research is to implement different machine learning (ML) algorithms in WEKA tools to analyze the motivations behind these attacks in 2017 [2]. Continuously, the attackers are beefing up their computing capacity to make DDoS attacks [7]. The main contribution of this research

**Figure 1.** The Taxonomy of DDoS attack [3].

**Figure 2.** Global DDoS attacks forecast 2017–2022.
is to implement different machine learning (ML) algorithms in WEKA tools to analyze the
detection performance for DDoS attacks using the most recent CICDDoS2019 datasets. This
research has used six different types of ML algorithms: K-NN, SVM, NB, DT, RF, and LR.

There is a need to design and develop intelligent security solutions for the protection
of IoT devices and against attacks generated from compromised IoT devices.

1.1. Motivation

Cybercriminals have used DDoS attacks to turn down the servers that are being
targeted and penetrate venture networks that have the ability to overwhelm results. Many
organizations face problems managing modern cyberattacks because of the increasing
numbers of DDoS attacks’ size and complexity. With the latest technologies, because of
resource restrictions such as limited memory and processing capacity, smart gadgets and
IoT are particularly vulnerable to a wide range of DDoS attacks, so the cybercriminals are
aware of these modern technologies and their weaknesses [8]. Many organizations in 2016,
such as Netflix, CNN and Twitter, were disconnected for nine hours because of an attack on
their internet service providers. This technical problem caused many issues, for example,
financial losses, productivity losses, brand harm, insurance rating decreases, client and
provider unstable relationships, and exceeding the IT financial plan [9].

Cybercriminals might use a DDoS attack to stop clients from accessing a server or a
website [1]. To secure data processing, information technology, and commercial parts, we
have to build an IDS system to expose and prevent DDoS attacks. If security teams employ
modern and innovative technologies such as ML, automation and AI, the cybersecurity
costs will be reduced significantly [10]. This project will use different supervised machine
learning (ML) algorithms to analyze the detection performance for DDoS attacks.

1.2. Main Contribution

In this research, a detailed review of network threats from IoT network and their
devices with corresponding ML- and DL-based attack detection techniques is presented.
This work aims to contribute to the research conducted in this field. The key contributions
of this research are described as follows:

• This research covers a review of ML- and DL-based IDSs, involving their pros, cons
  and detections methods.
• Covering and comparing different datasets available for network- and IoT-security-
  related research. This is done by presenting which ML was used and the resulting
  accuracy found.
• Presentation of the current research challenges and their future directions for research
  in this field.

This paper is structured as follows: Section 2 shows the related work of different DL
models and an experiment with datasets containing DDoS attacks. Section 3 presents in
detail the evaluation of the performance of the research paper. Section 4 describes the
measurements of evaluation. Section 5 presents some challenges and future work. Finally,
Section 6 shows the conclusion of the research paper.

2. Related Work

Numerous studies on the application of DL in intrusion detection (ID) of DDoS
attacks are presented here. This part summarized different deep learning models and an
experiment with datasets containing DDoS attacks. The detection methods used for IDSs
can be divided into three methodological types [11]: signature-based detection techniques,
anomaly-based detection techniques and hybrid-based detection techniques.

2.1. Signature-Based Detection Techniques

This type of detection techniques contains a repository of attack signatures and compares
the network traffic against this repository of signatures. When the match is found,
a detection alert is raised. This approach can detect known attacks for which signatures
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are stored in the repository, but it cannot detect zero day or new attacks, even if it is not effective against existing attack mutations [12].

This research, Ref. [13] proposed the use of an artificial immune system (AIS) to overcome the shortcomings of signature-based approaches. This technique created detectors based on attack signature utilizing the immune cell paradigm, which can determine if a packet is legitimate or malicious based on its classification as a self or non-self element. The system has the ability to adopt new patterns as a result of constant system monitoring. However, in a resource constrained IoT environment, the feasibility of such a detection technique is questionable.

The researchers in [14] solved the resource constraint problem in signature-based IDS by using a separate Linux machine with an adapted version of the Suricata-based signature IDS. On the other hand, the researcher gave no indication of how to keep attack signature up to date. The researchers in [15] expanded the research in [14] by presenting changes to signature matching techniques. Another study by [16] addressed IoT processing power limits by combining auxiliary shift values with a multiple pattern detection technique to reduce the number of matching operations necessary between attack signatures and network traffic packets. The system used signature repositories of the open source IDS (Snort) and the open source antivirus (ClamAV).

In this research [17] a signature-based IDS proposed to detect DDoS attacks in IoT networks. In a hybrid deployment, it consists of two units: (i) IDS detectors and (ii) IDS routers. The IDS router is a firewall and detection device that is hosted in the border gateway. The sensors monitor the internal traffic was employed by the IDS detectors. The results presented that the scheme identifies version number change and hello flooding attacks.

2.2. Anomaly-Based Detection Techniques

This type of detection techniques relies on the monitored environment’s baseline typical behavior profile [18]. This usual baseline is then utilized to compare the actions of the system at any given time. Any deviations from the authorized threshold are recorded by using an alarm, but no classification for the sort of attack detected is provided. There have also been attempts to use behavioral detection models based on ML models that learn normal and attack events; however, establishing normal profiles is preferable to learning normal and attack events, which cannot include new attack events in real world networks [19]. Anomaly-based detection approaches are more effective in discovering novel attacks compared to signature-based detection techniques. ML algorithms are used in anomaly-based detection strategies to create a baseline normal profile of monitored systems. Due to the significant computing resources required to train and test ML algorithms, their implementation in resource and energy constrained IoT environments remains a challenge.

This research, Ref. [20] proposed a lightweight IDS scheme for IoT. There are two levels to this scheme: training and evaluation. The technique is trained to make the system lightweight using features derived from the packet inter-arrival time of the received data during the training phase. The scheme uses the support vector machine (SVM) classifier to detect an intrusion or abnormal traffic during the evaluation stage. In terms of detection speed and classification accuracy, the lightweight IDS method performs effectively.

This research, Ref. [21] proposed a real-time scheme to detect wormhole attack in RPL-based IoT. It detects malicious users and nodes using routing information and Received Signal Strength Indicator (RSSI). In both centralized and dispersed installations, the real-time IDS systems are examined. It achieves a detection rate of 90%.

2.3. Hybrid-Based Detection Techniques

This type of detection technique utilizes a combination of both previous techniques to avoid the shortcomings and optimize the benefits of detecting existing and new attacks.
In this research [22] SVELTE is an IDS for IP-connected IoT systems that employ RPL as a routing protocol in 6LoWPAN networks, according to the inventors. They attempted to balance a compromise between the storage costs of signature-based detection and the computing costs of anomaly-based detection strategies.

In this research [23] SDN was utilized to track compliance with the manufacturer usage description (MUD) behavioral profile and build ML methods for detecting volumetric attacks such as DoS, reflective TCP/UDP/ICMP flooding and ARP spoofing to IoT devices. As a result, they found that their scheme was effective in detecting volumetric attacks.

The authors of this research [24] proposed a novel method for detecting DDoS traffic on device classes that was based on individual device traffic characteristics. The authors of this research examined the categorizations of machine type communication (MTC) traffic generated by IoT devices. The purpose of their methodology was to evaluate whether the observed IoT device created legitimate or DDoS traffic by comparing traffic variations generated by the IoT device to the legitimate traffic class to which the device initially belongs.

This research, [25] investigates the potential for using such features to classify devices, regardless of their operation or purpose. This kind of classification is necessary for a dynamic and heterogeneous environment. A total of 41 IoT devices were employed in this study. The concept of supervised ML has improved the logistic regression method. A classification model was created using Logitboost. A number of 13 network traffic features created by IoT devices were used to create multiclass classification model. Research has demonstrated that it is possible to classify devices into four classes with high performance and accuracy based on the traffic flow features of such devices. Model performance shows high results according to measures such as precision, F-measure, true-positive ratio, false-positive ratio and kappa coefficient.

In this research [26] the authors proposed a DDoS traffic detection model for various IoT device classes that uses a boosting method using logistic model trees. Because the characteristics of network traffic from each device class may differ slightly, a distinct version of the model will be developed and applied for each device class. Their study results showed high accuracy and an effective way in detecting DDoS activity.

The following studies presented deep learning detection in DDoS attacks and the techniques used. Table 1 reviewed the various DL models.

The authors in this study, [27] suggested a deep learning strategy for detecting and preventing flood attacks which are known as DoS-based Hello on the IoT healthcare network. They confirmed this type of attack by using the Deep Belief Network (DBN) model, which involved transferring many Hello packets to slow down the network. The DBN technique has utilized the bypass-linked attacker update-based rider optimization algorithm (BAU-ROA) to produce different effective results and work further optimally. To improve the execution of ROA, a metaheuristic algorithm called BAU-ROA is developed—a high-performing optimization method with a straightforward calculation approach and fewer computation parameters. Experiments have discovered that the BAU-ROA algorithm outperforms other optimization algorithms when it comes to the operational procedure of DBN.

The study [28] has solved the problem of the sampling-based technique utilized in network security, which was insufficient in the early stages of IoT network’s SDN exposure by a proposed deep learning model. Stacked autoencoders (SAE) are a technique used in this study that contains a decoder that lowers their layer and the decoder that increases their layer as asymmetrical. They used the SAE technique, a deep learning technique for optimizing IDS on sampling produced by adaptive questioning and sFlow approaches, and the examinations looked at its effect on accuracy. Consequently, and after two samples, minor CPU consumption remained seen, and practical consequences for sFlow and adaptive questioning were obtained through accuracy averages of 91% and 89%, respectively.
In this research [29], the DDoS attacks were detected in the SDN controller level using a DL technique named LSTM implemented for cloud and fog computing security. The advantages of using the LSTM model are as follows: it is appropriate for exercise using network packets acquired at varied period intervals, and it spreads the information about the previous packet on the present packet. The experiment revealed that an LSTM DL model with three hidden levels and 128 units was suitable. LSTM was used to analyze the Botnet datasets named ISCX 2012 and IDS CTU-13; the experiments presented that the accuracy obtained was 98.88%, and the model was successfully implemented.

The researchers in this study, [30], implemented a DCNN technique for the exposure of DDoS attacks on the OSN. Because the shallow machine learning algorithms were unable to execute traffic analysis as required, the usage of DCNN was found appropriate when dealing with a smaller sample of the dataset. It has been noticed in the results of the experiment that the accuracy of DCNN was 99% which is the best performance compared to KNN, SVM and Naïve Bayes. The shallow machine learning algorithms show an accuracy rate of 93%, while the others show 88% and 79%, respectively.

Another study [31] proposed an IDS with a security framework that utilized the association of both the nonsymmetric deep autoencoder (NDAE) DL technique and RF. They used both models to guarantee the security of SDN. In NDAE, only the encoder part is the based, dissimilar the decoder and encoder constructing of the traditional autoencoder. The utilized DL technique remained ideal to overwhelm the problems that become apparent as a result of the shallow ML categorization including extended training periods that come up with a need for high memory and processor necessity. Consequently, the reason behind choosing the NDAE is the greater accuracy by means of minimal CPU consumption and low training period. CICIDS2017 and NSL-KDD datasets remained utilized to assess the execution of the technique employed to expose DDoS attacks. By applying the NDAE hybrid technique to the NSL-KDD and CICIDS2017 datasets, the result showed that the precision amount of 99.60%, 99.24%, respectively, was gained. As a result, it was indicated that the implemented model is appropriate for usage in an IDS.

In this research [32], the CNN and FNN techniques, both learning models, were recommended for analyzing network traffic and utilizing DDoS IDS. The NSL KDD dataset has been utilized to develop the implementation. They observed both FNN and CNN techniques to gain a high precision compared with SVM, J48, naive bayes, RF and RT, which are shallow ML algorithm strategies for detecting network anomalies and determining anomaly kinds.

This research, [33] recommended using the ANN with signature-based technique to expose DDoS attacks in the IDS, which monitors destructive movements in the network. As a consequence of the implementation, once comparing both ANN and signature-based techniques, the result showed that the joined employment of these two methodologies resulted in a 99.98% accuracy rate. From the above studies, as a result of the investigation, it is understood that the DL technique has a great stage of accomplishment in network traffic analysis and detection of DDoS attacks.

This research, Ref. [34] presented a comprehensive assessment of current and previous studies in IoT traffic characterization in terms of IoT application and design. The core attention of the papers in IoT has clearly been stated in the survey offered, with the traffic characterization towards security concerns being the primary focus. In this study, they compared the performance of four ML algorithms: DT, KNN, NB, and gradient-boosting (GRB) classifiers with regard to several factors such as accuracy, precision, recall and F1 score. They used the BoT-IoT dataset. This study’s performance evaluation results suggest that DT and GRB performed better in terms of accuracy. These strong results will contribute to the IoT’s networks increased security.
Table 1. Summary of the utilize of deep learning in DDoS.

| Study   | Model          | Dataset                  | Application Area          | Feature                                                      | Result                                                                 |
|---------|----------------|--------------------------|---------------------------|--------------------------------------------------------------|------------------------------------------------------------------------|
| [27]    | DBN            | Generated dataset        | IoT Network               | BAU-ROA optimization                                         | Produces a better outcome than other optimization methods sFlow 91% accuracy and Adaptive polling 89% accuracy |
| [28]    | SAE            | Generated dataset        | SDN of IoT               | sFlow-based and adaptive polling                             | The accuracy rate was 98.88%                                           |
| [29]    | LSTM           | ISCX 2012 and IDS CTU-13 | Fog and cloud            | LSTM has 128 units and three hidden layers                   | The accuracy of the model was 99% and better than shallow ML algorithms in terms of performance Accuracy was 98%. As a consequence, it has higher accuracy than others because it has a lower false-positive rate (FPR) less than 5% Higher accuracy than shallow machine learning algorithms |
| [30]    | DCNN           | Generated dataset        | Traffic classification    | To analyse few number samples in the dataset                | The accuracy value was 99.98%                                         |
| [31]    | NDAE and RF    | NSL-KDD and CICIDS2017   | SDN                      | DL and shallow learning algorithms are combined in a hybrid model. | Better accuracy in DT and GRB with 99.96% and 99.88%, respectively.   |
| [32]    | FNN and CNN    | NSL-KDD                  | Traffic categorization    | An efficient feature modelling ability                      |                                                                        |
| [33]    | ANN            | Generated dataset        | IDS                      | An integration of signature-based detection and ANN          |                                                                        |
| [34]    | DT, K-NN, NB and GRB | BoT-IoT dataset       | IoT Network               | Analysis normal and attack traffic                          |                                                                        |

3. Evaluation of Performance

This study demonstrates the detecting execution of the six supervised ML classifiers, which are K_Nearest_Neighbors (K-NN), super vector machine (SVM), naïve bayes (NB), decision tree (DT), random forest (RF) and logistic regression (LR).

The experiments in this study use a hardware specification of Intel® Core™ i7-8650U CPU @ 1.90 GHz processor, 16 GB RAM with the operating system Windows 10, 64 bit. In this research, the ML technique in WEKA tool is being tested for forecasting DDoS attacks. This study uses the WEKA version 3.9.4 tool for data pre-processing, categorization, regression, assembling, visualization and association rules. The Java code has been used for writing WEKA, and it is an open source tool established in New Zealand at the University of Waikato. All the algorithms that have been used are supported in WEKA. WEKA has a graphical user interface and a command-based interface which make it attractive to be used in this research. It requires file formats such as CSV and ARFF. In machine learning, the dataset is required to train selected algorithms to gain knowledge.

3.1. CICDDoS2019 Dataset

This study used the CICDDoS2019 dataset collected from the University of New Brunswick Canadian Institute for Cybersecurity. To forecast DDoS attacks, this complete dataset contains 50,063,112 instances with 80 features and 11 class labels. Table 2 presents the classes label with the number of instances for each class.

3.2. The Characteristics Utilized in the Implementation

This study used the chosen 24 features that have been utilized in the study [3] to forecast DDoS attacks. The RFR was utilized to determine the significance of individual features in the dataset. Table 3 presents a list of the features used here, along with a short explanation.
Table 2. The amount number of instances in the dataset.

| DDoS Attribute (Class Label) | Number of Instances |
|------------------------------|---------------------|
| DNS                          | 5,071,011           |
| LDAP                         | 2,179,930           |
| MSSQL                        | 4,522,492           |
| NetBIOS                      | 4,093,279           |
| NTP                          | 1,202,642           |
| SNMP                         | 5,159,870           |
| SSDP                         | 2,610,611           |
| SYM                           | 1,582,289           |
| TFTP                         | 20,082,580          |
| UDP                          | 3,134,645           |
| UDP_Lag                      | 366,461             |

Table 3. The feature set utilized in the IDS.

| Feature                                      | Description                                                                 |
|----------------------------------------------|-----------------------------------------------------------------------------|
| Fwd Packet Length Max                        | Maximum packet size in the forward (outgoing) direction                    |
| Fwd Packet Length Min                        | Smallest packet size in the forward route                                   |
| Min Packet Length                            | Minimum of a packet’s length                                                |
| Max Packet Length                            | Maximum of a packet’s length                                                |
| Average Packet Size                          | A packet’s average size                                                     |
| FWD Packets/s                                | Number of forward packets (p/s)                                             |
| Fwd Header Length                            | The extent of a forwarded packet’s header                                   |
| Fwd Header Length 1                          | Number of bytes in a header in the forward direction                       |
| Min_Seg_Size_Foward                         | Minimum segment size in the forward direction                               |
| Total Length of Fwd Packet                   | Packet size in the forward direction                                        |
| Fwd Packet Length Std                         | The standard deviation of a packet in the forward direction                 |
| Flow IAT Min                                 | The minimum amount of time passes between two packets in a flow             |
| Subflow Fwd Bytes                            | The average number of bytes in a sub-flow in the forward direction          |
| Destination Port                             | Address to accept the sent TCP or UDP packets                               |
| Protocol                                     | TCP or UDP for data transference                                            |
| Packet Length Std                            | The packet extent standard variation                                        |
| Flow Duration                                | The flow’s duration in µs                                                   |
| Fwd IAT Total                                | In the forward route, the total time among two packets                     |
| ACK Flag Count                               | The number of packets with ACK                                              |
| Init_Win_Bytes_Foward                        | In the forward route, the number of bytes in the early window              |
| Flow IAT Mean                                | Mean time amongst two packets in the flow                                   |
| Flow IAT Max                                 | Maximum time amongst two packets in the flow                                |
| Fwd IAT Mean                                 | Mean time amongst two packets in the forward route                         |
| Fwd IAT Max                                  | Maximum time amongst two packets in the forward route                      |

3.3. Multibel Categorization Utilized in the Implementation

The 11 class labels utilized in the implementation for attack exposure are presented in this study. Figure 4 shows all the classes labels that are employed in the implementation. Based on the 24 characteristics provided in Table 3 above, these attacks are predicted. Table 4 presents the 11 class labels used and briefly produce an explanation of exploitation-based and reflection-based DDoS attacks.

Using the WEKA tool, the dataset CICDDoS2019 has been imported and analyzed with CSV format by changing the dataset attribute from Numeric to Nominal. Then, we have chosen 24 features, described in Table 3. Figure 3 shows the chosen feature in the WEKA tool interface.
Table 4. The description of the 11 chosen classes of DDoS attacks.

| Type               | Class | Description                                                                                                                                 |
|--------------------|-------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Reflection based   | NTP   | The attacker uses publicly available NTP servers to overload the aim with UDP traffic in an expansion attack known as NTP [35].                 |
|                    | TFTP  | The buffer excess defenselessness in TFTP and server is taking advantage of TFTP attack [36].                                               |
| TCP Attacks        | MSSQL | An injection of the MSSQL allows malicious SQL declarations to be executed [37].                                                            |
| TCP/UDP Attacks    | SSDP  | An SSDP attack uses universal plug and play (UPnP) networking protocols to direct a massive volume of traffic to a victim, causing their computational properties to be overwhelmed [38]. |
|                    | DNS   | A DNS attack takes use of DNS flaws [39].                                                                                                   |
|                    | LDAP  | LDAP injection is an attack utilized to achieve web-based applications that structure LDAP declarations based on client information [40].        |
|                    | NETBIOS | A security flaw in NetBIOS permits an attacker to read data [41].                                                                           |
|                    | SNMP  | An SNMP attack produces a huge amount of traffic that is pointed towards numerous networks’ victims [42].                                   |
| TCP Attack         | SYN Flood | SYN flood is a type of DoS attack in which an attacker forwards a series of SYN requests to a target system in order to exhaust server resources and render the system unusable to real traffic [43]. |
| UDP Attacks        | UDP   | Flooding with UDP packets is an attack that sends a high amount of UDP packets to a victim to overload their capability to proceed and reply. As a result, the firewall that protects the victim server is overburdened [44]. UDP-Lag is a type of attack that deactivate the client-server relationship [3]. |

Figure 3. The 24 features chosen.

4. Measurement of Evaluation

An IDS should predict DDoS attacks with high detection accuracy. There can be significant inclusion for a community when the system does not guarantee success to expose an attack [8]. Table 5 shows a list of the measurement of evaluation.

\[
TPR = \frac{\sum tp}{\sum DDoS \text{ attacks in dataset}}
\]  

(1)
\[ FPR = \frac{\sum fp}{\sum \text{Benign traffic in dataset}} \]  
\[ p = \frac{tp}{tp + fp} \]  
\[ r = \frac{tp}{tp + fn} \]  
\[ f\text{-measure} = \frac{2 \times p \times r}{(p + r)} \]  
\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

Table 5. List of Used Notations.

| Symbol | Meaning |
|--------|---------|
| True Positive (tp) | It is the amount of DDoS attacks that have been recognized as attacks. |
| True Negative (tn) | It is the amount of legitimate network traffic instances benign recognized as legitimate. |
| False Positive (fp) | It is the amount of legitimate network traffic examples benign misidentified as attacks. |
| False Negative (fn) | It is the amount of DDoS attacks that cannot be defined as legitimate. |

TPR: The amount of DDoS attacks exposed as attacks is split by the total amount of DDoS attacks in the dataset and is calculated as shown in Equation (1).

FPR: Calculated by dividing the amount number of benign instances imperfectly distributed as DDoS attacks by the whole amount number of benign instances in a dataset, and it is calculated as shown in Equation (2).

Precision (p): Defined as the amount number of tp among all instances that are forecast to be positive, and it is calculated as shown in Equation (3).

Recall (r): The percentage of tp from all instances that are essentially positive and is calculated as shown in Equation (4).

f-measure: The weighted harmonic means of precision and recall and is calculated as shown in Equation (5).

Accuracy: It is obtained by the equation below, and it displays the model’s exact forecast rate, and it is calculated as shown in Equation (6).

Table 6 summarizes the presented experiment result for the six types of performance of the selected algorithms.

Table 6. Performance metrics for each algorithms.

| Selected Algorithm                  | Accuracy | Precision | Recall | F-Measure | Computation Time |
|-------------------------------------|----------|-----------|--------|-----------|-----------------|
| K_Nearest_Neighbors (K-NN)          | 0.98     | 0.99      | 0.99   | 0.99      | 3.5 s           |
| Super Vector Machine (SVM)          | 0.86     | 0.86      | 0.87   | 0.85      | 7.29 s          |
| Naïve Bayes (NB)                    | 0.45     | 0.66      | 0.54   | 0.38      | 1.3 s           |
| Decision Tree (DT)                  | 0.99     | 0.99      | 0.99   | 0.99      | 4.53 s          |
| Random Forest (RF)                  | 0.99     | 0.99      | 0.99   | 0.99      | 84.2 s          |
| Logistic Regression (LR)            | 0.98     | 0.99      | 0.98   | 0.99      | 5.53 s          |

Figure 4 shows the performance metrics of selected algorithms. The best accuracy was found in the DT and RF algorithms.
The results show that ML models are quite successful in detecting attack traffic. The work in this paper aims to contribute to the research conducted in this field. The experimental results showed that using the random forest regressor (RFR) feature selection methods increases the accuracy of ML methods in detecting attack traffic.

For attacks such as DDoS attacks that need to be intervened without wasting time, it is important to detect the attack traffic by using system resources as efficiently as possible. Therefore, the most effective features should be selected when creating ML models.

It can be seen from Table 7 that the performance of ML models in studies using feature selection algorithms is better than in other studies. It can be said that model classification performance contributes positively to the classification of attack traffic when used in conforming to feature selection algorithms. However, the presented studies are run by applying different models on different datasets, and it is difficult to make general evaluations on comparative results.

Table 8 shows six different types of supervised machine learning algorithms that this research has been used in the experiment.
Table 8. Pros and cons of different ML-based methods [50].

| ML Method | Pros                                                                 | Cons                                                                 |
|-----------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| KNN       | — Simple to understand and easy to implement.                        | — It is difficult to figure out what the best value for K is and how to find missing nodes. |
|           | — It works easily with multiclass dataset.                           |                                                                      |
| SVM       | — Due to their simplicity, SVMs are extremely scalable and capable of executing tasks such as anomaly-based intrusion detection in real time, as well as online learning. | — The usage of an optimal kernel function in SVM, which is utilized to separate data that is not linearly separable, is still a challenge. |
|           | — SVMs are thought to be appropriate for data with a large number of feature attributes. | — SVM-based models are challenging to understand and interpret. |
|           | — SVMs consume less memory and storage.                              |                                                                      |
| NB        | — It is simple and quick to forecast the test dataset’s class. It also does well with multi-class prediction. | — Conditional independence of the assumption class, which may result in accuracy loss. For some attributes, the assumption of independence may not be valid. Practically dependencies exist among variables. |
|           | — When the assumption of independence is met, an NB classifier outperforms conventional models such as logistic regression while using less training data. |                                                                      |
| DT        | — Easy and simple to utilize.                                       | — It requires bigger storage.                                       |
|           |                                                                      | — It is computationally complex.                                     |
|           |                                                                      | — It is easy to utilize only if few DTs are used.                    |
| RF        | — It generates a more reliable and accurate output which is resistant to overfitting. | — Because RF creates multiple DTs, it may be impractical to employ in real-time applications that require big datasets. |
|           | — It requires substantially fewer inputs and does not require the process of feature selection. |                                                                      |
| LR        | — It is easier to put into practice, interpret, and train with.      | — If the number of observations is smaller than the number of features, LR should be avoided; otherwise, overfitting may occur. |
|           | — It does not make any assumptions about class distributions in feature space. | — The assumption of linearity between the dependent and independent variables is a major limitation of LR. |
|           | — It is very fast at classifying unknown records.                    |                                                                      |
|           | — It performs well when the dataset is linearly separable and has good accuracy for many simple datasets. |                                                                      |

5. Challenges and Future Work

Memory and other limited resources and computing abilities, as well as a diversity of standards and protocols, characterize the Internet of Things. These variables add significantly to the difficulties in researching IoT security issues, including anomaly mitigation utilizing IDS. In spite of the extensive study on anomaly detection in IoT networks, there are numerous key outstanding challenges that require additional investigation. The following are a few of these issues:

1. There are no publicly available IoT network traffic datasets. Because assessing and validating anomaly prevention strategies on a real network will be difficult, efforts to create an IoT dataset are essential. This will make evaluating and validating suggested anomaly mitigation techniques in the IoT much easier.
2. There are not any standard authentication apps for IoT. The validation of implemented structures is critical since it guarantees that they are developed acceptably. The
implemented structures are put to the test in a variety of ways, including simulations and tests. However, because of a lack of standard authentication applications, most of implemented IDS structures in the IoT are not evaluated in contrast to other IDS structures in the IoT. As a result, efforts must be made to produce standard authentication, which will assure duplication, reproducibility, and research continuity.

3. RNN and CNN are examples of supervised and unsupervised ML techniques, and both can be discovered using the CICDDoS2019 dataset.

4. It is possible to gather and examine real-time packets against the classified training dataset. It is possible to use a technique for splitting the data and comparing it with the performance of the classifiers utilized fold cross authentication.

6. Conclusions

In this research, DDoS attacks are serious challenges to many areas of our life. This leads us to try to find a comprehensive intrusion detection system to decrease the number of attacks facing many sectors. This study has used CICDDoS2019, which is the newest and complete dataset accessible by Canadian Institute for Cybersecurity. It has also examined six diverse ML algorithms: SVM, K-NN, DT, NB, RF and LR. The following measurements accuracy, precision, recall, true-positive ratio, false-positive ratio and F-measure have been used in the evaluation. The result of the experiment shows that the best accuracy is found when using DT and RF algorithms 99% and 99%, respectively. Both DT and RF have achieved the same result in precision 99%, recall 99% and F-measure 99%. However, the DT is better than RF because it has less computation time of 4.53 s and 84.2 s, respectively. The results show that ML models are quite successful in detecting attack traffic. Our work aims to contribute to the research conducted in this field. This paper contributes that as shown in the experiments, the random forest regressor (RFR) feature selection methods increases the accuracy of ML methods in detecting attack traffic. The implementation of this study can be employed into our real-life system in different domains in IoT. Finally, the limitations and future possibilities for network anomaly mitigation systems in the IoT are explored.
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