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Abstract—Federated recommendations leverage the federated learning (FL) techniques to make privacy-preserving recommendations. Though recent success in the federated recommender system, several vital challenges remain to be addressed: (i) The majority of federated recommendation models only consider the model performance and the privacy-preserving ability, while ignoring the optimization of the communication process; (ii) Most of the federated recommenders are designed for heterogeneous systems, causing unfairness problems during the federation process; (iii) The personalization techniques have been less explored in many federated recommender systems.

In this paper, we propose a Communication efficient and Fair personalized Federated Sequential Recommendation algorithm (CF-FedSR) to tackle these challenges. CF-FedSR introduces a communication-efficient scheme that employs adaptive client selection and clustering-based sampling to accelerate the training process. A fairness-aware model aggregation algorithm that can adaptively capture the data and performance imbalance among different clients to address the unfairness problems is proposed. The personalization module assists clients in making personalized recommendations and boosts the recommendation performance via local fine-tuning and model adaption. Extensive experimental results show the effectiveness and efficiency of our proposed method.
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I. INTRODUCTION

Sequential recommendations become a crucial task in our daily recommendation scenarios. It is able to learn from a series of correlated browse sequences (e.g., a person may buy shirts, pants, shoes, etc. together), and recommend some new items given the sequence. Recent years have witnessed a significant advance and success in sequential recommendation. The prosperity of neural networks (NN) motivates the community to design NN-based sequential recommendation models [1], [2].

Recently, user privacy has drawn more concerns, and regulations such as General Data Protection Regulation (GDPR)\(^1\) and California Consumer Privacy Act (CCPA)\(^2\) are set to protect user privacy. To further preserve users’ privacy, Federated Learning (FL) techniques [3], as a new privacy-preserving paradigm, are incorporated with the recommender system. Prior works of federated recommendation tackle the privacy problem by incorporating FL [4]–[7]. Among them, [4] combines the FL with collaborative filtering as a basic paradigm for the federated recommendation. Reference [5] propose federated matrix factorization for making privacy-preserving recommendations. Reference [6] resort to tackling the real situation problem by incorporating the sequential recommendation model GRU4REC [1] with FL.

However, current federated recommender systems are facing some challenges. Firstly, the majority of federated recommendation models only consider the model performance and the privacy-preserving ability, while ignoring the optimization of the communication process. Thus the communication overhead could be a heavy burden for the system. Secondly, most of the federated recommenders are designed for heterogeneous systems, causing unfairness problems during the federation process. For example, the clients with a large data size would normally share a higher weight in the model aggregation process, then the aggregated model would turn to prefer this client. The model performance in these clients may be obviously better than those of small clients. Besides, a large proportion of current federated sequential recommender systems do not sufficiently consider personalized recommendations. In other words, all clients share the model with the same parameters. This could degrade the model performance since different clients may have different interests.

To tackle the aforementioned challenges, we hereby propose

\(^1\)https://gdpr-info.eu/
\(^2\)https://oag.ca.gov/privacy/ccpa
a Communication efficient and Fair Federated personalized Sequential Recommendation algorithm (CF-FedSR), which is a model agnostic algorithm and thus could be fit to other tasks with appropriate adjustments. Specifically, we first perform client selection and sampling based on client clustering. The client is clustered according to the latent representation thus similar clients could benefit from each other for faster training. Secondly, we propose a fairness-aware algorithm for model aggregation. Here we consider the heterogeneity among different clients, and fairness is achieved by designing an adaptive aggregation algorithm to eliminate the impact. Detailedly, we add the fairness coefficient when aggregating the models. Moreover, the personalized is achieved by local fine-tuning and model adaption. Our extensive experiments over real-world datasets show the effectiveness of our proposed algorithms, efficiency in time and computing resources, and a tradeoff between privacy and recommendation performance.

Overall, the main contributions of this work are summarized as follows.

- We propose a Communication efficient and Fair Federated personalized Sequential Recommendation algorithm. To reduce the communication overhead, we utilize adaptive client selection and sampling based on client clustering to accelerate the training process.

- We investigate the fairness and personalization problem in the federated sequential recommendation, and propose an adaptive model aggregation and personalization algorithm as the solution. The fairness is ensured by adaptively aggregating the uploaded model parameters according to the client feature and performance, and the personalization is achieved by local fine tunes and model adaption.

- Evaluation on real-world datasets demonstrates the superiority of the proposed model over representative methods. The proposed model brought 9.12% improvement over competing methods on average while requiring less communication round.

II. PROBLEM FORMULATION AND DEFINITION

In this section, we formally formulate the federated sequential recommendations task and state the current approaches’ shortcomings. Also, we define fairness in the federated recommender system.

The federated sequential recommendations task is to train a global recommendation model for a server and many distributed and privacy concerning clients while not disclosing the raw data from the clients. However, current approaches care less about the communication efficiency, fairness, and personalization of the federated recommenders. We hope to bridge this gap in this paper. Here we also define the fairness of the federated recommender system as the variance between different clients. For client \( \{c_1, ..., c_n\} \), with corresponding model performance \( \{p_1, ..., p_n\} \), then \( \text{fairness} = \text{variance}(\{p_1, ..., p_n\}) \).

III. PROPOSED METHOD

In this section, we first describe the overall system architecture, then we detailed introduce our proposed method, including client selection, sampling based on client clustering, fairness-aware model aggregation, and personalization module.

A. Overall System Architecture

A typical example of federated recommender system is illustrated in Fig. 1. Here each client has a local recommender engine to recommend items to local users. The local recommender engine performs local model training, exchanges models with the recommendation server, and makes local recommendations. The recommendation server gathers information from all the clients and distributes the aggregated learning model to the clients. In this way, the server and the clients exchange models instead of raw data, which preserves the users’ privacy.

Based on the standard FL algorithm as described beforehand. We try to improve it by designing a communication efficient and fair federated learning algorithm for the sequential recommendation, termed CF-FedSR.

B. Communication efficient and Fair Federated Sequential Recommendation Algorithm (CF-FedSR)

This section introduces our proposed Communication efficient and Fair Federated Sequential Recommendation algorithm (CF-FedSR). To enhance the model performance, improve the fairness and reduce the communication overhead simultaneously, we specifically design client selection, sampling based on client clustering, fairness-aware model aggregation, and a personalization module. The client selection module introduces the adaptive selector to select appropriate clients to participate in training. Then sampling relies on client clustering to adaptively select representative clients. Also, the parameter aggregation module performs fairness-aware parameter aggregation. Moreover, the personalization module uses fine-tune techniques for personalized recommendations.

1) Client selection: Federated learning requires lots of transmissions of model parameters between servers and clients. However, we find not all communication is necessary. In the beginning stage, the global model performance is limited due to random initialization. Allowing all the clients to participate in all training rounds may be suboptimal since small clients may negatively affect the model performance in the beginning stage. Since for small clients, due to their limited data sizes or low learning rates, they may not contribute enough to improve the model. Instead, the updates
We also propose the model parameter in time $t+1$ exceeds a threshold $\lambda$, as:

$$\lambda = \sum_{k \in S_i} \frac{n_k}{n} w_k^{t+1}$$  \hspace{1cm} (1)

where $w_{t+1}$ is the model parameter in time $t+1$, and $n_k$ is the sample size for client $k$. According to the formula, a larger sample size would result in a more significant contribution to the global model for clients.

However, the FedAvg algorithm suffers from several problems. Though the overall model performance may be satisfactory, the local model performance for each client may not be promising. The main reason is that the data for clients are Non-IID, then the local datasets are usually heterogeneous between clients in terms of size and distribution. Therefore, it is unfair for some clients since they may have a small data sample size and are largely ignored in the parameter aggregation process.

To tackle the heterogeneous problem, we design a weighting strategy to encourage a more fair distribution in this work. Firstly, we propose a fairness-aware parameter aggregation method to deal with the varying model performance among clients. To start with, we represent the performance for client $k$ as $p_k$. For federated recommendation scenarios, commonly adopted evaluation metrics are Hit Rate (HR) and Normalized Discounted Cumulative Gain (NDCG). Thus we use the sum of evaluation metrics to represent the performance, denoted as:

$$p_k = HR_k + NDCG_k.$$  \hspace{1cm} (2)

Then we normalize it:

$$\hat{p}_k' = \frac{p_k}{\sum_{k \in S_i} p_k}.$$  \hspace{1cm} (3)

After that, we apply an activation function. The activation function should satisfy decreasing in range $[0,1]$. In this work, the activation function is $f(x) = \left(\frac{1}{2}\right)^x$.

$$\hat{p}_k = Activation(\hat{p}_k').$$  \hspace{1cm} (4)

Then we normalize it again,

$$\hat{p}_k' = \frac{p_k}{\sum_{k \in S_i} p_k},$$  \hspace{1cm} (5)

where the $\hat{p}_k'$ is the fairness-aware factor.

Secondly, we alleviate the impact of the data sample size. For the unfairness caused by the imbalance sample size, one way to eliminate this effect is to reduce the impact of the parameter of data sampling size.

We set the weight parameter as $q_k$. Intuitively, it is denoted as:

$$q_k = \frac{n_k}{n}.$$  \hspace{1cm} (6)

Then we use an activation function. The activation function should satisfies increasing in range $[0,1]$. In this work, the activation function is $f(x) = \sqrt{x}$.

$$\hat{q}_k = Activation(\hat{q}_k').$$  \hspace{1cm} (7)
Then we have:
\[
q'_k = \frac{q_k}{\sum_{k \in S, q_k}}. 
\]
(8)

Lastly, we combine these two factors and form the final parameter aggregation function:
\[
o_k = \alpha \hat{q}_k + \beta q'_k, \\
w_{t+1} = \sum_{k \in S} \frac{o_k}{\sum_{i \in S} o_i} w_{t+1}^k, 
\]
where \(w_{t+1}\) is the global model at time \(t+1\), \(\alpha\) and \(\beta\) are two hyper-parameters.

4) Personalization: Prior researches show that FL could be used to train a high-performing global model for federated recommendation [11], [12]. The trained model, however, is more of generality but lacks personalization. Therefore, we fine-tune the global model with the client’s local data to make personalized recommendations. We aggregate the global and fine-tuned model to balance generality and personalization. Thus the client could benefit from the personalization process. We denote the process as:
\[
w_{local} = w_{global} - \eta \nabla L(w, d), \\
w = \gamma \cdot w_{local} + (1 - \gamma) \cdot w_{global}, 
\]
where \(\gamma\) is a hyper-parameter. The model could adaptively balance the generalizable and personalization by adjusting the hyper-parameters. Additionally, note we only transmit the embedding layer in the training process, as the skeleton network, while letting the remaining part of the network be trained localized.

IV. EXPERIMENTS AND ANALYSIS

This section presents our experimental results over three real datasets by comparing our proposed algorithms’ performance against other reasonable baselines. Besides, we demonstrate the effectiveness for each component through an ablation study. We also analyze the impact of different experimental settings, such as embedding size and different numbers of clusters. Our experiments are designed to answer the following Research Questions (RQs):

- **RQ1**: Does CF-FedSR show superiority of existing methods in federated sequential recommendation in terms of model performance, communication cost, and fairness?
- **RQ2**: What is the influence of various components in the CF-FedSR framework? Are those components necessary?
- **RQ3**: What is the impact of the hyper-parameters settings in CF-FedSR?

A. Experiment Setup

1) Dataset Description: We have conducted experiments using real-world datasets to evaluate our proposed method. A detailed description of the total number of user clicks, the number of items and clicks, and the average number of clicks is listed in Table I. These datasets vary in domains, platforms, and sparsity. Here we give the detailed description of the datasets.

2) Baselines: We aim to explore the performance of federated learning in a deep learning model for sequential recommendations. We use the **GRU4REC** [1] as the backbone sequential recommendation model. The model combines RNNs to model user sequences for the sequential recommendation. We compare our proposed CF-FedSR algorithm with the popular FedAvg [10] method. FedAvg is a classical federated learning algorithm that allows many clients to train a global model collaboratively. Recall that CF-FedSR is designed to improve FedAvg in communication efficiency, fairness, and personalization. Also, we compare them with centralized training settings.

3) Evaluation Metrics: We use the following two metrics to evaluate the performance of our proposed algorithms and existing algorithms.

1) Hit Rate (HR). To calculate the proportion of predicted items that are accurate. In this work, we evaluate the top-5 and top-10 items for comparison.
2) Normalized Discounted Cumulative Gain (NDCG). To calculate the ranking position of correctly predicted items. When the rank list is predicted correctly, the NDCG is high. If predicted item ranks exceed the recommended limit (5 or 10 in our settings), the NDCG value is zero.

4) Experiment Settings: For performance evaluation, we use the leave-one-out strategy, following [2], [15]. For each user, we held out their latest interaction for the test set, the second last for validation and the remaining data for training. Also, we adopt a commonly used negative sampling method to reduce heavy computation, in accordance to [2], [15]. Specifically, we randomly sample 100 negative items, and rank these items together with the ground-truth item.

5) Implementation Details: The number of users used in each round of model training is 128, and the total number of the epoch is 200. The ratio of dropout is 0.3. Adam [16] is selected as the optimizer, and the default learning rate is 0.001. We tune hyper-parameters using the validation set, and terminate training if validation performance doesn’t improve for five successive epochs. Unless stated otherwise, we use the
same hyper-parameters of FedAvg and CF-FedSR. We report the average performance scores over the five repetitions.

Our evaluation target is to compare the recommendation performance in a federated context, thus we don’t compare it to other centralized algorithms since they’re not well suited to federated settings.

### B. Performance Comparison (RQ1)

1) **Evaluation on model performance:** We have compared different methods’ performances in Table II. We have the following observations:

- Our proposed CF-FedSR significantly outperforms the state-of-the-art federated recommender systems in all datasets. Compared with FedAvg, CF-FedSR achieves on average 7.92% and 10.32% relative improvements on HR and NDCG, respectively. Several advantages of CF-FedSR support its superiority: (1) client selection and sampling helps to find more representative and useful clients to participate in training; (2) fairness aware aggregation algorithm help to bridge the gap between clients with various data distribution and facilitate the training.

- The centralized models perform better than those decentralized models. Compared with CF-FedSR, centralized models achieve in average 10.25% and 15.20% relative improvements in HR and NDCG, respectively. There are two reasons: (1) centralized models models are better as they can directly train the model without noise or pseudo-labeled items. In the meantime, the federated learning framework achieves better privacy-preserving ability than centralized training because clients do not reveal raw data to the server. It could be viewed as the tradeoff of the recommendation performance to privacy. (2) though FL theoretically would have similar performance with the centralized settings. However, due to the data heterogeneous, distributed systems are harder to train since they lack the capacity to model the global data structures.

2) **Evaluation on communication efficiency:** We evaluate the converge speed together with the model performance in Table III. We observe that the CF-FedSR converges much more quickly than FedAvg. Thus the communication cost is saved by transmitting less round. The reason is that we adopt several techniques to reduce communication loss. We strictly limit the participation of small clients at the beginning stage of training, which prevents the inference from these small clients. Additionally, we carefully select representative clients to participate through clustering, making the system converge faster. In a nutshell, CF-FedSR can enhance the model performance while boosting communication efficiency.

3) **Evaluation on fairness:** Recall that we define the fairness as the variance among clients in Section II. A lower value of variance means the system is more fair. The experimental results is shown in Figure 4. The result demonstrate that our proposed method could decrease the variance and boost the model performance in the meanwhile, showing the effectiveness of our proposed method. The superiority of our proposed method come from our specially designed adaptive aggregation algorithm.

### C. Ablation Study (RQ2)

Specifically, we repeat the experiment by removing one module from the proposed CF-FedSR model and test the performance. The detailed information of variants is listed as follows.

- **CF-FedSR-Variation 1 (w/o client selection & sampling):** The proposed CF-FedSR without the client selection & sampling component.
- **CF-FedSR-Variation 2 (w/o fair aggregation):** The proposed CF-FedSR without fair aggregation component.
- **CF-FedSR-Variation 3 (w/o personalization):** The proposed CF-FedSR without the personalization module.

From Table IV, we observe that the CF-FedSR achieves the best results on all datasets, which verifies the importance of each critical module. Among them, the experimental results of CF-FedSR-Variation 3 drop sharply, which proves that the lack of personalization could significantly decrease the learning ability of the framework.

Without the client selection & sampling module, the performance of the framework still decreases obviously. Throughout these three ablation experiments, it turns out that each module...
improves the model performance from different aspects and is meaningful.

D. Hyper-parameter study (RQ3)

1) Sensitivity of CF-FedSR to embedding size: Table V illustrates the analysis of the effect of embedding on the Beauty dataset. We repeat the experiment with default parameters and with different values for the number of embedding size, i.e. with $d \in \{10, 20, 50, 100\}$. We find that performance is continually improved with the increase of embedding size. Presumably, this is because higher dimension of item embedding could bring more information from different aspect. However, a larger embedding size would have a higher communication cost. Thus it is a tradeoff between the communication cost and the model performance.

2) Sensitivity of CF-FedSR to number of clusters: This experiment demonstrates the sensitivity of CF-FedSR to the number of clusters hyper-parameter. We ran CF-FedSR using the default parameters in subsection 5.1 but with different values for the number of clusters, i.e. with $k \in \{3, 5, 10\}$. The result of this experiment is presented in Table VI. We observe that its performance improves and then drops when the number of cluster increases from 3 to 10.

V. CONCLUSION

In this paper, we study the problem of the federated sequential recommendations and propose the CF-FedSR framework. The key component for CF-FedSR includes client selection, sampling based on client clustering, fairness-aware model aggregation, and a personalization module. These techniques are adopted to ensure fairness and personalization in the federated recommendation, boost the recommendation and ease the communication cost in the meanwhile. We conducted extensive experiments over real datasets and observed that our proposed framework effectively makes federated sequential recommender systems more accurate and reduces the communication overhead.
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