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X-ray free-electron lasers (XFELs) provide femtosecond X-ray pulses suitable for pump–probe time-resolved studies with a femtosecond time resolution. Since the advent of the first XFEL in 2009, recent years have witnessed a great number of applications with various pump–probe techniques at XFELs. Among these, time-resolved X-ray liquidography (TRXL) is a powerful method for visualizing structural dynamics in the liquid solution phase. Here, we classify various chemical and biological molecular systems studied via femtosecond TRXL (fs-TRXL) at XFELs, depending on the focus of the studied process, into (i) bond cleavage and formation, (ii) charge distribution and electron transfer, (iii) orientational dynamics, (iv) solvation dynamics, (v) coherent nuclear wavepacket dynamics, and (vi) protein structural dynamics, and provide a brief review on each category. We also lay out a plausible roadmap for future fs-TRXL studies for areas that have not been explored yet.

1. Introduction

Studying chemical reaction dynamics generally means exploring the elementary physical and chemical processes involved in the transformation of reactants into products at the molecular level. Understanding chemical reactions in terms of reaction dynamics has been key to designing a chemical reaction beyond simple-mindedly optimizing macroscale factors such as concentrations of substances and the external temperature to obtain a desired product and reaction rate. Probing chemical reactions at the molecular level is a challenging task because ultrafast motions of atoms and molecules on the angstrom scale need to be monitored. To this end, various experimental methods to study reaction dynamics have been devised. Among them, femtosecond pump–probe spectroscopies using ultrashort laser pulses birthed the field of femtochemistry and made it possible to capture fundamental processes in chemical reactions on the femtosecond timescale. Here, the development of femtosecond lasers has played a critical role as one of the major technological innovations in the field of physical chemistry. Various pump–probe techniques utilizing femtosecond lasers have been key tools for chemists to study the fundamentals of ultrafast physicochemical phenomena. Nonlinear spectroscopic methods such as transient absorption, time-resolved photoluminescence, time-resolved Raman, and multi-dimensional spectroscopies are well-known examples of such pump–probe techniques. Time-resolved experiments with femtosecond temporal resolutions have deepened our understanding of important aspects of physical/chemical processes, such as time scales of fundamental processes. These achievements were also recognized by the Nobel Prize awarded to the late Prof. Ahmed Zewail in 1999.

In a typical pump–probe spectroscopic method, a pump pulse is used to trigger a photoreaction of a molecule of interest, and a probe pulse sent to the sample after a well-defined time delay with respect to the pump pulse is used to probe the progress of the reaction. One of the most common choices of pump and probe pulses is femtosecond `optical' pulses, as in femtosecond transient absorption (TA) spectroscopy. In general, pump–probe spectroscopic data have high sensitivities to time-dependent energy flow across the ground and excited states or local structural perturbations influencing the spectroscopic signals. Nevertheless, they generally cannot provide direct structural information since they capture the molecular dynamics based on the spectral signals originating from transitions between the energy levels (the electronic states in the case of UV-visible spectra) of molecules. With spectroscopic methods, chemical species with high oscillator strengths for the used spectral region can be sensitively and selectively detected even at very low concentrations. For example, in the case of time-resolved IR spectroscopy, a species with IR-active vibrational modes can be detected sensitively. On the other hand, species-specific sensitivities mean that the detected species may not be the major species in the studied reaction, and the detected kinetics may not represent the global kinetics with actual quantitative populations and branching ratios of multiple reaction pathways. In addition, simulation to reproduce the observed transient spectral signals is generally
difficult, especially for molecules with a complex excited-state energy landscape. Furthermore, the calculated spectra are often not accurate enough unless one knows the exact potential energy surface (PES) and related parameters for the excited states involved in the observed signals. Typically, the theoretical calculation for the excited state of many-electron systems requires approximations for the electronic state, which intrinsically limits the accuracy of the calculated spectra.

To overcome the shortcomings of pump–probe spectroscopic methods, time-resolved X-ray/electron diffraction (or scattering) techniques have been developed by using short X-ray or electron pulses as direct structural probes instead of optical pulses.\textsuperscript{3–12} Since the diffraction signal is the Fourier transform of the pair distribution function of electron density, it can provide direct structural information of a target molecular system via a well-established mathematical relation.\textsuperscript{13,14} In this regard, the diffraction signals obtained in a time-resolved manner contain information on the real-time structural change of the molecules participating in reactions. In other words, the time-resolved diffraction signal can be expressed with a formula as a function of the structural change of target molecules undergoing a reaction. Such a well-defined mathematical relationship makes it possible to accurately calculate theoretical time-resolved diffraction signals from hypothesized molecular structures of the species involved in the reaction. Fitting the theoretical signals to the experimental time-resolved diffraction signals by using the structural parameters as fitting parameters allows determining molecular structures of reaction intermediates, which is generally not obtained directly from pump–probe spectroscopic data. X-ray diffraction intensity is quantitatively proportional to a term containing the number of electrons in an atom, which in turn means that the diffraction signal is proportional to the number of atoms and molecules in the irradiated volume. This scalability of the diffraction intensity means that time-resolved diffraction signals can have low sensitivity to minor species but contain information on global population kinetics of all species involved in the reaction. It is not trivial to obtain such global population kinetics from pump–probe spectroscopic data. These characteristics of time-resolved diffraction with respect to time-resolved spectroscopy make the time-resolved diffraction a highly complementary tool for pump–probe spectroscopic techniques. In short, time-resolved spectroscopy mainly observes the electronic dynamics while the time-resolved diffraction captures the nuclear dynamics. In terms of structural dynamics, spectroscopic methods require an additional layer of computing electronic properties of the system to render the spectroscopic signals from structural models. For time-resolved diffraction, even though the interpretation of the signals often requires quantum or DFT calculations for initial guesses for the structures of solute molecules and MD simulations for cage structures, translation of a model structure into experimental diffraction/scattering signals is more straightforward.

Time-resolved diffraction can be applied to molecules in diverse phases, including gas, liquid, and solid. Among them, the application of time-resolved diffraction to the systems in the liquid phase has great importance for the following reasons. First, numerous chemical and biological reactions occur in the liquid phase. Second, the liquid phase offers a microscopic environment for a molecule to interact with other molecules such as solvent molecules. In this regard, the liquid phase allows investigating the interaction between molecules, which can influence the reaction dynamics. For a system in the liquid phase, X-rays can be a better structural probe than electrons considering the higher transmittance of X-rays compared to electrons. Indeed, it has been demonstrated that time-resolved X-ray solution scattering (TRXSS), also known as time-resolved X-ray liquidography (TRXL), can unveil structural dynamics of various chemical reactions in the liquid solution phase.\textsuperscript{15} TRXL experiments at third-generation synchrotrons have contributed to revealing the kinetics and structures of reactants and intermediates participating in photoreactions of various molecular systems, covering from small molecules to macromolecules such as proteins with a time resolution of \textasciitilde 100 ps. From those studies, the photodissociation of haloalkanes (\textsuperscript{16,18} \(\text{C}_2\text{H}_4\text{I}_2\)), halogen compounds (\(\text{Br}_2,\text{I}_2\)), and metal halides (\(\text{Hgl}_2,\text{HgBr}_2,\text{Bi}_2\)) can be obtained through the small-angle X-ray scattering (SAXS) region of TRXL signals, and more detailed structures such as the movement of alpha helices or beta sheets can be obtained through the signal from the wide-angle X-ray scattering (WAXS) region of TRXL signals. Examples of representative proteins studied using TRXL are hemoglobin (Hb),\textsuperscript{28} myoglobin (Mb),\textsuperscript{36–40} homodimeric hemoglobin (HbI),\textsuperscript{41–43} photoactive yellow protein (PYP),\textsuperscript{44,45} cytochrome c (cyt-c),\textsuperscript{46–48} and bacteriorhodopsin (br),\textsuperscript{49} phycocyanin,\textsuperscript{50–51} and cyclophilin A (CypA),\textsuperscript{52} and light-oxygen-voltage (LOV) domain.\textsuperscript{53,54}

One of the weak points of synchrotron-based TRXL studies is the insufficient time resolution, which is typically limited to \textasciitilde 100 ps set by the temporal width of the X-ray pulse generated by synchrotrons. Hence, investigating the ultrafast structural dynamics that occur in the femtosecond time scale was not possible with synchrotron-based TRXL. The advent of XFELs changed the situation and allowed overcoming such a limitation with femtosecond TRXL (fs-TRXL). Due to the different X-ray generation mechanisms in a synchrotron and an XFEL, the generated X-ray pulses have vastly different characteristics. In a synchrotron, the electron bunches travel following a series of magnets aligned along a closed-loop path, and the X-ray radiation occurs in an insertion device such as an undulator. In contrast, in an XFEL, X-ray pulses are generated via self-amplified spontaneous emission (SASE) from micro-bunched electrons produced inside a long series of linearly arranged undulators.\textsuperscript{55} During the SASE process, X-ray pulses are produced with much higher intensity, brilliance, and coherence, as well as a shorter temporal width compared to those generated in a synchrotron. XFELs provide hard X-ray pulses with \textasciitilde 10\textsuperscript{12} photons per pulse and a temporal width of \textasciitilde 50 fs.
compared with ~10³ and ~10⁴ ps at a typical synchrotron. Along with the temporal width shortened to the level of several tens of femtoseconds, these improvements offer an opportunity to observe much finer molecular behaviors that could not be investigated with synchrotron sources. In addition, the improved photon flux of the X-ray pulse in an XFEL renders a substantial reduction in the acquisition time for collecting signals with an appropriate level of signal-to-noise ratios. XFEL facilities providing hard X-rays include LCLS, SACLA, PAL-XFEL, European XFEL, and SwissFEL.

In addition to fs-TRXL, there are many other time-resolved techniques, such as time-resolved gas-phase X-ray scattering, time-resolved serial femtosecond crystallography (TR-SFX), time-resolved X-ray emission spectroscopy (TR-XES), and X-ray transient absorption spectroscopy (XTA), which is also known as time-resolved X-ray absorption spectroscopy (TR-XAS), that attained the femtosecond time resolution with the advent of XFELs. Using these experimental techniques, numerous systems of physicochemical and biological importance have been studied in the gas and solid phases as well as the liquid solution phase. Thus, the scope of all time-resolved studies using XFELs is too wide to cover. In this review, instead, we focus on solution-phase photochemical reactions and discuss various molecular systems studied using fs-TRXL. Even with this narrowed focus, the number of molecular systems studied via fs-TRXL is not small. So far, fs-TRXL studies on 15 molecular systems, including [Co(terpy)²]⁺, [Ru(CN)₆]³⁻, [Ru₂(CO)₁₂], [(bpy)₂Ru₁(tpphz)₁Co₃(bpy)₂]⁺, [Fe(bipy)²]⁺, [Fe(bpy)₃]⁺, [Ir₂(dimen)₂]⁺, [NCFe(CN)₅]₋, [NH₄]₃Ru⁺, [Pt₄(P₂O₇H₂)₄]₄⁻, and myoglobin, have been reported. We divide our discussion into the major categories of bond cleavage/formation (Section 3), charge distribution and electron transfer (Section 4), orientational dynamics (Section 5), solvent dynamics (Section 6), coherent nuclear wavepacket dynamics (Section 7), and protein structural dynamics (Section 8). Before introducing the various studies using fs-TRXL, we briefly describe the experimental setup and analysis scheme in Section 2. Since the chemical dynamics in the femtosecond timescale normally involve multiple electronic states, it is often difficult to fully elucidate the dynamics by relying solely on the structural information from fs-TRXL. In such cases, molecular dynamics simulations or spectroscopic methods providing complementary information on the energetics and structural dynamics were used in several studies. Depending on the reaction dynamics of interest, such information plays a pivotal role and, therefore, will also be discussed with the results of fs-TRXL experiments.

2. Experiments and data analysis

2.1. Data collection

The TRXL experiment is conducted during the assigned beam time in a large facility providing X-ray pulses and with the general pump–probe experimental geometry. The sample is typically provided in the form of a liquid jet so that a fresh sample is delivered at every pump–probe event. In the fs-TRXL experiment at an XFEL, a 50 μm–100 μm thick liquid jet is used to reduce the velocity mismatch in the liquid sample between the optical pump laser pulse and the X-ray probe pulse and to increase the temporal resolution. The scattering signal is obtained in the form of an image measured by an area detector located at a certain distance from the liquid jet. By subtracting the scattering images at a negative time delay (pump-off signal) from those at positive time delays (pump-on signal), the difference scattering images in which the large background by the unexcited sample is removed are obtained at various time delays between the optical pump pulse and the X-ray pulse. X-ray pulses generated at an XFEL have different characteristics compared with those at a third-generation synchrotron. With a much shorter pulse width, which is advantageous in terms of time resolution, X-ray pulses at an XFEL have larger fluctuations in intensity, arrival time, and energy due to the stochastic characteristics of SASE radiation. For this reason, in fs-TRXL experiments performed at a beamline of an XFEL, the timing-jitter between the X-ray pulse and the optical laser pulse needs to be corrected to improve the temporal resolution. As one method, by using a timing tool that measures the arrival time of the X-ray pulse compared to the optical laser pulse, the actual timing-jitter is stamped for every scattering image, and the timing-jitter can be corrected through post-processing.

Additionally, random and systematic noises are contained in the fs-TRXL data due to larger fluctuations in intensity and energy of X-rays, in addition to the instability of thin liquid jets and inherent noises in detectors. Therefore, it is necessary to properly remove such noise before actual data analysis. For this reason, several methods have been devised for noise processing.

In contrast to well-ordered samples such as crystals, the molecules in a liquid sample generally have random orientations, yielding isotropic diffuse scattering images. Such isotropic scattering images are generally analyzed by reducing their dimension from two-dimensional images to one-dimensional curves through an azimuthal average, in which the average scattering intensities are obtained as a function of the modulus of the momentum transfer vector, q. The obtained one-dimensional difference scattering curve contains transient structural information in the form of an atomic pair distribution, in which the orientation of molecules is averaged. The data obtained at a synchrotron are usually processed in this manner, where the molecular orientation is assumed to be random. In contrast, the scattering image obtained using XFEL is, in general, largely anisotropic immediately after excitation and gradually turns isotropic. The main contributions to this anisotropic signal are the transient alignment effect of solvent molecules by the electric field of the pump laser (Kerr effect), the preferential excitation of the solute molecules with a transition dipole moment parallel to the polarization direction of the optical pump laser (photoselective alignment), and the subsequent structural change of the solute and cage. Since the anisotropic signal decays by randomizing orientation within several hundred femtoseconds to several tens of picoseconds depending on the origin, such an anisotropic signal is not observed in typical TRXL data from a synchrotron with...
a temporal resolution of 100 ps. The anisotropic scattering signal can be mathematically separated into the isotropic component and the anisotropic component in the form of a one-dimensional curve as a function of \( q \).

The anisotropic signal provides another degree of freedom for the structural analysis and therefore has the potential to be usefully exploited to study structural dynamics. In the fs-TRXL studies so far, the azimuthally average signal or isotropic component of signals has been mainly analyzed. Even though there are some cases in which anisotropic components originating from solute molecules are analyzed, examples where the anisotropy for the cage term is fully analyzed are still rare.

### 2.2. Data analysis

The TRXL signal is obtained as a difference scattering signal by subtracting the pump-off scattering signal from the pump-on scattering signal, as shown in the following equation:

\[
\Delta S(q, t) = S_{\text{on}}(q, t) - S_{\text{off}}(q) = \Delta S_{\text{solute}} + \Delta S_{\text{cage}} + \Delta S_{\text{solvent}}
\]

where \( S_{\text{on}}(q, t) \) is the pump-on scattering signal, \( S_{\text{off}}(q) \) is the pump-off scattering signal, \( \Delta S_{\text{solute}} \) is the solute term, \( \Delta S_{\text{cage}} \) is the cage term, \( \Delta S_{\text{solvent}} \) is the solvent term, and \( \Delta S_{\text{sol-rel}} \) denotes the solute-related term. The signal equals the sum of the solute term from the internal structural change of moleucles, the cage term from the change in interatomic distance between solvents and solutes, and the solvent term from the change in the bulk solvent structure due to the change in temperature and density.

Each term can be expressed as follows:

\[
\Delta S_{\text{solute}} = \frac{1}{R} \sum_k c_k(t) \left[ S_{k,\text{solute}}(q, t) - S_{k,\text{solute}}(q) \right] \tag{2}
\]

\[
\Delta S_{\text{cage}} = \frac{1}{R} \sum_k c_k(t) \left[ S_{k,\text{cage}}(q, t) - S_{k,\text{cage}}(q) \right] \tag{3}
\]

\[
\Delta S_{\text{solvent}} = \Delta T(t) \left( \frac{\partial S}{\partial T} \right)_T + \Delta \rho(t) \left( \frac{\partial S}{\partial \rho} \right)_T \tag{4}
\]

where \( R \) is the ratio of the number of the solute molecules to that of the solute molecules, \( k \) is the index of the solute species, \( c_k(t) \) is the fractional concentration of the \( k \)th species at time delay \( t \), \( S_{k,\text{solute}}(q, t) \) is the scattering intensity from the \( k \)th species, \( S_{k,\text{solute}}(q) \) is the scattering intensity from the solute at its ground state, \( S_{k,\text{cage}}(q, t) \) is the scattering intensity from the cage of the \( k \)th species, \( S_{k,\text{cage}}(q) \) is the scattering intensity from the cage of the ground-state solute molecule, \( \Delta T(t) \) is the temperature change, \( \Delta \rho(t) \) is the density change, \( \left( \partial S / \partial T \right)_T \) is the difference scattering signal from a change in temperature at constant density, and \( \left( \partial S / \partial \rho \right)_T \) is the difference scattering signal from a change in density at a constant temperature.

For \( \Delta S_{\text{solute}} \) in eqn (2), \( S_{k,\text{solute}}(q, t) \) can be expressed as follows:

\[
S_k(q, t) = 2(2\pi)^2 \sigma_T \sum_n P_n(\cos \theta_n) s_n(q, t) \tag{5}
\]

where \( \sigma_T \) is the Thomson scattering cross-section, \( \theta_n \) is the angle between the laser polarization axis and the scattering vector, \( P_n \) are the Legendre polynomials, and

\[
s_n(q, t) = (-1)^{n/2} k_n(t) \sum_{ij} f_i(q) f_j(q) P_n(\cos \theta_{ij}) j_n(q r_{ij}) \tag{6}
\]

where \( j_n \) are the spherical Bessel functions and \( f(q) \) is the atomic form factor of atom \( i \), and \( k_n(t) \) is the rotational coefficient, which decays from its initial value of 2 to 0 according to the rotational correlation time of the molecules, and \( \theta_{ij} \) is the angle between the transition dipole vector and the vector connecting atom \( i \) and atom \( j \). For the simplest anisotropic case where one-photon absorption is dominating, the signal can be described by considering only the \( n = 0 \) and \( n = 2 \) terms:

\[
s_0(q, t) = \sum_{ij} f_i(q) f_j(q) \sin(q r_{ij}) / q r_{ij} \tag{7}
\]

\[
s_2(q, t) = -k_2(t) \sum_{ij} f_i(q) f_j(q) P_2(\cos \theta_{ij}) j_2(q r_{ij}) \tag{8}
\]

where \( P_2(x) = (3x^2 - 1)/2 \), \( j_2(x) = (3x^2 - 1) \sin(x)/x - 3 \cos(x)/x^2 \), and \( s_0(q, t) \) is the well-known Debye formula. The \( s_0 \) and \( s_2 \) signal components represent the isotropic and anisotropic contributions to the signal, respectively.

For \( \Delta S_{k,cage} \) in eqn (3) where the interatomic pair distances should be considered, a more general expression involving the atomic pair-distribution function \( g_{ij} \), which can be obtained through molecular dynamics (MD) simulations, is exploited to calculate \( S_{k,cage}(q, t) \).

Key parameters for an accurate MD simulation include the atomic charge and the structure of the solute molecule. These parameters are initially obtained via density functional theory (DFT) calculations. In this way, the cage structure of transient species at their equilibrium state can be obtained. In the case of non-equilibrium cage structures, non-equilibrium MD simulations should be performed to get the snapshots of relaxing cage structures as well as the corresponding scattering signals. The isotropic and anisotropic components of \( S_{k,cage}(q, t) \) can be described as follows:

\[
s_0 = \sum_q f_i(q) f_j(q) N_i(N_j - \delta_{ij}) / V \times 4\pi \int_0^\infty g_{ij}(r) \sin(q r) r^2 \sin(\theta_{ij}) d\theta_{ij} d\phi \tag{9}
\]

\[
s_2 = -k_2(t) \sum_q f_i(q) f_j(q) N_i(N_j - \delta_{ij}) / V \times 2\pi \int_0^\infty \int_0^\pi g_{ij}(r, \theta_{ij}) j_2(q r) P_2(\cos \theta_{ij}) r^2 \sin(\theta_{ij}) d\theta_{ij} d\phi \tag{10}
\]

where \( f_i(q) \) is the atomic form factor of atom \( i \), \( N_i \) is the number of atoms for atom-type \( i \), \( \delta_{ij} \) is the Kronecker delta where \( \delta_{ij} = 0 \) if \( i \neq j \) and 1 if \( i = j \), \( V \) is the volume of the box for MD simulation, \( g_{ij}(r, \theta_{ij}) \) is the angle-resolved pair-distribution function, \( \theta_{ij} \) is the angle between the transition dipole vector and the vector connecting atom \( i \) and \( j \).
When the time dependence of $r_j$ is considered, a so-called molecular movie can be created by obtaining a signal of a real-time change in molecular structure. Such analysis has recently been frequently utilized to analyze fs-TRXL signals obtained at XFELs, as will be discussed throughout this review.

The solvent term (eqn (4)) contains $\langle \delta S/\delta T \rangle_T$ and $\langle \delta S/\delta \rho \rangle_T$, which are the dependence of scattering intensity on temperature and density changes, respectively. The atomic pair-distribution function between solvent molecules can be obtained through MD simulation performed at various temperatures and densities to calculate $\langle \delta S/\delta T \rangle_T$ and $\langle \delta S/\delta \rho \rangle_T$. However, in general, $\langle \delta S/\delta T \rangle_T$ and $\langle \delta S/\delta \rho \rangle_T$ are obtained from a separate experiment in which the solvent heating signals from a dye solution are measured to obtain those two derivative terms. Detailed experimental methods and examples for this are described elsewhere. The experimental heating signals corresponding to $\langle \delta S/\delta T \rangle_T$ and $\langle \delta S/\delta \rho \rangle_T$ can be obtained relatively simply and accurately through the experiment. Often, the difference scattering signals of $\langle \delta S/\delta T \rangle_T$ and $\langle \delta S/\delta \rho \rangle_T$ obtained from MD simulations do not describe the experimental data as satisfactorily as the experimentally obtained heating signals do. For these reasons, the experimental method is typically preferred over MD simulations.

The experimental scattering intensity is scaled to the absolute electronic intensity based on the unperturbed scattering intensity of one solvent molecule and can be directly compared with the theoretical signal obtained using eqn (1)-(10). The structural and kinetic information of chemical reactions is obtained by fitting the experimental data, $\Delta S_{\text{exp}}$, using the theoretical signals, $\Delta S_{\text{theory}}$. In the fitting process, the fitting parameters such as $r_j(t)$ used to construct $\Delta S_{\text{theory}}$ are optimized. For the signal in the time scale comparable to an instrumental response function (IRF) in the vicinity of time-zero, the theoretical curve obtained through eqn (1)-(10) is convolved with the IRF prior to comparison with the experimental curves. In this case, the structural movement occurring near time-zero is modeled by assuming a time-dependent function, and often, a polynomial is used. Finally, fitting the experimental curves to the theoretical curves results in the quantitative structural, kinetic, and thermodynamic information, including the transient molecular structures, the concentration profile of each species, and the temperature or density changes of solvent. During the fitting process, the value of $\chi^2_{\text{red}}$ expressed by the following equation is minimized to fit the experimental curves with theoretical curves.

$$\chi^2_{\text{red}} = \frac{1}{N-p-1} \sum_{j} \sum_{i-\text{time delay}} \left( \frac{\Delta S_{\text{exp}}(q, t_j) - \Delta S_{\text{theory}}(q, t_j)}{\sigma_q} \right)^2$$

where $N$ is the number of data points, $p$ is the number of fit parameters, and $\sigma_q$ is the standard deviation of the intensity of the TRXL signal at the $i$th $q$ ($\{q_i\}$) of the $j$th time delay ($t_j$). Depending on the purpose, $\chi^2_{\text{red}}$ at each time delay can be minimized independently, or a single $\chi^2_{\text{red}}$ for the signals over the entire time delays can be minimized based on a kinetic model, which is called a global fitting analysis. Alternatively, a kinetic model can be established using the time constants obtained by fitting the right singular vectors from singular value decomposition (SVD), and subsequently, the species-associated difference scattering curves (SADSSs) can be obtained via principal component analysis (PCA). Then, fitting the SADSSs using theoretical curves results in the corresponding transient structures of the reacting molecules. Through multivariable optimization minimizing the $\chi^2_{\text{red}}$, the structural dynamics of the transient molecules can be obtained. Usually, any further support of theoretical models or simulations are not needed except for calculating the cage signals ($\Delta S_{\text{cage}}$). In some cases, quantum mechanics/molecular mechanics (QM/MM) simulations are used to simulate the structural dynamics as well as kinetics of the transient molecules, and the calculated scattering signals based on the QM/MM results are compared with the experimental TRXL data or used in the process of multivariable fitting against experimental TRXL data.

### 2.3. Sensitivity toward molecular structure

The fitting of the TRXL signal is performed by using various structural parameters such as the internuclear distances as fitting parameters, and it is important to select appropriate structural parameters for the fitting. In this sense, it is useful to estimate how sensitively the TRXL signal is affected by various factors such as the internuclear distances and atomic positions. One way to quantify the sensitivity of the TRXL signal is to use $q_{\Delta}(q)$, which is the standard deviation of $q\Delta S(q)$ upon various structural changes. The more sensitive the TRXL signal is to the structural changes, the larger $q\Delta S(q)$ is, since $q\Delta S(q)$ would change more. If $q\Delta S(q)$ is summed over a $q$ range, the summed $q\Delta S(q)$ can be used to estimate the relative sensitivities. The relative sensitivities of the TRXL signal can be visualized via a sensitivity plot. An example of sensitivity plots is shown in Fig. 1. The larger the relative sensitivity of an atomic position, the larger the radius of a sphere. Similarly, the color of an internuclear distance becomes darker as the relative sensitivity of an internuclear distance increases. The sensitivity plot offers an intuitive way to compare the sensitivities of various factors contributing to the TRXL signal, which can help select the

---

**Fig. 1** A sensitivity plot for the dissociation reaction of HgI$_2$, in which HgI$_2$ dissociates into HgI and I radicals. A sensitivity plot visualizes the relative sensitivities of the atomic positions and internuclear distances to a TRXL signal. The relative sensitivity of the atomic position is indicated by the radius of the sphere, and the relative sensitivity of each internuclear distance is indicated by the color of the line. As the relative sensitivity increases, the radius of a sphere increases, or the color of a line becomes darker. Reproduced from ref. 100 with the permission of John Wiley & Sons, copyright 2022.
structural parameters for the fitting of the TRXL signal. For example, the structural parameters with high relative sensitivities can be selected for fitting parameters.

3. Bond cleavage and formation

Chemical reactions often involve processes where chemical bonds of reactants are broken, and subsequently new bonds are formed to yield products having molecular structures different from those of reactants. Reaction intermediates, which are transiently formed and eventually transform to the reaction products or regenerate the reactants, can play crucial roles in determining the reaction mechanism. Thus, identifying the structures of reaction intermediates in the course of chemical reactions is an important step toward understanding the chemical reactions and finally controlling those reactions. In this respect, TRXL has been successfully applied in many photochemical reactions to unravel the structures of transiently formed intermediates and their kinetics. X-ray free-electron lasers (XFELs) have allowed for improving the temporal resolution of the TRXL experiment down to the femtosecond regime and enabled the visualization of the moment of bond formation as well as cleavage. In the following, the molecular systems relevant to the topic of bond cleavage and formation are reviewed.

3.1. \([\text{Au(CN)}_2^-]_3\) in water

Photoinduced bond dissociation, isomerization, and subsequent chemical dynamics have been intensely studied by various time-resolved methods, including the studies introduced in the following sections. On the other hand, photochemical reactions initiated by a bond formation have rarely been studied, in terms of ultrafast chemical dynamics, because of the bimolecular nature of the bond formation process; it is difficult to initiate the bimolecular bond formation, which is generally limited by slow diffusion of reactants, by the laser excitation of the reactants in a synchronized manner.

In this regard, the oligomers of \([\text{Au(CN)}_2^-]_3\) afford a unique opportunity to investigate the structural dynamics initiated by an ultrafast bond formation process. The \([\text{Au(CN)}_2^-]_3\) complexes are weakly bound to each other, forming oligomers with bent structures, \([\text{Au(CN)}_2^-]_n\), by a non-covalent interatomic interaction between Au atoms. This interaction originates from the relativistic effect called aurophilicity, which refers to a tendency of Au(i) species to form clusters or oligomers via non-covalent interaction between Au(i) atoms. Whereas the aurophilic interaction is as weak as hydrogen bonds, the photoexcitation of the electron from the antibonding \(\sigma^*\) to the bonding \(\sigma\) orbital leads to the formation of tight covalent bonds between the Au atoms. Because the Au atoms in the ground state of \([\text{Au(CN)}_2^-]_3\) are already located in close proximity, the photoinduced Au–Au bond formation occurs without being limited by slow diffusion through the solvent.

The bond formation process and subsequent structural dynamics of \([\text{Au(CN)}_2^-]_3\) complexes were initially investigated using femtosecond transient absorption (TA) spectroscopy. As the model system, the trimer, \([\text{Au(CN)}_2^-]_3\), in aqueous solution was selected, as it is the most simple and prototypical system. Through the TA study, three representative time constants of 500 fs, 2 ps, and 2 ns were observed during the relaxation dynamics of the excited-state \([\text{Au(CN)}_2^-]_3\). In particular, the 500 fs, 2 ps, and 2 ns dynamics were attributed to the singlet excited state \((S_1)\) to the triplet excited state \((T_1)\) intersystem crossing (ISC), bent-to-linear structural change in the \(T_1\) state after the Au–Au bond formation, and the tetramer formation \(\text{via}\) the reaction between the \(T_1\) trimer and a monomer by diffusion process, respectively. Because the TA signal is not directly related to the molecular structure, the assignments had to rely on the complementary quantum chemical calculation. Since the lack of direct structural information can sometimes lead to missing or misinterpretation of important information, the bond-formation dynamics of \([\text{Au(CN)}_2^-]_3\) had to be further investigated. Indeed, later molecular dynamics simulations on the \([\text{Au(CN)}_2^-]_3\) suggested a different mechanism in which the bent-to-linear structural relaxation with the formation of the Au–Au bond occurs on the sub ps time scale while the \(S_1\) to \(T_1\) ISC takes place at the linear structure after the fast relaxation process.

The discrepancy between the suggested mechanism from the TA signal and quantum chemical calculation has been resolved by the fs-TRXL study on \([\text{Au(CN)}_2^-]_3\) in an aqueous solution by Kim et al. Three kinetic components with time constants of 1.6 ps, 3 ns, and 100 ns were obtained from the analysis of fs-TRXL signals. The kinetic component of 500 fs, identified and assigned to the ISC in the previous TA study, was not observed in the fs-TRXL signals. Because the TRXL signal is sensitive only to processes accompanying structural changes, the lack of the 500 fs component in the fs-TRXL signal suggests that the ISC does not involve any significant structural change. In fact, a later femtosecond time-resolved luminescence study on \([\text{Au(CN)}_2^-]_3\) revealed that the ISC proceeds in an even much faster time scale (<20 fs). Meanwhile, the two earlier time constants (1.6 ps and 3 ns) are similar to those obtained from the TA signals. While the 3 ns component is consistent with the assignment of the tetraterm formation, the 1.6 ps component was assigned to a different process. In the TA study, these picosecond dynamics were assigned to the conformational change from bent to linear geometry. According to the fs-TRXL study, however, the bent-to-linear structural transition is found to occur in a much faster timescale than a few picoseconds. The structural information obtained from the fs-TRXL signal unambiguously indicates that the Au–Au bond formation and bent-to-linear structural transition of the trimer occurs within 200 fs rather than the timescale of 2 ps determined in the TA study (Fig. 2a). A more recent fs-TRXL study on the same molecular system with an improved temporal resolution has succeeded in observing the atomic trajectories during the ultrafast Au–Au bond formation and bent-to-linear transformation. Specifically, the photoexcited \([\text{Au(CN)}_2^-]_3\) follows an asynchronous bond-formation mechanism in which one Au–Au bond is formed within 35 fs first, and the other bond is formed later in a much slower timescale (~360 fs) through the delayed movement of the remaining Au atom around the preformed Au–Au moiety, eventually constructing a linear
structure. Some representative structures during the bond-formation and bent-to-linear structural transition are shown in Fig. 2b. Then, the linear \([\text{Au(CN)}_2^-]_3\) complex undergoes further structural relaxation of Au–Au bond contraction with the time constant of 1.6 ps. Finally, a tetramer, \([\text{Au(CN)}_2^-]_4\), is formed with the time constant of 3 ns and decays to the ground-state trimer of bent structure with the apparent time constant of 100 ns.

This work presents the first example to visualize the process of ultrafast bimolecular bond formation. Furthermore, a series of studies on \([\text{Au(CN)}_2^-]_3\) complex using both fs-TRXL and time-resolved spectroscopies provide a prime example that structural information plays an important role in accurately understanding chemical reaction mechanisms.

### 3.2. BiI₃ in acetonitrile

Bismuth triiodide (BiI₃) with a trigonal pyramidal structure incorporating Bi as the center atom serves as a model system to investigate the chemical dynamics of bismuth halides. A TRXL study at a synchrotron with 100 ps temporal resolution investigated the photochemical reaction dynamics of BiI₃ in acetonitrile solution and found that BiI₃ undergoes complex photoreactions involving two parallel reaction pathways. Specifically, upon 400 nm excitation, a BiI₃ molecule (i)
dissociates to yield radical fragments, BiI\(_2\) and I\(_{-}\), or (ii) isomerizes to form iso-BiI\(_2\)-I. The photodynamics of BiI\(_3\) is schematically depicted in Fig. 3a.

The isomer of BiI\(_3\) is analogous to the isomers of geminal tribromides (XBr\(_2\) where X = CH, B, or P) or isomers of halocarbons such as CH\(_3\)I, CH\(_2\)Br, CH\(_3\)BrI, or CF\(_3\)I. Generally, those isomers are formed by radical recombination via collision with the solvent cage in several hundreds of femtoseconds to tens of picoseconds. However, in a spectroscopic study on the photodissociation of several geminal tri-bromides, it was found that an isomer, iso-XBr\(_2\)-Br is formed, regardless of the coordination center, via roaming-mediated isomerization within 100 fs, which is too fast to be assigned as radical recombination through collision with solvent cage.\(^{106}\) The roaming reaction was initially proposed to explain the formation of vibrationally excited molecular hydrogen from the decomposition reaction of formaldehyde (H\(_2\)CO) in the gas phase,\(^{109}\) and is now regarded as a ubiquitous mechanism for the photoinduced dissociation and isomerization reactions in gas as well as solution phase. In a roaming reaction, the molecular product is generated through the wandering motion of the incipient fragments in the van der Waals region of typically 3–8 Å, which is the origin of the term ‘roaming’. So far, however, the nuclear trajectories of the reacting molecules during a roaming reaction have been demonstrated only through theoretical simulations. In this regard, fs-TRXL can offer an opportunity to directly observe the ultrafast structural motions during the roaming reactions.

To uncover the underlying mechanism for the formation of the isomer species as well as the structural movement involved in the early stage of the two reaction pathways, BiI\(_3\) in acetonitrile solution was investigated from 0 fs to 100 ps using fs-TRXL by Choi et al.\(^{69}\) Analysis of the fs-TRXL data for the BiI\(_3\) solution revealed that an early isomer with a slightly different structure than the previously found late isomer, iso-BiI\(_2\)-I, is formed at the early stage of the photoreaction. In particular, the obtained snapshots of the molecular structures during the isomerization unveiled that the early isomer is mainly formed via the movement of the partially dissociated iodine atom within 100 fs, as shown in Fig. 3b, which is much faster than the time scale of the geminate recombination via collisions with the solvent cage.\(^{107}\) Thus, the observed ultrafast isomerization via intramolecular rearrangement in the long-range distance was attributed to the roaming-mediated isomerization. On the other hand, for the BiI\(_3\) molecules undergoing complete dissociation, the structural motion for dissociation is captured in the form of the continually increasing distance between the bismuth atom and one of the three iodine atoms, as shown in Fig. 3c. Specifically, the Bi–I1 distance is elongated with a mean velocity of \(\sim 11\) Å ps\(^{-1}\) followed by a relatively slow mean velocity of \(\sim 3\) Å ps\(^{-1}\). Additionally, the broadening of the wavepacket of the dissociating molecule is reflected through the increasing root-mean-squared displacement (\(\sigma\)) of the Debye–Waller factor (DWF) applied to the atomic pairs containing the departing iodine atom.

The BiI\(_3\) molecules in the two reaction pathways show distinctly different structural movements, as shown in Fig. 3d–f. With respect to the Bi–I distance, BiI\(_3\) molecules in both pathways similarly increase up to \(\sim 100\) fs, showing the frustrated bond fission of the Bi–I bond, but the Bi–I distance for the isomerization pathway stops increasing thereafter while that of dissociation pathway keeps increasing further away (Fig. 3d). The Bi–I–I angle and I–I–I distance also show distinct contrast. For the isomer formation, a significant increase in the Bi–I–I angle and decrease in I–I–I distance are observed, whereas only a marginal increase in Bi–I–I angle with continuously increasing I–I–I distance are observed for the dissociation of BiI\(_3\) (Fig. 3e and f). These structural contrasts vividly visualize the characteristic features of both roaming-mediated isomerization and dissociation. Moreover, through this work, the time-resolved structural motions related to the roaming reaction have been experimentally captured for the first time.

### 3.3. I\(_3^-\) in methanol

I\(_3^-\) is widely known as a model system for photodissociation dynamics studies. Upon photo excitation, I\(_3^-\), dissociates into I\(_3^-\) + I radical.\(^{110–112}\) According to the results of spectroscopic studies and TRXL results from a synchrotron, I\(_3^-\) has an asymmetric bent structure in solvents such as water and methanol, which have a strong dipole interaction with I\(_3^-\).\(^{30,113–115}\) These results raised questions about the interpretations on the photodissociation dynamics of I\(_3^-\). In a non-polar solvent in which I\(_3^-\) has a symmetric linear structure, the terminal I atoms are in a chemically ‘equivalent’ environment, and two directions of bond dissociation are also equivalent. On the other hand, the two terminal I atoms of I\(_3^-\) in water or methanol are in chemically different environments due to the asymmetric bent structure of I\(_3^-\) in those solvents.\(^{116–118}\) Thus, it is worth discussing which of the asymmetric I-I bonds (one is a longer I-I bond, and the other is a shorter I-I bond) dissociates upon photoexcitation. Many studies had attempted to provide evidence of the direction of bond dissociation using computational tools and ultrafast electron diffraction.\(^{119–121}\) However, direct evidence for the shorter-bond dissociation from the experimental observation without theoretical support had not been provided. This question was recently addressed \(\text{via}\) fs-TRXL experiments at XFELs by Heo et al.,\(^{89}\) which allowed a significantly improved signal-to-noise ratio thanks to the high photon flux. In addition, if the relationship between the charge distribution and the direction of the bond dissociation can be obtained, such results can provide invaluable insights into how the atomic charge distribution is linked to which bond dissociates. This issue related to charge distribution is discussed in a later section (Section 4.1).

Based on the analysis of the fs-TRXL data, the structure of I\(_3^-\) in methanol was determined to be asymmetric and bent (Fig. 4a, \(R_{AB} = 3.09 \pm 0.01\) Å, \(R_{BC} = 2.96 \pm 0.01\) Å and \(\theta = 152 \pm 0.4^\circ\)). Such an asymmetric and bent structure had also been suggested by spectroscopic studies.\(^{89,90}\) To determine the direction of the bond dissociation of the molecule, the anisotropic information of the molecular orientation and the corresponding anisotropic scattering signals were considered (Fig. 4). Because the anisotropic scattering signal arises from the anisotropic orientational distribution of the excited I\(_3^-\)
induced by the polarization direction of the linearly polarized pump laser, analyzing anisotropic scattering signal should provide critical information on the anisotropy of the molecules: (1) anisotropic orientation of the molecules indicating which transition dipole would be excited during the excitation, (2) the overall information on the orientation and diffusive motion of reactant and product molecules. Among these two issues, the latter is covered in a later section (in Section 5.2). For the former issue, analysis of the anisotropic fs-TRXL data for the I$_3^-$ is used to fit the isotropic and anisotropic data simultaneously. (d) The wRS for the isotropic data. (e) The wRS for the anisotropic data. Reproduced from ref. 93 with the permission of Springer Nature, copyright 2022.

3.4. CH$_2$I$_2$ in methanol and cyclohexane

The photodissociation reaction of diiodomethane (CH$_2$I$_2$) in solution has been widely studied as a model system for understanding chemical bond fission and subsequent photochemical reaction. Ultraviolet (UV) light (200-300 nm) absorption induces C–I bond cleavage and generates CH$_2$I + I$^-$ radical fragments. Some portion of the radical fragments recombines to yield an isomer species within the picoseconds timescale, which has rarely been observed in the gas phase. Early spectroscopic studies investigated the photodissociation timescales and confirmed the formation of the isomer in solution. Although these studies suggested that the isomer formation occurs via the in-cage recombination between the radical fragments that fail to escape the solvent cage shell. It was not trivial to specify the exact timescales for this mechanism due to the overlap of the spectral features between the vibrationally hot photofragments and the photoisomer. Moreover, the atomic trajectories at the onset of the photodissociation, which is the initial step for the isomer formation, as well as the structure of the isomer, remained to be determined. In this regard, TRXL is advantageous in distinguishing the dynamics of the photofragments and that of the photoisomer because TRXL signals are sensitive to the molecular structure. Indeed, the structures and kinetics of the photofragments and the photoisomer from 100 ps to the microseconds time scale were determined using TRXL. Those TRXL studies, however, failed to uncover the detailed mechanism of the isomer formation at the onset of the photoreaction due to the limited temporal resolution. Subsequent studies using fs-TRXL by Panman et al. and Kim et al. revisited the photochemistry of CH$_2$I$_2$ in cyclohexane and methanol, respectively. These studies succeeded in tracking the atomic trajectories during the photodissociation and identified the structural and physical nature of the photoisomer species of CH$_2$I$_2$.

In particular, in the fs-TRXL study of CH$_2$I$_2$ in cyclohexane, geminal radical pairs in the first solvent shell were observed, and two dominating I–I distances of 4.35 ± 0.03 Å and 5.40 ± 0.02 Å, which originate from the rotating CH$_2$I$^-$ fragment, were determined for the radical pairs. The radical pairs subsequently form
the final isomer species biphasically with the time constants of 8 ps and 2.8 ns. A notable fraction of the radical pairs stably remains in the solvent cage for more than several hundreds of picoseconds to nanoseconds. Quantum chemical calculation supported this observation by suggesting the existence of the strong dispersion forces confining the radical pairs within the solvent cage. In addition, the increasing I⋯I distance upon the impulsive photodissociation of the chemical bond was observed, and the relative velocity of the fragments was determined to be 2.1 ± 0.4 Å ps⁻¹. Angular velocity for the CH₂I¹ fragment was estimated to be 4.1 rad ps⁻¹ via the rotational transition between the radical pairs having the two dominating I⋯I distances. The overall reaction dynamics are summarized in Fig. 5a.

Similarly, a geminal radical pair of CH₂I₂ has also been identified in the fs-TRXL study of CH₂I₂ in methanol.⁶⁷ The geminal radical pair stems from the non-covalent interaction between CH₂I¹ and I¹ in a solvent cage and, therefore, does not have a well-defined structure, as has been the case for the study of the radical pair of CH₂I₂ in cyclohexane. This structural feature has been further confirmed by the unusually large σ² value of the DWF for the I⋯I distances of the radical pair of CH₂I₂, which is contrary to the final photoisomer, CH₂I-I, whose σ² for the I⋯I bond length was a typical small value of a well-defined atomic pair distance. The I⋯I distance and σ² of the radical pair of CH₂I₂ in methanol were determined to be 4.17 Å and 0.45 Å⁵, respectively, which are much longer and larger than the values of the I-I bond length (3.15 Å) and σ² (~1.2 × 10⁻³ Å²) of the final photoisomer. Kinetic analysis has shown that the radical pair of CH₂I₂, which is the loosely-bound isomer precursor, transforms into the rigid late isomer (the final photoisomer), CH₂I-I, with a time constant of 6.2 ± 0.2 ps, while the fully dissociated CH₂I¹ and I¹ radicals remain unreacted up to a time scale of 100 ps (see Fig. 5b).

In short, using fs-TRXL, the chemical dynamics of the radical fragments and isomers of CH₂I₂ in two different solvents were unambiguously identified thanks to their distinctly different structures, which was not trivial using time-resolved UV-visible spectroscopic methods because of the superimposed spectral features of the radical fragments and isomer of CH₂I₂. Importantly, it was consistently observed in both studies that a loosely-bound geminal radical pair is involved in the isomer formation process. Although the newly observed intermediate does not have a definite structure by its nature, a key structural parameter, the I⋯I distance, was successfully determined.

3.5. Ru₃(CO)₁₂ in cyclohexane

Ru₃(CO)₁₂, whose molecular structure is shown in Fig. 6a, is a thermally stable metal carbonyl cluster having an equilateral triangle metal core with each Ru atom coordinated by four carbon monoxides, and it has been used as a photocatalyst in photo-activated synthesis. In particular, the metal–metal or metal–ligand bonds in the complex can be selectively broken upon photoexcitation at a specific wavelength, resulting in different photofragmentation pathways so that Ru₃(CO)₁₂ can serve as a wavelength-dependent catalyst in the photocatalytic cycle, enabling the control of photocatalytic reactions. To understand the photochemistry of Ru₃(CO)₁₂, ultrafast infrared (IR) spectroscopy, in which the reaction intermediates were monitored via the absorption bands of the carbonyl ligands, was employed in several studies.¹²⁷,¹²⁸ Several transients in the photoreaction of Ru₃(CO)₁₂ were identified in those studies, and the two representative intermediates are shown in Fig. 6b. For example, under ~267 nm excitation, the CO-loss channel is dominant due to the metal to ligand charge transfer (MLCT) character of the absorption, generating transient species such as Ru₃(CO)₁₁ and a CO-bridged complex, Ru₃(CO)₁₀(μ-CO). Meanwhile, upon ~400 nm excitation, which is attributed to the bonding to antibonding (4dσ → 4dσ*) transition, a comparable portion of the reactants to those losing CO ligand undergoes heterolytic cleavage of a metal-metal bond, yielding a CO-
bridged complex, Ru$_3$(CO)$_{12}$(µ-CO)$_2$. The dynamics of these reaction intermediates are found to be strongly dependent on the properties of the solvent as well.

Following the spectroscopic investigations, synchrotron-based TRXL studies provided fruitful complementary information. Those studies focused on the photochemistry of Ru$_3$(CO)$_{12}$ in the noncoordinating solvent (cyclohexane) under both 266 nm and 400 nm excitation conditions and revealed an additional intermediate, shown in Fig. 6c, as well as the wavelength-dependent reaction kinetics.$^{129,130}$ Briefly, in both wavelength conditions, three reaction intermediates, (i) Ru$_3$(CO)$_{11}$(µ-CO), (ii) Ru$_3$(CO)$_{10}$(µ-CO), and (iii) Ru$_3$(CO)$_{10}$, were identified. For both wavelengths, intermediate (iii) was the dominating species, while intermediate (ii) was only formed only after 50 ns with a small portion in a 266 nm excitation condition. Though the intermediate (iii) contributes as a major species, which has also been confirmed in transient X-ray absorption signals,$^{131}$ this intermediate has not been detected in the IR spectra because it only contains terminal CO ligands without any bridging CO ligands. Thus it is plausible that its IR bands were hidden under the terminal CO-stretching bands of other species.

A recent fs-TRXL study by Kong et al. has disclosed the formation mechanism of the newly found transient, Ru$_3$(CO)$_{10}$, and a new earlier intermediate in cyclohexane (Fig. 6d).$^{132}$ Upon 400 nm excitation, a single Ru–Ru bond is broken to form Ru$_3$(CO)$_{11}$(µ-CO). Subsequently, Ru$_3$(CO)$_{11}$(µ-CO) loses one CO ligand, generating a new intermediate, Ru$_3$(CO)$_{10}$(µ-CO)$_3$, with a reaction rate constant of 6.6 ± 0.5 × 10$^{11}$ s$^{-1}$. Ru$_3$(CO)$_{10}$(µ-CO)$_3$ finally forms Ru$_3$(CO)$_{10}$ by losing another CO ligand and reconstituting the Ru–Ru bond with a reaction rate constant of 1.0 ± 0.2 × 10$^{11}$ s$^{-1}$. The newly found intermediate, Ru$_3$(CO)$_{10}$(µ-CO)$_3$, during the formation of Ru$_3$(CO)$_{10}$ has a triple-bridge structure with a broken Ru–Ru bond. Although it contains bridging CO ligands, it has not been captured in previous transient IR signals. According to DFT calculations, the triple-bridge Ru$_3$(CO)$_{10}$(µ-CO)$_3$ has three IR absorption bands originating from the stretching mode of bridging CO ligands. The IR absorption bands of Ru$_3$(CO)$_{10}$(µ-CO)$_3$, however, either overlap with those of bridging CO or terminal CO ligands of other transients. This case is a good example showing how the structural sensitivity and the ultrafast resolution of fs-TRXL can be exploited to provide complementary information to that provided by spectroscopic observations, especially when some optically silent or hidden species are involved in the photoreaction.

4. Charge distribution and electron transfer

Photoinduced electron transfer (ET) is a fundamental process throughout chemical and biological systems associated with essential processes such as photosynthesis,$^{133,134}$ photoredox reactions,$^{133,134}$ and energy transduction.$^{135}$ Many efforts have been made to rationalize the physical and chemical nature of ET reactions, including how the molecular structure and the surroundings respond to the change of electronic configuration and how they affect the rate of ET.$^{136,137}$ Because the photon energy is transferred via donating the electrons or partial charges from a donor group to an acceptor group during a photoinduced ET reaction, various spectroscopic techniques that can monitor the flow of the energy or change of the oxidation states have been exploited as effective tools for understanding ET processes. Beyond understanding the mechanism of ET reactions in many molecular systems, researchers also have taken a step forward to ultimately controlling the ET reactions. In this regard, it has been found that structural aspects such as the intramolecular vibration and solute–solvent interactions can play a governing role in ET reactions.$^{138}$ Therefore, ET reactions need to be investigated in terms of the structures of reactants and surrounding solvent cages as well as energetics. In this sense, an experiment in which fs-TRXL is combined with spectroscopic methods can be one of the powerful approaches used to accomplish the goal of controlling ET reactions.

4.1. [(bpy)$_2$Ru$^{	ext{II}}$(tpphz)$^1$Co$^{	ext{III}}$(bpy)$_2$]$^{3+}$ in acetonitrile

[(bpy)$_2$Ru$^{	ext{II}}$(tpphz)$^1$Co$^{	ext{III}}$(bpy)$_2$]$^{3+}$ is a bimetallic RuCo complex where bpy is bipyridine and tpphz is tetrapyrido(3,2-000$^{0}$)*$^{0}$* *$^{3}$* 3,2-$a':2',3':4':5':6'-h:2''$*-$3'':4''$:5''$:6''$:7'$]phenazine, and it is known as a ‘molecular wire’. The light-harvesting $^1$Ru$^{	ext{II}}$-based chromophore is linked to an optically dark $^1$Co$^{	ext{III}}$ electron acceptor at a fixed distance of ~13 Å by a bridge of tpphz. Upon photoexcitation, ultrafast ET reaction from $^1$Ru$^{	ext{II}}$ to the $^1$Co$^{	ext{III}}$ center occurs. The $^1$Ru$^{	ext{II}}$ and $^1$Co$^{	ext{III}}$ atoms are in the low-spin (LS) state of ($t_{2g}$)$_6$. The 400 nm excitation of the $^1$Ru$^{	ext{II}}$ side induces a metal-to-ligand charge transfer (MLCT) transition from the $^1$Ru$^{	ext{II}}$ center to the tpphz bridge, whose charge is, in turn, transferred to the $^1$Co$^{	ext{III}}$ center. This ET process involves not only the change of oxidation state of the metal centers but also their spin-state transition and the structural change around the metal center. To disentangle the complicated features of the ET reaction of the RuCo complex, Canton et al. used three different time-resolved techniques, which are optical TA, TR-XES, and fs-TRXL.$^{139}$ The results from each method provided complementary information, giving a more definite picture of the mechanism of the ET reaction of the RuCo complex. Shortly, the ET reaction itself was not monitored with fs-TRXL, but through the optical TA and TR-XES signals. The structural dynamics associated with the ET reaction were then interpreted via fs-TRXL signals.

Dynamics taking place at the Ru center were investigated by an optical TA measurement probing a visible spectral range from 450 nm to 750 nm following a 400 nm photoexcitation. The spectral analysis of TA signals showed that the bridge-localized CT state is instantaneously populated (<50 fs), and the reduced pyrazine state decays with a lifetime of ~490 ± 17 fs to a hot $^3$MLCT state while the hot excited state cools down with an 8 ± 3 ps time constant. The residence time, the duration that the electron donated from the Ru center resides on the bridge, was determined by the optical TA experiment, while the dynamics occurring at the Co side, including the arrival of the electron and the spin-state relaxation of the Co center,
remained elusive. The electronic dynamics for the Co center were uncovered by a Co Kα TR-XES based on 2p to 1s transition. The TR-XES signal indicated that the localization of the electron on the Co center forming the 4CoII(HS) occurs with the time constant of 1.9 ± 0.6 ps, which shows a mismatch with the time taken by the electron to leave the bridge (∼490 fs), implying that the electron could localize on the distal portion of tpphz as a reduced ligand state or on the Co center as a metal-centered state. Based on these observations, a mechanism involving the 3CoII(LS) electronically excited state was proposed, that is [4RuII(¼ CoIII(LS)) + hν (<50 fs) → [4RuII(¼ CoIII(LS))] (490 fs by optical TA) → [4RuII(¼ CoII(LS))] (1.9 ps by XES) → [4RuII(¼ CoII(HS))]]. Finally, the structural relaxation around the Co center and heat-dissipation dynamics were elucidated by fs-TRXL. The Co–N bond elongation by ∼0.2 Å in the 4CoII(HS) was captured, and temperature rise by 1.0 ± 0.1 K of the bulk solvent with the time constant of 12 ± 3 ps was determined. Those results indicated that the charge localization involves very large structural rearrangements occurring almost an order of magnitude faster than the thermalization of the hot molecule. Combining all the observations by optical TA, TR-XES, and fs-TRXL, the mechanism of the ET reaction of the RuCo complex is illustrated in Fig. 7. This work highlights that a combined approach using both X-ray and an optical probe is a powerful method to decipher the energetical and structural dynamics of the intramolecular ET process, especially when optically dark donors or acceptors (the Co center in this study) are involved.

4.2. [Fe(bmip)2]2+ in acetonitrile

Iron–carbene complexes have attracted much attention due to their unusually long 3MLCT lifetime compared with other iron complexes. The long lifetime of the 3MLCT state of iron–carbene complexes has offered the prospect of utilizing iron metal instead of rare elements for solar-energy-converting materials. In general, the MLCT states of Fe(n) complexes are deactivated to the low-lying metal-centered (MC) excited states within hundreds of femtoseconds, which inhibits efficient electron injection. In the iron–carbene complexes, however, the strongly σ-donating carbene ligand destabilizes the MC state, prolonging the lifetime of the MLCT state.139,140 Motivated by the interesting features of iron–carbene complexes, Kunnus et al. investigated an iron–carbene complex [Fe(bmip)]2+, where bmip denotes 2,6-bis(3-methyl-imidazole-1-ylidine)-pyridine, to understand the excited-state dynamics of Fe–carbene complexes.70 The chemical structure and UV-visible absorption spectrum of [Fe(bmip)]2+ are shown in Fig. 8a. In their study, the ET dynamics of [Fe(bmip)]2+ were observed through TR-XES signals, and the simultaneously measured fs-TRXL signals provided information on the structural change during the ET reaction.

According to the kinetic model proposed based on the excited-state population dynamics probed via Kα/Kβ TR-XES signals, the initially populated MLCT* state by the 400 nm photoexcitation branches into a 3MC state (40%) and a long-lived 3MLCT state (60%) with a time constant of 110 ± 10 fs. The 3MC state relaxes back to the ground state via ultrafast nonadiabatic back-electron transfer to Fe with a time constant of 1.5 ± 0.5 ps. Meanwhile, the 3MLCT state decays, possibly mediated by the 3MC state, to the ground state with a time constant of 9 ± 2 ps.

- Fig. 7 Schematic representation for the various dynamics associated with the photoinduced intramolecular electron transfer revealed by optical TA, TR-XES, and fs-TRXL. Reproduced from ref. 69 with the permission of Springer Nature, copyright 2015.

- Fig. 8 (a) UV-visible absorption spectrum of [Fe(bmip)]2+ in acetonitrile with its chemical structure (inset). (b) Schematic representation of the excited-state dynamics of [Fe(bmip)]2+ determined from a combined study of TR-XES and fs-TRXL. Reproduced from ref. 70 with the permission of Springer Nature, copyright 2020.
1 ps. The structural dynamics during the excited state population dynamics were captured by fs-TRXL. Based on the pre-determined kinetic model of the excited states and the SVD of the fs-TRXL data, a PCA analysis, instead of fitting the data using a specific structural model, was carried out to obtain the scattering signal corresponding to each excited state. The scattering curve of the $^3$MC state obtained in this analysis showed much more negative signals in the low-$q$ region ($\sim$1 Å$^{-1}$) than that of the $^3$MLCT state. It was suggested that the negative feature in the low-$q$ region of the difference scattering curve implies an expansion of the structure, which is consistent with the previous theoretical prediction that the $^3$MC state has a significantly elongated metal–ligand bond compared to that of the $^3$MLCT state. In particular, the detailed structural analysis showed that the average Fe–ligand bond length of the $^3$MC state is elongated by 0.123 Å. Moreover, in both TR-XES and fs-TRXL signals, coherent oscillations with a period of 278 ± 2 fs were observed. Those oscillations originated from the vibrational wavepacket dynamics, and a more detailed discussion for the wavepacket dynamics of [Fe(bmip)$_2$]$^{2+}$ is shown in Section 7.2. Briefly, the structural analysis on the fs-TRXL signals showed that the oscillating signal component arises from the periodic modulation of the Fe–ligand bond length on the $^3$MC excited state. According to the ab initio calculation results, the XES spectrum shifts linearly as a function of the Fe–ligand bond length, indicating that the periodic modulation of the Fe–ligand bond length leads to the oscillation in the K$\alpha$ TR-XES signals. A schematic illustration summarizing the population and structural dynamics of [Fe(bmip)$_2$]$^{2+}$ is shown in Fig. 8b. This work is one of the most successful examples showing how the combined implementation of time-resolved X-ray emission and TRXL experiments can be applied to disentangle the nonequilibrium dynamics of both electrons and nuclei during photoinduced electronic excited state dynamics.

4.3. $I_3^-$ in methanol

Energy, structure, and charge are fundamental characteristics of a molecule. While the energy flow and structural change of a molecule during chemical reactions have been measured experimentally, determining the charge distribution in a molecule in the solution phase, even for a simple triatomic molecule like triiodide ion, $I_3^-$, was challenging. Moreover, the relationship between the charge distribution and the molecular structure remained vague. TRXL has the potential to observe the molecular charge distribution, which affects the cage-scattering signal. Indeed, the charge distribution of $I_3^-$ in methanol was recently unraveled using fs-TRXL by Heo et al. Although TRXL on $I_3^-$ had been performed at synchrotrons, the charge distribution of $I_3^-$ could not be determined in those studies due to the limited signal-to-noise ratio. The signal-to-noise ratio of fs-TRXL data acquired at an XFEL is much higher than that of the previous TRXL data collected at synchrotrons. The improved signal-to-noise ratio turned out to be critical for refining the atomic charge distribution.

To extract the charge distribution of $I_3^-$, the TRXL data were analyzed, considering all possible charge distributions of the molecule (Fig. 9a). Specifically, the cage terms of $I_3^-$ with various charge distributions were calculated using MD simulations. Then, the optimal charge distribution yielding the cage term, which has the best description to the TRXL signal at 100 ps, was determined by minimizing the discrepancy between the theoretical and experimental data (Fig. 9b and c). The fitting was performed at each charge distribution, and the fitting parameters included the structural parameters of $I_3^-$ as a result. The model with most of the excess charge localized on the terminal iodine atom participating in the longer I–I bond gave the best agreement with the experimental data. This optimized result implies that the $I_3^-$ has a highly localized charge distribution ($\{I_A, I_B, I_C\} = (-0.9e, 0.0e, -0.1e)$). This atomic charge distribution extracted from the TRXL data is in excellent agreement with the previous theoretical expectations and the hydrogen bond between the hydroxy group of methanol and $I_3^-$ can account for the symmetry breaking and charge localization.

Rotational correlation functions (RCFs) of $I_3^-$ calculated using MD simulations provided additional support to this charge distribution determined from the structural analysis. RCFs of $I_3^-$ were calculated using MD simulations assuming three different atomic charge distributions: (i) $\{I_A, I_B, I_C\} = (-0.9e, 0.0e, -0.1e)$, (ii) $\{I_A, I_B, I_C\} = (-0.5e, 0.0e, -0.5e)$, and (iii) $\{I_A, I_B, I_C\} = (0.0e, -1.0e, 0.0e)$ (Fig. 9d). Then, the RCFs were fitted using an exponential function to obtain the rotational dephasing time constants of $I_3^-$.
was determined from fitting the fs-TRXL data, showed the best agreement to those obtained from the experiment.

When the determined charge distribution is linked to which I–I bond of I$_3^-$ dissociates to yield I$_2^-$ and I upon photoexcitation, it can provide insights into how the charge distribution of I$_3^-$ is related to the direction of the bond dissociation. As discussed in Section 3.3, the shorter I–I bond of I$_3^-$ dissociates. Since most of the negative charge of I$_3^-$ is localized in the terminal iodine atom participating in the longer I–I bond, the dissociation of the shorter I–I bond indicates that the movement of charge is not substantial in the bond dissociation process, compared with the other case where the longer I–I bond dissociates. Meanwhile, in the ground state, the formation of I$_2$ and I$^-$ is favoured upon the dissociation of the longer I–I bond, according to the ab initio calculation for the ground state. In the ground state, where the formation of I$_2$ and I$^-$ is operational in the equilibrium, the longer, weaker I–I bond is likely to be broken unlike in the excited state. It should be noted that the movement of the charge is small in this case as well, compared with the other case where the shorter I–I bond dissociates. One can see that the bond dissociation and the charge distribution are coupled in such a way that the dissociation occurs in the direction where the redistribution of the atomic charge among atoms is minimized.

This work is the first case where the atomic charge distribution of a molecule in the solution phase was unveiled via TRXL and shows the potential of TRXL as a tool to investigate the atomic charge distribution. Additionally, the different bond dissociations in the excited and ground states and the determined atomic charge distribution provide insight into how the direction of bond dissociation is linked to the atomic charge distribution.

5. **Orientational dynamics**

Photochemical reactions induced by an ultrashort laser pulse can accompany various changes; not only changes in the intramolecular structures or cage structures, but also changes in the molecular orientations. For example, a photoexcitation of solute molecules by a linearly polarized pump laser pulse generates a transient anisotropic distribution of molecular orientation via the preferential excitation of molecules with transition dipoles oriented along the direction of polarization of the pump laser pulse. Such an anisotropic orientational distribution gradually recovers the random orientation through rotational motions of the molecules. Another example includes the optical Kerr effect (OKE), in which birefringence is created in the liquid material due to the partial alignment of molecules caused by the interaction between the molecules and the instantaneous electric field of the linearly polarized ultrashort laser pulse.$^{141,144}$ Measuring the molecular responses to preferential excitation or the light-induced alignment by laser pulses provides useful information regarding the orientational dynamics of the molecules. The molecular orientational dynamics are inherently ultrafast, ranging from several tens of femtoseconds to tens of picoseconds, and for this reason, it was not trivial to investigate such ultrafast dynamics using a synchrotron-based TRXL experiment, and so far, it has mostly been investigated through time-resolved spectroscopic methods.$^{145,146}$ With the advent of XFEL, fs-TRXL has become a powerful tool to elucidate the ultrafast orientational dynamics at the molecular level. In a fs-TRXL experiment incorporating a linearly polarized ultrashort pump laser pulse, scattering images obtained at early time delays are often anisotropic and contain direct structural information related to the molecular orientations as well as kinetic information complementary to that obtained from spectroscopy. In the following sections, we introduce three relevant studies in which the orientational dynamics have been investigated using fs-TRXL.

5.1. $[\text{Au(CN)}_2]_3^-$ in water

A transient anisotropic orientational distribution generated by a preferential excitation of molecules using a linearly polarized pump laser results in anisotropic difference scattering images, and the rotational dephasing through which the random orientation of the excited molecules is recovered can be monitored through the decay of anisotropy in the measured time-resolved scattering signals. Kim et al. applied this approach to investigate the kinetics of rotational dephasing of the gold trimer complex, $[\text{Au(CN)}_2]_3^-$, using fs-TRXL.$^{144}$ To extract the information of orientational dynamics, the difference scattering images were dissected into vertical and horizontal regions with respect to the polarization direction of the pump laser in a laboratory-fixed reference frame. Each region was azimuthally averaged, yielding two distinct difference scattering curves, $\Delta S_l(q,t)$ and $\Delta S_h(q,t)$. Fig. 10a and b show the obtained $\Delta S_l(q,t)$ and $\Delta S_h(q,t)$ from the fs-TRXL signals of aqueous $[\text{Au(CN)}_2]_3^-$, and water heating, respectively. As shown in Fig. 10a and c, $\Delta S_l(q,t)$ and $\Delta S_h(q,t)$ exhibited discrepancies, which gradually decayed over time with the time constant of 13 ± 4 ps. Based on the known population kinetics of $[\text{Au(CN)}_2]_3^-$, which has been introduced in Section 3.1, the major species within the measured time range is identified as the T$_1$ state of $[\text{Au(CN)}_2]_3^-$, Therefore, the observed time constant corresponds to the rotational dephasing time of the T$_1$ state of $[\text{Au(CN)}_2]_3^-$. In contrast to the signals of $[\text{Au(CN)}_2]_3^-_3$ solution, the difference scattering signals of FeCl$_3$ in water, which provide the solvent heating signal induced by solute-to-solvent heat transfer, does not show any significant discrepancy between $\Delta S_l(q,t)$ and $\Delta S_h(q,t)$ (Fig. 10b). Based on this observation, it was concluded that the solute-to-solvent heat transfer does not contain anisotropic dynamics within the measured time range (Fig. 10c). This work presents the first example where the orientational dynamics of a small molecule, such as rotational dephasing, were unveiled using fs-TRXL.

5.2. $I_3^-$ in methanol

In general, molecules in the solution phase have an isotropic orientational distribution in space through continuous rotational motion. The anisotropic orientational distribution can be generated by external stimuli such as photoexcitation.$^{147}$ Afterward, the orientational distribution of the molecules returns to isotropic via rotational diffusion dynamics. As difference
scattering signals contain information on both excited species and the depleted ground state, anisotropic scattering signal also contains anisotropic information of both ground state and excited state intermediates. For the ground-state hole, TRXL signal provides the information on how the hole generated by photoexcitation recovers its initial isotropic distribution, which directly shows the diffusive motion of the ground-state molecule.

To reveal the rotational diffusion dynamics upon photoexcitation using fs-TRXL, Heo et al. analyzed the anisotropic scattering signal in terms of the rotational diffusion dynamics of molecules in the ground state and excited state. For the analysis, the TRXL data were divided into isotropic and anisotropic signals, which contain information on the radial distribution and the orientation distribution, respectively. Then, the anisotropic signal was fitted using anisotropic solute and cage scattering curves. As a result, rotational diffusion time constants of 13.5 ps and 6.3 ps were obtained for $I_3^-$ and its dissociation product $I_2^-$, respectively. The rotational diffusion time constants are consistent with those obtained from the RCF analysis, as discussed in Section 4.1, and (Fig. 9d) those reported by spectroscopic studies as well. This work is the first example where the rotational dephasing dynamics of the depleted ground-state molecule as well as the newly generated photoproducts were observed via fs-TRXL.

5.3. Optical Kerr effect

OKE describes the optically induced birefringence, the polarization-dependent refractive index in a material. The molecular origin of OKE stems from the partial alignment of the molecules that make up the material. Much effort has been devoted to understanding this intriguing phenomenon, and it has been proposed that the molecular motions contributing to the ultrafast OKE response of molecular liquids can be understood through three different types of motion, which are libration, interaction-induced motion, and orientational diffusion. These molecular motions associated with the OKE have been assigned and investigated mostly via optical spectroscopy combined with theoretical simulations. However, due to the lack of direct structural probes capable of tracking such ultrafast dynamics in solution, the microscopic structural details during the OKE had rarely been investigated experimentally. To tackle this issue, recently, Ki et al. investigated OKE response in liquid acetonitrile using fs-TRXL.

The measured fs-TRXL signals showed anisotropic scattering patterns, as depicted in Fig. 11a. The anisotropic component is particularly sensitive to the change of the molecular orientations, whereas the isotropic component is more sensitive to the change of intermolecular distance, which can provide two different aspects of microscopic structural dynamics involved in the OKE. Each scattering component was separated and analyzed by modeling the molecular configurations using MD simulations and reproducing the experimentally obtained scattering signals. In particular, two distinct state-associated scattering curves (SACs) were observed from the anisotropic component, and one SAC was obtained from the isotropic component. Kinetic analysis revealed that the two anisotropic SACs corresponded to (i) a photoaligned state and (ii) the first intermediate state, while the isotropic SAC was attributed to (iii) the second intermediate. The photoaligned state is impulsively prepared from the equilibrium state and converted to the first intermediated with a time constant of $60 \pm 35$ fs followed by the transition to the second intermediate with a time constant of $350 \pm 210$ fs. Finally, the second intermediate relaxes back to the equilibrium state with a time constant of $1.5 \pm 0.5$ ps. It is noteworthy that the first intermediate state was captured in the anisotropic component of the signal, whereas the second intermediate state was detected in the isotropic component. Such a result implies that molecular motions of different characters and timescales are involved in OKE.

The obtained SACs were reproduced using theoretical difference scattering curves based on MD snapshots, and detailed structural information was extracted by describing the
molecular configurations of the MD snapshots using the population distribution in terms of intermolecular distance and angular orientation, \( P(r) \) and \( P(\theta) \), as summarized in Fig. 11a. Specifically, the photoexcitation with a linearly polarized laser pulse impulsively aligns some portion of the molecules along the direction of laser polarization and, as a result, the \( P(\theta) \) becomes broader compared to that in the equilibrium state while \( P(\theta) \) for the photoaligned molecules show clear peaks at the angular values of the laser polarization. At this stage, the molecules surrounding the photoaligned molecules, which are the cage molecules, still maintain the random orientation, and therefore the \( P(\theta) \) of the cage molecules is flat. Then, the cage molecules rearrange, which is libration, in 60 fs, without significant change in the intermolecular distances, leading to the first intermediate state observed in the anisotropic SACs. The intermolecular distance changes during the transition to the second intermediate in 350 fs via interaction-induced motion, which results in the narrowing of \( P(r) \) and the amplitude change of the isotropic scattering signal. Finally, the anisotropic orientations of the photoaligned molecules and their cage molecules become randomized through orientational diffusion, leading to a flat \( P(\theta) \), and consequently recovers the initial equilibrium configuration in 1.5 ps. With respect to the width of the orientational distribution of cage molecules and the width of the distribution of intermolecular distance, the trajectory of the OKE response is plotted in Fig. 11b. Via fs-TRXL, this work, for the first time, directly visualized the real-space molecular motions, which had only been indirectly investigated using spectroscopic and theoretical means.

6. Solvation dynamics

Solvation dynamics is an essential process of chemical reactions in the liquid solution phase. Change of the electronic and nuclear configurations of the reacting solute molecules perturb the surrounding solvent molecules, leading them to rearrange their orientations or alter the caging structures. How quickly the solvent adapts mechanically and dielectrically to the new configuration of the solute and how the excess energy is released through this process are critical in determining the reaction rate and even the outcome of the reaction. Due to this significance, solvation dynamics has been one of the most studied subjects in the field of physical chemistry. In particular, various nonlinear spectroscopic techniques with the aid of molecular dynamics simulations have provided profound knowledge of the solute–solvent interaction, including the energetics, predicted motions, and their timescales. With respect to the structural dynamics, however, such experimental methods only provide indirect information averaged over all length scales, for example, based on a continuum solvation model in which the solvent is approximated as a dielectric medium rather than explicitly represented. Therefore, atomistic structural dynamics of the solvation process remained elusive. A more detailed structural nature of the solvation process can be obtained using fs-TRXL. In particular, as already introduced in the previous technical section, the fs-TRXL signal contains the cage term originating from the change of the atomic pair distribution between the solute and solvent molecules, which provides the real-space information during the ultrafast solvation motions. The following sections summarize three examples of fs-TRXL studies that provide independent but progressively more detailed structural pictures of the solvation dynamics.

6.1. [Fe(bpy)₃]²⁺ in water

Aqueous [Fe(bpy)₃]²⁺, whose chemical structure is shown in Fig. 12a, is a well-known spin transition compound, with which the first attempt to observe the solvation dynamics using fs-TRXL combined with TR-XES at LCLS was made. In this work by Haldrup et al., the temporal resolution of the experiment was limited to 0.5 ps, which was not enough to capture the detailed ultrafast spin-crossover (SCO) dynamics of [Fe(bpy)₃]²⁺, whose brief introduction is given in Section 7.4. Nevertheless, it was possible to observe the subsequent solute–solvent
interaction in the sub-ps regime. Through the TR-XES signals, the transition to the high-spin (HS) state was identified (Fig. 12b), and the simultaneously measured fs-TRXL signals captured the ~0.2 Å Fe–ligand bond elongation as well as the increase in solvent density and temperature (Fig. 12c and d). Those signals from fs-TRXL showed an exponential rise delayed with respect to the TR-XES signals, which were a purely electronic response of the photoexcited solute molecules. In particular, the solvent density changed by 2.0 ± 0.2 kg m⁻³ through an exponential rise with a time constant of 1.1 ± 0.2 ps. This rather unusual ultrafast increase of solvent density was interpreted as the release of approximately two caging water molecules into the bulk solvent following the Fe–ligand bond expansion of each photoexcited solute molecule. This work suggested the possibility that simultaneous measurement of time-resolved X-ray scattering and emission signals could reveal the complex interplay between the excited solute and surrounding local environment, which was realized in subsequent studies.

6.2. \([\text{Ir}_2(\text{dimen})_4]^{2+}\) in acetonitrile

The \([\text{Ir}_2(\text{dimen})_4]^{2+}\) is one of the \(d^8–d^8\) binuclear ligand-bridged complexes known to show high redox activity in their electronic excited state, facilitating various photoinduced redox reactions and electrocatalysis. The lowest energy transition of those \(d^8–d^8\) dimeric complexes induces a metal localized electronic transition from an antibonding \(d_z\sigma^*\) to a bonding \(p_z\sigma\) orbital, resulting in the shortening of the metal–metal distance. In addition, due to the partially occupied \(d_z\sigma^*\) and \(p_z\sigma\) orbitals along the metal–metal axis, the metal atoms become available for an additional ligand binding, allowing efficient photoredox and photocatalytic activities. Based on these excited-state structural dynamics, van Driel et al. studied \([\text{Ir}_2(\text{dimen})_4]^{2+}\) in acetonitrile using fs-TRXL to investigate how the solvent, which might be either a substrate or competitor, interacts with the active site of a photoexcited solute (Fig. 13a and b). The measured fs-TRXL signals and the fitted curves are shown in Fig. 13c.

The expected Ir–Ir contraction, as well as dihedral twisting, was observed from the quantitative structural analysis on the solute term of the fs-TRXL signals. Specifically, a significant Ir–Ir bond contraction was observed within 300 fs, followed by an additional shortening on a 2 ps time scale, eventually reaching a bond length of 2.92 ± 0.05 Å. The dihedral twisting begins about one picosecond after the initial Ir–Ir contraction, reaching a dihedral angle change of 15 ± 3° within 3.5 ps. The corresponding scattering signals and schematic representations for the structural motions are shown in Fig. 13d and e, respectively.

The solvation dynamics were captured in the cage term of the fs-TRXL signals. Comparing the cage terms from the experimental data with those from MD simulations, two distinctive cage terms representing the solvation process were obtained. One of the cage terms, contributing from the sub-ps time range, showed strongly negative features at the low-\(q\) (<0.5 Å) region, implying the increase in the average distance between the acetonitrile and Ir atom. Based on the results from MD simulations, the early component of the cage signal was attributed to the desolvation process due to the inward movement of Ir atoms upon photoexcitation (Fig. 13d and e). On the other hand, the
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(a) Chemical structure of \([\text{Fe(bpy)}_3]^{2+}\). (b) Measured Kz TR-XES spectrum of the ground-state (laser OFF) and photoexcited (laser ON) \([\text{Fe(bpy)}_3]^{2+}\) with the difference spectrum at 500 fs time delay. The static difference spectrum obtained from the spectra of the HS and LS states of a reference sample is shown in the light-purple area. (c) Fs-TRXL data of \([\text{Fe(bpy)}_3]^{2+}\). (d) The fs-TRXL data at 1 ps together with a corresponding fit. The different components contributing to the fitted curve are shown in the bottom part of (d). Reproduced from ref. 71 with the permission of the American Chemical Society, copyright 2016.
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(a) Chemical structure of \([\text{Ir}_2(\text{dimen})_4]^{2+}\) in acetonitrile obtained from MD simulations. (b) Experimental setup for a fs-TRXL experiment. (c) Measured fs-TRXL data at various time delays and the corresponding fit curves. (d) Four signal components related to the intramolecular structural changes and solvation processes. (e) Schematic representation of the dynamics giving rise to the four signal components shown in (d). Reproduced from ref. 73 with the permission of Springer Nature, copyright 2016.
other cage term grew with a delayed exponential function starting from roughly 1.3 ps and showed a significantly decreased negative feature at the low-q region. The cage signals from the MD simulations reproducing this slower component indicated a structural movement corresponding to the coordination process where the acetonitrile molecules rotate and translate to preferentially coordinate to the Ir atom with the cyano group (Fig. 13d and e). Overall, these results successfully visualized the solvation process in terms of atomic-site-specific structural dynamics but did not provide frame-by-frame movement during the solvation process, which has been achieved through the work given in the following section.

6.3. [NCFe(CN)]6(NH3)6Ru+ in water

[NCFe(CN)]6(NH3)6Ru+, abbreviated to FeRu, is a bimetallic complex where the metal atoms are connected by a cyanide bridge, and the chemical structure is shown in Fig. 14a. The 800 nm photoexcitation initiates the metal-to-metal charge transfer (MMCT) excitation in which an electron is transferred from Fe to Ru, and subsequently, the MMCT excited state relaxes back to the ground state via ultrafast back electron transfer (BET) within ~100 fs. The sudden changes in the charge distribution will affect the surrounding solvent configuration and vice versa. Focusing on the solvation dynamics, Biasin et al. have investigated the FeRu complex in water by using a combined experiment of fs-TRXL and TR-XES to visualize how the solvent responds to the series of ET processes. They took advantage of the kinetic parameter obtained from the TR-XES to carry out non-equilibrium MD simulations, through which the fs-TRXL signals were reproduced without relying on any structural fitting process (Fig. 14b and c).

Through the Kβ TR-XES, the local oxidation state of Fe was monitored. The temporal profile of the Kβ TR-XES signal revealed that the initial excitation fraction is 25 ± 4% and the lifetime of the MMCT state is 62 ± 10 fs. For the fs-TRXL signals, firstly, the bulk solvent heating contribution was removed. Furthermore, through the equilibrium MD simulations, it was verified that the cage signal originating from the solvation process due to the structural changes in solute was negligible for the FeRu complex. Therefore, this contribution, as well as the intramolecular structural changes of FeRu to the fs-TRXL signals, were ruled out, and only the response of the solvent to the changes in the charge distribution of the solute, that is, the dielectric solvation, was considered as the dominant process. To analyze the fs-TRXL signals based on these assumptions, multiple non-equilibrium MD simulations were performed by modifying the timing of BET upon MMCT excitation at the frozen solute structure, and the subsequent response of solvent molecules was captured. Following the MMCT population kinetics obtained from the exponential decay of the temporal profile of Kβ TR-XES signal, the simulated fs-TRXL signals derived from each MD simulation were weighted and linearly combined to reproduce the experimental fs-TRXL signals.

The radial distribution functions (RDFs) generated by the MD simulations were used to visualize the ultrafast solvation process in the real space (Fig. 14d). As the solvation process implies the reorganization of the solvent cage, the peak positions of RDFs corresponding to the series of ET processes were traced. Specifi cally, the motions of the first solvent shell were illustrated via the changes in the hydrogen-bonded atom-pair distances, such as Nf–O and NRu–O. The peak position of RDF showed dynamic shifts in which the original peak position at the ground state moves to a longer distance upon MMCT. Upon BET, the peak position shifted to a shorter distance, even shorter than the original position. After a damped oscillation around the original position, the solvent structure finally settled down in its original configuration. The initial translation of water molecules away from FeRu could be rationalized considering the weakened but not broken hydrogen bond upon MMCT transition. Besides, it was found that the additional rotational or diffusional motions make little contribution to the structural reorganization of the first solvent shell on the MMCT and BET timescales. Thus, it was argued that the collective translational motions of water molecules predominantly contribute to the reorganization energy of the ET process in the FeRu complex. This work has demonstrated how specific solute–solvent interactions can be accessed at the atomistic level using fs-TRXL, deepening our understanding of solvent reorganization processes.

7. Coherent nuclear wavepacket dynamics

Photoexcitation with a spectrally broad and temporally ultrashort laser pulse can create coherent nuclear wavepackets, which is the coherent superposition of multiple vibrational
wavefunctions, on both ground- and excited-state potential energy surfaces. The coherent nuclear wavepacket dynamics have been observed in numerous systems using various time-resolved spectroscopic techniques.158-163 Typically, in those experiments, the nuclear wavepacket dynamics are manifested in the oscillating spectral signals along the time axes, and the Fourier transform of the signals provides the vibrational frequencies. Such information about molecular vibrations during a chemical reaction sheds light on how the molecular structure changes at the initial stage of various chemical reactions, including all the categories covered in previous sections. The time-dependent positions of the nuclear wavepacket, however, had to be retrieved only through theoretical simulations because the oscillating spectroscopic signal does not represent direct structural parameters. In this respect, enabling real-space visualization of the nuclear wavepackets is one of the most remarkable breakthroughs achieved by fs-TRXL studies. We describe the examples of such studies in the following sections, and some of the molecular systems already introduced in previous sections are revisited, focusing on the nuclear wavepacket dynamics.

7.1. [Co(terpy)2]2+ in water

The first example of observing wavepacket dynamics using fs-TRXL was reported on [Co(terpy)2]2+ in water, where terpy denotes 2,2′:6′, 2″-terpyridine by Biasin et al.84 [Co(terpy)2]2+ is a complex with an axially distorted pseudo-octahedral structure (Fig. 15a). In the solution phase, Co(n) at room temperature predominantly has an LS state with a d7 configuration. It is also known that photoexcitation of [Co(terpy)2]2+ by a visible light induces the spin-state transition from the LS to HS. The studies of this Co complex in the solid and gas phases proposed that the axial and equatorial Co–N bonds elongate anisotropically upon spin-state transition.

The fs-TRXL signals of the aqeous [Co(terpy)2]2+ showed strong negative features at the low-q region (<1 Å–1), consistent with the predicted structural expansion of the complex (Fig. 15b).61 To obtain the time-dependent structural evolution, structural fitting was performed on the measured TRXL signals. Based on the symmetry condition, the ratio between the lengths of axial and equatorial Co–N bonds was fixed with a constant parameter. Thus, a single structural parameter, dCo-N(t), was used for modeling both the axial and equatorial Co–N bonds of the solute molecule. The temporal profile of dCo-N(t) of axial bonds is shown in Fig. 15c. The Co–N bonds show damped oscillations after the initial bond elongation upon photoexcitation, representing the nuclear wavepacket dynamics in real space. The Fourier transform of the oscillating signal indicates two sequential vibrational modes. The time-resolved Fourier spectra of the oscillating signal indicate the appearance of the earlier mode with a relatively low frequency followed by the high frequency mode. To obtain more quantitative values, the oscillatory structural signal was fitted using a model function derived based on the observation in the Fourier spectra. Through the analysis, it was determined that under the exponential decay of the overall signal with the time constant of 0.7 ± 0.1 ps, the first oscillation with the period of 0.33 ± 0.03 ps appeared and decayed with the damping time constant of 0.4 ± 0.1 ps. Sequentially, the second oscillation, whose period was 0.23 ± 0.01 ps, grew as the first component was damped down. The two sequential vibrational modes were interpreted with the aid of DFT-calculated vibrational modes of the HS state. The early vibrational mode was assigned to the symmetric breathing-like mode, whereas the second one was assigned to a pincer-like mode of the tridentate ligands. Coherent vibrational motions had only been indirectly observed through spectroscopic signals prior to this study, and this study captured the coherent vibration motion directly in real space for the first time. Therefore, this work is one of the representative achievements showing that the fs-TRXL is very effective in studying coherent molecular vibrations, which are further demonstrated via the examples in the following sections.

7.2. [Fe(bmip)]2+ in acetonitrile

In addition to the charge transfer dynamics of [Fe(bmip)]2+ introduced in Section 4.2, coherent vibrational wavepacket dynamics of the complex were also observed through the temporally oscillating signals in both fs-TRXL and TR-XES (Fig. 16a).79 Through the analysis based on the SVD of fs-TRXL signals and the kinetic model obtained from TR-XES, it was found that the difference scattering signal corresponding to the oscillatory signal closely resembled the signal shape of the 3MC state. Furthermore, the difference scattering signal of the 3MLCT state was too weak due to the relatively small structural change compared with that of the 3MC state to result in the marked amplitude of oscillation observed in the fs-TRXL signals. Therefore, the coherent oscillation in the fs-TRXL...
signal was attributed to the Fe–ligand vibration on the potential energy surface (PES) of the 3MC state.

A quantitative structural simulation assuming a Gaussian distribution of the Fe–ligand bond length, \( g(R,t) \), on the 3MC PES showed that the structural origin for the oscillating fs-TRXL data is a harmonic stretching of the ensemble average Fe–L bond length, \( \langle R \rangle \), around the equilibrium 3MC geometry of \( \langle R \rangle = 2.066 \text{ Å} \) (Fig. 16b). The vibrational period and the damping constant were found to be 278 fs and 500 fs, respectively. For the oscillating signals in the TR-XES signals, the change of Fe–ligand bond length, \( |R| \), around the equilibrium 3MC geometry of \( |R| = 2.066 \text{ Å} \) (Fig. 16b). The vibrational period and the damping constant were found to be 278 fs and 500 fs, respectively.

7.3. \([\text{Pt}_2(\text{P}_2\text{O}_5\text{H}_2)_4]^{4+}\) in water

Tuning the condition of the excitation pulse can manipulate the formation and properties of a coherent vibrational wavepacket. For example, excitation with an off-resonance pump pulse can selectively generate a coherent wavepacket on the ground electronic state via a Raman transition. In the fs-TRXL study by Haldrup et al., such a method was applied to probe the ground-state wavepacket dynamics of an aqueous diplatinum complex \([\text{Pt}_2(\text{P}_2\text{O}_5\text{H}_2)_4]^{4+}\).

The \([\text{Pt}_2(\text{P}_2\text{O}_5\text{H}_2)_4]^{4+}\), also known as the PtPOP complex, has been intensely studied as a model binuclear d\(^8\) complex. The lowest energy transition promoting an electron from 5d\(^{10}\) to 6p\(^{1}\) orbital leads to a significant contraction (~0.2 Å) of the Pt–Pt distance. To investigate the ground state wavepacket, the wavelength of the optical pump pulse was tuned to the red side of the lowest visible absorption band, which prepared the vibrationally cold excited-state population by selectively exciting a molecule with the Pt–Pt distance around the equilibrium geometry of the excited state (Fig. 17a). Furthermore, since the transition dipole moment of visible excitation of PtPOP is aligned along the Pt–Pt axis, the scattering pattern is highly anisotropic due to the preferential excitation of the molecules parallel with the polarization of the optical pump pulse. The anisotropic signal component originates only from structural changes that have a well-defined orientational dependency with
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(a) Time profiles for the normalized X-ray emission spectra (Kα for black, Kβ for blue) and normalized TRXL signal between 0.7 and 1.0 Å\(^{-1}\) (red). (b) Change of the difference X-ray emission intensity of 3MC state with respect to the Fe–L bond length. (c) Distribution of the simulated Fe–L bond length (white-black gradient color scale), the ensemble averaged Fe–L bond length (solid magenta line), and the equilibrium Fe–L bond length (dashed magenta line). (d) Time profiles for the experimental (black) and simulated (red) X-ray emission intensities at 6404.3 eV. Reproduced from ref. 70 with the permission of Springer Nature, copyright 2020.
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(a) PESs of PtPOP and the coherent wavepacket motions obtained from QM/MM simulations. The distribution of Pt–Pt distances at \( t = 0, t = T_{\text{sim}}^\text{hole} / 2, \) and \( t = 2T_{\text{sim}}^\text{hole} \) are represented by blue, red, and green areas, respectively, where \( T_{\text{sim}}^\text{hole} \) is the vibrational period of the hole along 395 nm photoexcitation. The inset shows the molecular structure of PtPOP. (b) Anisotropic component of the fs-TRXL data from PtPOP. The inset shows the Fourier transform of the first right singular vector obtained from SVD of the fs-TRXL data. (c) Time-dependent Pt–Pt internuclear distances of the hole \( (\Delta d_{\text{hole}}) \) obtained from the analysis of the anisotropic component of the TRXL data (gray circles) and the fit with a damped sine function convoluted by an IFR and a step function (black line). The inset shows time-dependent Pt–Pt internuclear distances obtained from the analysis of the isotropic component of the TRXL data and the fit. (d) Time-dependent Pt–Pt internuclear distance of the hole obtained from the QM/MM simulation and the fit. The fit was generated in the same way used for fit of the experimental results. Reproduced from ref. 75 with the permission of the American Physical Society, copyright 2019.
respect to the polarization axis of the optical pump laser. Among the candidate structural changes which satisfy this condition, it was found that the change of the Pt–Pt distance of the solute molecule dominantly contributes to the anisotropic component of a fs-TRXL signal. Thus, a single structural parameter modulating the Pt–Pt distance was selected for constructing the theoretical anisotropic fs-TRXL signals.

The measured fs-TRXL signals of PtPOP showed marked oscillatory signals along the time axis (Fig. 17b). The oscillatory signal was modeled well through the structural fit solely by assuming the ground-state wavepacket (Fig. 17c). The obtained time-dependent profile of Pt–Pt distance showed a vibration near the equilibrium Pt–Pt distance of the ground state PtPOP with an amplitude of 0.06 ± 0.01 Å. The vibrational period was 0.283 ± 0.001 ps with a damping constant of 2.2 ± 0.2 ps. This experimental observation was supported by quantum mechanics/molecular mechanics (QM/MM) simulations in which the movement of the hole created in the ground state distribution of Pt–Pt distances was traced, and the results reproduced the experimental findings well with a discrepancy of within 5% (Fig. 17d). This work is a good example showing that the off-resonance excitation condition, which enables the exclusion of the contribution of excited-state wavepackets, can be used to selectively investigate the hole dynamics.

7.4. [Fe(bpy)]2+ in water

For the photochemical reactions occurring on the PESs of electronically excited states, the intersection regions between the PESs play an important role because those regions are effective channels enabling extremely fast population transfer through a non-adiabatic process. From an experimental point of view, spectroscopic signals of coherent nuclear wavepacket have been a tool to explore the dynamics near the crossing points between the excited-state PESs. Locating the intersection positions between electronic excited-state PESs, however, is not trivial, and there are only a few examples that have succeeded in explicitly detecting such positions. In an effort to find the intersection points, Kjaer et al.72 applied fs-TRXL and TR-XES on a model spin-crossover compound, aqueous [Fe(bpy)]2+. Such a combination of a direct structural probe with spectroscopy provides a good example of detecting the intersection points between PESs by mapping parts of PES in the energy-structure axes.

Before discussing this work, we note that the excited-state charge and SCO dynamics of [Fe(bpy)]2+ had long been in debate. The main issue was the mechanism of SCO upon the excitation into the MLCT state; one side argued for a direct SCO from the 3MLCT to 5MC state,164–166 while the other proposed a sequential transition,72,166 in which the 3MC state is involved as a transient intermediate between the 5MC and 3MLCT states. In the TRXL work, the experimental data confirmed the involvement of the 3MC state, supporting the sequential mechanism.

The population dynamics of the excited states were observed through TR-XES. The kinetic model used to fit the TR-XES data shows that, upon 400 nm photoexcitation, the initially prepared excited-state population in the MLCT state is transferred to the 3MC state followed by the transition into the 5MC state (Fig. 18a). In particular, the observed transition from the 3MC state to the 5MC state is governed by non-exponential dynamics in which a forward population transfer followed by a backward one between those two electronic states occurs. Therefore, the location of intersection positions between the 3MC and 5MC states could be specified if the structural parameters at the turning points of the population transfer were obtained. This was achieved through the structural analysis of the fs-TRXL data. A single structural parameter quantifying the symmetric modification of the Fe–N bond length, R(Fe–N), was employed for simulating the fs-TRXL data. The resultant temporal profile of R(Fe–N) showed a coherent wavepacket motion with a period of 235 ± 14 fs and a dephasing time of 350 ± 80 fs. Through theoretical modeling for the excited-state cascade, which reproduced the experimentally determined temporal evolution of the R(Fe–N) and the excited-state population dynamics, it was revealed that the initial 3MC to 5MC intersection is located at R(Fe–N) = 2.05 ± 0.01 Å, while the subsequent back transfer from 5MC to 3MC occurs at R(Fe–N) = 1.98 ± 0.02 Å (Fig. 18b). Because the equilibrium R(Fe–N) is longer in the 3MC state than that in the 5MC state, the fact that the back transfer occurs at a shorter R(Fe–N) than the forward transfer cannot be easily understood under the one-dimensional PES relying only on the R(Fe–N), strongly implying the involvement of another reaction coordinate. Considering the pseudo-Jahn–Teller distortion
originating from the occupation of a single electron in a 3d-dominated $e_g$ orbital for the $^3$MC state, it was proposed that the tetragonal Fe–N bond distortion might be involved in the evolution of the excited-state population. The representation of excited-state PESs related to this proposal is shown in Fig. 18c. It was not possible, however, to directly observe the involvement of such a reaction coordinate in this study. This shortcoming was caused by the following reason. The fs-TRXL signals of [Fe(bpy)$_3$]$^{2+}$ were sensitive mostly to the Fe–N distance as the interatomic pairs with other structural coordinates did not contribute to the signals. Consequently, it was not trivial to visualize the structural dynamics on the multi-dimensional PES. Thus, the involvement of other structural coordinates had to be inferred indirectly. Nevertheless, this work provides a good example of specifying the explicit locations, at least through a single structural coordinate, of the intersection points between the excited-state PESs using fs-TRXL and, at the same time, the results of this study imply the necessity of expansion of our experimental observation into the multi-dimensional PES. We expect that the future XFEL facilities providing much brighter X-ray pulses will break through this limit. With the currently available XFELs, nevertheless, a recent work, which is discussed in the following section, succeeded in visualizing wavepacket trajectories on the multi-dimensional PES via a gold trimer system using fs-TRXL.

7.5. [Au(CN)$_2^-\]_3 in water

The nuclear wavepacket dynamics introduced in the previous sections were observed through a single structural parameter that approximated multiple reaction coordinates. For the chemical reactions of polyatomic molecules, however, several reaction coordinates are generally involved, and, therefore, tracing the nuclear wavepacket in the explicitly defined multi-dimensional reaction coordinates is crucial to fully understanding the ultrafast structural dynamics of polyatomic molecules. This challenging but important task was accomplished in a recent work by Kim et al. in which the nuclear wavepacket trajectories were observed during and after the bond formation reaction of aqueous trimer complex of Au(CN)$_2^-\]_3, whose overall reaction dynamics is given in Section 3.1.

The photoexcitation of aqueous [Au(CN)$_2^-\]_3 complex launches nuclear wavepackets on both excited- and ground-state PESs. The excited-state wavepacket, for example, travels along the slope of the PES, starting from the initially located Franck–Condon region, to find a new equilibrium geometry (Fig. 19a). Therefore, the ultrafast bent-to-linear structural change, as well as the Au–Au bond formation in [Au(CN)$_2^-\]_3, can be visualized by tracing the trajectory of the excited-state wavepacket. Using fs-TRXL, the wavepacket trajectories on the multi-dimensional nuclear coordinates consisting of two Au–Au distances, $R_{AB}$ and $R_{BC}$, and the Au–Au–Au angle, $\theta$, were mapped. The experimental fs-TRXL signals and corresponding fits related to the coherent wavepacket motion are shown in Fig. 19b.

For the excited-state wavepacket (Fig. 19c), the time evolution of the three structural parameters obtained from the structural fit for the fs-TRXL data revealed that the $R_{AB}$ quickly decreases within ~60 fs, representing the formation of a covalent Au–Au bond, while the $R_{BC}$ remains in a much longer distance than the covalent bond length at this stage. The formation of the other Au–Au covalent bond accompanied with the bent-to-linear transition is completed at a much longer time.
delay of ~360 fs through the decrease in $R_{bc}$ and increase in $\theta$. Finally, the equilibrium geometry of the excited state is reached after dephasing of the harmonic oscillation of the wavepacket around the minimum of excited-state PES. Therefore, the observed wavepacket trajectory reveals that the covalent bonds of the excited state of $[\text{Au(CN)}_2]^{-}$, are formed asynchronously. For the ground-state wavepacket (Fig. 19d), initially, a decrease in $R_{ab}$ and increase in $\theta$ were observed within ~85 fs, which reflects the trajectory of the excited-state wavepacket undergoing ultrafast bond formation and bent-to-linear structural change. Afterward, the wavepacket bounces back to the minimum of the ground-state PES. Subsequently, the harmonic oscillation of the ground-state wavepacket was observed around the equilibrium geometry of the ground-state $[\text{Au(CN)}_2]^{-}$. The observed structural movements during the harmonic oscillations of wavepackets on both excited- and ground-state PESs were simulated by various combinations of vibrational normal modes to find which normal modes had been activated for each wavepacket dynamics. Two symmetric stretching modes with frequencies of 79 cm$^{-1}$ and 125 cm$^{-1}$ were identified for the excited-state wavepacket, while a symmetric stretching mode and an asymmetric stretching mode with frequencies of 32 cm$^{-1}$ and 44 cm$^{-1}$, respectively, were observed for the ground-state wavepacket (Fig. 19e).

This study also underscores the importance of direct structural information in interpreting the observed frequencies of nuclear wavepacket motions. DFT calculations for the vibrational normal modes provide 11 and 13 normal modes in the frequency range of 20 cm$^{-1}$ to 170 cm$^{-1}$ for the ground- and excited-state $[\text{Au(CN)}_2]^{-}$, respectively (Fig. 19e). Had it not been for the structural information but only the frequency values, one would have had to compare those values with the frequencies of normal modes obtained from DFT calculations, which has been the typical situation for spectroscopic studies for nuclear wavepacket dynamics. For polyatomic molecules containing many normal modes, simply comparing the experimentally obtained vibrational frequencies with those of DFT calculations, however, is vulnerable to the possibility of incorrectly interpreting the observed wavepacket dynamics. In the case of $[\text{Au(CN)}_2]^{-}$, for example, among the 11 normal modes identified from DFT calculations, assigning the observed frequency of 32 cm$^{-1}$ to a bending mode with a frequency of 33 cm$^{-1}$ that is numerically most closest to the observed value leads to misinterpretation.

Briefly, this work is the first example of visualizing the wavepacket trajectories in a multi-dimensional space of reaction coordinates. This work emphasizes that direct structural information is critical for correctly assigning the temporal oscillation of the signal to vibrational motions, particularly for a polyatomic molecule, for which theoretical calculations predict multiple vibrational modes with similar frequencies close to the observed frequencies.

### 7.6. $[\text{NCFe(CN)}_3(\text{NH}_3)_3\text{Ru}]^{-}$ in water

Not only the nuclear wavepacket dynamics of solute molecules but also the coherent oscillations of the solvent molecules caused by their collective motion during the solvation process can be observed through the cage term of fs-TRXL signals. A good example is the damped oscillation of water molecules observed in the solvation processes of the FeRu complex introduced in Section 5.3.74a. The fs-TRXL signals of the aqueous FeRu complex show oscillatory features in the low-$q$ region (<1 Å$^{-1}$), where the cage term is dominant, as a function of pump-probe time-delay as shown in Fig. 20a and b. The observed signals were reproduced via non-equilibrium MD simulations, and the resultant RDFs showed damped oscillations of the peak position corresponding to the first solvent shell around Fe and Ru ligands, as shown in Fig. 20c and d, respectively. Therefore, those oscillations represent the coherent motion during the solvent reorganization induced by the ET reaction. Specifically, at the onset of ET from Fe to Ru, ultrafast (<60 fs) expansion of the first shell was observed through the RDFs of N$_{Fe}$–O and N$_{Ru}$–O, whose average expansion velocities were 2.5 Å ps$^{-1}$ and 1.8 Å ps$^{-1}$, respectively. Subsequently, both RDFs showed a damped oscillation with a relaxation time of ~100 fs. The oscillation frequency was approximately 200 cm$^{-1}$, which is in good agreement with the frequency of ~180 cm$^{-1}$ present in the vibrational spectrum of water and is assigned to translational motions of the intermolecular hydrogen bonding coordinate.

![Fig. 20](image-url) (a) Isotropic TRXL signal of FeRu upon photoexcitation. (b) Time profiles of experimental (blue) and calculated (magenta) TRXL signals between 0.4 and 0.6 Å$^{-1}$ (c and d) Time profiles of the peak positions of the first solvation shell obtained from the radial distribution functions of (c) N$_{Fe}$–O and (d) N$_{Ru}$–O. The simulation results, linear fit results, and oscillatory fit results are plotted in blue, magenta, and red. Reproduced from ref. 74 with the permission of Springer Nature, copyright 2021.
This work demonstrates the power of fs-TRXL combined with TR-XES and MD simulations in investigating the coherent response of solute–solvent interaction upon intramolecular electron transfer. It is expected that the methodology exploited in this study can be applied in a variety of chemical reactions to study the influence of specific solute–solvent interactions on reactions. Additionally, the method of this study can be further improved by analyzing the data using a full quantum-mechanical treatment for the solute–solvent interactions. For example, the energetic contribution of the observed translational motion of water molecules to the overall solvent reorganization energy during the ET process in FeRu is one of important questions, but it cannot be reliably answered with classical MD simulations based on non-polarizable force fields. Also, it may be possible to describe the ET process itself more accurately with quantum mechanical treatment, which may give a more precise picture of the solvent reorganization process than simply transferring an electron from a donor to an acceptor as in this study.

8. Protein structural dynamics

It is well known that the function of a protein is correlated to the structure of the protein. The structural dynamics of proteins have been investigated for decades to elucidate the fundamentals of the protein function using various experimental methods, including various time-resolved spectroscopic methods and time-resolved X-ray crystallography. However, time-resolved spectroscopic methods have rarely clarified the global structural changes of proteins since the typical spectroscopic methods are typically only sensitive to the energy state of the protein or local structural changes of proteins. Time-resolved X-ray crystallography, which was widely used to study the structural change of proteins, can only be applied to proteins in the crystalline phase. In this regard, the global structural change of proteins in the solution phase had been investigated scarcely until TRXL was used to explore the global structural dynamics of various proteins in solution. The emergence of fs-TRXL opened a new door for protein structural dynamics research, as it can directly visualize the global structural change of proteins in the ultrafast time regime. The ultrafast structural dynamics of proteins exhibit not only key structural changes that are related to the subsequent dynamics but also structural changes associated with a coherent motion. Here, we review the studies on protein structural dynamics using fs-TRXL.

8.1. Photosynthetic reaction center

The photosynthetic reaction center (RC) is a protein that mediates photosynthesis upon light absorption. One of the key features of RC is how it reacts when it is exposed to light, particularly to intense light. To protect the integrity of the protein, the excessive energy generated by light absorption should dissipate before the excessive energy deforms the protein. Using fs-TRXL, the structural dynamics of RC under the experimental condition where it absorbed ~800 photons due to the intensive light were investigated by Arnlund et al.76

From the TRXL data, four components were extracted based on a kinetic model: the ultrafast component (C1), the protein component (C2), and the non-equilibrated (C3) and equilibrated (C4) heating components (Fig. 21a). In terms of the kinetics, the temporal behaviors of C3 and C4 exhibited good agreement with the temporal behaviors of the heat flow in the protein and from the protein to the surrounding, which were obtained from MD simulations, respectively. For instance, the time for the excess heat energy in the protein to reach the maximum, which was obtained from the MD simulation, agreed

---

Fig. 21. (a) (Left) species-associated difference scattering curves of four components involved in the ultrafast structural dynamics of photosynthetic reaction center and (right) the time profiles of the four components determined from a fs-TRXL study. C1, C2, C3, and C4 were assigned as the ultrafast component, the protein component, the non-equilibrated heating component, and the equilibrated heating components, respectively. (b) Species-associated difference scattering curves of C1 and C2 (black) and theoretical scattering curves obtained from the structure refinement (red). The results for C1 and C2 are plotted in left and right panels, respectively. C1 and C2 were fitted using the motions of the cofactors and the whole protein, respectively. (c) Stereo-view representation of the movements corresponding to C2 obtained from the structure refinement. The orange spheres indicate the Cx atoms that exhibit movements away from other Cx atoms. Reproduced from ref. 76 with the permission of Springer Nature, copyright 2014.
well with the time for C3 to become the maximum. Hence, C3 and C4 were assigned to the heat flow in the protein and the heat flow to the surrounding environment, respectively. The protein component (C2) emerges within several picoseconds, and it precedes the non-equilibrium heating component. Such a phenomenon indicates that the protein quake in which the protein dissipates its energy via ultrafast quake-like structural deformation occurs upon photoexcitation of RC.

In addition, since the X-ray scattering signal is sensitive to the structures of protein, the initial structural changes of RC upon photoexcitation were visualized using C1 and C2. The SADS of C1 could be described by the motion of the cofactors obtained from the MD simulations with the other atoms frozen. On the other hand, the SADS of C2 was retrieved using the structural change of the whole protein obtained from MD simulations which allowed the motion in the whole protein (Fig. 21b). For the structural change that corresponds to C2, the internal distance between the Cx atoms of the residues in the transmembrane domain increases, which indicates the expansion of the transmembrane domain occurs (Fig. 21c). As the first fs-TRXL study on a protein, this work demonstrated the feasibility of the application of fs-TRXL to protein systems. In addition, the results of this work showed that a protein can exhibit an appreciable structural change even in the ultrafast time domain, confirming that the ultrafast structural dynamics of proteins are worth investigating.

8.2. Myoglobin

For decades, myoglobin (Mb) has served as a model system to study the structural dynamics of proteins due to its simple structure and capability to induce structural change due to the ligand dissociation upon photoexcitation. Although the structural dynamics of Mb have been extensively investigated, the ultrafast structural dynamics studies using an experimental technique with the sensitivity to the global structure change in solution had been scarce until the ultrafast global structural dynamics of Mb were successfully elucidated using fs-TRXL by Levantino et al.77

The TRXL signal both in the small-angle X-ray scattering (SAXS) and wide-angle X-ray scattering (WAXS) regions emerges within ~1 ps after the photolysis, and the changes of the signal shape and intensity are mostly completed within 10 ps. By analyzing the signal in the SAXS region using the Guinier analysis, the ultrafast increase in the radius of gyration ($R_g$) within a picosecond, which was followed by the protein volume expansion, was observed. Similar ultrafast change of $R_g$ and volume and delayed volume change compared to the $R_g$ change were observed in another study on Mb by Shelby et al., which combined XTA and TRXL and used the SAXS region of TRXL signal for the analysis.78 Such an ultrafast structural response of Mb, which has a similar time scale with the speed of sound in proteins, indicated that the protein quake was observed under the condition without severe multiphoton absorption. In addition to the ultrafast increase in $R_g$ and volume, their analysis showed that $R_g$ and volume of Mb undergo an underdamped oscillation,77 although this conclusion was challenged later by a theoretical study.77 For example, $R_g$ of Mb exhibits an oscillation with a time period of 3.6 ps and a decay time of 6 ps. Such an underdamped oscillation contrasts the well-known idea that the protein dynamics typically exhibit exponential behavior due to the ensemble average effect of the experimental observables. In addition, the observation of underdamped oscillation is in opposition to the conventional concept that the global structural change of proteins is overdamped. It was suggested that the oscillatory behavior obtained by analyzing the SAXS region implied the ballistic-like motion of the protein upon the photoexcitation rather than the thermally activated process.

Later, this work sparked the discussion on how to analyze the fs-TRXL data of proteins. A theoretical study by Brinkmann et al.77 challenged the interpretation suggested by this work and proposed that the fs-TRXL data in the SAXS region could be dominantly affected by the change of the hydration shell instead of the structural change of the protein. In addition, it was argued that the underdamped oscillation of Mb originated from the change of the hydration shell instead of the structural change of the protein, and this proposal was confirmed by a fs-TRXL study that used the WAXS region rather than the SAXS region for the structural analysis.80

8.3. Cytochrome c

The cytochrome c (cyt-c) protein is well-known for its various responses upon photoexcitation, such as protein folding and change of the protein function. For example, upon photoexcitation, one of the axial ligands (Met80) coordinated to the heme group dissociates, which may be linked to the change of the function from an electron transfer protein to a peroxidase. Reinhard et al. investigated the electronic state and structural changes of cyt-c, which are responsible for such axial ligand dissociation by combining TR-XES and fs-TRXL.79

By using TR-XES, a short-lived electronic state with a lifetime of 87 fs, which precedes the 5MC state observed in a previous TR-XES study,77 was observed (Fig. 22a). The electronic state was assigned to a 5MC state with 3$^2$[d$_2^z$d$_2^3$] configuration, although the mechanism of how such a state is formed is not clear. The d$_2^z$ orbital has an antibonding $\sigma^*$ character, which enables the Fe–S bond dissociation. The detailed structural change of cyt-c was investigated using fs-TRXL. Even in the ultrafast time domain (<600 fs), a difference scattering signal was observed in the q region between 0.4 and 1.1 Å$^{-1}$, which indicates that the structural change of cyt-c occurs in the ultrafast time domain. For the first 300 fs, the structural change of cyt-c was analyzed in terms of the distance between the axial ligands and the heme group, with the assumption that the global structural change would be less important compared to the local structural change such as the heme–ligand bond dissociation during this time domain. The analysis results indicate that the distance between two axial ligands (Met80 and His18) and the heme group should be elongated to retrieve the fs-TRXL signal (Fig. 22b). Such observation is in accordance with the assignment from the TR-XES analysis that the 5MC state is responsible for the axial ligand dissociation. The structural analysis on the later time domain (300–600 fs) using
the same structural change model, however, could not reproduce the large Fe–S distance elongation obtained from a previous TR-XES study. These results indicate that the signal in the later time domain originates from multiple structural changes rather than the simple ligand–heme group distance change. In summary, by combining the results of TR-XES and fs-TRXL, this work offers a comprehensive description of the ultrafast reaction dynamics of cyt-c, which is one of the well-known model systems for the reaction dynamics study of proteins upon photoexcitation.

8.4. Homodimeric hemoglobin

Homodimeric hemoglobin (HbI) is a heme protein with a homodimeric structure. Due to the relatively simple structure of HbI compared to hemoglobin with a tetrameric structure, HbI has been investigated using synchrotron-based TRXL as a model system for the allosteric regulation of proteins. Still, due to the limitation in the time resolution of the previous TRXL study on HbI, the ultrafast structural dynamics of HbI had remained elusive. Lee et al. investigated the ultrafast structural dynamics of HbI, as well as the change of the hydration shell, using fs-TRXL and an advanced structural analysis scheme. As mentioned in Section 7.2, it was proposed that the signal in the SAXS region of the fs-TRXL data can be dominantly affected by the change of the hydration shell. In the advanced analysis scheme, based on such an argument, the WAXS region of the fs-TRXL data was used to retrieve the structural change of the protein, and the SAXS region of the data was used to elucidate the change of the electron density of the hydration shell. In addition, the structural change of the protein obtained by analyzing the SAXS region was compared to that obtained by analyzing the WAXS region to experimentally confirm the effect of the change of the hydration shell to the SAXS region of the fs-TRXL data.

With the improved time resolution of an fs-TRXL experiment (∼800 fs) compared to that of a TRXL experiment performed at a synchrotron, various phenomena that had not been resolved in the previous TRXL study on HbI were revealed (Fig. 23a). In addition, detailed structural changes during these processes were elucidated via the structure refinement using rigid-body modeling and Monte Carlo simulations. In this refinement method, the protein structure was divided into rigid bodies according to the helices and heme groups, and the rigid bodies were moved to give the calculated curves that showed satisfactory agreement with the experimental difference scattering curves. As a result of the analysis, the fs-TRXL study identified the formation of a reaction intermediate (I0), which had not been observed in the previous TRXL study. Although the formation of I0 occurs within the time resolution of the experiment, it accompanies the structural change all over the protein. It was suggested that the protein quake, in which the structural deformation of the protein propagates from a focus to the entire protein in a quake-like manner, is responsible for such a rapid global structural change. Then, I0 transforms into the second intermediate (I1) with a time constant of 8.7 ps accompanying the structural change, such as the movement of the C helix and CD loop region. In addition to the transition to I1, the amplitude of the fs-TRXL data in the ultrafast time domain (∼3 ps) exhibits an oscillatory feature over time, indicating that I0 undergoes a coherent motion. According to the results of kinetic and structural analyses, the coherent motion had a frequency of ∼13 cm⁻¹ and a damping time constant of ∼800 fs, and the overall expansion and contraction of protein occurred during the coherent motion.

The structural change of HbI exhibited different temporal behavior when the WAXS and SAXS regions were used for the analysis. For example, the changes of the Rg show overdamped-like and underdamped-like behavior when the WAXS and SAXS regions were used for the analysis, respectively. Such a difference indicates that the signal in the SAXS region is largely affected by the change of the hydration shell. Indeed, the SAXS region of the theoretical signal calculated by assuming a constant electron density of the hydration shell during the structural change disagreed with the experimental data. By modulating the electron density of the hydration shell, the SAXS region of the experimental data could be described well without impairing the agreement between the theoretical and experimental signals in the WAXS region (Fig. 23b). In this way, the electron density of the hydration shell was tracked using the fs-TRXL signal in the SAXS region. The electron density of the hydration shell decreases by ∼0.2% up to ∼1.5 ps after
photoexcitation. Then, the electron density of the hydration shell changes along with the formation of I₁ (Fig. 23c). Using fs-TRXL, this work successfully revealed the ultrafast structural dynamics of HbI occurring in the timescale earlier than 100 ps after photoexcitation, which had been not accessible via synchrotron-based TRXL. In addition, this work provided experimental evidence for the proposal that the fs-TRXL signal in the SAXS region is largely affected by the change of the hydration shell and provided an advanced analysis method in which the WAXS and SAXS regions were analyzed separately. With this method, this work unveiled the change of the electron density of the hydration shell using the fs-TRXL data in the SAXS region.

9. Summary and outlook

Since the arrival of XFELs, fs-TRXL has been applied to study multiple categories of solution-phase structural dynamics in the femtosecond domain. In this review, we classify the studies with fs-TRXL applied to chemical and biological reactions into the topics of bond cleavage/formation, charge distribution and electron transfer, orientational dynamics, solvation dynamics, wavepacket dynamics, and protein structural dynamics. The reviewed examples demonstrate that fs-TRXL allows observing the dynamic changes of the structures of solute molecules and the interatomic distances between the solute and solvent molecules, in the non-equilibrium state, beyond revealing the equilibrium structures and the kinetics of the reacting species, such as the concentration or reaction rate. The sub-angstrom structural sensitivity and femtosecond time resolution of fs-TRXL provides complementary information that cannot be easily obtained with other experimental techniques, giving invaluable insights into reaction dynamics.

Nevertheless, the full scope of information available from fs-TRXL has not been exploited yet. One notable example is the anisotropic dynamics of the solvent cage. When the structural change of the solute appears anisotropic, the change in the cage structure can also be anisotropic. Therefore, such anisotropic structural change of the cage needs to be analyzed properly to extract detailed cage dynamics, as performed in a recent work.³⁵ In addition, information on changes in nuclear positions was mainly obtained based on the independent atom model from the TRXL signal. In principle, fs-TRXL data contain information on changes in electronic charge distribution, which cannot be retrieved solely by data analysis based on the independent atom model. Such information may be obtained through quantum mechanical treatment of X-ray scattering signals. Although such attempts have been made to analyze gas-phase time-resolved X-ray scattering data,²⁷³,¹⁷³ extracting information on changes in electronic charge distribution in solution through fs-TRXL signals has not yet been achieved and remains a future task.

Another aspect that can be explored in the future is extending the research area to wider target systems. In particular, for many biochemical or catalytic reactions, the chemical reactions are initiated by substrate-binding or heat rather than light. Taking this into consideration, it is expected that a wider range of reactions can be studied if photo-uncaging or T-jump is introduced to TRXL experiments. Such an approach can broaden the scope of the target systems for TRXL. Another challenging but important avenue of extending fs-TRXL is in situ/operando experiments. Recently, in situ/operando experiments using X-ray diffraction/scattering have been performed to investigate the application of various materials.¹⁷⁸–¹⁸¹ These experiments mostly deal with chemical reactions that are
irreversible in heterogeneous phases (gas/solid or liquid/solid interfaces, for example). One of the obstacles in in situ/operando study using TRXL, especially using fs-TRXL, is that the sample can be damaged by intense X-ray pulses. Because of these characteristics, it is not trivial to perform a TRXL experiment for a long time (for example, several days) using a single sample, and accordingly, a large amount of sample is required to continuously provide a fresh sample. A method to overcome such a limitation is using a thinner liquid jet to reduce the amount of sample required for the experiment. Another approach is using a pulsed droplet or fixed-target system rather than a continuously flowing liquid jet. Typically, the time for which the sample is exposed to X-ray pulses is much shorter than the total experimental time. Using a pulsed droplet or fixed-target system can greatly increase the fraction of the experimental time used for the actual pump–probe measurement, thereby reducing the amount of sample required for the experiment. In addition, in order to realize in situ/operando characterization of such reactions using fs-TRXL, a specialized sample cell need to be devised.\textsuperscript{177,179,182}

So far, most of the molecules studied using TRXL contain heavy atoms, partly because in the absence of a heavy atom, the TRXL signal is relatively small and difficult to analyze. In this respect, the scope of research using TRXL has been somewhat limited. For a reaction of a molecule with no heavy atom, one strategy to increase the contrast in difference scattering signals is to attach heavy atoms to the molecule, with the possibility of the target reaction being altered by heavy-atom labeling. In fact, through a TRXL experiment at the upcoming LCLS-II HE, it is expected that even structural changes of hydrocarbons can be sufficiently observed, without attaching a heavy atom, since the signal-to-noise ratio can be significantly improved using LCLS-II HE, which is expected to offer ~1000 times higher photon flux compared to typical XFEL facilities. In addition, the upcoming LCLS-II HE offers higher energy (~25 keV) of X-ray pulses than the typical ones currently available. This expands the measurable q-range possibly over 10 Å\(^{-1}\), which contains additional structural information for the solute. Therefore, the extended q range should increase the accuracy of the structure refinement. If the time-resolved positions of a wider class of atoms including hydrogen and carbon can be resolved using enhanced signal quality, TRXL is expected to provide invaluable insights into chemical reactions of organic molecules, catalysts, and substrates, as well as more detailed interaction between solute and solvent molecules.
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