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Abstract

A method, due to Élie Cartan, is used to give an algebraic classification of the non-reductive homogeneous pseudo-Riemannian manifolds of dimension four. Only one case with Lorentz signature can be Einstein without having constant curvature, and two cases with (2,2) signature are Einstein of which one is Ricci-flat. If a four-dimensional non-reductive homogeneous pseudo-Riemannian manifold is simply connected, then it is shown to be diffeomorphic to $\mathbb{R}^4$. All metrics for the simply connected non-reductive Einstein spaces are given explicitly. There are no non-reductive pseudo-Riemannian homogeneous spaces of dimension two and none of dimension three with connected isotropy subgroup.

1. Introduction

A homogeneous space $G/H$, where $G$ is a Lie group and $H$ a closed Lie subgroup, is reductive [9] if the Lie algebra $\mathfrak{g}$ of $G$ may be decomposed into a vector-space direct sum $\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{m}$ where $\mathfrak{m}$ is an $\text{Ad}(H)$-invariant complement to $\mathfrak{h}$. If $G/H$ is a reductive homogeneous space which admits a pseudo-Riemannian metric with $G$ acting by isometries, the curvature tensor takes on a particularly simple form. For this reason, the geometry of these spaces has been well studied [9] [2], and some classification results are known [5]. On the other hand, little is known about the structure of non-reductive homogeneous pseudo-Riemannian manifolds and the purpose of this paper is classify and investigate the basic geometry and topology of these special manifolds in low dimensions.

While it is easy to construct non-reductive homogeneous spaces, it is quite a bit more difficult to construct examples where $G$ is the isometry group of a pseudo-Riemannian metric on $G/H$. The difficulty is that if $G$ is the isometry group of a Riemannian metric on $G/H$ then $\text{Ad}(H)$ is compact, so $G/H$ is automatically reductive (see section 4 for an algebraic proof). Therefore, to construct examples of non-reductive pseudo-Riemannian homogeneous spaces only metrics with indefinite signature need to be considered. These facts are mentioned in [2], but no non-reductive examples are given. In the article [11] the author studies the ring of invariant differential operators on non-reductive homogeneous spaces but only considers geometric examples which turn out to be reductive.

In the book *Leçons sur la géométrie des espaces de Riemann* [3], Cartan outlines a method in which questions about the geometry of homogeneous Riemannian manifolds become algebraic.
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questions about Lie algebras. Cartan used his technique to classify the three-dimensional simply connected Riemannian homogeneous spaces which admit a group of isometries of dimension at least 4. Ishihara [7] used Cartan’s method to classify the four-dimensional Riemannian manifolds with transitive isometry groups while Jensen [8] used this technique to determine the simply connected homogeneous Einstein spaces of dimension 4. An alternative approach to the classification of low dimensional homogeneous Riemannian manifolds was given in [1], but this approach utilizes the compactness of the isotropy subgroup and so can’t be used here.

Cartan’s method works perfectly well for pseudo-Riemannian homogeneous spaces. We use this method in section 5 to first show that there are no two or three-dimensional non-reductive homogeneous pseudo-Riemannian manifolds. We then classify the four-dimensional non-reductive homogeneous pseudo-Riemannian manifolds and show in section 6 that if these four-dimensional homogeneous spaces are simply connected then they are diffeomorphic to \( \mathbb{R}^4 \). As a consequence of the calculations in section 5, we identify the cases which are Einstein and compare them with those in [10]. Finally, in section 7 we construct the corresponding homogeneous Einstein metrics on \( \mathbb{R}^4 \) (the simply connected spaces) for the three cases in which they exists.

2. The Classification and Einstein Metrics

In this section, we provide a summary of the classifications proved in section 5 and then list the possible Einstein metrics which are found in section 7 when \( G/H \) is assumed to be simply connected.

If \( \eta \) is a pseudo-Riemannian metric on the manifold \( G/H \) and \( G \) acts effectively and by isometries, we say the pair \((G/H, \eta)\) is a homogeneous pseudo-Riemannian manifold. We also use the convention that the bilinear form \( \eta \) on an \( n \)-dimensional Lorentz manifold has signature \((n - 1, 1)\).

**Theorem 2.1.** Let \((G/H, \eta)\) be a homogeneous Lorentz manifold. If \( G/H \) is two-dimensional, then \( G/H \) is reductive. If \( G/H \) is three-dimensional and \( H \) is connected, then \( G/H \) is reductive.

Let \( h \) be a Lie subalgebra of the Lie algebra \( g \) and denote this pair by \((g, h)\).

**Definition.** The Lie algebra pairs \((g, h)\) and \((g', h')\) are isomorphic if there exists an isomorphism \( \Phi : g \to g' \) such that \( \Phi(h) = h' \).

For every homogeneous space \( G/H \), let \( g \) be the the Lie algebra of \( G \) and \( h \) the Lie algebra of \( H \), let \((g, h)\) be the associated Lie algebra pair. In the next theorem, we list all possible non-isomorphic Lie algebra pairs for the non-reductive four-dimensional homogeneous spaces that are classified in section 5. We use the table of Lie algebras in [17] and refer to these algebras by \( A_{x,y} \), as given on page 990.

**Theorem 2.2.** Let \((G/H, \eta)\) be a four-dimensional homogeneous Lorentz manifold where \( H \) is connected. If \( G/H \) is not reductive, then the Lie algebra pair \((g, h)\) is isomorphic to one in the following list.

**A1** The Lie algebra \( g \) is the decomposable five-dimensional algebra \( \mathfrak{sl}(2, \mathbb{R}) \oplus \mathfrak{s}(2) \), where \( \mathfrak{s}(2) \) is the two-dimensional solvable algebra. There exists a basis for \( g \) where the non-zero products are

\[
[e_1, e_2] = 2e_2, \quad [e_1, e_3] = -2e_3, \quad [e_2, e_3] = e_1, \quad [e_4, e_5] = e_1.
\]

The isotropy is \( h = \text{span}\{e_3 + e_4\} \).

**A2** The Lie algebra \( g \) is the one-parameter family of five-dimensional solvable Lie algebras \( A_{5,30} \). There exists a basis for \( g \) where the non-zero products are

\[
[e_1, e_5] = (\alpha + 1)e_1, \quad [e_2, e_4] = e_1, \quad [e_2, e_5] = \alpha e_2, \quad [e_3, e_4] = e_2, \quad [e_3, e_5] = (\alpha - 1)e_3, \quad [e_4, e_5] = e_4.
\]
where all values of $\alpha \in \mathbb{R}$ are admissible. The isotropy is $h = \text{span}\{e_1\}$.

**A3** The Lie algebra $g$ is one of the five-dimensional solvable algebras $A_{5,37}$ or $A_{5,36}$. There exists a basis for $g$ where the non-zero products are

\[ [e_1, e_2] = 2e_1, \quad [e_2, e_3] = e_1, \quad [e_2, e_4] = e_2, \quad [e_2, e_5] = -e_3, \quad [e_3, e_4] = e_3, \quad [e_3, e_5] = e_2, \]

where $\epsilon = 1$ for $A_{5,37}$ and $\epsilon = -1$ for $A_{5,36}$. The isotropy is $h = \text{span}\{e_3\}$.

**A4** The Lie algebra $g$ is the six-dimensional algebra $\mathfrak{sl}(2, \mathbb{R}) \ltimes \mathfrak{h}(3)$ where $\mathfrak{h}(3)$ is the three-dimensional Heisenberg algebra. There exists a basis for $g$ where the non-zero products are

\[ [e_1, e_2] = 2e_2, \quad [e_1, e_3] = -2e_3, \quad [e_1, e_4] = e_1, \quad [e_1, e_5] = e_4, \]
\[ [e_1, e_6] = 2e_5, \quad [e_2, e_5] = e_4, \quad [e_3, e_4] = e_5, \quad [e_4, e_3] = e_6. \]

The isotropy is $h = \text{span}\{e_3 + e_6 \text{ or } e_3 + e_5\}$. The algebra is sometimes called the Shrödinger algebra.

**A5** The Lie algebra $g$ is the seven-dimensional algebra $\mathfrak{sl}(2, \mathbb{R}) \ltimes A_{3,9}$. There exists a basis for $g$ where the non-zero products are

\[ [e_1, e_2] = 2e_2, \quad [e_1, e_3] = -2e_3, \quad [e_1, e_4] = -e_5, \quad [e_1, e_6] = e_5, \quad [e_1, e_7] = e_1, \]
\[ [e_2, e_3] = e_6, \quad [e_3, e_4] = e_5, \quad [e_4, e_5] = 2e_1, \quad [e_5, e_6] = e_4, \quad [e_5, e_7] = e_5 \quad [e_6, e_7] = e_6. \]

The isotropy is $h = \text{span}\{e_1 + e_7, e_3 - e_4 \text{ or } e_3 - e_5\}$.

In the book Einstein Spaces [18], Petrov gave a fairly comprehensive list of the possible infinitesimal generators for the isometry algebras of a four-dimensional Lorentz manifold. The Lie algebras in A1 and A4 should appear on the list, but they don’t.

We now list the possibilities when the signature is (2, 2). The following theorem proved in section 6, gives a complete classification when the space is simply connected.

**Theorem 2.3.** Let $(G/H, \eta)$ be a four-dimensional homogeneous pseudo-Riemannian manifold of signature (2, 2) where $H$ is connected. If $G/H$ is not reductive, then the Lie algebra pair $(g, h)$ is isomorphic to one in the following list.

**A1-A3** The corresponding Lie algebra pairs in Theorem 2.2.

**B1** The Lie algebra $g$ is the five-dimensional algebra $\mathfrak{sl}(2, \mathbb{R}) \ltimes \mathbb{R}^2$. There exists a basis for $g$ where the non-zero products are

\[ [e_1, e_2] = 2e_2, \quad [e_1, e_3] = -2e_3, \quad [e_2, e_3] = e_1, \quad [e_1, e_4] = e_4, \]
\[ [e_1, e_5] = -e_5, \quad [e_2, e_4] = e_5, \quad [e_2, e_5] = e_4, \quad [e_3, e_4] = e_5. \]

The isotropy is $h = \text{span}\{e_1\}$.

**B2** The Lie algebra $g$ is the six-dimensional Shrödinger algebra $\mathfrak{sl}(2, \mathbb{R}) \ltimes \mathfrak{h}(3)$ in A4 of Theorem 2.2 and the isotropy $h = \text{span}\{e_3 - e_5, e_6\}$.

**B3** The Lie algebra $g$ is the six-dimensional algebra $\mathfrak{sl}(2, \mathbb{R}) \ltimes \mathbb{R}^2 \oplus \mathbb{R}$. There exists a basis for $g$ where the non-zero products are

\[ [e_1, e_2] = 2e_2, \quad [e_1, e_3] = -2e_3, \quad [e_2, e_3] = e_1, \quad [e_1, e_4] = e_4, \]
\[ [e_1, e_5] = -e_5, \quad [e_2, e_5] = e_4, \quad [e_3, e_4] = e_5. \]

The isotropy is $h = \text{span}\{e_3, e_5 + e_6\}$.
**Theorem 2.4.** Let $G/H$ be a simply connected non-reductive pseudo-Riemannian homogeneous space of dimension four, then

i) $G/H$ is diffeomorphic to $\mathbb{R}^4$, and

ii) if $G$ is the full isometry group then the Lie algebra pair for $G/H$ is equivalent to one in Theorem 2.2 excluding $A5^*$, or to one in Theorem 2.3.

Conversely, for any Lie algebra pair from Theorem 2.2 except $A5^*$, or any in Theorem 2.3, there exists a pseudo-Riemannian metric on $\mathbb{R}^4$ (subject to the conditions on the signature), where the isometry group acts transitively on $\mathbb{R}^4$, the Lie algebra of the isometry group is the given Lie algebra $\mathfrak{g}$, and the Lie algebra of the isotropy at a point is (conjugate to) $\mathfrak{h}$.

We show in Lemma 5.1 that only $A2$ in Theorem 2.2 or 2.3 with $\alpha = \frac{2}{3}$ and $B3$ lead to Einstein spaces which are not of constant curvature. Furthermore, $B3$ is Ricci-flat. By using this result we prove in section 7 the following theorem which gives complete list of all the homogeneous Einstein metrics which are not of constant curvature for the simply connected non-reductive pseudo-Riemannian manifolds of dimension 4.

**Theorem 2.5.** Let $(G/H, \eta)$ be a simply connected non-reductive homogeneous space of dimension 4 which is Einstein and not of constant curvature. If $\eta$ is Ricci-flat, then the Lie algebra pair is isomorphic to $B3$ and there exists global coordinates $(y^i)_{i=1\cdots 4}$ on $G/H = \mathbb{R}^4$ such that the metric is

$$
\eta = 2e^{y^1} \cos y^2 (dy^1 dy^4 - dy^2 dy^3) - 2e^{y^1} \sin y^2 (dy^1 dy^3 + dy^2 dy^4) + Le^{y^1} (dy^2)^2
$$

for some $L \in \mathbb{R}^*$. Otherwise the Lie algebra pair is isomorphic to $A2$ with $\alpha = 2/3$ and there exists global coordinates $(y^i)_{i=1\cdots 4}$ on $G/H = \mathbb{R}^4$ such that the metric is

$$
\eta = a_1 e^{\frac{4}{3}y^4} (2dy^1 dy^3 - (dy^2)^2) + a_2 e^{\frac{2}{3}y^4} (dy^3)^2 + 2a_3 e^{\frac{4}{3}y^4} dy^3 dy^4 + a_4 (dy^4)^2
$$

for some choice of $a_i \in \mathbb{R}$, $i = 1,4$ where $a_1a_4 \neq 0$, and $a_2 \neq 0$.

It is worth noting that determining the Lie algebra of the isometry group for the Ricci flat metrics in this theorem is non-trivial.

3. **Cartan’s Approach to the Geometry of Homogeneous Spaces**

Let $\eta^0$ be a non-degenerate symmetric bilinear form on $\mathbb{R}^n$ with signature $(p, \tilde{p})$, and $O(p, \tilde{p}) \subset GL(n, \mathbb{R})$ be the Lie group preserving $\eta^0$. Let $(M, \eta)$ be a pseudo-Riemannian manifold of signature $(p, \tilde{p})$, and $\pi : O(M) \rightarrow M$ be the orthonormal frame bundle corresponding to $\eta^0$ defined by

$$
O(M) = \{ u_p : \mathbb{R}^n \rightarrow T_pM \mid \eta(u_p(X), u_p(Y)) = \eta^0(X, Y) \}.
$$

Denote the right action of $a \in O(p, \tilde{p})$ on $u \in O(M)$ by $ua$, and for $X \in \mathfrak{o}(p, \tilde{p})$, let $\tilde{X}$ be the corresponding infinitesimal generator on $O(M)$ defined by

$$
\tilde{X}_u = \frac{d}{dt} (u \exp(tX_e))|_{t=0}.
$$

The canonical $\mathbb{R}^n$-valued one-form $\theta$ and the $\mathfrak{o}(p, \tilde{p})$-valued connection one-form $\omega$ on $O(M)$ have the following properties [9] (pp. 118-121)

$$
\iota_Z \theta = u^{-1} \pi_*(Z), \quad \iota_X \omega = X, \quad d\theta = -\omega \wedge \theta, \quad (3.1)
$$
where $X \in \mathfrak{o}(p, \tilde{p})$, $Z \in T_u(O(M))$ and $\iota$ is left interior multiplication. The $\mathfrak{o}(p, \tilde{p})$-valued curvature two-form $\Omega = d\omega + \omega \wedge$ satisfies

$$\iota X \Omega = 0, \quad \Omega \wedge \theta = 0, \quad d\Omega = \Omega \wedge \omega - \omega \wedge \Omega.$$  

(3.2)

The forms $\theta$, $\omega$, and $\Omega$ satisfy the equivariance conditions

$$a^*\theta = a^{-1}(\theta), \quad a^*\omega = \text{Ad}(a^{-1})\omega, \quad a^*\Omega = \text{Ad}(a^{-1})\Omega$$

where $a \in O(p, \tilde{p})$.

If $H$ is connected, then (3.1) and (3.2) imply the equivariance of $\theta$, $\omega$ and $\Omega$.

Let $g : M \to M$ be an isometry of the pseudo-Riemannian manifold $(M, \eta)$, and $\phi_g$ be the lift of the diffeomorphism $g$ of $M$ to the frame bundle,

$$\phi_g(u) = g_*u, \quad u \in F(M).$$

Since $g$ is an isometry, the subset $O(M) \subset F(M)$ is invariant under $\phi_g$. The forms $\theta$, $\omega$, and $\Omega$ satisfy the invariance properties

$$\phi_g^*\theta = \theta, \quad \phi_g^*\omega = \omega, \quad \phi_g^*\Omega = \Omega.$$  

(3.3)

Suppose that $(G/H, \eta)$ is a homogeneous pseudo-Riemannian manifold and let $\sigma = [H] \in G/H$, and $u_{\sigma} \in O(G/H)$ be an orthonormal frame at $\sigma$. The linear isotropy representation $\rho : H \to O(p, \tilde{p})$ is defined by

$$u_{\sigma}\rho(h) = (L_h)_*u_{\sigma}$$  

(3.4)

where $L_h$ is right multiplication in $G$ by $h \in H$. The differential of $\rho$ defines a homomorphism $\rho_* : h \to \mathfrak{o}(p, \tilde{p})$. Since $G$ acts effectively and by isometries, the linear isotropy representation of $H$ is faithful. Following Cartan [3] (or see Jensen [8]), we define the function $\Psi : G \to O(G/H)$ by

$$\Psi(g) = g_*u_{\sigma}$$  

(3.5)

which makes the diagram

$$\begin{array}{ccc}
G & \xrightarrow{\Psi} & O(G/H) \\
\downarrow \phi_g & & \downarrow \pi \\
G/H & \xrightarrow{\pi} & G/H
\end{array}$$  

(3.6)

commutative. The map $\Psi$ is equivariant with respect to the left action of $G$ on $G$ and the action of $G$ on $O(M)$. It is also equivariant with respect to the linear isotropy representation. Therefore, $\Psi$ satisfies

$$\Psi(gh) = \Psi(g)\rho(h), \quad \text{and} \quad \Psi(g_1g_2) = \phi_{g_1} \circ \Psi(g_2).$$  

(3.7)

By defining the forms

$$\hat{\theta} = \Psi^*\theta, \quad \hat{\omega} = \Psi^*\omega, \quad \hat{\Omega} = \psi^*\Omega$$

which are $G$-invariant on account of the equivariance of $\Psi$ and equation (3.3), we obtain the following structure on the Lie algebra $\mathfrak{g}$ of $G$.  
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Lemma 3.1. Let \((G/H, \eta)\) be an \(n\)-dimensional homogeneous pseudo-Riemannian manifold with Lie algebra pair \((g, h)\). There exists an injective homomorphism \(\rho_* : h \to o(p, \tilde{p})\), an \(\mathbb{R}^n\)-valued one-form \(\theta : g \to \mathbb{R}^n\), and an \(o(p, \tilde{p})\)-valued one-form \(\omega : g \to o(p, \tilde{p})\) satisfying

1] \(\ker \hat{\theta} = h\),
2] \(\hat{\omega}(X) = \rho_*(X)\), and
3] \(d\hat{\theta} = -\hat{\omega} \wedge \hat{\theta}\)

where \(X \in h\). Furthermore, the \(o(p, \tilde{p})\)-valued two-form \(\Omega = d\hat{\omega} + \hat{\omega} \wedge \hat{\omega}\) satisfies

4] \(\iota_X \Omega = 0\), \(\hat{\Omega} \wedge \hat{\theta} = 0\), and \(d\hat{\Omega} = \hat{\Omega} \wedge \hat{\omega} - \hat{\omega} \wedge \hat{\Omega}\).

Lemma 3.1 has the following partial converse.

Lemma 3.2. Let \(h\) be a Lie algebra, \(\rho_* : h \to o(p, \tilde{p})\) a monomorphism, and \(g\) be the vector space \(\mathbb{R}^n \oplus h\). Suppose there exists forms \(\theta : g \to \mathbb{R}^n\), \(\omega : g \to o(p, \tilde{p})\), and \(\Omega : g \wedge g \to o(p, \tilde{p})\) satisfying

1] \(\ker \theta = h\),
2] \(\omega(X) = \rho_*(X)\),
3] \(\iota_X \Omega = 0\), and \(\Omega \wedge \theta = 0\).

If we define \(d\theta = -\omega \wedge \theta\) and \(\Omega\) satisfies

4] \(d\Omega = \Omega \wedge \omega - \omega \wedge \Omega\),

then with \(d\omega = \Omega - \omega \wedge \omega\), \(g\) is a Lie algebra where \(\alpha([X, Y]) = -d\alpha(X, Y)\), \(\alpha \in g^*, X, Y \in g\).

The principle step in Cartan’s approach to the classification of homogeneous pseudo-Riemannian manifolds is to start with a subalgebra \(h \subset o(p, \tilde{p})\) and then classify all Lie algebras that satisfy Lemma 3.2. To simplify this classification, one expects that we only need the conjugacy class of the subalgebra \(h \subset o(p, \tilde{p})\) under inner automorphism, but slightly more is true.

Lemma 3.3. Let \(h\) and \(\tilde{h}\) be two Lie algebras, and let \(\rho_* : h \to o(p, \tilde{p})\) and \(\tilde{\rho}_* : \tilde{h} \to o(p, \tilde{p})\) be monomorphisms. Suppose there exists an inner automorphism \(\psi : gl(n, \mathbb{R}) \to gl(n, \mathbb{R})\) which restricts to an isomorphism \(\phi : h \to \tilde{h}\) such that

\[\tilde{\rho}_*(\phi(X)) = \psi(\rho_*(X))\quad X \in h.\]

Then the pairs \((g, h)\) which satisfy Lemma 3.2 are in one to one correspondence with the pairs \((\tilde{g}, \tilde{h})\) which satisfy Lemma 3.2.

Proof. Suppose the inner automorphism \(\psi\) is conjugation by the matrix \(A \in GL(n, \mathbb{R})\). It is then easy to check that the vector-space isomorphism \(T : \mathbb{R}^n \oplus h \to \mathbb{R} \oplus \tilde{h}\) defined by

\[T(\xi, X) = (AX, \phi(X))\]

provides a correspondence.

Note that every inner automorphism of \(o(p, \tilde{p})\) satisfies this lemma.
4. Non-Reductive Homogeneous Spaces

The preceding section described Cartan’s procedure for constructing all possible isomorphism classes of Lie algebra pairs \((\mathfrak{g}, \mathfrak{h})\) for homogeneous pseudo-Riemannian manifolds by starting from the inequivalent subalgebras of \(\mathfrak{o}(p, \bar{p})\) under the automorphisms described in Lemma 3.3. In principle, one could find a general classification of the four-dimensional homogeneous pseudo-Riemannian manifolds starting with the entire list of subalgebras for the Lie algebras \(\mathfrak{o}(3, 1)\) and \(\mathfrak{o}(2, 2)\). This classification would be rather daunting because the known lists of inequivalent subalgebras under inner automorphisms are quite large [15], [16]. In this section, we simplify the classification problem by proving a lemma which reduces the possible subalgebras \(\mathfrak{h} \subset \mathfrak{o}(p, \bar{p})\) associated with a non-reductive homogeneous pseudo-Riemannian manifold \((G/H, \eta)\).

We start with the following characterization of reductive homogeneous spaces see [9], p. 103, Theorem 11.1.

**Lemma 4.1.** A homogeneous space \(G \to G/H\) is reductive if and only if the principal \(H\)-bundle \(G \to G/H\) admits a \(G\)-invariant connection.

The following lemma greatly simplifies the classification problem.

**Lemma 4.2.** If \(G/H\) is a pseudo-Riemannian homogeneous space and \(O(p, \bar{p})/\rho(H)\) is a reductive homogeneous space, then \(G/H\) is reductive.

**Proof.** Let \(\mathfrak{h}\) be the Lie algebra of \(\rho(H)\), and \(\mathfrak{o}(p, \bar{p}) = \mathfrak{h} \oplus \mathfrak{m}\) be a reductive decomposition of \(\mathfrak{o}(p, \bar{p})\). Decompose the connection form on \(O(G/H)\) as \(\omega = \omega_{\mathfrak{h}} + \omega_{\mathfrak{m}}\) where \(\omega_{\mathfrak{h}}\) takes values in \(\mathfrak{h}\) and \(\omega_{\mathfrak{m}}\) takes values in \(\mathfrak{m}\). By using the map \(\rho\) defined in (3.4) and \(\Psi\) defined in (3.5) we prove that the \(\mathfrak{h}\)-valued form \(\rho^{-1}_* (\Psi^* \omega_G)\) defines a \(G\)-invariant connection on \(G/H\).

The \(G\)-invariance of \(\rho^{-1}_* (\Psi^* \omega_G)\) follows from the equivariance of \(\Psi\) in (3.7) together with (3.3). In order that this form defines a connection we need to check that the two conditions on p.64 in [9] are satisfied. To check the first condition on p.64 [9], we use (3.1) and compute

\[
\rho^{-1}_* (\Psi^* \omega_G(X_e)) = \rho^{-1}_* (\omega_G(X_e)) = X_e.
\]

This verifies condition one. We now check the second condition. It follows from the hypothesis in the lemma and the equivariance of the connection form \(\omega\) that

\[
R^h_a \omega_{\mathfrak{h}} = Ad_{a^{-1}} \omega_{\mathfrak{h}} \quad \text{and} \quad R^h \omega_{\mathfrak{m}} = Ad_{a^{-1}} \omega_{\mathfrak{m}}.
\]

Now from the \(H\)-equivariance of \(\Psi\) in (3.7), the equation above, and the identity \(\rho^{-1}_* Ad_{\rho(h)} = Ad_h \circ \rho^{-1}_*\) it follows that

\[
R^h_b (\rho^{-1}_* (\Psi^* \omega_{\mathfrak{h}})) = \rho^{-1}_* (\Psi^* (\rho(h))^* \omega_{\mathfrak{h}}) = \rho^{-1}_* (Ad_{\rho(h)b^{-1}} \circ (\Psi^* \omega_{\mathfrak{h}})) = Ad_h^{-1} \circ \rho^{-1}_* (\Psi^* \omega_{\mathfrak{h}}).
\]

This verifies the second condition. Therefore, the \(\mathfrak{h}\)-valued form \(\rho^{-1}_* (\Psi^* \omega_{\mathfrak{h}})\), is a \(G\)-invariant connection on \(G/H\) and by Lemma 4.1, \(G/H\) is reductive.

The proof of Lemma 4.2 is similar to the proof of Proposition 6.4 on pg. 83 in [9]. This proposition implies that if \(O(p, \bar{p})/H\) is reductive, then the metric connection is reducible to \(H\).

This lemma has a few simple but interesting corollaries.

**Corollary 4.1.** If \(\rho_*(\mathfrak{h}) \subset \mathfrak{o}(p, \bar{p})\) is a non-degenerate subspace with respect to the Killing form of \(\mathfrak{o}(p, \bar{p})\), then \(G/H\) is reductive.

Lemma 4.2 also provides an algebraic proof of the following corollaries.
Corollary 4.2. If $G/H$ admits a $G$ invariant Riemannian metric, then $G/H$ is a reductive homogeneous space.

Corollary 4.3. If $(G/H, \eta)$ is a two dimension homogeneous Lorentz manifold, then $G/H$ is reductive.

5. The Computations

By starting with the inequivalent subalgebras of $\mathfrak{o}(2,1)$, $\mathfrak{o}(3,1)$, and $\mathfrak{o}(2,2)$ we prove Theorems 2.1, 2.2 and 2.3 by building all non-reductive Lie algebra pairs $(\mathfrak{g}, \mathfrak{h})$ which satisfy Lemma 3.2. All inequivalent subalgebras of $\mathfrak{o}(2,1)$, $\mathfrak{o}(3,1)$, $\mathfrak{o}(2,2)$ under inner automorphisms are known. Although this list is rather long, Lemma 4.2 says that we need only those subalgebras that are not reductive in their respective algebras. With this reduced list of subalgebras, the equivalence problem in Lemma 3.3 is much easier. By using this final list of inequivalent subalgebras, we determine those which extend to a Lie algebra that satisfies Lemma 3.2 and not Lemma 4.1 (see also Lemma A1). The resulting Lie algebra pairs are then put into a canonical form which proves Theorems 2.1, 2.2 and 2.3.

Let $(e_j^i)$ denote the standard basis for $\mathfrak{gl}(n, \mathbb{R})$ where

$$ (e_j^i)_l^k = \delta^i_l \delta^j_k, \quad 1 \leq i,j,k,l \leq n. $$

Hereafter we omit writing the isomorphism $\rho^*$ between $\mathfrak{h}$ with basis $\{e_\alpha\}_{\alpha=1...q}$ and $\rho^*(\mathfrak{h}) \subset \mathfrak{o}(p,\tilde{p})$ with basis $\{b_\alpha\}_{\alpha=1...q}$. Given two differential one forms $\sigma_1, \sigma_2 \in \Omega^1(M)$, we use the convention

$$ \sigma^1 \sigma^2 = \frac{1}{2} (\sigma^1 \otimes \sigma^2 + \sigma^2 \otimes \sigma^1) $$

for the symmetric tensor product. Other notation that is used is given in Appendix A.

Proof of Theorem 2.1 - $\mathfrak{o}(2,1)$: Let $\{\sigma^i\}_{i=1...3}$ denote the standard basis for $(\mathbb{R}^3)^*$, and

$$ \eta^0 = (\sigma^1)^2 + 2\sigma^2\sigma^3. $$

For $\mathfrak{o}(2,1)$ we use the basis

$$ B_1 = e_2^2 - e_3^3, \quad B_2 = e_1^4 - e_3^3, \quad B_3 = e_2^2 - e_1^1. $$

Of the inequivalent subalgebras of $\mathfrak{o}(2,1)$ under inner automorphism, only two are not reductive. In each case, by using equations (A.1) and (A.3), equation (A.5) always has a solution, so for these two subalgebras, the constructed homogeneous space will be reductive. Here are the details.

**Case 1:** The isotropy subalgebra is $\mathfrak{h} = \text{span}\{b_1 = B_3\}$. By using the basis $\{b_1 = B_1, b_2 = B_2, b_1\}$ for $\mathfrak{o}(2,1)$, equations (A.1) and (A.3) give

$$ \tilde{\omega}^1 = p_1\theta^1 + p_2\theta^3, \quad \tilde{\omega}^2 = -p_1\theta^3. $$

Equation (A.5) has the general solution

$$ r_1^1 = -p_2, \quad r_1^2 = p_1, $$

and $(\omega^1 - p_2\theta^1 + p_1\theta^2) \otimes e_1$ defines a $G$-invariant connection.
Case 2: The isotropy subalgebra is $h = \text{span}\{b_1 = B_1, b_2 = B_3\}$. By using the basis $\{b_1 = B_2, b_1, b_2\}$ for $\mathfrak{o}(2,1)$, equations (A.1) and (A.3) give

$$\tilde{\omega}^i = p_1 \theta^3.$$ 

Equation (A.5) has the general solution

$$r_1^1 = p_1, \quad r_2^1 = r_3^1 = r_3^2 = r_3^3 = 0, \quad r_2^2 = -p_1,$$

and $(\omega^1 + p_1 \theta^1) \otimes e_1 + (\omega^2 - p_1 \theta^2) \otimes e_2$ defines a $G$-invariant connection.

This proves Theorem 2.1.  

**Proof of Theorem 2.2 - $\mathfrak{o}(3,1)$:** Let $\{\sigma^i\}_{i=1,\ldots,4}$ denote the standard basis for $(\mathbb{R}^4)^*$, and

$$\eta^0 = (\sigma^1)^2 + (\sigma^2)^2 + 2\sigma^3 \sigma^4.$$ 

The basis for $\mathfrak{o}(3,1)$ we use is

$$B_1 = e_1^2 - e_2^1, \quad B_2 = e_4^1 - e_3^3, \quad B_3 = e_1^1 - e_3^3, \quad B_4 = e_4^1 - e_2^3, \quad B_5 = e_4^1 - e_1^3, \quad B_6 = e_2^3 - e_4^2.$$ 

On page 1605 of [15], the inequivalent subalgebras of $\mathfrak{o}(3,1)$, under inner automorphisms are listed. Of these subalgebras, labeled $F_1$ to $F_{15}$, seven are not reductive in $\mathfrak{o}(3,1)$.

Case 1: We consider the non-reductive subalgebras of $\mathfrak{o}(3,1)$ which admit a solution to equation (A.5). Therefore they always lead to a reductive homogeneous space.

Subcase 1.1: The subalgebra $F_2$ in [15] is $h = \text{span}\{b_1 = B_1, b_2 = B_2, b_3 = B_3, b_4 = B_4\}$. By using the basis $\{b_1 = B_5, b_2 = B_6, b_1, b_2, b_3, b_4\}$ for $\mathfrak{o}(3,1)$, equations (A.1) and (A.3) give

$$\tilde{\omega}^1 = 0, \quad \tilde{\omega}^2 = 0.$$ 

Equation (A.5) has the general solution $\{r_i^\alpha = 0\}_{\alpha=1,\ldots,2, i=1,\ldots,4}$, and $\omega^\alpha \otimes e_\alpha$ defines a $G$-invariant connection.

Subcase 1.2: The subalgebra $F_3$ in [15] is $h = \text{span}\{b_1 = \cos \theta B_1 + \sin \theta B_2, b_2 = B_3, b_3 = B_4\}$ where $\theta \in (0, \pi), \theta \neq \pi/2$. By using the basis $\{b_1 = -\sin \theta B_1 + \cos \theta B_2, b_2 = B_3, b_3 = B_6, b_1, b_2, b_3\}$ for $\mathfrak{o}(3,1)$, equations (A.1) and (A.3) give

$$\tilde{\omega}^1 = 0, \quad \tilde{\omega}^2 = 0, \quad \tilde{\omega}^3 = 0.$$ 

Equation (A.5) has the general solution $\{r_i^\alpha = 0\}_{\alpha=1,\ldots,2, i=1,\ldots,4}$ and $\omega^\alpha \otimes e_\alpha$ defines a $G$-invariant connection.

Subcase 1.3: The subalgebra $F_6$ in [15] is $h = \text{span}\{b_1 = B_1, b_2 = B_3, b_3 = B_4\}$. By using the basis $\{b_1 = B_2, b_2 = B_5, b_3 = B_6, b_1, b_2, b_3\}$ for $\mathfrak{o}(3,1)$, equations (A.1) and (A.3) give

$$\tilde{\omega}^1 = p_1 \theta^3, \quad \tilde{\omega}^2 = 0, \quad \tilde{\omega}^3 = 0.$$ 

Equation (A.5) has the general solution

$$r_1^1 = r_3^3 = t, \quad r_2^2 = -t, \quad r_1^1 = r_2^1 = r_4^1 = r_3^2 = r_3^3 = r_3^4 = 0, \quad r_1^1 = r_3^3 = -p_1.$$
where $t \in \mathbb{R}$, and $(\omega^1 + t\theta^3) \otimes e_1 + (\omega^2 - p_1\theta^1 - t\theta^2) \otimes e_2 + (\omega^3 + t\theta^1 - p_1\theta^2) \otimes e_3$ defines a $G$-invariant connection for any choice of $t \in \mathbb{R}$.

**Subcase 1.4:** The subalgebra $F_8$ in [15] is $h = \text{span}\{b_1 = B_2, b_2 = B_3\}$. By using the basis \{b_1 = B_1, b_2 = B_4, b_3 = B_5, b_4 = B_6, b_1, b_2\} for $\mathfrak{o}(3,1)$, equations (A.1) and (A.3) give
\[
\tilde{\omega}^1 = -p_1\theta^1, \quad \tilde{\omega}^2 = p_2\theta^3, \quad \tilde{\omega}^3 = p_1\theta^3.
\]
Equation (A.5) has the general solution
\[
\begin{align*}
& \tilde{\omega}^1 = -p_1\theta^1, \\
& \tilde{\omega}^2 = p_2\theta^3, \\
& \tilde{\omega}^3 = p_1\theta^3.
\end{align*}
\]
and $(\omega^1 + p_2\theta^3) \otimes e_1 + (\omega^2 - p_2\theta^3) \otimes e_2$ defines a $G$-invariant connection.

We now consider the cases where condition (A.5) is not automatically satisfied.

**Case 2:** The subalgebra $F_7$ in [15] is $h = \text{span}\{b_1 = B_2, b_2 = B_3, b_3 = B_4\}$. By using the basis \{b_1 = B_1, b_2 = B_5, b_3 = B_6, b_1, b_2, b_3\} for $\mathfrak{o}(3,1)$, equations (A.1) and (A.3) give
\[
\tilde{\omega}^1 = p_1\theta^1 + p_2\theta^2, \quad \tilde{\omega}^2 = -p_2\theta^3, \quad \tilde{\omega}^3 = -p_1\theta^3.
\]
From condition (A.5), $G/H$ is reductive if and only if $p_1 = p_2 = 0$, so we assume this is not satisfied. Let $K = p_1^2 + p_2^2$ (which is non-zero). The Bianchi identities give
\[
C_{42} = -K, \quad C_{43} = -K, \quad C_{41} = -K,
\]
and $C_{jk} = 0$ otherwise. The curvature form is $\Omega_{ij} = -K\theta^i \wedge \theta^j$, and the homogeneous space will be of constant curvature. The change of basis
\[
\begin{align*}
\alpha^1 &= (p_1\theta^2 - p_2\theta^3 - \omega^1)/2, \quad \alpha^3 = \theta^4 + K^{-1}(p_1\omega^3 - p_2\omega^2), \quad \alpha^4 = \theta^4 + K^{-1}(p_2\omega^2 - p_1\omega^3), \\
\alpha^5 &= \sqrt{2}K^{-1}(p_1\omega^2 + p_2\omega^3), \quad \alpha^6 = \sqrt{2}(p_1\theta^3 + p_2\theta^2), \quad \alpha^7 = (p_2\theta^1 - p_1\theta^2 - \omega^1)/2
\end{align*}
\]
for $g^*$ leads to the multiplication table $A5^*$ in Theorem 2.2 with isotropy in the dual basis $h = \text{span}\{e_1 + e_7, e_3 - e_4, e_5\}$.

**Case 3:** The subalgebra $F_{10}$ in [15] is $h = \text{span}\{b_1 = B_3, b_2 = B_4\}$. By using the basis \{b_1 = B_1, b_2 = B_2, b_3 = B_5, b_4 = B_6, b_1, b_2\} for $\mathfrak{o}(3,1)$, equations (A.1) and (A.3) give
\[
\tilde{\omega}^1 = p_1\theta^1 + p_2\theta^2 + p_3\theta^3, \quad \tilde{\omega}^2 = p_2\theta^1 - p_1\theta^2 + p_3\theta^4, \quad \tilde{\omega}^3 = -p_2\theta^3, \quad \tilde{\omega}^4 = -p_1\theta^3.
\]
From condition (A.5), $G/H$ is reductive if and only if $p_1 = p_2 = 0$. Let $K = -(p_1^2 + p_2^2)$ (which is non-zero) and $C_{13} = L(p_1^2 + 4p_2^2)$. The Bianchi identities give
\[
\begin{align*}
C_{12} &= -3p_2p_3, \quad C_{14} = -K, \quad C_{13} = 2p_4p_2 - p_1p_3, \quad C_{24} = C_{14} = 0, \quad C_{23} = -3Lp_2p_1, \quad p_3 = 0, \\
C_{12} &= 3p_1p_3, \quad C_{24} = -K, \quad C_{23} = -2p_4p_1 - p_2p_3, \quad C_{23} = (4p_1^2 + p_2^2)L, \quad C_{23} = -3Lp_2p_1, \quad p_4 = 0.
\end{align*}
\]
The curvature components are
\[
\begin{align*}
\Omega_{12} &= K\theta^1 \wedge \theta^2, \quad \Omega_{13} = K\theta^1 \wedge \theta^4 + L(p_1^2 + 4p_2^2)\theta^1 \wedge \theta^3 - 3Lp_2p_1\theta^2 \wedge \theta^3, \quad \Omega_{14} = K\theta^1 \wedge \theta^3, \\
\Omega_{24} &= K\theta^2 \wedge \theta^3, \quad \Omega_{23} = K\theta^2 \wedge \theta^4 + L(4p_1^2 + p_2^2)\theta^2 \wedge \theta^3 - 3Lp_2p_1\theta^1 \wedge \theta^3, \quad \Omega_{34} = K\theta^4 \wedge \theta^3.
\end{align*}
\] (5.2)
The change of basis
\[
\alpha^1 = p_1 \theta^2 - p_2 \theta^1, \quad \alpha^2 = \theta^3, \quad \alpha^3 = -K(\theta^4 - L\theta^3) - p_2 \omega^1 + p_1 \omega^2, \\
\alpha^4 = \sqrt{2}(p_1 \theta^1 + p_2 \theta^2), \quad \alpha^5 = \sqrt{2}(p_1 \omega^1 + p_2 \omega^2), \quad \alpha^6 = K(\theta^4 + L\theta^3) - p_2 \omega^1 + p_1 \omega^2
\]
for \( g^* \) leads to the multiplication table \( \text{A4} \) in Theorem 2.2 with isotropy in the dual basis \( h = \text{span}\{e_3 + e_6, e_5\} \).

**Case 4** The subalgebra \( F_{14} \) in \([15]\) is \( h = \text{span}\{b_1 = B_3\} \). By using the basis \( \{b_1, b_2 = B_2, b_3 = B_4, b_4 = B_5, b_5 = B_6, b_1\} \) for \( o(3,1) \), equations \( (A.1) \) and \( (A.3) \) give
\[
\tilde{\omega}^1 = p_1 \theta^1 + p_2 \theta^3, \quad \tilde{\omega}^2 = p_3 \theta^2 + p_4 \theta^3 + p_5 \theta^3, \quad \tilde{\omega}^3 = p_2 \theta^1 + p_6 \theta^2 + p_7 \theta^3 - p_1 \theta^4, \\
\tilde{\omega}^4 = -p_3 \theta^3, \quad \tilde{\omega}^5 = -p_1 \theta^1.
\]

From condition \( (A.5) \), \( G/H \) is reductive if and only if \( p_4 = 0 \), so we assume \( p_4 \neq 0 \). The first Bianchi identity gives
\[
C_{14}^1 = -p_3^2, \quad C_{12}^1 = -p_2 p_3 - p_6 p_1, \quad C_{24}^1 = 0, \quad C_{23}^1 = -3p_7 p_3 + p_2(p_5 - p_3), \quad C_{34}^1 = 2p_2(p_1 + p_4) + 2p_5 p_3
\]
and
\[
p_6 = t_1(p_1 - p_4), \quad p_5 = t_1(p_4 + p_1), \quad -p_6 p_3 + p_2 p_4 - 2p_1 p_2 = 0, \quad p_1 p_3 = 0 \tag{5.3}
\]
where \( t_1 \in \mathbb{R} \). These last two equations will split into a number of cases. If \( p_3 \neq 0 \) the Killing form will have rank 4, otherwise the Killing form has rank at most 3, so we split this case into subcases based on \( p_3 \).

**Subcase 4.1** Starting with \( p_3 \neq 0 \) and \( p_1 = 0 \), we solve \((5.3)\) and the second Bianchi identity to get
\[
p_2 = -t_1 p_3, \quad C_{13}^1 = t_2 p_3^2, \quad p_7 = -p_4(2t_1^2 + t_2)/4
\]
where \( t_2 \in \mathbb{R} \). The curvature components are
\[
\Omega_{12} = K \theta^1 \wedge \theta^3, \quad \Omega_{13} = K \theta^1 \wedge (\theta^2 - t_1 \theta^3) + p_3^2 \theta^1 \wedge (t_2 \theta^3 - \theta^4) + \frac{3}{4} L p_3 p_4 \theta^2 \wedge \theta^3, \quad \Omega_{14} = -p_3^2 \theta^1 \wedge \theta^3, \\
\Omega_{23} = K \theta^3 \wedge (\theta^1 - t_1 \theta^2) + \frac{1}{4} p_4 L (p_3 \theta^2 + \frac{9}{2} p_3^2) \theta^1 \wedge \theta^3, \quad \Omega_{24} = 0, \quad \Omega_{34} = K \theta^2 \wedge \theta^3 + p_5^2 \theta^3 \wedge \theta^4 \tag{5.5}
\]
where \( K = t_1 p_3^2 \) and \( L = t_2 - 2t_1^2 \). The change of basis
\[
\alpha^1 = -p_3 \theta^1 - \frac{1}{4} p_4 \theta^3, \quad \alpha^2 = p_3 \theta^3, \quad \alpha^3 = -\frac{1}{4} t_1 p_3 \theta^3 - p_3 \theta^4 - \omega^1, \quad \alpha^4 = -p_4 \theta^2 - t_1 p_4 \theta^3, \\
\alpha^5 = t_1 p_4 \theta^1 + p_3 \theta^4 + t_1 (p_4^2 - 2p_3^2)(2p_3)^{-1} \theta^2 + (t_1^2 (p_4^2 - 2p_3^2) - t_2 p_3^2)(4p_3)^{-1} \theta^3 - \omega^1
\]
for \( g^* \) leads to the multiplication table \( \text{A1} \) in Theorem 2.2 with isotropy in the dual basis \( h = \text{span}\{e_3 + e_4\} \).

**Subcase 4.2** Starting with \( p_3 = 0 \) the Bianchi identities give
\[
p_2 = 0, \quad (p_1 - p_4)(C_{13}^1 - t_1^2 p_1 p_4) = 0.
\]
The solution to this last equation splits into two further subcases.
Subcase 4.2.a: If $C_{13} = t_1^2 p_1 p_4$ (the Killing form has rank 1), the curvature components are

$$
\begin{align*}
\Omega_{12} &= -p_1^2 \theta^1 \wedge \theta^2, & \Omega_{13} &= p_1 L \theta^1 \wedge \theta^3 - p_1^2 \theta^1 \wedge \theta^4, & \Omega_{14} &= -p_1^2, \\
\Omega_{24} &= -p_1^2 \theta^2 \wedge \theta^3, & \Omega_{23} &= 2L(p_1 - p_4) \theta^2 \wedge \theta^3 - p_1^2 \theta^2 \wedge \theta^4, & \Omega_{34} &= p_1^2 \theta^3 \wedge \theta^4
\end{align*}
$$

(5.7)

where $L = (p_7 + t_1^2 p_4)$. The change of basis

$$
\alpha^1 = \theta^4 - p_7(2p_4)^{-1} \theta^3, \quad \alpha^2 = -\theta^2, \quad \alpha^3 = -\theta^3, \quad \alpha^5 = \omega^4 - t_1 p_1 \theta^1, \quad \alpha^6 = -p_4(\theta^2 + t_1 \theta^3)
$$

for $g^*$ leads to the multiplication table $A2$ in Theorem 2.2 where $\alpha = p_1/p_4$ and the isotropy in the dual basis is $h = \text{span}\{e_1\}$.

Subcase 4.2.b We assume $C_{13} = t_1^2 p_1 p_4 \neq 0$ so $p_1 = p_4$, and the Killing form has rank 2. Let $L = C_{13} + p_4 p_7$. The curvature components are

$$
\begin{align*}
\Omega_{12} &= -p_4^2 \theta^1 \wedge \theta^2, & \Omega_{13} &= L \theta^1 \wedge \theta^3 - p_4^2 \theta^1 \theta^4, & \Omega_{14} &= -p_4^2 \theta^1 \wedge \theta^4, \\
\Omega_{23} &= -p_4^2 \theta^2 \wedge \theta^4, & \Omega_{24} &= p_4 \theta^2 \wedge \theta^4, & \Omega_{34} &= 0.
\end{align*}
$$

(5.9)

Write $C_{13} - t_1^2 p_4^2 = \epsilon m^2$ (which is non-zero) where $\epsilon = \pm 1$. The change of basis

$$
\alpha^1 = m \theta^4 - m p_7(2p_4)^{-1} \theta^3, \quad \alpha^2 = m \theta^1, \quad \alpha^3 = t_1 p_2 \theta^1 - \omega^1, \quad \alpha^4 = -p_4 \theta^2 - t_1 p_4 \theta^3, \quad \alpha^5 = m \theta^3
$$

for $g^*$ leads to the multiplication table $A3$ in Theorem 2.2 with isotropy in the dual basis $h = \text{span}\{e_3\}$.

This concludes the proof of Theorem 2.2.

Proof of Theorem 2.3 - $o(2,2)$: Let $\{\sigma^i\}_{i=1,\ldots,4}$ denote the standard basis for $(\mathbb{R}^4)^*$, and

$$
\eta^0 = 2\sigma^1 \sigma^2 + 2\sigma^3 \sigma^4.
$$

For $o(2,2)$ use the basis

$$
\begin{align*}
2A_1 &= e_4^2 + e_3^2 + e_2^2 + \epsilon e_1^4, & 2A_2 &= e_4^2 - e_3^2 + e_2^2 - \epsilon e_1^4, & 2A_3 &= e_2 - e_4^2 + e_4^3 - e_3^2 \\
2B_1 &= -e_4^2 + e_3^2 + e_2^2 + \epsilon e_1^4, & 2B_2 &= e_4^2 + e_3^2 + e_2^2 - \epsilon e_1^4, & 2B_3 &= e_2^2 - e_1^2 - e_2^3 + e_3^3
\end{align*}
$$

On pages 2281-2283 of [16] the inequivalent subalgebras of $o(3,1)$, under inner automorphisms are listed. Of these subalgebras, labeled $e_{d,n}$, twenty-two are not reductive in $o(2,2)$.

Case 1: We consider the non-reductive subalgebras of $o(2,2)$ which admit a solution to equation (A.5). Therefore, they always lead to a reductive homogeneous space.

Subcase 1.1: The subalgebra $e_{5,1}$ in [16] is $h = \text{span}\{b_1 = A_2, b_2 = A_1 - A_3, b_3 = B_1, b_4 = B_2, b_5 = B_3\}$. By using the basis $\{b_1 = A_1 + A_3, b_1', b_2, b_3, b_4, b_5\}$ for $o(2,2)$, equations (A.1) and (A.3) give $\omega^1 = 0$. Equation (A.5) has the general solution $\{r_k^b = 0\}_{a=1,\ldots,5, k=1,\ldots,4}$, and $\omega^a \otimes e_a$ defines a $G$-invariant connection.

Subcase 1.2: The following 4-dimensional algebras in [16] always admit a solution to (A.5). Therefore, they always lead to the construction of a reductive homogeneous space.
Equations (A.1) and (A.3) give $\tilde{\omega}^1 = \tilde{\omega}^2 = 0$. Equation (A.5) has the general solution $\{r_k^\alpha = 0\}_{\alpha=1\ldots, k=1,\ldots, 4}$, and $\omega^\alpha \otimes e_\alpha$ defines a $G$-invariant connection.

**Subcase 1.3:** The following 3-dimensional algebras in [16] always admit a solution to (A.5). Therefore, they lead to the construction of a reductive homogeneous space.

| $\mathfrak{h}$ | Basis $\{b_1, b_2, b_3\}$ | Complement $\{b_1, b_2, b_3\}$ |
|----------------|-------------------------------|----------------------------------|
| $c_{3,2}$      | $B_2, A_2, A_1 - A_3$         | $A_1 + A_3, B_1, B_3$           |
| $c_{3,4}$      | $A_2, A_1 - A_3$              | $A_1 + A_3, B_1, B_2$           |
| $c_{3,3}; c_{3,5}; c_{3,6}; c_{3,7}$ | $A_2 + \alpha B_2, A_1 - A_3, B_1 - B_3$ | $A_1 + A_3, B_1 + B_3, B_2$ |

Equations (A.1) and (A.3) give $\tilde{\omega}^1 = \tilde{\omega}^2 = \tilde{\omega}^3 = 0$. Equation (A.5) has the general solution $\{r_k^\alpha = 0\}_{\alpha=1\ldots, k=1,\ldots, 4}$, and $\omega^\alpha \otimes e_\alpha$ defines a $G$-invariant connection.

**Subcase 1.4:** The following 2-dimensional algebras in [16] always admit a solution to (A.5). Therefore, they lead to the construction of a reductive homogeneous space.

| $\mathfrak{h}$ | Basis $\{b_1, b_2\}$ | Complement $\{b_1, b_2, b_3, b_4\}$ |
|----------------|----------------------|---------------------------------------|
| $e_{2,3}$      | $B_2, A_1 - A_3$     | $A_1 + A_3, A_2, B_1, B_4$           |
| $e_{2,4}$      | $A_1 - A_3, B_3$     | $A_1 + A_3, B_1, B_2$                |
| $e_{2,7}$      | $A_2, A_1 - A_3$     | $A_1 + A_3, B_1, B_2, B_3$           |
| $e_{2,10}; e_{2,11}$ | $A_2 + \epsilon B_2, -A_1 + A_3; \epsilon > 0$ | $A_1 + A_3, B_1, B_2, B_4$ |
| $e_{2,12}$     | $A_2 - \epsilon B_3, -A_1 + A_3; \epsilon \neq 0$ | $A_1 + A_3, B_1, B_2, B_4$ |
| $e_{2,13}$     | $B_2 + \epsilon(A_3 - A_1), B_1 - B_3; \epsilon = \pm 1$ | $A_1 + A_3, A_2, B_1 + B_3, B_2$ |

Equations (A.1) and (A.3) give $\tilde{\omega}^1 = \tilde{\omega}^2 = \tilde{\omega}^3 = \tilde{\omega}^4 = 0$. Equation (A.5) has the general solution $\{r_k^\alpha = 0\}_{\alpha=1,2, k=1,\ldots, 4}$, and $\omega^\alpha \otimes e_\alpha$ defines a $G$-invariant connection.

**Subcase 1.4.a:** The subalgebra $e_{2,8}$ and $e_{2,9}$ in [16] are $\mathfrak{h} = \text{span}\{b_1 = A_2 + B_2, b_2 = -A_1 + A_3 + \epsilon(B_1 - B_3)\}$ when $\epsilon = 1$ and $\epsilon = -1$ respectively. By using the basis $\{b_1 = A_1 + A_3, b_2 = B_1 + B_3, b_3 = A_2 - B_3, b_4 = A_1 + A_3 - \epsilon(B_1 - B_3), b_1, b_2\}$ for $\mathfrak{o}(2,2)$, equations (A.1) and (A.3) give

$$\tilde{\omega}^1 = \epsilon(2p_2 - p_1)\theta^1, \quad \tilde{\omega}^2 = p_1\theta^1, \quad \tilde{\omega}^3 = p_2(\theta^4 - \epsilon\theta^3), \quad \tilde{\omega}^4 = p_2\theta^2.$$  

Equation (A.5) has the general solution

$$r_1 = r_2 = r_3 = r_4 = 0, \quad r_3 = \epsilon(p_2 - p_1), \quad r_1 = r_2 = p_1 - p_2,$$

and $(\omega^1 + (p_1 - p_2)(\theta^4 - \epsilon\theta^3)) \otimes e_1 + (\omega^2 + (p_1 - p_2)\theta^2) \otimes e_2$ defines a $G$-invariant connection.

We now consider the cases where condition (A.5) is not automatically satisfied.

**Case 2:** The subalgebra $e_{2,3}$ in [16] is $\mathfrak{h} = \text{span}\{A_1 - A_3, B_1 - B_3\}$. By using the basis $\{b_1 = A_1 + A_3, b_2 = A_2, b_3 = B_1 + B_3, b_4 = B_2, b_1, b_2\}$ for $\mathfrak{o}(2,2)$, equations (A.1) and (A.3) give

$$\tilde{\omega}^1 = p_1\theta^1, \quad \tilde{\omega}^2 = p_2\theta^1 - 2p_1\theta^3, \tilde{\omega}^3 = p_3\theta^1, \quad \tilde{\omega}^4 = p_4\theta^1 - 2p_3\theta^4.$$
From condition (A.5), $G/H$ is reductive if and only if $p_1 = 0$ and $p_3 = 0$. The first Bianchi identity yields

\[
C_{12}^1 = \frac{1}{2}(p_2 + 3p_4)p_3, \quad C_{13}^1 = \frac{3}{2}(p_4 - p_2)p_3, \quad C_{24}^2 = -2p_1p_3, \quad C_{23}^2 = 0, \quad C_{13}^1 = C_{14}^2,
\]
\[
C_{12}^2 = \frac{1}{2}(p_4 + 3p_2)p_1, \quad C_{24}^2 = \frac{3}{2}(p_4 - p_2)p_1, \quad C_{23}^1 = -2p_1p_3, \quad C_{24}^1 = 0.
\]

The first Bianchi identity has the general solution

\[
p_2 = 0, \quad p_4 = 0, \quad C_{13}^1 = tp_1^2, \quad C_{14}^1 = tp_3^2, \quad C_{14}^2 = \frac{5}{3}tp_1p_3
\]

where $t \in \mathbb{R}$. Let $L = 2p_1p_3$. The curvature components are

\[
\Omega_{12} = L\theta^1 \wedge \theta^2, \quad \Omega_{23} = -L\theta^2 \wedge \theta^3, \quad \Omega_{13} = tp_1^2\theta^1 \wedge \theta^3 + \frac{5}{6}tL\theta^1 \wedge \theta^4 - L\theta^2 \wedge \theta^4,
\]
\[
\Omega_{34} = L\theta^3 \wedge \theta^4, \quad \Omega_{24} = -L\theta^4 \wedge \theta^1, \quad \Omega_{14} = \frac{5}{6}tL\theta^4 \wedge \theta^3 + tp_3^2\theta^1 \wedge \theta^4 - L\theta^2 \wedge \theta^3.
\]

The Jacobi identities are now satisfied, but depending on the parameters we get non-isomorphic Lie algebras. We now determine the non-isomorphic algebras.

**Subcase 2.1:** If $p_1 \neq 0$ and $p_3 \neq 0$ the change of basis

\[
\alpha^1 = -p_1\theta^3 - p_3\theta^4, \quad \alpha^3 = L(\frac{3}{4}t\theta^1 - \theta^2) - p_1\omega^1 - p_3\omega^2, \quad \alpha^4 = \sqrt{2}(p_1\theta^3 - p_3\theta^4),
\]
\[
\alpha^2 = -\theta^1, \quad \alpha^6 = -L(\frac{5}{6}t\theta^1 + \theta^2) + p_1\omega^1 + p_3\omega^2, \quad \alpha^5 = \sqrt{2}(p_1\omega^1 - p_3\omega^2)
\]

for $g^*$ leads to the multiplication table $B_2$ in Theorem 2.3 with isotropy $h = \text{span}\{e_5, e_3 - e_6\}$.

**Subcase 2.2:** If $p_1 = 0$ or $p_3 = 0$ the change of basis

\[
\alpha^1 = -p_1\theta^3 - p_3\theta^4, \quad \alpha^3 = p_1\omega^1 + p_3\omega^2, \quad \alpha^5 = (p_3^2 - p_1^2)(\frac{1}{2}t\theta^1 - \theta^2) - p_3\omega^1 + p_1\omega^2,
\]
\[
\alpha^2 = \theta^1, \quad \alpha^4 = p_3\theta^3 - p_1\theta^4, \quad \alpha^6 = \frac{1}{2}t(p_3 + p_1)^2\theta^2 - (p_3^3\omega^1 + p_1^3\omega^2)/(p_3 + p_1)^2,
\]

for $g^*$ leads to the multiplication table $B_3$ in Theorem 2.3 with isotropy in the dual basis $h = \text{span}\{e_3, e_5 + e_6\}$ when $p_1 = 0$ and $h = \text{span}\{e_3, e_5 - e_6\}$ when $p_3 = 0$. Reversing the sign of $e_6$ is an automorphism, these are equivalent Lie algebra pairs.

**Case 3:** The subalgebra $e_{1,10}$ in [16] is $h = \text{span}\{-A_1 + A_3\}$. By using the basis $\{b_1 = A_1 + A_3, b_2 = A_2, b_3 = B_1, b_4 = B_2, b_5 = B_3, b_1 = -A_1 + A_3\}$ for $\mathfrak{o}(2,2)$, equations (A.1) and (A.3) give

\[
\tilde{\omega}^1 = p_1\theta^1 + p_2\theta^4, \quad \tilde{\omega}^3 = (p_5 + p_9)\theta^1 + (p_6 - p_3)\theta^4, \quad \tilde{\omega}^4 = (p_1 + p_7)\theta^1 + p_6\theta^4,
\]
\[
\tilde{\omega}^2 = \frac{1}{3}(p_3 - p_7)\theta^1 + 2p_2\theta^2 - 2p_1\theta^3 + \frac{1}{3}(p_4 - p_9)\theta^4, \quad \tilde{\omega}^5 = (p_5 - p_9)\theta^1 + p_1\theta^4.
\]

From condition (A.5), $G/H$ is reductive if and only if $p_1 = 0$ and $p_2 = 0$. The first Bianchi identity yields

\[
p_3 = sp_1, \quad p_4 = tp_1, \quad p_5 = -rp_1, \quad p_8 = tp_1 + sp_2, \quad C_{12}^1 = 5p_1p_2J, \quad C_{13}^1 = -5p_1^2J, \quad C_{23}^1 = -K,
\]
\[
p_9 = sp_2, \quad p_6 = tp_2, \quad p_7 = rp_2, \quad p_{10} = tp_2 + sp_1, \quad C_{14}^1 = 5p_1p_2J, \quad C_{24}^1 = -5p_2^2J
\]

where $r, s, t \in \mathbb{R}$ and

\[
J = \frac{1}{4}(rt - s^2), \quad K = \frac{1}{8}(p_1^2t - 2p_1p_2s + p_2^2r), \quad L = \frac{1}{8}(p_1^2t + 4p_1p_2s + p_2^2r).
\]
The second Bianchi identity has the general solution

\[ C_{14}^1 = 4JK. \]

The curvature components are

\[
\begin{align*}
\Omega_{12} &= p_1(sp_1 + rp_2)\theta^1 \wedge \theta^3 - (K + L)\theta^1 \wedge \theta^2 - 5p_1p_2J\theta^1 \wedge \theta^4 + p_2(tp_1 + sp_2)\theta^2 \wedge \theta^4 - L\theta^2 \wedge \theta^4, \\
\Omega_{34} &= p_1(sp_1 + rp_2)\theta^1 \wedge \theta^3 - (K + L)\theta^1 \wedge \theta^4 - 5p_1p_2J\theta^1 \wedge \theta^4 + p_2(tp_1 + sp_2)\theta^2 \wedge \theta^4 - L\theta^2 \wedge \theta^4, \\
\Omega_{13} &= p_1(sp_1 + rp_2)\theta^1 \wedge \theta^2 - 2rp_1^2\theta^1 \wedge \theta^3 + 5p_1J\theta^1 \wedge \theta^4 - 2sp_1p_2\theta^2 \wedge \theta^4 + p_1(sp_1 + rp_2)\theta^3 \wedge \theta^4, \\
\Omega_{24} &= p_2(tp_1 + sp_2)\theta^1 \wedge \theta^2 - 2tp_2^2\theta^2 \wedge \theta^4 + 5p_2J\theta^1 \wedge \theta^4 - 2sp_1p_2\theta^1 \wedge \theta^3 + p_2(tp_1 + sp_2)\theta^1 \wedge \theta^4, \\
\Omega_{14} &= J(5p_1p_2\theta^2 - 5p_1^2\theta^3 + 4K\theta^4) \wedge \theta^1 + K\theta^2 \wedge \theta^3 + 5J(p_2^2\theta^2 - p_1p_2\theta^3) \wedge \theta^4, \\
\Omega_{23} &= K\theta^1 \wedge \theta^4. \quad (5.13)
\end{align*}
\]

The change of basis

\[
\begin{align*}
\alpha^1 &= \frac{1}{9}(2sp_1 - rp_2)\theta^1 + p_2\theta^2 - p_1\theta^3 + \frac{1}{3}tp_1\theta^4, \quad \alpha^2 = -p_1\theta^1 - p_2\theta^4, \\
\alpha^3 &= \frac{1}{3}(2sp_2 + rp_1)\theta^3 - p_1\theta^2 - p_2\theta^3 + \frac{1}{3}tp_2\theta^4, \quad \alpha^4 = p_2\theta^1 - p_1\theta^4, \\
\alpha^5 &= \frac{1}{3}r(3tp_1 - 2sp_2)\theta^3 + \frac{1}{3}(tp_1 + sp_2)\theta^2 + \frac{1}{3}(tp_1 - sp_2)\theta^3 + \frac{1}{3}(2sp_1 + 3tp_2 - 4s^2p_2)\theta^4 + \omega^1,
\end{align*}
\]

for \( g^* \) leads to the multiplication table \( \mathbf{B1} \) in Theorem 2.3, with isotropy \( \mathfrak{h} = \text{span}\{e_3\} \).

**Case 4:** The subalgebras \( e_{1,3} \) and \( e_{1,4} \) in [16] satisfy Lemma 3.3. Define \( A \in GL(4, \mathbb{R}) \) by \( A(f_1) = f_3, A(f_2) = -f_4, A(f_3) = f_1, A(f_4) = -f_2 \), where \( f_k \) is the standard basis for \( \mathbb{R}^4 \), then \( A \) is an automorphism of \( \mathfrak{o}(2,2) \) that maps \( e_{1,3} \), which has basis \( \{b_1 = -A_1 + A_3 - B_1 + B_3\} \), to the subalgebra \( e_{1,4} \), which has basis \( \{b_1 = -A_1 + A_3 + B_1 - B_3\} \). Therefore, we consider only \( e_{1,4} \). By using the basis \( \{b_1 = A_1 - A_3 + B_1 - B_3, b_2 = B_2, b_3 = A_1 - A_3 + B_1 + B_3, b_4 = -A_1 - A_3 + B_1 - B_3, b_5 = A_2, b_6\} \) for \( \mathfrak{o}(2,2) \), equations (A.1) and (A.3) give

\[
\begin{align*}
\omega^1 &= p_1\theta^1 + p_2\theta^2 + (p_3 + p_4)\theta^3 + (p_4 - p_3)\theta^4, \quad \omega^3 = (p_7 - p_2)\theta^1, \\
\omega^2 &= (p_5 - p_3)\theta^1 + (p_6 + p_7 - p_2)\theta^3 + (p_6 - p_7 + p_2)\theta^4, \quad \omega^4 = (p_7 + p_2)\theta^1, \\
\omega^5 &= 2(p_5 + p_3)\theta^1 + (p_6 + p_7 + p_2)\theta^3 + (p_6 - p_7 - p_2)\theta^4.
\end{align*}
\]

From condition (A.5), \( G/H \) is reductive if and only if \( p_6 = 0 \). The first Bianchi identity yields

\[
\begin{align*}
p_4 &= t(p_5 + p_2), \quad C_{12}^2 = p_7^2, \quad C_{14}^1 = 2p_3p_7 + 2p_2p_4, \quad C_{12}^1 = 4p_2p_3 - 4p_3p_6 - 4p_5p_7, \\
p_5 &= t(p_2 - p_6), \quad C_{23}^1 = -p_7^2, \quad C_{14}^2 = -4p_3p_4 + 2p_2^2 - 6p_1p_7 - 6p_7^2 + 4p_2p_6 + 4p_5p_3 - C_{13}^1
\end{align*}
\]

where \( t \in \mathbb{R} \), and the conditions

\[
p_{2p_7} = 0, \quad 2p_2p_3 + (p_3 - tp_7)p_6 = 0.
\]

Let \( K = (2p_6t^2 + p_1 + p_7)/p_6, L = 2(p_6t^2 + p_7 + p_1)/p_6 \) and \( \beta = C_{13}^1 - p_2^2 - 2p_2p_6 - 2p_2p_6t^2. \) The second Bianchi identity yields \( p_3 = tp_7 \) so the final the remaining conditions are

\[
p_{2p_7} = 0, \quad \beta(p_6 + p_2) + p_7p_6(L(p_6 + 2p_7) + Kp_6) = 0.
\]
The change of basis for $\mathbf{g}^*$ leads to the multiplication table $A1$ in Theorem 2.3 with isotropy in the dual basis $\mathbf{h} = \text{span}\{e_3 + e_4\}$.

**Subcase 4.2**: If $p_\tau = 0$ the remaining condition splits into two subcases based on $\beta$.

**Subcase 4.2.a**: When $\beta = 0$, the remaining condition implies $C_{13}^4 = p_2^2 + 2p_2p_6 + 2p_2p_6 t^2$. The curvature components are

$$
\begin{align*}
\Omega_{12} &= 2p_2^2 \theta^1 \wedge \theta^2, & \Omega_{23} &= -2p_2^2 \theta^1 \wedge \theta^3, & \Omega_{24} &= -2p_2^2 \theta^1 \wedge \theta^4, & \Omega_{34} &= 2p_2^2 \theta^3 \wedge \theta^4, \\
\Omega_{13} &= -K \theta^2 \wedge \{(p_2 + 2p_6)^\theta + (3p_2 + 2p_6)^\theta - 2p_2^2 \theta^2 \wedge \theta^4, \\
\Omega_{14} &= -K \theta^1 \wedge \{(p_2 + 2p_6)^\theta + (3p_2 + 2p_6)^\theta - 2p_2^2 \theta^2 \wedge \theta^3. \\
\end{align*}
$$

(5.17)

The change of basis

$$
\begin{align*}
\alpha^1 &= -p_1 \theta^1 + 2p_6 \theta^2, & \alpha^2 &= 2p_6(\theta^3 - \theta^4), & \alpha^3 &= 4p_6 \theta^1, & \alpha^4 &= p_2(\theta^3 + t\theta^3 - t\theta^4) + \omega^1, \\
\alpha^5 &= p_6(-2t\theta^1 + \theta^3 + \theta^4) \\
\end{align*}
$$

for $\mathbf{g}^*$ leads to the multiplication table $A2$ in Theorem 2.3 where $\alpha = -p_2/p_6$ with isotropy in the dual basis $\mathbf{h} = \text{span}\{e_1\}$.

**Subcase 4.2.b**: If $\beta \neq 0$ then $p_2 = -p_6$. The curvature components are

$$
\begin{align*}
\Omega_{12} &= 2p_6^2 \theta^1 \wedge \theta^2, & \Omega_{23} &= -2p_6^2 \theta^1 \wedge \theta^3, & \Omega_{24} &= -2p_6^2 \theta^1 \wedge \theta^4, & \Omega_{34} &= 2p_6^2 \theta^3 \wedge \theta^4, \\
\Omega_{13} &= (\beta - p_6^2 K) \theta^1 \wedge (\theta^3 - \theta^4) - 2p_6^2 \theta^2 \wedge \theta^4, \\
\Omega_{14} &= (\beta - p_6^2 K) \theta^1 \wedge (\theta^4 - \theta^3) - 2p_6^2 \theta^2 \wedge \theta^3. \\
\end{align*}
$$

(5.19)

The change of basis

$$
\begin{align*}
\alpha^1 &= \sqrt{|\beta/2|} \{\frac{1}{2} p_1 / p_6 \theta^1 - \theta^4, & \alpha^3 &= p_6(\theta^1 + t\theta^3 - t\theta^4) - \omega^1, & \alpha^5 &= \sqrt{2|\beta|} \theta^1, \\
\alpha^2 &= \sqrt{|\beta/2|} (\theta^3 - \theta^4), & \alpha^4 &= p_6(-2t\theta^1 + \theta^3 + \theta^4), \\
\end{align*}
$$

for $\mathbf{g}^*$ leads to the multiplication table $A3$ in Theorem 2.3 where $\epsilon = \frac{\beta}{|p_1|}$ and the isotropy in the dual basis is $\mathbf{h} = \text{span}\{e_3\}$.

This concludes the proof of Theorem 2.3.

We now list the algebra pairs in Theorems 2.2 and 2.3 where the metrics can be Einstein without being of constant curvature.
**Lemma 5.1.** Let $(G/H, \eta)$ be a homogeneous non-reductive pseudo-Riemannian Einstein manifold of dimension four which is not of constant curvature and where $H$ is connected.

i] The space is Ricci-flat if and only if the Lie algebra pair $(g, h)$ is isomorphic to $B_3$.

ii] The space is Einstein and not Ricci flat if and only if the Lie algebra is isomorphic to the pair $A_2$ with $\alpha = 2/3$.

**Proof.** Starting with the curvature forms in equations (5.2), (5.5), (5.7), (5.9), (5.11), (5.13), (5.15), (5.17), (5.19), the coefficients of the Ricci tensor in an orthonormal frame $u_\sigma$ at $\sigma = [H]$ are easily computed. For example, from the curvature in (5.7) we get

\[ Ricci = (3\alpha^2 p_4^2) \eta^0 - p_4(t_1^2 p_4 + pr)(3\alpha - 2)\theta^3 \otimes \theta^3 \]

where $p_4 \neq 0$. If $\alpha = \frac{2}{3}$ and $t_1^2 p_4 + p_4 \neq 0$ the space is Einstein and not of constant curvature. Similar computations with (5.17) and (5.11) in **Subcase 2.2** prove the lemma. \[ \square \]

Case i] in Lemma 5.1 corresponds to Proposition 2.5.2 on pg. 153 of [10], and case ii] in Lemma 5.1 corresponds to Proposition 1.4.2 on pg. 142 of [10].

### 6. Global Results and Existence

To prove Theorem 2.4, we start by characterizing the four-dimensional simply connected non-reductive pseudo-Riemannian homogeneous spaces. These turn out to be fairly simple.

**Theorem 6.1.** Let $(g, h)$ be a Lie algebra pair from Theorem 2.2 or Theorem 2.3 and suppose $G$ is the simply connected Lie group with Lie algebra $g$. Then there exists a closed connected Lie subgroup $H \subset G$ with Lie algebra $h$ such that $G/H$ is diffeomorphic to $\mathbb{R}^4$.

**Proof.** The proof is done on a case by case basis. We first consider the pairs in $A_2$-$A_3$ of Theorem 2.2 (or Theorem 2.3) where $g$ is solvable. Let $G$ be the simply connected solvable Lie group having Lie algebra $g$, and $H$ be the connected Lie subgroup having Lie subalgebra $h$. Since $H$ is closed [4], $G/H$ is a manifold. Since $H$ is connected, $G/H$ is simply connected and $G/H$ is diffeomorphic to $\mathbb{R}^4$ [13].

For cases $A_1$ and $A_4$ of Theorem 2.2 and $B_1$-$B_3$ of Theorem 2.3, we construct connected Lie groups $G^0$ and connected closed subgroups $H^0 \subset G^0$ such that the covering space of $G^0/H^0$ is $\mathbb{R}^4$. It follows that $\mathbb{R}^4 = G/H$ (see Theorem 2.1 p. 125 [14]) where $\hat{G}$ is the simply connected cover of $G^0$ and $H$ is a closed connected Lie subgroup having Lie subalgebra $h$. We start with $A_4$ and $B_2$.

Let $a, b \in \mathbb{R}^2$, and $a \times b = a_1 b_2 - b_1 a_2$. The multiplication map for the six-dimensional Lie group $SL(2, \mathbb{R}) \ltimes \mathbb{R}^3$ is

\[(A, a, \alpha) \ast (B, b, \beta) = (AA', Ab + a, \alpha + \beta - (Ab) \times a)\]

where $A, B \in SL(2, \mathbb{R}), a, b \in \mathbb{R}^2$ and $\alpha, \beta \in \mathbb{R}$. Let $H^0_t$ and $H^0_n$ be the closed subgroups

\[
H^0_t = \left\{ \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix}, \begin{pmatrix} 0 \\ s \end{pmatrix}, t, s \in \mathbb{R} \right\}, \quad H^0_n = \left\{ \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix}, \begin{pmatrix} 0 \\ s \end{pmatrix}, -2t \right\}, \quad t, s \in \mathbb{R} \right\}.
\]

The Lie algebra pair in $A_4$ is isomorphic to $(g, h_0)$, and the pair in $B_2$ is isomorphic to $(g, h_0)$. The quotient spaces $G^0/H^0_t$ and $G^0/H^0_n$ are diffeomorphic to $(\mathbb{R}^2 \setminus \{(0, 0)\}) \times \mathbb{R}^2$, so the covering space in these cases is $\mathbb{R}^4$.

For the Lie algebra pair $B_1$ in Theorem 2.3, let $G^0$ be the group $SL(2, \mathbb{R}) \ltimes \mathbb{R}^2$, and let

\[
G^0 = \left\{ \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right\}, \quad t \in \mathbb{R} \right\}.
\]
Lemma 6.1. Let \( \mathfrak{g} \) be a simply connected four-dimensional homogeneous Lorentz manifold with Lie algebra pair \( \mathfrak{g}^* \). Then \( \mathfrak{g} \) is a proper subgroup of the isometry group \( \hat{O}(2, 3) \).

Proof. The computations in Theorem 6.1 show that there exists a transitive action of \( G \) on \( S^1 \times \mathbb{R}^3 \) with isotropy \( K \) which has the same Lie algebra as \( H \). We showed in the proof of Theorem 2.2 in section 5 Case 2, that the Lorentz metric, which is unique up to scaling, was of constant (negative) curvature, so the standard action of \( O(2, 3) \) on \( S^1 \times \mathbb{R}^3 \) is by isometries for this metric. Therefore, an invariant Lorentz metric on \( G/H \) (the covering space) will admit \( \hat{O}(2, 3) \) acting by isometries, and the Lie algebra of the isometry group will not be \( \mathfrak{g} \).

Lemma 6.1 allows us to prove Theorem 2.4 ii] by eliminating \( \mathfrak{g}^* \).

Proof. Proof of Theorem 2.4 ii]: Starting with \( G/H \) simply connected we may assume that \( H \) is connected and so Theorem 2.2, or 2.3 imply that the Lie algebra pair is isomorphic to one in the lists in these two theorems. However if \( G \) is the isometry group then by Lemma 6.1, \( \mathfrak{g}^* \) cannot
be the Lie algebra pair for the isometry group of simply connected four-dimensional homogeneous Lorentz manifold.

In order to finish the proof of Theorem 2.4 (the converse part) we need to show that we can build metrics on $\mathbb{R}^4$ having the isometry algebras in Theorems 2.2 (except $A5^*$) and 2.3. In order to do this we first give two lemmas.

**Lemma 6.2.** Let $G/H$ be a homogeneous space with pair $(g, h)$, and $H$ connected. If the pair $(g, h)$ satisfies Lemma 3.2, then
\[ \eta(X, Y) = \eta^0(\theta(X), \theta(Y)) \quad X, Y \in T_p G \]
is basic for the projection $q : G \to G/H$ and defines a pseudo-Riemannian metric on $G/H$ with curvature tensor $\Omega$.

**Proof.** The form $\theta$ is $\mathbb{R}^n$ valued, so $\eta$ defines a symmetric bilinear form on $TG$. From 1] in Lemma 3.1, the form $\eta$ is semi-basic for the projection $q : G \to G/H$ and has the same signature as $\eta^0$. The Lie derivative of $\eta$ with respect to $X \in h$,
\[ L_X \eta^0(\theta, \theta) = \eta^0(L_X \theta, \theta) = \eta^0(\rho_*(X) \theta, \theta) = 0, \]
implies that $\eta$ is $H$-basic, because $H$ is connected. We can check that $\Omega$ is the curvature of $\eta$, by choosing a local cross section of $q : G \to G/H$ and pulling back the structure equations by the cross section, or by reversing the arguments in section 3 which we now do. Let $u_\sigma \in O(M)$, and $\Psi$ be constructed as in (3.5). The pullback $\Psi^* \theta$ of the canonical form $\theta$ on the frame bundle, are $G$-invariant and provide a basis for the $q : G \to G/H$ semi-basic forms. Therefore,
\[ \theta = A \Psi^* \tilde{\theta} \quad \text{where} \quad A \in GL(n, \mathbb{R}). \]  

(6.1)

Now, let $X, Y \in \mathbb{R}^n$ and choose $\tilde{X}, \tilde{Y} \in T_e G$ such that $q_\sigma \tilde{X} = u_\sigma X$, and $q_\sigma \tilde{Y} = u_\sigma Y$. By definition of $u_\sigma$ and $\eta$, we have
\[ \eta^0(\tilde{X}, \tilde{Y}) = \eta(\theta(\tilde{X}), \theta(\tilde{Y})). \]

Condition (6.1) gives
\[ \eta^0(\tilde{X}, \tilde{Y}) = \eta^0(A \tilde{\theta}(\tilde{X}), A \tilde{\theta}(\tilde{Y})) = \eta^0(\tilde{\theta}(\tilde{X}), \tilde{\theta}(\tilde{Y})), \]

so $A \in O(p, \tilde{p})$. Finally, using the frame $\nu_\sigma = u_\sigma A$ to redefine $\Psi$, we get $\Psi^* \theta = \theta, \Psi^* \omega = \omega$, and $\Psi^* \Omega = \Omega$.

This lemma says that for any case we consider in section 5, and no matter what value we choose for the parameters in the curvature form $\Omega$, we can construct a homogeneous pseudo-Riemannian manifold having the chosen value of the curvature form. In the next lemma, we give a sufficient condition on the curvature for a given Lie algebra to be the Lie algebra of the isometry group.
Lemma 6.3. Let \((G/H, \eta)\) be an \(n\)-dimensional pseudo-Riemannian homogeneous space with curvature form \(\Omega\) and let \(R_{ijkl}\) and \(R_{ijkl;m}\) be the corresponding components of the Riemann curvature tensor and its covariant derivative in the orthonormal frame \(u_\sigma\) at \(\sigma = [H]\). Let

\[
S = \{ E \in \mathfrak{o}(p,\tilde{p}) \mid R_{ijkl}E_i^a + R_{ijkl;m}E_j^a + R_{ijkm}E_k^a + R_{ijpk}E_p^a = 0, \\
R_{ijkl;m}E_i^a + R_{ijkl;m}E_j^a + R_{ijkm}E_k^a + R_{ijpk}E_p^a = 0 \}.
\]

(6.2)

If \(\dim S = \dim \mathfrak{h}\), then the Lie algebra of the isometry group is \(\mathfrak{g}\) (the Lie algebra of \(G\)).

Proof. Use the notation in section 3. If \(E = \rho_\ast(e)\) where \(e \in \mathfrak{h}\), then \(E \in S\), so \(\dim S \geq \dim \mathfrak{h}\). Suppose that \(\hat{G}\) is the isometry subgroup of \((G/H, \eta)\). To prove the lemma, it is sufficient to show \(\dim \hat{G} = \dim G\). Let \(\hat{H} \subset \hat{G}\) be the isotropy subgroup at \(\sigma = [H]\) \(\in G/H\) with linear isotropy representation \(\hat{\rho}\). We have \(G \subset \hat{G}\), \(\dim G = n + \dim H\), and \(\dim \hat{G} = n + \dim \hat{H}\). By the argument just given, \(\hat{\rho}_\ast(\mathfrak{h})\) satisfies (6.2). Therefore, if the hypothesis of the theorem hold then \(\dim \mathfrak{h} = \dim \mathfrak{h}\) and \(\dim G = \dim \hat{G}\).

The set \(S\) is the Lie algebra of the stabilizer of both the curvature tensor and its covariant derivative at a point. This lemma states that if this subalgebra has the same dimension as \(\mathfrak{h}\), then the isometry algebra can not have dimension greater than \(n + \dim \mathfrak{h}\). Therefore, it must be the given algebra. Lemma 6.3 of course generalizes using the higher order covariant derivatives of the curvature tensor.

We can now prove the converse condition in Theorem 2.4 by using Lemmas 6.2, Lemma 6.3, and the computations from section 5. That is, for each Lie algebra pair in the theorem we find values for the coefficients of the curvature form \(\Omega\) such that Lemma 6.3 is satisfied.

Proof. Proof of converse for Theorem 2.4: We start with the Lorentz signature.

Case 3: If \(C_{13}^{-1}(p_1^2 + 4p_2^2) = L \neq 0\), then Lemma 6.3 is satisfied, and the isometry algebra is A4.

Subcase 4.1: If \(t_2 - t_1^2 = L \neq 0\) then Lemma 6.3 is satisfied, and the algebra is A1.

Subcase 4.2.a: If \(p_7 + t_2^2p_4 \neq 0\) then Lemma 6.3 is satisfied, and the algebra is A2.

Subcase 4.2.b: If \(L = C_{13}^{-1} + p_7p_4 \neq 0\) then Lemma 6.3 is satisfied, and the algebra is A3.

Now we consider the signature (2, 2) cases.

Subcase 2.1: If \(t \neq 0\) then Lemma 6.3 is satisfied, and the isometry algebra is B2.

Subcase 2.2: See the first part of the of Theorem 2.5 in section 7.

Case 3: If \(rt - s^2 \neq 0\) then Lemma 6.3 is satisfied, and the isometry algebra is B1.

Subcase 4.1: If \(2p_1t^2 + p_1 + p_7 = K \neq 0\), Lemma 6.3 is satisfied and the isometry algebra is A1.

Subcase 4.2: If \(p_2 \neq 0\) and \(2p_0t^2 + p_1 \neq 0\), Lemma 6.3 is satisfied and the isometry algebra is A2.

Subcase 4.3: If \(C_{13}^{-1} - p_1p_6 + p_2^2 \neq 0\), Lemma 6.3 is satisfied, and the isometry algebra is A3.

7. The Einstein Examples

In this section, we prove Theorem 2.5 by constructing all homogeneous Einstein and Ricci flat metrics on the simply connected non-compact homogeneous spaces of dimension four.

Proof. (Theorem 2.5) By Lemma 5.1, the Lie algebra pair \((\mathfrak{g}, \mathfrak{h})\) of \(G/H\) is isomorphic to B3 if \(\eta\) is Ricci-flat, otherwise it is isomorphic to the Lie algebra pair A2 with \(\alpha = \frac{2}{3}\). To prove the theorem, it is sufficient to construct the two simply connected homogeneous spaces that have Lie algebra pair B3 or A3 with \(\alpha = \frac{2}{3}\), and find all the invariant metrics. Theorem 2.4 says that the manifolds themselves are diffeomorphic to \(\mathbb{R}^4\).

We remind the reader that the Lie algebra of infinitesimal generators of \(G\) acting on \(G/H\) is isomorphic to the Lie algebra of right invariant vector fields, and so we use a basis of left invariant
forms $\sigma$ which have structure constants negative to the ones in Theorem 2.2 or 2.3 to construct our examples.

We start by proving the second part of the theorem using the Lie algebra in $A2$. The (negative of the) structure equations are easily integrated on $\mathbb{R}^5$ to give the left-invariant forms

$$\sigma^5 = dx^5, \quad \sigma^4 = -x^5 dx^4, \quad \sigma^3 = (1-\alpha) x^3 dx^3, \quad \sigma^2 = e^{-\alpha x^5} (dx^2 + y^3 dx^4), \quad \sigma^1 = e^{-(\alpha+1) x^5} (dx^1 - x^4 dx^2).$$

Let $X_i, i = 1 \ldots 5$ be the dual frame of left invariant vector fields. The $X_4$ basic symmetric bilinear forms on $G$ are easily computed to be

$$\tilde{\eta} = a_1 (2\sigma^1 \sigma^3 - (\sigma^2)^2) + a_2 (\sigma^3)^2 + 2a_3 \sigma^3 \sigma^5 + a_4 (\sigma^5)^2.$$

With the coordinates $y^1 = x^1 + x^3(x^4)^2/2, y^2 = x^2 + x^3 x^4, y^3 = x^3$, and $y^4 = x^5$ on the quotient of $G$ by the orbits of $X_4 = e^{x^5} (\partial_{x^4} - x^4 x^3 \partial_{x^1} - x^3 \partial_{x^2})$ we have $\tilde{\eta} = \pi^* \eta$ where

$$\eta = a_1 e^{-2\alpha y^4} (2dy^1 dy^3 - (dy^2)^2) + a_2 e^{2(1-\alpha)y^4} (dy^3)^2 + 2a_3 e^{(1-\alpha)y^4} dy^3 dy^4 + a_4 (dy^4)^2.$$

These bi-linear forms are non-degenerate if $a_1 a_4 \neq 0$. If $a_2 \neq 0$ the only Killing vectors are $Y_1 = \partial_{y^1}, Y_2 = \partial_{y^2}, Y_3 = \partial_{y^3}, Y_4 = y^2 \partial_{y^2} + y^3 \partial_{y^3}, Y_5 = (1+\alpha) y^1 \partial_{y^1} + \alpha y^2 \partial_{y^2} + (1-\alpha) y^3 \partial_{y^3} + \partial_{y^4}$.

These vector fields form a Lie algebra with the multiplication table in $A2$. At the point $(0,0,0,0)$ the isotropy is $Y_4$, and $\eta$ is the most general metric invariant under the flow of these Killing fields. When $\alpha = \frac{1}{2}$, these metrics are Einstein and they are not of constant curvature when $a_2 \neq 0$. The signature of these metrics can be only Lorentz or $(2,2)$, as expected.

For the Lie algebra pair in $B3$, consider the quotient space $G/H$ where $G = SL(2, \mathbb{R}) \ltimes \mathbb{R}^2 \oplus \mathbb{R}$ and

$$H = \{ \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix}, \begin{pmatrix} 0 & s \\ s & 0 \end{pmatrix} : t, s \in \mathbb{R} \}.$$

The manifold $G/H$ is diffeomorphic to $\mathbb{R}^2 - (0,0) \times \mathbb{R}^2$. In terms of coordinates $(x^1, x^2, x^3, x^4)$ on $G/H$ the most general metric having signature $(2,2)$ on $G/H$ where $G$ acts by isometries is

$$\tilde{\eta} = 2\sigma^1 \sigma^2 + 2\sigma^3 \sigma^4$$

where $\sigma^1 = dx^1, \sigma^2 = dx^2 + \frac{Lx^2}{2} (x^2 dx^1 - x^1 dx^2), \sigma^3 = dx^3, \sigma^4 = -dx^3 + \frac{Lx^1}{2} (x^1 dx^2 - x^2 dx^1)$. Let $\pi : \mathbb{R}^4 \to M$ be given by $x^1 = e^{y^1} \cos y^2, x^2 = e^{y^1} \sin y^2, x^3 = y^3, x^4 = y^4$, and $\eta = \pi^* \tilde{\eta}$. This gives the metrics $\eta$ in part one of Theorem 2.5. The covering group $G = SL(2, \mathbb{R}) \ltimes \mathbb{R}^2 \oplus \mathbb{R}$ acts transitively and by isometries on $\mathbb{R}^4$ for the metrics $\eta$. There are eight Killing vector fields for $\eta$:

$$Y_1 = \cos(2y^2) \partial_{y^1} - \sin(2y^2) \partial_{y^3} + y^3 \partial_{y^4}, \quad Y_2 = \frac{1}{2} \sin(2y^2) \partial_{y^1} + \cos^2 y^2 \partial_{y^2} + y^3 \partial_{y^4},$$

$$Y_3 = \frac{1}{2} \sin(2y^2) \partial_{y^1} - \sin^2(2y^2) \partial_{y^3} + y^3 \partial_{y^4}, \quad Y_4 = \partial_{y^1}, \quad Y_5 = -\partial_{y^3}, \quad Y_6 = e^{y^1} \cos(y^2) \partial_{y^3} + e^{y^1} \sin y^2 \partial_{y^4},$$

$$Y_7 = e^{-y^1} \cos(y^2) \partial_{y^1} - e^{-y^1} \sin(y^2) \partial_{y^3} - Le^{2y^1} \left( \frac{1}{2} \sin(2y^2) \partial_{y^3} + \sin^2(y^2) \partial_{y^4} \right),$$

$$Y_8 = e^{-y^1} \sin(y^2) \partial_{y^1} + e^{y^1} \cos y^2 \partial_{y^3} - Le^{2y^1} \left( \cos^2(y^2) \partial_{y^3} + \frac{1}{2} \sin(2y^2) \partial_{y^4} \right).$$

The first six of these vector fields are complete and are the infinitesimal generators for the transitive action of $\hat{G}$ on $\mathbb{R}^4$. The metric $\eta$ is the most general metric invariant under the flow of these six
Killing fields. In order to have a complete Killing vector field of the form $aX_7 + bX_8$, it is necessary and sufficient that the differential equations

\[
\frac{dy^1}{dt} = e^{-y^1} (a \cos y^2 + b \sin y^2), \quad \frac{dy^2}{dt} = e^{-y^1} (b \cos y^2 - a \sin y^2)
\]

admit solutions defined for all $t \in \mathbb{R}$. By letting $z = y^1 - iy^2$, this equation becomes

\[
\frac{dz}{dt} = (a + ib)e^{-z}
\]

which has solution $z = \ln \left((a + ib)t + (c_0 + ic_1)\right)$. For any initial condition of the form $z(0) = r(a + ib)$ where $r \in \mathbb{R}$, the solution does not exist for all $t \in \mathbb{R}$. Therefore, the Lie algebra of the isometry group is $\mathfrak{sl}(2, \mathbb{R}) \ltimes \mathbb{R}^2 \oplus \mathbb{R}$, and at the point $(0, 0, 0, 0)$ the isotropy subalgebra is $\{Y_3, Y_5 + Y_6\}$. This proves the first part of the theorem. For completeness, the non-zero components of the curvature form are

\[
\Omega^3_{j} = -\Omega_{2}^{3} = -3\hat{\sigma}^{1} \wedge \hat{\sigma}^{3},
\]

where $\hat{\sigma}^{i} = \pi^{*}\sigma^{i}$. By using this formula for the curvature form, the Ricci tensor is found to vanish. It is worth noting, that the covariant derivative of the Riemann curvature vanishes.

8. Concluding remarks

In this paper we have investigated only the most basic questions surrounding the geometry of non-reductive homogeneous spaces. We have not addressed such natural problems as determining the holonomy of these spaces [6], the homogeneous structure of the geodesics of these spaces [12], or whether they are geodesically complete. These problems will be considered in future research.

Appendix A. Some Computations in a basis

We write out the conditions in Lemma 3.2 in a basis. Let \{b_α\}_{α=1,...,q} be a basis for the subalgebra $h \subset o(p, \bar{p})$ and complete this to a basis \{b_r, b_α\}_{r=1,...,n(n-1)/2-q, α=1,...,q} for $o(p, \bar{p})$. In this basis, the structure constants are

\[
[b_α, b_β] = K_α^γ b_γ, \quad [b_α, b_r] = \hat{K}_α^\beta b_β + \hat{K}_α^r b_s, \quad [b_r, b_β] = \hat{L}_r^s b_α + L_r^s b_t.
\]

Let \{e_α\}_{α=1,...,q} form a basis for $h \subset g = h \ltimes \mathbb{R}^n$, where $ρ_*(e_α) = b_α$, and complete this to a basis \{e_r, e_α\}_{1 \leq r \leq n, 1 \leq α \leq q} for $g$. Let \{θ^i, ω^α\}_{i=1,...,n, α=1,...,q} be the dual basis. We may then write

\[
ω = ω^α b_α + \tilde{ω}^r b_r, \quad Ω = Ω^α b_α + \tilde{Ω}^r b_r,
\]

where $ω^α, \tilde{ω}^r, Ω^α$, and $\tilde{Ω}^r \in g^*$. By conditions 2] and 3], these forms satisfy

\[
ω^α(e_β) = δ^α_β, \quad \tilde{ω}^r(e_α) = 0, \quad Ω^α(e_α) = 0, \quad Ω^r(e_α) = 0.
\]

Consequently, we may write

\[
\tilde{ω}^r = P^r_i θ^i, \quad Ω^α = Ω^α_{ij} θ^i \wedge θ^j, \quad \tilde{Ω}^r = Ω^r_{ij} θ^i \wedge θ^j \quad (A.1)
\]

where $P^r_i, Ω^α_{ij}$, and $Ω^r_{ij} \in \mathbb{R}$. By using 2] and 3], we also have

\[
i e_α dθ^i = -b^i_β ω^α(e_β) \wedge θ^i = -b^i_{αj} θ^j.
\]
where $b_\alpha = (b_{\alpha j})$. From this equation, it follows
\[ d\theta^i = -b^i_{\alpha j} \omega^\alpha \wedge \theta^j - b^i_{r[k} P^r_{j]} \theta^j \wedge \theta^k. \] (A.2)

By (A.1), $\omega = \omega^\alpha b_\alpha + P^r_i \theta^i b_r$. Substituting this into $\iota_{e_\alpha} \Omega = 0$ in (4) the coefficients of $b_r$ give
\[ P^r_i b^i_{\alpha j} - \tilde{K}^r^s P^s_j = 0. \] (A.3)
The coefficients of $b_\beta$ in $\iota_{e_\alpha} \Omega = 0$ give
\[ \iota_{e_\alpha} d\omega^\beta + K^\alpha_{\beta \gamma} \omega^\gamma + \tilde{K}^\beta_\alpha P^\beta_i \theta^i = 0. \]

This equation leads to the formula
\[ d\omega^\alpha = -\frac{1}{2} K^\alpha_{\beta \gamma} \omega^\beta \wedge \omega^\gamma - \tilde{K}^\alpha_\beta P^r_i \omega^\beta \wedge \theta^i - \frac{1}{2} C^\alpha_{ij} \theta^i \wedge \theta^j \] (A.4)
where $C^\alpha_{ij} = C^\alpha_{[ij]}$ are yet to be determined. The form $\Omega$ can be computed from (A.4) and (A.3):
\[ \Omega = \left( P^r_i P^s_k \tilde{b}^i_{sj} + \frac{1}{2} L^r_{st} P^s_j P^t_k \right) \theta^i \wedge \theta^k \otimes b_r + \frac{1}{2} \left( \tilde{L}^r_{rs} P^r_i P^s_j - C^\alpha_{ij} \right) \theta^i \wedge \theta^j \otimes b_\alpha. \]

By choosing $P^r_i$ and $C^\alpha_{ij}$, we can satisfy the last two equations in (4) (the Bianchi identities). The Bianchi identities can be imposed by either computing $\Omega$ and implementing them as written in (4) or imposing $d^2 \theta^i = 0$ and $d^2 \omega^\alpha = 0$ in (A.2) and (A.4).

We write, in terms of our basis, the condition for the algebra $\mathfrak{g}$ to be reductive.

**Lemma A1.** Let $G \to G/H$ with $H$ be a homogeneous space with $H$ connected and where the Lie algebra $\mathfrak{g}$ admits forms $\theta$ and $\omega$ satisfying the conditions in Lemma 3.2. Then $G \to G/H$ is reductive if and only if there exists constants $r^\alpha_i$ such that
\[ r^\gamma_i K^\alpha_{\beta \gamma} - r^\gamma_i b^i_{\beta j} = \tilde{K}^\gamma_\beta P^r_i . \] (A.5)

**Proof.** Since $H$ is connected, the form $(\omega^\beta + r^\beta_i \theta^i) \otimes e_\beta$ is invariant (or equivariant) if and only if its Lie derivative with respect to $e_\alpha \in \mathfrak{h}$ is zero. Therefore, $G/H$ is reductive if and only if there exists $r^\alpha_i$ such that
\[ \iota_{e_\alpha} \left( d\omega^\beta + r^\beta_i d\theta^i \right) \otimes e_\beta + \left( \omega^\beta + r^\beta_i \theta^i \right) \otimes K^\beta_\alpha e_\gamma = 0. \]

Expanding this equation out using (A.2), (A.3), and (A.4) we get equation (A.5).
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