TOPICAL REVIEW

Non-linear processes in the extreme ultraviolet
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Abstract

Recent developments in extreme ultraviolet (XUV) and x-ray radiation sources have pushed pulse energies and durations to unprecedented levels that opened up the era of non-linear XUV and x-ray optics. In this quest, laser driven high order harmonic generation sources providing attosecond resolution in the XUV spectral region enabled XUV-pump-XUV-probe experiments, while Free Electron Laser research infrastructures offer unique x-ray brilliances for highly non-linear interactions and since recently, they too entered the sub-fs temporal regime. This topical review discusses the conceptual intricacies of non-linear XUV and x-ray processes, addresses experimental particularities and highlights recent applications of such processes with emphasis to laser driven XUV-attosecond source related research.

1. Introduction to non-linear extreme ultraviolet processes

Substantial advances in short wavelength pulsed radiation sources, in the last two decades, have allowed pulse energies and durations to reach such levels that non-linear optics experiments in the extreme ultraviolet (XUV) and x-ray spectral domains have become a reality. This has revealed a direction to exciting physics and offers an optimal tool for time domain studies of ultrafast dynamics. While Free Electron Lasers (FELs) are by far the highest peak brightness sources in the soft and hard x-ray regions [1], coherent, laser driven, table top XUV sources have reached comparable peak brightness at shorter pulse durations [2]. Consequently, non-linear XUV optics became an active research field both in the FEL and the laser driven coherent XUV radiation communities, including attosecond scientists. While energetic attosecond pulses have been recently reported by FEL laboratories [3, 4], attosecond applications have been so far demonstrated only in the laser driven High-order Harmonic Generation (HHG) sources in the XUV spectral region. In the present manuscript, we review the topic of non-linear XUV processes focusing mainly on recent developments of the laser driven XUV and attosecond source user community. In the introductory section, multi-photon (MP) processes are reviewed with emphasis on the intricacies of the XUV spectral region. In the second section experimental developments towards energetic XUV sources and attosecond applications exploiting solely XUV radiation are presented. In the third section we review recent XUV non-linear applications in the femtosecond (fs) and attosecond temporal regimes.
Figure 1. The laser-atom interaction regimes. For adiabaticity parameters larger than unity the photon aspect of the interaction prevails leading to a multi-photon process. For adiabaticity parameters smaller than unity the field aspect dominates, the field modifies the atomic potential forming time dependent (oscillating) barriers and the process is initiated through tunneling or over the barrier ionization.

1.1. Tunneling vs multi-photon

An adequate description of the interaction of intense radiation with matter depends on the interplay between the radiation’s field-strength, carrier frequency and pulse duration, as well as the ionization energy of the matter species. At low frequencies (infrared and lower) and high radiation field-strengths the atomic/molecular Coulombic potential is severely distorted by the potential of the interaction, and the combined Coulombic and radiation field potentials form a barrier that oscillates with the frequency of the radiation. If the degree of distortion is comparable or larger than the ionization potential, an electron can tunnel through the barrier or escape above it respectively. Since the frequency is low, the potential distortion process is quasi-static and thus the tunneling probability is not negligible. The tunneling rate can be treated, in the appropriate limit, as the DC tunneling ionization rate [5] averaged over a single period of the field. Here the field aspects dominate the interaction process (figure 1 right panel). In the opposite side, at not too high field-strengths and high frequencies (ultra-violet, vacuum ultra-violet, x-rays) the degree of the potential distortion is much lower than the ionization potential, the oscillations are much faster and thus the tunneling probability (or over-the-barrier ionization) is strongly reduced. The interaction is now dominated by the photon aspects of the radiation, namely the interaction leads to MP absorption and eventually to ionization (figure 1 left panel). The ionization rate in that case can be treated through lowest order perturbation theory (LOPT).

The above discussion can be quantified by a parameter known as adiabaticity or Keldysh parameter [6], given by

\[ \gamma = \sqrt{IP/2U_p} \quad (1.1.1) \]

IP being the ionization energy and \( U_p \) the so called ponderomotive potential, which is the mean kinetic energy of the oscillation of a free electron interacting with the radiation field

\[ U_p = \langle \frac{1}{2} m x^2 \rangle = e^2 E_0^2 / 4 m \omega^2 \quad (1.1.2) \]

with \( m \), \( x \) and \( e \) being the mass, position and charge of the electron respectively and \( E_0 \), \( h \) and \( \omega \) the field amplitude and radial frequency respectively.

A practical numerical evaluation formula for \( U_p \) is:

\[ U_p (eV) = 9.3 \times 10^{-14} \cdot I \left( \frac{W}{cm^2} \right) \cdot \lambda^2 (\mu m). \quad (1.1.3) \]

When \( U_p > IP \gg \hbar \omega \) then \( \gamma < 1 \) and the strong field interaction leads to tunnel ionization, while when \( IP > \hbar \omega > U_p \), then \( \gamma > 1 \) and the interaction and ionization has a MP character. It should be noted that we can safely talk about tunneling or MP only if \( \gamma \ll 1 \) or \( \gamma \gg 1 \), respectively.
Field effects become observable in specific cases at today's available FEL intensities $\geq 10^{12} \text{ W cm}^{-2}$. It will be essentially fully ionized before the peak intensity is reached. Therefore, one can safely conclude that intensities are above the atomic/molecular ionization saturation intensity, meaning that the atom/molecule will be essentially fully ionized before the peak intensity is reached; an effect sometimes referred to as 'The Lambropoulos curse' [8, 9], because it invalidated as non-realistic several fascinating effects predicted in high intensity laser-matter interactions in the 80 s. The large frequency and limited intensity 'seen' by the matter ensure that interactions in the XUV and much more pronounced in the x-ray spectral region, are of MP character.

Table 1 gives some numerical examples of the scaling of the ponderomotive energy with photon energy. The third column gives the ponderomotive energy at $10^{14} \text{ W cm}^{-2}$ intensity. The fourth column gives the intensity at which the ponderomotive shift becomes equal to the photon energy and the last column the intensity at which it becomes equal to half the ionization energy. From table 1 one can extract that for photon energies $\geq 10 \text{ eV}$, $\gamma$ becomes $< 1$ at intensities that the atom/molecule will not be subjected to, unless the interaction is with pulses of very short duration. The role of the pulse duration will be discussed in the next section. In figure 2 the blue curved surface shows the dependence of the Keldysh parameter, $\gamma$, on the wavelength and intensity of the radiation, for the case, where the photon energy is about half the ionization energy. The horizontal flat yellow surface consists of all wavelength-intensity value pairs for which $\gamma = 1$. As can be seen in this graph the tunneling regime is safely reached at intensities $> 10^{10} \text{ W cm}^{-2}$ for 20 eV photons and at higher intensities for larger photon energies. For pulses with durations $> 0.1 \text{ fs}$, these intensities are above the atomic/molecular ionization saturation intensity, meaning that the atom/molecule will be essentially fully ionized before the peak intensity is reached. Therefore, one can safely conclude that for photon energies $\geq 20 \text{ eV}$ and pulse durations $\geq 0.1 \text{ fs}$ the interaction is of MP character. However, strong field effects become observable in specific cases at today’s available FEL intensities [10].

It is worth adding here that the effect of ionization saturation during the raising edge of the radiation pulse is not always a disabling effect. Indeed this effect underlies the temporal gating technique known as 'ionization gating' that enables the generation of isolated attosecond pulses [12, 13].

1.2. The ionization of an atom/molecule. ‘Coring’ vs ‘Peeling’

The intricacies of ionization upon interaction of short wavelength radiation with matter are governed by the ratio of the photon energy over ionization energy of the first inner shell of the matter.

If this ratio is $> 1$ an inner shell electron is ejected with notably higher probability than an outer one (a process frequently referred to as 'coring') leaving an inner shell hole behind. The hole is eventually filled, in the vast majority of the cases, through an Auger or Coster–Kronig process [14], producing a doubly ionized atom/molecule. Absorption of subsequent photons leads to repetition of the process described, as long as the above mentioned ratio is larger than unity. High charge state ions are thus produced through a sequence of single photon absorption processes (and eventually subsequent relaxation processes), each of which leads to the next charge state of the ion.

The photo-ejection of an inner-shell electron discussed here theoretically can also proceed via MP absorption. However, in order for this process to compete with the ejection of an outer electron, a challenging combination of pulse duration and energy, not available in any laboratory or research infrastructure so far, is required. Thus 'coring' processes are so far sequences of single photon absorption events (sequential coring). In contrast, for a ratio $< 1$ an outer shell electron is ejected leaving a singly ionized ion behind and absorption of further photons leads to the ejection of additional outer electrons provided that the ejection is energetically allowed (a process frequently referred to as sequential peeling). Under specific conditions, ejection of two electrons leads to a doubly ionized ion without intermediate production.

Table 1. Scaling of $U_p$ with the photon energy.

| $\hbar \omega$ (eV) | $\lambda$ ($\mu$m) | $U_p$ (eV) (@$10^{14}$ W cm$^{-2}$) | $I$ (W cm$^{-2}$) (when $U_p = \hbar \omega$) | $I$ (W cm$^{-2}$) (when $IP = 13.6$ eV = 2 $U_p$) |
|-------------------|-------------------|----------------------------------|------------------------------------------|------------------------------------------|
| 1                 | 1.242             | 14.4                             | $6.97 \cdot 10^{12}$                    | $4.74 \cdot 10^{13}$                      |
| 5                 | 0.248             | $5.7 \cdot 10^{-1}$             | $8.7 \cdot 10^{14}$                    | $1.18 \cdot 10^{15}$                      |
| 10                | 0.124             | $1.44 \cdot 10^{-1}$           | $6.97 \cdot 10^{15}$                    | $4.74 \cdot 10^{15}$                      |
| 50                | 0.0248            | $5.7 \cdot 10^{-3}$            | $8.7 \cdot 10^{17}$                    | $1.18 \cdot 10^{17}$                      |
| 100               | 0.0124            | $1.44 \cdot 10^{-3}$           | $6.97 \cdot 10^{18}$                    | $4.74 \cdot 10^{17}$                      |
| 500               | 0.00248           | $5.7 \cdot 10^{-5}$            | $8.7 \cdot 10^{20}$                    | $1.18 \cdot 10^{19}$                      |
| 1000              | 0.001242          | $1.44 \cdot 10^{-5}$           | $6.97 \cdot 10^{21}$                    | $4.74 \cdot 10^{19}$                      |
of a singly ionized ion, a process known as direct double (or multiple) ionization. An inner shell non-linear process, i.e. absorption of more than one photons by one or more inner shell electrons leading to some stage of ionization, without formation of intermediate charge states, is currently not possible, since it requires very short pulse durations at high pulse energies, a matter that will be discussed in the next section. Such a process can currently be considered only as a future perspective. On the contrary multi-XUV-photon absorption by outer electrons is feasible at the currently available XUV intensities in FEL infrastructures as well as in laser driven HHG [15, 16] sources. This has led to the revitalization of MP processes, a forefront research topic at optical frequencies in the 70 s, 80 s and 90 s, now in the XUV/x-ray regimes.

1.3. The era of non-linear XUV processes, their contribution in attosecond metrology and science
Historically, MP processes trace back to the 30 s. It was Maria Göppert Mayer who first predicted two-photon processes, talking about ‘two quanta jumps’ (Über Elementararten mit zwei Quantenprünges”) [17]. About 30 years later, in the 60 s, the invention of the laser led to the first experimental observation of MP processes [18, 19]. Another 30 years later, in the 90 s, the development of intense laser HHG sources [20, 21] led to the first experimental observation of multi-XUV-photon processes [22]. The importance of observable multi-XUV-photon processes relates to a number of advanced applications.

Concerning applications in temporal pulse characterization, non-linear XUV processes hold promise for rigorous attosecond pulse reconstruction. The most frequently used methods for the temporal characterization of fs pulses are based on non-linear processes both in the time domain, like second- and higher-order autocorrelation, frequency resolved optical gating (FROG) [23], attosecond spatial interferometry [24] or in the frequency domain like Spectral Phase Interferometry for the Direct Electric Field Reconstruction (SPIDER) [25] to mention some. In attosecond pulse metrology, due to the lack of sufficient pulse energy, a number of cross-correlation (infrared (IR)/XUV) techniques have been developed such as Reconstruction of Attosecond By Interference of two-photon Transitions (RABBIT) [26], Frequency Resolved Optical Gating for Complete Reconstruction of Attosecond Bursts (FROG-CRAB) [27], Phase Retrieval by Omega Oscillation Filtering [28], in-situ [29], atto-clock [30], double-blind holography [31] and the attosecond streaking [32] methods. A summary of these approaches can be found in the perspective article on the attosecond pulse metrology [33]. Non-linear XUV processes allowing the performance of second-order autocorrelation based techniques relying solely on the XUV radiation provide an alternative attosecond pulse characterization approach bypassing possible inconsistencies inherent in the other methods [34]. Still, robust utilization of non-linear XUV processes in attosecond pulse
characterization is subject to the availability of sufficient stability of the XUV radiation parameters and high repetition rate sources.

Applications in the investigation of ultra-fast dynamics using attosecond pulses follow similar pathways. Cross-correlation (IR/XUV) approaches like RABBIT, RAINBOW RABBIT [35] and attosecond streaking have been successfully used in numerous fascinating applications; atomic inner-shell spectroscopy [36], real-time observation of ionization [37], light wave electronics [38] and molecular optical tomography [39, 40] are some examples of such experiments. Other more recent applications of attosecond pulses include ionization delay in solids [41] and atoms [36, 37] and molecules [42, 43], electron dynamics [44], charge migration [45, 46], build-up of a Fano-Beutler resonance [35], ionization dynamics in chiral molecules [47], to mention some from the very many. Alternatively, non-linear XUV processes allow conducting XUV-pump-XUV-probe experiments with sub-fs temporal resolution overcoming complications, that may arise in some cases in conventional IR/XUV pump-probe experiments, related to distortions suffered by the system under investigation due to the IR laser/matter interaction that may obscure the intrinsic dynamics of it [48]. XUV-pump-XUV-probe schemes involve at least two-XUV-photon processes and thus non-linear XUV processes offer an advantageous tool in attosecond metrology.

An additional advanced application of non-linear XUV processes arises from the spatial selectivity they provide. Since the non-linear process becomes observable at high intensities and thus in focused beams, the focal area provides spatial selectivity allowing 3D mapping of a sample. Spatio-temporal resolution (4D) may reach the sub-μm and attosecond regimes.

Attosecond pulses as coherent pulses allow frequency domain Ramsey spectroscopy type of measurements [49–51] as well. The superposition of two mutually delayed attosecond pulses result in a modulated broad frequency spectrum. Variation of the delay between the two pulses translates to a variation of the position of the frequency peaks. The distance of two consecutive frequency peaks is inversely proportional to the delay of the two pulses. This allows frequency domain measurements the frequency resolution of which is increased when two-XUV-photon transitions are involved coupling narrow spectral width metastable states.

Non-linear XUV spectroscopy could also be considered an important tool for the validation of numerical models for the description of electronic correlation in atoms and small molecules. In this research direction, the process of two-photon double ionization represents an ideal benchmark. When confined to the attosecond timescale, the correlated electronic dynamics should be manifested in the relative angular distribution of the photoionized electrons [52]. Such an experiment still represents a formidable technological challenge for non-linear XUV spectroscopy as it would require the combination of high-intensity XUV pulses, attosecond pulse durations (and control of relative delay between two pulses on a similar timescale) and high-repetition rate sources (for the coincidence characterization of the two-photoelectrons). Even though preliminary, partial experimental data on double ionization of helium and neon were obtained at FLASH [53, 54], there are several characteristics of the process that still need to be investigated.

Non-linear XUV processes made their debut some 20 years ago. Limitations preventing their earlier observation relate to the high intensity they require, while their utilization in applications was hampered since they are inherently absorbed by any material. The latter restriction further prohibits the use of refractive optical elements in the experimental set-ups.

High intensity limitations relate to the low throughput of gas target HHG sources and XUV optical elements, while an additional restriction arises from possible reabsorption of the XUV radiation at the source itself. Limitations on the throughput of gas target HHG sources originate from the depletion of the generation medium, which at a given intensity is fully ionized and no medium emitters remains to generate harmonics. Since HHG relies on the interaction of matter with an IR pulse, even if very high laser pulse energies are available ionization will saturate at the leading edge of the laser pulse once the ionization saturation limit is reached. The emitter will be fully ionized and thus the higher intensities will not be ‘seen’ by the depleted generating medium. Moreover, in the created plasma the index of refraction at a given angular frequency $\omega$, $n_\omega \approx 1 - \frac{\omega^2}{\omega_p^2}$ is determined by the plasma frequency $\omega_p = e \sqrt{N_e / \varepsilon_0}$, with $N_e$ the electron’s density and $\varepsilon_0$ the vacuum permittivity. Saturation of ionization will result to a large electron density $N_e$ leading to negative dispersion that may destroy phase-matching.

Reabsorption of the XUV radiation at the source sets additional limitations in the generation medium length and atomic density. The absorption length in the generation medium is given by $L_{abs} \approx (\sigma N_e)^{-1}$, where $\sigma$ is the absorption cross section and $N_e$ the atomic density. Therefore, increasing the medium length or the gas pressure such that $L_{abs}N_e > \sigma$ would be meaningless as reabsorption would prevent an increased throughput. Mitigation strategies of medium depletion and reabsorption are described in section 2.
Figure 3. LOPT ionization probability of n-photon non-resonant ionization in log-log scale. Below saturation the plot is a straight line with slope n, the degree of non-linearity of the process (left panel). At saturation the probability becomes 1 and eventually drops because ionization of the singly ionized species sets in (center panel). Inclusion of the spatial distribution of the radiation results in a strongly modified slope above the saturation regime, independent on the non-linearity degree of the process (right panel).

Other source throughput limitations are raised by the necessity to use only reflection optics in steering, focusing or splitting the XUV beam, because XUV radiation is highly absorbed when it propagates in matter. This point will also be discussed in section 2.

1.4. MP ionization yields and the required XUV intensity and pulse duration parameters

In a n-photon non-resonant ionization process the time evolution of the ionization probability \( P(t) \) can be described by the rate equation:

\[
\frac{dP(t)}{dt} = (1 - P(t)) \sigma^{(n)} F^n(t)
\]  

(1.4.1)

where

\[
F^n(t) = \frac{I(t)}{\hbar \omega} = F_0 f(t)
\]  

(1.4.2)

is the photon flux, \( I(t) \) the intensity envelope, \( F_0 \) the instantaneous peak photon flux, \( \omega \) the angular frequency, \( f(t) \) the temporal pulse profile with \( f(t = 0) = 1 \) and \( \sigma^{(n)} \) the generalized n-photon ionization cross section usually given in cm\(^{2n}\)s\(^{-n-1}\) so that the rate \( dP/dt \) is given in s\(^{-1}\) when the intensity is given in W/cm\(^2\).

Defining an effective time \( t_{\text{eff}} = \int_{-\infty}^{\infty} f^n(t') dt' \) integration of (equation 1.4.1) yields an ionization probability at the end of the ionizing pulse:

\[
P(t \to \infty) = 1 - \exp \left( -\sigma^{(n)} F_0^n t_{\text{eff}} \right).
\]  

(1.4.3)

Below saturation of ionization, i.e. when \( \sigma^{(n)} F_0^n t_{\text{eff}} \ll 1 \)

\[
\ln P(t \to \infty) = n \ln F_0 + \ln \sigma^{(n)} + \ln t_{\text{eff}}.
\]  

(1.4.4)

Thus, the ionization probability depends linearly on the photon flux (or intensity) in log-log scale below saturation, with a slope equal to the degree of the non-linearity \( n \) as shown in figure 3 (left panel). Including saturation and defining the ionization saturation intensity as

\[
I_{\text{SAT}} = \frac{\hbar \omega}{\sqrt{\sigma^{(n)} t_{\text{eff}}}},
\]

the ionization probability at the end of the pulse becomes

\[
P(t \to \infty) = 1 - e^{-\left( \frac{I}{I_{\text{SAT}}} \right)^n}
\]  

(1.4.5)

and for \( I \ll I_{\text{SAT}} \) reduces to \( P(t \to \infty) = \left( \frac{I}{I_{\text{SAT}}} \right)^n = \sigma^{(n)} F_0^n t_{\text{eff}} \). A plot of (equation 1.4.5) in log-log scale is shown in figure 3 (right panel). As \( I \) approaches \( I_{\text{SAT}} \) the increase of the probability slows down and at saturation becomes 1. Above saturation \( (I > I_{\text{SAT}}) \) the probability drops because the ionization of the singly ionized species sets in.

It should be noted that because the ionization radiation at the focus has a 3D intensity distribution \( I = I(x,y,z) \) the ionization probability will also have a spatial distribution \( P = P(x,y,z) \) and even if the central part of the interaction volume is saturated the surrounding will not be. When the ionization probability
measurement is not spatially confined, but it is integrated for the entire interaction volume the probability
\[ P(t \to \infty) \int \int \int p(x,y,z)dx\,dy\,dz = \int \int \int \frac{\hbar \omega}{k c z} \, dx\,dy\,dz \]
will neither stabilize at unity nor drop at and above the saturation intensity respectively. It will continue increasing due to the volume integration.

For a Gaussian distribution in cylindrical coordinates the spatiotemporal intensity distribution is
\[ I(r, z; t) = I(t) \frac{w_0^2}{w(z)^2} \exp \left( -\frac{2r^2}{w(z)^2} \right) \]  
(1.4.6)
where \( r \) is the radius, \( z \) is the beam propagation axis and \( w(z) \) is the beam radius, defined in terms of the beam waist \( w_0 \) as \( w(z) = w_0 \sqrt{1 + \left( z/z_q \right)^2} \). The ion yields can then be integrated using the expression
\[ P(t \to \infty) = \int \int 2\pi r P(r, z) \, dr \, dz \]  
(1.4.7)
where \( P(t \to \infty) \) is the integrated over the volume ionization probability at the end of the pulse and \( P(r,z) \) the ionization probability at each point \((r,z)\). Above saturation, (equation 1.4.7) results to a line with a slope of 3/2 as shown in figure 3 (middle panel). This effect known as the ‘volume effect’ can be eliminated by a spatially confined measurement of the ions as will be discussed in section 2.

The generalized \( n \)-ionization cross section in the electric dipole approximation within theLOPT reads:
\[ \sigma^{(n)} \propto \left| \sum_{i_1} \cdots \sum_{i_n} \langle g | \hat{r} e^{i} | i_1 \rangle \cdots \langle i_{n-1} | \hat{r} e^{i} | f \rangle \right|^2 \frac{1}{E_{e_{i_1}} - E_g - (n-1) \hbar \omega} \]  
(1.4.8)
where \( |g\rangle, |f\rangle, |i_k \rangle (k = 1, \ldots, n-1) \) and \( |\epsilon\rangle > \) are the ground, final, all electric dipole allowed intermediate bound states involved and all electric dipole allowed continuum states involved respectively. \( E_g, E_{i_k}, E_f \) and \( E \) are the corresponding eigenenergies, \( \hat{r} \) is the electron position operator and \( e \) the electric field polarization unity vector. \textit{Ab initio} calculations of \( \sigma^{(n)} \) are feasible for some atoms for which the eigenstate wave functions can be deduced from the Schrödinger equation when exact or accurate atomic potentials are available, as for instance for H and He atoms [55]. In general, generalized ionization cross section can be calculated to some degree of approximation. However, good estimates of \( \sigma^{(n)} \), sufficient to describe the essential features of the process, can be obtained from the corresponding cross section of Hydrogen atom using scaling laws [56, 57].

Based on the above discussion one can estimate the required XUV intensities in order to achieve observable two-XUV-photon ionization, i.e. the lowest possible non-linear ionization process. The measured number of ions \( N_{\text{ion}} \) per pulse will be given by
\[ N_{\text{ion}} = P \times V_{\text{int}} \times n_{\text{atom}} \times \eta \]  
(1.4.9)
where \( P \) is the ionization probability, \( V_{\text{int}} \) the interaction volume, \( n_{\text{atom}} \) the target atomic (/molecular) density and \( \eta \) the detection efficiency of the measuring device. Typical values of the above quantities are summarized in table 2. These parameters result \( N_{\text{ion}} = 2–3 \) ions/pulse. Thus, intensities of \( 10^{13} \) W cm\(^{-2} \) are at the limits of observable two-XUV-photon ionization. Intensities \( \geq 10^{15} \) W cm\(^{-2} \) are required for reliable two-XUV-photon ionization intensity dependence experiments.

In large pulse duration interactions ionization yields are enhanced if the process is resonant with one (or more) of the eigenstates. Large pulse duration here means that the duration is comparable or larger than the lifetime of the state, when decaying through spontaneous emission. For a two-photon resonantly enhanced ionization by a bichromatic field the ionization rate becomes
\[ P = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sigma_1 \times F_1 dt \times \sigma_2 \times F_2 dt = \sigma_1 \times \sigma_2 \int_{-\infty}^{\infty} \frac{I_1}{\hbar \omega_1} dt \times \int_{-\infty}^{\infty} \frac{I_2}{\hbar \omega_2} dt \]  
(1.4.10)
Table 3. Typical two-XUV-photon resonantly enhanced ionization parameters. Two XUV frequencies are assumed. The first being resonant with the transition frequency from the ground to the excited state and the second one is in general different than the first one. \( \tau_i \) \((i = 1,2)\) are the pulse durations of the two XUV frequencies, which are assumed to be equal.

| Quantity                  | Value  |
|---------------------------|--------|
| \( \sigma_1 \times \sigma_2 \) | \(10^{-34} \text{ cm}^4\) |
| \( \hbar \omega_{1,2} \)    | 10 eV  |
| \( \tau_{1,2} \)            | 2 fs   |
| \( \nu_{\text{int}} \)      | \(10^{-7} \text{ cm}^3\) |
| \( n_{\text{atom}} \)       | \(2.6 \times 10^{15} \text{ cm}^{-3}\) |
| \( I_{1,2} \)               | \(10^{11} \text{ W cm}^{-2}\) |
| \( \eta \)                  | 0.5    |

with \( \sigma_i \) \((i = 1,2)\) being the single photon absorption cross sections of the two steps and \( F_i, I_i, \omega_i \) the photon fluxes, intensities and angular frequencies of the two fields, respectively. Using typical values for all the quantities \( \text{(e.g. those of table 3)} \) one can evaluate the number of generated ions per pulse from \( \text{(equation 1.4.9)} \) to be \( N_{\text{ion}} \approx 2500 \text{ ions/pulse} \), which is three orders of magnitude larger than in the non-resonant.

In obtaining the above number of ions we used as the effective duration of a Gaussian pulse

\[
\tau_{\text{eff}} = \int_{-\infty}^{\infty} e^{-\left(\frac{t^2}{\tau_{1,2}}\right)^2} dt = 3.5\tau_{1,2}.
\]

However, for the evaluation of the ion yield here, no account is taken that from the broad spectrum of the radiation pulse only the part that corresponds to the state width is resonant and thus only this fraction should be used from the initial intensity \( \left(10^{11} \text{ W cm}^{-2}\right) \).

Ionization by the two parts of the spectrum lying above and below the resonance will cancel due to the opposite detuning and thus to the opposite phases of the corresponding ionization pathways. Taking this into account for bound states with lifetimes of the order of 1 ns, the resonant channel of the ionization becomes negligibly small compared to the non-resonant channel. For this reason, for very short pulses in the attosecond and few fs temporal regime the resonant character of the process is lost unless the lifetime of the state is comparable to the pulse duration as is the case for fast decaying autoionizing states (AIS). In this case the resonant character will be present and may enhance the yield. The situation may become more complex if the experimental parameters become such that the population of the resonant state becomes comparable to the remaining population in the ground state. In such cases the ionization yield may be enhanced. Under such conditions the problem is treated more accurately as described in the following paragraphs and even better if it is solved numerically, since then parameters, such as the width and position of the resonant state, are becoming time dependent.

Rigorously, the problem should be treated through the time dependent Schrödinger equation (TDSE) and not through rate equations. In solving the TDSE for the case of a two-photon ionization it is assumed that the system is initially in the ground state, \( |g\rangle \) \( \text{(energy } E_g) \), subject to a radiation field \( E(t) \) with a central-carrier frequency, \( \omega_c \), which is near resonant with an excited state \( |e\rangle \) \( \text{(energy } E_e) \).

The atom can be ionized through two different ionization channels: (a) by absorbing two photons non-resonantly \( \text{(direct channels)} \) and \( \text{(b) via the excited state, following the absorption of one-photon and ionization from further photon absorption \( \text{(sequential channel).} \) However, the atom, once found in the excited state can also be de-excited back to its ground state by photon emission. The photoionization scheme is depicted in figure 4.

The TDSE is solved by first transforming to a slowly-varying-amplitude (SVA) \[58\] system and then applying the rotating wave approximation (RWA) \[58, 59\] on the amplitude equations for the ground and the excited state, i.e. eliminating the resulting high frequency terms \( \{E_x E_{x'} / \hbar + \omega \} \) keeping terms oscillating at \( \{(E_x E_{x'}) / \hbar - \omega \} \). It is worth emphasizing that the change to a system of SVA variables does not involve any approximation and as such the transformed TDSE is still exact in the context of a two-level system interacting with a laser field. The applied transformation effectively extracts the fast-oscillating part of the amplitude coefficients due to the energy difference of the two states \( \sim (E_x - E_{x'}) \) \( \text{(also known as the interaction picture).} \) The SVA transformation combined with the RWA results in expressing the TDSE in terms exclusively of slowly-varying variables, namely, the field’s envelope and the periodic \( \sim \exp(\{k(E_x E_{x'}) / \hbar - \omega / t \}) \) factor. The corresponding \( \text{(strongly-oscillating term} \sim \{(E_x E_{x'}) / \hbar - \omega \} \) is discarded. This method is effective if (i) it can be modeled in factors of an envelope-like amplitude \( E_0(t) \) and a periodic term oscillating with a central carrier frequency e.g. \( \sim E_0(t) \times \cos(\omega_{\text{XUV}} \times t) \); for the latter assumption a quantitative condition is \( dE_0(t) / dt \ll \omega_{\text{XUV}} E_0(t) \), which generally holds for a few fs pulse with central frequency in the XUV regime and (ii) as long as the field is not extremely intense so that \( \Omega \ll \omega_{\text{XUV}} \), \( \Omega_0 \) being the Rabi frequency. The transformed amplitude equations for the ground and the excited state now obey the following coupled-system of differential equations,
Figure 4. Resonant two-photon ionization.

\[
\dot{c}_g(t) - \dot{c}_a(t) = \epsilon_g(t) - \gamma_g(t) - \frac{1}{2} \Omega_0^2 - \frac{i}{2} \Omega_0 \gamma_a(t) - \Gamma_a + \gamma_a(t) \]

where \( q = \frac{2\Omega_0}{\sqrt{\gamma_g \gamma_a}} \), \( \epsilon_i(t) = E_i + s_i(t) \), \( i = g, a \) and \( \epsilon_g(t) \), \( \epsilon_a(t) \) the time dependent state amplitudes, i.e. the square root of the probability to find the system in the corresponding state at time \( t \). In these relations \( s_g \), \( s_a \) and \( \gamma_g \), \( \gamma_a \) are the light shifts, i.e. the shift of the energy of the atom/molecule states induced by the radiation and the widths of the states. \( \Gamma_a \) is the ionization width of the excited state due to other decay channels (e.g. autoionization). Therefore, the dynamic energies \( \epsilon_g \), \( \epsilon_a \) have incorporated the ac-Stark shifts; also the \( q \)-parameter describes the interference between the resonant (sequential) and thenon-resonant (direct) ionization channels (similar to the traditional \( q \)-Fano parameter). In the above form of the TDSE, all quantities, but \( \Gamma_a \), are (non-oscillating) time-dependent quantities varying with the field's envelope,

\[
s_g(t) = s_g I_0^2 f^4(t) \quad , \quad \gamma_g(t) = \gamma_g I_0^2 f^4(t)
\]

\[
s_a(t) = s_a I_0^2 f^4(t) \quad , \quad \gamma_a(t) = \gamma_a I_0^2 f^4(t)
\]

\[
\Omega_0(t) = \Omega_0 f(t) \quad , \quad \Omega_0(t) = \frac{1}{2} d_{ga} E_0 f(t)
\]

where \( f(t) \) is the field's normalized envelope and \( I_0 = |E_0|^2 / 4 \). The above system of equations results in a time-dependent ionization probability:

\[
\dot{P}(t) = |\sqrt{\gamma_g} C_g + \sqrt{\gamma_a} C_a|^2
\]

(in density matrix notation \( \gamma_g \rho_{gg} + \gamma_a \rho_{aa} + 2 \sqrt{\gamma_g \gamma_a} \text{ Re} (\rho_{ga}) \), the diagonal matrix elements of \( \rho_{gg}, \rho_{aa} \) being the state amplitudes, i.e. the square root of the population of the states \( g \) and \( a \) respectively, and the non-diagonal matrix element \( \rho_{ga} \) being the so called coherence that relates to the induced dipole moment).

Note that for the ac-Stark shifts, in the range of intensities where the RWA is applicable, the following inequalities apply: \( s_g \ll \epsilon_g \) and \( s_a \ll \epsilon_a \). The reason for this resides in the structure of \( s_g \) and \( s_a \) quantities; the numerator is positive while the denominator is positive up to a certain value and then becomes negative, thus amounting to a reduced value due to mutual cancellations.

**Solutions for the amplitudes.**

In the general case the TDSE system should be solved numerically, especially in the case where all involved parameters are of comparable magnitude i.e. detuning, decay widths, Rabi frequency. Nevertheless, an
approximate analytical expression for the state amplitudes and the ionization is possible for a many cycle field; the general solution for the amplitudes takes a very simple form, as a linear combination of exponentials:

\[ c_g(t) = \frac{e^{i\delta t/2}}{\Omega} \left[ \Omega_\delta (t) - \Delta \hat{s}_- (t) \right] \]

\[ c_a(t) = \frac{\Omega_\delta}{\Omega} e^{i\delta t/2} \hat{s}_- (t) \]

where all the quantities with hats are complex numbers and determined by the generalized Rabi-frequency, the effective ionization widths and the dynamic detunings,

\[ \hat{s}_\pm = \frac{1}{2} \left( e^{i\hat{\Omega}t/2} \pm e^{-i\hat{\Omega}t/2} \right) \]

\[ \Gamma = \gamma_a + \Gamma_a + \gamma_g, \quad \gamma = \gamma_a + \Gamma_a - \gamma_g \]

\[ \hat{\Omega}_\delta = \Omega_\delta \left( 1 - \frac{i}{q} \right) \]

\[ \delta = \varepsilon_g + \omega - \varepsilon_a. \]

In the general case where \( \Gamma_a \) is present, ionization may be calculated by,

\[ P(t) = 1 - |C_g(T)|^2 - |C_a(T)|^2 e^{-\Gamma_a(t-T)} \]

where \( T \) is the interaction time (e.g. the pulse duration). The expression when only photoionization is present is calculated to be,

\[ P(t) = 1 - e^{-\Gamma t/2} \left[ |\hat{s}_+|^2 + \frac{\hat{\Omega}_\delta^2}{\Omega^2} |\hat{s}_-|^2 + 2 \text{Re} \left( \frac{\hat{\delta}^* \hat{\Omega}_\delta \hat{s}_+ \hat{s}_-}{\Omega^2} \right) \right]. \]

In all the cases below one can check the role of the interaction time (pulse duration), \( T \), in the observed yields in addition to the role of the ionization width \( \gamma \), Rabi-frequency, \( \Omega_\delta \), and the detuning \( \delta \).

1.5. Resonant case \( \delta \approx 0 \) and no direct-channel (\( \gamma_g = 0 \)) (strong-field)

In this case all quantities become real and the expression for the amplitudes take a very simple oscillatory form. Since,

\[ \Gamma = \gamma_a = \gamma, \quad 1/q = 0, \quad \Omega = \sqrt{4\Omega_\delta^2 - (\gamma/2)^2} \]

assuming the strong-field case where \( 4\Omega_\delta^2 > (\gamma/2)^2 \) one easily can arrive to the expressions,

\[ c_g(t) = \frac{2\Omega_\delta}{\Omega} e^{-\Gamma t/4} \sin \left( \frac{\Omega t}{2} + \varphi \right) \]

\[ c_a(t) = \frac{i2\Omega_\delta}{\Omega} e^{-\Gamma t/4} \sin \left( \frac{\Omega t}{2} \right) \]
with the phase-lag $\varphi$ defined as, $\tan\varphi = \frac{\gamma}{\Omega} \left( \cos\varphi = \frac{\gamma}{\Omega} \quad \text{and} \quad \sin\varphi = \frac{\Omega}{\gamma} \right)$. Note that the phase-lag between the ground and the excited state is determined by the ratio $\frac{\gamma}{\Omega}$. In this case the ionization probability is given by,

$$
P(t) = 1 - \frac{4\Omega^2}{\Omega_0^2} e^{-\gamma t/\Delta} \left[ 1 - \frac{\Delta}{\Omega_0} \cos(\Omega t - \varphi) \right].
$$

(1.4.28)

Therefore, the ionization probability is purely oscillatory with a period determined by the generalized Rabi frequency. In the 'weak'-field case ($4\Omega_0^2 < \left(\frac{\gamma}{\Omega}\right)^2$) the results are obtained if one sets $\Omega \to i\Omega$, and the oscillatory functions become purely exponential.

1.6. Strong and short pulse ($\gamma_t, \Gamma \ll \Omega_0$ and $\gamma_T, \Gamma T \ll 1$)

In this case where both the direct- and the sequential channels are present the following expression for the ionization rate can be derived,

$$
P(t) \approx \gamma_a \frac{4\Omega_0^2}{\delta^2 + 4\Omega_0^2} \sin^2 \Omega t + \gamma_b + 2q\gamma_a \gamma_b \frac{\delta}{\delta^2 + \Omega_0^2} \sin^2 \Omega t.
$$

(1.4.29)

If the interaction time is much larger than the Rabi’s period ($\left|\Omega \right| t \gg 1$) then integration of the above time-dependent ionization probability provides an ‘average’ ionization rate, which resembles a Fano-profile placed on a constant background (of the direct ionization channel).

1.7. MP multiple ionization

When the intensity is sufficiently high multiple ionization may occur involving i) sequential processes where all intermediate charge states get populated and the next charge state is reached through photon absorption by the previously populated charge states, ii) direct processes in which two or more electrons are ejected without formation of the lower charge states and iii) processes populating excited bound or AIS of the ionic stages. Thus, different channels can contribute to the formation of a certain charge state. The temporal evolution of the processes involved can be described through rate equations from which the ionization probability can be evaluated.

At this point, it should be made clear that the most general treatment of the ionization processes should involve the density matrix formulation for all possible states of the combined atom and laser system with both the coherent (relative atomic amplitude’s phases are important) and incoherent processes incorporated on an equal footing. Additionally, the density matrix is a statistical approach appropriate not only for pure states but also for mixed states, i.e. ensembles of which we only know their statistical distribution. In this sense the TDSE and the rate equations have a different validity range of parameters, in fact they are placed on opposite sides. When the relative atomic phases are unimportant then one can obtain a simplified model of the ionization process, that of rate equations. In the opposite case, i.e. the case when the relative atomic phases cannot be ignored, the TDSE formulation can be used in order to describe an ionization process; thus it represents the other ‘simplified’ extreme (treating only pure states and only partially decoherence phenomena) where the relative phases are crucial for the system’s dynamics. However, for the latter case TDSE is only nominally a simplified system of ‘equations-of-motion’ since all the excited (bound and continuum) atomic states in principle should be included. Nevertheless, a simpler form can be obtained under certain conditions involving amplitude equations, of the same type as discussed in the two-level system model earlier. In all of its full generality, the TDSE system can be solved very accurately only for the lighter atomic systems, such as the hydrogen and helium. For all other atomic systems more drastic approximation models are used, especially when multiphoton processes contribute to the excitation and ionization. One may loosely say that the rate equations treat the ionization process in an ‘averaged’ fashion thus ignoring any phase relationship between the atomic states (bound or excited). The state’s population are the main actors in this model. The SVA and the RWA are applied into the TDSE with the additional assumption that the relative phases follow adiabatically the populations of the atomic states. Eventually, the ionization process is described by a single absorption rate, via the (multiphoton) ionization cross section. Therefore, any resonance features are only implicitly incorporated in the values of the cross section for the given field’s frequency. This particular approximation gradually loses its meaning as the spectrum of the field broadens (or equivalently the pulse shortens) since the cross sections are, in principle, meaningful quantities only for monochromatic pulses. Hence, one may not hope to fully replicate the results either of a model based on a full density-matrix or TDSE formulation but only to estimate ionization rates for experimental schemes which meet the physical conditions set above. The resulting rate equations have the structure of a system of ordinary differential equations which normally may be calculated without complications. This is the task of the rate equations model as it, very nicely, factorizes the ionization process into its main
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Figure 5. Multi-photon ionization of Li by pulses with a central photon energy of 68 eV. Only lowest order channels leading to a given final state are considered.

constituents: the states’ population, $N_i$, the field part via its flux $F(t)$ and their interaction strength through the various cross-sections $\sigma_{ab}$. The formidable task is the calculation of the cross sections rather than solving the rate equations. The structure of the rate equations is such that the total rate of the system sums to zero as one should expect from a population-transfer modeling, a model which in other fields is not the exception but the rule e.g. in biology, chemistry, statistics etc. Computationally, the rate equations’ approach is by far the less demanding one, followed by the TDSE. The reader interested in a more extensive account of the rate equations ionization model could find it in the classic text by Shore [60].

To give an example of a simple system, assume ionization of Li atoms by a pulse of 1fs duration with central photon energy 68 eV and a peak intensity of $10^{13}$ W cm$^{-2}$. The equations of motion for the Li charge states following ionization from the ground state by a pulse with central frequency at 68 eV are given below:

\[
\frac{dN_i}{dt} = -\left[\left(\sigma^{(1)}_{12} + \sigma^{(1)}_{13}\right) F(t) + \sigma^{(2)}_{14} F^2(t) + \sigma^{(3)}_{15} F^3(t)\right] N_i
\]  

(1.4.30)

\[
\frac{dN_1}{dt} = \sigma^{(1)}_{12} F(t) N_1 - \left[\sigma^{(3)}_{24} F^3(t) + \sigma^{(3)}_{25} F^3(t)\right] N_2
\]  

(1.4.31)

\[
\frac{dN_2}{dt} = \sigma^{(1)}_{13} F(t) N_1 - \sigma^{(1)}_{34} F(t) N_3
\]  

(1.4.32)

\[
\frac{dN_3}{dt} = \sigma^{(2)}_{14} F^2(t) N_1 - \sigma^{(2)}_{45} F^2(t) N_4 + \sigma^{(3)}_{24} F^3(t) N_2
\]  

(1.4.33)

\[
\frac{dN_4}{dt} = \sigma^{(3)}_{25} F^3(t) N_2 + \sigma^{(3)}_{45} F^3(t) N_4 + \sigma^{(3)}_{15} F^3(t) N_1
\]  

(1.4.34)

where $F(t) = I(t)/\hbar \omega$ is the field’s flux and $\sigma^{(n)}_{ij}$ the generalized cross sections for the respective ionization processes. The order of the cross sections is denoted in parenthesis and is equal to the flux’s appearance power. The various pathways are depicted in figure 5 while the ionization yields for the given pulse are plotted in figure 6.

It should be noted that, although the channel to the Li$^+$ (1s2p) continuum is energetically open through electron-electron correlation, it is much weaker (~15 times weaker than the channel to Li$^+$ (1s2s)) and thus has been neglected. Also, the two-photon ejection of two electrons from the Li$^+$ 1s2s state (transition $|3\rangle \rightarrow |5\rangle$) has been neglected because this channel is open to only a small part of the bandwidth of the radiation.
The field’s intensity is modelled by $I(t) = I_0 e^{-\left(t/\tau\right)^2}$, where $\tau$ is related to the effective pulse duration. The main difficulty in solving the above system of rate equations resides in the calculation of the atomic parameters $\sigma_{ij}$ since generally several of them have not been yet calculated with a rigorous calculation method. These are then estimated based on scaling properties of atomic systems as well as properties related to the nature of the electromagnetic field interaction. In the present case the following values have been chosen for the calculation of the ionization yields:

$\sigma_{12}^{(1)} = 10^{-19}\text{cm}^2$; $\sigma_{12}^{(2)} = 2 \times 10^{-18}\text{cm}^2$; $\sigma_{14}^{(1)} = 10^{-53}\text{cm}^4 s$; $\sigma_{24}^{(1)} = 10^{-53}\text{cm}^4 s$; $\sigma_{35}^{(1)} = 10^{-53}\text{cm}^4 s$; $\sigma_{15}^{(1)} = 10^{-19}\text{cm}^2$; $\sigma_{45}^{(2)} = 10^{-53}\text{cm}^4 s$; $\sigma_{25}^{(3)} = 10^{-87}\text{cm}^6 s^2$ and $\sigma_{15}^{(3)} = 10^{-87}\text{cm}^6 s^2$.

As it is beyond the scope of the present work to describe the calculation details we delegate the interested reader to other more elaborate works for this task [61, 62] (and references therein). A package for the ab-initio calculation of one- and two-photon cross sections of two-electron atoms, using a configuration interaction (CI) B-splines method can be found in [63]. There is a large number of publications involving rate equations of two- (or few-) photon ionization. The ‘simplest’ case is He for which a study in the photon energy range 45–54 eV can be found in e.g. [64]. In case of more complex systems and more photon ionization cases the number of rate equations increases significantly [65].

There are many publicly available packages for numerical calculations in atomic and molecular systems such as, the COWAN package [66], BSR [67], BSPCI2E [63], QPROP [68], RMT [67], and the quantum chemistry packages UKRmol [69] and MOLPRO, to mention a few; but, due to the highly specialized numerical approaches, the codes are mostly developed and used in-house.

The above discussion and parameters concern multi-XUV-photon absorption by an outer shell electron, which are processes that have been realized utilizing initially individual harmonics of laser radiation and later on radiation of FEL sources, as well as laser based attosecond-pulse sources. Apart from sequences of single photon inner-shell absorption processes leading to multiple ionization, two- or more XUV photon absorption by an inner-shell electron has not been demonstrated yet. This is attributed mainly to the lack of the required experimental parameters that would allow such a process to compete with lower linear processes of the outer shell electrons. In order to estimate such experimental parameters, cross sections of two- (or multi-) photon inner-shell ionization are required. Good estimates of two-photon K-shell cross-sections can be calculated for hydrogen-like ions using scaling. For a two-photon ionization (equation 1.4.8) reads

$$\sigma^{(2)} \propto \omega^2 \left| \sum_{n_i} \langle g | r \epsilon | l \rangle \langle l | r \epsilon | f \rangle + \int \frac{d\epsilon}{E_f - E_g - h\omega} \langle g | r \epsilon | \epsilon \rangle \langle \epsilon | r \epsilon | f \rangle \right|^2.$$  \hspace{1cm} (1.4.36)

Continuum renormalization $\langle \epsilon | \epsilon' \rangle = \delta(E - E')$ results in $|f\rangle$, $|\epsilon \rangle \propto Z^{-1}$, Z being the charge of the nucleus of the hydrogen-like ion. Thus, the matrix elements and $d\epsilon$ in (1.4.36) scale with Z like:

$$\langle g | r | i \rangle \propto Z^{-1}, \langle i | r | f \rangle \propto Z^{-1}, \langle g | r | \epsilon \rangle \propto Z^{-2}, \langle \epsilon | r | f \rangle \propto Z^{-3}.$$  \hspace{1cm} (1.4.37)
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Figure 7. Generalized two-photon ionization cross sections and ionization energies of hydrogen-like ions.

and

\[ \frac{d\epsilon}{dt} \propto \epsilon^2. \]  

(1.4.38)

Hence, the cross section

\[ \sigma^{(2)}(Z, \omega) = \frac{1}{Z^6} \sigma^{(2)}(Z = 1, \frac{\omega}{Z^2}) \]  

(1.4.39)

drops dramatically for heavier ions.

Figure 7 shows the Z dependence of a two-photon K-shell ionization generalized cross section of hydrogen-like ions and the corresponding photon energy threshold at which the two-photon ionization channel opens. Due to the \( Z^{-6} \) dependence of the cross section, in order for the two-photon ionization process of the inner shell to compete with the single photon ionization of the outer shell at intensities lower than the ionization saturation intensity, the pulse duration has to be extremely short. To give an example, for \( Z = 4 \) (beryllium atom) and photon energy 110 eV, approximating the two-photon K-shell ionization of the atom with that of the hydrogen-like ion of the same Z, the two photon generalized cross section becomes \( \sigma^{(2)}_K = 5 \cdot 10^{-54} \) cm\(^4\) s. The L-shell single photon ionization cross section is \( \sigma^{(1)}_L \sim 10^{-20} \) cm\(^2\). For a pulse duration of 40 as the two-photon K-shell ionization will become the dominant process at intensities larger than \( 5 \cdot 10^{16} \) W cm\(^{-2}\), while ionization saturation occurs at \( \sim 10^{18} \) W cm\(^{-2}\). Therefore, for a large interval of intensities, ionization will essentially occur via two-photon K-shell absorption.

For a pulse duration of 1 fs, two-photon K-shell ionization becomes comparable to the L-shell single photon ionization just before saturation sets in. It becomes obvious that energetic attosecond pulses are required in order for the process to become observable. For the time being, even for the relative low Z of our example, the parameters discussed are not available in any currently operational XUV source. Nevertheless, they are close to become available in the near future. However, when going to higher Z the parameters become extreme. To give an example, for neon intensities of the order of \( 10^{20} \) W cm\(^{-2}\) and pulse durations of the order of 10 as, are necessary.

It is worth noting that (equation 1.4.1) is rigorously valid only if the field is fully coherent i.e. if its quantum state is the coherent state of light. For any quantum state of light, the ionization probability rate is

\[ \frac{dP(t)}{dt} \propto \sigma^{(n)} G^{(n)} \]  

(1.4.40)

where \( G^{(n)} \) is the n-th order intensity correlation function of the field. For the coherent state of light \( G^{(n)} \equiv \langle N \rangle^n \), \( N \) being the photon number and thus (1.4.40) reduces to 1.4. For the chaotic state of light (thermal light) \( G^{(n)} \equiv n!(N)^n \), and for a photon number squeezed state of light \( G^{(n)} \equiv (2n - 1)!/(N)^n \) [70–72]. Thus, at first glance and kind of counterintuitively MP ionization by chaotic light is more efficient than by coherent light. However, if one realizes that in chaotic light, the photons are statistically more
‘bunched’ than those of a coherent light, this observation is of no surprise. This is experimentally verified already in the 70's [73] and recently in a more controllable way [74]. This dependence of the efficiency of MP processes on the quantum state of the light may lead to differences in experiments conducted at FELs and XUV sources based on the process of HHG by lasers [11].

2. Experimental methods for non-linear XUV optics

As stated in the introductory section we address mainly laser-driven tabletop XUV sources. In this section we focus on methods and instrumentation dedicated to the investigation of non-linear XUV processes exploiting such sources. Several of the methods and instrumentation coincides with those used in FEL infrastructures. Methods and instrumentation that are exclusively used in FEL facilities are beyond the scope of this manuscript and thus will not be addressed here.

2.1. High photon-flux laser driven, tabletop XUV sources based on harmonic generation in gas targets

Laser-driven attosecond sources are based on HHG ([20, 21] and references therein). Harmonic generation is a highly non-linear process and consequently its throughput is drastically increased with the driving intensity and more precisely with the order of non-linearity, which is between 4 and 5 [75–77]. As mentioned in section 1.3, the main obstacles in reaching the high XUV photon fluxes, required for inducing non-linear XUV processes in laser based attosecond sources using gas targets as non-linear media are the depletion of the generating medium, the phase mismatch due to plasma formation and the XUV radiation reabsorption by the generating medium itself. Partial mitigation of these limitations, leading to a higher source throughput, is to drive the harmonic generation process using long focal length optical elements to focus the laser in the medium. In this way the cross section of the laser beam in the interaction region increases and thus a higher number of emitters and photons contribute to the generation while ionization remains below saturation.

When a small length medium in comparison to the confocal parameter is used, as is the case when pulsed nozzles are employed, the interaction length remains effectively unchanged when the focal length is increased. When a large length medium, as compared to the confocal parameter is used, as is the case when long cells are used, increasing the focal length will increase the interaction length and the product $L_{ab}/N_{a}$ will become larger than $\sigma$. Reabsorption will then prevail. In this case the gas pressure must be decreased such that the product will remain smaller than $\sigma$. A detailed investigation of the scaling of the source parameters focal length, laser field and atomic density can be found in [78].

An implementation of large focal length (9 m) gas jet source is the 20 GW XUV beamline of the Attosecond Science and Technology lab of the Foundation for Research and Technology, Hellas (FORTH) (figure 8). Using Xe as harmonic generating medium a maximum XUV pulse energy of the order of 200 µJ in the spectral region 15–30 eV has been demonstrated [11]; more recently a train of pulses with sub-fs pulse durations have been measured [79]. The longest focal length used so far is 17 m at the Max Planck Institute for Quantum Optics. In this beamline using Ne as harmonic generating medium, despite its three orders of magnitude lower conversion efficiency than Xe [80], 40 nJ pulse energies have been achieved in the spectral region 60–130 eV [81].

A similar to FORTH's but more advanced beamline is currently under commissioning at the Extreme Light Infrastructure-Attosecond Light Pulse Source (ELI-ALPS) research infrastructure currently operating at 10 Hz and soon to be operational at 1 kHz repetition rate. Due to the shorter pulse duration of the laser systems at ELI-ALPS a slightly higher pulse energy due to the slightly higher ionization saturation intensity and a significantly higher power is expected. In the same infrastructure a much longer beamline (50 m focal...
length) with a series of 15 long gas cells of individually controllable low gas pressure is also under implementation [82].

Due to the relative high IR peak power and short pulse duration used, the focusing of the laser beam occurs through reflective optics. Spherical mirrors of large focal length are a common focusing element. In order to avoid astigmatism introduced by the spherical surface, as small as possible incidence angle has to be used. The phase front of the IR beam in the HHG region can be further improved using of a Deformable Mirror (DM). While a DM is not available in the FORTH beamline, it is used in the ELI-ALPS beamlines. Correcting astigmatism and spatial phase modulations of the IR carrier frequency is important because it improves: i) the focussability of the IR beam and ii) the spatiotemporal properties of the XUV pulses that in turn affect the focussability and pulse duration of the XUV radiation and consequently its intensity. Here spatiotemporal properties refer to spatial wave-front distortions and thus to the overall (non-local) duration of the XUV pulses. A commonly used optical set-up is shown in figure 9. Two parallel flat mirrors introduce a parallel shift of the laser beam such that it bypasses the focusing element steering the beam towards a third flat mirror positioned at furthest long distance possible that reflects the beam towards a focusing spherical mirror at an appropriately small angle of incidence. The long distance between the third flat mirror and the rest of the mirrors is important in order to maintain astigmatism as low as possible. In this arrangement the outgoing beam is propagating in the same direction as the incoming one. In order to achieve best focussability of the laser, its wave-front is often corrected using DMs [83], either in order to directly focus the laser or in combination with another focusing arrangement. DMs allow also varying the position of the focus.

A related approach in improving focusability is to use Bessel-Gauss laser beams that are essentially diffractionless, as demonstrated by Altucci et al [84]. Nevertheless, in that work pulses with durations of the order of 100 fs and energies of the order of 100 µJ were used that allowed the use of diffractive optics in forming the Bessel-Gauss beams. For the parameters of the ELI-ALPS (<7 fs, >100 mJ) relevant laser system lots of development is required toward the formation of such beams with uncertain outcome.

2.2. High photon-flux laser driven, tabletop XUV sources based on harmonic generation in laser-surface plasma

An alternate mitigation measure against the limiting factors in reaching high photon fluxes is the exploitation of non-depleting non-linear media. Such a medium is the laser induced surface plasma and the XUV generating process is high harmonic generation emission by this plasma. Due to the non-depleting non-linear medium, laser fields well in the relativistic regime can be used. During laser-matter interaction the electrons of charge q are driven by the Lorentz force applied by the electric $E$ and magnetic $B$ field of the radiation according to

$$\vec{F} = q \left( \vec{E} + \frac{\vec{V} \times \vec{B}}{c} \right). \quad (2.1)$$

If the velocity of the electrons $v$ remains much smaller than the velocity of light $c \ (v \ll c)$, the magnetic term can be neglected and the electron motion in a linearly polarized field reduces to a harmonic oscillation. For velocities comparable with the light velocity, the action of the magnetic term sets in, introducing a force component along the light propagation direction within the plasma, resulting into a negative-positive charge separation underlying laser particle acceleration and harmonic generation processes. A quantity defined by the wavelength $\lambda$ and the field amplitude $E_0$ or the vector potential $A_0$ that distinguishes between relativistic and non-relativistic interactions is the so-called normalized vector potential

$$\alpha_L = \frac{eA_0}{mc} = \frac{eE_0}{mc^2} \lambda. \quad (2.2)$$

For $\alpha_L \leq 1$ the interaction is non-relativistic, while for $\alpha_L > 1$ is essentially relativistic. For a driving laser with central wavelength $\lambda = 800 \text{ nm}$ $\alpha_L$ becomes unity for an intensity of the order of $10^{18} \text{ W cm}^{-2}$. Thus, at this
wavelength, the relativistic regime is reached for intensities higher than $10^{18}$ W cm$^{-2}$. However, for longer wavelengths, i.e. wavelength in the mid-IR or far-IR spectral region, the relativistic regime is reached as much lower intensities. E.g. at $\lambda = 12$ $\mu$m $\alpha L$ becomes unity already at intensities $\sim 5 \cdot 10^{15}$ W cm$^{-2}$, which introduces a new area of applications of new intense mid-IR and far-IR laser sources.

In the sub-relativistic regime the harmonics are produced through the so called Coherent Wake Emission process \[85, 86\] (figure 10, left panel). Electrons emerging from the plasma gradient are accelerated in the vacuum driven by the field, and upon sign reversal of the field are returned to the plasma exciting a plasma wave that due to the multi-cycle driving field emits harmonics. The emitted frequency is the plasma frequency $\omega_p(x_q)$, $x$ being the axis perpendicular to the surface, and the index $q$ denotes the corresponding harmonic. $\omega_p(x_q)$ relates to the plasma electron density and the harmonic order as $n_e(x_q) = n_c \omega_p^2(x_q)$, $n_c$ being the critical plasma density. Hence the emitted radiation has a spectral chirp and the shorter the emitted wavelength the deeper point in the plasma it is emitted from \[87\]. When the solid density is reached no shorter wavelengths can be emitted and thus the harmonic spectrum depicts a cut-off. Due to the different time the electrons spend in the vacuum when emitting different wavelengths, the emitted XUV radiation has a temporal chirp.

As $\alpha L$ increases beyond 1 the relativistic interaction effects start to play a more dominant role \[88\]. The laser drives an over-dense plasma such that there is charge separation. The electrons are moving under the interaction with the E and B fields of the laser as well as under the restoring force. Ions are considered to remain essentially at rest due to their much larger than the electron mass. The resulting motion is a non-harmonic periodic motion of the electron-vacuum interface that reaches in short time intervals velocities close to the velocity of light. This motion generates the so called $\gamma$ spikes, $\gamma$ being the Lorenz factor $\gamma = \frac{1}{\sqrt{1 - \beta^2}} = \frac{1}{\sqrt{1 - \beta^2}}$ (figure 10, right panel). The incoming laser radiation is reflected by the fast moving plasma surface and thus its wavelength is Doppler shifted by the generating $\gamma$ spikes towards very short wavelengths. The processes often referred to as Relativistic Oscillating Mirror have been extensively studied both theoretically and experimentally \[2, 86, 89–93\]. Through laser surface plasma harmonic generation emission of keV photons \[94\], XUV pulse energies at the source of 40$\mu$J \[95\], and sub-fs duration XUV pulse trains have been reported \[96\]. The collective nature of the plasma medium, the diversity of the laser-plasma parameter space, and a variety of potential geometrical irradiation configurations give rise to a large degree of freedom in tuning the generation process from high harmonic XUV \[97, 98\] down to the THz \[99\] domain. This also necessitates appropriate control of the interaction in order to achieve optimal HHG conditions, setting state of the art technological demands \[100\]. The main of those are high laser peak power, high laser peak to background contrast, elimination of unwanted laser pre-pulses, demanding ‘cleaning’ procedures of the laser pulse through additional plasma mirrors, control of the plasma density gradient \[101\], micrometer accurate positioning of the tight focus on the target, sensitive alignment of the tightly focusing element commonly an off axis parabola and debris management. An optimal implementation rests on developing a robust method that efficiently balances all these sensitive parameters. Laser surface plasma harmonic generation holds the promise of delivering unprecedented pulse energies of short wavelength radiation with ultra-short pulse duration \[102\] and has also been proposed as a potential candidate in achieving super high intensities \[103, 104\] for probing vacuum quantum electrodynamic effects with
Figure 11. Reflectivity of five metal coatings for an angle of incidence of 88 deg.

currently available lasers. Nonetheless, gas target HHG sources, based on well-established and less challenging technologies, have for the time being more advanced operational parameters such as pulse energies and pulse durations compared to current laser surface plasma harmonic generation sources.

2.3. XUV optical elements for high photon-flux laser driven, XUV/attosecond sources

The photon flux and power that reaches the area where the XUV radiation interacts with the system under investigation in an experimental attosecond beamline is notably reduced due to reflections from the steering optics in the beamline. Obviously only reflective optical elements can be used as refractive materials absorb the XUV radiation. For low XUV photon energies 10–30 eV close to normal incidence metal (commonly Au) coated optics can be used supporting the large bandwidth of the XUV radiation. Normal incidence, which in many cases is more convenient to use, is also possible exploiting multilayer mirrors. The drawback in this case is that the more broadband a multilayer mirror is, the higher the losses it introduces. For the spectral regions not covered by multilayer mirrors and/or ultra-broadband optics, grazing incidence geometries and metal coated reflectors are used. Figure 11 shows the wavelength reflectivity dependence of several metal coatings for an 88° angle of incidence. Reflectivity of the order of 90% is feasible using grazing incidence geometries. Nevertheless, positioning and alignment of optical elements at grazing incidence is a highly sensitive and tedious procedure.

From the optics’ field point of view, a further challenge when HHG sources are used to induce non-linear XUV processes is the separation of the unwanted IR laser beam from the XUV radiation. Thin filters transmitting the XUV and absorbing the IR cannot be directly used because they would be destroyed by the strong IR radiation. They can only be used for selection of the desired spectral region and for blocking any residual IR radiation, after the IR photon flux has been substantially reduced. The reduction of the flux can be achieved by the use of Si plates.

A Si surface placed at the Brewster angle of the p-polarized IR beam (75° for radiation of 800 nm) strongly absorbs the IR field and efficiently reflects the XUV radiation. Figure 12 depicts the reflectivity of 800 nm and 50 nm radiation as a function of incidence angle for s and p polarizations. At 75° there is a strong suppression of the IR while the reflectivity of the XUV exceeds 90%.

For high average power IR laser sources [82] absorption of the IR may modify the surface due to thermal effects. In this case IR transmitting materials, like grazing incidence multilayer based antireflections coatings can be used. Such elements can also provide XUV reflectivity > 70% at photon energies > 40 eV.

Another IR suppression approach is the use of annular driving laser beams. Due to the non-linearity of the HHG process, at specific phase-matching conditions, the XUV propagates with smaller divergence than the IR radiation. Driving the non-linear medium with an annular beam formed using a circular beam stop at the center of the IR beam, one can achieve that, after the generation of the harmonics, the XUV beam propagates in a small angle cone, while the IR propagation is essentially outside this cone and thus can be blocked using an aperture. The XUV propagates through the aperture, while the IR is stopped by it. Any residual IR radiation inside the XUV beam can now be absorbed by thin metal filters that also select the XUV.
spectral region of interest. Annular beams are also very useful when the IR radiation is not exclusively p-polarized, as is the case when polarization gating is used [105, 106].

In reaching high XUV intensities tight focusing of the XUV radiation is required. Close to normal incidence spherical mirrors, metal coated or multilayer whenever satisfying the requirements of the experiment is the most convenient approach. When spherical reflecting surfaces cannot be used because of large losses in photon number or low quality focal areas, reflection at grazing incidence on focusing surfaces other than spherical is the alternative that is commonly used. Ellipsoidal surfaces [107] are able to focus to the smallest focal spots positioning the XUV source in the one of the ellipse focus and obtaining the XUV focus at the second focus of the ellipse. Since in this case grazing incidence is needed, large ellipsoidal surfaces have to be used with high surface flatness which is a technological challenge. Moreover, aligning the ellipsoidal such that minimal focal spots are reached is a tedious procedure. An approximation of the ellipsoidal surface is a toroidal one which is a very common focusing surface employed in the XUV spectral region [108]. Today set-ups consisting of two toroidal mirrors are commercially available. The first mirror focuses and the second one corrects focusing errors [109]. Another optical arrangement that is used in XUV and x-ray radiation laboratories is the so called Kirkpatrick-Baez (KB) [110] mirror arrangement that uses two focusing surfaces (often spherical ones) where one is focusing horizontally and the other vertically. KB systems are of variable focal length by varying the distance between the two focusing elements [111].

2.4. Attosecond delay lines and non-linear autocorrelators
The absence of refractive optics suitable for the XUV spectral region (due to the immediate absorption of XUV radiation upon propagation in any material), introduces a challenge in time domain applications of non-linear XUV processes like in non-linear autocorrelation (AC) measurements and studies of ultra-fast dynamics. XUV delay-lines cannot use Michelson interferometers, as commonly used in the IR, visible, and x-ray spectral regions, owing to the lack of appropriate transmission-reflection beam-splitters. An XUV Michelson interferometer proposed and demonstrated in the UV uses a diffraction grating as the beam splitter. The principle of the interferometer/delay-line is shown in figure 13. The XUV beam is split in two different diffraction orders (0,1), the diffracted beams are reflected by XUV mirrors and are recombined at the grating through diffraction in the appropriate orders (1,0). Modeling of such a spectrometer has demonstrated dispersionless operation in the attosecond regime [112]. Using such an interferometer a second order AC measurement of UV pulses was performed [113] demonstrating the applicability of the device. In these works, the grating considered or used was a transmission grating. Transmission gratings offer the advantage of having a flat spectral response up to the wavelengths where their material becomes transparent. However, they have the drawback of low diffraction power, which, in the case of double diffraction, as in figure 11, results in a 1% throughput. At the photon fluxes of attosecond XUV beam-lines available today, such a throughput hardly allows the observation of non-linear XUV processes. Furthermore, XUV transmission gratings have to be free standing gratings and they cannot be easily fabricated; moreover, they are sensitive to high average power.
Using XUV reflection gratings substantially higher throughputs may be achieved [114], but the
diffraction power becomes wavelength dependent affecting the bandwidth and thus the duration of the XUV
pulses. Nevertheless XUV reflection gratings are successfully used in time compensation XUV
monochromators [115–119].

The most frequently used set-ups in introducing XUV/attosecond pulse delays are split reflective optical
elements [120], one part of which is translated with mm accuracy through piezoelectric translation stages.
The split and delay device is not an interferometer as it does not have two arms between which the energy is
oscillating with the delay. It is a wave front divider, splitting the beam in two halves, with the one half being
delayed in time with respect to the other with attosecond accuracy through the piezoelectric translation.
Assuming cylindrical symmetry of the impinging XUV beam the reflected parts are considered to be close to
identical. Unless there is spatial selection of part of the out-coming beam, this device cannot produce a first
order interferogram by varying the delay. This is because, and in order for energy to be conserved, the
spatially integrated out-going beam remains constant due to the lack of second arm. Nevertheless if the two
overlapping parts of the beam are inducing a second or higher order process, the yield of this process is delay
dependent and thus can be used for the temporal characterization of the XUV pulses [121] as well as in
XUV-pump-XUV-probe experiments [106, 122]. Different types of split-delay set ups are used today. In
some of them the split optical element is a spherical mirror that produces the two mutually delayed pulses
and at the same time focuses the XUV radiation in the interaction area of the study.

Incidence to split spherical mirrors has to be close to normal for keeping astigmatism as low as possible.
Metal coated split spherical mirrors can be used for photon energies < 30 eV. Multilayer spherical mirrors are
also available for specific spectral regions with the limitations of reflecting power for broadband XUV
radiation discussed in section 2.2. A representative set-up of such a spherical mirror split and delay unit is
shown in figure 14 (upper left panel). A thin metal filter selects the XUV spectral region, the XUV radiation
is then impinging on the split spherical mirrors at effectively normal incidence and is subsequently focused
in a gas jet that is ionized and the ionization products are measured with a Time of Flight (TOF)
spectrometer. The intensity distribution at the focus of the fundamental wavelength (800 nm) for different
delays, corresponding to a phase difference between the two pulses of 0, π/2 and π, is shown in figure 14
(upper right panels).

The field distribution of a superposition of harmonics, produced by the spatiotemporal overlap of the
two XUV parts at the focus for a delay of T_L/4 (bottom panel of figure 14), is shown in the lower color
contour panels, with T_L being the period of the IR laser. Alternatively, split flat reflectors are used at grazing
incidence and an additional optical element or optical system is used also at grazing incidence for focusing.

A limiting factor, when split optical elements are used, is the spatial separation (introduced by the
translation of one of the two mirror parts) of the two foci in the overlapping region. This separation may
lead to a non-negligible departure from the spatial overlap of the two beams that would distort the results of
Figure 14. Typical split spherical mirror delay arrangement (Upper-left). Calculated (3D) and measured (2D) IR intensity distributions at the focus (three upper-right). The 3D plots in the up-right panel depict calculated intensity distributions of the 800 nm radiation, while the 2D images are measured intensity distributions. In the lower three panels, the color contours of the three planes xy, xz, and xz are the field distributions of the calculated spatiotemporal superposition of the two harmonic spectral superpositions (7th, 9th, 11th, and 13th). Figures from [121, 123, 124].

Figure 15. Illustration of the spatial separation of the two foci of point source produced by a grazing incidence reflection at a flat split mirror and subsequent focusing of the two split beam parts.

The measurement. For close to normal incidence on split spherical mirrors, the delay induced displacement of the two parts of the mirror, does not affect the results for delays up to 200 fs [123]. Thus, such geometries can be safely used, without corrections, in measuring from attosecond to few hundreds of fs dynamics and/or pulse durations. The situation changes drastically when using grazing incidence geometries. Even small delays may introduce a spatial separation of the two foci.

The effect is illustrated in figure 15 for a flat split mirror in a grazing incidence geometry. It has been shown [108] that for a specific focusing arrangement, delays of tens of fs may introduce a spatial separation of the two foci larger than the focal spot itself and thus corrective actions are required. Such a problem can be solved by means of an optical feedback system [109].

The above described split and delay devices cover the entire VUV-XUV spectral regions. Apart from the above discussed set-ups a Mach-Zender type of split and delay device has been developed and used at FLASH [125]. Proposals for single shot non-linear split and delay devices can be found in the literature [126].
2.5. Diagnostics and detection systems

Prerequisites in achieving sufficiently high XUV intensities for non-linear XUV applications that have been addressed in the previous sections are high pulse energy, short pulse duration and XUV radiation with minimum wave-front distortions. The pulse duration in the above described high XUV power beamlines is measured through the 2nd order intensity volume autocorrelation technique (2nd IVAC) [121] utilizing the split spherical mirror delay line described in the previous section and two-XUV-photon ionization as non-linear process detecting the resulting ions as a function of the delay. Due to the high XUV intensities available in these beamlines the 2nd IVAC technique could be used instead of RABBITT based temporal characterization approaches used in low intensity sources. The pulse energy in [11] was measured using calibrated XUV photodiodes that are commonly used in XUV pulse energy determination.

Alternatively, a method to measure on-line the intensity of the XUV pulse uses a gas ionization detector [127, 128], i.e. an absolutely calibrated detector based on photoionization of noble gases at a low target density and detecting photons and photoelectrons. The number of electrons/ions generated is proportional to the number of photons, to the target density, to the photoionization cross-section and to the length of the interaction volume. Some advantages of this method are: 1) it is almost transparent to the beam and does not alter the beam properties and thus ideal for on-line measurements; 2) it has a wide dynamic range; 3) it is independent from the beam position; and 4) it can be absolutely calibrated with $\approx 10\%$ accuracy.

In determining the XUV intensity at its focus, where the non-linear XUV processes are studied, the XUV beam waist dimensions are needed. Realistic dimensions can be estimated assuming Gaussian distributions. An advanced direct method for measuring the XUV intensity distribution at its focal area is based on an ion imaging device, known as ion microscope, which measures spatially resolved ion distributions with a spatial resolution of 1 $\mu$m. If the ions are produced through single-photon ionization, the measured spatial ion distribution is identical to the XUV spatial distribution due to the linearity of the ionization process. This device that essentially measures 2D spatial distributions of different ionic charge states with variable magnification is extensively presented in [129–131]. XUV intensity beam profiles are measured either by an XUV beam profiler [11] or through the knife edge technique. The focusability of the XUV beam however depends on the wavefront of the XUV beam. Recently a single shot XUV Hartmann sensor has been developed and used in wavefront measurements of high-order harmonics [132].

In addition to the diagnostics of the XUV beam that are addressed in the previous paragraph, alternative methods in detecting the products of the non-linear XUV processes will be summarized in this section. The so far deduced products are ions in different charge stages [11, 111, 133]. The non-linearity of the process is usually deduced from the slope of the dependence of the ion yield on the XUV intensity (in log-log scale) or by measuring photoelectron spectra [134]. The former is achieved by varying the energy of the XUV radiation in the HHG area. When measuring the ion yield dependence as a function of the XUV intensity, the generalized MP ionization cross sections can be extracted from the ionization saturation intensities (see section 1.4) without knowledge of the atomic density in the interaction area. However, due to the volume effect (section 1.4) the determination of the saturation intensity becomes ambiguous, particularly in two-photon ionization processes where the expected slope of 2 is not easily distinguishable from the slope of 3/2 appearing due to the volume effect after saturation. This obstacle can be overcome by measuring spatially resolved ion yields from confined areas in which the radiation intensity is effectively constant.

In the 90’s 3D confinement of the area from which ions where detected was achieved through a “four grid reflectron Time of Flight ion mass spectrometer (TOF) [135–137]. The principle of such a measurement is illustrated in figure 16. The blue cube depicts the confined volume for which ions are measured. 2D confinement is realized through an aperture of the second electrode in the ion extraction area of the TOF. Confinement in the third dimension (along the acceleration axis of the ions) is through the four-grid-reflectron. Ions that are exiting the extraction area, are passing through the central hole of the MCP detector (MCPs detector with a central hole) and enter the four-grid-reflectron configuration. The voltage between the second and the third grid in the four-grid-reflectron arrangement gives an additional acceleration to the ions entering the area between these two electrodes. Ions generated on the right of the blue cube area see lower voltage and are less accelerated, thus are reflected between the 1st and 2nd grid of the reflectron (red-trajectory). Ions generated on the left of the blue cube are experiencing the highest acceleration and thus penetrate through all four grids (blue trajectory).

Ions produced within the confined area (blue cube) are passing through the first, second and third grid and are reflected between the third and the fourth ones getting an additional acceleration between grid 2 and 3, i.e. are reaching the MCP detector at earlier times than those produced on the right of the blue cube (green trajectory). The mass peak is split into two corresponding to the two groups of ions. If the volume of the cube is sufficiently small, ionization in it can be fully saturated free of volume effects. This is illustrated in the mass spectra shown in the lower panel of figure 16 and measured at two different intensities. The ‘fast’ peak...
has the same height at both intensities because of saturation, while the 'slow' one increases at the higher intensity ($I_2$) due to volume effects.

An advanced version of measuring volume-effect-free MP ionization is using the previously mentioned ion microscope [129–131]. Here the spatial imaging provides the confinement. Figure 17 shows images of distributions of different ionic charge states produced at the focus of a Ti:Sa laser beam. Saturation of ionization is clearly seen in the distributions of $Ar^+$ and $Ar^{2+}$ for which around the beam waist, where the intensity is higher, the number of ions drops due to saturation and formation of higher charge states through ionization of $Ar^+$ and $Ar^{2+}$. Details can be found in [131].

An alternative method for the extraction of saturation intensities and hence generalized MP cross-sections is based on the measurement of ponderomotive shifts as a function of the ionizing intensity observed in photoelectron spectra. The saturation intensity is essentially the intensity at which the shift is
saturating. This method has been applied in multi-UV-photon ionization of atoms [138, 139] and it can be extended to the XUV spectral region at high intensity XUV sources [11].

Studies of multi-XUV-photon processes measuring absorption of XUV photons have not been performed so far because absorption in MP processes is a very weak effect. However, recent works [140, 141] indicate that such measurements (e.g. transient absorption measurements) might be feasible. Also, ion and electron spectra so far deal with measurements of total yields. However, ion signals are meanwhile high enough to allow electron/ion imaging methods i.e. measuring angular distributions of products.

Finally, coincidence measurements of products of multi-XUV-photon ionization have not yet been performed because high peak power XUV/attosecond sources so far were low repetition rate (10 Hz) sources, leading to data statistics that are prohibitive for coincidence measurements free of false coincidences. However, new developments of high repetition rate XUV sources (laser based like ELI-ALPS and FELs like Linac Coherent Light Source-LCLS) hold the promise of studies of non-linear XUV processes through coincidence techniques. For such measurements the simplest device, allowing measurement of total yields of products in coincidence, is a time-of-flight spectrometer with time gated repelling voltage. In this way electrons move and reach the detector in a field free environment, while ions remain in the interaction area essentially not moving, and after electrons are detected the ion acceleration voltage is switched on producing the ion mass TOF spectrum. Thus, is the same measured trace, the first part is the electron spectrum and the second one the ion mass spectrum. Keeping the counting rate in single event detection mode, low enough true coincidences may become dominant. This technique has been applied in the first coincidence measurements of strong-field ionization [140, 143]. The most advanced device for electron-ion coincidence measurements is the Reaction Microscope (ReMi) or Cold Target Recoil Ion Momentum Spectroscopy that uses two spectrometers equipped with position sensitive detectors commonly delay detection line detectors [144, 145] detecting electrons and ions respectively. The device, in combination with data analysis packages, allows the measurement of the three-dimensional momentum vector of a recoiling target ion with high resolution and 4π solid angle of detection for kinematically complete or close to complete studies. Such devices are foreseen as end-stations in the ELI-ALPS research infrastructure for XUV-pump-XUV-probe coincidence experiments at 1 kHz repetition rate.

### 3. Applications of non-linear XUV processes

The first applications of non-linear XUV processes trace back around year 2000. Those include pioneering work completed with individual harmonics in the few tens of fs temporal regime, including atomic two- [22], three- [146] and four- [147] XUV-photon ionization, two-XUV-photon double ionization [148, 149] as well as the corresponding 2nd [22] and 4th order AC measurements [147], two-XUV-photon Above Threshold Ionization (ATI) [150] (i.e. the processes in which one photon absorption ionizes the atom and the ejected electron absorbs an additional photon undergoing a continuum-continuum transition) and a FROG based-XUV pulse reconstruction [151].

Non-linear XUV applications with a superposition of harmonics, eventually forming attosecond pulse trains, made their debut with the observation of two-photon ionization of He atoms by a superposition of the 7th to the 13th harmonic of a Ti:sapphire laser [111]. The non-linearity of the process was evidenced by the measured slope of the dependence of the ion yield on the ionization XUV radiation intensity in log-log scale. This result was later verified measuring the frequency resolved photoelectron spectra resulting from the same process and comparing it with \textit{ab initio} calculations solving the TDSE of He interacting with the superposition of the four harmonics [134].

Two-XUV-photon double ionization of rare gases by an attosecond pulse train was demonstrated in ionization schemes where the sequential double ionization processes is a three-photon processes (one photon absorption ionizes the atom and absorption of two further photons ionizes the ion) leading to double ionization while the direct one is a two-photon process (absorption of two photons ejects two electrons without intermediate formation of a singly ionized atom) and thus prevails [133]. These works have established the feasibility of non-linear XUV processes induced by laser driven HHG sources. Using advanced detection approaches spatially resolved two-XUV-photon ionization of He by the superposition of harmonics 11–15 was measured exploiting the capabilities of the ion-microscope device [130]. In the work of ref. 129 the generalized two-photon ionization cross section was extracted from one solely measured spatial ion distribution. The main results of this experiment are summarized in figure 18.

More recently multiple multi-XUV-photon processes have been demonstrated in the ionization of Ar [11] and Ne [79] by intense XUV pulses of the 10 GW class harmonic source of FORTH. Higher non-linearity processes in the XUV and x-ray spectral regions have been observed in FEL infrastructures. Highlighting selected examples: i) formation of very high charge states of Xe (up to Xe\textsuperscript{21+}) has been demonstrated at the 93 eV photon energy at FLASH and the dependence of the charge state yield on...
the XUV intensity (up to $\sim 8 \cdot 10^{15}$ W cm$^{-2}$) has been measured [152] and interpreted through numerical calculations [65]. The formation of the high charge states is through sequential ionization processes, each of which involves absorption of a large number of photons; ii) ‘coring’ and ‘pealing’ ionization of Ne atoms with photon energies 0.8–2 KeV was demonstrated at LCLS [153]; iii) Formation of Ne$^{8+}$ through two-x-ray-photon ionization of Ne$^{8+}$ ground state and a high-order sequential process involving single-photon production and ionization of transient excited states on a time scale faster than the Auger decay was studied at LCLS [154]; iv) multiple sequential multi-x-ray-ionization of Xe (up to Xe$^{36+}$) with 80 fs pulses with 2.4–2.6 mJ pulse energy and 1.5 and 2 keV photon energies was demonstrated and x-ray peak fluence dependencies of the ion yields where measured and calculated at LCLS [155]; while v) similar studies have been performed in Xe sequential multiple ionization by 3.5 keV photons and 47 $\mu$J/um$^2$ peak fluence at the Spring-8 Angstrom Compact Free-Electron Laser (SACLA) [156]; vi) two color phase control of ionization was demonstrated at the FERMI FEL, using its fundamental (19.7 eV) and second harmonic (39.4 eV) and varying their relative phase. Quantum interference of single-photon (second harmonic) and two-photon (fundamental) ionization pathways results in phase dependent and thus phase controlled angularly resolved photoelectron yields [157], and vii) two x-ray photon non-sequential absorption of solid targets detecting K-shell fluorescence was reported from SACLA [158, 159].

Investigation of dynamics using pump-probe schemes can optimally be performed exploiting non-linear XUV/x-ray processes. The vast majority of dynamics measured using HHG sources have been performed using hybrid XUV/IR schemes that are beyond the scope of this work as they do not involve any non-linear XUV processes. Hybrid x-ray/optical (see for example [160, 161]) and UV/x-ray (see, for example [162, 163]) pump-probe schemes have been also used in FEL infrastructures and will not be addressed here. x-ray pump-probe studies of picosecond scale dynamics in biological samples have been recently studied in FEL infrastructures (see for example [164]), while the fastest dynamics measured in FEL sources are from the AMO community and are in the 10 fs temporal scale. Those include ultrafast isomerization studies [165] or hetero-site-specific intramolecular dynamics [166].

Experimental investigation of shorter time scales has been conducted exploiting XUV non-linear processes induced by laser driven XUV radiation sources. Thus, two-photon ionization has been used in
Figure 19. Two-photon double ionization of Xe by an 8 eV broad coherent XUV continuum. Single photon absorption excites coherently a manifold of double excited and inner sub-shell excite AIS. The sequential and direct double ionization channels are shown. \(N_{Xe^{2+}}\) and \(N_{Xe^3^+}\) are the ion yields, \(\sigma_1\), \(\sigma_2\) and \(\sigma^{(2)}\) are the single photon ionization cross-sections of Xe and Xe\(^+\) and the generalized two-photon double ionization cross-section of Xe, \(\tau\) is the duration of the ionizing pulse and \(F(t)\) is the temporal profile of the pulse. The \(Xe^{2+}\) yield of the sequential process scales with \(\tau^2\), while that of the direct one with \(\tau\), thus short durations favor the direct process. Figure adapted from [106].

Performing attosecond pulse train duration measurements via the 2nd IVAC technique discussed in section 2.4. The technique has been applied for the temporal characterization of attosecond trains emitted by the interaction of fs laser pulses with gas targets [121] but also in demonstrating phase locking in CWE surface plasma harmonics forming a sub-fs XUV pulse train [95]. In the domain of pulse metrology energy resolved second order AC measurements have also been achieved [167] constituting a step towards pure XUV FROG measurements, while interferometric second order AC traces have been measured in the same year by the same team [168] showing an alternating double to triple peak structure in the trace corresponding to a harmonic field phase change of \(\pi\) between successive peaks that originates from the electron trajectories that are ejected in opposite directions every half laser cycle.

Apart from pulse metrology there have been two works of pure XUV-pump-XUV-probe studies of atomic and molecular dynamics in the 1 fs temporal scale. In both experiments a gold coated split spherical mirror was used as an XUV delay line. In the first one a coherent superposition of AIS of Xe is excited by an 8 eV broad coherent XUV continuum generated through polarization gating of many cycle laser pulses [106, 169], while a second delayed XUV pulse is doubly ionizing the Xe atoms. The ionization scheme, including the sequential and the direct double ionization channel is shown in figure 19 together with the expressions giving the ion yields of the step involved in the two channels. In the work of [106] it was shown that the dominant double ionization process is the direct one. This is because i) the ionizing pulses have ultra-short pulse duration that favours the direct process due to its linear dependence on the pulse duration, in contrast to the quadratic one of the sequential process and ii) the sequential ionization process is mainly a three-photon process and only the tail of the spectrum ionizes sequentially through two-photon absorption.

The dominance of the direct process was verified by the fact that the sequential process would result (in the temporal trace produced by the two mutually delayed XUV pulses) to the square of a first order AC function because each of the steps results a first order AC function, while the direct process results a second order AC function. The width of the square of a first order AC trace is the coherence time of the radiation that can be found through a Fourier transform of the spectrum. The width of a second order AC trace of a Gaussian profile is the pulse duration times the square root of 2. Since the measured temporal width of the trace around zero delay was found much larger than the coherence time of the radiation it was concluded that the direct process is the dominant one.

The measured trace is shown in figure 20. The fast oscillations at longer delays originate from the oscillatory dynamics of the electron wave packet of the coherent superposition of the AIS. The peak around zero delay relates to the pulse duration which though could not be extracted, because the laser carrier-envelope phase (CEP) was not stabilized and thus averaging over several laser pulses creates an overlap of traces produced by single and double pulses, depending on the CEP.
Figure 20. Measured temporal trace. The maximum around zero delay relates to the ionizing pulse duration while the oscillatory part of the trace relates to the temporal evolution of the coherently excited AIS manifold. Figure taken from [106].

Figure 21. Two-photon dissociative ionization scheme of H2 by broad coherent XUV continuum radiation. The XUV-pump-XUV-probe measurement reveals dissociative ionization, electron and vibrational wavepacket dynamics. The inset shows the bandwidth of the XUV radiation used and the excited intermediate electronic states of the neutral molecule. Figure taken from [122].

A second XUV-pump-XUV-probe experiment at 1 fs time scale was performed in molecular hydrogen [122]. The ionization scheme is shown in figure 21. One photon absorption from a broad coherent XUV continuum excites coherently all the electric dipole allowed electronic bound states of H2 that are within the Franck-Condon region creating a superposition of electronic and vibrational wave packets (rotational wave packets are not considered here because of their much slower dynamics). A second delayed pulse is ionizing the molecule in the electronic ground state of the ion. After ~1fs the molecule is stretched such that the channel to the dissociative ionization continuum $^3\Sigma^+_g (2p\sigma_u)$ (repulsive potential) is opened (Process A in figures 21). B and C in figure 22 refer to the vibrational dynamics in the $B'^1\Sigma_u^+ (B)$ and $C'^3\Pi_u/B'^3\Sigma_u^+ /D'^1\Pi_u$ (C) intermediate electronic states of the neutral molecule. The opening of the dissociative ionization channel after ~1 fs was revealed in the measured trace as at zero delay a minimum was observed in the proton yield and this yield is maximized after approximately 1 fs. Vibrational wavepacket dynamics where observed at longer delays. One measured pump-probe trace and its Fourier around 1fs reveals the opening of the channel. The high peak in the Fourier transform (blue curve) corresponds to the vibrational wavepacket
dynamics in the state, while the high frequency peaks are potentially electronic coherences but their low intensity did not allow a firm assignment.

The experimental conditions under which the XUV-pump-XUV-probe experiments reported so far have the following two disadvantages. First, the many cycle high peak power driving laser pulses were not CEP stabilized. This prohibits the evaluation of the pulse duration of the XUV pulses and reduces the contrast of the oscillatory features of the measured coherences in the temporal trace. CEP tagging is one approach that overcomes this disadvantage; however, no such experiments have been reported so far. The second disadvantage is the low repetition rate (10 Hz) of the laser used, as few tens of mJ pulse energies at higher repetition rates have been only very recently developed. The low repetition rate in turn prohibits coincidence measurements between interaction products (electron–electron, electron–ion, ion–ion) keeping important details of the investigation hidden.

Very recent developments in laser technologies effectively eliminate both shortcomings. Indeed, CEP stabilized multi-10mJ laser systems are becoming available commercially. One such system, the so called SYLOS 2 A system, is already installed at the ELI-ALPS Research Infrastructure. This system is planned to drive two gas targets and one solid target HOHG generation beamlines. The CEP stabilization together with the expected high XUV photon flux of these attosecond beamlines and the availability of advanced experimental end-stations for coincidence measurements enable rigorous attosecond pulse metrology approaches and kinematically complete experiments utilizing non-linear XUV optics at attosecond temporal resolution.

4. Conclusions

Non-linear XUV/x-ray optics made their debut in the beginning of the century. Such processes are central in the investigation of ultrafast dynamics through pump-probe approaches as well as in ultrashort pulse metrology. Since the XUV/x-ray spectral region supports ultrashort pulse synthesis down to the attosecond regime, multi-XUV/x-ray photon processes offer a highly valuable tool in the study of sub-fs dynamics, such as electron dynamics in all states of matter. Moreover, these spectral regions give access to inner-shell dynamics and, eventually, side selective investigation, providing high spatial resolution. Since their debut continuous efforts in source and related instrumentation development have generated notable scientific results and have stimulated new theoretical challenges. While the first non-linear processes have been demonstrated in the XUV spectral region by individual harmonics of fs laser radiation, soon it became feasible to induce them by a superposition of harmonics as well as by coherent continua, thus enabling studies with sub-fs temporal resolution. Few years later FEL sources emitting x-ray pulses with unprecedented photon fluxes gave access to inner-shell investigations and induced highly non-linear processes. In the first 20 years of non-linear processes, laser based harmonic sources and FEL sources played a complementary role, harmonic sources serving the XUV spectral region at the highest temporal resolution.

Figure 22. (a) Measured XUV-pump-XUV-probe trace and (b) its Fourier transform. Figure taken from [122].
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and FEL sources offering unique brilliance in the x-ray and hard x-ray spectral region. Today the sub-fs regime is becoming available at FEL sources and harmonic sources enter the x-ray regime, still the highest temporal resolution of the order of 100 as is being a feature of harmonic sources, while highest peak power of the order of 100 GW in the x-ray region remains a unique feature of FEL sources. Open technology challenges, where substantial progress was made lately, are the reduction of jitter in pump—probe set-ups, beam pointing stability, CEP stabilization and high repetition rate in high peak-power laser systems. These developments together with innovative imaging and coincidence diagnostic tools boost the capabilities of non-linear XUV/x-ray optics, foreshadowing optimal perspectives for advanced studies of structural dynamics in gas, liquid and condensed phase with highest ever spatio-temporal resolution. In this work we have reviewed non-linear XUV/x-ray processes with emphasis to those induced by laser driven sources, those being our main expertise component in this topic.
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