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Studies show that software maintenance costs up to 80% of the total budget. As a part of maintenance, software developers often resolve critical bugs to ensure the reliability of their software. They might also need to add new features to their software on a regular interval to stay competitive in the market. These bugs and features are reported as change requests (i.e., technical documents written by software users). Developers consult these documents to implement the required changes in the software code. As a part of change implementation, they often choose a few important keywords from a change request as an ad hoc query. Then they execute the query with a code search engine (e.g., Lucene) and attempt to find out the exact locations within the software code that need to be changed. Unfortunately, even the experienced developers often fail to choose the right search queries. As a consequence, the developers often experience difficulties in detecting the appropriate locations within the code and spend the majority of their time in numerous trials and errors. There have been many studies that attempt to support developers in constructing queries by automatically reformulating their ad hoc queries. In this systematic literature review, we carefully select 70 primary studies on query reformulations from 2,970 candidate studies, perform an in-depth qualitative analysis using the Grounded Theory approach, and then answer six important research questions. We analyze the methodologies, evaluation approaches, and challenges of these primary studies, and provide the statistical evidence on the conducted researches during the last 15 years. Our investigation has reported several major findings. First, to date, eight major methodologies (e.g., term weighting, query-term co-occurrence analysis, thesaurus lookup) have been adopted in query reformulation. Second, the existing studies suffer from several major limitations (e.g., lack of generalizability, vocabulary mismatch problem, weak evaluation, the extra burden on the developers) that might prevent their wide adoption. Finally, we discuss several open issues in search query reformulations and suggest multiple future research opportunities.
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1 INTRODUCTION

Software maintenance costs up to 80% of the total budget in modern software development [45, 52]. One of the major aspects of maintenance is to deal with software bugs and failures that could lead
to massive fatalities (e.g., Boeing-737 MAX crashes [1, 2, 4, 7], Therac-25 accidents\(^1\)). Software developers thus deal with hundreds of bugs and failures to ensure the reliability of their software products [10]. They might also need to frequently enhance the features of their software to stay competitive in the market. We commonly call these maintenance tasks as change tasks for the sake of brevity. Each of these change tasks is triggered by a software change request either in the form of a bug report [169] or simply a feature request containing plain texts [62, 75, 133]. Developers consult these change requests to implement the required changes in the software code.

As a part of the change implementation, developers often choose a few important keywords from a change request as an ad hoc query. Then they execute the query with a code search engine (e.g., Lucene [3]) and attempt to find out the exact locations within the software code that need to be changed as a part of fixing bugs or enhancement of features. Unfortunately, this has been challenging and even the experienced developers often fail to choose the right search queries from a change request [75]. As a result, they experience difficulties in detecting the appropriate locations within the code and spend the majority of their time in numerous trials and errors [75, 82, 96]. One might think of using all the keywords of a change request as a query. However, the change requests are not originally written to be used as search queries. Thus, they often make verbose queries, which are noisy and ineffective [34]. The developers might also attempt to improve their ad hoc queries by adding suitable keywords from the software code. However, Furnas et al. [46] suggest that there is a little chance (e.g., 10%–15%) that they might guess the right keywords from the software code. Besides, the software code has a smaller vocabulary than that of regular texts (e.g., change requests) [60]. In short, selecting the right keywords either from the change requests or from the software code is a major challenge during code search. Thus, the developers are badly in need of automated supports for constructing appropriate search queries and detecting relevant software code during the maintenance.

Developers extensively search for code within a local codebase when dealing with bugs and features. However, they also frequently search for relevant code snippets on the Internet (e.g., GitHub [6]) as a part of fixing bugs or feature enhancement [89]. According to an earlier study [22], the developers spend about 19% of their programming time searching for relevant code on the Internet. During this code search, they also choose ad hoc search queries using a few keywords. However, 76% of their queries need one or more reformulations to succeed [12, 14]. Thus, regardless of the problem context, choosing the right queries and locating the desired code are challenging, which warrants appropriate automated supports for the developers.

Automated support for constructing queries and then for searching the code of interest (e.g., software bugs, features) has been an active area of research for over a decade. A number of studies [31, 34, 47, 56, 58, 62, 65, 75, 133–136, 138, 153, 159, 179] attempt to support developers either (a) by constructing search queries for them from a change request or (b) by reformulating their chosen ad hoc queries. These studies adopt various methodologies and algorithms as follows. First, there have been several studies that construct queries from a change request by employing term weighting algorithms [43, 75, 136, 138, 185], natural language discourse analysis [31] and meaningful heuristics [75]. Second, there have been other studies that reformulate (or reconstruct) a given search query by employing relevance feedback mechanism [47, 56, 58, 101, 135, 159], spatial code proximity analysis [110, 157, 159], query difficulty estimation [54, 56, 57, 135], term-query co-occurrence analysis [62, 134, 181], thesaurus lookup [62, 153] and software repository mining [65, 134, 179, 181]. Third, there have been another group of studies that reformulate queries for Internet-scale code search by capturing complementary keywords from crowdsourced contents [118, 186], well established thesauri (e.g., WordNet) [89, 90, 99] and software repositories [30, 107, 109, 118, 139, 144]. Thus,

\(^1\)https://bit.ly/2KU9IR2
there have been a significant number of studies that reformulate queries to support source code search. Unfortunately, to the best of our knowledge, there exists no systematic literature review that analyzes, categorizes or critically examines these studies, which is essential to advance the state of research on this topic—automated query reformulations for source code search.

Contributions: In this systematic literature review, we investigate the existing researches on automated query reformulations supporting code search that were conducted during the last 15+ years. We carefully select 70 primary studies out of 2,970 candidates that were collected from 11 widely used publication databases (e.g., ACM Digital Library, IEEE Xplore, Fig. 4). Then we critically examine each of these primary studies by going through their full texts and by identifying their methodologies for reformulating queries, evaluations, and limitations. We apply the Grounded Theory approach in our analysis using three levels of coding (open, axial, and selective) [51]. The method has been widely used for literature reviews since it can derive important theories that are firmly grounded within the qualitative data [31, 80, 161]. Using this method, we categorize our selected studies into several categories in terms of their adopted methodologies and reported limitations. We also provide statistical evidence of conducted researches during the last two decades. We also compare and contrast between query reformulations in local code searches and that of Internet-scale code search. Finally, we discuss several open questions in automated query reformulations (supporting code search) and suggest the future research directions in this domain. We thus make the following contributions in this article.

(a) (RQ1) Benchmark. We provide a comprehensive benchmark of 70 primary studies on automated query reformulations supporting code search that were conducted over the last 15+ years (Table 11). They were carefully selected from a total of 2,970 candidate studies through six levels of noise filtration [80, 126] (Fig. 4, Section 3). We present the statistical evidence of conducted researches and discuss the recent trends of this topic (RQ4). We also provide a replication package [8] to reproduce our work.

(b) (RQ1) Taxonomy based on methodology and algorithm. We identify the methodologies or algorithms used by primary studies to reformulate their queries and classify the studies based on these dimensions. We found that, to date, eight major methodologies and algorithms have been used to reformulate queries for code search (Table 2). About 40% of these studies use term weighting and relevance feedback mechanism, 46% make use of semantic relations, word co-occurrences, and thesaurus lookup, whereas 44% of the studies rely on data mining and API recommendations to reformulate their search queries.

(c) (RQ2) Evaluation and validation. We analyze the evaluation methods, performance metrics, and validation targets used by the primary studies and report our findings. About 54% of our primary studies use empirical evaluation, 33% perform qualitative investigation, whereas 9% of the studies use both. They use a total of 30 performance metrics including the popular ones (e.g., Hit@K, MAP, Recall) (Fig. 11). However, human participation is generally low (Fig. 15), and the number of queries used to evaluate queries in the Internet-scale code search is often small (Table 6). About 30% of our primary studies were also selected for comparison by the later studies.

(d) (RQ3) Limitations and challenges of primary studies. We analyze the limitations and challenges of the primary studies that were indicated either explicitly or implicitly in their papers. We found that these studies suffer from eight major limitations or challenges (Table 9) including noisy keywords in their queries, vocabulary mismatch problem, lack of generalizability, human-induced biases, weak evaluation, and other prevailing issues that might prevent them from adoption by the software practitioners.
(e) **(RQ₅)** Similarities and differences between local and Internet-scale code search. About 58% of our 70 primary studies perform query reformulations to support local code searches (e.g., concept location, bug localization, feature location) whereas the remaining 42% focus on Internet-scale code search. The primary studies from these two searches differ in their adopted methodologies, reformulation types, evaluation methods, and developer participation. However, surprisingly, both groups of studies suffer from a common set of issues such as a lack of generalizability, weak evaluation, and noisy queries (Fig. 26). Future work on code search can benefit from these insights during their context-specific tool development.

(f) **(RQ₆)** Open challenges and research opportunities. We identify several open challenges in automated query reformulations supporting code search and determine the scope of future work (Section 5). We found that the state-of-the-art keyword selection algorithms might not be enough to identify appropriate keywords either from change requests or from software code. Future work can focus on adding more contexts (e.g., time-awareness) to the keyword selection algorithms, designing an appropriate fitness function for GA-based solutions [115], leveraging the structures from source code [93, 135], or using neural language modeling (e.g., word embeddings [19, 112, 181]) to deliver better quality queries for the code search.

**Structure of the article:** The rest of this article is organized as follows. Section 2 presents the background concepts and terminologies of automated query reformulations. Section 3 discusses the methodology of our systematic literature review. Section 4 presents our review results where Section 4.1 focuses on the methods, algorithms and data sources used in the primary studies. Section 4.2 discusses the evaluation methods of the primary studies whereas Section 4.3 points out their limitations and challenges. Section 4.5 compares and contrasts between local code searches and Internet-scale code search in terms of their query reformulations. Section 5 discusses the open challenges and scopes for future research in this domain. Section 6 identifies the threats to validity of our findings, Section 7 discusses the related parallel surveys, and finally, Section 8 concludes our article with the major findings.

2 BACKGROUND

2.1 Automated Query Reformulation

Searching for relevant code is a frequent activity in modern software development [22]. One major part of this search operation is to choose an appropriate query that reflects the information need. Unfortunately, during code search, software developers fail even 88% of the time to choose the right search queries [75, 82]. When their search query fails, they attempt to reformulate the query (a) by adding new keywords, (b) by removing noisy keywords, or (c) by replacing the existing keywords with more appropriate ones. When these modifications are performed using automated means, they are called **automated query reformulations** [56, 101, 153]. Thus, the query reformulation tasks are three types as follows:

(a) **Query expansion:** A given search query is expanded with synonyms, semantically similar, or complementary keywords. Developers often need to expand their initial queries since they are generally short (e.g., 2–3 keywords on average) [44, 144]. According to existing studies [14, 144], up to 76% of developer queries need to be expanded during code search.

(b) **Query reduction:** A given search query is reduced by removing the noisy, ambiguous, or less discriminating keywords. The keywords that occur in more than 25% of the documents in a corpus are less discriminating [56, 134]. They are often removed from a query during code search.
User → Change request → Developer

Search query → Code search → Local codebase

Query suggestion → Query reformulation

(c) **Query replacement**: The keywords of a given query are replaced with more appropriate keywords. Examples of query replacement include spelling corrections [48], query generalization, and query specialization [99, 113]. During code search, developers often learn new information from their unsuccessful searches and then calibrate their search by replacing the old query keywords with more appropriate keywords.

### 2.2 Context of Query Reformulation

Context refers to the environment where a task is performed. It has been found to be useful for many software engineering tasks (e.g., code completion, exception handling) [11, 37, 49, 64, 132]. Similarly, the context plays a key role in query reformulation for the code search. In particular, the queries and their reformulation practices often depend on the type of code search they are intended for. Based on the locality and type of a corpus, code searches can be divided into two major categories as follows.

(a) **Local code search**: The code is searched within a local codebase that contains only one software project. Fig. 1 shows how queries are constructed from a change request in the context of local code search. The developer selects either the whole texts or a few important keywords from the change request as an ad hoc query (Steps 1-4, Fig. 1). Then the query is executed by a code search engine that returns the source code that needs to be modified (Steps 5-6, Fig. 1). If the query fails, it is reformulated with automated techniques by carefully analyzing the change request texts and the retrieved source code (Step 7, Fig. 1). Software bugs and features are located within source code using the local code search.

(b) **Internet-scale code search**: The code is searched within an Internet-scale codebase that contains thousands if not millions of software projects (e.g., GitHub, SourceForge). Fig. 2 shows how search queries are reformulated in the context of Internet-scale code search. The developer selects a few keywords as an ad hoc query and then attempts to find out the relevant code from the corpus using a search engine (Steps 1-4, Fig. 2). If the query fails, it is reformulated with automated techniques using thesaurus lookup [99, 139, 186] or intent refinement [68]. Software developers spend about 19% of their programming time searching for relevant, reusable code snippets from the Internet [22].

---

2https://github.com
3https://sourceforge.net/
2.3 Steps of Automated Query Reformulation

During code search, queries are reformulated in multiple steps. These steps might vary based on either type of reformulation or type of code search. However, most of the existing approaches [47, 56, 57, 135, 136, 159] share a common set of steps (e.g., Fig. 3) as follows.

(a) **Query feedback collection:** The first step of query reformulation is to collect feedback on a query (Steps 2–4, Fig. 3). One way to collect the feedback is relevance feedback method [147], which has been widely used in the Information Retrieval domain. In this method, each of the documents retrieved by a given query is examined and annotated as either relevant or irrelevant to the query [47, 101]. The relevance feedback can be of three types as follows.

- **Explicit relevance feedback:** Developers provide explicit feedback and annotate each of the retrieved documents (by a search query) as either relevant or irrelevant [47]. Although the explicit feedback could be accurate and meaningful, capturing it regularly from the developers is time-consuming and sometimes even impossible.
• **Implicit relevance feedback**: Since explicit feedback is costly, several studies capture low-cost feedback that is *implicitly* provided by the developers [73]. This feedback is derived from a developer’s reactions towards the retrieved documents such as eye movements, document examination patterns, and keyword deletion or retention patterns.

• **Pseudo-relevance feedback**: Unlike the above two types, this feedback does not warrant any developer intervention. That is, the Top-K (e.g., K=5) source documents retrieved by a given query are naively considered as *relevant* to the query [56, 62, 147]. It is also known as *blind relevance feedback*. There has been significant evidence [56, 134, 135, 138] that suggests the effectiveness of this relevance feedback mechanism in query reformulation.

(b) **Candidate keyword selection**: Once relevance feedback is collected, the next step is to select appropriate keywords to reformulate the given query using the feedback. Many studies [56, 136, 159] analyze the annotated documents collected as a part of feedback and attempt to find out important keywords from them using various term weighting algorithms (Steps 5–6, Fig. 3). Term weight is a numerical proxy to the relative importance of a keyword within a document [72]. Many of the term weighting algorithms (e.g., Section 2.4) are borrowed from the Information Retrieval domain.

(c) **Reformulation of the search query**: Once the candidate keywords are collected, they are ranked and the top few keywords are used to expand a given query (Step 7, Fig. 3). Less important keywords and the keywords non-existent in the corpus are discarded from the given query [56, 141]. A few studies [56, 114, 135] argue that the same term weighting algorithm might always not work. Thus, they construct multiple reformulated versions of a given query using multiple term weighting algorithms and then deliver the best-reformulated query using supervised machine learning (Steps 8-10, Fig. 3).

2.4 **Term Weighting**

Term weighting is a popular method to determine the relative importance of individual terms within any body of texts (e.g., change request, source code) [72]. It is often used to select candidate keywords during automated query reformulations (Step 6, Fig. 3). Several term weighting algorithms had been proposed and widely used over the last few decades. They can be classified into three broad categories as follows.

(a) **Frequency-based term weighting**: The importance of a keyword is determined based on its occurrence frequencies. The arguably most popular frequency-based method is TF-IDF [72]. TF-IDF stands for Term Frequency (TF) times Inverse Document Frequency (IDF). While TF counts the occurrences of a term (or keyword) within a document, the IDF counts the number of documents (within a corpus) containing the term. Thus, TF-IDF determines a term’s importance without considering the dependencies that it might have on other terms.

(b) **Graph-based term weighting**: Unlike the frequency-based methods, graph-based methods [17, 136, 138] capture the dependencies among keywords during their weight calculation. Existing studies capture co-occurrences [111], syntactic dependencies [17], and hierarchical dependencies [138] among the keywords, and transform a text document into a graph structure. In this graph, the keywords are represented as nodes and their dependencies as edges. Then the important nodes (or keywords) are identified using a graph-based, recursive algorithm namely PageRank [23]. Source code is generally scarce in vocabulary but rich in structures and dependencies [60]. Thus, graph-based algorithms leveraging these dependencies could be a suitable choice to select important keywords from the source code during query reformulations [135, 138].
Probabilistic term weighting: Unlike the above two types, probabilistic term weighting methods make use of Information Theory to calculate the term weights [24, 26, 28]. One of the popular probabilistic methods is Kullback–Leibler Divergence (KLD) that determines the divergence of a keyword (within a document) from the random occurrence probability. That is, if a keyword is frequent across numerous documents within a corpus (a.k.a., generic keyword), it does not contain unique information, which makes it less important. On the contrary, a keyword that is specific to only a few documents often contains meaningful information, which makes it important.

2.5 Implications of Automated Query Reformulation
Choosing the right queries during code search is a challenging problem. Hence, automated supports for constructing queries are highly warranted for the developers. However, automatic reformulations of queries have both positive and negative implications as follows:

(a) Benefits of query reformulation: Developers often use short queries to search for relevant code, which might not always reflect their information need [44]. Thus, expanding these short queries with similar or complementary keywords often improves their performance. According to an existing study [100], up to 20% performance gain could be achieved in the search using automatically reformulated queries. Carefully reformulated queries can also help the developers locate their desired code with reduced cognitive or manual efforts.

(b) Costs of query reformulation: Automatic reformulations might hurt the search queries that are already good (or appropriate) [27, 56, 135]. Adding extra keywords makes them noisy [155]. Thus, no reformulation is better for them than inappropriate reformulations [121, 155, 160]. There also exist a few difficult queries that cannot be improved using the traditional reformulation approaches [27, 50].

Given these two-fold implications of query reformulations, contemporary approaches attempt to maximize the benefits and minimize the costs of reformulation. For example, several studies [56, 57, 135] adopt supervised machine learning and query quality analysis to improve the poor queries and to preserve the good queries during the code search.

3 METHODOLOGY
We use systematic literature review (SLR) [80, 81] to conduct our survey, as was used by several earlier studies [126, 128, 161]. We start our investigation by asking six research questions, and then provide a comprehensive analysis of the topic – automated query reformulations in code search. We provide both quantitative and qualitative evidence of the relevant research, and establish the state-of-the-art practices. Our goals are to summarize the current state of research in this domain and to outline the future research directions. We refer to the guidelines of Kitchenham and Charters for our survey as follows:

3.1 Research Questions
Specifying the research questions is one of the most important steps of the systematic literature review [80, 81]. We ask six research questions in our survey. Our questions are classified into three categories – general questions, statistical questions and focused questions. Table 1 shows our six research questions.

Our general questions target the generic aspects of query reformulation approaches such as their algorithms, methodologies, or used corpora (RQ1), their evaluation and validation methods (RQ2) and the challenges or limitations they experience (RQ3). Our statistical questions attempt to gather the statistical evidence of the conducted researches over the years (RQ4). Finally, our
focused questions concentrate on the specific aspects of automated query reformulations targeting code search. They compare between local code search and Internet-scale code search in terms of their query reformulation practices (RQ5), develop the guidelines for designing effective query reformulation tools, and also identify the future research directions (RQ6).

3.2 Search Strategy

The next step of the systematic literature review is to collect a complete set of primary studies that can help us answer the research questions. This step involves the construction of appropriate search keywords on a research topic and then the accumulation of a non-biased set of studies from appropriate publication databases (e.g., IEEE Xplore, ACM Digital Library).

Construction of search keywords: Choosing appropriate keywords and optimizing them for search are crucial to the discovery of available studies on a research topic. Research questions determine the scopes and motivations of a systematic review. Kitchenham and Charters suggest that these questions should be broken down into individual facets such as search keywords. Then they should be expanded with their synonyms, abbreviations, and alternative spelling using boolean operators. Earlier studies often use a PIO (Population + Intervention + Outcome) criterion [80, 123] to identify their search keywords. The PIO approach determines three types of keywords as follows:

Population terms encompass all the aspects of a research topic including its application scopes, technologies, and standards. In the context of automated query reformulation targeting code search, we thus consider the following terms as the population of search keywords.

| Information retrieval, IR, text retrieval, TR, bug localization, concept location, feature location, FLT, concern location, Internet-scale code search, code search engine, search engine, local code search, code search, source code search, and code search query. |

Intervention terms focus on the specific aspect of a topic under study. In the context of automated query reformulation, we thus consider the following terms as our intervention keywords.

| Query formulation, query expansion, query reduction, query formulation, query refinement, automated query expansion, AQE, query suggestion, query recommendation, term selection, query replacement, query difficulty, query quality, keyword selection, keyword extraction, search term identification, search query, search term, and search keyword. |

Outcome terms are related to the factors that are of importance to the stakeholders (e.g., developers). In the context of query reformulation targeting code search, these outcomes could be the improvement in result ranks, reduced effort in code search, and reduced effort in localizing the bugs. However, we did not want to restrict our search too much. Thus, we do not include the outcome terms in our search keywords like the earlier study [80]. Finally, we construct our keyword set for the systematic literature review as: Population AND Intervention.

Source of information: Our goal was to collect as many as studies possible on the topic of interest from the literature. We choose 11 electronic publication databases for our study. These databases store most of the researches conducted in Computer Science and Software Engineering [80]. In particular, we collect all the journal articles and conference papers published between 1998 and 2021. We choose 1998 as the starting year since it is the inception year of Google’s PageRank, the algorithm that has revolutionized web search. Our investigation finishes with 2021 as the ending year. First, 2,871 candidate studies, conducted between 1998 and 2018, were collected as a part of the PhD comprehensive exam of the first author. Recently, we include 99 more studies conducted between 2018 and 2021. We thus collect a total of 2,970 potentially relevant articles and papers on query reformulations targeting code search for our survey.
Table 1. Research Questions

| Ref# | Question                                                                 |
|------|--------------------------------------------------------------------------|
|     | **General questions**                                                    |
| **RQ**1 | Which methods, algorithms and data sources have been used for automated query reformulations targeting code search in the literature? |
| **RQ**2 | Which methods, metrics or subject systems have been used to evaluate and validate the researches on automated query reformulations? |
| **RQ**3 | What are the major challenges of automated query reformulations intended for code search? How many of them have been solved to date by the literature? |
|     | **Statistical questions**                                                |
| **RQ**4 | How much activities of research on automated query reformulations have been performed to date? What are the venues that these researches got published at? |
|     | **Focused questions**                                                   |
| **RQ**5 | What are the differences and similarities between query reformulations for local code search and query reformulations for Internet-scale code search? |
| **RQ**6 | What are the scopes for future work in the area of automated query reformulation targeting the code search? |

| Source                  | Initial Search | Impurity Removal | Filtered by Title (C1&C2) | Filtered by Abstract (C1&C2) | Combined (2004–2018) | Duplicate Removal | Filter by Full Texts (C3) | Final Selection |
|-------------------------|----------------|------------------|---------------------------|-----------------------------|----------------------|------------------|--------------------------|-----------------|
| ACM Digital Library     | 176            | 114              | 40                        | 16                          |                      |                  |                          |                 |
| CrossRef                | 152            | 101              | 27                        | 7                           |                      |                  |                          |                 |
| DBLP                    | 216            | 179              | 74                        | 10                          |                      |                  |                          |                 |
| Mendeley                | 203            | 123              | 59                        | 30                          |                      |                  |                          |                 |
| Google Scholar          | 200            | 173              | 81                        | 18                          |                      |                  |                          |                 |
| IEEE Explore            | 432            | 299              | 65                        | 41                          |                      |                  |                          |                 |
| ProQuest                | 137            | 127              | 68                        | 38                          |                      |                  |                          |                 |
| ScienceDirect           | 22             | 14               | 04                        | 04                          |                      |                  |                          |                 |
| SpringerLink            | 313            | 265              | 47                        | 03                          |                      |                  |                          |                 |
| Web of Science (ISI)    | 999            | 912              | 91                        | 26                          |                      |                  |                          |                 |
| Wiley Online Library    | 21             | 10               | 04                        | 02                          |                      |                  |                          |                 |

**Total:** 2,871 2,317 562 195 109 93 62 56

(2018–2021)

| Source                  | Final Selection |
|-------------------------|-----------------|
| Google Scholar          | 99              |

Fig. 4. Selection of primary studies
3.3 Study Selection

We exclude irrelevant studies from the 2,970 initial results, and select only the relevant ones for our systematic review. We apply three different filters, and choose the ones as our primary studies that meet certain conditions and quality standards. In the context of our systematic literature review, we carefully exclude such studies that:

- $C_1$: do not address code search
- $C_2$: do not address query reformulation
- $C_3$: do not address query reformulation for code search

Fig. 4 shows different steps of our study selection process. We apply multiple filters on the initial search results across several steps, and choose the final set as follows:

(a) Removal of impurities: Initial search results often contain entries that are not related to software engineering. This might happen due to accidental keyword matching between the query and the full texts from the papers. We use a semi-automatic approach to remove these impurities and to ensure the quality of our results. First, we analyze the keywords from each of the result titles and carefully identify the words that are totally at odd with Software Engineering and code search. Then we discard the studies that contain any of these keywords.

Image, multimedia, multilingual, bilingual, video, library, libraries, digital, database, databases, db, chinese, japanese, trec, mobile, medical, geo, music, sql, audio, and speech

According to our investigation, query reformulations have been adopted in the application domains above, which are clearly not related to source code search. We thus removed 554 (18.65%) impure results, and our initial studies got reduced to 2,416 (81.35%) after this step.

(b) Noise filtration using title: After the removal of impurities, we are still left with thousands of results. Manually analyzing them for relevance is still impractical. We thus adopt another heuristic to reduce the noise from our results. Since we are interested about the studies related to query reformulation and code search, we discard any studies that do not contain at least one of the following important keywords in their titles.

query, code, developer, change, bug, concept, feature, concern, and software

We believe that the studies that miss these keywords in their titles might not be relevant to our survey. This semi-automated filtration step discarded 1,769 (59.56%) irrelevant studies, and our collection got reduced to 647 (21.78%) potentially relevant studies.

(c) Noise filtration using abstract: Noise filtration using title might not be sufficient enough, and the collection still could contain irrelevant studies. We thus manually analyze the titles from 647 studies and their corresponding abstracts in order to understand the underlying research. We noticed that despite having the desired keywords, many of these studies do not deal with query reformulations and code search. We thus manually discarded 422 (14.21%) studies, and our collection got reduced to 225 (7.58%) relevant studies.

(d) Result merging & duplicate removal: In this step, we merge the relevant studies from each of the 11 publication databases, and discard the duplicate studies. Since the same study could be indexed by multiple databases, the duplication might occur during retrieval. Even multiple versions of the same study (e.g., peer-reviewed, pre-print) could be retrieved from multiple databases. We thus manually analyzed 225 studies and discarded a total of 105 (3.54%) duplicate studies. This step left us with a total of 120 (93 + 27) relevant studies.

(e) Noise filtration using full texts: We were unable to determine the subject matter of several studies even after reading their titles and abstracts. We thus read the full texts of 120 research papers, and discard several irrelevant studies. Many of these studies discuss either code search...
algorithms or query reformulations in general. Since our topic was query reformulation for code search, we considered them irrelevant for our survey and discarded them from the collection. This filtration left us with 76 studies. We also discarded short papers (e.g., poster, doctoral symposium) and non peer-reviewed items (e.g., technical reports, dissertation). Since our focus was only on the techniques for query reformulations, we also discarded such studies that conducted developer surveys, interviews, or case studies on concept location, feature location and Internet-scale code search. Then we added a few studies that were relevant (according to our prior work experience) but missed by the search process accidentally. Finally, we chose a collection of 70 (2.36%) papers as the primary studies for our systematic review.

3.4 Quality Assessment

Table 14 (Appendix A) provides an overview of our selected primary studies, their adopted methodologies, and offered features. As a standard practice, we investigate whether these studies meet certain quality criteria or not [80, 81]. In particular, we carefully go through each of these 70 studies, capture their subject matters, and then answer 10 standard quality questions as follows:

- Q1: Is there a clear statement about the aim of the research?
- Q2: Is there adequate description about the context of the research?
- Q3: Is there a review about the related work from the literature?
- Q4: Is there adequate description on a query reformulation technique targeting code search (e.g., bug localization, concept location, Internet-scale code search)?
- Q5: Has the approach been validated?
- Q6: Does the conclusion reflect the aim or purpose of the conducted study?
- Q7: Is there a clear statement of findings?
- Q8: Does the study discuss its limitations or threats to validity?
- Q9: Does the study recommend further research?
- Q10: Does the study provide any supports for the replication (e.g., replication package)?

Table 15 (Appendix B) shows responses to each of the questions above. We record the response as either “Yes” (●), “No” (○) or “Somewhat Yes” (◇, ●). We record “Yes” when the supporting evidence is clearly visible, “No” when the supporting materials are not found at all, and “Somewhat Yes” when the relevant evidence is weak or ambiguous. From Table 15, we see that majority of our selected studies meet the quality criteria. While a few studies do not provide an exhaustive description of their query reformulation approach, they are still retained in this survey due to their overall relevance. Many of these studies also do not provide a publicly available replication package. However, it does not hurt the overall goal of our literature review. Thus, they were also retained.

3.5 Grounded Theory Based Analysis

We use Grounded Theory approach [51] to analyze our primary studies. It is widely used in the social science researches to derive meaningful theories that are firmly grounded on the data (e.g., interview scripts). Recently, this approach has also found applications in the Software Engineering researches [31, 129, 152]. We systematically analyze the full texts from each of the primary studies, derive important theories using this approach, and then answer several of our research questions. Grounded theory approach involves three stages of coding as follows:

(a) Open coding involves breaking down the gathered data into identifiable, interesting chunks and annotating them with appropriate key phrases (a.k.a., open codes) [129]. We analyze the full text of each primary study, attempt to understand a concept of interest (e.g., methodology, validation, shortcomings), and then record our observations using suitable key phrases. The key idea was to keep an open mind and choose as many as codes needed to represent each study. For example,
Table 2. Methodologies used for query reformulation

| ID | Methodology |
|----|-------------|
| M1 | Term weighting and relevance feedback |
| M2 | Dependency graph mining |
| M3 | Semantic relations, co-occurrences, and thesaurus |
| M4 | Domain ontology and syntactic relations |
| M5 | Machine learning, query difficulty analysis, and word embeddings |
| M6 | Data mining and API recommendation |
| M7 | Genetic algorithms |
| M8 | Miscellaneous |

we used 209 open codes [8] to represent the methodologies adopted by our 70 primary studies to reformulate their queries. We spent ≈100 man-hours in this open coding task.

(b) Axial coding establishes relationships among the open codes. In this stage, we place our open codes into a spreadsheet, and establish connections among them using various colours. We annotate the key phrases with the same colour if they are somehow related. We consider not only lexical overlap but also the semantic relatedness to connect the key phrases [129]. Our goal was to convert the open codes into low-level categories. This stage provided a set of 21 tentative categories [8] that explain the methodologies adopted by our 70 primary studies.

(c) Selective coding identifies the core variables behind a given phenomenon [51, 152]. In our case, automated reformulation of a given query is the target phenomenon. While the axial coding provides a set of low-level categories, we carefully analyze them and merge them into high-level categories based on their themes and semantic relatedness. This stage provided eight key categories of methodologies (Table 2) that were used to reformulate search queries by our primary studies. Each of these categories is represented using a set of semantically related key phrases [8].

4 RESULTS

We present our detailed analyses and findings in this section. We carefully go through each of the 70 primary studies, consult their major sections (e.g., problem descriptions, methodologies, algorithms), and then summarize our non-trivial observations using Grounded Theory approach [51]. We divide our findings and discussions into multiple logical sections, and attempt to answer each of our research questions (Table 1) as follows:

4.1 Answering RQ1: Methodologies, algorithms, and data sources used for automated query reformulations

We identify eight key methodologies used by our primary studies for query reformulation. We use the Grounded Theory, a popular qualitative analysis approach, to come up with them. Tables 2, 3 show the methodologies and the primary studies that adopt them. We discuss each of these methodologies, their reported strengths and weaknesses as follows.

(M1) Term weighting and relevance feedback: Term weighting determines the relative importance of a term (or word) within a body of texts (e.g., document). It has been an integral part of Information Retrieval domain [72, 149]. Jones [72] first introduced a term weighting method namely TF-IDF for Vector Space Model (VSM)-based document retrieval. According to Vector Space Model, a text document can be modeled as a vector of distinct words that are found in the document. On the other hand, TF-IDF stands for Term Frequency (TF) × Inverse Document Frequency (IDF) (check Section 2.4 for details). That is, the terms that are frequently used within a target document but rarely used across the whole corpus, are considered to be important within the target document.
Table 3. Primary studies and their adopted methodologies

| ID | Primary studies | Total |
|----|----------------|-------|
| M1 | S1, S2, S4, S7, S9, S10, S11, S12, S14, S19, S21, S22, S24, S25, S26, S30, S34, S38, S40, S43, S45, S50, S51, S54, S59, S61, S64, S70 | 28 (40%) |
| M2 | S4, S19, S22, S24, S25, S31, S33, S40, S46, S56, S57, S61 | 12 (17%) |
| M3 | S2, S3, S4, S6, S13, S15, S16, S17, S18, S19, S20, S21, S23, S24, S27, S28, S35, S37, S39, S40, S41, S42, S43, S45, S49, S50, S57, S58, S60, S65, S70 | 32 (46%) |
| M4 | S1, S5, S12, S16, S17, S18, S36, S37, S42, S43, S47, S48, S49, S51, S53, S62 | 16 (23%) |
| M5 | S8, S10, S11, S22, S29, S32, S35, S58, S62, S63, S66, S67 | 12 (17%) |
| M6 | S2, S7, S12, S15, S16, S17, S18, S19, S20, S26, S28, S34, S35, S37, S38, S39, S41, S43, S46, S49, S51, S52, S54, S55, S57, S58, S61, S63, S65, S66, S70 | 31 (44%) |
| M7 | S9, S62, S67, S68, S69 | 5 (7%) |
| M8 | S1, S3, S4, S5, S6, S7, S11, S12, S13, S14, S15, S17, S21, S24, S26, S29, S37, S39, S41, S44, S46, S53, S57, S60, S62, S67 | 26 (37%) |

Existing studies extract these terms as important keywords from a document [105]. Besides TF-IDF, its variants (e.g., TF, IDF) are also used for term weighting on an ad hoc basis.

A number of primary studies [38, 47, 57, 75, 93, 114, 121, 137, 156, 170, 185] use term weighting methods (e.g., TF-IDF) to reformulate their search queries. In particular, they use these methods in association with relevance feedback mechanism [147]. Relevance feedback is a way to capture complementary information on a query that can be used to reformulate the query (check Section 2.3 for details). First, a set of tentatively relevant documents are collected using the feedback mechanism. Second, candidate terms are extracted from these documents using one or more term weighting methods. Third, the candidate terms are then ranked based on their relative importance (a.k.a., term weights) and only Top-K terms are used to reformulate a query. Hayes et al. [59] first introduce relevance feedback and term weighting (e.g., TF-IDF) in the context of software engineering problems. They reformulate search queries to recover traceability links and to reduce false-positive trace links. Lucia et al. [101] critically examine and extend their work by conducting multiple case studies and using various software artifacts (e.g., use cases, requirements, test cases). However, Gay et al. [47] were the first to use the term weighting and relevance feedback to reformulate search queries in the context of code search (e.g., concept location). Since then many studies adopt the term weighting and relevance feedback in their query reformulation approaches [56, 135, 156, 159, 170]. Haiduc et al. [56] employ Rocchio’s expansion [141], Dice similarity [29], and Robertson Selection Value (RSV) [140] to reformulate a query where they use TF-IDF as a proxy of term importance. Their query difficulty models also make use of several variants of TF-IDF (e.g., avgIDF, maxIDF, maxIDF) [57, 114]. Perez et al. [121] adopt similar query reformulation techniques and term weighting methods to find relevant features from software model corpus. They later combine expert feedback with Rocchio’s method to expand their search queries [122, 124]. Eddy et al. [43] assign varying weights to the terms from various locations of a source document to identify the target software features. Wang et al. [170] use explicit feedback from developers to expand their queries (i.e., Rocchio’s expansion) in the context of Internet-scale code search. However, they use their expanded query to re-rank the results retrieved by a given query rather than the code search.

To reformulate a search query, several studies capture relevant API classes, tags, and software-specific terminologies from a programming Q&A site, Stack Overflow, where they employ various keyword selection methods including term weighting [91, 107, 118, 134, 137]. Rahman and Roy [137] collect relevant Q&A threads from Stack Overflow for a given query using pseudo-relevance feedback, identify the important API classes from their embedded code segments using TF-IDF, and
then use the top-ranked API classes to expand the query. Nie et al. [118] employ Rocchio’s expansion method, and identify software-specific keywords from the Q & A threads of Stack Overflow using TF-IDF. Martie et al. [107] select frequent API classes from the relevant source documents retrieved by a query to expand their query. Kevic and Fritz [75] use TF-IDF and three other lightweight heuristics (e.g., part of speech, position) to identify search keywords from a change request to support the concept location task. Zamani et al. [185] extend the classical term frequency metric (i.e., TF) with time-awareness and improve the feature location task. They suggest that important terms within a source document are not only more frequent but also more recent than the noisy terms. They make use of version control history of a software system to gather the term frequency and timing related meta data. Gibiec et al. [50] make use of relevant web pages from three search engines (e.g., Google, Bing and Yahoo!) to expand the stubborn trace queries. In particular, they extract complementary key phrases from these web pages based on their occurrences (e.g., domain term frequency) and expand the trace queries.

Although TF-IDF has been a popular method of term weighting, it suffers from a major limitation. TF-IDF and other frequency based methods fail to capture the dependencies among terms, which can be important to determine their relative importance [17, 111]. These dependencies could be statistical, syntactic, semantic or hierarchical (check Section 2.4). Many existing studies from Information Retrieval domain [17, 111] make use of these dependencies to determine term weights. However, Rahman and Roy [136] were the first to leverage both statistical and syntactic relationships among terms to formulate queries for code search. They first transform a change request into a text graph using these dependencies and then apply PageRank algorithm to the graph to identify the top search keywords for concept location. They later extend and adapt their approach to source code [135], stack traces [138] and reformulate search queries for IR-based bug localization. They also report significant benefit of using graph-based term weighting over traditional alternatives (e.g., TF-IDF) in query reformulation. Several later studies [77, 78, 125] also adopt graph-based approaches to reformulate their code search queries.

About 40% (28/70) of the primary studies use relevance feedback and term weighting to reformulate their queries during various code search operations (e.g., concept location, bug localization, Internet-scale code search). While relevance feedback captures complementary items on a query (e.g., relevant documents), the term weighting methods identify important keywords from them to reformulate the query. Existing studies leverage several proxies (e.g., frequency, dependencies) to determine the relative importance of search keywords. Thus, the effectiveness of their reformulated queries depend on the appropriateness of these adopted proxies for term importance.

(M2) Dependency graph mining: Several primary studies [15, 53, 138, 170, 171] leverage dependencies among items (e.g., words, API classes) to construct queries for code search. Wang et al. [171] mine an appropriate sub-graph from the program dependency graph (PDG) of a given code segment and construct a dependency query to find structurally similar code segments from a codebase. Their goal was to support code-level changes by automatically detecting the similar code segments. They later incorporate explicit feedback from developers in their code search [170]. Panchenko et al. [119] extract abstract syntax tree (AST) from a given code example and reformulate it into an XPath query to detect structurally similar code examples. Balachandran [15] also address the same problem by extracting appropriate sub-trees from the AST as a reformulated query. Designing search query from a given code segment is often called query by example in the literature [15, 119]. Zhang et al. [188] expand the object-oriented methods (i.e., corpus documents) with neighbouring methods where the neighbours are detected based on their call dependencies, temporal proximity, and semantic similarity. Wang et al. [166] detect syntactic and semantic facets from the results retrieved by a given query and use them to reformulate the query for concept search.
Rahman and Roy also mine three types of graphs – trace graphs, text graphs, and API co-occurrence graphs – to reformulate queries for various code search operations (e.g., bug localization, concept location, Internet-scale code search). Several later studies extend their work where they use graph-based mining to reformulate their queries.

About 16% (11/70) of the primary studies mine dependency graphs to reformulate queries for their code search. They extract dependencies from both structured (e.g., source code) and unstructured items (e.g., texts) to develop these graphs. Unlike texts, the graphs have the potential to capture more contextual information (e.g., call dependencies, AST, syntactic dependencies), which could significantly benefit the reformulated queries.

(M3) Semantic relations, co-occurrences, and thesaurus: Unlike the term weighting and graph-mining studies above, a number of primary studies leverage co-occurrences between query keywords and candidate terms to reformulate their search queries. Sisman and Kak first use spatial code proximity and suggest that terms co-occurring within close proximity in source code are suitable candidates for query expansion. They were the first to expand search queries for IR-based bug localization. They extend their idea later with term ordering and language modeling. Yang and Tan mine the mapping between code and corresponding comment, and construct a software-specific thesaurus – SWordNet. Then they reformulate a given query with semantically similar, alternative words collected from their thesaurus to support the concept location task. Similarly, Howard et al. analyze method signatures and their corresponding leading comments from source code, and extract semantically similar word pairs to support query reformulations. Both approaches above are subject to the availability of sufficient comments or documentations in the source code.

Shepherd et al. extract Verb-Direct Object (V-DO) pairs from method signatures and code comments, and recommend equivalent verbs and DO to support the developers in their query reformulation. They suggest that if two V-DO pairs share the same direct object, then their verbs could be considered as equivalent. However, all free-form queries cannot be modeled as a V-DO pair. Hill et al. extend this work by relaxing the constraints of V-DO pairs and by suggesting phrasal representations of the method signatures. Developers thus could locate query keywords within these phrases, determine the relevance of corresponding methods, and then choose the candidate terms for query expansion. Marcus et al. construct a latent semantic space using Latent Semantic Indexing (LSI) and suggest semantically similar words to reformulate a given query. They also consider the co-occurrences between query keywords and candidate terms within source code to estimate the semantic relatedness.

Several other studies leverage the co-occurrences among items (e.g., terms, tags) within programming Q&A threads and search logs for query reformulation. Stack Overflow, a popular programming Q&A site, discusses software-specific concepts and terminologies in millions of questions and answers. These questions and answers have been frequently used to support several Software Engineering tasks. Li et al. leverage explicit and implicit co-occurrences of tags from the same question and the duplicate questions respectively, and reformulate a given query with semantically similar tags. They calculate Mutual Information (MI) between any two tags with the query keyword being one of them, and then improve a given query using alternative tags. Rahman and Roy analyze the contextual words of both query keywords and candidate terms in the titles of Stack Overflow questions, and suggest appropriate terms for query reformulation based on their contextual similarity. Satter and Sakib mine co-occurrences between query keywords and candidate terms in the past queries from code search logs, and suggest the frequently co-occurred terms for query expansion.
Although co-occurrence between query keywords and candidate terms has been a popular idea for query reformulation, two similar words might always not co-occur in the same context [70, 87]. According to Hussain and Bisson [70], high order co-occurrences could be a possible solution to this issue. However, most of the primary studies above consider only the first order co-occurrences among terms to estimate their semantic relatedness, which might not be enough.

Several primary studies [48, 89, 90, 92, 99, 153, 165] adopt well-established thesauri such as WordNet [113, 172] to reformulate their search queries. Shepherd et al. [153] accept a Verb-Direct Object (V-DO) pair as a search query, and suggest synonyms from WordNet to expand their query. Developers are then responsible to choose the right keywords for their queries during concept location. Ge et al. [48] later extend this work with multi-level keyword suggestion and typo correction leveraging WordNet. Lu et al. [99] replace each keyword of a given query with synonyms extracted from WordNet, and outperform the technique of Hill et al. [62] in concept location task. Lemos et al. [89] also capture synonyms and antonyms from WordNet and predefined types from Java type thesaurus to reformulate queries during Internet-scale code search.

Most of the studies above are inspired by parallel researches on automated query expansion from the Information Retrieval (IR) domain [29]. However, existing findings [160] also suggest that the same word can hold two different semantics for regular texts and source code. For example, the term new represents an adjective in the regular texts whereas it means a verb (e.g., object creation) in the object-oriented source code [179, 180]. In other words, query expansion approaches solely based on English language thesaurus (e.g., WordNet) might not be effective for code search. Given such a limitation, several primary studies [65, 92, 179, 180] focus on developing software-specific thesauri to support query reformulations where they leverage the co-occurrences among keywords within the same context (e.g., method signatures, question tags).

Yang and Tan [180] first construct a software-specific thesaurus namely SWWordNet containing 8.5 million word pairs extracted from nine open source projects. This thesaurus was later used to collect semantically similar words and to reformulate queries for code search [90, 180]. Kevic and Fritz [74] mine change requests, corresponding changed code, and developer’s interactions with the IDE during code-level changes, and construct a dictionary that maps the problem domain vocabulary to solution domain vocabulary. Then they translate a search query (a.k.a., change request) into corresponding source code elements (e.g., methods, classes) using the dictionary to improve the concept location task. Vinayakarao et al. [165] mine programming concepts (e.g., integer array) and corresponding syntactic representations (e.g., int arr[]) from the Q & A threads of Stack Overflow, and construct a mapping database. Then they augment the source code statements with appropriate programming concepts from the database to improve code comprehension tasks. Although thesaurus-based approaches are popular and widely used, they might suffer from the lack of generalizability. That is, the thesauri should be constructed from appropriate corpora (e.g., codebase, Stack Overflow) and must be updated frequently to remain relevant.

About 46% (32/70) of our primary studies make use of term co-occurrences and well-established thesauri (e.g., WordNet, SWWordNet) to reformulate their queries during code search. However, semantically similar terms might always not co-occur in the same context, which warrants for higher order co-occurrences. Thesauri-based approaches might suffer from the lack of generalizability and the thesauri might also require frequent updates to remain relevant.

(M4) Domain ontology and syntactic relations: Ontology defines inter-relations among various concepts of an application domain (e.g., Software Engineering) [174]. Modern software systems are inherently complex and deal with numerous concepts ranging from high level problem descriptions to low level programming solutions. One way to preserve and manipulate this conceptual
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knowledge is to construct an ontology from these systems. A few of the primary studies [42, 71, 178] leverage the ontology to reformulate their queries during code search.

Dourdas et al. [42] reformulate a problem domain query into a solution service query using their ontology constructed from the source code. They capture the mapping between proven solution classes and requirement classes in their ontology. Wursch et al. [178] construct another ontology using semantic web technology where they capture structural and data dependency relationships among classes, methods and attributes from a software system. Their approach accepts a quasi-natural language query from the developer, reformulates it into a structured SPARQL query, and then retrieves a list of relevant program elements. Unlike Wursch et al., Jiang et al. [71] construct ontological models from multiple software repositories such as source code, bug-fixing history, and bug reports. Then they reformulate a free-form query into multiple candidate questions by capturing the query conditions and then mapping them to ontological concepts. Developers then choose the most appropriate question from them and locate the relevant program elements. Several other studies [50, 93] also make use of domain-specific concepts to reformulate their queries and to improve their search. Although ontology-based studies are reportedly useful to reformulate natural language queries into complex structured queries [178], they are still limited by their underlying technologies (e.g., semantic web, SPARQL). Besides, maintaining an ontology is costly since the changes in source code are frequent and they need to be reflected in the ontology.

Besides conceptual relations (e.g., ontology), a number of primary studies [62, 78, 99, 136, 165, 183, 185] leverage the syntactic or linguistic properties of texts to reformulate their search queries. As a standard practice, they often perform parts of speech (POS) tagging and then select or emphasize the nouns and verbs in their query reformulation. The underlying idea is that these words convey more important semantics than the others. However, POS tagging is often noisy with technical texts (e.g., bug reports, change requests), which could hurt the query reformulation.

About 23% (16/70) of our primary studies make use of conceptual (e.g., ontology) and syntactic relations (e.g., POS tagging) to reformulate their queries during code search. Although they have been used by several studies, maintaining a software-specific ontology could be challenging and the POS tagging with technical texts could be noisy.

(M5) Machine learning, query difficulty analysis, and word embeddings: Several primary studies [25, 56, 57, 67, 75, 97, 114, 135, 177] adopt machine learning to reformulate their queries during code search. Kevic and Fritz [75] capture part of speech, term weight, position and notation of each term from a change request, and train a Logistic Regression model. Their model then accepts an incoming change request and returns Top-3 terms as a search query for concept location. Liu et al. [97] train an encoder-decoder model using deep neural networks and translate a natural language query into relevant API methods to support Internet-scale code search. Wu and Yang [177] suggest that the changed version of code might hold the true intent of a search query that retrieves the original code. Being motivated by this idea, Huang et al. [67] train a deep belief network (DBN) with original code and their changed versions from thousands of GitHub projects, and then expand a given query with appropriate terms extracted from the changed code. Lawrie and Binkley [86] develop an automated summarizer using sequence-to-sequence model and reformulate a bug report into a summary to support the bug localization task. Cao et al. [25] train a sequence-to-sequence model with an attention mechanism where they use original and reformulated queries from the search logs of Stack Overflow Q&A site. Then they use their model to reformulate a given query during code example search at Stack Overflow. Although the sequence-to-sequence models have been popular for reformulating queries, they might require a large amount of training data.

Determining quality of a search query before its actual reformulation has been a popular idea in the Information Retrieval domain [27]. Haiduc et al. [57] first analyze and predict the difficulty of
queries in the context of code search. They train their model using 21 pre-retrieval metrics from the IR domain, and then predict the quality of a given query during concept location. Mills et al. [114] later extend this model with seven post-retrieval metrics (i.e., 28 in total), and evaluate the model performance extensively. Given a search query, Haiduc et al. [56] generate a list of four reformulation candidates using Rocchio’s expansion [141], Robertson Selection Value (RSV) [140], Dice similarity [29] and query reduction [29]. Then they train a query difficulty model to suggest the best reformulated query. Rahman and Roy [135] also extract four reformulation candidates by analyzing method signatures and field signatures from source code and then suggest the best candidate using the query difficulty analysis [57]. Although the query difficulty analysis has been popular and cheap, its metrics might not be as accurate as the query performance metrics (e.g., mean average precision, query effectiveness).

Over the last few years, word embedding technology has been leveraged to tackle the vocabulary mismatch problem in code search. Zhang et al. [186] learn the embeddings of query keywords and API classes from a corpus of ≈25,000 open source projects using a three-layer neural network and Continuous Bag of Words (CBOW) algorithm. Then they translate a natural language query into relevant API classes to support code search. Similarly, Rahman and Roy [137] learn the word embeddings from 1.40 million Q&A threads of Stack Overflow using Skip-gram algorithm [32], and expand a natural language query with relevant API classes. Both studies above report significant performance improvement in their code search.

About 17% (12/70) of our primary studies use machine learning, query difficulty analysis, and word embeddings to reformulate their queries during code search. While these technologies have high potential to improve query reformulations and code search, they are also restricted by their training datasets, learning algorithms, and model parameters.

(M6) Data mining and API recommendation: Many primary studies [25, 93, 102, 127, 137, 139, 150, 156, 186] mine code search logs and software repositories (e.g., API documentation, programming Q&A website) to reformulate their queries. Bajracharya and Lopes [14] first capture the search logs from an Internet-scale code search engine—Koders, and analyze the patterns, topics, and user behaviours during code search from the logs. They report that the majority of natural language queries from these logs required query reformulations, which indicates the need for appropriate query reformulation techniques. Satter and Sakib [150] also analyze the logs from Koders [12], construct a term-term co-occurrence matrix from the past queries, and then suggest frequently co-occurred terms from the matrix to expand a given query. Raghothaman et al. [127] analyze the click-through data from Bing search engine that contains millions of (query, URL) pairs. They mine the logical mapping between each query and API classes from corresponding URL, construct a conditional probabilistic model, and then suggest relevant API classes to reformulate a given query. Cao et al. [25] analyze the search logs from Stack Overflow Q&A website, train a sequence-to-sequence model using original and reformulated queries, and then generate a reformulated query for a given query. Dietrich et al. [40] also capture the query pairs from developers containing original and reformulated queries, mine query transformation rules, and use them to reformulate a query for traceability link recovery.

Several primary studies mine relevant API classes from API documentation [35, 102], programming Q&A websites [38, 137, 139, 156, 165], codebase, and version control history [53, 67, 69, 93, 186] to reformulate a given query. Lv et al. [102] identify relevant API classes to a query considering textual similarity between the query and candidate API documentation from MSDN, and use them to expand the query. Chatterjee et al. [35] enrich the API invocations in source code with corresponding API documentation to tackle the vocabulary mismatch problem [46] in code search.
Rahman et al. [139] first capture the co-occurrences between query keywords and API classes in the Q&A threads of Stack Overflow, and suggest relevant API classes to expand a given query. Several later studies [38, 129] extend this work. Other primary studies reformulate a query with relevant keywords [118, 134, 156] and tags from Stack Overflow [91, 92]. Nie et al. [118] capture software-specific keywords from the relevant Q&A threads using pseudo-relevance feedback, question popularity, and term weighting method, and then expand a given query for code search. Li et al. [91] construct a software-specific tag database and reformulate a given query with synonymous and relevant tags from Stack Overflow questions.

Zhang et al. [186] mine relevant API classes from ≈25,000 open-source projects to expand a given query. Lin et al. [93] use Recodoc [39], a TF-IDF based traceability recovery technique, to reformulate a given query into relevant API entities. Huang et al. [67] mine thousands of code commits from the version control history and suggest API elements from the changed code using Deep belief network (DBN) to reformulate a query. Similarly, Huang et al. [69] attempt to capture the intent of a query from the changes made to its initially retrieved code, and then expand the query with API elements extracted from these changes. While expanding a given query with relevant API classes, keywords, and tags was found useful, determining the true intent of a query still remains a challenge and unlocking that could lead to more accurate query reformulation.

About 44% (31/70) of our primary studies mine relevant API classes, keywords, and tags from various sources such as search logs, API documentation, programming Q&A site, open-source projects, and version control history. Many of these approaches are inspired by the parallel studies from Information Retrieval. While mining relevant items from these sources was found useful, determining the true intent of a search query still remains a challenge. Besides, the logs from widely used commercial search engines (e.g., Google, Bing) might not be available for public use.

(M7) Genetic algorithms: Several primary studies [78, 86, 115, 121, 125] use Genetic algorithms (GA) to reformulate their search queries. Mills et al. [115] first use a Genetic algorithm to select the near-optimal query from a bug report to support bug localization. They demonstrate that bug reports often contain near-optimal queries although there might not be any explicit hints for bug localization (e.g., program elements, stack traces), which is interesting. However, their approach uses query effectiveness to determine the fitness of query candidates. That is, the approach will need ground truth to find the near-optimal query, which makes it unsuitable for practical use. A few later studies [86, 130] revisit their findings with different datasets and reach similar conclusions. According to Rahman et al. [130], although the majority of bug reports contain near-optimal keywords, the GA-based approach might not be able to identify them from a few bug reports (e.g., ≈12%) despite the availability of ground truth information. Kim and Lee [78] perform multi-objective optimization using 15 fitness functions, and reformulate a query using Genetic algorithm to support bug localization. On the other hand, Pérez et al. [125] use Genetic algorithms to reformulate corpus documents (e.g., model fragments) in the context of feature location task. They employ four query reformulation types—expansion [141], replacement [50], reduction [56], and selection [136]—as the mutation operations and textual similarity between query and corpus document as the fitness function in their GA-based feature location. While they report benefit in reformulating the corpus documents (e.g., model fragments), the reformulation of queries was not found effective by one of their earlier work [121].

About 7% (5/70) of our primary studies use Genetic algorithms (GA) to reformulate their search queries and corpus documents. While GA-based approaches have high potential for effective query reformulations, designing an appropriate, practical fitness function still remains a challenge. Besides,
the GA-based approaches could also be costly due to their large search space constructed by all the keywords from either a bug report or a change request.

(M8) Miscellaneous: Many primary studies [15, 35, 50, 62, 75, 79, 88, 102, 107, 139, 153, 156, 183, 185] use lightweight heuristics and ad hoc metrics to reformulate their queries during code search. Zamani et al. [185] select only nouns as query keywords from a feature request to improve the feature location task. Yu et al. [183] make use of nouns, verbs, and adjectives from the texts. Shepherd et al. [153] model search queries for concern location as Verb-Direct Object (V-DO) pairs. Hill et al. [62] expand this technique with other parts of speech. Kevic and Fritz [75] consider four lightweight heuristics such as part of speech, term weight, notation and position of each keyword within a change request to separate the query keywords from the rest using machine learning.

Rahman et al. [139] capture co-occurrences between query keywords and API classes in the Q&A threads of Stack Overflow, apply three advanced heuristics to detect the relevant API classes, and then use them to expand a query for Internet-scale code search. Unlike Rahman et al., several studies [35, 93, 102] rely on textual similarity between API documentations and a query to find the relevant API classes. Other studies simply extract the structural entities such as API classes or API methods from the queries [183], test cases [88], accepted answers of Stack Overflow [156], and the relevance feedback documents [107].

Lapeña et al. [84] replace a query with the most relevant requirement specification using textual similarity to improve feature location. Wang et al. [166] extract multiple facets (e.g., structural, intent, dependency) from the initial results of a query to help developers further refine the query interactively. Chaparro and Marcus [34] adopt stepwise query reduction and suggest that removal of even only one noisy keyword can significantly improve the query. Chaparro et al. [31] perform natural language discourse analysis, identify observed behaviour (OB), expected behaviour (EB), and steps to reproduce (S2R) from a bug report (a.k.a., query), and use the observed behaviour as a reduced version of the query for localizing bugs. Zhang et al. [188] identify the neighbours of a given method in a codebase considering semantic similarity, temporal proximity, and call dependency, and expand the method’s body with the neighbouring methods to improve feature location. Sisman and Kak [159] also leverage spatial code proximity to reformulate their query for bug localization. Lu et al. [98] expand a search query leveraging several object-oriented relations (e.g., inheritance, implementation) from the source code. Kim and Lee [78] also apply several heuristics as fitness functions in their GA-based query reformulations to locate buggy code.

About 37% (26/70) of our primary studies use lightweight heuristics and ad-hoc metrics to reformulate their queries during code search. These heuristics and metrics often offer low cost alternatives to the established but costly approaches (e.g., thesaurus-based reformulation). However, they might always not be effective and thus need to be complemented with more sophisticated query reformulation techniques (e.g., term weighting).
Fig. 5. Primary studies adopting multiple methodologies in the query reformulation
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Fig. 7. Primary studies performing different types of query reformulations

and thesaurus (M3), and data mining and API recommendation (M6) – are shared by 60% (42/70) of the primary studies. Such a finding can be explained as follows. First, many term weighting methods
consider such words as *important* that frequently co-occur with query keywords in the relevant contexts such as search logs [150], change request [136, 138], source code [62, 135, 153, 157, 159], stack traces [138], and programming Q&A websites [91, 134]. Second, they might also capture such API classes to reformulate a query that frequently occur in the relevant contexts [107] and are semantically similar to the query [137, 186]. Third, the thesaurus-based approaches are connected to mining since the construction of any software-specific thesaurus involves an extensive mining of software repositories [65, 137, 139, 179, 180].

Fig. 7 shows how different types of query reformulations are used by our primary studies. We see that 56% of studies expand their queries by adding appropriate keywords whereas 13% reduce their queries by discarding the noisy keywords. On the other hand, 31% of our primary studies adopt a combination of multiple techniques to reformulate their search queries.

Fig. 8 shows how different mechanisms to collect relevance feedback are used by the primary studies. We see that 19% of studies capture explicit developer feedback on the queries for their reformulations. Unfortunately, capturing feedback from the developers could be costly and sometimes infeasible. Thus, about 26% of studies reformulate their queries using pseudo-relevance feedback without directly involving the developers. On the other hand, the remaining 56% of studies do not make use of any relevance feedback mechanism to reformulate their queries.

Fig. 9 shows how the primary studies reformulate their queries to improve code search in various problem contexts. For example, 25% of studies reformulate their queries to search various software concepts implemented in the source code. Software features are a type of concepts that can be experienced and exercised by software users. About 14% of studies reformulate their queries to locate features in the source code. Software bugs are the erroneous features that need to be removed from a software system. We see that 15% of our primary studies reformulate their queries to find bugs in the source code. On the other hand, 42% of the primary studies reformulate their queries to find relevant, reusable code segments from the Internet-scale code repositories such as GitHub, SourceForge, and programming Q&A sites such as Stack Overflow.
We also further investigate the above dimensions and report interesting patterns. Table 4 shows popular methodologies for query reformulations in various code search contexts. We see that the local code searches such as concept location and feature location are more likely to use term weighting algorithms to expand their search queries. On the other hand, Internet-scale code search techniques are more likely to use various data mining approaches, semantic relations, and popular thesauri (e.g., WordNet) to expand their queries.

**Summary for RQ1:** The primary studies on search query reformulations use eight major methodologies including term weighting and relevance feedback (40%), semantic relations, term co-occurrences, and thesaurus (46%), machine learning and query difficulty analysis (17%), and data mining and API recommendation (44%). The majority of these studies (56%) expand their queries and almost half of them capture relevance feedback on their queries. Furthermore, 57% of studies help find relevant software entities (e.g., software bugs, features) whereas the remaining studies help find relevant, reusable code examples form the Internet-scale code repositories (e.g., GitHub).

### 4.2 Answering RQ2: Evaluation & validation

Our primary studies use various methods to evaluate and validate their performance and to place their techniques in the literature. In particular, they use several evaluation methods, performance metrics, subject systems, query collections, ground truth, and validation targets. We discuss each of these evaluation dimensions with relevant statistics as follows.

**(a) Evaluation methods:** Search queries can be evaluated either through execution or without execution. Based on the presence of query execution, evaluation methods can be divided into two
Fig. 11. Top-10 popular performance metrics among the primary studies

categories—(1) pre-retrieval and (2) post-retrieval [56]. Pre-retrieval methods evaluate a search query based on its linguistic and textual aspects (e.g., coherence, specificity) without executing the query [29]. Since these aspects of a query can be captured during the indexing of a corpus, the pre-retrieval evaluation methods are lightweight and cost-effective. Unfortunately, they are unreliable as they do not analyze the results retrieved by a query [58]. On the contrary, post-retrieval evaluation methods are reliable but costly. They execute a query and compare its results with the ground truth to evaluate the performance [29, 56]. All of our selected primary studies adopt post-retrieval methods for their evaluation and validation. A few studies [57, 114] use linguistic and textual metrics to separate high-quality search queries from poorly designed queries.

Construction of ground truth can be another dimension to classify the evaluation methods. Based on this dimension, query evaluation methods can be divided into two categories—(1) re-enactment based and (2) developer study. In case of re-enactment based evaluation, ground truth information is captured from historical data [56]. For example, to assess a search query from a bug report, the changed files from corresponding bug-fix commit are considered as the ground truth [31, 138, 159]. We call this evaluation as empirical evaluation throughout the rest of article. On the other hand, in the case of developer study, the participants are responsible both for constructing the ground truth [186] and for determining relevance of the retrieved results by a query [89, 102, 150, 170, 171]. From Fig. 10, we see that 54% of our primary studies evaluate their queries empirically whereas 33% of them involve human participants for query evaluation. Interestingly, 9% of the primary studies use both types of evaluation. Although the re-enactment based method uses solid ground truth, it might always not reflect a realistic evaluation scenario since the human developers are not directly involved. On the contrary, involving human developers could also introduce subjective bias in the evaluation. Thus, a combination of empirical method and developer study is an ideal choice for evaluation, but it could be extremely costly.

(b) Performance metrics: Each of our primary studies uses one or more performance metrics to evaluate their reformulated queries. Since the majority of these studies borrow algorithms or techniques from several other domains such as Information Retrieval, Machine Learning, and Recommendation Systems, the performance metrics are also taken from these domains. We discuss these metrics and their adoption by the primary studies as follows.

Fig. 11 shows the Top-10 performance metrics adopted by our primary studies on automated query reformulation. We see that Hit@K, recall, MAP, and MRR are used by more than 30% of the
studies. Hit@K determines whether there exists any ground truth within the top K results whereas recall determines the percentage of ground truth present in the top K results. On the other hand, both MAP and MRR emphasize on the position of ground truth within the retrieved results. Another performance metric that estimates a developer’s effort to find the first ground truth within the retrieved results (a.k.a., QE), is used by 27% of the primary studies. There also exist other metrics such as NDCG and Likert that are used by less than 10% of the studies.

We also further analyze how each study uses these Top-10 popular metrics and Fig. 12 summarizes our analysis. We not only see the metric adoption ratio for each of the studies but also their distribution. According to Fig. 12-(b), at least half of the studies select two popular metrics whereas 25% of them use three or more popular metrics. On the other hand, at least 75% of the studies use at least one of the 10 popular metrics discussed above. We also found that at least 5% of the primary studies adopt five popular metrics (e.g., Hit@K, MRR, MAP, Recall, Likert) to evaluate and validate their reformulated queries. The use of these appropriate and popular performance metrics is essential to mitigate the threats to construct validity of experimental findings [184].

(c) Subject systems: Each of our primary studies uses one or more subject systems to evaluate their reformulated queries. Table 5 shows the popular subject systems used in four different working contexts. In case of concept location, we see that eight systems including Adempiere, JEdit, ECF, and FileZilla are selected by at least three primary studies. However, a total of 20 subject systems were used by at least two primary studies to evaluate their reformulated queries and to locate their desired concepts in the software code. In case of feature location, only two systems (CAF and JEdit) are selected by two or more primary studies where JEdit is common. On the other hand, in the case of bug localization, we see that 20+ systems are selected by at least two or more primary studies on average. It should be noted that the primary studies from concept location,
Table 5. Popular subject systems used for experiment in various code searches

| Code search                  | Popular systems                                                                 |
|------------------------------|---------------------------------------------------------------------------------|
| Concept location             | Adempiere (4), JEdit (4), ECF (3), FileZilla (3), eclipse.jdt.core (3), Win-      |
|                              | Merge (3), aTunes (3), eclipse.pde.ui (3), Rhino (2), eclipse.jdt.ui (2), Log4j |
|                              | (2), Tomcat70 (2), iReport (2), eclipse.jdt.debug (2), Sando (2), Jajuk (2),     |
|                              | Sling (2), JavaHMO (2), Eclipse (2), JBidwatcher (2)                            |
| Feature location             | CAF (4), JEdit (2)                                                              |
| Bug localization             | AspectJ (4), Lucene (3), ECF (3), Pig (3), eclipse.jdt.ui (3), Solr (3), Derby   |
|                              | (3), eclipse.jdt.core (3), Tomcat70 (3), OpenJPA (3), ZooKeeper (3), Book-      |
|                              | Keeper (3), eclipse.jdt.debug (3), Mahout (3), eclipse.pde.ui (3), Tika (3),    |
|                              | ZXing (2), JodaTime (2), SWT (2), Chrome (2), Eclipse (2)                       |
| Internet-scale code search   | GitHub (9), Stack Overflow (8), SourceForge (4), OSChina (2), Java2s (2),      |
|                              | Javadb (2), KodeJava (2), OpenHub (2), Google (2), JEdit (2)                   |

Fig. 13. Top-15 popular subject systems among the primary studies

feature location, and bug localization share several subject systems (e.g., ECF, JEdit, Eclipse). This might be partially explained by their methodological overlap, as demonstrated in Table 4. On the contrary, the primary studies from Internet-scale code search mostly use large-scale open-source software platforms (e.g., GitHub, SourceForge, OpenHub, OSChina) and popular programming Q&A websites (e.g., Stack Overflow, KodeJava, Java2s) for their evaluation and validation. That is, they use hundreds if not thousands of subject systems from these platforms in their experiment.

Fig. 13 further demonstrates the Top-15 popular subject systems (or software platforms) used by our primary studies across different working contexts. We see that GitHub and Stack Overflow are the most popular choices due to their large collection of open-source projects and millions of question-answering threads containing code examples. JEdit, a Java-based IDE, has also been a popular subject system among the primary studies from multiple code search contexts. Besides, several other systems such as eclipse.jdt.core, ECF, and AspectJ have been used by ≥10% of the primary studies. The use of diverse subject systems is essential to mitigate the threats to external validity of the experimental findings [184].
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(d) **Search queries and human participants:** Each of our primary studies selects a set of search queries to evaluate their query reformulation techniques. Ideally, all queries (to be reformulated) should be collected from human developers. However, involving humans is costly and thus, only a few studies [40, 47, 56, 122] collect actual queries from the developers. The majority of primary studies (1) use historical artifacts (e.g., past bug reports) [56, 136, 159], (2) reuse queries from earlier datasets [150, 186], or simply (3) construct their queries from secondary sources (e.g., programming Q&A forums, tutorial sites) [137, 139]. These sources often deliver a good enough representative of actual search queries from human developers. Furthermore, they can provide a relatively large dataset at low cost, which is essential to conduct a large-scale empirical evaluation.

The number of used queries is an important aspect of evaluation. We collect the number of queries used by each of our primary studies and summarize our analysis in Fig. 14 and Table 6. From Fig. 14, we see that 23% (16/70) of the studies use 25 or less queries whereas 14% (10/70) of them select 26 to 50 queries for their evaluation. On the other hand, 16 studies select 150 to 500 search queries whereas 14 other studies evaluate their reformulation techniques using 500+ search queries. We further breakdown our analysis across different working contexts. From Table 6, we see that the primary studies from concept location and bug localization use the maximum number of queries, which might be partially explained by the availability of thousands of bug reports or change requests in the open-source projects. On the other hand, the number of used queries in the Internet-scale code search is generally small. Unlike that of above working contexts, these

---

**Table 6. Search queries used for experiment in various code searches**

| Code search                  | Query count | #Study | Frequent reformulation |
|------------------------------|-------------|--------|------------------------|
| Concept location             | 1–25        | 5      | Query expansion        |
|                              | 1001–5000   | 5      |                        |
|                              | 25–50       | 2      |                        |
| Feature location             | 1–25        | 3      | Expansion + reduction  |
|                              | 25–50       | 2      |                        |
|                              | 150–250     | 2      |                        |
| Bug localization             | 1000–5000   | 4      | Query expansion        |
|                              | 250–500     | 2      |                        |
|                              | 500–1000    | 2      |                        |
| Internet-scale code search   | 1–25        | 8      | Query expansion        |
|                              | 25–50       | 5      |                        |
|                              | 50–75       | 5      |                        |

**Fig. 14. Number of search queries used by primary studies**
queries cannot be easily extracted from the historical artifacts and are often collected from human developers, which might partially explain their small numbers.

Human participation is an important aspect of search query evaluation. We found that 41% (29/70) of our primary studies involve human participants in their evaluation. Fig. 15 shows our statistical analysis. We see that the majority of these studies (80%) involve 25 or less participants whereas 16% involves up to 50 developers. On the other hand, only one primary study involves 250+ human participants in a large-scale developer survey. Furthermore, we found that 52% (15/29) of the human participation is associated to the primary studies from Internet-scale code search. However, the number of developers involved in each study is small on average (e.g., 1–25). Involving human participants is always a great idea to complement an empirical evaluation. However, this involvement is often costly, which possibly explains the small number of participants recruited by the majority of our primary studies.

(e) Validation targets: Comparison with closely related existing studies (a.k.a., validation targets) is an essential step to place any work in the literature. About 99% of our primary studies validate their experimental findings by comparing with one or more existing alternatives. We collect the validation targets from each study and summarize our analysis in Table 7 and Fig. 16.

From Table 7, we see that Baseline and Rocchio’s method [141] have been frequently selected for comparison by the primary studies across three different search contexts – concept location, feature location, and bug localization. Baseline search query refers to the initial version of a query that gets reformulated by the primary studies. On the other hand, Rocchio’s method is a popular technique for query expansion borrowed from the Information Retrieval domain [29, 141]. About 33% of our primary studies compare their reformulated queries with that from Baseline and Rocchio’s methods. Besides them, other techniques such as RSV, Dice expansion, and query reduction have also been frequently selected for comparison by the primary studies across concept location and feature location. However, the primary studies that reformulate queries to localize software bugs compare with several bug localization techniques such as BugLocator [190], Amalgam+ [169], BLIZZARD [138], BLUiR [146], and Sisman and Kak [159]. On the other hand, the primary studies from the Internet-scale code search frequently compare their approaches with several ad hoc alternatives (e.g, Google search, GitHub search, Stack Overflow search) and a few established search algorithms such as BM25 [154] and TF-IDF [72]. Furthermore, several primary studies such as QECK (S34), CodeHow (S15), and RACK (S39) were also chosen by the later studies to validate their findings.

Fig. 16 further demonstrates the top 15 validation targets selected by the primary studies across different search contexts. We see that reformulated queries are often compared with their initial, non-reformulated versions (a.k.a., Baseline) to make sure that the reformulation is useful. About 18% (13/70) of our primary studies perform such a comparison. Several ad hoc alternatives such as Google search, GitHub search, and Stack Overflow search have also been popular. Furthermore, six
Table 7. Popular validation targets used for comparison in various code searches

| Code search                  | Popular validation targets                                                                                                                                 |
|------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Concept location             | Rocchio’s method [141] (4), Baseline (4), Pessimistic constant [57] (2), RSV [140] (2), Optimistic constant [57] (2), Random classification [57] (2), Shepherd et al. [153] (2), Query reduction [56] (1), Eclipse IDE-based search (1), Dice expansion [56] (1), Conquer [142] (1), Sisman and Kak [159] (1), Manual search (1), Text-based search engine (1), GES [153] (1), FLAT3 [151] (1), Logistic regression [108] (1), Refoqus [56] (1), Kevic and Fritz [75] (1), GREP (1), LEex (1), and Hill et al. [62] |
| Feature location             | Baseline (6), Rocchio’s method [141] (2), Dice expansion [56] (2), RSV [140] (2), Query reduction [56] (2), LDA [18] (2), Eclipse search (1), LSI [148] (1), SWUM [63] (1), Shepherd et al. [153] (1), Manual search (1), VSM [72] (1), and Sridhara et al. [160] (1) |
| Bug localization             | Baseline (6), BugLocator [190] (4), BLIZZARD [138] (2), Rocchio’s method [141] (1), BRTracer [175] (1), BLUiR [146] (1), Lucene [3] (1), Lobster [117] (1), Sisman and Kak [159] (1), rVSM [190] (1), Manual search (1), BLIA [182] (1), AmaLgam+ [169] (2), Relevance model [85] (1), MULAB [189] (1), Observed behaviour [31] (1), Wang and Lo [168] (1), Genetic algorithm (1), and STRICT [136] (1) |
| Internet-scale code search   | Google search (6), GitHub search (5), BM25 [154] (5), QECk [118] (4), TF-IDF [72] (4), Stack Overflow search (3), OpenHub search (3), CodeHow [102] (3), Portfolio [109] (3), Baidu search (2), Baseline (2), OSHina search (2), Manual search (2), RACK [139] (2), VF (VSM + Item set mining) (2), SourceForge search (2), Lu et al. [99] (2), Rocchio’s method [141] (1), Ohloh search (1), NQE [97] (1), Dice expansion [56] (1), SWordnet [180] (1), Wordnet [113] (1), FIM [25] (1), HRED-qs [25] (1), GooglePS [25] (1), word2vec [112] (1), K-NN Linear (1), Thung et al. [164] (1), Codota search [5] (1), Bing search (1), Cocabu [156] (1), BIKER [66] (1), Zhang et al. [186] (1), RSV [140] (1), NLP2API [137] (1), KBCS [89] (1), Jungoloid [104] (1), NCS [97] (1), and LDA [18] (1) |

existing approaches including RSV, Dice, TF-IDF have also been used for comparison by 5%+ of the primary studies on average. Comparison with appropriate existing alternatives is essential to claim the technical superiority of a proposed technique. Unfortunately, due to the unavailability of replication packages, such a comparison might always not be possible. For example, only ≈30% of the primary studies were selected for comparison by the later studies, which might be partially explained by our findings on the replication packages in Table 15.

(f) Statistical tests: The use of statistical tests is an essential part of testing any hypothesis and drawing any conclusions. About half of the primary studies (51%, 36/70) conduct one or more statistical tests to draw conclusions about their superiority over the existing alternatives. Table 8 provides an overview of the conducted tests and Fig. 17 shows their usage statistics.

From Fig. 17, we see that Wilcoxon Signed Rank is the most popular statistical test, which has been used by 20%-+ (15/70) of our primary studies. It is a non-parametric test for two related, dependent samples, which makes it suitable for comparison between a technique and another competing alternative. Student’s t is another popular paired test that assumes normality for its samples. It has been used by 11% of the primary studies. On the other hand, Cliff’s δ is a non-parametric test to determine the effect size between any two samples, which is often accompanied by another significance test– Mann-Whitney Wilcoxon. Both these tests are suitable for the samples with unknown distribution and are used by 8%-10% of our studies. besides these four, there have
been 11 other statistical tests and each of ANOVA, Shapiro-Wilk, Vargha and Delaney’s A, and Chi-squared has been used by ≈5% of our 70 primary studies.

**Summary of RQ2:** About 54% of our primary studies use empirical evaluation, 33% perform qualitative investigation, and only 9% of the studies use both. About 80% of the studies that perform qualitative evaluation involve less than 25 developers each. Almost half of our studies select at least two popular performance metrics each for their evaluation whereas 30 different metrics have been used by all the studies. We found that 70 primary studies have selected 100+ subject systems and the studies from Internet-scale code search use less queries than the others for their evaluation. About 30% of our primary studies were also selected for comparison by the later studies. Our primary studies use a total of 15 statistical tests where Wilcoxon Signed Rank test has been adopted by more than 20% of the studies.
Table 8. Statistical tests conducted by primary studies

| Category              | Statistical test          | Overview                                                                 |
|-----------------------|---------------------------|--------------------------------------------------------------------------|
|                       | Mann-Whitney Wilcoxon     | The test determines whether any two samples are drawn from the same distribution or not. It does not assume any specific distribution for its samples. |
|                       | Wilcoxon Signed Rank      | The test determines if two related, dependent samples are significantly different or not from each other. Both samples should have equal number of elements. |
|                       | Friedman                  | The test determines if three or more samples have identical population distributions or not. The data can be either quantitative or ordinal. |
|                       | Kendall’s $\tau$          | The test determines the strength and direction of association between any two measured quantities. |
|                       | Quade                     | The test is an extension of Wilcoxon Signed Rank test for three or more related samples. |
|                       | Shapiro-Wilk              | The test determines whether a sample is drawn from a normal distribution or not. |
|                       | Cliff’s $\delta$          | The test quantifies the difference between any two samples beyond their *p*-value interpretation. |
|                       | Vargha and Delaney’s $A$  | The test quantifies the difference between any two samples using a probabilistic measure. It has a linear relationship with Cliff’s $\delta$. |
|                       | Holm’s correction         | The test is used to counteract the problem of multiple comparisons and to control the family-wise error rate. |
|                       | Paired $t$                | The test determines whether two related, dependent samples are significantly different from each other or not. It also assumes $t$ distribution for its samples. |
|                       | ANOVA                     | The acronym stands for Analysis of Variance. The test determines whether three or more independent populations are significantly different from each other, with the assumption that their distributions are normal. |
|                       | Chi-squared               | The test determines the difference between any two categorical variables in the same population. It assumes $\chi^2$ distribution for the population, and shows how the two variables might be connected to each other. |
|                       | Cohen’s $D$               | The test quantifies the difference between any two samples with an assumption of normality and homogeneity in their variance. It often accompanies $t$-test and ANOVA. |
|                       | Asymptotic General Inde-  | The test determines whether any two random variables are asymptotically independent of each other. Here, asymptotic aspect refers to a very large sample size for each variable. |
|                       | pendence                  |                                                                                   |

4.3 Answering RQ3: Challenges and limitations in automated query reformulations for source code search

Search queries often consist of a few unstructured keywords. On the other hand, software code is full of structures (e.g., syntactic relations) and has a limited vocabulary [60]. Due to this inherent difference between a query and the code, constructing the right search query is challenging.
Table 9. Challenges and limitations of the primary studies

| ID | Challenge & limitation |
|----|------------------------|
| CH1 | Noise in search query and Unsolved vocabulary mismatch problem |
| CH2 | Extra cognitive burden on the developers |
| CH3 | Lack of generalizability |
| CH4 | Issues towards practical adoption |
| CH5 | Human bias and Weak evaluation |
| CH6 | Inappropriate use of tools and Strong external dependencies |
| CH7 | Lack of sound theory |
| CH8 | Miscellaneous |

Table 10. Primary studies, their challenges and limitations

| ID | Primary studies | Total |
|----|-----------------|-------|
| CH1 | S1, S5, S7, S14, S15, S16, S19, S20, S23, S25, S26, S27, S28, S29, S35, S36, S38, S39, S40, S41, S42, S43, S44, S45, S46, S50, S51, S53, S54, S55, S57, S58, S59, S63, S64, S70 | 36 (51%) |
| CH2 | S3, S12, S13, S17, S24, S27, S28, S29, S30, S31, S33, S35, S43, S47, S48, S49, S53, S56 | 18 (26%) |
| CH3 | S1, S2, S4, S7, S8, S10, S11, S13, S14, S15, S16, S19, S22, S23, S24, S25, S27, S28, S30, S31, S32, S33, S34, S35, S36, S37, S39, S40, S41, S42, S43, S45, S46, S47, S49, S50, S51, S52, S54, S55, S56, S57, S59, S60, S64, S65, S66, S69 | 49 (70%) |
| CH4 | S2, S3, S6, S22, S27, S29, S30, S32, S33, S34, S42, S44, S48, S50, S53, S54, S61, S62, S63, S64, S66, S67, S68 | 23 (33%) |
| CH5 | S1, S4, S6, S11, S12, S13, S15, S16, S17, S18, S21, S22, S24, S26, S27, S28, S30, S31, S34, S35, S36, S37, S38, S39, S42, S43, S44, S45, S46, S47, S51, S52, S58, S60, S63, S64, S65, S66, S69 | 39 (56%) |
| CH6 | S35, S37, S48, S51, S53, S56, S61 | 7 (10%) |
| CH7 | S9, S14, S35, S44, S55, S62, S65 | 7 (10%) |
| CH8 | S8, S14, S17, S26, S27, S32, S36, S38, S45, S49, S51, S55, S57, S61, S63 | 15 (21%) |

Although each of our primary studies attempts to mitigate these challenges, they might not be entirely successful. We critically examine the methodology, evaluation, validation, and threats to validity sections from each study, and summarize their reported or implied limitations. Similar to RQ1, we use Grounded Theory approach (Section 3.5) to analyze the primary studies and detect their challenges and issues. Tables 9 and 10 show the key challenges and limitations of our primary studies. In this section, we discuss each of these key challenges in details as follows.

**CH1–Noise in the search query and unsolved vocabulary mismatch problem**: One of the major challenges of code search is the vocabulary mismatch between a query and the source code. In essence, each of our primary studies attempts to overcome this challenge. Unfortunately, almost half of them (51%) might fail due to their adoption of inappropriate methodologies and selection of noisy keywords. For example, several studies [53, 84, 93, 102, 183] rely on lexical similarity between a query and the API documentation to detect the relevant APIs and to expand the query. However, such a similarity alone might not be sufficient and false-positive API classes (a.k.a., noise) could be added to the query. Many studies [48, 89, 90, 99, 153] adopt English language thesauri such as WordNet [113] to replace or expand a query with synonyms or semantically similar words. However, WordNet is based on natural language texts rather than source code. As a result, the keywords suggested by WordNet might not be appropriate for detecting relevant source code. An existing evidence [160] also suggests that the same word could have two different meanings when used in natural language texts and in source code respectively. In other words, the keywords from
WordNet can introduce noise to a search query. Thus, the above studies on query reformulation might not be able to overcome the vocabulary mismatch problem during their code search.

Several primary studies [43, 69, 107, 118, 134, 137, 139, 156, 186] expand a search query using relevance feedback mechanisms (details in Section 2) to mitigate the vocabulary mismatch problem. However, such an expansion might also hurt the query by introducing noisy keywords. Nie et al. [118] expand a query by collecting important keywords from relevant Q&A threads of Stack Overflow using pseudo-relevance feedback. Sirres et al. [156] extract important program elements (e.g., method invocations) from such threads. Similarly, Rahman and Roy [137] extract important API classes from the Q&A threads of Stack Overflow to expand a query. All these studies apply various term weighting methods (e.g., TF-IDF [72]) to selecting their keywords. Unfortunately, the term weighting method alone might not be able to discard all noisy keywords. Several primary studies [77, 138, 188] use a bug report or a feature request as a query and collect candidate terms from source code to reformulate the query. However, they might also suffer from noisy keywords as the poor-quality bug reports or feature requests are unable to capture appropriate candidate terms from the code. Martie et al. [107] capture frequent identifier names from the source code retrieved by a given query and use them to expand the query. Huang et al. [69] mine frequently changed identifier names from the code change history to determine the intent of a search query. Eddy et al. [43] also expand a search query by repeating its structured terms (e.g., identifier names) multiple times during feature location. All these studies above greatly rely on the identifier names to expand their queries. However, the identifier names could be poor, generic, and less descriptive, which can hurt the original search queries.

A few primary studies [137, 186] learn word embeddings [181] from large corpora (e.g., Stack Overflow, GitHub). They attempt to mitigate the vocabulary mismatch problem by determining semantic relevance between a query and the source code. They strongly assume that both query keywords and code terms are present in the corpus, which might always not hold true. Rahman et al. [139] mine frequent keyword-API co-occurrences from Stack Overflow Q&A threads and use the frequent API classes to expand a query. However, such a co-occurrence might also provide noisy keywords (e.g., false-positive API classes) that can hurt the original search query.

CH2–Extra cognitive burden on the developers: Several primary studies [43, 47, 48, 62, 107, 153] impose extra cognitive burden on the developers during query reformulation. Shepherd et al. [153] first introduce an interactive approach namely Find-Concept to support query reformulation in the context of concern location. Although their approach suggests relevant keywords from multiple sources (e.g., Verb-DO pairs, synonyms), a developer is ultimately responsible to choose the right keywords and to construct the final query. Hill et al. [62] extend this work with the phrasal concept analysis. Ge et al. [48] further extend Find-Concept by recommending keywords before and after the code search. All these studies above argue in favour of developer involvement rather than a complete automation in query construction. Thus, in essence, they warrant a certain level of expertise or experience from the developers and might not be suitable for novice developers. Gay et al. [47] capture explicit feedback on a query from a developer and expand the query with the feedback to support concept location. Martie et al. [107] implement a similar idea to improve queries for Internet-scale code search. Although the developer’s feedback could be useful, capturing it regularly could be infeasible and costly. Several primary studies also warrant significant learning and cognitive efforts from the developers such as generation of test cases [88, 89], input code examples [15, 119, 171] and controlled search queries [79, 178]. To use the approach of Lemos et al. [88], a developer needs to express the information need as a complex test case. Balachandran [15] expect an input code example that can be transformed into an AST to retrieve the similar code examples. Wursch et al. [178] also expect a semi-structured query from the developers rather than a free-form query during code search. Wang et al. [166] provide multi-faceted information within
IDE to support an interactive query reformulation during feature location, which has the potential to overwhelm the developers with information overload.

**CH3—Lack of generalizability:** About 70% (49/70) of our primary studies suffer from a lack of generalizability due to their limited datasets, queries, and evaluation. The majority of these studies [47, 75, 136, 138, 166, 185] evaluate their approaches using only Java-based subject systems. According to an existing evidence [145], findings from Java-based systems might always not generalize for other systems such as C/C++ based systems. Almost all primary studies also rely on open-source systems to conduct their experiments. Only a few studies [40, 121, 125] make use of proprietary dataset for their experiments. Pérez et al. [125] collect railway software systems from their industry partner (CAF) to evaluate their work. Other studies analyze proprietary search logs from Bing search engine [127] and Stack Overflow [25] to generate their reformulated queries. There exists a little evidence suggesting that the findings from open-source systems will generalize for the proprietary software systems. Other studies [47, 56, 57, 118, 136, 138] use a single code search engine (e.g., Lucene) to evaluate their reformulated queries. However, the same query might not deliver the same performance across multiple search engines [116]. A number of studies [15, 47, 69, 75, 89, 102, 150, 153, 170, 180] also make use of a limited set of queries (e.g., ≤50) for their evaluation. A few studies [71, 75] use only one subject system. Thus, their findings might suffer from the lack of generalizability as well. Several primary studies [53, 178, 183, 185, 186] might not perform equally for all types of given queries. That is, they might return good reformulated queries only if the given queries are carefully designed in the first place, which, in essence, defeats the overall purpose of automated query reformulations.

**CH4—Issues towards practical adoption:** About 33% (23/70) of our primary studies suffer from major issues that might prevent their adoption by software developers. Several studies [84, 106, 124, 150] make use of Latent Semantic Indexing (LSI) and term-document co-occurrence matrix to reformulate their search queries. Although the LSI might be useful to mitigate the vocabulary mismatch problem [46], it suffers from the curse of dimensionality problem. That is, the semantic space needs to be stored in a large, sparse matrix, which can be both costly and inefficient. Besides, the semantic space needs to be updated frequently for each incoming query before its execution, which is time-consuming and undesirable. Several approaches require non-trivial items such as test cases [88], code examples [15, 171], and salient keywords [48, 153] from developers, which could make the developers reluctant to use these approaches. Several studies [34, 86, 115] make use of ground truth information to identify appropriate search keywords from a bug report. Although these studies might be useful to provide a proof of concept, they are not suitable for a practical use since the ground truth is not generally known during query construction [115]. Several other studies involve costly computations such as genetic algorithms [78, 125], frequent AST construction [67], or ontology construction [71], which might outweigh the benefit of query reformulation. A few studies [16, 43, 185] need significant configuration management or parameter tuning, whereas the others use proprietary, publicly unavailable datasets (e.g., Bing search logs [127], Stack Overflow search logs [25]). There also exist other approaches [34, 47, 107] that involve the developers in costly trials and errors. Furthermore, 47% of our studies do not have a replication package and thus might not be replicated properly. All these constraints and issues might prevent the developers from using ≈33% of our primary studies to reformulate their search queries.

**CH5—Human bias and weak evaluation:** About 56% (39/70) of our primary studies might suffer from subjective bias and weak evaluation. Several studies [15, 88, 89, 107, 150, 186] evaluate their approaches involving undergraduate or graduate students in a laboratory setting. These participants neither represent the real users (e.g., professional developers) nor are adequate in
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number. For example, 80% of our studies that engage humans have less than 25 participants each (Fig. 15). These participants were also responsible for both the ground truth preparation and the query evaluation. Thus, there exists a good chance of subjective bias in the evaluation since the appropriate measures such as inter-rater agreement or pooling method [186] were not always taken. Replication of an existing work might also introduce implementation bias especially if the replication package is not available. A few studies [56, 62, 137–139, 170] might suffer from this bias. Many primary studies [43, 75, 135, 159, 170, 185] report their best performances using their well-tuned configurations against certain subject systems (Table 5). Unfortunately, the same performance might not be guaranteed for other subject systems with the same configurations. Several studies [89, 124, 125] do not make use of popular metrics whereas the others [25, 71, 75, 97, 177] do not compare with established baselines from the literature. Besides, 49% of the primary studies do not perform any statistical test, which is an important step of rigorous validation.

**CH6–Inappropriate use of tools and external dependencies:** Over the last two decades, many tools, methods and technologies from Information Retrieval (IR) and Natural Language Processing (NLP) domains have been used to solve Software Engineering problems. Although they work with their default configurations, they need to be configured properly for Software Engineering problems for an optimal performance. They also need to be used with caution [56, 116]. For example, several studies make use of WordNet [53, 99, 153, 185] and Stanford CoreNLP POS tagger [139, 183] in the context of Software Engineering problems. Both these tools were trained on regular English texts (e.g., Wall Street Journal) rather than the source code. Thus, the semantic inferences and POS tag predictions made by these tools could be either noisy or even inaccurate, as confirmed by the existing evidence [103, 160]. Many primary studies [47, 56, 74, 93, 118, 121, 170, 183] also use TF-IDF [72] as a de facto term weighting method to select important keywords from source code. However, TF-IDF was originally designed for regular texts (e.g., news articles, legal documents) rather than source code. Regular texts and source code differ in their syntax, structures, semantics, and vocabulary [60]. Thus, the adoption of TF-IDF to select keywords from source code might not be appropriate. Several studies heavily depend on third-party items such as code change history [69, 77], semantic web technologies (e.g., SPARQL) [71, 178], tags from Stack Overflow [118], and input code examples [15, 171], and thus might be negatively affected by their absence.

**CH7–Lack of sound theory and strong intuition:** Several primary studies [31, 69, 90, 121] make counter-intuitive or unsubstantiated theoretical assumptions in their approach. Huang et al. [69] attempt to determine a query’s intent using the code change history. First, they mine the code change history of 631 GitHub projects and construct a database that contains thousands of <code segment, changes> pairs. Then they analyze the code segment retrieved by a query, identify its frequently changed identifier names using the database as query intent, and then reformulate the query with the intent. However, the idea of capturing a query’s intent with the changed code lacks a strong theoretical justification. A few other studies [67, 177] might also have similar issues. According to Chaparro et al. [31], an ideal bug report contains three parts- (a) observed behaviour (OB), (b) expected behaviour (EB) and (c) steps to reproduce (S2R) the bug. Although Chaparro et al. demonstrate that OB can be used as a reformulated query for bug localization, the idea of using OB over EB or S2R lacks a sound theoretical justification. Mills et al. [115] also could not reproduce the findings associated with OB. According to Lemos et al. [90], WordNet could be effective for query expansion during interface driven code search (IDCS) rather than keyword based code search (KBCS). However, such a claim was also not theoretically justified.

**CH8–Miscellaneous:** About 21% (15/70) of our primary studies suffer from miscellaneous issues and limitations. Zhang et al. [188] do not respect the chronology of bug reports through their use of 10-fold cross validation. That is, they might have identified previous bugs from the history by training their approach on the later bug reports, which is problematic. The primary studies on
query quality prediction [57, 114] make use of lexical and syntactic properties of a query but mostly overlook the semantic aspect. They also target binary classification (e.g., good query and bad query), which might not be sufficient since the search queries can have non-binary quality levels (e.g., very good, good, bad, very bad). Vinayakarao et al. [165] extend the vocabulary of source code by annotating program entities (e.g., `int arr[]`) with their equivalent concepts from natural language texts (e.g., integer array). However, their approach might fall short for the nested program entities with subsumption problems. Huang et al. [67] consider two code segments similar if they have similar AST nodes. However, their approach does not guarantee that both code segments have similar semantic, i.e., implement the same programming task. Huang et al. [69] also assume that a query’s intent can be better expressed with the changed identifier names rather than focusing on the semantics of the query, which is counter-intuitive.

**Summary for RQ3:** Almost half of our primary studies might add unexpected noise to a query during its reformulation whereas 26% of them impose extra cognitive burden on the developers. The majority of these studies also suffer from a lack of generalizability due to their limited datasets, queries, and evaluation. About 33% of our studies suffer from the issues that might prevent their adoption by software developers whereas more than half of them could have subjective bias in their evaluation. Furthermore, several studies heavily depend of third-party items for their query reformulations and the others make counter-intuitive assumptions in their approaches.

### 4.4 Answering RQ4: Evidence of existing researches on automated query reformulation

We collect publication year, venue, and authors of each primary study to construct the evidence of existing researches on automated query reformulations. Such an evidence not only demonstrates the interest and enthusiasm around the research topic but also shows the quality of the work being produced and published. Figures 18, 19, Tables 11, and 12 present various statistics on the conducted studies over the last 15+ years.

Fig. 18 shows the frequency of publications on automated query reformulations per calendar year. We see that the first work on automated query reformulation got published back in 2004. Marcus et al. [106] first introduced query reformulation in the context of concept location where they used...
Table 11. Existing publications on query reformulation targeting source code search

| Year | Published studies | Total |
|------|-------------------|-------|
| 2004 | S50 (WCRE)        | 1     |
| 2006 | S18 (LNCS)        | 1     |
| 2007 | S43 (ASOD)        | 1     |
| 2009 | S12 (ICSE), S30 (ICSM), S55 (LNCS) | 3 |
| 2010 | S48 (ICSE), S51 (ASE) | 2 |
| 2011 | S3 (IST), S31 (ICPC), S47 (ASE) | 3 |
| 2012 | S8 (ASE)          | 1     |
| 2013 | S6 (MSR), S10 (ICSE), S24 (ICSE), S28 (MSR), S52 (ASE) | 5 |
| 2014 | S1 (IST), S4 (ASE), S11 (ICSE), S27 (EMSE), S42 (MSR), S45 (MSR) | 6 |
| 2015 | S13 (SCAM), S14 (ASE), S15 (ASE), S33 (ICSME), S36 (SANER), S46 (ICSE), S53 (SANER) | 7 |
| 2016 | S5 (Internetware), S17 (VLC), S23 (SPLC), S29 (ICSE), S34 (TSC), S37 (Internetware), S38 (ASE), S39 (SANER), S41 (ICSE), S56 (ASE) | 10 |
| 2017 | S2 (ICCIDT), S20 (TSE), S21 (JSEP), S22 (ASE), S26 (ASE), S32 (TOSEM), S40 (SANER), S44 (ICSME), S49 (WSDM), S54 (JSEP) | 10 |
| 2018 | S7 (EMSE), S9 (DKE), S16 (FCS), S19 (ICSME), S25 (FSE), S35 (SPE), S60 (Access), S67 (ICSME), S68 (ICSME) | 9 |
| 2019 | S57 (IST), S58 (MAPL), S59 (AUSE), S61 (SAC), S63 (SPE), S65 (Access), S69 (TSE), S70 (ICPC) | 8 |
| 2020 | S62 (IST), S64 (Access) | 2 |
| 2021 | S66 (ICSE)        | 1     |
|      |                   | **70** |

word similarity derived from *latent semantic space* to automatically reformulate a given search query (e.g., “font style”). From 2005 to 2012, there had been a few studies targeting query reformulation, and on average 2-3 papers got published every year. However, the query reformulation received much attention as a research topic during 2013 and onward. We believe that such an attention or enthusiasm could be partially attributed to a few contemporary doctoral theses on query reformulations and code searches [55, 61]. Since 2013, there has been a significant increase in the research activities and publication counts. For example, during the last six years (2015–2021), 47 studies on query reformulations were published where 2016 and 2017 were the most productive years (e.g., 10 studies per year). It also should be noted that ≈80% of our selected primary studies were conducted during the last nine years. Table 11 further breaks down the statistics and shows the venues where each study was published. Given the rise of large open-source software systems (e.g., Apache, Eclipse), extra-large code repositories (e.g., GitHub), and popular programming Q&A sites (e.g., Stack Overflow), code example search and automated query reformulations have become highly relevant and attractive research topics. The empirical findings in Fig. 18 above also support our observation about conducted researches on automated query reformulations.

Fig. 19 shows the publication count for each venue. Table 12 further breaks down the statistic for each venue across different calendar years. We see that 50% (35/70) of our selected studies got published in the top venues of Software Engineering such as ICSE, ASE, ICSME, SANER, and MSR. About 28% of them (20/70) also made into the flagship conferences such as ICSE (A*) and ASE (A*). Many of these 70 studies were extended later and got published in the reputed journals such as
EMSE and JSEP. There were also a number of Journal-First studies on query reformulations that got published in several high-quality journals such as TSE, TOSEM, EMSE, JSEP, SPE and TSC. While ASE and ICSE communities pioneered this research topic, other communities (e.g., ICSME, MSR, SANER) have also been catching up to speed especially in the last few years. We also see such an evidence of significant research activities from the Table 11.
We also identify the authors from each of our 70 primary studies and design a word cloud using their first and last names. We found a total of 172 Software Engineering researchers who contributed to the research of automated query reformulations to improve code search. In Fig. 20, the size of each of the names indicates their relative publication counts on automated query reformulations.

The demand for low-cost, accurate, and easy-to-use solutions for code search is likely to grow in the coming years due to the constant growth of open-source repositories (e.g., GitHub, BitBucket) and the increasing complexity and size of modern software systems. Reformulation of a search query is an inevitable step of code search regardless of the search context. Thus, automated query reformulation is likely to be an active, interesting research topic for the years to come. However, given our identified challenges and limitations (Section 6), we suggest that the community should focus on designing more practical solutions that can be easily integrated by software developers in their regular workflows.

**Summary of RQ4**: To date, according to our investigation, a total of 70 primary studies on automated query reformulations supporting code search have been conducted. About 80% of them were conducted in the last nine years. This trend not only indicates the timeliness or relevance...
4.5 Answering RQs: A closer look at local code search and Internet-scale code search

Local code search such as bug localization, concept location, or feature location attempts to find the location of a software bug, a concept, or a feature respectively within the code of a software system. On the other hand, Internet-scale code search attempts to find out relevant, reusable code segments from thousands of software projects stored at Internet-scale code repositories (e.g., GitHub). More specifically, while the former detects code locations that need to be modified, the latter finds code segments that can be reused. Although these two searches differ in their working context and end goal, they could overlap in several other aspects. In this systematic literature review, we analyze 70 primary studies where 58% of them reformulate queries for local code searches and the remaining 42% studies attempt to improve Internet-scale code search through query reformulations (e.g., Fig. 9). We refer to these two groups of studies as QR$_{LC}$ and QR$_{IC}$ respectively. A closer look at the query reformulations supporting these two searches can provide valuable insights. In this section, we compare and contrast between these two groups of primary studies based on their underlying methodologies, algorithms, evaluation methods, challenges, and limitations as follows.

**Underlying methodologies and algorithms in query reformulation.** Among 70 primary studies, 40 studies (QR$_{LC}$) reformulate queries to support local code searches (e.g., bug localization, concept location) whereas the remaining 30 studies (QR$_{IC}$) target Internet-scale code search. Fig. 21 shows the methodologies adopted by these two groups of primary studies. We see that term weighting and relevance feedback mechanism are frequently used to select keywords and to reformulate queries by the primary studies associated to local code searches. About 23% of them adopt this methodology whereas the ratio is only 11% for the studies from QR$_{IC}$. In local code search, there are several software artifacts such as bug reports and feature requests from which the
Fig. 23. Relevance feedback by the primary studies supporting (a) local code search, and (b) Internet-scale code search

Keywords can be chosen based on their weight or appropriateness, which explains the popularity of term weighting methods. On the other hand, in the Internet-scale code search, query keywords are often chosen by the developers on the fly according to their information need. Semantic relations, word co-occurrences, and thesauri have also been used by 15% and 25% of the primary studies from these two groups respectively. However, the most popular methodologies for query reformulations that support Internet-scale code search are data mining and API recommendation. About 28% of the studies from QRICS adopt this methodology whereas the ratio is only 11% for the counterpart. In Internet-scale code search, search queries are often short (e.g., 2–3 keywords) and thus they require an expansion to retrieve the desired code [14, 144]. Many primary studies [38, 66, 137, 139, 186] expand these queries with relevant API classes or methods mined from large software repositories (e.g., GitHub, Stack Overflow), which explains the popularity of API recommendation methodology (i.e., M6). Several studies [89, 90, 92, 99, 165] also expand these short queries with synonyms or similar words from well-known thesauri such as WordNet [113]. This explains a high usage ratio (25%) of thesaurus based methodology (i.e., M3) by the studies from QRICS (Fig. 21-(b)).

Fig. 22 shows the types of query reformulations performed by primary studies supporting both local and Internet-scale code searches. We see that query expansion is very common for both groups (e.g., 41%–77%). However, queries are more frequently expanded in the Internet-scale code search due to their short length [12]. Query reduction is less common for both groups of studies. Interestingly, in local code search, a significant number of queries (e.g., 44%) receive other types of reformulations such as the combination of query expansion, reduction, or replacement.

Fig. 23 shows how relevance feedback is used to reformulate queries by the primary studies. We see that query reformulations in the local code search use comparatively more feedback. About 54% of them use either direct feedback from developers or pseudo-relevance feedback from a search engine. On the other hand, only 33% of studies from the Internet-scale code search (QRICS) use any form of feedback to reformulate their queries. It should be noted that these QRICS studies capture less feedback although they involve human developers more frequently than their counterpart (check Section 4.2-(d)). Any local code search takes place on a single software project whereas the Internet-scale code search deals with thousands of cross-domain software projects. Thus, the results from Internet-scale code search might be noisier, and capturing relevance feedback against them could be costly and challenging. Such a high cost might have discouraged any form of relevance feedback. According to Fig. 23, 46%–67% of studies from both groups did not use any form of relevance feedback to reformulate their search queries.

**Evaluation and validation in query reformulation.** Among 70 primary studies, 36 of them use empirical evaluation, 23 involve only human participants whereas 6 studies conduct both empirical and developer evaluation. On the other hand, the remaining 6 studies conduct case studies to evaluate their approaches. Fig. 24 shows a breakdown of these statistics for two groups of primary studies. We see that 61% of the studies supporting local code search evaluate their queries with empirical methods using historical artifacts (e.g., bug reports, version control history). On the
contrary, 37% of the studies supporting Internet-scale code search perform empirical evaluation. However, their popular evaluation method is developer study. About 50% (33% + 17%) of the studies from the Internet-scale code search involve human developers in their evaluation. Such a ratio is 34% (32% +2%) for the counterpart. Existing primary studies from local code search often construct their dataset and ground-truth from the version control history (a.k.a., bug-fixing commits) of open source projects that are widely available in recent years. On the contrary, the historical data from Internet-scale code search such as search engine logs are proprietary artifacts that might not be publicly available. Thus, these studies often involve human developers to evaluate their queries.

Fig. 24 further contrasts between two groups of our primary studies based on their use of popular performance metrics. We see that Hit@K, Recall, MAP and MRR are generally popular among both groups. However, the studies from local code search are more interested about query effectiveness (QE). In local code searches such as concept location, bug localization, or feature location, the quick identification of the first correct result is important. The underlying idea is that once the first correct document is located, the other relevant documents can be easily located through their structural dependencies (e.g., call graphs) within a software project [55]. The same might not be true for the Internet-scale code search and 7% of their studies use QE. Their search results are retrieved from thousands of cross-domain software projects and static dependencies might not be applicable beyond a single project. We also see that unlike $Q_{LCS}$, $Q_{ICS}$ studies are more interested to developer-oriented metrics such as spent time, NDCG, and Likert that capture a developer’s impression on the results retrieved by a query.

**Challenges and limitations in query reformulation.** Since the studies supporting local code search ($Q_{LCS}$) and the studies supporting Internet-scale code search ($Q_{ICS}$) overlap in their methodologies (check Fig. 21), they might suffer from similar types of challenges or limitations. Fig. 26 summarizes our analysis on this aspect. We see that the studies from both groups are similarly affected by several challenges and limitations (Table 9). About 17% of $Q_{LCS}$ studies could suffer from noise in their queries whereas the corresponding statistic is 21% for the $Q_{ICS}$ studies. In local code search, developers can select keywords from existing artifacts (e.g., bug reports) whereas they need to select keywords on the fly during Internet-scale code search. Thus, the later queries need
more extension (Fig. 23) and might have a higher chance of getting noisy keywords. The existing query reformulation approaches in the local code search impose more cognitive burden on the developers than their counterpart. Changes to wrong code often have major negative consequences (e.g., subsequent bugs) [20, 21]. Thus, precisely locating the source code of interest is a major step in the local code searches. On the contrary, developers might accept the partially relevant code examples during Internet-scale code search, which they can customize based on their needs. Both groups of studies also suffer from a lack of generalizability, which is the most prevalent issue. The findings from 23%–28% of the studies from both groups might not be generalizable, as acknowledged or implied by their authors. Although existing software artifacts (e.g., software, bug reports, version control history) are extensively used to evaluate query reformulations in the local code search, the majority of them target Java-based systems. According to an existing evidence [145], the findings from Java-based systems might not generalize for other systems such as C/C++ systems. On the other hand, the datasets used to evaluate query reformulations in the Internet-scale code search are either small or proprietary in nature. For example, 60% of the QR\(_{ICS}\) studies use 75 or less number of queries each in their evaluation. A few studies make use of proprietary items such as search logs from Bing [127] and Stack Overflow [25], which might not be available for a public reuse and replication. From Fig. 26, we also see that both groups suffer similarly with the remaining issues including human bias, weak evaluation (CH5, Table 9), extreme external dependencies (CH6, Table 9), and a lack of sound theoretical justification (CH7, Table 9).

Table 13 further compares and contrasts between the query reformulation approaches supporting local code search and Internet-scale code search. We see that they are different from each other in terms of the majority of dimensions such as query length, keyword selection methodology, operational context, search intent, and even in the ranking priority. For example, in a local code search, developers attempt to precisely locate the source code entity that needs a change. Changing the wrong code entity can have serious consequences [20, 21]. On the contrary, in the Internet-scale code search, developers attempt to locate the most relevant code example that can be reused to implement a programming task. Despite these differences, the two groups of studies are also surprisingly similar across several dimensions such as their performance metrics (e.g., Hit@K, Recall, MAP) and experienced challenges or limitations (e.g., lack of generalizability).

**Summary of RQ5:** About 58% of our primary studies support local code searches (e.g., concept location, bug localization) whereas the remaining 42% focus on the Internet-scale code search. The query reformulation approaches supporting these searches share their methodologies, algorithms, performance metrics, and even suffer from similar challenges and limitations. Appropriate keyword selection is an essential step of any query reformulation. In local code search, keywords are often selected using various term weighting methods (e.g., TF-IDF) whereas data mining and API recommendations are adopted in the context of Internet-scale code search. The primary studies from these two searches also differ in their reformulation types, evaluation methods, and human
Table 13. Comparison between query reformulations for local code search and Internet-scale code search

| Dimension                | Local code search (LCS)                                                                 | Internet-scale code search (ICS)                                                                 |
|--------------------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| Query & search intent    | Preprocessed version of a bug report, a change request, or a feature request            | Developer chosen keywords                                                                       |
| Initial query length     | Comparatively long                                                                      | Short (e.g., 1-3 keywords [14])                                                                 |
| Keyword selection        | Performed with term weighting and relevance feedback (M1)                               | Performed with data mining and API recommendation (M6)                                           |
| Query reduction          | Used by 15% of the studies                                                              | Used by 10% of the studies                                                                      |
| Operational context      | Software change tasks (e.g., bug fixing)                                                | General-purpose programming tasks                                                                |
| Search intent            | Precisely locating an entity of interest                                                | Locating the most relevant code example to a programming task                                    |
| End goal                 | Making changes to the existing code                                                     | Implementing a programming task                                                                 |
| Relevance feedback       | Used by 54% of the studies                                                              | Used by only 33% of the studies                                                                  |
| Corpus, ground truth, & evaluation | Source documents (e.g., classes, methods) from a single software project (e.g., JEdit [47]) | Source documents from thousands of software projects (e.g., Sourcerer [13])                      |
| Ground truth construction| Commits from the version control history [56, 138]                                      | Relevance judgement from developers using pooling method [186]                                  |
| External resources       | Past bug reports, bug-fixing history, author history, knowledge graph [93]             | WordNet, Stack Overflow, GitHub                                                                  |
| Ranking priority         | First correct result should rank high                                                  | All correct results should rank high                                                             |
| Popular metrics          | Hit@K, Recall, MAP                                                                      | Hit@K, Recall, MAP                                                                               |

| Miscellaneous             |                                                                                       |                                                                                                  |
|---------------------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| Major challenges          | Lack of generalizability, developer bias, weak evaluation, and noisy queries           | Lack of generalizability, developer bias, weak evaluation, and noisy queries                      |
| Experience required       | Domain knowledge (e.g., design, architectures) of a system under study                  | Relevant API libraries                                                                           |
| Research evidence         | 58% of the primary studies                                                              | 42% of the primary studies                                                                       |

participation. However, both groups of studies suffer from a common set of issues such as a lack of generalizability, weak evaluation, and noisy queries.

5 FUTURE RESEARCH DIRECTIONS

To date, 70 primary studies supporting code search through query reformulations have been conducted. Among them, 40 studies focus on local code searches that involve software change tasks (e.g., bug localization, feature location, concept location). On the other hand, 30 studies reformulate queries to support the Internet-scale code search. Despite these significant number of studies, we believe that there is still room for future work and many novel dimensions are yet to be explored. Based on our empirical and qualitative analyses, we present a list of future research directions that can improve query reformulations and support code search as follows.

5.1 Promises of keyword selection algorithms in IR-based bug localization

Information Retrieval (IR) has been extensively used in at least 20 Software Engineering tasks including bug localization [56]. Bug localization is a type of local code search where bug reports serve as a major source of queries. A few recent studies [76, 83, 167] point out potential biases and limitations in this local code search. According to them, IR-based localization is only good when the bug reports contain localization hints (e.g., program entity names). However, these empirical studies
use the whole texts of a bug report (i.e., title + description) as a query and overlook the potential of optimal search queries. Mills et al. [115] recently conduct a large-scale empirical study using Genetic Algorithms and present a positive evidence for both bug reports and IR-based localization. They suggest that the bug reports contain sufficient keywords to return the faulty source code at the top-ranked positions. In particular, the IR-based localization can succeed 67%–88% of the times even if their bug reports do not contain any localization hints [115]. Similar finding has been reported by a recent work of Rahman et al. [131]. Thus, the real challenge becomes extracting the right search keywords from a bug report regardless of its localization hints.

Appropriate term weighting algorithms can play a major role in selecting the search keywords. To date, existing term weighting studies exploit each term’s frequency [56, 72, 75, 141], statistical relations or syntactic dependencies [136, 138], or occurrence probability [26, 157, 159] as a proxy to its relative importance (a.k.a., term weight). However, many of these algorithms were designed for regular texts in the Information Retrieval domain and might not be well configured for bug reports containing a mix of regular texts and structured entities (e.g., stack traces, test cases, program elements). Thus, more sophisticated and efficient term weighting algorithms are required to improve the search queries in IR-based bug localization.

5.2 Promises of Genetic Algorithms in IR-based bug localization

Mills et al. [115] demonstrate that Genetic Algorithms (GA) are capable of generating optimal or near-optimal queries from a bug report (that can localize faulty code) when the ground truth information is provided. Unfortunately, in practice, the ground truth is not known when a search query is constructed to find a bug. Thus, the ground truth should not be a part of fitness function when designing a GA-based query reformulation technique. In other words, we need a fitness function that can identify the better one among two different queries without needing their ground truth, which is a major challenge. Several studies [56, 57, 114, 116, 135] make use of query difficulty metrics (e.g., specificity, coherency [29]) to predict the best one from a list of queries. However, these metrics have non-linear relationships with the query quality, which warrants special care during their use. One possible way to address this is to formulate the query construction as a multi-objective optimization problem, as demonstrated by Kim and Lee [78]. They design a complex fitness function that attempts to optimize 15 objectives while reformulating a bug report into an optimal query for bug localization. Future work can combine query difficulty analysis and machine learning to design a fitness function that can be realistically used by the Genetic algorithms. IR-based localization has not been widely adopted by the software practitioners due to its inherent limitations (e.g., low accuracy) [167]. However, we believe that IR-based bug localization equipped with GA-based optimal queries can make a difference in this regard.

5.3 Word embedding technology in query reformulation and code search

Several primary studies [48, 62, 90, 99] use English language thesauri such as WordNet [113] to expand a query with synonyms or semantically similar words. However, Sridhara et al. [160] demonstrate that the same word can have two different meanings when used in source code and when used in regular texts. Since WordNet is based on regular English texts, its suggested keywords might not be appropriate for source code search. Several studies [65, 179, 180, 184] construct software-specific thesauri analyzing various software repositories such as open-source systems and programming Q&A site. Unfortunately, construction and update of these thesauri are costly, and their effectiveness in the query reformulation is not well tested. Recently, a few studies [36, 137, 181, 186] make use of word embedding technology to determine semantic similarity or relevance between any two software specific words. A few of them [137, 186] use embeddings to reformulate queries for code search and also report positive findings, which is inspiring.
Word embedding technology approximates the meaning of a word using a high dimensional numeric vector \[112\]. The vector places the word as a single co-ordinate within a high dimensional semantic space (a.k.a., semantic hyperspace). Such a convenient approximation of word semantics reduces various natural language processing tasks (e.g., synonym detection, semantic distance calculation) into simple algebraic or geometric operations. Thus, we believe that this technology has lots to offer to various text retrieval tasks including query reformulation, code search, and even bug understanding. For example, the semantic hyperspace constructed using word embeddings could be useful to (a) understand erroneous and expected software behaviours from a bug report \[31\], (b) design appropriate fitness functions for the GA-based query reformulations \[115\] and (c) design more effective keyword selection algorithms to overcome the vocabulary mismatch problems.

### 5.4 Improving term weighting algorithms with useful contextual information

Determining importance of a term within a body of texts (e.g., bug report, source document) has long been recognized as a major challenge \[16, 75\]. TF-IDF \[72\] is a term weighting algorithm that has been extensively used both in Information Retrieval and in Software Engineering. The algorithm determines a term’s importance without considering its contextual information (e.g., surrounding terms). However, a term’s semantics are often determined by its contexts \[113, 184\]. Besides, several primary studies demonstrate the benefits of incorporating contexts in their term weighting algorithms. To date, several contextual items such as spatial code proximity \[159\], positional relevance \[138, 157\], term co-occurrences \[48, 62, 135, 136, 153\], syntactic dependencies \[136\], time-awareness \[185\], and structural awareness \[16, 43, 138\] have been used. However, these contexts were employed by various studies in isolation. Future work can investigate how combining these contextual items might benefit the traditional term weighting algorithms such as TF-IDF \[72\]. Genetic Algorithms can be used to optimize the relative weights of these contextual items during their combination \[184\]. Machine learning can also be used to determine complex, non-linear relationships between these contexts and a term’s importance \[75\].

### 5.5 Promises of Stack Overflow in query reformulation and code search

Software developers frequently use natural language queries to find relevant code on the web \[13, 14\]. Each of their queries contains a few keywords that might not be able to capture their information need. Existing findings \[14, 89, 137, 186\] suggest that inclusion of relevant API classes or methods in this query can improve its chance of retrieving the relevant code. A few studies \[118, 139, 156\] analyze Q&A threads from Stack Overflow to expand a natural language query and to support the Internet-scale code search. For example, Rahman et al. \[139\] analyze the co-occurrence of query keywords in the title of a question and the API classes in the corresponding accepted answer, and expand a query with frequently co-occurred API classes. (Such co-occurrences can also be leveraged in machine translation \[97, 127\]). Similarly, Stack Overflow could be leveraged to transform a feature request into relevant API classes and methods, which can lead to an implementation of the requested feature \[163\]. Since the Q&A site deals with thousands of API programming issues, bugs, and corresponding code level solutions, it can be used to better explain any bug with appropriate terminologies or code examples. Besides, in Stack Overflow, the contents are curated by a large technical crowd and their quality is controlled through a voting mechanism. Thus, we believe that Stack Overflow has a lot to offer to not only code searches but also to other maintenance activities.

### 5.6 Query worsening minimization

Automated query reformulations have both benefits and costs. Existing studies suggest that automated query reformulations might improve the performance of a search by up to 20% \[100, 185\]. However, several studies \[62, 121, 155\] also question the idea of complete automation in query
reformulation. Automated reformulations might add noisy keywords that could drift a query away from its original topic [155]. Thus, we need such solutions that can maximize the benefits and minimize the costs of automated query reformulations.

Haiduc et al. and colleagues [56, 57] determine the quality of each given query using 28 query difficulty metrics [29] and reformulate the poor queries to improve concept location tasks. Later studies [131, 135] also adopt the query difficulty metrics to separate good queries from poor ones using machine learning. However, any classifier could be prone to false-positives, and any wrong classifications will lead to costly, inappropriate reformulations to a search query. To minimize the cost, Rahman and Roy [135] even return the original query using machine learning if the reformulated queries are not good enough. Unfortunately, the risk of query worsening due to automated reformulations still remains. Like earlier studies [40, 48, 62, 170], we thus believe that human cognitive power could be leveraged in this case. According to Dietrich et al. [40], human developers might perform well in removing irrelevant terms from a search query, but could perform poorly in adding the new relevant terms. Relevant keywords could be hidden within thousands of identifier names (e.g., classes, methods) of a system’s codebase. Future work can combine the strengths of both human developers and automated tools to minimize the cognitive burdens on the developers and to reduce the costs of inappropriate query reformulations.

5.7 Improving pseudo-relevance feedback (PRF)
Capturing developers’ feedback on a query by analyzing its results can be costly and sometimes impractical. Several primary studies [56, 134, 135, 159] thus use pseudo-relevance feedback (PRF) as a feasible choice to reformulate their queries. That is, they naively assume the top K documents retrieved by a given query as relevant and then extract important keywords from them to reformulate the query. These approaches have been reported to improve upon the given queries [56, 100]. However, such a feedback mechanism might not help much if the given queries are already poor [138]. Then the retrieved documents are likely to be irrelevant, which will lead to noisy reformulated queries. While PRF has been frequently used in local code searches (e.g., concept location, bug localization), not many studies except a few [69, 107] use PRF in the Internet-scale code search. In the Internet-scale code search, the results are retrieved from thousands of open source projects and thus could be noisy or hard to comprehend. Future work can focus on designing such a relevance feedback mechanism that is cheap, light-weight, adaptive to query quality and yet reliable enough to deliver the appropriate keywords for improving the given queries.

5.8 Word embeddings technology for bug understanding
Chaparro et al. [33] extract three important components – observed behaviour (OB), expected behaviour (EB), and steps to reproduce (S2R) – from a bug report and identify 154 discourse patterns using the Grounded Theory approach [51]. They also use OB as a reduced version of the original query (i.e., bug report) to localize software bugs [31] and to find duplicate bug reports with Information Retrieval approaches [32]. Identification of these components and patterns is a major step towards bug understanding and diagnosis. While these patterns and components were extracted using Grounded Theory, they could be further investigated and possibly extended using duplicate bug reports and word embedding technology. Duplicate bug reports are likely to refer to the same bug and to share their underlying semantics such as observed behaviour or expected behaviour. That is, if the terminologies used in the duplicate bug reports are visualized within a semantic hyperspace using corresponding embedding vectors (check Section 5.3), they might provide further insights about their observed behaviours, expected behaviours, and even their discourse patterns. Given the geometric representation of a semantic hyperspace, future work can investigate whether those discourse patterns could be explained with geometric theories. A solid
understanding of these patterns could encourage novel tools both for bug understanding and even for bug fixing.

5.9 Promises of PageRank Algorithm in term weighting and source code retrieval

Rahman and Roy adapt PageRank algorithm [23] from Information Retrieval domain to reformulate queries in several Software Engineering contexts such as bug localization [138], concept location [133–136] and Internet-scale code search [137]. Other studies [94, 109] make use of PageRank algorithm to rank code examples during their code search. PageRank operates on a graph-based structure, implements a notion of voting or recommendation, and then detects the most important nodes from the graph using recursive computations [17, 111]. Since source code is full of structures, entities, and dependencies among them, it can be represented as a graph. Thus, unlike TF-IDF, PageRank is a natural choice for analyzing the source code. While there have been a few studies [135, 138] along this line, further work is warranted to understand the true potential of PageRank algorithm in various IR-based code retrieval tasks (e.g., code summarization, code reuse).

5.10 Query reformulation as a feasible choice for improved bug localization

Antoniol et al. [9] first use Vector Space Model (VSM) to recover traceability links. Zhou et al. [190] later refine VSM as rVSM and incorporate past bug reports in the IR-based bug localization. Saha et al. [146] make use of structures both from bug reports and from source code documents to localize the bugs. Wong et al. [175] boost up the bug-proneness score of a source document based on the stack traces found in a bug report. Sisman and Kak [158] and Wen et al. [173] incorporate version control history in the IR-based bug localization. Finally, Wang and Lo [169] incorporate five major items – past bug reports, structures, stack traces, version history and author history – from the literature, and outperform the earlier approaches on IR-based localization. Thus, existing literature often adopt an incremental approach and include more and more external artifacts in their approaches. Although these artifacts have positive impact upon the localization performance, their inclusion makes the proposed approaches less scalable and less usable. Besides, these approaches become subject to external dependencies, which is a bad choice from the design point of view. Such limitations might partially explain the reluctance of software practitioners in adopting the IR-based bug localization techniques in their workflow [83, 120, 167, 191].

Alternatively, several studies equipped with query reformulations [31, 56, 135, 138] make an effective use of the primary resources available to the practitioners (e.g., bug report and source code), and then localize the bugs with a competitive accuracy and at low costs. Thus, we believe that query reformulation can be an important part of at least 20 IR-based Software Engineering tasks including bug localization [31], duplicate bug detection [32], bug triaging and bug report summarization. Future work can investigate the impacts of query reformulations upon these 20 tasks and develop more appropriate tools to supports them.

**Summary of RQ6:** Despite significant research, there is still room for further work in automated query reformulations and code searches (e.g., bug localization, concept location, feature location, Internet-scale code search). Existing findings suggest that up to 88% of bug reports contain appropriate keywords that make good queries and can find the bugs using Information Retrieval methods. Unfortunately, many existing techniques are not efficient enough to identify these keywords. The selection of keywords could be further improved by adding more contexts (e.g., time-awareness), designing an appropriate fitness function (for GA-based solutions), leveraging the structures from source code, or using neural language modeling (e.g., word embeddings). The adverse effects of automated query reformulations could be mitigated by combining both human cognitive power and tools’ strengths. Large software repositories (e.g., GitHub) and programming Q&A site (e.g.,
Stack Overflow) have a lot to offer to the research of query reformulations and code search. They store invaluable technical knowledge curated by a large technical crowd, which can be leveraged to support not only code searches but also other software development and maintenance activities.

6 \section*{THREATS TO VALIDITY}

We identify several threats to the validity of our findings in this work. While we did our best to mitigate the majority of these threats, a few of them can be addressed in the future surveys on automated query reformulations. We classify our identified threats into several standard categories and discuss them as follows.

6.1 \section*{Threats to internal validity}

These threats are associated with experimental or internal errors and human biases [184]. Selection of primary studies and their classification into certain categories could be a source of such threats. However, we take careful steps to mitigate them. First, we choose 70 primary studies using a well-established, systematic approach (Section 3) that involves (a) generating keywords from research questions using PIO criterion, (b) extensive searching against 11 widely used publication databases (e.g., IEEE Xplore, ACM Digital library), and (c) multi-level filtration based on specific criteria. We first collect a large set of 2,970 studies that match our search keywords, and then carefully select 70 studies from them using six levels of noise filtration. Second, we use the Grounded Theory approach (Section 3.5) to classify the primary studies based on their adopted methodologies, algorithms (Section 4.1), and experienced challenges (Section 4.3). Grounded Theory has been a popular choice for qualitative analysis in Software Engineering research for decades [31, 51, 161]. Thus, the threats identified above might be mitigated.

Local code search and Internet-scale code search differ in their working context and end goals. While former targets software change tasks (e.g., bug localization, feature location), the latter one focuses on code reuse or general-purpose programming tasks. One might argue about the design of our survey since the query reformulation studies from both searches were captured. However, according to our investigation, query reformulation approaches from these two searches have a significant overlap in their reformulation techniques (Table 4, Fig. 21), evaluation methods (Figures 24, 25), and even strengths or limitations (Fig. 26). Thus, analysis restricted to only either local code searches or Internet-scale code search misses a significant number of strongly related studies from the literature. Besides, collecting both set of studies allows us to compare and contrast between them, which has led us to meaningful insights (Section 4.5) and novel ideas for future work (Section 5). There also exists a large body of work on query reformulations in the Information Retrieval domain [26, 29]. Many of our primary studies adapt their ideas from them. However, since we deal with Software Engineering problems such as code search, those studies from IR literature were not included in our survey.

Our systematic review is restricted to only such studies that deliver either automated or semi-automated tool supports to reformulate queries for code search. That is, it does not include empirical studies, developer surveys and sometimes even the simple incremental works. Such a choice was made to construct a homogeneous set of primary studies that solve a single research problem, i.e., automated query reformulation to support code search.

6.2 \section*{Threats to external validity}

These threats relate to the generalizability of any reported findings [184]. Our primary studies are carefully chosen from a large population of 2,970 results that were retrieved from 11 popular publication databases (Fig. 4). Thus, these primary studies are likely to represent the core studies.
on query reformulation supporting code search in the literature. Consequently, our findings and insights derived from these studies could also generalize for the remaining, accidentally missed studies from the literature. Furthermore, we leverage the Grounded Theory approach for our qualitative analysis, which has been a standard practice for years [31, 33, 51, 161]. Thus, the threats to external validity might be mitigated.

6.3 Threats to construct validity

These threats relate to the appropriateness of evaluation methodology used in a study [184]. Since our selection of primary studies involves certain quality control mechanism, such threats may arise. We select 70 studies through a well-established approach of extensive database search and well-documented filtration criteria (Fig. 4). Furthermore, we control the quality of these studies by asking 10 common questions about their quality (Section 3.4). While the majority of these studies pass the quality check, the remaining few do not meet certain quality standards (e.g., lack of rigorous evaluation and validation). However, we retain them in our analysis due to their strong relevance to our survey topic—query reformulation in source code search. It also should be noted that three studies [40, 42, 50] on traceability link recovery were also included in our survey due to their solid contributions in query reformulation algorithms.

6.4 Threats to conclusion validity

These threats arise when the relationships between two variables are not backed up by solid evidence or reliable data [31]. In our qualitative analysis (Section 4.5), we compare and contrast between local code searches and Internet-scale code search and make several statements about their characteristics, methodologies, strengths, and limitations. We also outline several future research directions based on our analyses. Our claims and suggestions were backed up not only by substantial analytical data (RQ1, RQ3) but also by empirical evidence (RQ4). Thus, threats to the conclusion validity of our systematic survey might also be mitigated.

7 RELATED WORK

Source code search has two major steps—(a) query construction and (b) retrieval of relevant code [56, 162]. There have been several surveys [41, 143, 176] that examine the evidence of existing researches on local code searches (e.g., feature location, bug localization). They mostly focus on the studies that deal with the second step of code search, i.e., retrieval of relevant code. Unfortunately, to the best of our knowledge, there exists no systematic survey that deals with query reformulation approaches adopted in source code search. The closely related work is a similar survey [29] from the Information Retrieval (IR) domain. Although IR-based methods have been widely adopted by at least 20 Software Engineering tasks [56, 115], they experience unique challenges (Section 4.3), which warrants further investigation [116, 167]. Our survey identifies the existing work on query reformulations supporting Software Engineering tasks, categorize them based on their underlying methodologies or limitations, and then discusses their open issues.

Dit et al. [41] first provide a comprehensive survey of 89 studies on feature location techniques (FLT). They analyze each of these studies using seven different dimensions: (a) type of analysis, (b) user input, (c) data sources, (d) output, (e) programming language support, (f) evaluation method, and (g) software systems used. Based on an analysis, they also provide a detailed taxonomy on the FLT studies. Rubin and Chechik [143] perform a similar survey using 24 studies on feature location techniques. They provide necessary guidelines for software practitioners to choose the right feature location technique for their tasks. Wong et al. [176] analyze 331 studies on software fault localization and provide a detailed classification of their studies. Unlike the above work, our survey deals with not only feature location or bug localization but also other types of code
searches such as concept location and Internet-scale code search. More specifically, we deal with a cross-cutting concept namely query reformulation that concerns each of these code search activities. Our survey also analyzes 70 primary studies on query reformulations and categorize them based on several aspects such as query reformulation methodology (\textit{RQ}_1), evaluation method (\textit{RQ}_2), and their experienced challenges or limitations (\textit{RQ}_3).

Zhang et al. [187] present a survey on bug report analysis where they classify the existing work on bug-report optimization (e.g., bug severity prediction), bug-report triage (e.g., bug report assignment), and bug-fixing (e.g., fixing time prediction). Similarly, we also deal with the primary studies that perform bug report analysis. However, our focus was to capture the studies that accept a bug report as an input, construct appropriate queries from the input, and then localize the bug using these queries.

A few other studies [31, 32, 95, 115] also investigate the existing work on query reformulations supporting code searches and other Software Engineering tasks. However, their analysis was limited and restricted to either local [31, 115] or Internet-scale code search [95]. Many of them also do not apply a systematic approach [80] for study selection, quality control, and qualitative analysis. Unlike them, we conduct a systematic literature review by (a) asking important research questions, (b) carefully selecting the primary studies from 11 popular publication databases, and (c) performing qualitative analysis with the Grounded Theory approach [51], a widely used qualitative technique. No earlier survey addresses the same topic in this scale, which makes our work novel.

8 CONCLUSION

Software maintenance can cost up to 80% of total budget in modern software development. Searching for the code of interest (e.g., buggy code, reusable code example) is an integral part of software maintenance. Developers often choose a few important keywords capturing their information need and attempt to find the code of interest either from a local software codebase or an Internet-scale code repository (e.g., GitHub). Unfortunately, existing evidence suggests that the developers often perform poorly in choosing their keywords. As a result, they spend a significant amount of their time manually reformulating queries and analyzing the corresponding search results. Towards this goal, a number of studies attempt to support the developers through automated query reformulations. In this article, we conduct a systematic literature review using 70 primary studies on automated query reformulations intended for source code search. We summarize our quantitative and qualitative findings below and answer our research questions briefly as follows.

- \textbf{RQ}_1: Existing approaches for query reformulation adopt eight major methodologies including term weighting, relevance feedback, semantic relations, thesaurus lookup, and data mining to reformulate their queries and to support code searches in various working contexts.
- \textbf{RQ}_2: Existing studies evaluate their approaches with empirical methods, developer surveys, or using both. They use a total of 30 performance metrics including the popular ones (e.g., Hit@K, MAP). However, developer involvement is generally low, and the number of queries used to evaluate queries in the Internet-scale code search is often small. About 30% of the primary studies were selected for comparison by the later studies.
- \textbf{RQ}_3: Existing query reformulation approaches suffer from eight major challenges and limitations including noisy keywords in their queries, vocabulary mismatch problem, lack of generalizability, human-induced biases, weak evaluation, and other prevailing issues that might prevent them from adoption by the software practitioners.
- \textbf{RQ}_4: A total of 70 primary studies were conducted over the last 15 years where 80% of them were done in the last nine years. These studies appeared in the top Software Engineering venues such as ICSE, ASE, ICSME, TSE, TOSEM, and EMSE. Given the increasing size
and complexity of modern software systems, the research topics such as automated query reformulation and code search are likely to gain more popularity in the coming years.

- **RQ5**: About 58% of our primary studies perform query reformulations to support local code searches (e.g., concept location, bug localization, feature location) whereas the remaining 42% focus on Internet-scale code search. The primary studies from these two searches differ in their adopted methodologies, reformulation types, evaluation methods, and human participation. However, both groups of studies suffer from a common set of issues such as a lack of generalizability, weak evaluation, and noisy queries.

- **RQ6**: Constructing the right queries for code search has been a challenge for decades. Despite significant research, there is still room for further investigation. Future work can focus on adding more contexts (e.g., time-awareness) to their keyword selection algorithms, designing an appropriate fitness function for GA-based solutions, leveraging the structures from source code, or using neural language modeling (e.g., word embeddings) to deliver better queries for the code search.
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## SELECTED PRIMARY STUDIES

Table 14 shows the 70 primary studies selected for our systematic literature review.

| ID | Primary Study | Description |
|----|---------------|-------------|
| S1 | Zamani et al. [185] | Query reduction using noun term selection and time-aware term weighting for concept location |
| S2 | Satter and Sakib [150] | Query expansion using keyword co-occurrences across the past queries from code search logs |
| S3 | Lemos et al. [88] | Ad hoc keyword selection from given test cases for semantic code search |
| S4 | Wang et al. [170] | Query expansion using modified Rocchio’s method and the re-ranking of results for improved code search |
| S5 | Yu et al. [183] | Query reduction by extracting nouns, verbs, adjectives and type information from a free-form query for code search |
| S6 | Sisman and Kak [159] | Query reformulation using spatial code proximity for Information Retrieval-based bug localization |
| S7 | Sirres et al. [156] | Query expansion using structured code entities from the relevant Q & A threads of Stack Overflow |
| S8 | Haiduc et al. [57] | Automatic performance prediction of a given search query using query difficulty analysis and machine learning without executing the query |
| S9 | Perez et al. [121] | Query reformulation for feature location using Rocchio, RSV and Dice methods with software model families |
| S10 | Haiduc et al. [56] | Best query reformulation suggestion using Rocchio, RSV, Dice methods, query difficulty analysis and machine learning |
| S11 | Kevic and Fritz [75] | Query reduction using advanced heuristics and logistic regression |
| S12 | Hill et al. [62] | Semi-automated reformulation of NL queries with query keyword contexts and NL phrase extraction from method and field signatures |
| S13 | Lemos et al. [89] | Query reformulation with NL thesaurus (e.g., WordNet) in the context of interface-driven and keyword-based code searches |
| S14 | Martie et al. [107] | Query reformulation using frequent identifier names from result files and other contextual information |
| S15 | Lv et al. [102] | Query reformulation with relevant APIs by matching query texts and corresponding API documentations |
| S16 | Li et al. [92] | Query expansion by using tag co-occurrences in the same and duplicate questions of Stack Overflow |
| S17 | Ge et al. [48] | Query reformulation using pre-search (e.g., identifier and Verb-DO completion, term co-occurrences) and post-search recommendations (e.g., synonym suggestion, spelling corrections) |
| S18 | Dourdas et al. [42] | Query reformulation using ontology models for web service discovery |
| S19 | Rahman and Roy [137] | Query reformulation using crowd generated knowledge and large-scale data analytics derived from Stack Overflow corpus |
| S20 | Zhang et al. [186] | Query reformulation using semantically related API classes for the improved Internet-scale code search |
| S21 | Sisman et al. [157] | Query reformulation using spatial code proximity, term ordering, Markov Random Field and query conditioning |
| S22 | Rahman and Roy [135] | Query reformulation using term weighting method, CodeRank, query difficulty analysis, and machine learning |
| S23 | Lapeña et al. [84] | Query reformulation of NL query using textual similarity with product requirements for feature location |

Continued on next page
| ID  | Primary Study                        | Description                                                                                                                                 |
|-----|--------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| S24 | Wang et al. [166]                    | Semi-automated query reformulation using structure, intent and dependency facets of search results                                           |
| S25 | Rahman and Roy [138]                 | Query reformulation using bug report quality dynamics and graph-based term weighting algorithms                                             |
| S26 | Lin et al. [93]                      | Query reformulation using relevant API entities from RecoDec, conceptual knowledge, TF-IDF, and advanced heuristics                           |
| S27 | Yang and Tan [180]                   | Query reformulation using semantically similar word pairs mined from comment-code contexts of source documents                               |
| S28 | Howard et al. [65]                   | Query reformulation using semantically similar word pairs mined from leading comments and method signatures across projects                |
| S29 | Chaparro and Marcus [34]             | Query reduction using gradual term removal with the help of query effectiveness                                                              |
| S30 | Gay et al. [47]                      | Query reformulation using explicit relevance feedback from the developers and Rocchio’s expansion method                                      |
| S31 | Panchenko et al. [119]               | Query reformulation with AST generation and XPath representation of example code snippet                                                    |
| S32 | Mills et al. [114]                   | Best query prediction using query difficulty analysis and machine learning for concept location and traceability recovery                    |
| S33 | Balachandran [15]                    | Query reduction by subtree generation from the AST of input code                                                                           |
| S34 | Nie et al. [118]                     | Query expansion using Rocchio’s method and pseudo-relevance feedback from Stack Overflow                                                   |
| S35 | Huang et al. [69]                    | Query expansion based on intent mining from code change history and machine learning                                                         |
| S36 | Lu et al. [99]                       | Query expansion using POS tagging and synonym addition from WordNet for improved concept location                                            |
| S37 | Li et al. [91]                       | Query reformulation by term replacement with synonymous tags and by term expansion with related tags from Stack Overflow                     |
| S38 | Rahman and Roy [134]                 | Query reformulation using frequently co-occurred keywords from source code and Stack Overflow threads                                         |
| S39 | Rahman et al. [139]                  | Query reformulation using keyword-API co-occurrences in the Q & A threads of Stack Overflow                                                   |
| S40 | Rahman and Roy [136]                 | Query reduction by selecting important keywords using graph-based term weighting namely PageRank                                               |
| S41 | Raghothaman et al. [127]             | Query reformulation using co-occurrence probability of keyword and API classes in the search engine logs                                   |
| S42 | Lemos et al. [90]                    | Query expansion using synonyms/antonyms from three thesauri– WordNet, Yang and Tan [180], and type thesaurus                                 |
| S43 | Shepherd et al. [153]                | Query reformulation using Verb-DO extraction and their expansion using stemmed words, synonyms and similar usages                             |
| S44 | Chaparro et al. [31]                 | Query reduction using observed behaviour identification, Grounded Theory and natural language discourse analysis                            |
| S45 | Kevic and Fritz [74]                 | Query reformulation using NL-SCL mapping between changeset and IDE interaction history, and term weighting                                    |
| S46 | Gvero and Kuncak [53]                | Query reformulation with API method signatures using sentence parse tree extraction, uni-gram, and probabilistic context free grammar (PCFG) |
| S47 | Kimmig et al. [79]                   | Query reduction using POS tagging, selection of nouns and verbs and source code ontology                                                    |

Continued on next page
| ID | Primary Study          | Description                                                                                                                                                                                                 |
|----|------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| S48 | Wursch et al. [178]    | Query reformulation using semantic web based ontology models, Ginseng, and SPARQL                                                                                                                           |
| S49 | Vinayakarao et al. [165] | Query/corpus reformulation using the mapping between programming concepts and their syntactic forms from Stack Overflow Q&A threads                                                                            |
| S50 | Marcus et al. [106]     | Query reformulation using similar terms from the source code with Latent Semantic Indexing (LSI)                                                                                                           |
| S51 | Gibiec et al. [50]      | Query reformulation using web data mining and term weighting methods—domain term frequency, domain specificity, and concept generality                                                                          |
| S52 | Dietrich et al. [40]    | Query reformulation using trace query transformation rules generated by FP-growth algorithm                                                                                                               |
| S53 | Jiang et al. [71]       | Query reformulation using ontology models across multiple repositories and candidate navigation path ranking                                                                                                 |
| S54 | Bassett and Kraft [16]  | Query/corpus reformulation by weight boosting (e.g., repeating) of structured entities from various contexts in the source code                                                                              |
| S55 | Chatterjee et al. [35]  | Query/corpus expansion by appending corresponding API documentations against method invocations.                                                                                                          |
| S56 | Wang et al. [171]       | Query suggestion by mining program dependency graphs from a given code segment                                                                                                                               |
| S57 | Zhang et al. [188]      | Query reformulation by expanding methods with neighboring methods based on semantic similarity, temporal proximity, and call dependency                                                                     |
| S58 | Liu et al. [97]         | Query expansion using co-occurring API methods from the underlying corpus using encoder-decoder transformation and conditional probability analysis                                                         |
| S59 | Pérez et al. [122]      | Query expansion using experts’ descriptions of a feature, their confidence level, and Rocchio’s method                                                                                                      |
| S60 | Lu et al. [98]          | Query expansion using first and second order word co-occurrences, and object-oriented relations among the words                                                                                              |
| S61 | Kim and Lee [77]        | Query reformulation by adding attachment contents and by reducing noisy keywords from a bug report                                                                                                             |
| S62 | Kim and Lee [78]        | Query reformulation using Genetic algorithm and multi-objective optimization (e.g., query difficulty, OB, S2E, EB)                                                                                             |
| S63 | Huang et al. [67]       | Query expansion by deep learning change sequences and predicting the potentially changed terms for improved code search                                                                                      |
| S64 | Pérez et al. [124]      | Query reformulation for feature location using Rocchio’s method, relevance feedback, and expert’s descriptions of a feature as the feedback documents                                                         |
| S65 | Wu and Yang [177]       | Query reformulation using old code examples as relevance feedback and then extracting expansion keywords (i.e., intent) from the change history of those code examples                                                   |
| S66 | Cao et al. [25]         | Query reformulation by learning to predict reformulated query from search logs of Stack Overflow using sequence-to-sequence learning and attention mechanism                                                       |
| S67 | Lawrie and Binkley [86] | Query selection for bug localization using Genetic algorithm and information need analysis as a fitness function                                                                                             |
| S68 | Mills et al. [115]      | Query reformulation for bug localization using Genetic algorithm and query effectiveness as a fitness function                                                                                               |
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| ID | Primary Study                  | Description                                                                                                                                 |
|----|--------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| S69 | Pérez et al. [125]           | Query reformulation for feature location using Genetic algorithm using expansion, reduction, and selection as a mutation operation, and textual similarity as a fitness function |
| S70 | Da Silva et al. [38]         | Query expansion for code example search using semantic similarity analysis, API suggestion, and term weighting (e.g., TF-IDF)                  |
### B QUALITY ASSESSMENT OF PRIMARY STUDIES

Table 15 shows answers for the questions outlined in Section 3.4. We represent our responses as follows—● as "Yes", ○ as "No", and ◀ or ◁ as "Somewhat Yes".

| ID | Primary Study     | Q1 | Q2 | Q3 | Q4 | Q5 | Q6 | Q7 | Q8 | Q9 | Q10 |
|----|-------------------|----|----|----|----|----|----|----|----|----|-----|
| S1 | Zamani et al. [185] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ★   |
| S2 | Satter and Sakib [150] | ●  | ●  | ●  | ●  | ●  | ●  | ○  | ○  | ○  | ★   |
| S3 | Lemos et al. [88]   | ●  | ●  | ●  | ●  | ●  | ●  | ○  | ●  | ●  | ★   |
| S4 | Wang et al. [170]   | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S5 | Yu et al. [183]     | ●  | ●  | ●  | ●  | ●  | ●  | ○  | ○  | ◁  | ○   |
| S6 | Sisman and Kak [159] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ◀   |
| S7 | Sirres et al. [156] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ★   |
| S8 | Haiduc et al. [57]  | ●  | ●  | ○  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S9 | Perez et al. [121]  | ●  | ●  | ●  | ●  | ●  | ●  | ○  | ○  | ○  | ○   |
| S10| Haiduc et al. [56]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S11| Kevic and Fritz [75] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S12| Hill et al. [62]    | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S13| Lemos et al. [89]   | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S14| Martie et al. [107] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S15| Lv et al. [102]     | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S16| Li et al. [92]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S17| Ge et al. [48]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S18| Dourdas et al. [42] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S19| Rahman and Roy [137]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S20| Zhang et al. [186]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S21| Sisman et al. [157] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S22| Rahman and Roy [135]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S23| Lapeña et al. [84]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ○   |
| S24| Wang et al. [166]   | ●  | ●  | ○  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S25| Rahman and Roy [138]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S26| Lin et al. [93]     | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S27| Yang and Tan [180]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S28| Howard et al. [65]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S29| Chaparro and Marcus [34]| ●  | ○  | ○  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S30| Gay et al. [47]     | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S31| Panchenko et al. [119]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S32| Mills et al. [114]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S33| Balachandran [15]   | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S34| Nie et al. [118]    | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S35| Huang et al. [69]   | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S36| Lu et al. [99]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S37| Li et al. [91]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S38| Rahman and Roy [134]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S39| Rahman et al. [139] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S40| Rahman and Roy [136]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S41| Raghothaman et al. [127]| ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |

Continued on next page
| ID  | Primary Study            | Q1 | Q2 | Q3 | Q4 | Q5 | Q6 | Q7 | Q8 | Q9 | Q10 |
|-----|-------------------------|----|----|----|----|----|----|----|----|----|-----|
| S42 | Lemos et al. [90]       | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S43 | Shepherd et al. [153]   | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S44 | Chaparro et al. [31]    | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S45 | Kevic and Fritz [74]    | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S46 | Gvero and Kuncak [53]   | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S47 | Kimmig et al. [79]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S48 | Wursch et al. [178]     | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S49 | Vinayakara et al. [165] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S50 | Marcus et al. [106]     | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S51 | Gibiec et al. [50]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●   |
| S52 | Dietrich et al. [40]    | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S53 | Jiang et al. [71]       | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S54 | Eddy et al. [43]        | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S55 | Chatterjee et al. [35]  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S56 | Wang et al. [171]       | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S57 | Zhang et al. [188]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S58 | Liu et al. [97]         | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S59 | Pérez et al. [122]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S60 | Lu et al. [98]          | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S61 | Kim and Lee [77]        | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S62 | Kim and Lee [78]        | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S63 | Huang et al. [67]       | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S64 | Pérez et al. [124]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S65 | Wu and Yang [177]       | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S66 | Cao et al. [25]         | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S67 | Lawrie and Binkley [86] | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S68 | Mills et al. [115]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S69 | Pérez et al. [125]      | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
| S70 | Da Silva et al. [38]    | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | ●  | □   |
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