On a Ramanujan type expansion of arithmetical functions
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Abstract
Srinivasa Ramanujan provided series expansions of certain arithmetical functions in terms of the exponential sum defined by
\[ c_r(n) = \sum_{(m,r) = 1}^{\infty} e^{2\pi i m n / r} \] in (Trans Cambridge Philos Soc 22(13):259–276, 1918). Here we give similar type of expansions in terms of the Cohen–Ramanujan sum defined by Cohen (Duke Math J 16(85–90):2, 1949) by
\[ c_r^s(n) = \sum_{(h,r^s)}^{r^s} e^{2\pi i h n / r^s}. \] We also provide some necessary and sufficient conditions for such expansions to exist.
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1 Introduction

The Ramanujan sum denoted by $c_r(n)$ is defined to be the sum of certain powers of a primitive $r$th root of unity. That is,

$$c_r(n) = \sum_{\substack{m=1 \\ (m,r)=1}}^{r} e^{2\pi i mn/r}$$  \hspace{1cm} (1)

where $r \in \mathbb{N}$ and $n \in \mathbb{Z}$. This sum appeared for the first time in a paper of Ramanujan [11], where he discussed series expansions of certain arithmetical functions in terms of these sums. These expansions were pointwise convergent. The series expansions he gave there were of the form

$$g(a) = \sum_{r=1}^{\infty} \hat{g}(r)c_r(a),$$  \hspace{1cm} (2)

with suitable coefficients $\hat{g}(r)$. In particular, he gave expansions like

$$d(n) = \sum_{r=1}^{\infty} \frac{\log r}{r} c_r(n)$$

and

$$\sigma(n) = \frac{\pi^2 n}{6} \sum_{r=1}^{\infty} \frac{c_r(n)}{r^2}$$

where $d(n)$ and $\sigma(n)$ are, respectively, the number of divisors and the sum of divisors of $n$. Though Ramanujan gave series expansions of some functions, no necessary or sufficient conditions were given by him to understand for what type of functions such an expansion may exist. Attempts on this direction were made by others later.

For an arithmetical function $g$, its mean value is defined by $M(g) = \lim_{x \to \infty} \frac{1}{x} \sum_{n \leq x} g(n)$, when the limit exists. Carmichael [2] proved the following identity for the Ramanujan sums which helps us to write down possible candidates for the Ramanujan coefficients of any given arithmetical function.

**Theorem 1.1** (Orthogonality Relation)

$$\lim_{x \to \infty} \frac{1}{x} \sum_{n \leq x} c_r(n)c_s(n) = \begin{cases} \phi(r), & \text{if } r = s \\ 0, & \text{otherwise.} \end{cases}$$
By applying the orthogonality relation to (2), we get \( \hat{g}(r) = \frac{M(g_{cr})}{\phi(r)} \) provided the mean value of \( g_{cr} \) exists. Thus Ramanujan expansions exist for those arithmetical functions for which the mean values \( M(g_{cr}) \) exist. Wintner proved \([7]\) later the following sufficient condition for the existence of the mean values.

**Theorem 1.2** Suppose that \( g(n) = \sum_{d|n} f(d) \), and that \( \sum_{n=1}^{\infty} \frac{|f(n)|}{n} < \infty \). Then \( M(g) = \sum_{n=1}^{\infty} \frac{f(n)}{n} \).

Delange \([6]\) improved the above result and proved the following giving another sufficient condition for the Ramanujan expansions to exist.

**Theorem 1.3** Suppose that \( g(n) = \sum_{d|n} f(d) \), and that \( \sum_{n=1}^{\infty} 2^{\omega(n)} \frac{|f(n)|}{n} < \infty \), where \( \omega(n) \) is the number of distinct prime divisors of \( n \). Then \( g \) admits a Ramanujan expansion with \( \hat{g}(q) = \sum_{n=1}^{\infty} \frac{f(qm)}{qm} \).

For a detailed discussion on the above results, please see \([12, \text{Chapter VIII}]\). Later, Lucht \([8]\) gave an alternate method to compute the Ramanujan coefficients.

**Theorem 1.4** \([8, \text{Theorem 1}]\) Let \( \hat{g} : \mathbb{N} \to \mathbb{C} \) be an arbitrary arithmetical function and \( \mu \) the usual Möbius function. The following are equivalent.

1. \( g(a) = \sum_{r=1}^{\infty} \hat{g}(r)c_{r}(a) \) converges (absolutely) for every \( a \in \mathbb{N} \).
2. \( \gamma(a) = a \sum_{r=1}^{\infty} \hat{g}(ar)\mu(r) \) converges (absolutely) for every \( a \in \mathbb{N} \).

In case of convergence, \( \gamma = \mu * g \).

By (2) of this theorem, the Ramanujan coefficients can be computed to be \( \hat{g}(n) = \sum_{a=n|a}^{\infty} \frac{(\mu * g)(a)}{a} \) \([8, \text{Equation 5}]\). In the same paper, he proved the following theorem to provide Ramanujan expansion to a class of additive functions.

**Theorem 1.5** Let \( g \in \mathcal{A} \), the set of all additive arithmetical functions. If the series \( \sum_{v=1}^{\infty} \frac{g(p^v)}{p^v} \) and \( \sum_{p} \sum_{v=1}^{\infty} \frac{g(p^v)}{p^v} \) converge then \( g \) has a pointwise convergent Ramanujan expansion (2) with coefficients

\[
\hat{g}(p^\alpha) = \frac{-g(p^{\alpha-1})}{p^\alpha} + \left(1 - \frac{1}{p}\right) \sum_{v \geq \alpha} \frac{g(p^v)}{p^v},
\]

\[
\hat{g}(1) = \sum_{p} \hat{g}(p),
\]

\( \hat{g}(n) = 0, \text{ otherwise.} \)
The key component of Ramanujan expansions is the Ramanujan sum and it has been generalized in many ways. The aim of this paper is to study the Ramanujan type expansions using a generalization of the Ramanujan sum given by E. Cohen in [4]. He defined the sum

\[ c_s^r(n) = \sum_{h=1 \atop (h,r)_s = 1}^r \frac{e^{2\pi i nh}}{r^s}, \quad (3) \]

where \((a, b)_s\) is the generalized gcd of \(a\) and \(b\) (see the definition in the next section). We call this henceforth as the Cohen–Ramanujan sum. When \(s = 1\), this reduces to the Ramanujan sum.

We will call such expansions by the name Cohen–Ramanujan expansion. We provide expansions for two well-known arithmetical functions using this generalization. We also provide some conditions for such expansions to exist following the method of arguments given by Lucht in [8] and [9]. In fact, we will be proving two theorems analogous to Theorems 1.4 and 1.5 appearing in [8]. Our expansions and results, as in the case of most of the existing results related to the usual Ramanujan sum, deal only with pointwise convergence of such expansions.

We would like to remark that some other generalizations also exist for the Ramanujan sum. A few such generalizations were given by Cohen himself [5], M. Sugunamma [13], C. S. Venkataraman and Sivaramakrishnan [14] and Chidambaraswamy [3].

2 Notations and basic results

Most of the notations, functions and identities we mention in this paper are standard and can be found in [1] or [10]. However, for the sake of completeness, we restate some of them below.

For two arithmetical functions \(f\) and \(g\), \(f * g\) denotes their Dirichlet convolution (Dirichlet product). Then the Möbius inversion formula states that \(f(n) = \sum_{d \mid n} g(d) \iff g(n) = \sum_{d \mid n} f(d)\mu\left(\frac{n}{d}\right) = f * \mu\).

An arithmetical function \(g\) is said to be additive if \(g(mn) = g(m) + g(n)\) for coprime positive integers \(m\) and \(n\). \(A\) denotes the set of all additive arithmetical functions. \(P^*\) denotes the set of all prime powers \(p^\alpha\) with \(\alpha \in \mathbb{N}\).

By \(\xi_q^s(n)\), we mean the function

\[ \xi_q^s(n) = \begin{cases} q^s, & \text{if } q^s \mid n \\ 0, & \text{otherwise}. \end{cases} \]

It was proved by Cohen in [4] that

\[ \sum_{r \mid q} c_s^r(n) = \xi_q^s(n). \quad (4) \]
For $s \in \mathbb{N}$, the generalized GCD function $(a, b)_s$ gives the largest $d^s$, where $d \in \mathbb{N}$ such that $d^s | a$ and $d^s | b$. For $s > 1$, a positive integer $m$ is $s$–power free if no $p^s$ divides $m$, where $p$ is prime.

**Definition 2.1** For $s \in \mathbb{N}$, $\tau_s(n)$ gives the number of $d^s \mid n$, where $d^s \in \mathbb{N}$. That is $\tau_s(n) = \sum \limits_{d^s \mid n} 1$.

For $k, n \in \mathbb{N}$, $\sigma_{k,s}(n)$ is the sum of $k$th powers of the divisors of $n$.

**Definition 2.2** Let $k, s \in \mathbb{N}$. The generalized sum of divisors function $\sigma_{k,s}(n)$ is given by $\sigma_{k,s}(n) = \sum \limits_{d^s \mid n} (d^s)^k$.

Note that this function is different from $\sigma_{k,s}$. But $\sigma_{k,1} = \sigma_k$.

Using the identity $c^s_r(n) = \sum \limits_{d \mid r} \mu(r/d)d^s$ given by Cohen in [4], we see that for fixed $s$, $n \in \mathbb{N}$, $c^s_r(n)$ is bounded since $|c^s_r(n)| \leq \sum \limits_{d \mid r} d^s \leq \sigma_{1,s}(n)$.

The unit function $u$ is an arithmetical function such that $u(n) = 1$ for all $n$. By $\zeta(s)$, we mean the Riemann Zeta function. By [1, Example 1, Theorem 11.5], we have

$$\sum \limits_{n=1}^{\infty} \frac{\mu(n)}{n^s} = \frac{1}{\zeta(s)} \text{ if } \text{Re}(s) > 1. \tag{6}$$

### 3 Main Results

We begin with giving the Cohen–Ramanujan expansion of $\tau_s$. Here we use elementary number theoretic techniques to establish the result.

**Theorem 3.1** For $s > 1$, we have $\tau_s(n) = \zeta(s) \sum \limits_{r=1}^{\infty} \frac{c^s_r(n)}{r^s}$.

**Proof** Using (5), we have $c^s_r(n) = \sum \limits_{d \mid r} \mu(r/d)d^s = \sum \limits_{d^s \mid n} \mu(q)d^s$.

Now consider the sum

$$\sum \limits_{r=1}^{\infty} \frac{c^s_r(n)}{r^s} = \sum \limits_{r=1}^{\infty} \sum \limits_{d^s \mid q} \mu(q)d^s = \sum \limits_{q=1}^{\infty} \sum \limits_{d^s \mid n} \mu(q)d^s = \sum \limits_{q=1}^{\infty} \frac{\mu(q)}{q^s} \sum \limits_{d^s \mid n} 1 = \frac{1}{\zeta(s)} \tau_s(n).$$
The last step follows from identity (6). Thus \( \tau_s(n) = \zeta(s) \sum_{r=1}^{\infty} \frac{c_r^s(n)}{r^s} \). Since \( s > 1 \) and \( |c_r^s(n)| \leq \sigma_{1,s}(n) \), the sum \( \sum_{r=1}^{\infty} \frac{c_r^s(n)}{r^s} \) converges absolutely. \( \square \)

**Note 3.2** In [11], Ramanujan showed that, \( d(n) = \sum_{r=1}^{\infty} \frac{\log r}{r} c_r(n) \). Though \( \tau_s \) becomes \( d \) when \( s = 1 \), the above result cannot be reduced to the Ramanujan’s result because in our case above, we require \( s \) to be greater than 1.

We derive the following Cohen–Ramanujan expansion for \( \sigma_{k,s} \).

**Theorem 3.3** For \( k, s \geq 1 \), we have \( \sigma_{k,s}(n) n^{ks} = \zeta((k + 1)s) \sum_{r=1}^{\infty} \frac{c_r^s(n^s)}{r^{(k+1)s}} \).

**Proof**

We have \( \sigma_{k,s}(n) n^{ks} = \sum_{d \mid n} d^{ks} n^{ks} = \sum_{n=dq} \left( \frac{n}{q} \right)^{ks} = \sum_{q \mid n^s} \frac{1}{q^{ks}} = \sum_{q=1}^{\infty} \frac{1}{q^{ks}} \zeta_q^s(n^s) \).

Now by equation (4),

\[
\frac{\sigma_{k,s}(n)}{n^{ks}} = \sum_{q=1}^{\infty} \frac{1}{q^{(k+1)s}} \sum_{r \mid q} c_r^s(n^s) = \sum_{q=1}^{\infty} \frac{1}{q^{(k+1)s}} \sum_{r \mid m} c_r^s(n^s) = \sum_{r=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{(k+1)s}} c_r^s(n^s) = \sum_{m=1}^{\infty} \frac{1}{m^{(k+1)s}} \sum_{r=1}^{\infty} c_r^s(n^s) = \zeta((k + 1)s) \sum_{r=1}^{\infty} \frac{c_r^s(n^s)}{r^{(k+1)s}}.
\]

The above sum converges absolutely since \( s > 1 \) and \( |c_r^s(n^s)| \leq \sigma_{1,s}(n^s) \). \( \square \)

**Note 3.4** Since \( \sigma_{k,s}(n) = \sum_{d \mid n} d^{ks} = \sum_{d \mid n^s} (d^n)^k = \sigma_{k,s}(n^s) \), the above gives an expansion for \( \frac{\sigma_{k,s}(n^s)}{n^{ks}} \) also.

**Note 3.5** If \( n = m^s n_1 \), where \( n_1 \) is an \( s \)-power free positive integer, then \( \sigma_{k,s}(n) = \sigma_{k,s}(n_1) \). Hence \( \sigma_{k,s} \) depends only on the \( s \)-power part in its argument.

**Note 3.6** When \( s = 1 \), the above reduces to the expansion \( \frac{\sigma_k(n)}{n^k} = \zeta(k + 1) \sum_{r=1}^{\infty} \frac{c_r(n)}{r^{k+1}} \) given by Ramanujan in [11].

\( \Diamond \) Springer
Our next result is crucial in establishing the existence of the Cohen–Ramanujan expansions for certain class of additive functions.

**Theorem 3.7** Let $g : \mathbb{N} \to \mathbb{C}$ be an arbitrary arithmetical function. Then the following are equivalent.

(i) $g(a) = \sum_{r=1}^{\infty} \hat{g}(r)c_r^s(a^s)$ converges absolutely for every $a \in \mathbb{N}$.

(ii) $\gamma(a) = a^s \sum_{m=1}^{\infty} \hat{g}(am)\mu(m)$ converges absolutely for every $a \in \mathbb{N}$.

In case of convergence, $\gamma = \mu * g$.

**Proof** We have, by (5) $c_r^s(a^s) = \sum_{d|a} \mu\left(\frac{a}{d}\right)d^s = \sum_{d|a} \mu\left(\frac{a}{d}\right)\xi_d^s(r^s)$

$$= \sum_{d|a} f(d), \text{ where } f(d) = \mu\left(\frac{a}{d}\right)\xi_d^s(r^s).$$

By Möbius inversion, $\sum_{d|a} c_r^s(d^s)\mu\left(\frac{a}{d}\right) = f(a) = \mu\left(\frac{a}{d}\right)\xi_d^s(r^s)$

$$= \begin{cases} a^s \mu\left(\frac{a}{d}\right), & \text{if } a^s | r^s \\ 0, & \text{otherwise.} \end{cases}$$

Now we prove that $(i) \Rightarrow (ii)$.

Suppose $g(a) = \sum_{r=1}^{\infty} \hat{g}(r)c_r^s(a^s)$ converges absolutely for every $a \in \mathbb{N}$.

Then

$$\mu * g(a) = \sum_{d|a} \mu\left(\frac{a}{d}\right)g(d) = \sum_{d|a} \mu\left(\frac{a}{d}\right)\sum_{r=1}^{\infty} \hat{g}(r)c_r^s(d^s) = \sum_{r=1}^{\infty} \hat{g}(r)\sum_{d|a} c_r^s(d^s)\mu\left(\frac{a}{d}\right)$$

$$= \sum_{r=1}^{\infty} \hat{g}(r)a^s \mu\left(\frac{r}{a}\right) = \sum_{r=1}^{\infty} \hat{g}(r)a^s \mu\left(\frac{r}{a}\right) = \gamma(a).$$

From this, we get $\gamma(a) = a^s \sum_{m=1}^{\infty} \hat{g}(am)\mu(m)$ and

$$a^s \sum_{m=1}^{\infty} |\hat{g}(am)\mu(m)| \leq \sum_{r=1}^{\infty} \sum_{d|a} |\hat{g}(r)\mu\left(\frac{a}{d}\right)c_r^s(d^s)| \leq \sum_{d|a} \sum_{r=1}^{\infty} |\hat{g}(r)c_r^s(d^s)|$$

which converges by the assumption. Thus $\gamma(a) = a^s \sum_{m=1}^{\infty} \hat{g}(am)\mu(m)$ converges absolutely.

To prove that $(ii) \Rightarrow (i)$, suppose that $\gamma(a) = a^s \sum_{m=1}^{\infty} \hat{g}(am)\mu(m)$ converges absolutely for every $a \in \mathbb{N}$. 
Now \( u \ast \gamma(a) = \sum_{d \mid a} \gamma(d)u\left(\frac{a}{d}\right) = \sum_{d \mid a} \gamma(d) = \sum_{d \mid a} d^s \sum_{m=1}^{\infty} g(dm)\mu(m) \)

\[ = \sum_{d \mid a} d^s \sum_{r=1}^{\infty} \tilde{g}(r)\mu\left(\frac{r}{d}\right) \]

\[ = \sum_{r=1}^{\infty} \tilde{g}(r) \sum_{d \mid a} d^s \mu\left(\frac{r}{d}\right) \]

\[ = \sum_{r=1}^{\infty} \tilde{g}(r) \sum_{d' \mid a'} d'^s \mu\left(\frac{r}{d'}\right) \]

\[ = \sum_{r=1}^{\infty} \tilde{g}(r)c_r^s(a^s) = g(a). \]

That is

\[ g(a) = \sum_{r=1}^{\infty} \tilde{g}(r)c_r^s(a^s) = \sum_{d \mid a} d^s \sum_{m=1}^{\infty} \tilde{g}(dm)\mu(m) \]

and it converges absolutely.

Let us see how to use the above theorem to deal with \( \tau_s \).

**Example 3.8** Let \( g(a) = \frac{\tau_s(a^s)}{\zeta(s)} \). By abuse of notation, let \( \tilde{g}(r) = \frac{1}{r^s} \). Then

\[ \gamma(a) = a^s \sum_{m=1}^{\infty} \tilde{g}(am)\mu(m) \]

\[ = a^s \sum_{m=1}^{\infty} \frac{1}{(am)^s}\mu(m) \]

\[ = \sum_{m=1}^{\infty} \frac{\mu(m)}{m^s} \]

\[ = \frac{1}{\zeta(s)} \text{ (by identity (6))} \]

and so \( \gamma(a) \) exists. By Theorem 3.7, \( \tilde{g}(a) = \sum_{r=1}^{\infty} \tilde{g}(r)c_r^s(a^s) \) converges absolutely. So

\[ \sum_{r=1}^{\infty} \frac{1}{r^s} c_r^s(a^s) = \frac{\tau_s(a^s)}{\zeta(s)}, \]

giving an expansion for \( \tau_s \). This expansion is in agreement with what we proved in Theorem 3.1.
Example 3.9 Let \( g(a) = \frac{\sigma_{ks}(a)}{a^s} \) and (once again, by abuse of notation) let \( \hat{g}(r) = \frac{\zeta(k+1)}{r^{(k+1)s}} \). Then

\[
\gamma(a) = a^s \sum_{m=1}^{\infty} \hat{g}(am) \mu(m) 
= a^s \sum_{m=1}^{\infty} \frac{\zeta(k+1)}{(am)^{(k+1)s}} \mu(m) 
= \frac{\zeta(k+1)}{(a)^{ks}} \sum_{m=1}^{\infty} \frac{\mu(m)}{m^{(k+1)s}} 
= \frac{\zeta(k+1)}{(a)^{ks}} \frac{1}{\zeta((k+1)s)} \text{ (by identity (6)).}
\]

Thus \( \gamma(a) \) exists. By Theorem 3.7, \( g(a) = \sum_{r=1}^{\infty} \hat{g}(r)c_r^s(a^s) \) converges absolutely. Hence \( \sum_{r=1}^{\infty} \hat{g}(r)c_r^s(a^s) = \sum_{r=1}^{\infty} \frac{\zeta(k+1)}{r^{(k+1)s}} c_r^s(a^s) = \frac{\sigma_{ks}(a)}{a^s} \) has an absolutely convergent expansion.

Now we give a sufficient condition for the existence of Cohen–Ramanujan expansions of certain class of additive arithmetical functions.

Theorem 3.10 Let \( g \in \mathcal{A} \). If the series \( \sum_{v=1}^{\infty} \frac{g(p^v)}{p^{vs}} \) and \( \sum_{p} \sum_{v=1}^{\infty} \frac{g(p^v)}{p^{vs}} \) converge then \( g \) has a pointwise convergent Cohen–Ramanujan expansion with coefficients

\[
\hat{g}(p^\alpha) = -\frac{g(p^{\alpha-1})}{p^{\alpha s}} + \left( 1 - \frac{1}{p^s} \right) \sum_{v \geq \alpha} \frac{g(p^v)}{p^{vs}} 
\hat{g}(1) = \sum_{p} \hat{g}(p) 
\hat{g}(n) = 0, \text{ otherwise.}
\]

Proof We use the notation \( \hat{g} \) to denote an arithmetical function with definition as given in the statement of the theorem and show later that they are indeed the Cohen–Ramanujan coefficients of \( g \). To begin with, we verify the convergence of the RHS of the first two coefficients. Since \( \sum_{v=1}^{\infty} \frac{g(p^v)}{p^{vs}} \) converges, \( \hat{g}(p^\alpha) = -\frac{g(p^{\alpha-1})}{p^{\alpha s}} + \left( 1 - \frac{1}{p^s} \right) \sum_{v \geq \alpha} \frac{g(p^v)}{p^{vs}} \) exists. Now, since \( g \) is additive, \( g(1) = 0 \) and so
\[ \widehat{g}(1) = \sum_p \widehat{g}(p) = \sum_p \left( -\frac{g(1)}{p^s} + \left( 1 - \frac{1}{p^s} \right) \sum_{v=1}^{\infty} \frac{g(p^v)}{p^{vs}} \right), \text{ where } s \geq 1 \]

\[ = \sum_p \left( 1 - \frac{1}{p^s} \right) \sum_{v=1}^{\infty} \frac{g(p^v)}{p^{vs}} \text{ exists.} \]

Also \( \widehat{g}(n) = 0 \) if \( n \notin \mathbb{P}^* \cup \{1\} \) exists.

Consider the action of \( \mu \ast g \) on prime powers.

\[ \mu \ast g(p^\alpha) = \sum_{d | p^\alpha} \mu(d)g \left( \frac{p^\alpha}{d} \right) = \mu(1)g(p^\alpha) + \mu(p)g(p^{\alpha-1}) \]

\[ = g(p^\alpha) - g(p^{\alpha-1}). \]

Since \( g \) is an additive function, \( \mu \ast g(1) = \mu(1)g(1) = 0. \)

Let \( n = p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k} \), where \( p_i \) are distinct primes and \( k \geq 2 \). Then,

\[ \mu \ast g(n) = \sum_{d | n} \mu(d)g \left( \frac{n}{d} \right) \]

\[ = \mu(1)g(p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}) + \mu(p_1)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_1} \right) \]

\[ + \mu(p_2)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_2} \right) + \cdots + \mu(p_k)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_k} \right) \]

\[ + \mu(p_1 p_2)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_1 p_2} \right) + \mu(p_1 p_3)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_1 p_3} \right) \]

\[ + \cdots + \mu(p_{k-1} p_k)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_{k-1} p_k} \right) + \cdots + \mu(p_1 p_2 \cdots p_k)g \left( \frac{p_1^{r_1} p_2^{r_2} \cdots p_k^{r_k}}{p_1 p_2 \cdots p_k} \right) \]

\[ = \sum_{i=1}^{k} \left( \binom{k-1}{0} g(p_i^{r_i}) - \binom{k-1}{1} g(p_i^{r_i-1}) + \cdots + (-1)^{k-1} \binom{k-1}{k-1} g(p_i^{r_i-k+1}) \right) \]

\[ - \sum_{i=1}^{k} \left( \binom{k-1}{0} g(p_i^{r_i-1}) - \binom{k-1}{1} g(p_i^{r_i-2}) + \cdots + (-1)^{k-1} \binom{k-1}{k-1} g(p_i^{r_i-k}) \right) \]

\[ = \sum_{i=1}^{k} (1 + 1)^{k-1} g(p_i^{r_i}) - \sum_{i=1}^{k} (1 + 1)^{k-1} g(p_i^{r_i-1}) \]

\[ = 0. \]

Thus \( \mu \ast g(a) = \begin{cases} g(p^\alpha) - g(p^{\alpha-1}), & \text{if } a = p^\alpha \in \mathbb{P}^* \\ 0, & \text{otherwise.} \end{cases} \)
Now consider the sum $\gamma(a) = a^s \sum_{n=1}^{\infty} \hat{g}(an)\mu(n)$.

Then, $\gamma(1) = \sum_{n=1}^{\infty} \hat{g}(n)\mu(n)$

$$= \hat{g}(1)\mu(1) + \sum_{p} \hat{g}(p)\mu(p)$$

$$= \hat{g}(1) - \sum_{p} \hat{g}(p)$$

$$= 0, \text{ by assumption.}$$

$\gamma(p^\alpha s) = p^{\alpha s} \sum_{n=1}^{\infty} \hat{g}(p^{\alpha n})\mu(n)$

$$= p^{\alpha s} \left( \hat{g}(p^\alpha)\mu(1) + \hat{g}(p^{\alpha+1})\mu(p) \right)$$

$$= p^{\alpha s} \left( \hat{g}(p^\alpha) - \hat{g}(p^{\alpha+1}) \right)$$

$$= p^{\alpha s} \left( \left( \frac{-g(p^{\alpha-1})}{p^{\alpha s}} + \left( 1 - \frac{1}{p^s} \right) \sum_{v \geq \alpha} \frac{g(p^v)}{p^{vs}} \right) \right.$$}

$$- \left( \frac{-g(p^\alpha)}{p^{(\alpha+1)s}} + \left( 1 - \frac{1}{p^s} \right) \sum_{v \geq \alpha+1} \frac{g(p^v)}{p^{vs}} \right) \right)$$

$$= p^{\alpha s} \left( \left( \frac{-g(p^{\alpha-1})}{p^{\alpha s}} + \frac{g(p^\alpha)}{p^{(\alpha+1)s}} + \left( 1 - \frac{1}{p^s} \right) \frac{g(p^\alpha)}{p^{\alpha s}} \right) \right)$$

$$= g(p^\alpha) - g(p^{\alpha-1}).$$

If $a \notin \mathbb{P}^* \cup \{1\}$, then $\hat{g}(a) = 0$. Therefore $\gamma(a) = a^s \sum_{n=1}^{\infty} \hat{g}(an)\mu(n) = 0$.

Hence $\gamma(a) = \mu * g(a)$, converges absolutely. By Theorem 3.7, $g(a)$ converges absolutely with Cohen–Ramanujan coefficients $\hat{g}(a)$, which we have defined as in the statement of the theorem in the beginning of the proof.

\[ \square \]

## 4 Further directions

In addition to the expansions mentioned above, in [11], Ramanujan derived expansion for the Euler totient function $\phi$. It is possible that using our techniques given above, we may get expansions for the Jordan totient function defined as $J_s(n) = n^s \prod_{p | n} \left( 1 - \frac{1}{p^s} \right)$

and the Klee’s function defined as $\Phi_s(n) = n \prod_{p^{\prime} | n} \prod_{p \text{ prime}} \left( 1 - \frac{1}{p^s} \right)$, which behave very much similar to the Euler totient function, but has some sth power in their closed form formulae to deal with. We further feel that our techniques can be used to find such
expansions using some other generalizations of the Ramanujan sum and various other such type of sums.
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