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Abstract. In the present paper, we consider the following Kirchhoff type problem

\[
\begin{cases}
-\left( a + \lambda \int_{\mathbb{R}^N} |\nabla u|^2 dx \right) \Delta u + V(x)u = |u|^{2^* - 2}u & \text{in } \mathbb{R}^N, \\
u \in D^{1,2}(\mathbb{R}^N),
\end{cases}
\]

where \( a \) is a positive constant, \( \lambda \) is a positive parameter, \( V \in L^{\frac{N}{2}}(\mathbb{R}^N) \) is a given nonnegative function and \( 2^* \) is the critical exponent. The existence of bounded state solutions for Kirchhoff type problem with critical exponents in the whole \( \mathbb{R}^N (N \geq 5) \) has never been considered so far. We obtain sufficient conditions on the existence of bounded state solutions in high dimension \( N \geq 4 \), and especially it is the first time to consider the case when \( N \geq 5 \) in the literature.

1. Introduction and main results. In the present paper, we consider the existence of bounded state solutions for the Kirchhoff type problem

\[
\begin{cases}
-\left( a + \lambda \int_{\mathbb{R}^N} |\nabla u|^2 dx \right) \Delta u + V(x)u = |u|^{2^* - 2}u & \text{in } \mathbb{R}^N, \\
u \in D^{1,2}(\mathbb{R}^N),
\end{cases}
\]

(\( SK^* \))

where \( a \) is a positive constant, \( \lambda \) is a positive parameter, \( V \in L^{\frac{N}{2}}(\mathbb{R}^N) \) is a given nonnegative function and \( 2^* = \frac{2N}{N - 2} \), \( (N \geq 4) \), is the critical exponent.

When \( \lambda = 0 \), this problem reduces to the scalar field equation. A large number of papers have been published about the scalar field equation both in \( H^1(\mathbb{R}^N) \) and in \( D^{1,2}(\mathbb{R}^N) \). Felmer et al. [6] obtained some monotonicity properties for ground states of the scalar field equation with subcritical exponent. Benci and Cerami [2] studied the existence of bounded state solutions for the scalar field equation with critical exponents.
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* Corresponding author.
Recently, the following Kirchhoff type problem with critical exponent in $\mathbb{R}^3$
\[
\begin{aligned}
-\left(a+b\int_{\mathbb{R}^3}|\nabla u|^2\,dx\right)\Delta u + V(x)u &= f(x,u) + u^5 \quad \text{in } \mathbb{R}^3, \\
u u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\] (1.1)
has been widely studied by many authors under different conditions on $V$ and $f$. We refer the readers to [1, 4, 7, 8, 11, 12, 13, 17, 21, 22, 23, 24] for related results.

However, quite a few papers have been published about this problem in 4 dimension. In Naimen [18], the author considered the following Kirchhoff type problem
\[
\begin{aligned}
-\left(a+b\int_{\Omega}|\nabla u|^2\,dx\right)\Delta u &= \nu u^q + \mu u^3, \quad u > 0 \quad \text{in } \Omega, \\
u u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
where $\Omega \subset \mathbb{R}^4$ is a bounded domain with smooth boundary $\partial \Omega$. The author obtained some existence results with some suitable conditions on $a, \nu, \mu > 0, b \geq 0$ and $1 \leq q < 3$. Naimen [18] is the first author investigating the Kirchhoff type problem with critical exponent in 4 dimension. We refer the readers to [9, 10, 14, 15, 16] for related results.

As we all know, the existence of bounded state solutions for Kirchhoff type problems with critical exponents in the whole $\mathbb{R}^N (N \geq 4)$ has never been considered so far. To state our result, we denote the best Sobolev constant for the embedding $D^{1,2}(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N)$ by $S$. We also denote the norm in $L^p(\mathbb{R}^N)$ by $|\cdot|_p$.

When $N = 4$, we have the following result.

**Theorem 1.1.** Let $a > 0$, $N = 4$ and $V \in L^2(\mathbb{R}^4)$ be a nonnegative function. If the following inequalities hold,
\[
0 < \lambda < S^{-2} \quad \text{and} \quad 0 < |V|_2 < \left(\sqrt{2} - 1\right) aS,
\] (1.2)
then problem $(SK^*)$ has at least one bounded state solution.

**Remark 1.2.** It should be mentioned that the basic idea in the proof follows from those in Benci and Cerami [2] and Xie et al. [25]. For problem $(SK^*)$ with $a = 1, \lambda = 0$ in 4 dimension, Benci and Cerami [2] obtained a positive solution under the following assumptions: $V(x) \geq 0$ for any $x \in \mathbb{R}^4$, there exist two positive constants $p_1 < 2 < p_2$ such that
\[
V \in L^p(\mathbb{R}^4) \quad \text{for all } p \in [p_1, p_2]
\] (1.3)
and $0 < |V|_2 < (\sqrt{2} - 1)S$. Clearly, our theorem improves the main result in Benci and Cerami [2] when $N = 4$.

For $N \geq 5$, if we set
\[
\Lambda_0 := \frac{2}{N-2} \left(\frac{N-4}{N-2}\right)^{\frac{N-4}{2}} S^{-\frac{N}{2}} a^{-\frac{N-4}{4}},
\] (1.4)
then we have the following result.

**Theorem 1.3.** Let $a > 0$, $N \geq 5$ and $V \in L^{\frac{N}{2}}(\mathbb{R}^N)$ be a nonnegative function. There exist two positive constants $\mu := \mu(a, N) < 1/2 \Lambda_0$ and $\nu := \nu(a, N, \lambda)$ such that problem $(SK^*)$ has at least two bounded state solutions for $\Lambda_0 - \mu < \lambda < \Lambda_0$ and $0 < |V|_2^{\frac{N}{2}} < \nu$. 
Remark 1.4. To the best of our knowledge, our theorem is the first result concerning about the bounded state solutions of Kirchhoff type problems with critical exponents in \( \mathbb{R}^N \), \( N \geq 5 \). Compared with Benci and Cerami [2], we obtain two distinct bounded state solutions which are quite different from those of \( N = 3 \) and \( 4 \). Actually, in view of the corresponding energy functional, the interaction between the nonlocal term \( \|u\|_{D^{1,2}}^4 \) and the critical non-linearity \( |u|^{2^*}_2 \) is crucial. If \( N \geq 5 \) holds, then the critical exponent \( 2^* \) is strictly less than 4. The limit equation \((SK^*)\) with \( V \equiv 0 \) has two positive solutions (see Figure 3 in Remark 2.5), which are two minimum points of two parts in the Nehari manifold and one of the solutions is the least energy solution for some suitable \( \lambda \) (see Propositions 2.8-2.10). As Naimen pointed out in Remark 4.4 of [18], the least energy level can be negative (see the end of Remark 2.4). Moreover, the Nehari manifold will be a bounded set in \( D^{1,2}(\mathbb{R}^N) \). All these phenomena will appear when \( N \geq 5 \). We believe that it is an interesting and important feature of Kirchhoff type problems in high dimension.

If the parameter \( \lambda \) is suitably large, then we have the following nonexistence result.

**Theorem 1.5.** Let \( a > 0 \) and \( V \in L^{\frac{N}{2}}(\mathbb{R}^N) \) be a nonnegative function. If one of the following cases holds,

(i) \( N = 4 \) and \( \lambda > S^{-2} \);
(ii) \( N \geq 5 \) and \( \lambda > \Lambda_0 \);

then problem \((SK^*)\) has no nontrivial solution.

**Remark 1.6.** Now, we have partially solved the existence of nontrivial solutions for the Kirchhoff type problem \((SK^*)\). When \( N = 4 \), it follows from Theorem 1.1 and Theorem 1.5 that problem has at least one nontrivial solution for \( 0 < \lambda < S^{-2} \); and problem has no nontrivial solution for \( \lambda > S^{-2} \). We do not know what will happen for \( \lambda = S^{-2} \). So does the case when \( N \geq 5 \) and \( \lambda = \Lambda_0 \). Because of the limitation of our methods and technique, Theorem 1.3 only obtains nontrivial solutions for problem \((SK^*)\) with \( \Lambda_0 - \mu < \lambda < \Lambda_0 \). A natural and interesting question is whether we can establish multiplicity theorems for problem \((SK^*)\) with small positive parameter \( \lambda \). We guess that the answer to the above problem is positive. The main difficulties when we investigate problem \((SK^*)\) are that for Kirchhoff type problems with critical exponents, it is not easy to verify a range where Palais-Smale condition holds, especially when the energy level may be negative.

This paper is organized as follows. In Section 2, we give the variational setting for our problem and investigate the solutions for the limit equation of \((SK^*)\). After that, we prove that problem \((SK^*)\) can not be solved by minimization on Nehari manifold. At the end of Section 2, we prove our Theorem 1.5 indirectly. In Section 3, by a description of Palais-Smale sequences, we obtain a local compactness result Proposition 3.2 with \( N = 4 \) and a global compactness result Proposition 3.3 with \( N \geq 5 \). By a standard argument, we obtain the existence of the bounded state solutions in Section 4. In Section 5, we prove some necessary lemmas, which have been used in our main context.

2. Preliminaries. In this section, we give the variational setting for problem \((SK^*)\) and some basic information on the limit equation of \((SK^*)\). The main works in this paper are considered in the Hilbert space \( D^{1,2}(\mathbb{R}^N) = \{ u \in L^2(\mathbb{R}^N) : \)
\(|\nabla u| \in L^2(\mathbb{R}^N)\) with the inner product and norm, respectively,

\[(u, v)_{D^{1,2}} = \int_{\mathbb{R}^N} \nabla u \nabla v dx, \quad \|u\|_{D^{1,2}} = (u, u)_{D^{1,2}}^{\frac{1}{2}}.\]

As we know, the following classical Schrödinger equation

\[\begin{cases}
-\Delta u = |u|^{2^*-2} u & \text{in } \mathbb{R}^N, \\
u \in D^{1,2}(\mathbb{R}^N),
\end{cases}\]  

\((S^*)\)

has been well studied. On the one hand, positive solutions must be the form

\[U_{\delta,y}(x) = \frac{[N(N-2)]^{\frac{N-2}{4}}}{(\delta + |x-y|^2)^{\frac{N-2}{4}}} , \quad \delta > 0, \quad y \in \mathbb{R}^N.\]  

\((2.1)\)

This class of functions achieves the best Sobolev constant \(S\),

\[S := \inf_{u \in D^{1,2}(\mathbb{R}^N) \setminus \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 dx}{(\int_{\mathbb{R}^N} |u|^2 dx)^{\frac{1}{2}}};\]  

\((2.2)\)

and \(S = |U_{\delta,y}|^{\frac{2}{2^*}} = \|U_{\delta,y}\|_{D^{1,2}}^{\frac{2}{2^*}}.\) On the other hand, infinitely many sign-changing solutions are obtained by Ding [5] when \(N \geq 3\).

Through out this paper, we define a positive constant \(c_{a,\lambda,4}^*\) by

\[c_{a,\lambda,4}^* := \frac{(aS)^2}{4(1 - \lambda S^2)}.\]

The limit equation of \((SK^*)\) is

\[\begin{cases}
-\left( a + \lambda \int_{\mathbb{R}^N} |\nabla u|^2 dx \right) \Delta u = |u|^{2^*-2} u & \text{in } \mathbb{R}^N, \\
u \in D^{1,2}(\mathbb{R}^N),
\end{cases}\]  

\((SK^*_\infty)\)

Now the functionals \(I\) and \(I_\infty\) related to \((SK^*)\) and \((SK^*_\infty)\) are introduced, respectively,

\[I(u) = \frac{a}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx + \frac{\lambda}{4} \left( \int_{\mathbb{R}^N} |\nabla u|^2 dx \right)^2 + \frac{1}{2} \int_{\mathbb{R}^N} V(x) u^2 dx - \frac{1}{2} \int_{\mathbb{R}^N} |u|^2 dx,\]

\[I_\infty(u) = \frac{a}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx + \frac{\lambda}{4} \left( \int_{\mathbb{R}^N} |\nabla u|^2 dx \right)^2 - \frac{1}{2} \int_{\mathbb{R}^N} |u|^2 dx.\]

Firstly, we will consider the existence of positive and sign-changing solutions for this limit equation \((SK^*_\infty)\) with \(N \geq 4\), which is heavily dependent on the dimension \(N\) and the parameter \(\lambda\). What should be mentioned is that the case when \(N = 3\) has been considered in Xie et al. [25]. Before that, we need the following lemma.

**Lemma 2.1.** For \(N \geq 4, a, \lambda > 0\). Set

\[g(t) = \lambda S^\frac{N}{2} t^2 - t^{2^*-2} + a, \quad t \geq 0.\]

Then \(g(t) = 0\) has a unique solution \(K_-\) if and only if either \(N = 4\) and \(\lambda < S^{-2}\) or \(N \geq 5\) and \(\lambda = \Lambda_0\). Moreover, \(g(t) = 0\) has two different solutions \(K_-\) and \(K_+\), \((0 < K_- < K_+)\) if and only if \(N \geq 5\) and \(\lambda < \Lambda_0\). These results are also valid for

\[f(t) = \lambda S^\frac{N}{2} t^2 - t^{2^*-2} + aS^\frac{N}{2}, \quad t \geq 0.\]
Proof. We only prove our results for $g$. When $N = 4$, one obtains
\[ g(t) = -(1 - \lambda S^2) t^2 + a. \]
It is easy to prove that $g(t) = 0$ has a unique positive solution
\[ K_- = \sqrt{\frac{a}{1 - \lambda S^2}} \] (2.3)
if and only if $\lambda < S^{-2}$. When $N \geq 5$, we know $0 < \frac{4}{N-2} \leq \frac{4}{3}$. Moreover, $g(0) = a$ and $g(t) \to \infty$ as $t \to \infty$. It is easy to prove that
\[ K_{\text{min}} = \left( \frac{2}{N-2} \right)^{\frac{N-2}{N-1}} (\lambda S^\frac{2}{N})^{-\frac{N-2}{(N-1)N}} \] (2.4)
is the unique global minima point of $g$. Thus $\min_{t \geq 0} g(t) = g(K_{\text{min}}) = 0$ if and only if $\lambda = \Lambda_0$. Moreover,
there exist $0 < K_- < K_{\text{min}} < K_+$ such that $g(K_-) = g(K_+) = 0$ \iff $\lambda < \Lambda_0$.
This completes the proof. \qed

**Proposition 2.2.** Assume that $a > 0$ and $\lambda > 0$ hold. Then we have the following results:

(a) Problem $(SK^*_\infty)$ has at least a positive solution if and only if either $N = 4$ and $\lambda < S^{-2}$ or $N \geq 5$ and $\lambda \leq \Lambda_0$.

(b) If $N = 4$ and $\lambda \geq \frac{1}{2}S^{-2}$ or $N \geq 5$ and $\lambda > \frac{1}{2}\Lambda_0$ hold, then problem $(SK^*_\infty)$ admits no sign-changing solutions.

Proof. (a) On the one hand, if $w$ is a positive solution of problem $(S^*)$, then there exists at least one positive constant $t$ such that $u = tw$ solves problem $(SK^*_\infty)$. Actually, if $u = tw$ solves problem $(SK^*_\infty)$, then one obtains
\[ -(a + \lambda t^2 \|w\|^2_{D^1,2}) t \Delta w = t^{2^* - 1} w^{2^* - 1}. \]
Combining the uniqueness of positive solutions for problem $(S^*)$ and $\|w\|^2_{D^1,2} = S^{\frac{2}{N}}$, then
\[ \lambda S\frac{2}{N} t^2 - t^{\frac{1}{N}} + a = 0; \]
namely $g(t) = 0$. If $N = 4$ and $\lambda < S^{-2}$ or $N \geq 5$ and $\lambda \leq \Lambda_0$ hold, then we get the existence of the constant $t$ by Lemma 2.1.

On the other hand, if $u$ is a positive solution of problem $(SK^*_\infty)$, then
\[ w = (a + \lambda \|u\|^2_{D^1,2})^{-\frac{N-2}{N}} u \] (2.5)
is also a positive solution of problem $(S^*)$. It follows from the uniqueness of positive solutions for problem $(S^*)$ and $\|w\|^2_{D^1,2} = S^{\frac{2}{N}}$ that there exists at least a $\xi = \|u\|_{D^1,2} > 0$ solving the following problem
\[ t^2 = (a + \lambda t^2)^{-\frac{N-2}{N}} S^{\frac{2}{N}}; \]
namely
\[ \lambda S\frac{2}{N} t^2 - t^{\frac{1}{N}} + aS^{\frac{2}{N}} = 0. \] (2.6)
In other words, $f(t) = 0$ has at least a positive solution $\xi$. By Lemma 2.1, we have $N = 4$ and $\lambda < S^{-2}$ or $N \geq 5$ and $\lambda \leq \Lambda_0$. 

**Theorem 2.3.** Assume that $a > 0$ and $\lambda > 0$ hold. Then we have the following results:

(a) Problem $(SK^*_\infty)$ has at least a positive solution if and only if either $N = 4$ and $\lambda < S^{-2}$ or $N \geq 5$ and $\lambda \leq \Lambda_0$.

(b) If $N = 4$ and $\lambda \geq \frac{1}{2}S^{-2}$ or $N \geq 5$ and $\lambda > \frac{1}{2}\Lambda_0$ hold, then problem $(SK^*_\infty)$ admits no sign-changing solutions.
(b) Arguing indirectly, if \( u \) is a sign-changing solution of problem \((SK_\infty^+)\), then \( w = (a + \lambda \|u\|_{D_1,2}^2)^{-\frac{N-2}{2}} u \) is also a sign-changing solution of problem \((S^+)\). With the help of \( \|w\|_{D_1,2}^2 \geq 2S^\frac{N}{2} \), we know
\[
\|u\|_{D_1,2}^2 \geq 2S^\frac{N}{2} \left(a + \lambda \|u\|_{D_1,2}^2\right)^{\frac{N-2}{2}},
\]
which implies that
\[
\lambda S^{\frac{N}{2}} \|u\|_{D_1,2}^2 - 2^{-\frac{N-2}{2}} \|u\|_{D_1,2}^\frac{N}{2} + aS^{\frac{N}{2}} \leq 0. \tag{2.7}
\]
If \( N = 4 \) holds, then
\[
\left(\lambda S^2 - \frac{1}{2}\right) \|u\|_{D_1,2}^2 + aS^2 \leq 0,
\]
which is impossible because of \( \lambda \geq \frac{1}{2}S^{-2} \). If \( N \geq 5 \) holds, then
\[
f_1(t) := \lambda S^{\frac{N}{2}} t^2 - 2^{-\frac{N-2}{2}} t^{N-2} + aS^{\frac{N}{2}}.
\]
Clearly, \( \xi_{\text{min}} = \left(\frac{N-2}{2} 2\frac{2}{N} \lambda S^{\frac{N}{2}}\right)^{-\frac{N-2}{2}} \) is the unique global minima point of \( f_1 \). It follows from \( \lambda > \frac{1}{2} \Lambda_0 \) that
\[
\min_{t \geq 0} f_1(t) = f_1(\xi_{\text{min}}) > 0,
\]
which contradicts with (2.7). \( \Box \)

**Remark 2.3.** If \( N = 4 \) and \( \lambda < S^{-2} \) hold, then it follows from the proof of (a) in Proposition 2.2 that problem \((SK_\infty^+)\) has a positive least energy solution (unique up to translation and scaling)
\[
\varphi_{\delta,y} := K_-U_{\delta,y} = \sqrt{\frac{a}{1 - \lambda S^2}} U_{\delta,y}, \tag{2.8}
\]
where \( K_- \) is the positive solution of \( g(t) = 0 \) in Lemma 2.1. In fact, the energy of this positive solution is
\[
\begin{align*}
I_\infty(\varphi_{\delta,y}) &= I_\infty(\varphi_{\delta,y}) - \frac{1}{4}(I_\infty'(\varphi_{\delta,y}), \varphi_{\delta,y}) = \frac{a}{4} K^2 \|U_{\delta,y}\|_{D_1,2}^2 = \frac{(aS)^2}{4(1 - \lambda S^2)} = c_{\alpha,\lambda}^\delta. 
\end{align*}
\tag{2.9}
\]
Moreover, let \( u_s \) be a sign-changing solution of problem \((SK_\infty^+)\). Then it follows from (2.7) that
\[
\|u_s\|_{D_1,2}^2 \geq \frac{2aS^2}{1 - 2\lambda S^2} > \frac{2aS^2}{1 - \lambda S^2},
\]
which implies
\[
I_\infty(u_s) = I_\infty(u_s) - \frac{1}{4}(I'_\infty(u_s), u_s) = \frac{a}{4} \|u_s\|_{D_1,2}^2 \geq \frac{(aS)^2}{2(1 - \lambda S^2)} = 2c_{\alpha,\lambda}^\delta. \tag{2.10}
\]
This, combined with (2.9), gives that the unique positive solution \( \varphi_{\delta,y} \) is the least energy solution. Actually, there is no essential difference between \( N = 4 \) in the above situation and \( N = 3 \) in Proposition 2.1 of Xie et al. [25]. The constant \( c_{\alpha,\lambda}^\delta \) has also been given in Naimen [18].
Remark 2.4. Problem \((SK_\infty^*)\) with \(N \geq 5\) will be quite different from those of \(N = 3\) and \(4\). If \(N \geq 5\) and \(\lambda = \Lambda_0\) hold, then problem \((SK_\infty^*)\) has only one nontrivial solution
\[
\varphi_{\delta,y} := K \min U_{\delta,y} = \left( \frac{2}{N-2} \right)^{\frac{N-2}{N-4}} (\Lambda_0 S_N^N)^{-\frac{N-2}{N-4}} U_{\delta,y}.
\] (2.11)

If \(N \geq 5\) and \(\lambda < \Lambda_0\) hold, this problem \((SK_\infty^*)\) will be more complicated. Problem \((SK_\infty^*)\) has two positive solutions and one of them must be the least energy solution. In fact, if \(N \geq 5\) and \(\lambda < \Lambda_0\) hold, in this case, we denote the positive solutions of the following problem
\[
f(t) = \lambda S \frac{N}{\lambda} t^2 - t^{2^* - 2} + a S \frac{N}{\lambda} = 0
\] (2.12)
by \(\xi_1\) and \(\xi_2\) \((0 < \xi_1 < \xi_2)\). Thus there exist two positive solutions \((\varphi^\pm)\) of problem \((SK_\infty^*)\) satisfying \(\|\varphi^-\|_{D^{1,2}} = \xi_1\) and \(\|\varphi^+\|_{D^{1,2}} = \xi_2\). More precisely,
\[
\varphi^-_{\delta,y} := K_- U_{\delta,y} \quad \text{and} \quad \varphi^+_{\delta,y} := K_+ U_{\delta,y},
\] (2.13)
where \(K_\pm\) are the positive solutions of \(g(t) = 0\) in Lemma 2.1. If \(\lambda < \frac{1}{2} \Lambda_0\) and \(u_s\) is a sign-changing solution of problem \((SK_\infty^*)\), then we denote the positive solutions of the following problem
\[
f_1(t) = \lambda S \frac{N}{\lambda} t^2 - 2 \frac{N}{\lambda} t^{2^* - 2} + a S \frac{N}{\lambda} = 0
\] (2.14)
by \(\varsigma_1\) and \(\varsigma_2\) \((0 < \varsigma_1 < \varsigma_2)\). Obviously, \(\xi_1 < \varsigma_1 < \varsigma_2 < \xi_2\). Noting (2.7), one obtains \(\varsigma_1 \leq \|u_s\|_{D^{1,2}} \leq \varsigma_2\). Set
\[
I_\infty(u) = I_\infty(u) - \frac{1}{2} \langle I_\infty'(u), u \rangle = \frac{1}{N} a \|u\|_{D^{1,2}}^2 - \frac{N-4}{4N} \lambda \|u\|_{D^{1,2}}^4 := I_\infty(\|u\|_{D^{1,2}}),
\] (2.15)
where
\[
I_\infty(t) = \frac{1}{N} a t^2 - \frac{N-4}{4N} \lambda t^4 \quad \text{for} \quad t \geq 0.
\]
It is easy to prove that \(I_\infty\) achieves its maximum at \(t_{\text{max}}^2 = \frac{2a}{(N-4)\lambda}\). If \(N \geq 6\) holds, then it follows from \(I_\infty(t) > 0\) for \(t \in (0, t_{\text{max}})\) and \(\xi_1^2 < \frac{2a}{(N-4)\lambda} < \xi_2^2\) that
\[
I_\infty(\xi_1) > 0, \quad \text{i.e.,} \quad I_\infty(\varphi^-) > 0.
\]
Moreover, by
\[
\xi_1^2 + \xi_2^2 - \frac{4a}{(N-4)\lambda} > 0 \quad \text{(seeLemma 5.1)}
\]
we obtain
\[
I_\infty(\xi_2) < I_\infty(\xi_1) \quad \text{and} \quad I_\infty(\xi_2) < I_\infty(\|u_s\|_{D^{1,2}});
\]
namely
\[
I_\infty(\varphi^+) < I_\infty(\varphi^-) \quad \text{and} \quad I_\infty(\varphi^+) < I_\infty(u_s).
\]
If \(N = 5\) holds, it follows from \(\xi_1^2 < \frac{2a}{(N-4)\lambda} < \xi_2^2\) and \(I_\infty(t) > 0\) for \(t \in (0, t_{\text{max}})\) that
\[
I_\infty(\varphi^-) > 0 \quad \text{and} \quad \min \{I_\infty(\varphi^+), I_\infty(\varphi^-)\} < I_\infty(u_s).
\]
Either \(\varphi^-\) or \(\varphi^+\) must be the least energy solution. Through out this paper, we only consider the case where \(\varphi^+\) is the least energy solution. Since the other case can be dealt with similarly. It should be mentioned that both of them can be the least energy solution for some \(\lambda_0\) at the same time and we only avoid those \(\lambda_0\).

Thus, for \(N \geq 5\), we know that \(\varphi^+\) is the least energy solution. We define
\[
I_\infty(\varphi^-_{\delta,y}) := c_{-}^{a,\lambda,N} > 0 \quad \text{and} \quad I_\infty(\varphi^+_{\delta,y}) := c_{+}^{a,\lambda,N}.
\] (2.16)
As Naimen pointed out in Remark 4.4 of [18], the least energy level \( c_{+}^{a,\lambda,N} \) can be negative. For example, when \( N = 6 \), by direct calculations, we can obtain the following results

\[
\varphi_{\delta,y}^{-} = K_{-}U_{\delta,y} = \frac{1 - \sqrt{1 - 4a\lambda S^3}}{2\lambda S^3}U_{\delta,y}; \quad \varphi_{\delta,y}^{+} = K_{+}U_{\delta,y} = \frac{1 + \sqrt{1 - 4a\lambda S^3}}{2\lambda S^3}U_{\delta,y}
\]

and

\[
I_{\infty}(\varphi_{\delta,y}^{-}) = \frac{6a\lambda S^3 - 1 + \sqrt{1 - 4a\lambda S^3}}{24\lambda S^3}\left(\frac{1 - \sqrt{1 - 4a\lambda S^3}}{2\lambda S^3}\right)^2 = c_{-}^{a,\lambda,6} > 0;
\]

\[
I_{\infty}(\varphi_{\delta,y}^{+}) = \frac{6a\lambda S^3 - 1 - \sqrt{1 - 4a\lambda S^3}}{24\lambda S^3}\left(\frac{1 + \sqrt{1 - 4a\lambda S^3}}{2\lambda S^3}\right)^2 = c_{+}^{a,\lambda,6}.
\]

Obviously, for some suitable \( \lambda \), then one can easily see \( c_{+}^{a,\lambda,6} < 0 \).

**Remark 2.5.** As to problem \((SK^*_{\infty})\) with \( N = 3 \), from Xie et al. [25], we obtain the following branching diagram, in which the blue one is the positive solution and the red one is a sign-changing solution of \((SK^*_{\infty})\).

![Figure 1. N=3.](image1)

When \( N = 4 \), we will have a similar bifurcation result from Proposition 2.2 and Remark 2.3. Note that \( u_s \) is a sign-changing solution of \((S^*\)).

![Figure 2. N=4.](image2)
However, by Proposition 2.2 and Remark 2.4, problem $(SK^*_\infty)$ in high dimension will be quite different from those of $N = 3$ and 4.

We set the Nehari manifolds as follows,

\[
N^N_N := \{ u \in D^{1,2}(\mathbb{R}^N) \setminus \{0\} : (I_\infty(u), u) = 0 \};
\]

\[
N_{N,\pm}^\infty := \left\{ u \in N^N_N : \pm \left( a \|u\|_{D^{1,2}}^2 + 3\lambda \|u\|_{D^{1,2}}^4 - (2^* - 1)\|u\|_{2^*}^2 \right) > 0 \right\};
\]

\[
N^N_N := \{ u \in D^{1,2}(\mathbb{R}^N) \setminus \{0\} : (I'(u), u) = 0 \};
\]

and

\[
N_{N,\pm} := \left\{ u \in N^N_N : \pm \left( a \|u\|_{D^{1,2}}^2 + \int V(x)u^2 + 3\lambda \|u\|_{D^{1,2}}^4 - (2^* - 1)\|u\|_{2^*}^2 \right) > 0 \right\}.
\]

It is easy to see that

\[
N^N_N = N^{N,-}_N, \quad N^{N,+}_N = \emptyset \quad \text{and} \quad \varphi_{\delta,y}^+ \in N^{N,-}_N,
\]

where $\varphi^-$ is defined in (2.8). Moreover, if $N \geq 5$ and $0 < \lambda < \Lambda_0$ hold, then

\[
N^{N,-}_N \cup N^{N,+}_N \subset N^{N}_N, \quad \varphi_{\delta,y}^- \in N^{N,-}_N \quad \text{and} \quad \varphi_{\delta,y}^+ \in N^{N,+}_N,
\]

where $\varphi^\pm$ are defined in (2.13).

**Lemma 2.6.** Assume that $V \in L^2(\mathbb{R}^4)$. Then, for any $u \in N^{N,-}_N$, there exists a unique constant $t_u^- \geq 1$ such that $t_u^- u \in N^{N,-}_N$. Moreover, for any $u \in N^{N,-}_N$, there exists a unique constant $0 < t_u^N \leq 1$ such that $t_u^N u \in N^{N,-}_N$.

**Proof.** It follows from $u \in N^{N,-}_N$ that

\[
\int_{\mathbb{R}^4} |u|^4dx - \lambda \left( \int_{\mathbb{R}^4} |\nabla u|^2dx \right)^2 = a \int_{\mathbb{R}^4} |\nabla u|^2dx > 0,
\]

which implies that

\[
\frac{dI(tu)}{dt} = at \int_{\mathbb{R}^4} |\nabla u|^2dx + t \int_{\mathbb{R}^4} V(x)u^2dx + \lambda t^3 \left( \int_{\mathbb{R}^4} |\nabla u|^2dx \right)^2 - t^3 \int_{\mathbb{R}^4} |u|^4dx = 0
\]
has a unique positive solution
\[ t_u^- = \sqrt{1 + \frac{\int_{R^l} V(x) u^2 dx}{a \int_{R^l} |\nabla u|^2 dx}}. \] (2.18)

Equivalently, \( t_u^\pm u \in \mathcal{N}^{4,-} \). Similarly, taking
\[ t_\infty = \sqrt{\frac{a \int_{R^l} |\nabla u|^2 dx + \int_{R^l} V(x) u^2 dx}{a \int_{R^l} |\nabla u|^2 dx}}. \] (2.19)
we have \( t_\infty^- u \in \mathcal{N}^{4,-}_\infty \). This completes the proof. \( \square \)

**Lemma 2.7.** Assume that \( N \geq 5 \) and \( V \in L^\frac{N}{N-2}(\mathbb{R}^N) \). Then, for any \( u \in \mathcal{N}^{N,\pm} \), there exist two constants \( t_\infty^- \leq t_\infty^+ \) such that \( t_\infty^\pm u \in \mathcal{N}^{N,\pm}_\infty \). Moreover, there exists \( \nu_1 := \nu_1(a, N, \lambda) > 0 \) such that \( t_\phi^\pm \varphi_{\delta,y}^\pm \in \mathcal{N}^{N,\pm} \) for any \( V \in L^\frac{N}{N-2}(\mathbb{R}^N) \) with \( |V|_\frac{N}{N-2} < \nu_1 \), where \( \varphi^\pm \) are defined in (2.13) and \( t_\phi^\pm \geq 1 \) are two constants.

**Proof.** It follows from \( u \in \mathcal{N}^{N,\pm}_\infty \) that
\[
\begin{align*}
&\begin{cases}
\lambda u\|u\|^4_{D^1,1} t^2 - |u|_{2^*}^2 t^{2^*-2} + a\|u\|_{D^1,2}^2 = 0; \\
3\lambda \|u\|^4_{D^1,1} - (2^*-1)|u|_{2^*}^2 + a\|u\|_{D^1,2}^2 + \int_{R^N} V(x) u^2 dx < 0.
\end{cases}
\end{align*}
\]
These imply that
\[ \lambda\|u\|^4_{D^1,1} t^2 - |u|_{2^*}^2 t^{2^*-2} + a\|u\|_{D^1,2}^2 = 0 \]
has two different positive solutions \( t_1 \) and \( t_2 \), \((1 \leq t_1 \leq t_2)\). Set \( t_\infty^- = t_1 \), then \( t_\infty^- u \in \mathcal{N}^{N,\pm}_\infty \). Similarly, it follows from \( u \in \mathcal{N}^{N,\pm}_\infty \) that
\[
\begin{align*}
&\begin{cases}
\lambda u\|u\|^4_{D^1,1} t^2 - |u|_{2^*}^2 t^{2^*-2} + a\|u\|_{D^1,2}^2 = 0; \\
3\lambda \|u\|^4_{D^1,1} - (2^*-1)|u|_{2^*}^2 + a\|u\|_{D^1,2}^2 + \int_{R^N} V(x) u^2 dx > 0.
\end{cases}
\end{align*}
\]
These imply that
\[ \lambda\|u\|^4_{D^1,1} t^2 - |u|_{2^*}^2 t^{2^*-2} + a\|u\|_{D^1,2}^2 = 0 \]
has two different positive solutions \( t_1' \) and \( t_2' \), \((1' \leq t_1' \leq t_2')\). Set \( t_\infty^+ = t_2' \), then \( t_\infty^+ u \in \mathcal{N}^{N,\pm}_\infty \). Obviously, if \( \int_{R^N} V(x) u^2 dx \to 0 \), then \( t_\infty^- \to 1 \).

Noting \( \varphi_{\delta,y}^- \) is defined in (2.13), then \( \varphi_{\delta,y}^- \in \mathcal{N}^{N,\pm}_\infty \) and
\[\begin{align*}
&\begin{cases}
\lambda \|\varphi_{\delta,y}^-\|^4_{D^1,1} - |\varphi_{\delta,y}^-|_{2^*}^2 + a\|\varphi_{\delta,y}^-\|_{D^1,2}^2 = 0; \\
3\lambda \|\varphi_{\delta,y}^-\|^4_{D^1,1} - (2^*-1)|\varphi_{\delta,y}^-|_{2^*}^2 + a\|\varphi_{\delta,y}^-\|_{D^1,2}^2 < 0.
\end{cases}
\end{align*}\] (2.20)
According to
\[ \int_{R^N} V(x) |\varphi_{\delta,y}^-|^2 dx \leq S^{-1} |V|_\frac{N}{N-2} \|\varphi_{\delta,y}^-\|^2_{D^1,2} \]
and (2.20), if \( |V|_\frac{N}{N-2} \) is suitably small, then
\[ \lambda \|\varphi_{\delta,y}^-\|^4_{D^1,2} t^2 - |\varphi_{\delta,y}^-|_{2^*}^2 t^{2^*-2} + a\|\varphi_{\delta,y}^-\|_{D^1,2}^2 + \int_{R^N} V(x) |\varphi_{\delta,y}^-|^2 dx = 0 \]
has two different positive solutions \( t_3 \) and \( t_4 \), \((1 \leq t_3 < t_4)\). Set \( t_\infty^- = t_3 \), then \( t_\infty^- \varphi_{\delta,y}^- \in \mathcal{N}^{N,\pm}_\infty \). Similarly, for \( \varphi_{\delta,y}^+ \) defined in (2.13), we know \( \varphi_{\delta,y}^+ \in \mathcal{N}^{N,\pm}_\infty \) and
\[\begin{align*}
&\begin{cases}
\lambda \|\varphi_{\delta,y}^+\|^4_{D^1,1} - |\varphi_{\delta,y}^+|_{2^*}^2 + a\|\varphi_{\delta,y}^+\|_{D^1,2}^2 = 0; \\
3\lambda \|\varphi_{\delta,y}^+\|^4_{D^1,1} - (2^*-1)|\varphi_{\delta,y}^+|_{2^*}^2 + a\|\varphi_{\delta,y}^+\|_{D^1,2}^2 > 0.
\end{cases}
\end{align*}\]
If $|V|_\frac{2}{N}$ is suitably small, then

$$
\lambda \|\varphi_{\delta,y}\|_{D^{1,2}}^2 t^2 - |\varphi_{\delta,y}^+|^2_2 t^{2^*-2} + a \|\varphi_{\delta,y}^+\|_{D^{1,2}}^2 + \int_{\mathbb{R}^N} V(x) |\varphi_{\delta,y}^+|^2 dx = 0
$$

has two different positive solutions $t'_3$ and $t'_4$, $(1 \leq t'_3 < t'_4)$. Set $t'_\varphi = t'_4$, then $t'_\varphi \varphi_{\delta,y}^+ \in \mathcal{N}^{N,+}$. Obviously, if $\int_{\mathbb{R}^N} V(x) |\varphi_{\delta,y}^+|^2 dx \to 0$, then $t'_\varphi \to 1$. This completes the proof.

From the above two lemmas, we can define

$$
m_{\infty,-}^N := \inf_{u \in \mathcal{N}^{N,-}_\infty} I_\infty(u), \quad m_{N,-} := \inf_{u \in \mathcal{N}^{N,-}} I(u) \quad \text{for} \quad N \geq 4 \quad (2.21)
$$

and

$$
m_{\infty,+}^N := \inf_{u \in \mathcal{N}^{N,+}_\infty} I_\infty(u), \quad m_{N,+} := \inf_{u \in \mathcal{N}^{N,+}} I(u) \quad \text{for} \quad N \geq 5. \quad (2.22)
$$

When $N = 4$, we can easily obtain the following result.

**Proposition 2.8.** Let $a > 0$, $0 < \lambda < S^{-2}$ and $V \in L^2(\mathbb{R}^4)$ be a nonnegative function. Then the relation $m_{\infty}^{N,-} = m_{\infty}^{N,-} = c_{a,\lambda,N}^{-}$ holds and $m_{\infty}^{N,-}$ is not attained.

This proof is similar to that of the next Proposition 2.9 or Proposition 2.5 in Xie et al. [25]. So we omit it here. When $N \geq 5$, the following two results can be proved.

**Proposition 2.9.** Let $a > 0$, $N \geq 5$ and $V \in L^\frac{N}{N-4}(\mathbb{R}^N)$ be a nonnegative function. Then there exist two positive constants $\mu_1 := \mu_1(a,N)$ and $\nu_1 := \nu_1(a,N,\lambda)$ such that the relation $m_{\infty}^{N,-} = m_{\infty}^{N,-} = c_{a,\lambda,N}^{-}$ holds for $\lambda_0 - \mu_1 < \lambda < \lambda_0$ and $0 < |V|_\frac{2}{N} < \nu_1$. Moreover, $m_{\infty}^{N,-}$ is not attained.

**Proof.** Firstly, we show $m_{\infty}^{N,-} = c_{a,\lambda,N}^{-}$. Because of $\varphi_{\delta,y}^- \in \mathcal{N}^{N,-}_{\infty}$, then

$$
m_{\infty}^{N,-} = \inf_{u \in \mathcal{N}^{N,-}_{\infty}} I_\infty(u) \leq I_\infty(\varphi_{\delta,y}^-) = c_{a,\lambda,N}^{-}.
$$

Hence, $m_{\infty}^{N,-} \leq c_{a,\lambda,N}^{-}$. It follows from $u \in \mathcal{N}^{N,-}_{\infty}$ that

$$
\begin{align*}
& a \|u\|_{D^{1,2}}^2 + \lambda \|u\|_{D^{1,2}}^4 = \|u\|_{2^*}^2 \leq S^{-\frac{2}{2^*}} \|u\|_{D^{1,2}}^2; \\
& a \|u\|_{D^{1,2}}^2 + 3\lambda \|u\|_{D^{1,2}}^4 < (2^* - 1)\|u\|_{2^*}^2 \leq (2^* - 1)S^{-\frac{2}{2^*}} \|u\|_{D^{1,2}}^2.
\end{align*}
$$

According to (2.23) and Lemma 5.2, one obtains

$$
\begin{align*}
& f(\|u\|_{D^{1,2}}) = \lambda S^2 \|u\|_{D^{1,2}}^2 - \|u\|_{D^{1,2}}^{2^* - 2} + a S^2 \leq 0; \\
& f_2(\|u\|_{D^{1,2}}) = 3\lambda S^2 \|u\|_{D^{1,2}}^2 - (2^* - 1)\|u\|_{D^{1,2}}^{2^* - 2} + a S^2 < 0,
\end{align*}
$$

which imply that $\xi_1 \leq \|u\|_{D^{1,2}} < \xi_4$, where $\xi_i$ are defined in Lemma 5.2. It follows from (5.9) that

$$
I_\infty(u) = \frac{1}{N} a \|u\|_{D^{1,2}}^2 - \frac{N - 4}{4N} \lambda \|u\|_{D^{1,2}}^4 = I(\|u\|_{D^{1,2}}) \geq I(\xi_1) = c_{a,\lambda,N}^{-}.
$$

Thus $m_{\infty}^{N,-} = c_{a,\lambda,N}^{-}$.

Secondly, we show $m_{\infty}^{N,-} = m_{N,-}$. On the one hand, by Lemma 2.7, for any $u \in \mathcal{N}^{N,-}_\infty$, there exists $t^\infty \leq 1$ such that $t^\infty \in \mathcal{N}^{N,-}_\infty$ and then

$$
m_{\infty}^{N,-} \leq I_\infty(t^\infty u) \leq I(t^\infty u) \leq \max_{0 \leq t \leq 1} I(tu) = I(u).
$$
Then there exist two positive constants \(\mu\). Proposition 2.10. Let \(m_{N^+} = m_{N^-} \leq m_{N^-}\). On the other hand, \(m_{N^+} \leq m_{N^-}\) needs to be proved. By Lemma 2.7, take the sequence \(u_n = t_n \phi_{\delta,z_n} \in \mathcal{A}_{N^-}\) with \(\phi_{\delta,z_n}\) defined by (2.13), \(\{z_n\} \subset \mathbb{R}^N\) such that \(|z_n| \to \infty\) as \(n \to \infty\) and \(t_n = t_{\phi_{\delta,z_n}}\). We need to show

\[
\lim_{n \to \infty} I(u_n) = m_{N^-}. \tag{2.24}
\]

Obviously, \(\|\phi_{\delta,z_n}\|^2_{D^{1,2}} = K^2 S^2\). It follows from Lemma 2.13 in \([20]\) and \(\phi_{\delta,z_n} \to 0\) as \(n \to \infty\) weakly in \(D^{1,2} (\mathbb{R}^N)\) that

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} V(x)|\phi_{\delta,z_n}|^2 dx = 0. \tag{2.25}
\]

Therefore, to prove (2.24), we only need to show \(t_n \to 1\) as \(n \to \infty\), which is obvious because of Lemma 2.7 and (2.25). Then \(m_{N^+} = m_{N^-}\) has been proved.

Lastly, we show that \(m_{N^-}\) is not attained. Arguing indirectly, assuming \(v_0 \in \mathcal{A}_{N^-}\) such that \(I(v_0) = m_{N^-} = m_{N^-}\), by Lemma 2.7, there exists \(t_\infty \leq 1\) such that \(t_\infty v_0 \in \mathcal{A}_{N^+}\). Then

\[
m_{N^-} \leq I(t_\infty v_0) = \frac{a}{2} \|t_\infty v_0\|^2_{D^{1,2}} + \frac{\lambda}{4} \|t_\infty v_0\|^4_{D^{1,2}} - \frac{1}{2} \|t_\infty v_0\|_{2^*}^2,
\]

\[
\leq \frac{a}{2} \|t_\infty v_0\|^2_{D^{1,2}} + \frac{1}{2} \int_{\mathbb{R}^N} V(x)(t_\infty v_0)^2 dx + \frac{\lambda}{4} \|t_\infty v_0\|^4_{D^{1,2}} - \frac{1}{2} \|t_\infty v_0\|_{2^*}^2,
\]

\[
= I(t_\infty v_0) \leq \max_{0 \leq t \leq 1} I(tv_0) = I(v_0) = m_{N^-} = m_{N^-},
\]

which implies that \(t_\infty = 1\) and

\[
\int_{\mathbb{R}^N} V(x)|v_0|^2 dx = 0. \tag{2.26}
\]

Thus \(v_0 \in \mathcal{A}_{N^-}\) and \(I_\infty (v_0) = m_{N^-}\). By Remark 2.4 and the uniqueness of the family realizing \(c_{a,\Lambda,\lambda}^{-}\), \(v_0(\cdot) = \phi_{\delta,x_0}(\cdot) > 0\), where \(\phi_{\delta,x_0}\) is defined in (2.13) for some \(\delta > 0\) and \(x_0 \in \mathbb{R}^N\), we have

\[
\int_{\mathbb{R}^N} V(x)|v_0|^2 dx = \int_{\mathbb{R}^N} V(x)|\phi_{\delta,x_0}|^2 dx > 0,
\]

contradicting with (2.26). This completes the proof. \(\square\)

**Proposition 2.10.** Let \(a > 0\), \(N \geq 5\) and \(V \in L^\infty (\mathbb{R}^N)\) be a nonnegative function. Then there exist two positive constants \(\mu_1 := \mu_1 (a,N)\) and \(\nu_1 := \nu_1 (a,N,\lambda)\) such that the relation \(m_{N^+} = m_{N^-} = c_{a,\Lambda,\lambda}^{-}\) holds for \(\Lambda_0 - \mu_1 < \lambda < \Lambda_0\) and \(0 < |V|_{\frac{2}{2}} < \nu_1\). Moreover, \(m_{N^+}^{-}\) is not attained.

**Proof.** This proof is mainly similar to that of Proposition 2.9. Firstly, we show \(m_{N^-}^{+} = c_{a,\Lambda,\lambda}^{+}\). It follows from \(\phi_{\delta,y} \in \mathcal{A}_{N^+}\) that

\[
m_{N^-}^{+} = \inf_{u \in \mathcal{A}_{N^+}} I_\infty (u) \leq I_\infty (\phi_{\delta,y}^{-}) = c_{a,\Lambda,\lambda}^{+}.
\]

Hence, \(m_{N^-}^{+} \leq c_{a,\Lambda,\lambda}^{-}\). For any \(u \in \mathcal{A}_{N^-}\), one has

\[
\begin{aligned}
&\left\{\begin{array}{l}
a\|u\|^2_{D^{1,2}} + \lambda \|u\|^4_{D^{1,2}} = |u|^2_{2^*} \leq S^{-\frac{2}{2^*}} \|u\|^2_{2^*}, \\
a\|u\|^2_{D^{1,2}} + 3\lambda \|u\|^4_{D^{1,2}} > (2^* - 1)|u|^2_{2^*}.
\end{array}\right.
\end{aligned}
\]
Lemma 5.2. This, combined with Lemma 5.2, gives

\[ I_\infty(u) = \frac{1}{N} \epsilon_1 \|u\|_{D_1^2}^N - \frac{4 - 4}{4N} \lambda \|u\|_{D_1^2}^4 = I(\|u\|_{D_1^2}) \geq \mathcal{I}(\xi_2) = c^*_{+N}. \]

Thus \( m^{N,+}_\infty = c^*_{+N}. \)

Secondly, we show \( m^{N,+}_\infty = m^{N,+}. \) On the one hand, by Lemma 2.7, for any \( u \in \mathcal{N}^{N,+} \), there exists \( t^*_+ \geq 1 \) such that \( I_{t^*_+}(u) \leq I_\infty(tu) \leq I_{\infty}(u) \leq I(u) \).

The arbitrariness of \( u \) from \( \mathcal{N}^{N,+} \) deduces \( m^{N,+}_\infty \leq m^{N,+}. \) On the other hand, \( m^{N,+} \leq m^{N,+}_\infty \) needs to be proved. By Lemma 2.7, consider the sequence \( u_n = t_n \varphi_{\delta_n}^+ \in \mathcal{N}^{N,+} \), with \( \varphi_{\delta_n}^+ \) defined by (2.13), \( \{z_n\} \subset \mathbb{R}^N \) such that \( |z_n| \to \infty \) as \( n \to \infty \) and \( t_n = t^*_{\varphi_{\delta_n}^+}. \) Applying a similar argument as that of (2.24), we can obtain

\[ \lim_{n \to \infty} I(u_n) = m^{N,+}_\infty. \]

Then \( m^{N,+} = m^{N,+}_\infty \) has been proved.

Lastly, we show that \( m^{N,+} \) is not attained. Arguing indirectly, assuming \( v_0 \in \mathcal{N}^{N,+} \) such that \( I(v_0) = m^{N,+} = m^{N,+}_\infty \), by Lemma 2.7, there exists \( t^*_+ \geq 1 \) such that \( I_{t^*_+}(v_0) \in \mathcal{N}^{N,+}. \) Then

\[
m^{N,+}_\infty \leq I_{t^*_+}(v_0) = \frac{a}{2} \|t^*_+ v_0\|_{D_1^2}^2 + \frac{\lambda}{4} \|t^*_+ v_0\|_{D_1^2}^4 - \frac{1}{2} \|t^*_+ v_0\|_{H^2}^2 \leq I_{t^*_+}(u_0) = m^{N,+}_\infty,
\]

which implies that \( t^*_+ = 1 \) and \( \int_{\mathbb{R}^N} V(x) |v_0|^2 dx = 0. \) Similarly to the proof of Proposition 2.9, we can get a contradiction. This completes the proof.

Proof of Theorem 1.5. If either \( N = 4 \) and \( \lambda > S^{-2} \) or \( N \geq 5 \) and \( \lambda > \Lambda_0 \) hold, then with the help of Lemma 2.1, one obtains

\[ f(t) = \lambda S \frac{N}{N-2} t^2 - t^{2^*-2} + aS \frac{N}{N-2} > 0 \]

for all \( t \geq 0. \) On the other hand, if \( u_0 \) is a nontrivial solution of problem \( (SK^*) \), then

\[ (a + \lambda \|u_0\|_{H^1}^2) \|u_0\|_{D_1^2}^2 + \int_{\mathbb{R}^N} V(x) |u_0|^2 dx = |u_0|_{H_2^2}^2. \]

It follows from \( V(x) \geq 0 \) that

\[ (a + \lambda \|u_0\|_{H^1}^2) \|u_0\|_{D_1^2}^2 \leq S^{-2^*} \|u_0\|_{H_2^2}^2. \]

Setting \( t_0 = \|u_0\|_{D_1^2} > 0 \), we have

\[ f(t_0) = \lambda S \frac{N}{N-2} t_0^2 - t_0^{2^*-2} + aS \frac{N}{N-2} \leq 0, \]

which is impossible. The proof is completed. \( \square \)
3. Compactness results. In this section, we investigate the behavior of Palais-\-Smale sequences of $I$. The following proposition is a description of Palais-\-Smale sequences of $I$, which comes from Proposition 5.1 in Xie et al. [25].

**Proposition 3.1.** Under the assumption $V \in L^{\frac{4}{3}}(\mathbb{R}^N)$, let $\{u_n\}$ be a Palais-\-Smale sequence of $I$. Then $\{u_n\}$ has a subsequence which strongly converges in $D^{1,2}(\mathbb{R}^N)$, or, otherwise, replacing $\{u_n\}$ if necessary by a subsequence, there exist a function $u_0 \in D^{1,2}(\mathbb{R}^N)$, a number $A \in \mathbb{R}$, a number $l \in \mathbb{N}$, $l$ sequences of number $\{\sigma_n^i\} \subset \mathbb{R}^+$, points $\{y_n^i\} \subset \mathbb{R}^N$ and functions $w^i \in D^{1,2}(\mathbb{R}^N)$, $i \in \{1, 2, \cdots, l\}$, satisfying

$$-(a + \lambda A^2)\Delta u_0 + V(x)u_0 = |u_0|^{2^* - 2}u_0 \quad \text{in} \ \mathbb{R}^N$$

and

$$-(a + \lambda A^2)\Delta u^i = |u^i|^{2^* - 2}u^i \quad \text{in} \ \mathbb{R}^N,$$

such that, up to subsequences, there hold

$$\left\| u_n - u_0 - \sum_{i=1}^{l} (\sigma_n^i)^{-\frac{N+2}{2}} u^i (\frac{\cdot - y_n^i}{\sigma_n^i}) \right\|_{\mathcal{D}^{1,2}} \to 0,$$

$$\|u_n\|^2_{\mathcal{D}^{1,2}} \to A^2 = \|u_0\|^2_{\mathcal{D}^{1,2}} + \sum_{i=1}^{l} \|u^i\|^2_{\mathcal{D}^{1,2}},$$

and

$$I(u_n) \to J(u_0) + \sum_{i=1}^{l} J_{\infty}(u^i),$$

as $n \to \infty$ and we define that

$$J(u_0) = \left(\frac{a}{2} + \frac{\lambda A^2}{4}\right) \|u_0\|^2_{\mathcal{D}^{1,2}} + \frac{1}{2} \int_{\mathbb{R}^N} V(x)|u_0|^2 \, dx - \frac{1}{2^*} \int_{\mathbb{R}^N} |u_0|^{2^*} \, dx;$$

$$J_{\infty}(u_i) = \left(\frac{a}{2} + \frac{\lambda A^2}{4}\right) \|u^i\|^2_{\mathcal{D}^{1,2}} - \frac{1}{2^*} \int_{\mathbb{R}^N} |u^i|^{2^*} \, dx.$$

As a consequence, we have the following compactness result in $N = 4$.

**Proposition 3.2.** Let $a > 0$, $0 < \lambda < S^{-2}$ and $V \in L^{2}(\mathbb{R}^4)$ be a nonnegative function. Then $I$ satisfies a local $(PS)_c$ condition with $c \in (c^-_{\lambda, A^4}, 2c^-_{\lambda, A^4})$.

**Proof.** Arguing indirectly, for any Palais-\-Smale sequence $\{u_n\}$ of $I$ at level $c$ with $c \in (c^-_{\lambda, A^4}, 2c^-_{\lambda, A^4})$, $\{u_n\}$ contains no subsequence strongly convergent in $D^{1,2}(\mathbb{R}^4)$. Without loss of generality, according to Proposition 3.1, assume that $u^i$ are constant-\-sign solutions for $i \in \{1, 2, \cdots, k\}$ ($k \leq \min\{\lfloor \frac{1}{\lambda S^2} \rfloor, l\}$) and $u^j$ are sign-\-changing solutions for $j \in \{k + 1, k + 2, \cdots, l\}$. Define the integer part of a constant $Q$ by $[Q]$. We claim that

$$\|u^i\|^2_{\mathcal{D}^{1,2}} = \|u^i\|^2_{\mathcal{D}^{1,2}} \quad \text{and} \quad J_{\infty}(u^i) = J_{\infty}(u^i)$$

for any $i, i' \in \{1, 2, \cdots, k\}$ with $i \neq i'$. Actually, from an argument similar to that in the proof of Proposition 2.2, we have that, for any positive solution $u^i$ of problem (3.2), the function

$$w^i(x) := (a + \lambda A^2)^{-\frac{1}{2}} u^i \in D^{1,2}(\mathbb{R}^4)$$

is a solution of problem $(S^*)$. The uniqueness of the positive solution of problem $(S^*)$ implies that $\|w^i\|^2_{\mathcal{D}^{1,2}} = S^2$ and

$$\|u^i\|^2_{\mathcal{D}^{1,2}} = (a + \lambda A^2)^2 S^2 \quad \text{for any} \ i \in \{1, 2, \cdots, k\},$$

and
which implies that
\[ \|u^i\|_{D^{1,2}}^2 = \left( a + \lambda \|u_0\|_{D^{1,2}}^2 + k \lambda \|u^i\|_{D^{1,2}}^2 + \lambda \sum_{j=k+1}^l \|u^j\|_{D^{1,2}}^2 \right) S^2. \]

Equivalently,
\[ \|u^i\|_{D^{1,2}}^2 = \frac{S^2}{1 - k \lambda S^2} \left( a + \lambda \|u_0\|_{D^{1,2}}^2 + \lambda \sum_{j=k+1}^l \|u^j\|_{D^{1,2}}^2 \right) \]
for any \( i \in \{1, 2, \ldots, k\} \). This, combined with (3.2) and (3.5), gives us
\[ J_\infty(u^i) = J_\infty(u^i) - \frac{1}{4} (a\|u^i\|_{D^{1,2}}^2 + b \lambda^2 \|u^i\|_{D^{1,2}}^2 - |u^i|_4^4) \]
\[ = \frac{a S^2}{4 (1 - k \lambda S^2)} \left( a + \lambda \|u_0\|_{D^{1,2}}^2 + \lambda \sum_{j=k+1}^l \|u^j\|_{D^{1,2}}^2 \right) \]
for any \( i \in \{1, 2, \ldots, k\} \).
Assume that there exist \( l \geq 1 \) and \( k \leq \min\{\frac{1}{\lambda S^2}, \ l\} \) such that
\[ c = J(u_0) + k c^*(a, \lambda, k, l, \|u_0\|_{D^{1,2}}) + \sum_{j=k+1}^l J_\infty(u^j). \]

In what follows, we will estimate every term in the right hand side of the above equality.

Firstly, estimate the value of \( J(u_0) \). It is obvious that \( J(0) = 0 \). If \( u_0 \neq 0 \), it follows from \( A^2 \geq \|u_0\|_{D^{1,2}}^2 > 0 \), \( V(x) \geq 0 \) and (3.1) that
\[ (a + \lambda \|u_0\|_{D^{1,2}}^2) \|u_0\|_{D^{1,2}}^2 \leq \int_{\mathbb{R}^4} |u_0|^4 dx \leq S^{-2} \|u_0\|_{D^{1,2}}^4, \]
which implies that
\[ \|u_0\|_{D^{1,2}}^2 \geq \frac{a S^2}{1 - \lambda S^2}. \]
(3.9)
By (3.1), (3.5) and (3.9), one obtains
\[ J(u_0) = J(u_0) - \frac{1}{4} \left( (a + \lambda A^2) \|u_0\|_{D^{1,2}}^2 + \int_{\mathbb{R}^4} V(x)|u_0|^2 dx - |u_0|_4^4 \right) \]
\[ = \frac{a S^2}{4 (1 - b S^2)} = c^{a, \lambda, 4}. \]
(3.10)
Secondly, note that
\[ c^*(a, \lambda, k, l, \|u_0\|_{D^{1,2}}) \geq c^*(a, \lambda, 1, 1, 0) = \frac{(a S^2)^2}{4 (1 - \lambda S^2)} = c^{a, \lambda, 4}. \]
(3.11)
Lastly, estimate the level of \( J_\infty(u^j) \) with \( k + 1 \leq j \leq l \). By Remark 2.3, \( w^j = (a + \lambda A^2)^{-\frac{1}{2}} u^j \) is a sign-changing solution of problem (\( S^* \)). Thus \( \|w^j\|_{D^{1,2}}^2 \geq 2 S^2 \) and
\[ \|w^j\|_{D^{1,2}}^2 \geq 2 (a + \lambda A^2) S^2 \geq 2 (a + \lambda \|u^j\|_{D^{1,2}}^2) S^2, \]
which implies that \(1 - 2\lambda S^2 > 0\) and
\[
\|u^j\|^2_{D^{1,2}} \geq \frac{2\alpha S^2}{1 - 2\lambda S^2} > \frac{2aS^2}{1 - \lambda S^2}.
\]
After a simple calculation, we have
\[
J_\infty (u^j) = J_\infty (u^j) - \frac{1}{4} (a\|u^j\|^2_{D^{1,2}} + \lambda A^2\|u^j\|^2_{D^{1,2}} - |u^j|^4)
\]
\[
= \frac{a}{4}\|u^j\|^2_{D^{1,2}} \geq \frac{2(\alpha S^2)}{4(1 - \lambda S^2)} = 2c_{-}^{a,\lambda,4}
\]
for \(k + 1 \leq j \leq l\).

Now, if the equality (3.8) holds, then one of the following four cases will occur:

(i) \(u_0 = 0\) and \(l = k = 1\). Then \(c = c^*(a, \lambda, 1, 1, 0) = c_{-}^{a,\lambda,4}\);

(ii) \(u_0 = 0\) and \(l \geq k \geq 2\). Then \(c = kc^*(a, \lambda, k, k, 0) \geq 2c_{-}^{a,\lambda,4}\);

(iii) \(u_0 = 0\) and \(l > k\). Then
\[
c = kc^*(a, \lambda, k, l, 0) + \sum_{j=k+1}^{l} J_\infty (u^j) \geq J_\infty (u^l) \geq 2c_{-}^{a,\lambda,4};
\]

(iv) \(u_0 \neq 0\) and \(l \geq 1\). Then
\[
c = J(u_0) + kc^*(a, \lambda, k, l, \|u_0\|_{D^{1,2}}) + \sum_{j=k+1}^{l} J_\infty (u^j) \geq 2c_{-}^{a,\lambda,4}.
\]

Because of \(c \in (c_{-}^{a,\lambda,4}, 2c_{-}^{a,\lambda,4})\), none of the possibilities (i)-(iv) can be true. The proof is completed.

When \(N \geq 5\), we will have a quite different result.

**Proposition 3.3.** Let \(a > 0\), \(N \geq 5\) and \(V \in L^\infty_\pi (\mathbb{R}^N)\) be a nonnegative function. Then there exist two positive constants \(\mu_2 := \mu_2(a, N) < \frac{1}{2}\Lambda_0\) and \(\nu_1 := \nu_1(a, N, \lambda)\). If \(c\) is neither \(c_{-}^{a,\lambda,N}\) nor \(c_{-}^{a,\lambda,N}\), then \(I\) satisfies the (PS)_c condition for \(\Lambda_0 - \mu < \lambda < \Lambda_0\) and \(0 < |V|_{\pi} < \nu_1\).

**Proof.** Arguing indirectly, for any Palais-Smale sequence \(\{u_n\}\) of \(I\) at level \(c\), in which \(c\) is neither \(c_{-}^{a,\lambda,N}\) nor \(c_{-}^{a,\lambda,N}\), \(\{u_n\}\) contains no subsequence strongly convergent in \(D^{1,2}(\mathbb{R}^N)\). According to Proposition 3.1, without loss of generality, we can assume that \(u^j\) are constant-sign solutions for \(j \in \{1, 2, \cdots, k\}\) and \(u^j\) are sign-changing solutions for \(j \in \{k + 1, k + 2, \cdots, l\}\), \(l \geq 1\). We claim that

1. \(k = l = 1\);  
2. \(u_0 = 0\) and \(u^1 \neq 0\).

To prove (1): Firstly, prove \(k = l\). Namely, there is no sign-changing solution \(u^j\).

In fact, if \(u^j\) is a sign-changing solution of (3.2), then \(w^j = (a + \lambda A^2)^{\frac{1}{2}} u^j\) is a sign-changing solution of problem (\(S^\ast\)). Thus \(\|w^j\|^2_{D^{1,2}} \geq 2S^\ast\) and
\[
\|w^j\|^2_{D^{1,2}} \geq 2 (a + \lambda A^2)^{\frac{N}{2}} S^\ast \geq 2 (a + \lambda\|u^j\|^2_{D^{1,2}})^{\frac{N}{2}} S^\ast.
\]
Evidently,
\[
\lambda S^\ast \frac{N}{2} \|w^j\|^2_{D^{1,2}} - 2^\ast \frac{N}{2} \|u^j\|^2_{D^{1,2}} + aS^\ast \frac{N}{2} \leq 0,
\]
which is impossible for \(\lambda > \frac{1}{2}\Lambda_0\). Secondly, prove \(k = 1\). For any positive solution \(u^j\) of problem (3.2), the function \(w^i(x) := (a + \lambda A^2)^{-\frac{N}{2}} u^i\) is a solution of
problem \((S^\ast)\). The uniqueness of the positive solution of problem \((S^\ast)\) implies that 
\[ ||u^\ast||^2_{D^2} = S^\ast \].
If \(k \geq 2\), then
\[ ||u||^2_{D^1} = (a + \lambda^2)^{\frac{\alpha-2}{\alpha}} S\lambda \geq (a + k\lambda^2 ||u||^2_{D^1})^{\frac{\alpha-2}{\alpha}} S\lambda \]
\[ \geq (a + 2\lambda^2 ||u||^2_{D^1})^{\frac{\alpha-2}{\alpha}} S\lambda \].

Evidently,
\[ 2\lambda S^{\frac{\alpha}{2}} ||u||^2_{D^1} - ||u^\ast||^2_{D^1} + aS^{\frac{\alpha}{2}} \leq 0, \tag{3.15} \]
which is impossible for \(\lambda > \frac{1}{2}A_0\). Thus \(k = l = 1\) has been proved.

To prove (2), by the fact that \(k = l = 1\), we only have to prove \(u_0 = 0\). Due to Lemma 2.1, we have
\[ \min_{t \geq 0} f(t) \to 0 \] as \(\lambda \to A_0\).

Thus there exists \(0 < \mu_2 < \frac{1}{2}A_0\) such that, for \(\lambda_0 - \mu_2 < \lambda < \lambda_0\),
\[ f(||u||^2_{D^1}) = \lambda S^{\frac{\alpha}{2}} ||u||^2_{D^1} - ||u^\ast||^2_{D^1} + aS^{\frac{\alpha}{2}} \leq -\lambda a^{\frac{\alpha}{2}} S\lambda. \tag{3.16} \]
If \(u_0 \neq 0\), then it follows from (3.1), \(A^2 \geq ||u_0||^2_{D^1} > 0\) and \(V(x) \geq 0\) that
\[ a||u_0||^2_{D^1} \leq (a + \lambda||u_0||^2_{D^1})||u_0||^2_{D^1} \leq ||u_0||^2_{D^1} \leq \lambda a^{\frac{\alpha}{2}} ||u_0||^2_{D^1}, \]
which implies that
\[ ||u_0||^2_{D^1} \geq \left(a S^{\frac{\alpha}{2}}\right)^\frac{\alpha}{\alpha-2}. \tag{3.17} \]

Similarly to (3.14) with \(k = 1\), one obtains
\[ ||u^1||^2_{D^1} = (a + \lambda||u_0||^2_{D^1} + \alpha||u^1||^2_{D^1})^{\frac{\alpha-2}{\alpha}} S\lambda \]
\[ \geq \left(a + \lambda \left(a S^{\frac{\alpha}{2}}\right)^\frac{\alpha}{\alpha-2} + \alpha||u^1||^2_{D^1}\right)^{\frac{\alpha-2}{\alpha}} S\lambda. \tag{3.18} \]

Evidently,
\[ \lambda S^{\frac{\alpha}{2}} ||u^1||^2_{D^1} - ||u^\ast||^2_{D^1} + aS^{\frac{\alpha}{2}} \leq -\lambda a^{\frac{\alpha}{2}} S\lambda, \tag{3.19} \]
which contradicts with (3.16). Hence, \(u_0 = 0\) has been proved.

By our claims (1) and (2), and (3.2), we have \(A^2 = ||u^1||^2_{D^1}\) and \(u^1\) is a constant-sign solution of
\[ -(a + \lambda||u^1||^2_{D^1}) \Delta u^1 = |u^1|^{\alpha-2} u^1 \] in \(\mathbb{R}^N\).

It follows from Remark 2.4 and (2.13) that \(\varphi_{y,\gamma}^\pm\) are the two unique positive solutions of (3.20). Thus \(u^1 = \pm \varphi_{\delta,y}^-\) or \(u^1 = \pm \varphi_{\delta,y}^+\) and accordingly
\[ c = c_{-\lambda,N}^- \text{ or } c = c_{\lambda,N}^- \],
which is impossible. The proof is completed.

**Corollary 3.4.** If \(\{u_n\}\) is a minimizing sequence for \(I\) on \(\mathcal{N}^{N,\pm}\) (or \(\mathcal{N}^{4,-}\)) for \(N \geq 5\), then there exist a sequence \(\{y_n\} \subset \mathbb{R}^N\), a sequence of positive numbers \(\{\delta_n\}\) and a sequence \(\{w_n\} \subset D^{1,2}(\mathbb{R}^N)\) such that
\[ u_n(x) = w_n(x) + \varphi_{\delta_n,y_n}^\pm(x), \tag{3.21} \]
where \(\varphi_{\delta_n,y_n}^\pm(x)\) are functions defined in (2.13) (or (2.8)) and \(w_n \to 0\) as \(n \to \infty\) strongly in \(D^{1,2}(\mathbb{R}^N)\).
Proof. We only prove the result on $N^N_{N-}$ for $N \geq 5$. The following methods are similar to the proof of Theorem 2.1 in [3] or the proof of Theorem 1 in [19]. By Ekeland’s Variational Principle, there exists a minimising subsequence $\{u_n\} \subset N^N_{N-}$ of the minimisation problem such that
\[
I(u_n) < c_{-}^{a,N} + \frac{1}{n}
\]
and
\[
I(v) \geq I(u_n) - \frac{1}{n} \|v - u_n\|_{D^{1,2}} \quad \text{for} \quad v \in N^N_{N-}. \tag{3.22}
\]
Since $\{u_n\} \subset N^N_{N-}$, similar to (2.23), we get
\[
\xi_1 \leq \|u_n\|_{D^{1,2}} < \xi_4, \tag{3.23}
\]
where $\xi_i$, $i = 1, 4$, come from Lemma 5.2. It follows from $I(u_n) \to c_{-}^{a,N}$ that
\[
I(u_n) = \frac{1}{N} u\|u_n\|_{D^{1,2}}^2 - \frac{N - 4}{4N} \lambda \|u_n\|_{D^{1,2}}^4 \to c_{-}^{a,N} \quad \text{as} \quad n \to \infty. \tag{3.24}
\]
With the help of (5.9), (3.23) and (3.24), one obtains
\[
\|u_n\|_{D^{1,2}} \to \xi_1. \tag{3.25}
\]
Now we will show
\[
\|I'(u_n)\| \to 0. \tag{3.26}
\]
Since $\{u_n\} \subset N^N_{N-}$, by Lemma 5.3, we can find $\varepsilon_n > 0$ and a differentiable functional $t_n(w) > 0$, $w \in D^{1,2}(\mathbb{R}^N)$ satisfying that
\[
t_n(w)(u_n - w) \in N^N_{N-} \quad \text{for} \quad \|w\|_{D^{1,2}} < \varepsilon_n.
\]
By the continuity of $t_n(w)$ and $t_n(0) = 1$, without loss of generality, we can assume $\varepsilon_n$ is small enough such that $\frac{1}{2} \leq t_n(w) \leq \frac{3}{2}$ for $\|w\|_{D^{1,2}} < \varepsilon_n$. By (3.22), we obtain
\[
I(t_n(w)(u_n - w)) - I(u_n) \geq \frac{1}{n} \|t_n(w)(u_n - w) - u_n\|_{D^{1,2}},
\]
that is,
\[
\langle I'(u_n), t_n(w)(u_n - w) - u_n \rangle + o(\|t_n(w)(u_n - w) - u_n\|_{D^{1,2}})
\geq \frac{1}{n} \|t_n(w)(u_n - w) - u_n\|_{D^{1,2}}.
\]
Then it follows that
\[
t_n(w) \langle I'(u_n), w \rangle + (1 - t_n(w)) \langle I'(u_n), u_n \rangle \leq \frac{1}{n} \|t_n(w) - 1\| u_n - t_n(w)w\|_{D^{1,2}}
+ o(\|t_n(w)(u_n - w) - u_n\|_{D^{1,2}}).
\]
By the choice of $\varepsilon_n$, we obtain
\[
\langle I'(u_n), w \rangle \leq \frac{C}{n} \|t_n'(0), w\| + o(\|w\|_{D^{1,2}})
+ \frac{1}{n} o(\|w\|_{D^{1,2}}) + o(\|t_n'(0), w\|) (\|u_n\|_{D^{1,2}} + \|w\|_{D^{1,2}}). \tag{3.27}
\]
If we prove that
\[
\|t_n'(0), w\| \leq C \|w\|_{D^{1,2}}, \tag{3.28}
\]
then by (3.27), we get
\[
\langle I'(u_n), w \rangle \leq \frac{C}{n} \|w\|_{D^{1,2}} + o(\|w\|_{D^{1,2}}) \quad \text{for} \quad \|w\|_{D^{1,2}} < \varepsilon_n.
\]
Hence, for any \(0 < \varepsilon < \varepsilon_n\), we have

\[
\|I'(u_n)\| \leq \frac{1}{\varepsilon} \sup_{w \in \mathcal{D}^{1,2}} \langle I'(u_n), w \rangle \leq \frac{C}{n} + \frac{1}{\varepsilon} o(\varepsilon),
\]

for some \(C > 0\) independent of \(\varepsilon\) and \(n\). Taking \(\varepsilon \to 0\), we obtain (3.26). We now turn to proving (3.28). Indeed, by (5.12), we have

\[
\langle t'_n(0), w \rangle = \frac{(4\lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 - 2a) \int_{\mathbb{R}^N} \nabla u_n \nabla w dx + 2 \int_{\mathbb{R}^N} V(x) u_n w dx}{2\lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 - (2^* - 2)\|u_n\|_{2^*}^2} + 2\|\int_{\mathbb{R}^N} |u_n|^{2^* - 2} u_n w dx\|\leq \left( \frac{(4\lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 - 2a)\|u_n\|_{\mathcal{D}^{1,2}}^2 + \frac{2}{S} V(\frac{1}{2})\|u_n\|_{\mathcal{D}^{1,2}}^2 + 2S^{-\frac{2}{2^*}}\|u_n\|_{\mathcal{D}^{1,2}}^{2^* - 1} \right)\|w\|_{\mathcal{D}^{1,2}}
\]

\[
\leq \frac{C\|w\|_{\mathcal{D}^{1,2}}}{|2\lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 - (2^* - 2)\|u_n\|_{2^*}^2|}.
\]

To prove (3.28), we only need to show that

\[
\left|2\lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 - (2^* - 2)\|u_n\|_{2^*}^2\right| > \delta,
\]

for some positive constant \(\delta\) and \(n\) large. By the definition of \(f\), we get

\[
f \left( \left( \frac{2}{N - 4 - \lambda} \right)^\frac{2}{2} \right) = \lambda S^\frac{a}{2^*} \left( \frac{2}{N - 4 - \lambda} \right) ^\frac{2^* - 2}{2} + aS^\frac{a}{2^*} - \left( \frac{a}{N - 4 - \lambda} \right) ^\frac{2^* - 2}{2} = 0.
\]

By the continuity of \(f(t)\), there exists \(M > 0\) such that \(A_n := \left( \frac{2}{N - 4 - \lambda} \right)^\frac{2}{2}\) satisfying \(f(A_n) < 0\) for \(n > M\). Combining with \(f(\lambda) = 0\), we get that \(\lambda < A_n\).

Arguing indirectly, assume that, for a subsequence (still denoted by \(\{u_n\}\)), we have, for \(n > M\),

\[
\left|2\lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 - (2^* - 2)\|u_n\|_{2^*}^2\right| < \frac{(2^* - 2)\|u_n\|_{\mathcal{D}^{1,2}}^2}{n},
\]

which implies that

\[
\|u_n\|_{2^*}^2 \leq \frac{2\lambda}{2^* - 2}\|u_n\|_{\mathcal{D}^{1,2}}^2 + \frac{\|u_n\|_{\mathcal{D}^{1,2}}^2}{n}.
\]

It follows from \(\{u_n\} \subset \mathcal{N}^{N, -}\) that

\[
a\|u_n\|_{\mathcal{D}^{1,2}}^2 + \lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 \leq a\|u_n\|_{\mathcal{D}^{1,2}}^2 + \int_{\mathbb{R}^N} V(x) u_n^2 dx + \lambda\|u_n\|_{\mathcal{D}^{1,2}}^2 = \|u_n\|_{2^*}^2
\]

\[
\leq \frac{2\lambda}{2^* - 2}\|u_n\|_{\mathcal{D}^{1,2}}^2 + \frac{\|u_n\|_{\mathcal{D}^{1,2}}^2}{n}
\]

which implies \(\|u_n\|_{\mathcal{D}^{1,2}}^2 \geq A_n \geq \xi_1\). This is impossible because of (3.25). Therefore, we conclude that \(I'(u_n) \to 0\) as \(n \to \infty\) in the dual space of \(\mathcal{D}^{1,2}(\mathbb{R}^N)\). What has been proved is that the minimizing sequence \(\{u_n\}\) for \(I\) on \(\mathcal{N}^{N, -}\) is a Palais-Smale sequence of \(I\) at level \(c^{-\lambda, N}_{-}\). This result follows from Proposition 2.9 and Proposition 3.3 immediately.
4. **Existence of bounded state solutions.** In this section, we build a suitable min-max scheme for our problem. Firstly, it should be recalled the definition of the barycenter of a function. Setting

\[
\sigma(x) = \begin{cases} 
0 & \text{if } |x| < 1; \\
1 & \text{if } |x| \geq 1,
\end{cases}
\]

define \(\alpha : D^{1,2}(\mathbb{R}^N) \to \mathbb{R}^N \times \mathbb{R}^+\) by

\[
\alpha(u) = \frac{1}{S^2 K^2} \int_{\mathbb{R}^N} \frac{x}{|x|} \sigma(x) |\nabla u|^2 dx := (\beta(u), \gamma(u)),
\]

(4.1)

where

\[
\beta(u) = \frac{1}{S^2 K^2} \int_{\mathbb{R}^N} \frac{x}{|x|} |\nabla u|^2 dx, \quad \gamma(u) = \frac{1}{S^2 K^2} \int_{\mathbb{R}^N} \sigma(x) |\nabla u|^2 dx
\]

and \(K = K_-\) or \(K = K_+\) is a positive solution of \(g(t) = 0\) in Lemma 2.1.

Recall that \(N^4^+ = \emptyset\). In order to facilitate presentation, in the following context, we define

\[N^4^\pm := N^4^- \quad \text{and} \quad c^a,\lambda,4^\pm := c^a,\lambda,4^-.
\]

With the help of Lemmas 2.6 and 2.7, we can define the map \(\theta^\pm : (y, \delta) \in \mathbb{R}^N \times \mathbb{R}^+ \to D^{1,2}(\mathbb{R}^N)\) by

\[
\theta^\pm(y, \delta) = t^\pm \Phi^\pm y \in N^{N,\pm} \quad \text{for } N \geq 4,
\]

where \(\Phi^\pm y\) is defined in (2.8) or (2.13).

**Lemma 4.1.** Under the assumptions of Theorem 1.1, we have

\[
\sup_{(y, \delta) \in \mathbb{R}^N \times (0, \infty)} I(\theta^- (y, \delta)) < 2c^a,\lambda,4^-.
\]

(4.2)

**Proof.** It follows from \(t^- \varphi^- y \in N^{4^-}\) that

\[
I(\theta^- (y, \delta)) = I(\theta^- (y, \delta)) - \frac{1}{2} \langle I'(\theta^- (y, \delta)), \theta^- (y, \delta) \rangle
\]

\[
= \frac{1}{4} (t^-)^4 \left( |\varphi^- y|^4 - \lambda \|\varphi^- y\|_{D^{1,2}}^4 \right)
\]

\[
= \frac{1}{4} (t^-)^4 K^4 \left( |U_{\delta,y}|^4 - \lambda \|U_{\delta,y}\|_{D^{1,2}}^4 \right)
\]

(4.3)

and

\[
(t^-)^2 \left( |\varphi^- y|^4 - \lambda \|\varphi^- y\|_{D^{1,2}}^4 \right) = a \|\varphi^- y\|_{D^{1,2}}^2 + \int_{\mathbb{R}^4} V(x)|\varphi^- y|^2 dx.
\]

A direct computation gives

\[
(t^-)^2 \leq \frac{a \|\varphi^- y\|_{D^{1,2}}^2 + \int_{\mathbb{R}^4} V(x)|\varphi^- y|^2 dx}{|\varphi^- y|^4 - \lambda \|\varphi^- y\|_{D^{1,2}}^4} \leq 1 + \frac{|V|_2}{aS}.
\]
By (2.3), (4.3) and the assumption that \(|V|_2 < (\sqrt{2} - 1) S\), one obtains
\[
\sup_{(y, \delta) \in \mathbb{R}^N \times (0, \infty)} I(\theta^-(y, \delta)) \leq \frac{1}{4} (t_\varphi^-)^4 K_\varphi^- \left( |U_{\delta, y}|_4^4 - \lambda \|U_{\delta, y}\|_{D^1,2}^4 \right) \\
\leq \frac{1}{4} \left( 1 + \frac{|V|_2}{aS} \right)^2 aK^2 \|U_{\delta, y}\|_{D^1,2}^2 \\
\leq \left( 1 + \frac{|V|_2}{aS} \right)^2 c^{\alpha, \lambda, 4} < 2c^{\alpha, \lambda, 4}.
\]

This completes the proof. \(\square\)

**Lemma 4.2.** Let \(a > 0\), \(N \geq 5\) and \(V \in L^\infty(\mathbb{R}^N)\) be a nonnegative function. Then there exists a positive constant \(\nu_2 := \nu_2(a, N, \lambda)\) such that, for \(0 < \lambda < \Lambda_0\) and \(0 < |V|_\infty < \nu_2\),
\[
\sup_{(y, \delta) \in \mathbb{R}^N \times (0, \infty)} I(\theta^+(y, \delta)) < c^{\alpha, \lambda, N}.
\]

**Proof.** Actually,
\[
I(\theta^+(y, \delta)) = I(\theta^+(y, \delta)) - \frac{1}{2} \langle I'(\theta^+(y, \delta)), \theta^+(y, \delta) \rangle \\
= \frac{a}{N} (t_\varphi^+)^2 \|\varphi_{\delta, y}^+\|_{D^1,2}^2 - \frac{N - 4}{4N} \lambda (t_\varphi^+)^4 \|\varphi_{\delta, y}^+\|_{D^1,2}^4 \\
+ \frac{1}{N} (t_\varphi^+)^2 \int_{\mathbb{R}^N} V(x) |\varphi_{\delta, y}^+|^2 dx \\
\leq (t_\varphi^+)^4 \left[ \frac{a}{N} \|\varphi_{\delta, y}^+\|_{D^1,2}^2 - \frac{N - 4}{4N} \lambda \|\varphi_{\delta, y}^+\|_{D^1,2}^4 \right] \\
+ \frac{1}{N} (t_\varphi^+)^2 \int_{\mathbb{R}^N} V(x) |\varphi_{\delta, y}^+|^2 dx \\
\leq (t_\varphi^+)^4 \left( c^{\alpha, \lambda, N} + \frac{1}{N} \int_{\mathbb{R}^N} V(x) |\varphi_{\delta, y}^+|^2 dx \right).
\]

By Lemma 2.7, we have \(t_\varphi^+ = 1 + o(1)\) as \(|V|_\infty \to 0\). Thus, there exists \(\nu_2 = \nu_2(a, N, \lambda)\) such that, for \(|V|_\infty < \nu_2\),
\[
(t_\varphi^+)^4 \left( c^{\alpha, \lambda, N} + \frac{1}{N} \int_{\mathbb{R}^N} V(x) |\varphi_{\delta, y}^+|^2 dx \right) < c^{\alpha, \lambda, N}.
\]

Hence, the result (4.4) holds. \(\square\)

Similarly to the proof of Lemma 4.2 in Xie et al. [25], we can easily prove the following results.

**Lemma 4.3.** If \(|y| \geq \frac{1}{2}\), then
\[
\beta(\varphi_{\delta, y}^+) = \frac{y}{|y|} + o(1) \quad \text{as} \quad \delta \to 0,
\]
where \(\varphi_{\delta, y}^+\) is defined in (2.8) or (2.13).

Define a subset of the Nehari manifold by
\[
\mathcal{M}^N,\pm = \left\{ u \in \mathcal{N}^N,\pm : (\beta(u), \gamma(u)) = (0, \frac{1}{2}) \right\} \quad \text{for} \quad N \geq 4.
\]
Obviously, $\mathcal{M}^{N,\pm}$ are not empty, because there exists $\delta^*$ such that $\theta^\pm(0, \delta^*) \in \mathcal{M}^{N,\pm}$. Then we set

$$c_{\mathcal{M}^{N,\pm}} = \inf_{u \in \mathcal{M}^{N,\pm}} I(u) \quad \text{for} \quad N \geq 4.$$  

(4.5)

Lemma 4.4. Under the assumptions of Theorem 1.1 or Theorem 1.3, the following inequalities hold,

$$c_{\mathcal{M}^{N,\pm}} > c_{\pm}^{a,\lambda, N} \quad \text{for} \quad N \geq 4.$$  

(4.6)

Proof. It is clear that $c_{\mathcal{M}^{N,\pm}} \geq c_{\pm}^{a,\lambda, N}$ and we need to show that the equality cannot hold. Arguing indirectly, assume a sequence $\{u_n\} \subset \mathcal{M}^{N,\pm}$ such that

$$\lim_{n \to \infty} I(u_n) = c_{\pm}^{a,\lambda, N};$$  

(4.7)

$$\beta(u_n) = 0 \quad \text{and} \quad \gamma(u_n) = \frac{1}{2} \quad \text{for any} \quad n \in \mathbb{N}.$$  

(4.8)

According to Corollary 3.4, there exist a sequence $\{y_n\} \subset \mathbb{R}^N$, a sequence of positive numbers $\{\delta_n\}$ and $w_n \to 0$ in $D^{1,2}(\mathbb{R}^N)$ such that

$$u_n(x) = w_n(x) + \varphi_{\delta_n,y_n}^\pm(x).$$

By the fact that $w_n \to 0$ strongly in $D^{1,2}(\mathbb{R}^N)$, we have

$$\alpha(u_n) = \alpha(\varphi_{\delta_n,y_n}^\pm) + o(1) \quad \text{as} \quad n \to \infty.$$  

It follows from (4.8) that

$$\beta(\varphi_{\delta_n,y_n}^\pm) \to 0 \quad \text{and} \quad \gamma(\varphi_{\delta_n,y_n}^\pm) \to \frac{1}{2} \quad \text{as} \quad n \to \infty.$$  

(4.9)

Then there exists a subsequence $(\delta_{n_k}, y_{n_k})$ such that one of the following four cases occurs:

1. $\delta_{n_k} \to \infty$ as $n \to \infty$;
2. $\delta_{n_k} \to \bar{\delta} \neq 0$ as $n \to \infty$;
3. $\delta_{n_k} \to 0$ and $y_{n_k} \to \bar{y}$ as $n \to \infty$, where $|\bar{y}| < \frac{1}{2}$;
4. $\delta_{n_k} \to 0$ as $n \to \infty$ and $|y_{n_k}| \geq \frac{1}{2}$ for $n$ large.

It suffices to show that none of the possibilities (1)-(4) can be true. If (1) holds, then

$$\gamma(\varphi_{\delta_{n_k},y_{n_k}}^\pm) = \frac{1}{S^2 K^2_\pm} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla \varphi_{\delta_{n_k},y_{n_k}}^\pm|^2 dx = \frac{1}{S^2 K^2_\pm} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla U_{\delta_{n_k},y_{n_k}}|^2 dx$$

$$= 1 - \frac{1}{S^2 K^2_\pm} \int_{B_1(0)} |\nabla U_{\delta_{n_k},y_{n_k}}|^2 dx = 1 - o(1) \quad \text{as} \quad n \to \infty,$$

which contradicts with (4.9). If (2) holds, then $|y_{n_k}| \to \infty$. Otherwise, $\varphi_{\delta_{n_k},y_{n_k}}^\pm$ would converge strongly in $D^{1,2}(\mathbb{R}^N)$, which contradicts with Proposition 2.9 or Proposition 2.10. By $\delta_{n_k} \to \bar{\delta} \neq 0$ and $|y_{n_k}| \to \infty$, we have

$$\gamma(\varphi_{\delta_{n_k},y_{n_k}}^\pm) = \gamma(\varphi_{\delta_{n_k},y_{n_k}}^\pm) + o(1) = \frac{1}{S^2 K^2_\pm} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla \varphi_{\delta_{n_k},y_{n_k}}^\pm|^2 dx + o(1)$$

$$= \frac{1}{S^2 K^2_\pm} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla U_{\bar{\delta},y_{n_k}}|^2 dx + o(1) = \frac{1}{S^2 K^2_\pm} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla U_{\bar{\delta},0}|^2 dx + o(1)$$

$$= 1 - \frac{1}{S^2 K^2_\pm} \int_{B_1(0)} |\nabla U_{\bar{\delta},0}|^2 dx + o(1) = 1 + o(1) \quad \text{as} \quad n \to \infty.$$
Thus, $\gamma(\varphi_{\delta_n,y_n}^\pm) \to 1$, which contradicts with (4.9). If (3) holds, then
\[
\gamma(\varphi_{\delta_n,y_n}^\pm) = \frac{1}{S^{\frac{N}{2}}} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla \varphi_{\delta_n,y_n}^\pm|^2 dx = \frac{1}{S^{\frac{N}{2}}} \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla U_{\delta_n,y_n}|^2 dx
\]
\[
= \frac{1}{S^{\frac{N}{2}}} \int_{\mathbb{R}^N \setminus B_1(y_n)} |\nabla U_{\delta_n}|^2 dx = o(1) \text{ as } n \to \infty,
\]
which contradicts with (4.9). Finally, if (4) holds, then it follows from Lemma 4.3 that
\[
\beta(\varphi_{\delta_n,y_n}^\pm) = \frac{\gamma_n}{|y_n|} + o(1) \text{ as } n \to \infty,
\]
which again contradicts with (4.9). This completes the proof. ☐

**Lemma 4.5.** Under the assumptions of Theorem 1.1 or Theorem 1.3, for any fixed $y \in \mathbb{R}^N$, the following equality holds
\[
\lim_{\delta \to 0^+} I(\theta^\pm(y, \delta)) = \lim_{\delta \to \infty} I(\theta^\pm(y, \delta)) = c^\pm_{\delta,y,N} \text{ for } N \geq 4.
\] (4.10)

**Proof.** It follows from the proof of Lemma 4.4 in Xie et al. [25] that, for any fixed $y \in \mathbb{R}^N$,
\[
\lim_{\delta \to 0^+} \int_{\mathbb{R}^N} V(x)U_{\delta,y}^2 dx = \lim_{\delta \to \infty} \int_{\mathbb{R}^N} V(x)U_{\delta,y}^2 dx = 0.
\] (4.11)
By Lemma 2.6, Lemma 2.7 and (4.11), for any fixed $y \in \mathbb{R}^N$, we have $t^\pm_{\varphi} \varphi_{\delta,y}^\pm \in \mathcal{N}^N,y$ and
\[
\lim_{\delta \to 0^+} t^\pm_{\varphi} = \lim_{\delta \to \infty} t^\pm_{\varphi} = 1.
\] (4.12)
It follows from (4.11), (4.12), and $t^\pm_{\varphi} \geq 1$ that
\[
\begin{align*}
c^\pm_{\delta,y,N} & \leq I(\theta^\pm(y, \delta)) = I(\theta^\pm(y, \delta)) - \frac{1}{2} \langle I'(\theta^\pm(y, \delta)), \theta^\pm(y, \delta) \rangle \\
& = \frac{a}{N}(t^\pm_{\varphi})^2 \|\varphi_{\delta,y}^\pm\|_{D^{1,2}}^2 - \frac{N - 4}{4N} \lambda(t^\pm_{\varphi})^4 \|\varphi_{\delta,y}^\pm\|_{D^{1,2}}^4 + \frac{1}{N}(t^\pm_{\varphi})^2 \int_{\mathbb{R}^N} V(x)|\varphi_{\delta,y}^\pm|^2 dx \\
& \leq (t^\pm_{\varphi})^4 \left[ \frac{a}{N} \|\varphi_{\delta,y}^\pm\|_{D^{1,2}}^2 - \frac{N - 4}{4N} \lambda \|\varphi_{\delta,y}^\pm\|_{D^{1,2}}^4 \right] + \frac{1}{N}(t^\pm_{\varphi})^2 \int_{\mathbb{R}^N} V(x)|\varphi_{\delta,y}^\pm|^2 dx \\
& = (t^\pm_{\varphi})^4 c^\pm_{\delta,y,N} + \frac{1}{N}(t^\pm_{\varphi})^2 K^2 \int_{\mathbb{R}^N} V(x)U_{\delta,y}^2 dx \\
& = c^\pm_{\delta,y,N} + o(1)
\end{align*}
\] (4.13)
as $\delta \to 0$ or $\delta \to \infty$. This completes the proof. ☐

**Lemma 4.6.** Under the assumptions of Theorem 1.1 or Theorem 1.3, for any fixed $\delta \in \mathbb{R}^+$, the following equality holds,
\[
\lim_{|y| \to \infty} I(\theta^\pm(y, \delta)) = c^\pm_{\delta,y,N} \text{ for } N \geq 4.
\] (4.14)

**Proof.** It follows from the proof of Lemma 4.5 in Xie et al. [25] that, for any fixed $\delta > 0$,
\[
\lim_{|y| \to \infty} \int_{\mathbb{R}^N} V(x)U_{\delta,y}^2 dx = 0.
\] (4.15)
By Lemma 2.6, Lemma 2.7, and (4.15), for any fixed $\delta \in \mathbb{R}^+$, we have $t^\pm_{\varphi} \varphi_{\delta,y}^\pm \in \mathcal{N}^N,y$ and
\[
\lim_{|y| \to \infty} t^\pm_{\varphi} = 1.
\] (4.16)
Similarly to (4.13), our result (4.14) follows from (4.15) and (4.16). This completes the proof.

By Lemma 4.4, there exists a constant \( \kappa > 0 \) such that
\[
c^{\alpha,\lambda,N}_{\pm} + \kappa < c_{M,N,\pm} \quad \text{for } N \geq 4.
\] (4.17)

**Lemma 4.7.** There exists a constant \( \delta_1 \in (0, \frac{1}{2}) \) such that, for \( \delta \in (0, \delta_1) \),
\[\begin{align*}
(a) \quad & I(\theta^+(y, \delta)) < c^{\alpha,\lambda,N}_{\pm} + \kappa \quad \text{for any } y \in \mathbb{R}^N; \\
(b) \quad & \gamma(\theta^+(y, \delta)) < \frac{1}{2} \quad \text{for any } y \in \mathbb{R}^N \text{ with } |y| < \frac{1}{2}; \\
(c) \quad & |\beta(\theta^+(y, \delta)) - \frac{y}{|y|}| < \frac{1}{4} \quad \text{for any } y \in \mathbb{R}^N \text{ with } |y| \geq \frac{1}{2}.
\end{align*}\]

**Proof.** Lemma 4.5 implies (a). It follows from \( |y| < \frac{1}{2} \) and \( t^\pm \to 1 \) as \( \delta \to 0 \) that
\[
\gamma(\theta^+(y, \delta)) = \frac{1}{S^N} (t^\pm)^2 \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla \varphi^\pm_{\delta,y}|^2 dx = \frac{1}{S^N} (t^\pm)^2 \int_{\mathbb{R}^N \setminus B_1(0)} |\nabla U_{\delta,y}|^2 dx
\]
\[
= \frac{1}{S^N} (t^\pm)^2 \int_{B_1(y)} |\nabla U_{\delta,0}|^2 dx = o(1) \quad \text{as } \delta \to 0,
\]
which implies (b). With the help of Lemma 4.3 and (4.12), one obtains (c). \( \square \)

**Lemma 4.8.** There exists a constant \( \delta_2 \geq \frac{1}{2} \) such that, for \( \delta \geq \delta_2 \),
\[\begin{align*}
(a) \quad & I(\theta^+(y, \delta)) < c^{\alpha,\lambda,N}_{\pm} + \kappa \quad \text{for any } y \in \mathbb{R}^N; \\
(b) \quad & \gamma(\theta^+(y, \delta)) > \frac{1}{2} \quad \text{for any } y \in \mathbb{R}^N.
\end{align*}\]

**Proof.** Lemma 4.5 implies (a). It follows from (4.12) that
\[
\gamma(\theta^+(y, \delta)) = (t^\pm)^2 \left(1 - \frac{1}{S^N} \int_{B_1(0)} |\nabla U_{\delta,y}|^2 dx \right) = 1 - o(1) \quad \text{as } \delta \to \infty,
\]
which implies (b). \( \square \)

**Lemma 4.9.** There exists a positive constant \( R > \frac{1}{2} \) such that
\[\begin{align*}
(a) \quad & I(\theta^+(y, \delta)) < c^{\alpha,\lambda,N}_{\pm} + \kappa \quad \text{for any } y \in \mathbb{R}^N \text{ with } |y| \geq R \text{ and } \delta \in [\delta_1, \delta_2]; \\
(b) \quad & (\beta(\theta^+(y, \delta)) \cdot y) > 0 \quad \text{for any } y \in \mathbb{R}^N \text{ with } |y| \geq R \text{ and } \delta \in [\delta_1, \delta_2].
\end{align*}\]

**Proof.** By the compactness of the interval \([\delta_1, \delta_2]\) and Lemma 4.6, there exists a positive constant \( R \) such that
\[
I(\theta^+(y, \delta)) < c^{\alpha,\lambda,N}_{\pm} + \kappa \quad \text{for any } \delta \in [\delta_1, \delta_2] \text{ and } y \in \mathbb{R}^N \text{ with } |y| \geq R. \tag{4.18}
\]
Similarly, (b) follows from (4.16), Lemma 4.3, and the compactness of the interval \([\delta_1, \delta_2]\). \( \square \)

Noting \( \delta_1, \delta_2 \) and \( R \) from Lemma 4.7, Lemma 4.8, and Lemma 4.9, respectively, we define a bounded domain \( D \subset \mathbb{R}^N \) by
\[
D := \{(y, \delta) \in \mathbb{R}^N \times [0, \infty) : |y| \leq R, \quad \delta_1 \leq \delta \leq \delta_2\}. \tag{4.19}
\]

**Lemma 4.10.** Define the map \( \theta : D \to \mathbb{R}^N \times \mathbb{R}^+ \) by
\[
H(y, \delta) := (\beta \circ \theta^+(y, \delta), \gamma \circ \theta^+(y, \delta)).
\]
Then the following equality holds
\[
\deg(H, \ D^0, \ (0, \ \frac{1}{2})) = 1, \tag{4.20}
\]
where \( D^0 \) is the interior of the set \( D \).
Proof. Consider the homotopy
\[ \zeta((y, \delta), s) = (1 - s)id(y, \delta) + sH(y, \delta). \]
According to the homotopy invariance of the topological degree and the fact that
\[ \deg \left( id, \ D^\circ, \ (0, \frac{1}{2}) \right) = 1, \]
it suffices to prove
\[ \zeta((y, \delta), s) \neq (0, \frac{1}{2}) \text{ for any } (y, \delta) \in \partial D \text{ and } s \in [0, 1]. \] (4.21)
In fact, if \(|y| < \frac{1}{2}\) and \(\delta = \delta_1\) hold, then by Lemma 4.7 (b), we have
\[ (1 - s)\delta_1 + s\gamma \circ \theta^\pm(y, \delta_1) < \frac{1}{2} \text{ for any } s \in [0, 1]. \]
If \(\frac{1}{2} \leq |y| \leq R\) and \(\delta = \delta_1\) hold, it follows from Lemma 4.7 (c) that
\[ \left| ((1 - s)y + s\beta(\theta^\pm(y, \delta_1)) \right| \geq \left| (1 - s)y + s |y| - s\beta(\theta^\pm(y, \delta_1)) \right| \geq s + (1 - s)|y| - \frac{1}{4} \geq \frac{1}{4} \neq 0. \]
If \(|y| \leq R\) and \(\delta = \delta_2\) hold, then by Lemma 4.8 (b), we have
\[ (1 - s)\delta_2 + s\gamma \circ \theta^\pm(y, \delta_2) > \frac{1}{2} \text{ for any } s \in [0, 1]. \]
If \(|y| = R\) and \(\delta_1 \leq \delta \leq \delta_2\) hold, it follows from Lemma 4.9 (b) that
\[ \left( ((1 - s)y + s\beta(\theta^\pm(y, \delta)) \cdot y \right) > 0 \text{ for any } s \in [0, 1]. \]
So (4.21) has been proved and the proof is completed. \(\square\)

Set \(I^e = \{ u \in \mathcal{N}^{4, -} : I(u) \leq c \} \) and \(I_c = \{ u \in \mathcal{N}^{4, -} : I(u) \geq c \} \).

Proof of Theorems 1.1 and 1.3. To obtain the bounded state solutions, we set
\[ Q^\pm = \theta^\pm(D), \]
where \(D\) is defined in (4.19) and
\[ \Gamma^\pm = \{ h \in C(\mathcal{N}^{N, \pm}, \mathcal{N}^{N, \pm}) : h(u) = u \text{ for } I(u) < c_{\pm}^{a, \lambda, N} + \kappa \} \]
Moreover,
\[ \Sigma^\pm = \{ A^\pm \subset \mathcal{N}^{N, \pm} : A^\pm = h(Q^\pm), h \in \Gamma^\pm \}. \]
Firstly, we claim that \(A^\pm \cap \mathcal{M}^{N, \pm} \neq \emptyset \) for any \(A^\pm \in \Sigma^\pm \). In fact, let us consider \(h \in \Gamma^\pm\) and define \(\eta : D \to \mathbb{R}^N \times R^+\) by
\[ \eta(y, \delta) = \left( \beta \circ h \circ \theta^\pm(y, \delta), \gamma \circ h \circ \theta^\pm(y, \delta) \right). \]
Then \(\eta\) is a continuous function. If \((y, \delta) \in \partial D\), then it follows from Lemma 4.7(a), Lemma 4.8(a), Lemma 4.9(a) that
\[ I(\theta^\pm(y, \delta)) < c_{\pm}^{a, \lambda, N} + \kappa. \]
Thus we obtain
\[ h \circ \theta^\pm(y, \delta) = \theta^\pm(y, \delta), \]
which implies that
\[ \eta(y, \delta) = \left( \beta \circ \theta^\pm(y, \delta), \gamma \circ \theta^\pm(y, \delta) \right) = H(y, \delta) \text{ for } (y, \delta) \in \partial D. \]
By the property of topological degree and (4.20), we have
\[ \deg(\eta, D^0, (0, \frac{1}{2})) = \deg(H, D^0, (0, \frac{1}{2})) = 1, \]
which implies that there exists \((y', \delta') \in D^0\) such that \(h \circ \theta^\pm(y', \delta') \in A \cap \mathcal{M}^{N, \pm}\).

Now, we suppose \(N = 4\). Let us define
\[ d := \inf_{A \in \Sigma^-} \sup_{u \in A} I(u). \]
By \(A^- \cap \mathcal{M}^{4, -} \neq \emptyset\) for any \(A \in \Sigma^-\), we have
\[ d \geq \inf_{u \in \mathcal{M}^{4, -}} I(u) = c_{A^+, -} > c_{A, -}^{a, \lambda, A}. \]
It follows from Lemma 4.1 that
\[ d \leq \sup_{u \in Q^-} I(u) \leq \sup_{(y, \delta) \in \mathbb{R}^4 \times (0, \infty)} I(\theta^- (y, \delta)) < 2c_{A, -}^{a, \lambda, A}. \]
Hence, \(c_{A, -}^{a, \lambda, A} < d < 2c_{A, -}^{a, \lambda, A}\). Suppose \(K_d := \{u \in \mathcal{N}^{4, -} : I(u) = d, \ I|_{\mathcal{N}^{4, -}}(u) = 0\} = \emptyset\). Since a local \((PS)_c\) condition in \((c_{A, -}^{a, \lambda, A}, 2c_{A, -}^{a, \lambda, A})\) holds, using a variant of a well-known deformation Lemma (see [20]), one can find a continuous map
\[ g : [0, 1] \times \mathcal{N}^{4, -} \rightarrow \mathcal{N}^{4, -} \]
and a positive number \(\varepsilon_0\) such that
\[
\begin{align*}
(i) & \ I^{d + \varepsilon_0} \bigcap I_{d - \varepsilon_0} \subseteq I^{2c_{A, -}^{a, \lambda, A}} \bigcap I_{c_{A, -}^{a, \lambda, A} + \varepsilon}_-; \\
(ii) & \ g(0, u) = u; \\
(iii) & \ g(t, u) = u \text{ for any } u \in I^{d - \varepsilon_0} \bigcup (\mathcal{N}^{4, -} \setminus I^{d + \varepsilon_0}) \text{ and } t \in (0, 1); \\
(iv) & \ g(1, I^{d + \varepsilon_0}) \subseteq I^{d - \varepsilon_0}.
\end{align*}
\]
Now let \(\tilde{A}^- \in \Sigma^-\) be such that
\[ d \leq \sup_{u \in \tilde{A}^-} I(u) < d + \frac{\varepsilon_0}{2}. \]
Then \(g(1, \tilde{A}^-) \in \Gamma^-\) and
\[ \sup_{u \in g(1, \tilde{A}^-)} I(u) \leq d - \frac{\varepsilon_0}{2}, \]
which is contradicting the definition of \(d\) on \(\mathcal{N}^{4, -}\). Thus, by the similar and simpler argument of Corollary 3.4, \(d\) is a critical value of \(I\).

Now suppose \(N \geq 5\). Set \(\mu := \min\{\mu_1, \mu_2\}, \nu = \min\{\nu_1, \nu_2\}, \) where \(\mu_1, \mu_2, \nu_1\) and \(\nu_2\) are taken from Proposition 2.9, Proposition 3.3, Lemma 2.7 and Lemma 4.2, respectively. Let \(\Lambda_0 - \mu < \lambda < \Lambda_0\) and \(0 < |V| \frac{\mu}{4} < \nu\). We define
\[ d^\pm := \inf_{A \in \Sigma^+} \sup_{u \in A^\pm} I(u). \]
One obtains \(d^\pm \geq c_{A, N, \pm} > c_{A, -}^{a, \lambda, N}\). It follows from (4.4) that
\[ c_{A, -}^{a, \lambda, N} < c_{A, N, \pm} \leq d^+ \leq \sup_{u \in A^+} I(u) \leq \sup_{(y, \delta) \in \mathbb{R}^N \times (0, \infty)} I(\theta^+(y, \delta)) < c_{A, -}^{a, \lambda, N}. \]
By \(c_{A, -}^{a, \lambda, N} > c_{A, -}^{a, \lambda, N}\) and Proposition 3.3, we know that the \((PS)_c\) condition holds for \(c > c_{A, -}^{a, \lambda, N}\) and \(c \in (c_{A, -}^{a, \lambda, N}, c_{A, -}^{a, \lambda, N})\). Thus, \(d^- > c_{A, -}^{a, \lambda, N}\) and \(d^+ \in (c_{A, -}^{a, \lambda, N}, c_{A, -}^{a, \lambda, N})\) are two different critical values of \(I\) by the same method. \(\square\)
5. Some necessary lemmas.

Lemma 5.1. Let \( N \geq 6 \) and 
\[
  f(t) = \lambda S^{\frac{2^*}{2^* - 2}} t^2 - t^{2^* - 2} + a S^{\frac{2^*}{2^* - 2}}, \quad t \geq 0.
\]
When \( 0 < \lambda < \Lambda_0 \), we denote the solutions of \( f(t) = 0 \) by \( \xi_1 \) and \( \xi_2 \) \( (0 < \xi_1 < \xi_2) \).
Then the following inequality holds,
\[
  \xi_1^2 + \xi_2^2 - \frac{4a}{(N - 4)\lambda} > 0 \quad \text{for} \quad 0 < \lambda < \Lambda_0.  \quad (5.1)
\]

Proof. When \( 0 < \lambda < \Lambda_0 \), it is easy to prove that 
\[
  \min_{t \geq 0} f(t) = f(\eta_0), \quad \text{where} \quad \eta_0 = \left( \frac{2}{2^* - 2} \lambda S^{\frac{2^*}{2^* - 2}} \right)^{\frac{1}{2^* - 2}}
\]
and \( \xi_1 < \eta_0 < \xi_2 \). Moreover, \( \frac{2a}{(N - 4)\lambda} < \eta_0^2 \). The proof is divided into the following three steps.

Step 1. We have 
\[
  -f'(\eta_0 - s) \geq f'(\eta_0 + s) \quad \text{for any} \quad 0 < s < \eta_0. \quad (5.2)
\]
In fact, it can be easily obtained that 
\[
  f'(t) = 2\lambda S^{\frac{2^*}{2^* - 2}} t - (2^* - 2)t^{2^* - 3}; \\
  f''(t) = 2\lambda S^{\frac{2^*}{2^* - 2}} + (2^* - 2)(3 - 2^*)t^{2^* - 4}; \\
  f'''(t) = (2^* - 2)(3 - 2^*)(2^* - 4)t^{2^* - 5}.
\]
As \( N \geq 6 \), \( f'''(t) \leq 0 \) for any \( t > 0 \) implies 
\[
  f''(\eta_0 - t) \geq f''(\eta_0 + t) \quad \text{for any} \quad 0 \leq t < \eta_0.
\]
Take \( 0 < s < \eta_0 \). Integrating the above inequality from 0 to \( s \) gives us
\[
  \int_{\eta_0 - s}^{\eta_0} f''(t)dt \geq \int_{\eta_0}^{\eta_0 + s} f''(t)dt. \quad (5.3)
\]
By the fact that \( f'(\eta_0) = 0 \),
\[
  \begin{cases}
    f'(\eta_0) = f'(\eta_0 - s) + \int_{\eta_0 - s}^{\eta_0} f''(t)dt; \\
    f'(\eta_0 + s) = f'(\eta_0) + \int_{\eta_0}^{\eta_0 + s} f''(t)dt,
  \end{cases}
\]
and the inequality (5.3), then (5.2) holds.

Step 2. We claim that 
\[
  \xi_2 - \eta_0 \geq \eta_0 - \xi_1. \quad (5.4)
\]
Arguing indirectly, if \( \xi_2 - \eta_0 < \eta_0 - \xi_1 \) holds, then set \( \delta := \xi_2 - \eta_0 \). Obviously, \( \delta < \eta_0 \). Integrate the inequality (5.2) from 0 to \( \delta \) to obtain
\[
  -\int_{\eta_0 - \delta}^{\eta_0} f'(t)dt \geq \int_{\eta_0}^{\eta_0 + \delta} f'(t)dt. \quad (5.5)
\]
The inequality (5.5) implies that
\[
  \int_{\eta_0 - \delta}^{\eta_0 + \delta} f'(t)dt = \int_{\eta_0 - \delta}^{\eta_0} f'(t)dt + \int_{\eta_0}^{\eta_0 + \delta} f'(t)dt \leq 0. \quad (5.6)
\]
However, it follows from $0 < \eta_0 - \delta - \xi_1 < \eta_0 - \xi_1$ and (5.6) that
\[ 0 > \int_{\xi_1}^{\xi_1 + (\eta_0 - \delta - \xi_1)} f'(t)dt = \int_{\eta_0}^{\eta_0 - \delta} f'(t)dt = - \int_{\eta_0 - \delta}^{\eta_0} f'(t)dt \geq 0, \tag{5.7} \]
which is a contradiction. Thus, the claim (5.4) holds.

**Step 3.** It follows from $\xi_1 < \eta_0 < \xi_2$ and (5.4) that
\[ \xi_2^2 - \eta_0^2 = (\xi_2 - \eta_0)(\xi_2 + \eta_0) \geq (\eta_0 - \xi_1)(\eta_0 + \xi_1) = \eta_0^2 - \xi_1^2. \tag{5.8} \]
Combining this with $\frac{2a}{N-4} < \eta_0^2$, we have
\[ \xi_1^2 + \xi_2^2 - \frac{4a}{N-4} > \xi_1^2 + \xi_2^2 - 2\eta_0^2 \geq 0. \]
This completes the proof. \[ \square \]

**Lemma 5.2.** Let $N \geq 5$ and
\[ f(t) = \lambda S^{\frac{2}{2*}} t^2 - t^{2* - 2} + aS^{\frac{2}{2*}}, \ t \geq 0; \]
\[ f_2(t) = 3\lambda S^{\frac{2}{2*}} t^2 - (2^* - 1)t^{2* - 2} + aS^{\frac{2}{2*}}, \ t \geq 0. \]
For $\lambda \in (0, \Lambda_0)$, we denote the solutions of $f(t) = 0$ by $\xi_1$ and $\xi_2$ ($0 < \xi_1 < \xi_2$), the solutions of $f_2(t) = 0$ by $\xi_3$ and $\xi_4$ ($0 < \xi_3 < \xi_4$). Then there exists $\mu_1 := \mu_1(a,N) > 0$ such that
\[ \frac{4a}{(N-4)\lambda} - \xi_1^2 - \xi_2^2 > 0 \quad \text{for} \quad \Lambda_0 - \mu_1 < \lambda < \Lambda_0. \tag{5.9} \]

**Proof.** For $\lambda \in (0, \Lambda_0)$, it is easy to prove the existence of $\xi_i$, $i = 1, 2, 3, 4$ and $\xi_3 < \xi_1 < \xi_4 < \xi_2$. Moreover,
\[ \min_{t \geq 0} f(t) = f(\eta_0), \quad \text{where} \quad \eta_0 = \left( \frac{2}{2^* - 2} \lambda S^{\frac{2}{2*}} \right)^{\frac{1}{2^* - 2}} \]
and $\xi_1 < \eta_0 < \xi_2$. Furthermore, $|\xi_i - \eta_0| \to 0$ as $\lambda \to \Lambda_0$, $i = 1, 2, 4$. Since $\xi_i$ depend on $\lambda$, we rewrite $\xi_i$ by $\xi_i(\lambda)$ in the following context. It is not difficult to obtain $\xi_i(\lambda) \in C^1((0, \Lambda_0))$. Let
\[ P(\lambda) := \frac{4a}{N-4}\lambda - \xi_1^2(\lambda) - \xi_2^2(\lambda), \quad 0 < \lambda \leq \Lambda_0. \]
Then $P(\lambda) \in C^1((0, \Lambda_0))$ and
\[ \lim_{\lambda \to \Lambda_0} P(\lambda) = 0 = P(\Lambda_0). \]
To obtain (5.9), it suffices to prove that there exists $\mu_1 > 0$ such that
\[ P'(\lambda) = -2 \left( \frac{2a}{(N-4)\lambda^2} + \xi_1(\lambda)\xi_1'(\lambda) + \xi_4(\lambda)\xi_4'(\lambda) \right) < 0 \quad \text{for} \quad \Lambda_0 - \mu_1 < \lambda < \Lambda_0. \tag{5.10} \]
In fact, it follows from $f(\xi_1(\lambda)) = f_2(\xi_4(\lambda)) = 0$ and $\xi_i(\lambda) > 0$ that
\[ S^{2*}\xi_1(\lambda) + 2\lambda S^{\frac{2}{2*}}\xi_1'(\lambda) - (2^* - 2)\xi_1^{2* - 4}(\lambda)\xi_1'(\lambda) = 0; \]
\[ 3S^{2*}\xi_4(\lambda) + 6\lambda S^{\frac{2}{2*}}\xi_4'(\lambda) - (2^* - 1)(2^* - 2)\xi_4^{2* - 4}(\lambda)\xi_4'(\lambda) = 0. \]
As a consequence,
\[
\xi_1(\lambda)\xi'_1(\lambda) = \frac{S^{2\gamma} \xi_1^2(\lambda)}{(2^* - 2)\xi_1^2(\lambda) - 2\lambda S^{2\gamma}}; \\
\xi_4(\lambda)\xi'_4(\lambda) = \frac{3S^{2\gamma} \xi_1^2(\lambda)}{(2^* - 1)(2^* - 2)\xi_1^2(\lambda) - 6\lambda S^{2\gamma}}.
\]
By the fact that \(\xi_1(\lambda) < \eta_0\) and \(|\xi_i(\lambda) - \eta_0| \rightarrow 0\) as \(\lambda \rightarrow \Lambda_0\), \(i = 1, 4\), one obtains
\[0 < (2^* - 2)\xi_1^{2\gamma - 4}(\lambda) - 2\lambda S^{2\gamma} \rightarrow 0;\]
\[(2^* - 1)(2^* - 2)\xi_1^{2\gamma - 4}(\lambda) - 6\lambda S^{2\gamma} \rightarrow \frac{2}{3}(2^* - 4)\Lambda_0 S^{2\gamma}\]
as \(\lambda \rightarrow \Lambda_0\), which imply that
\[\xi_1(\lambda)\xi'_1(\lambda) \rightarrow \infty \text{ and } |\xi_4(\lambda)\xi'_4(\lambda)| < C \text{ as } \lambda \rightarrow \Lambda_0. \tag{5.11}\]
According to (5.11), (5.10) has been proved. This completes the proof.

**Lemma 5.3.** Given \(u \in \mathcal{N}_{N-1}\) for \(N \geq 5\), there exist \(\varepsilon > 0\) and a differentiable functional \(t(w) > 0\), \(w \in D^{1,2}(\mathbb{R}^N)\), \(\|w\|_{D^{1,2}} < \varepsilon\) satisfying that
\[t(0) = 1, \ t(w)(u - w) \in \mathcal{N}_{N-1}, \text{ for } \|w\|_{D^{1,2}} < \varepsilon\]
and
\[
(t'(0), w) = \frac{(4\lambda\|u\|_{D^{1,2}}^2 - 2a)\int_{\mathbb{R}^N} \nabla u \nabla w dx + 2\int_{\mathbb{R}^N} V(x)u^2wdx + 2\int_{\mathbb{R}^N} |u|^{2\gamma - 2}uwdx - 2\lambda\|u\|_{D^{1,2}}^2 - (2^* - 2)|u|^2\gamma}{2\lambda\|u\|_{D^{1,2}}^2 - (2^* - 2)|u|^2\gamma}. \tag{5.12}
\]

**Proof.** This methods are taken from [3, 19]. By the similar argument of Lemma 2.7, it is not difficult to prove the existence of \(t(w)\). Then we define \(F : \mathbb{R} \times D^{1,2} \rightarrow \mathbb{R}\) by
\[
F(t, w) = a\|u - w\|_{D^{1,2}}^2 + \int_{\mathbb{R}^N} V(x)(u - w)^2dx + t^2\lambda\|u - w\|_{D^{1,2}}^4 - t^{2\gamma - 2}\|u - w\|_{D^{1,2}}^{2\gamma}.
\]
Since \(F(1, 0) = 0\) and
\[
F_t(1, 0) = 2\lambda\|u\|_{D^{1,2}}^2 - (2^* - 2)|u|^2\gamma = a\|u\|_{D^{1,2}}^2 + \int_{\mathbb{R}^N} V(x)(u - w)^2dx + 3\lambda\|u\|_{D^{1,2}}^4 - (2^* - 1)|u|^2\gamma < 0,
\]
we can apply the Implicit Function Theorem at the point \((1, 0)\) and get the result.
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