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Abstract
Mitigating nonlinear weight update characteristics is one of the main challenges in designing neural networks based on synaptic devices. This paper presents a novel weight update method named conditional reverse update scheme (CRUS) for hardware neural network (HNN) consisting of synaptic devices with highly nonlinear or abrupt conductance update characteristics. We formulate a linear optimization method of conductance in synaptic devices to reduce the average deviation of weight changes from those calculated by the Stochastic Gradient Rule (SGD) algorithm. We introduce a metric called update noise (UN) to analyze the training dynamics during training. We then design a weight update rule that reduces the UN averaged over the training process. The optimized network achieves >90% accuracy on the MNIST dataset under highly nonlinear long-term potentiation (LTP) and long-term depression (LTD) conditions while using inaccurate and infrequent conductance sensing. Furthermore, the proposed method shows better accuracy than previously reported nonlinear weight update mitigation techniques under the same hardware specifications and device conditions. It also exhibits robustness to temporal variations in conductance updates. We expect our scheme to relieve design requirements in device and circuit engineering and serve as a practical technique that can be applied to future HNNs.

INTRODUCTION
Recently, hardware neural network (HNN) based on synaptic devices has received significant interest due to its potential to overcome the limitations of von Neumann architecture. In particular, their capability to tune and store the conductance makes synaptic devices well-suited for emulating biological behaviors such as long-term potentiation (LTP), long-term depression (LTD), and spike-timing-dependent plasticity (STDP) [1-2]. Such capabilities of synaptic devices can be utilized to build up a new paradigm of computation that can solve complex computational tasks consuming low power. Numerous types of synaptic devices that rely on various physical mechanisms have been explored in recent years [1,3]. It is well known that HNNs based on these synaptic devices have advantages in size, speed, and power consumption compared to those in conventional digital CMOS circuits [4-6]. Despite the bright prospects of synaptic device-based HNN, which is capable of parallel and energy-efficient computations, it has several issues that must be resolved before it can be implemented.

One of the main challenges hampering the practical application of synaptic devices is nonlinearity in conductance programming, which arises from the complex drift and diffusion mechanisms of the ions or vacancies [7-8]. For example, Phase Change Memory (PCM) and Pt0.75Ca0.25MnO3 (PCMO) based synaptic devices exhibit abrupt LTD characteristics that make their conductance values rapidly fall to their minimum conductance states [9-11]. Due to this inherent non-linearity in the conductance modulation process, HNNs based on synaptic devices always suffer from a mismatch between the expected weight change and the actual weight change. While deep learning can have an inherent resilience to a moderate level of perturbation, excessive non-linearity in weight updates can be harmful to learning [12]. This problem has motivated many researchers to optimize the non-linearity of synaptic devices through various approaches. However, the linear optimization of devices changes their properties such as their on-off ratios, the number of possible conductance states, their endurance cycles, and the pulse-to-pulse variation, affecting the performance and cost of the hardware [13-14]. Moreover, to suppress the non-linearity using the pulse scheme, it is necessary to precisely control the duration and amplitude of the pulse considering the conductivity of the synaptic device [15]. There is also a physical limitation in the scaling of the pulse duration as the success probability of resistance switching decreases with pulse duration scaling [16-17]. Therefore, optimizing the non-linearity through device engineering or pulse schemes may not lead to performance enhancement at the system level [18]. From this point of view, algorithmic techniques to mitigate the non-linearity may be more appropriate than pulse shape tuning or device-level engineering in the design of HNNs.

In this work, we present a novel weight update scheme named conditional reverse update scheme (CRUS) to train HNNs composed of synaptic devices whose LTP and LTD characteristics are highly nonlinear or abrupt. To this end, the influence of update noise on neural networks is carefully analyzed through the introduction of an update noise evaluation metric. We believe that the methodology to analyze update noise and the proposed weight update scheme will be useful in optimizing the performance of HNN based on synaptic devices and can be applied to various synaptic devices.

**Bidirectional Flash-type Synaptic Device**
We present a flash-type memory device with abrupt and nonlinear conductance update characteristics. A schematic 3D view of this device is illustrated in Fig. 1(a). The structure of this device is identical to that of an n-channel MOSFET with a gate insulator stack of Al2O3/Si3N4/SiO2. The thicknesses of Al2O3, Si3N4, and SiO2 are 2 nm, 3 nm, and 9 nm, respectively. The W (Channel Width) is 50 µm and the L (Channel Length) is 0.8 µm. A/N/O device is capable of bidirectional weight (conductance) change through program (for LTD) or erase (for LTP) operations. During the program process, successive pulses are applied to the gate to trap charges in the Si3N4 layer. In contrast, during the erase process, the charges in the Si3N4 layer are detrapped by applying pulses to the gate. The magnitude of the threshold voltage shift, which is determined by the charge density stored in the Si3N4 layer, modulates the conductance of the synaptic device. Program and erase pulses we use are 5 V for 80 µs, and -6 V for 45 µs. Here, the bias condition is Vgs=Vsb=0 V. Conductance values are read out by setting Vgs=0.1 V, Vsb=0.7 V. Fig. 1(b) shows the measured LTP and LTD behaviors of A/N/O device. The noticeable characteristic of the LTP curve is that the conductance changes are extremely abrupt in the early stage of pulse application. For the design of HNN based on this device, we develop a novel weight update method that can effectively mitigate the LTP and LTD characteristics that exhibit abruptness and high non-linearity.

**RELATED WORK**

Recently, various effective non-linearity mitigation methods for HNN based on synaptic devices have been proposed. However, there are still several issues to be addressed.

First, the level of non-linearity tested in previous works may be inappropriate to simulate highly nonlinear or abrupt conductance update characteristics. In this work, we use the following equations to model the LTP and LTD curve [19]:

\[ G_{\text{LTP}}(P) = B \left( 1 - e^{- \frac{P}{P_{\max}}} \right) + G_{\min} \]  

\[ G_{\text{LTD}}(P) = -B \left( 1 - e^{- \frac{P-P_{\max}}{A}} \right) + G_{\max} \]  

\[ B = \frac{G_{\max} - G_{\min}}{1 - e^{- \frac{P_{\max}}{A}}} \]  

Here, \( G_{\max} \) and \( G_{\min} \) are the maximum and minimum conductance of a synaptic device extracted from experimental data, respectively. \( A \) and \( B \) are the fitting parameters used to model the LTP and LTD curves. \( P_{\max} \) is the maximum number of available conductance steps of a synaptic device. The NL(LTP) (Non-linearity level of LTP) and NL(LTD) (Non-linearity level of LTD) range from -9 to 9 and these values are used to calculate the value of A. NL(LTP) and NL(LTD), and their corresponding LTP and LTD curves are illustrated in Fig. 2(a)-(b). We normalize the conductance value of synaptic devices to a range between 0 (\( G_{\min} \)) and 10 (\( G_{\max} \)) in the rest of this paper. To measure the magnitude of the abruptness of LTP or LTD characteristics, we define AF (Abruptness Factor) as follows:

\[
AF = \begin{cases} 
100 \frac{G_{\text{LTP}}}{P_{\max}}, & \text{for LTP} \\
100 \frac{G_{\text{LTD}}}{P_{\max}}, & \text{for LTD} 
\end{cases}
\]

where \( G_{\text{LTP}} \) represents the minimum number of pulses that should be applied to change the minimum conductance value by 60% of \( (G_{\max} - G_{\min}) \). \( G_{\text{LTD}} \) represents the minimum number of pulses that should be applied to change the maximum conductance value by 60% of \( (G_{\max} - G_{\min}) \), and \( P_{\max} \) represents the maximum number of conductance steps in a synaptic device. AF can range from 0 - 60. Fig. 3(a) presents the NL and its corresponding AF. Note that there are cases when Eqs. (1)-(3) are not suitable to model the LTP or LTD curves of some synaptic devices [20]. In these cases, AF can be a simple and useful measure of the abruptness of LTP or LTD characteristics.

The piece-wise linear (PL) method is a recently introduced linear optimization technique [21]. In this method, the duration of the pulses for weight update is scaled by a scaling factor to compensate for nonlinear conductance changes. The scaling factor is determined after sensing the conductance of synaptic devices at every training iteration. This method was tested under NL ranging from -6 to 6 using the LTP and LTD curve modeled by Eqs. (1)-(3). In addition, a hardware-friendly stochastic and adaptive learning method has been proposed to counter the PL method [22]. However, it was also tested under
NL ranging from approximately -6 to 6 and showed similar or lower accuracy than the PL method. Unfortunately, such NL values might be too low to capture the nonlinear or abrupt update characteristics of some synaptic devices. For example, the NL(LTD) of a reported PCMO device using the nonlinearity model defined by Eqs. (1)-(3) is -6.76 [19]. The A/N/O device mentioned above has an AF of 9.375 for LTP and 17.1875 for LTD. Considering that the AF corresponding to NL(LTP) = 6 is 13, setting NL(LTP) = 6 is inappropriate to simulate abrupt LTP behavior in A/N/O device. More importantly, engineering the device structure to tune the LTP and LTD characteristics offsets crucial device properties that ensure high training performance in HNN based on synaptic devices [13,14,18]. This suggests that strategically increasing the non-linearity level or decreasing the AF might be an attractive option in synaptic device engineering. Therefore, devising a non-linearity mitigation technique that can work for high non-linearity levels and a low AF (|NL(LTP)| ≥ 8 or |NL(LTD)| ≥ 8, AF ≤ 11) would be a promising approach in HNN design.

Furthermore, non-linearity mitigation methods that require frequent and accurate conductance sensing may lead to high hardware costs. Some of the successful methods that guarantee acceptable accuracy under high NL settings require conductance sensing at every training iteration. They also sacrifice sensing precision to achieve ~90% accuracy on the MNIST dataset under high NL settings [21,23]. Representatively, the refresh method was presented as an effective solution to yield high accuracy in HNN based on highly nonlinear devices such as PCM devices [24-25]. In this method, only LTP updates are used for weight updating. For this reason, the conductance values of synaptic devices are periodically sensed and rewritten into the devices to prevent the saturation of conductance. The key advantage of the refresh method is that if LTP is linear enough, high accuracies can be achieved regardless of the NL(LTD) value. Despite its effectiveness in boosting the performance and immunity to resistance drift effects [26], the periodical sensing and rewriting process induces a trade-off in the refresh period (number of training iterations between successive refresh processes), training power, and performance [9,27]. From Fig. 4, it can be seen that the accuracy rapidly drops above a certain refresh period in the case of the network presented in this paper. Thus, to create practical HNN, it may be more advantageous to design a weight update method that exhibits more robustness to infrequent and inaccurate conductance sensing and still achieves high accuracy (>90%).

Moreover, many studies on HNN based on synaptic devices lack quantitative analysis on how the non-linearity of LTP and LTD degrade the accuracy of the network [9,23,28]. Quantitative analysis on the impact caused by nonlinear weight update might help elucidate the origin of accuracy degradation.

Accordingly, our work proposes a hardware-efficient weight update rule and update noise evaluation metrics to optimize HNN based on synaptic devices. By designing a weight update rule that requires 1-bit precision and infrequent conductance access, we could achieve >90% accuracy even in high NL and low AF cases (|NL(LTD)| ≥ 8 or |NL(LTP)| ≥ 8 except for |NL(LTP)|=|NL(LTD)|=9). The proposed weight update method is expected to increase the performance of a network consisting of highly nonlinear synaptic devices in a hardware-efficient manner.

**The Concept of Update Noise and Metrics Used to Evaluate Update Noise**

In this work, one of the main causes of accuracy degradation in HNN is update noise due to the nonlinear conductance update characteristics of synaptic devices. We use the following equation to quantitatively evaluate the UN (Update Noise) generated in a training iteration:

$$UN(W_i) = ||P_nk - (W_{n,updated} - W_0)|| \ (L2\ norm) \ (5)$$

where $k, P_n, W_n$, and $W_{n,updated}$ represent the scaling factor that scales the number of applied pulses into weight scale, a vector of the number of pulses applied to synaptic devices, a weight vector before weight update, and the weight vector after weight update at $n^{th}$ training iteration, respectively.

Software-based studies have shown that gradient noises with certain structures have regularization effects [29]. However, to the best of our knowledge, the structure and the effect of the gradient in HNN are not well understood. Moreover, for on-chip training, it is difficult to freely manipulate the gradient in the desired way. Thus, we try to self-adaptively reduce the average amount of UN evaluated after training. We use the following equation to evaluate AUN (Average Update Noise) after the end of a training case:

$$AUN(W) = \frac{1}{m} \sum_{n,|P_n|>0} ||P_nk - (W_{n,updated} - W_0)|| \ (L2\ norm) \ (6)$$

where $L$, $n$, and $m$ represent the loss function of a network, the total number of training iterations of an algorithm, and the total number of training iterations such that the sum of the number of applied pulses in all synaptic devices at a given iteration is not equal to zero, respectively.

**Proposed Weight Update Scheme**

To tackle the limitations in the existing non-linearity mitigation techniques, we propose a new weight update scheme.

We analyze our proposed weight update rule through a simulator named NeuroSim using the Modified National Institute of Standards and Technology (MNIST) handwritten digit database [30]. The model comprises three fully connected layers where the numbers of input layer neurons, hidden layer neurons, and final layer neurons are 400, 100, and 10, respectively. The activation function that we use is the sigmoid function. The input image pixel precision is 1 bit and the precision of neurons in the hidden layer and the output layer is 8 bit. The weights are initialized by randomly choosing a
number from \([-1, \frac{2}{3}, 1, 0, \frac{1}{3}, \frac{2}{3}, 1]\]. A set of 60000 images is used for training and a set of 10000 images is used for the test. Each of the simulation cases is trained up to 100 epochs based on the Stochastic Gradient Descent (SGD) algorithm. Networks under different hyperparameter and device non-linearity settings have different optimized numbers of training epochs to yield a high level of test accuracy. Thus, the accuracy we report is the statistical average of the highest value among test accuracies evaluated after each epoch.

We first consider a synaptic device that satisfies \(NL(LTP)=1\), \(NL(LTD)=-9\), and \(P_{\text{max}}=100\). By setting \(NL(LTD)=-9\), the AF of LTD becomes 3 and the conductance falls to 0.8% of its maximum conductance within 11 pulses as seen from Fig. 3(a)-(b). This setting can be used to simulate any synaptic devices where LTD non-linearity or AF must be substantially sacrificed to enhance other crucial device properties for HNN training. Starting from this case, we will show that our proposed method can be applied to other highly nonlinear NL cases \([|NL(LTD)|\geq 8\) or \(|NL(LTP)| \geq 8\) but not \(|NL(LTP)|=|NL(LTD)|=9\). We only consider the cases where NL(LTP) and NL(LTD) have different polarities.

We now introduce a novel weight update method named conditional reverse update scheme (CRUS) that can effectively control the AUN of an algorithm. The main goal of this work is to design a weight update method that (i) ultimately reduces AUN \((W_{\text{HI})}\) evaluated at the end of the training with infrequent and inaccurate conductance sensing and (ii) does not require any pulse shape or duration tuning. Note that AUN \((W_{\text{HI})}\) can be evaluated as well. However, it will be shown that AUN \((W_{\text{HI})}\) is the most influential factor determining the accuracy of the network.

In this scheme, differential synapse pairs are used to represent each weight element. For notational simplicity, we refer to synapse pairs as synapses. Each of the synapses consists of two bidirectional synaptic devices with conductance values \(G_p\) and \(G_n\). The weight value \(W\) that each synapse represents can be expressed as \(W = \frac{G_p-G_n}{G_{\text{max}}-G_{\min}}\). From this point, we define the synapses located between the hidden and the output layer as \(S_{\text{HI}}\) and the corresponding weight matrix as \(W_{\text{HI}}\). Similarly, synapses located between the hidden and the input layer and the corresponding weight matrix are \(S_{\text{HI}}\) and \(W_{\text{HI}}\), respectively.

For hardware simplicity, we separate the weight update process into two phases, and training iteration corresponds to either the normal update phase or the reverse update phase. When a specific training iteration corresponds to the normal update phase, only LTP updates are used for conductance updates. In contrast, only LTD updates are used for conductance updates in the reverse update phase. In addition, the reverse update phase occurs only once every reverse update period. The reverse update period can range from 2 to 10 depending on the hyperparameters of the algorithm or the type of synaptic device used in HNN. By allowing both LTP and LTD updates, we can prevent the saturation of conductance or the generation of stuck-at-fault synapses which degrade the performance of the network significantly [31]. The separation of the training into two phases also allows us to use separate learning rates for the LTP and LTD updates. This strategy can compensate for the inherent asymmetrical update characteristics of synaptic devices [32] parallely.

To effectively reduce AUN, we apply an additional condition during the reverse update phase. The key idea of the conditional reverse update scheme is to conditionally skip LTD updates during the reverse update phase. The decision of whether to skip the LTD update is determined by the stored bit designated for each synaptic device in HNN. The stored bits are set to 1 if the conductance values of their corresponding synaptic devices are lower than \(G_\text{th}\), and to 0, otherwise. In addition, the stored bits are periodically refreshed. If an algorithm calls for a weight update in \(G_p^*\) \((G_n^*)\) during the reverse update phase, we do not apply any pulses to \(G_p^*\) \((G_n^*)\) if the stored bit, that is designated for its complementary device, \(G_n^*\) \((G_p^*)\) is 1. By adjusting \(G_\text{th}\), we can control the rate of LTD updates.

For convenience, we only present the pseudocode for \([NL(LTP)] \leq |NL(LTD)|\) cases. \([NL(LTP)] \geq |NL(LTD)|\) cases can be handled by changing the LTD skip condition and swapping the definition of the reverse update phase and the normal update phase. The rest of this paper explains \([NL(LTP)] \leq |NL(LTD)|\) case. We will show that the reference period can be made longer than the optimal refresh period.

```
[Proposed Weight Update Algorithm]
W = \begin{cases} 
G_p - G_n \\
\frac{G_p - G_n}{G_{\text{max}} - G_{\min}} 
\end{cases}

Let \(m\) be the total number of training iterations;
Let \(rp\) be the reverse update period;
Let \(refp\) be the reference period;
Let \(P_{\text{I}}\) be the number of pulses applied at training iteration \(i\);
Let \(a_n\) be the learning rate for the normal update phase;
Let \(a_p\) be the learning rate for the reverse update phase;

for \(i = 1\) to \(m\) do
    calculate \(\frac{dl}{dW}\);
    if \(i\) is 1 or integer multiple of \(refp\) then
        store (bool) flag_p = \((G_p < G_{\text{th}})\);
        store (bool) flag_n = \((G_n < G_{\text{th}})\);
    endif
    if \(i\) is integer multiple of \(rp\) then
        Convert \(a_n\) \(\frac{dl}{dW}\) to \(P_{\text{I}}\);
        if \(\frac{dl}{dW} > 0\) then
            Apply \(P_{\text{I}}\) LTD pulses to \(G_n\) if not flag_n;
        else
            Apply \(P_{\text{I}}\) LTD pulses to \(G_p\) if not flag_p;
        endif
    else
        Convert \(a_p\) \(\frac{dl}{dW}\) to \(P_{\text{I}}\);
        if \(\frac{dl}{dW} > 0\) then
            Apply \(P_{\text{I}}\) LTD pulses to \(G_p\);
        else
            Apply \(P_{\text{I}}\) LTD pulses to \(G_n\);
        endif
    for
```

For the examples, we only present the pseudocode for \([NL(LTP)] \leq |NL(LTD)|\) cases. \([NL(LTP)] \geq |NL(LTD)|\) cases can be handled by changing the LTD skip condition and swapping the definition of the reverse update phase and the normal update phase. The rest of this paper explains \([NL(LTP)] \leq |NL(LTD)|\) case. We will show that the reference period can be made longer than the optimal refresh period.
We first see how CRUS effectively reduces the UN of individual synapses. Here, the UN of a synapse is defined as UN($W$), where $W$ represents the one-element weight vector corresponding to the synapse. By reducing the UN of individual synapses, we can reduce UN($W_{th}$) and UN($W_{ho}$) at each training iteration, and thereby minimize AUN($W_{th}$) and AUN($W_{ho}$). To measure the amount of UN reduction, we calculate the expected UN of an individual synapse when the reverse period is set to 2. Here, not considering the actual training situation, we assume that the pulses to be applied during each weight update are extracted from a uniform [-3, 3] distribution and the reverse update phase occurs with a probability of 50%. To see how the expected UN varies with the conductance configuration ($G_p$, $G_h$), we also characterize the synapses based on their conductance configurations as follows:

(0,0) synapse: $G_p < G_{th}$, $G_h < G_{th}$
(0,1) synapse: $G_p < G_{th}$, $G_h \geq G_{th}$
(1,0) synapse: $G_p \geq G_{th}$, $G_h < G_{th}$
(1,1) synapse: $G_p \geq G_{th}$, $G_h \geq G_{th}$

Fig. 5(a)-(e) show the initial conductance configuration distribution and the expected UN of synapses with different conductance configurations under different $G_h$ values. It can be seen that the expected UNs of the (0,0), (0,1), and (1,0) synapses are relatively low compared to those of (1,1) synapses. This is because the LTD skip condition applied to (0,0), (0,1), and (1,0) synapses effectively suppresses the expected UN. This implies that the AUN can be significantly reduced when the synapses mostly stay as (0,0), (0,1), (1,1) types during training. Thus, it is important to keep the number of (1,1) synapses as low as possible to minimize AUN.

Now, we discuss how to decrease the number of (1,1) synapses during training. As training proceeds, there are frequent conversions between synapse types. The conversion from (0,1) or (1,0) synapses to (1,1) synapses should be minimized to suppress the number of (1,1) synapses during training. According to previous work, in a network composed of bidirectional synaptic devices, the conductance values tend to converge around the “symmetry point” [33]. This is the conductance value $G_{sym}$ that satisfies

$$\left| \frac{dG_{LTP}(G_{sym})}{dP} \right| = \left| \frac{dG_{LTD}(G_{sym})}{dP} \right|$$

(here, $G_{LTP}(P)$ and $G_{LTD}(P)$ are the functions used in Eqs. (1) and (2), respectively). Note that this is also the point to which the conductance value eventually converges after one LTP pulse and one LTD pulse are continually applied to a synaptic device in an alternating fashion. A similar phenomenon can be seen under CRUS as well. From Fig. 6, it can be seen that the conductance distribution of $G_p$ in (0,1) synapses or $G_h$ in (1,0) synapses tends to converge around the symmetry point (~0.32 for the NL(LTP)=1, NL(LTD)=-9 case). Thus, as $G_h$ increases above the symmetry point, the average distance between $G_h$ and the conductance values of the (0,1) and (1,0) synapses increase. As a result, it becomes more unlikely that the conductance values of such synapses cross over $G_h$ during training. From Fig. 7(a), it can be seen that the number of (1,1) synapse types decreases as $G_h$ increases, which is aligned with our analysis. Therefore, the key strategy to reduce the number of (1,1) synapses is to increase $G_h$.

![Fig. 5. (a) Synapse distribution after initialization. (b) Expected UN without LTD skip condition ($G_h=0$). Expected UN for (c) $G_h=1$ (d) $G_h=3$ (e) $G_h=5$.](image)

![Fig. 6. Conductance distribution of $G_i$ in (0,1) synapses and $G_j$ in (1,0) synapses. (a) $G_h=1$, (b) $G_h=3$, (c) $G_h=5$. The conductance values converge around the symmetry point regardless of the $G_h$ value.](image)

Finally, we analyze how increasing $G_h$ affects AUN($W_{th}$) and AUN($W_{ho}$). We then determine how we can use AUN($W_{th}$) and AUN($W_{ho}$) to optimize $G_h$ in terms of accuracy. To determine the AUN component of a specific synapse type, we extend the definition of AUN hereafter. AUN($W$ synapse type) is calculated by masking the elements that do not correspond to the superscripted synapse type for $P_n$ and $W_n$ in the argument of the summation in Eqs. (6).

As shown from Fig. 7(b)-(c), increasing $G_h$ does not always lead to a decrease in AUN($W_{th}$) and AUN($W_{ho}$) and an increase in accuracy. Several important factors should be considered simultaneously to fully understand the unexpected behaviors of AUN($W_{th}$), AUN($W_{ho}$), and accuracy with respect to $G_h$ and optimize $G_h$ in terms of accuracy.

First, the effect of the LTD skip condition decreases as $G_h$ increases. This arises from the difference in the ratio of non-zero pulses in the reverse update phase with respect to $G_{th}$. It is important to note that for (0,1) synapses, only LTD pulses applied to $G_h$ are skipped, and for (1,0) synapses, only LTD pulses applied to $G_h$ are skipped. For this reason, it is possible that depending on the pulse input patterns, the effect of the LTD skip condition may vary. It can be seen from Fig. 8 that the average ratio of non-zero pulses applied to (0,1) and (1,0) synapses in the reverse update phase increases as $G_h$ increases. Therefore, combined with the effect of the increase in the number of (0,1) and (1,0) synapses with a $G_h$ increase,
AUN($W_{th}$) and AUN($W_{hi}$) can increase as $G_{th}$ increases. This implies that $G_{th}$ should not be increased above the point where the increase in AUN($W_{hi}^{(0,1)}$), AUN($W_{hi}^{(1,0)}$), AUN($W_{hi}^{(0,0)}$), and AUN($W_{hi}^{(1,1)}$) starts to offset the decrease in AUN($W_{hi}^{(1,0)}$), and AUN($W_{hi}^{(1,1)}$).

In addition, there is a different behavior of AUN and accuracy with respect to $G_{th}$ when $G_{th}$ is lower than the symmetry point. It can be seen from Fig. 7(b)-(c) that if $G_{th}$ is low ($G_{th}<0.32$), both AUN($W_{hi}$) and accuracy increase with increasing $G_{th}$. This differs from the case of AUN($W_{ho}$), which generally has a contrary relationship with accuracy with respect to $G_{th}$. This is because if $G_{th}$ is set near or lower than the symmetry point (~0.32), the $G_{ps}$ and $G_{ps}$ of (1, 1) synapses in $S_{ho}$ gradually become densely populated around the symmetry point (see Fig. 9(a)), causing excessive UN in $W_{ho}$. If the symmetry point is located above $G_{th}$, once a synapse changes to (1, 1), it rarely switches to (0, 1) or (1, 0). In this case, $G_{p}$ and $G_{a}$ keep converging around the symmetry point until the end of training. Consequently, the weight value that the synapse represents becomes increasingly smaller as training proceeds. This leads to an excessive increase in the number of low magnitude weights in $W_{ho}$ at low $G_{th}$ ($G_{th}<0.32$).

Similar to a reported observation that excessive sparsity of weights leads to vanishing gradient problem [34], excessive increase in the low magnitude weights in $W_{ho}$ limits gradient flow to $W_{hi}$ at low $G_{th}$. The vanishing gradient problem retards training in early layers and significantly drops the accuracy of a network [35]. From Fig. 9(b), it can be seen that the gradient passed to $W_{hi}$ significantly decreases as $G_{th}$ decreases. Referring to Fig. 5, this implies that the synapses corresponding to $W_{hi}$ will stay at the low expected UN region throughout training. This explains why decreasing $G_{th}$ below the symmetry point can lead to a drop in both AUN($W_{ho}$) and accuracy. Therefore, $G_{th}$ should be set higher than the symmetry point for accuracy enhancement. This also implies that lower AUN($W_{hi}$) does not guarantee higher accuracy. This is because the magnitude of the gradient passed to $W_{hi}$ is the limiting factor of accuracy at low $G_{th}$ ($G_{th}<0.32$). If $G_{th}$ increases toward the symmetry point, $W_{hi}$ gradually receives more gradients as seen from Fig. 9(b), AUN($W_{ho}$) increases with the $G_{hi}$ until the decreasing number of (1, 1) synapses starts to have a dominant impact on AUN($W_{hi}$). From this point, AUN($W_{hi}$) and AUN($W_{ho}$) have similar trends with respect to $G_{th}$. This explains the difference in the behavior of AUN($W_{hi}$) and AUN($W_{ho}$) with respect to $G_{th}$. Therefore, it can be concluded that AUN($W_{hi}$) is the most relevant factor that should be

![Fig. 7. Plot of (a) Number of each synapse type averaged over the entire training process. (b) AUN($W_{hi}^{(0,0)}$), AUN($W_{hi}^{(0,1)}$), AUN($W_{hi}^{(1,0)}$), AUN($W_{hi}^{(1,1)}$), AUN($W_{hi}^{(1,1)}$). (c) AUN($W_{hi}$), AUN($W_{ho}^{(0,0)}$), AUN($W_{ho}^{(1,0)}$), AUN($W_{hi}^{(1,1)}$), AUN($W_{ho}^{(1,1)}$). Here, the AUN values are scaled by a factor of 10000.](image)

![Fig. 8. Ratio of non-zero pulses applied to (0, 1) and (1, 0) synapses in reverse update phase with respect to $G_{th}$.](image)

![Fig. 9. (a) $G_p$ and $G_o$ distribution of (1, 1) synapses located between the hidden and the output layer at low $G_{th}$ ($G_{th}<0.32$). (b) Derivative of loss function(L) with respect to hidden layer pre-activations($z_{hi}$) and output layer pre-activations($z_{ho}$) averaged over the whole training process and sparsity. Here, sparsity is defined by the ratio of weights of magnitude <0.2.](image)

![Fig. 10. Correlation between optimal $G_{th}$ in terms of AUN($W_{ho}$) and Accuracy ($NL$LTDP$=9$).](image)
considered for accuracy optimization. Fig. 10 shows the correlation between the $G_h$ that minimizes $AUN(W_H^{(0)})$ and optimized $G_h$ in terms of accuracy under different NL settings. This shows that by fine-tuning $G_h$ around the value that yields minimal $AUN(W_H^{(0)})$, we can easily optimize a network in terms of accuracy.

**Experimental Results and Discussion**

**A. Results with various device non-linearity and hyperparameter conditions**

In this section, we show that CRUS can be applied to other NL and hyperparameter settings. As discussed earlier, suppressing the generation of (1,1) synapses and addressing the vanishing gradient problem by increasing $G_h$ above the symmetry point is the key to minimizing $AUN(W_H^{(0)})$. Meanwhile, too large a $G_h$ leads to an increase in $AUN(W_H^{(0)})$ and degrades accuracy due to the UN generated by (0,1) and (1,0) synapses. Therefore, if there is a shift in the symmetry point, the conductance distribution of $G_p$ in the (0,1) synapse, or the conductance distribution of $G_h$ in the (1,0) synapse, $G_h$ needs to be adjusted accordingly. If NL and hyperparameters of the network are chosen to shift these three factors upward, $G_h$ should be increased to suppress $G_h$ crossover events. In the opposite case, $G_h$ should be decreased to reduce the effect of increasing $AUN(W_H^{(0)})$, and $AUN(W_H^{(0)})$.

First, we analyze the impact of NL in choosing optimal $G_h$. In this section, the refresh period, reference period, $P_{\text{max}}$ are set to 2, 2, 100, respectively. Increasing NL(LTP) is expected to increase the optimal $G_h$ since the symmetric point is shifted upward in this case. Similarly, decreasing NL(LTD) is expected to have the opposite effect. The simulation results shown in Fig. 11(a)-(b) verify the expected tendencies.

A change in the ratio of the learning rate corresponding to the normal update phase ($\alpha_n$) and that corresponding to the reverse update phase ($\alpha_r$) also affects the choice of $G_h$. For instance, increasing $\alpha_n$ while maintaining $\alpha_r$ shifts the conductance distribution of $G_p$ in the (0,1) synapses or $G_h$ in the (1,0) synapse upward. This is because the conductance generally increases at a faster rate than that when $\alpha_n = \alpha_r$. Thus, as $\alpha_n$ increases, $G_h$ needs to be increased for accuracy enhancement. Using this fact, we tested various values for $\alpha_n$ and $\alpha_r$ to further optimize the accuracy. From the results shown in Fig. 11(a)-(b) it can be seen that CRUS yields >90% accuracy for all NL configurations in which $|\text{NL(LTP)}| \geq 8$ or $|\text{NL(LTD)}| \geq 8$ (except for the NL(LTP)=9 and NL(LTD)=9 case) through setting an optimized $G_h$ value for given $\alpha_n$, $\alpha_r$, NL(LTP), and NL(LTD). In addition, CRUS yields better accuracy than the refresh method if NL(LTP) exceeds 1.

Extending the reverse update period has a similar effect with respect to increasing $\alpha_n$ since LTP updates happen more frequently with increasing reverse update period. Extending the reverse update period can offer hardware advantages when the LTD process is slower than the LTP process or consumes more power than it [36,37]. By choosing an optimal reverse update period, LTD update events can be reduced and lead to improvements in latency and power consumption. The simulation results displayed in Fig. 11(c) show that the optimal $G_h$ increases with the increase in the reverse update period. However, the accuracy tends to decrease when the reverse update period increases. Therefore, latency, power, and accuracy tradeoff should be considered when adjusting the reverse update period.

**B. Effect of the reference period on the training performance and comparison with the refresh method**

The key advantage of CRUS is that conductance can be more infrequently sensed than the刷新 method. This is true regardless of the choice of NL and the reverse update period. It can be seen from Fig. 12 that CRUS generally shows better accuracy under a longer conductance access period and the accuracy enhancement increases as NL(LTP) increases. Infrequent and inaccurate conductance sensing is expected to accelerate the speed of training while providing advantages in
peripheral circuit cost, memory cost, and chip size. Accordingly, CRUS is expected to provide excellent hardware efficiency in HNN operation.

**COMPARISON WITH OTHER NON-LINEARITY MITIGATION SCHEMES**

Table 1 compares the accuracy of the network under CRUS against previously reported non-linearity mitigation methods. For a fair comparison of the network performance, we set hardware conditions equal to or lower than that of the previous works. We also perform additional simulations on the PL method to test its effectiveness under severe NL cases. Note that ANL denotes a metric proposed to evaluate the asymmetry between LTP and LTD curves [28]. 0 is the case of ideal symmetry, and the asymmetry increases as the ANL value increases. The input image precision is increased to fairly compare the results with those of the prior work which assumes 256 gray levels of the input pixels. Interestingly, our method even works under a lower number of conductance states (64) and still achieves >89% accuracy if the input pixel precision is increased. From these results, it can be concluded that CRUS shows superior accuracy and hardware performance compared to previous non-linearity mitigation techniques.

**ROBUSTNESS TO TEMPORAL VARIATIONS IN CONDUCTANCE UPDATE**

Temporal variation in the conductance update process is another crucial factor to be considered in designing HNN algorithms [38,39]. Therefore, in this section, we analyze CRUS under temporal variation in conductance updates and demonstrate its robustness to such effects. The equations used to model the temporal variation at every LTP and LTD update event are as follows [19]:

$$G_{\text{LTP}} = G_i + \sigma G_{\text{max}} - \sigma G_{\text{min}}$$

where $G_i$, $G_{\text{LTP}}$, $N(0, \sigma^2)$ and $\sigma$ are the conductance value of a synaptic device at $i^{th}$ training iteration before weight update, the conductance value of the same device at $i^{th}$ training iteration after weight update, the normal distribution with mean 0 and standard deviation $\sigma$, the number of applied pulses at $i^{th}$ training iteration, and the variation coefficient respectively. It can be seen from Fig. 13 that CRUS is highly resilient to temporal conductance variation compared to the refresh method and one ideal synaptic device (a device where both LTP and LTD are perfectly linear) by synapse method. This is because frequent LTD skip update events help minimize the damage caused by temporal variations in conductance updates.

**CONCLUSION**

In this paper, CRUS has been proposed to mitigate highly nonlinear or abrupt conductance update characteristics of synaptic devices. This method has shown high accuracy (>90%) on the MNIST classification task under $P_{\text{max}}$=100, $|\text{NL(LTP)}| \geq 8$ or $|\text{NL(LTD)}| \geq 8$ cases (except for the NL(LTP)=9 and NL(LTD)=9 case) by high hardware efficiency. Analysis of the training dynamics of the network using UN has implied the correlation between the optimal $G_{\text{th}}$ in terms of AUN and the optimal $G_{\text{th}}$ in terms of accuracy. Based on the change in the
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**REFERENCES**

[1] Burr, Geoffrey W., et al. "Neuromorphic computing using non-volatile memory." Advances in Physics: X 2.1 (2017): 89-124.

[2] Yu, Shimeng. "Neuro-inspired computing with emerging nonvolatile memory." Proceedings of the IEEE 106.2 (2018): 260-285.
[3] Wan, Qingzhou, et al. "Emerging artificial synaptic devices for neuromorphic computing." Advanced Materials Technologies 4.4 (2019): 1900037.

[4] Eryilmaz, Sukru Burc, et al. "Neuromorphic architectures with electronic synapses." 2016 17th International Symposium on Quality Electronic Design (ISQED). IEEE, 2016.

[5] Li, Can, et al. "Efficient and self-adaptive in-situ learning in multilayer memristor neural networks." Nature communications 9.1 (2018): 1-8.

[6] Gokmen, Tayfun, and Yurii Vlasov. "Acceleration of deep neural network training with resistive cross-point devices: Design considerations." Frontiers in neuroscience 10 (2016): 333.

[7] Sun, Wen, et al. "Understanding memristive switching via in situ characterization and device modeling." Nature communications 10.1 (2019): 1-13.

[8] Alialy, Sahar, et al. "Nonlinear ion drift-diffusion memristance description of TiO 2 RRAM devices." Nanoscale Advances 2.6 (2020): 2514-2524.

[9] Burr, Geoffrey W., et al. "Experimental demonstration and tolerancing of a large-scale neural network (165 000 synapses) using phase-change memory as the synaptic weight element." IEEE Transactions on Electron Devices 62.11 (2015): 3498-3507.

[10] Suri, Manan, et al. "Phase change memory as synapse for ultra-dense neuromorphic systems: Application to complex visual pattern extraction." 2011 International Electron Devices Meeting. IEEE, 2011.

[11] Park, S., et al. "Neuromorphic speech systems using advanced ReRAM-based synapse." 2013 IEEE International Electron Devices Meeting. IEEE, 2013.

[12] Sidler, Severin, et al. "Large-scale neural networks implemented with non-volatile memory as the synaptic weight element: Impact of conductance response." 2016 46th European Solid-State Device Research Conference (ESSDERC). Ieee, 2016.

[13] Woo, Jiyong, and Shimeng Yu. "Impact of selector devices in analog RRAM-based crossbar arrays for inference and training of neuromorphic system." IEEE Transactions on Very Large Scale Integration (VLSI) Systems 27.9 (2019): 2205-2212.

[14] Khan, Sobia Ali, and Sungjun Kim. "Comparison of diverse resistive switching characteristics and demonstration of transitions among them in Al- incorporated HfO 2-based resistive switching memory for neuromorphic applications." RSC Advances 10.52 (2020): 31342-31347.

[15] Chen, Pai-Yu, et al. "Mitigating effects of non-ideal synaptic device characteristics for on-chip learning." 2015 IEEE/ACM International Conference on Computer-Aided Design (ICCAD). IEEE, 2015.

[16] Jo, Sung Hyun, Kuk-Hwan Kim, and Wei Lu. "Programmable resistance switching in nanoscale two-terminal devices." Nano letters 9.1 (2009): 496-500.

[17] Ying, Jiajie, et al. "Locally active memristor based oscillators: The dynamic route from period to chaos and hyperchaos." Chaos: An Interdisciplinary Journal of Nonlinear Science 31.6 (2021): 063114.

[18] Liu, Huan, Min Wei, and Yuzhong Chen. "Optimization of non-linear conductance modulation based on metal oxide memristors." Nanotechnology Reviews 7.5 (2018): 443-468.

[19] Chen, Pai-Yu, Xiaochen Peng, and Shimeng Yu. "NeuroSim: A circuit-level macro model for benchmarking neuro-inspired architectures in online learning." IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems 37.12 (2018): 3067-3080.

[20] Querlioz, Damien, et al. "Learning with memristive devices: How should we model their behavior?." 2011 IEEE/ACM International Symposium on Nanoscale Architectures. IEEE, 2011.

[21] Fu, Jingyan, et al. "Mitigating nonlinear effect of memristive synaptic device for neuromorphic computing." IEEE Journal on Emerging and Selected Topics in Circuits and Systems 9.2 (2019): 377-387.

[22] Zhang, Wei, et al. "Hardware-Friendly Stochastic and Adaptive Learning in Memristor Convolutional Neural Networks." Advanced Intelligent Systems (2021): 2100041.

[23] Pan, Wen-Qian, et al. "Strategies to improve the accuracy of memristor-based convolutional neural networks." IEEE Transactions on Electron Devices 67.3 (2020): 895-901.

[24] Ito, Megumi, et al. "Lightweight refresh method for PCM-based neuromorphic circuits." 2018 18th International Conference on Nanotechnology (IEEE-NANO). IEEE, 2018.

[25] Bichler, Olivier, et al. "Visual pattern extraction using energy-efficient “2-PCM synapse” neuromorphic architecture." IEEE Transactions on Electron Devices 59.8 (2012): 2206-2214.

[26] Suri, M., et al. "Interface engineering of PCM for improved synaptic performance in neuromorphic systems." 2012 4th IEEE International Memory Workshop. IEEE, 2012.

[27] Burr, G. W., et al. "Large-scale neural networks implemented with non-volatile memory as the synaptic weight element: Comparative performance analysis (accuracy, speed, and power)." 2015 IEEE International Electron Devices Meeting (IEDM). IEEE, 2015.

[28] Chang, Chih-Cheng, et al. "Mitigating asymmetric nonlinear weight update effects in hardware neural network based on analog resistive synapse." IEEE Journal on Emerging and Selected Topics in Circuits and Systems 8.1 (2017): 116-124.

[29] Wu, Jingfeng, et al. "On the noisy gradient descent that generalizes as sgd." International Conference on Machine Learning. PMLR, 2020.

[30] Deng, Li. "The mnist database of handwritten digit images for machine learning research [best of the web]." IEEE Signal Processing Magazine 29.6 (2012): 141-142.

[31] Kwon, Dongseok, et al. "On-chip training spiking neural networks using approximated backpropagation with analog synaptic devices." Frontiers in neuroscience 14 (2020): 423.

[32] Fumarola, Alessandro, et al. "Accelerating machine learning with non-volatile memory: Exploring device and circuit tradeoffs." 2016 IEEE International Conference on Rebooting Computing (ICRC). Ieee, 2016.
[33] Kim, Hyungjun, et al. "Zero-shifting technique for deep neural network training on resistive cross-point arrays." arXiv preprint arXiv:1907.10228 (2019).

[34] Wimmer, Paul, Jens Mehnert, and Alexandru Condurache. "FreezeNet: Full Performance by Reduced Storage Costs." Proceedings of the Asian Conference on Computer Vision. 2020

[35] Pascanu R, Mikolov T, Bengio Y. 2013 On the difficulty of training recurrent neural networks. In International conference on machine learning pp. 1310–1318

[36] Strachan, John Paul, et al. "State dynamics and modeling of tantalum oxide memristors." IEEE Transactions on Electron Devices 60.7 (2013): 2194-2202.

[37] Wu, Zhe, et al. "Controlled recrystallization for low-current RESET programming characteristics of phase-change memory with Ge-doped SbTe." Applied Physics Letters 99.14 (2011): 143505.

[38] Lee, Jung-Hoon, et al. "Exploring cycle-to-cycle and device-to-device variation tolerance in MLC storage-based neural network training." IEEE Transactions on Electron Devices 66.5 (2019): 2172-2178.

[39] Sun, Xiaoyu, and Shimeng Yu. "Impact of non-ideal characteristics of resistive synaptic devices on implementing convolutional neural networks." IEEE Journal on Emerging and Selected Topics in Circuits and Systems 9.3 (2019): 570-579.