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We present a formula that relates the variations of the area of extreme throat initial data with the variation of an appropriate defined mass functional. From this expression we deduce that the first variation, with fixed angular momentum, of the area is zero and the second variation is positive definite evaluated at the extreme Kerr throat initial data. This indicates that the area of the extreme Kerr throat initial data is a minimum among this class of data. And hence the area of generic throat initial data is bounded from below by the angular momentum. Also, this result strongly suggests that the inequality between area and angular momentum holds for generic asymptotically flat axially symmetric black holes. As an application, we prove this inequality in the non trivial family of spinning Bowen-York initial data.
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I. INTRODUCTION

Geometrical inequalities play an important role in General Relativity, in particular for vacuum black holes, where the geometrical aspects of the theory appears in their pure form. A geometrical inequality in General Relativity relates quantities that have both a physical interpretation and a geometrical definition. The most relevant example is the positive mass theorem. The mass of the spacetime measures the total amount of energy and hence it should be positive from the physical point of view. Also, the mass \( m \) in General Relativity is represented by a pure geometrical quantity on a Riemannian manifold \( \mathbb{R}^4 \). From the geometrical mass definition, without the physical picture, it would be very hard to conjecture that this quantity should be positive. On the other hand, the highly non trivial proof of this inequality \( [34],[35],[39] \) reveals the subtle way in which Einstein equations describe the gravitational field.

For black holes, the first example of geometrical inequality is the Penrose inequality (see the recent review article \( [32] \) and references therein) which relates the area of the horizon \( A \) (the ‘size’ of the black holes) with the total mass of the spacetime

\[
\sqrt{\frac{A}{16\pi}} \leq m. \tag{1}
\]

Another example is the inequality between mass and the angular momentum \( J \) for axially symmetric black holes

\[
\sqrt{|J|} \leq m. \tag{2}
\]

See \( [22],[17],[13] \), and also the generalization which includes charge presented in \( [14],[15] \). Inequalities \( (1) \) and \( (2) \) are closed related with the weak cosmic censorship conjecture. They can be interpreted as indirect but relevant indications of the validity of this conjecture. As in the case of the positive of the mass, these inequalities has been discovered first by physical arguments, and then proved afterward (under appropriated and restricted assumptions, see the references mentioned above) as a rigorous consequence of Einstein equations. The proofs provide also new insight into the mechanisms of Einstein equations. As an example (which is connected with the subject of this article), we mention that the proof of \( (2) \) involves a variational characterization of the extreme Kerr black hole as an absolute minimum of the mass.

The total mass is a global quantity. On the other hand the area \( A \) and the angular momentum in axial symmetry \( J \), involved in inequalities \( (1) \) and \( (2) \) respectively, are quasi-local quantities. Namely they carry information on a bounded region of the spacetime. In contrast with a local quantity like a tensor field which depends on a point of the spacetime. Inequalities \( (1) \) and \( (2) \) relate global quantities with quasi-local ones. It is well known that the energy of the gravitational field can not be represented by a local quantity. The best one can hope is to obtain an expression of the total energy of a bounded region of the spacetime. These are the so called quasi-local mass definition (see the review article \( [37] \) and reference therein). For some of the quasi-local mass proposals there exist also positivity proofs and hence we obtain a quasi-local geometrical inequality. One would expect that for a black hole pure quasi-local inequalities are also valid. The relevance of this kind of inequalities is that they provide a much finer control on the dynamics of a black holes than the global versions. The main purpose of this article is to study one example of such quasi-local inequality for vacuum black holes and to give non trivial evidences of its validity.

The area of the horizon is a well defined quasi-local quantity for a generic black hole. In general, the quasi-local angular momentum is difficult to define (see \( [37] \)), but in the case of axial symmetry there exists a well
defined notion, namely the Komar angular momentum. This is the angular momentum used in inequality (2). That is, for generic (i.e. not necessarily stationary) axially symmetric black holes we have two well defined quasi-local physical quantities, the horizon area \( A \) and the angular momentum \( J \). In terms of \( A \) and \( J \), the Christodoulou [11] mass of the black hole is defined as follows

\[
m_{bh} = \sqrt{\frac{A}{16\pi} + \frac{4\pi J^2}{A}}. \quad (3)
\]

For the Kerr black hole this formula gives precisely the total mass of the black hole which is equal to the total mass of the spacetime. In general, for an horizon with only one connected component one would expect that \( m_{bh} \) is less than the total mass of the spacetime with equality only for the Kerr black hole. This would give a generalization of Penrose inequality including angular momentum (in fact, an strong generalization) in the spirit of (2) (see the discussion in [31]). For the case of many black holes the negative interaction energy between the black holes should be also considered and hence it is not expected a simple inequality with respect to the total mass (see [38] for a discussion of the analog of this inequality with charges). We will not discuss this point further, since we are interested in this article only in quasi-local inequalities. We mention it because it plays a role in the physical interpretation of the quasi-local mass \( m_{bh} \).

The formula (3) trivially satisfies the inequality

\[
\sqrt{|J|} \leq m_{bh}. \quad (4)
\]

This is, of course, just because the Kerr black hole satisfies this bound. Hence, if we accept (4) as the correct formula for the quasi-local mass of an axially symmetric black hole, then (4) provides the, rather trivial, quasi-local version of (2). The real question is, does the formula (3) represents the quasi-local mass of a non-stationary black hole? Let us analyze the behavior of the mass (3) from a physical point of view.

Let us assume that for a generic axially symmetric black hole the quantity \( m_{bh} \) gives a measure of the quasi-local mass of the black hole. Consider the evolution of \( m_{bh} \). By the area theorem, we know that the horizon area will increase. If we assume axial symmetry, then the angular momentum will be conserved at the quasi-local level (we are assuming pure vacuum). On physical grounds, one would expect that in this situation the quasi-local mass of the black hole should increase with the area, since there is no mechanism at the classical level to extract mass from the black hole. In effect, the only way to extract mass from a black hole is by extracting angular momentum through a Penrose process. But angular momentum transfer is forbidden in pure vacuum axial symmetry. Then, one would expect that both the area \( A \) and the quasi-local mass \( m_{bh} \) should monotonically increase with time.

Let us take a time derivative of \( m_{bh} \) (denoted by a dot). From the formula (3) we obtain

\[
\dot{m}_{bh} = \frac{\dot{A}}{32\pi m_{bh}} \left(1 - \left(\frac{8\pi J}{A}\right)^2\right), \quad (5)
\]

were we have used that the angular momentum \( J \) is conserved. Since, by the area theorem, we have

\[
\dot{A} \geq 0, \quad (6)
\]

the time derivative of \( m_{bh} \) will be positive (and hence the mass \( m_{bh} \) will increase with the area) if and only if the following inequality is satisfied

\[
8\pi |J| \leq A. \quad (7)
\]

Then, it is natural to conjecture that (7) should be satisfied for any horizon in an axially symmetric asymptotically flat initial data. If there are initial data that violate (7) then in the evolution the area will increase but the mass \( m_{bh} \) will decrease. This will indicate that the quantity \( m_{bh} \) has not the desired physical meaning. Also, a rigidity statement is expected. Namely, the equality in (7) is reached only by the extreme Kerr black hole.

If inequality (7) is true, then we have a non trivial monotonic quantity (in addition to the black hole area) \( m_{bh} \)

\[
\dot{m}_{bh} \geq 0. \quad (8)
\]

It is important to emphasize that the physical arguments presented above in support of (7) are certainly weaker in comparison with the ones behind the inequalities (1) and (2). A counter example of any of these inequality will prove that the standard picture of the gravitational collapse is wrong. On the other hand, a counter example of (7) will just prove that the quasi-local mass (3) is not appropriate to describe the evolution of a non-stationary black hole. One can imagine other expressions for quasi-local mass, may be more involved, in axial symmetry. On the contrary, reversing the argument, a proof of (7) will certainly prove that the mass (3) has physical meaning for non-stationary black holes as a natural quasi-local mass. Also, the inequality (7) provide a non trivial control of the size of a black hole valid at any time.

If the rigidity statement also holds, this inequality will provide a remarkable quasi-local measure of how far is the data from the extreme black hole data. This provides an ‘extremality criteria’ in the spirit of (3), although restricted only to axial symmetry. In the article [21] it has been conjectured that, within axially symmetry, to prove the stability of a nearly extreme black hole is perhaps simpler than a Schwarzschild black hole. It is possible that this quasi-local extremality criteria will have relevant applications in this context.

Let us also point out that the inequality (7) is related with the surface gravity density (or temperature) of a black hole. The surface gravity density \( \kappa \) of the Kerr
black hole can be written in terms of the quasi-local quantities \( A \) and \( J \) as follows

\[
\kappa = \frac{1}{4\sqrt{\frac{4\pi}{A}} + \frac{4\pi J}{A}} \left( 1 - \left( \frac{8\pi J}{A} \right)^2 \right). \tag{9}
\]

From this equation, we see that for the Kerr black hole \( \kappa \) is positive because inequality (7) holds. Hence, if inequality (7) holds for generic, non-stationary axially symmetric black holes we can define the same expression for \( \kappa \) for this class of black holes.

All the previous arguments lead to the following conjecture

**Conjecture I.1.** Consider an asymptotically flat, vacuum, complete axially symmetric initial data set for the Einstein equations. Then the following inequality holds

\[
8\pi |J| \leq A, \tag{10}
\]

where \( A \) and \( J \) are the area and angular momentum of a connected component of the apparent horizon.

Note that in the previous discussion we have considered the area \( A \) of the event horizon (since we have used the area theorem). As it usual in geometrical inequalities in order to make an useful statement we need to replace the event horizon with a quasi-local quantity. In our case the most appropriate quantity appears to be the apparent horizon on the initial data. Generalization of the area theorem also holds (under appropriate assumptions) for apparent horizons (see the review article [3] and reference therein).

Let us mention some support for this inequality. This inequality has been proved for stationary black holes surrounded by matter in [29], [30] (also with charge). Although this case is only slightly related with the conjecture (since the conjecture applies for non-stationary spacetimes in vacuum) it is highly non trivial and it certainly suggests the validity the conjecture. It is also important to note that there is a counter example for this inequality in the non-asymptotically flat case [3]. That is, the assumption that the horizon belong to an asymptotically flat data is essential. This counter example points out that although the inequality involves only quasi-local quantities is not pure quasi-local in the sense that a global assumption should be made on the initial data (namely, asymptotic flatness).

The purpose of this article is to present non trivial evidences for the validity of conjecture I.1. The main part of this evidence is a formula that relates in a remarkable way the variations of the area and the variations of an appropriate defined mass functional on extreme throat initial data. These kind of data (described in section II) isolate the cylindrical structure of extreme black hole and hence they represent a natural source of counter examples to the inequality (7) as we will see. The very existence of this formula suggests that the inequality (7) should hold, at least in a relevant family of initial conditions. Using this result we also prove the inequality in the non trivial family of spinning Bowen-York initial data.

The plan of the article is the following. In section II we describe extreme throat initial data. In section III we present our main result, given by theorem III.1. The proof of this result is divided naturally in two steps, described en section IV and V. In section IV we present an appropriate mass functional for extreme throat initial data. We calculate the first and second variations of this functional evaluated at the extreme Kerr cylindrical initial data. These results are analogous to the ones described for asymptotically flat axially symmetric initial data described in [19], [18]. Section V constitutes the most important part of the article. In this section it is shown the relation between the variations of the mass functional and the variations of the area. This relation was, in our opinion, completely unexpected a priori. In section VI we apply this result to prove the inequality (10) on the spinning Bowen-York black hole family. We discuss the relevant open problems in section VII.

Finally, we conclude with an appendix in which we collect some properties of the extreme Kerr throat initial data.

II. EXTREME THROAT INITIAL DATA SET

In order to present our results we need to discuss first extreme throat initial data. The definition of this kind of initial data is motivated by the behavior of the Kerr black hole initial data in the extreme limit. Let us briefly review this behavior (for more details, see for example, section 2 in [23]).

Consider the Kerr black hole with mass \( m \) and angular momentum \( J \). We define the following parameter \( \mu \) (which has unit of mass) in terms of \( m \) and \( J \)

\[
\mu = \sqrt{m^2 - |J|^2}. \tag{11}
\]

The extreme Kerr black hole corresponds to \( \mu = 0 \). For the Schwarzschild black hole we have \( \mu = m \).

In the standard Boyer-Lindquist coordinates for the Kerr black hole, take a slice \( t = \text{constant} \). Let us denote by \( S \) the 3-dimensional manifold defined by that slice. The topology of this surface is \( S = S^2 \times \mathbb{R} \). The triple \( (S,h_{ij},K_{ij}) \), where \( h_{ij} \) is the induced intrinsic metric on \( S \) and \( K_{ij} \) is the second fundamental form of \( S \), constitute an initial data set for Einstein equations. That is, they are solutions of the constraint equations

\[
D_jK^{ij} - D^iK = 0, \tag{12}
\]

\[
R - K_{ij}K^{ij} + K^2 = 0, \tag{13}
\]

where \( D \) and \( R \) are the Levi-Civita connection and the Ricci scalar associated with \( h_{ij} \), and \( K = K_{ij}h^{ij} \). In these equations the indices are moved with the metric \( h_{ij} \) and its inverse \( h^{ij} \).

For \( \mu > 0 \) these data have the geometry of two asymptotically flat ends. In the extreme limit \( \mu = 0 \) the geometry changes. One of the asymptotic ends is asymptotically flat but the other is cylindrical. Let us take a closer
look at the structure of the cylindrical end. In coordinates \((r, \theta, \phi)\), the induced metric on \(S\) has the form
\[
h_{ij} = \Phi^4 h_{ij},
\] (14)
where the conformal metric \(h_{ij}\) is defined by
\[
h = e^{2q}(dr^2 + r^2 d\theta^2) + r^2 \sin^2 \theta d\phi^2,
\] (15)
and the functions \(\Phi\) and \(q\) are given by equations \((11)–(12)\) in appendix \(A\). The extrinsic curvature is given by
\[
K_{ij} = \frac{2}{\eta} S_{i}(\eta_{j}), \quad S_{i} = \frac{1}{\eta} \epsilon_{ijk} \eta^{k} \partial^{q} \omega,
\] (16)
where \(\eta^{i}\) is the axial Killing vector
\[
\eta^{i} = \frac{\partial}{\partial \phi}.
\] (17)
the square of its norm \(\eta\) is given by \((A1)\), \(\epsilon_{ijk}\) denotes the volume element with respect to the metric \(h_{ij}\) and \(\omega\) is given by \((A3)\). The advantage of this particular form of writing \(K_{ij}\) is that it is easy to check from \((16)\) that \(K_{ij}\) satisfies the momentum constraint \((12)\) (see, for example, the appendix in \([16]\) and \([23]\)). In particular, we have that \(K_{ij}\) is trace-free, namely
\[
K = 0.
\] (18)
That is, these initial data are maximal surfaces.

In these coordinates, the asymptotically flat end of the metric \((14)\) corresponds to the limit \(r \to \infty\) and the cylindrical end corresponds to the limit \(r \to 0\). The radial coordinate \(r\) is a good coordinate in the asymptotically flat end, since the metric and the extrinsic curvature are manifestly asymptotically flat with respect to these coordinates: they have the standard decay to the flat metric.

On the other hand, in the limit \(r \to 0\) the conformal factor \(\Phi\) blows up. This is, however, just a coordinate problem. To see this, define \(s = - \ln r\), then the cylindrical end corresponds to \(s \to \infty\), and the metric has the form
\[
h^{0} = (\sqrt{r} \Phi)^4 \left( e^{2q}(ds^2 + d\theta^2) + \sin^2 \theta d\phi^2 \right).
\] (19)
The functions \(\sqrt{r} \Phi\) and \(q\) are smooth and uniformly bounded in the whole range \(-\infty < s < \infty\).

The metric \((19)\) and the second fundamental form \((16)\) have a well defined limit \(s \to \infty\) as initial data. For the metric \(h^{0}\) in the limit \(s \to \infty\) we obtain
\[
h = \phi_0^4 (e^{2q}(ds^2 + d\theta^2) + \sin^2 \theta d\phi^2).
\] (20)
where \(\phi_0\) and \(q_0\) are defined by the limits \((A5)–(A6)\). The extrinsic curvature \(K^{ij}\) has the form \((19)\), where \(\omega\) is replaced by its limiting value \(\omega_0\) defined by \((A7)\) and all the other quantities are computed with respect to the metric \((20)\). These are in fact solutions of the constraint equations \((12)–(13)\) on \(S^2 \times \mathbb{R}\). We call these initial data set the extreme Kerr throat initial data set.

Let us make a summary. The extreme Kerr throat initial data set is constructed out of the Kerr black hole initial data by two limits. The first one is the extreme limit
\[
\mu \to 0.
\] (21)
In this limit the geometry of the Kerr black hole initial data changes from two asymptotically flat ends to one asymptotically flat and one cylindrical. The second limit is
\[
s \to \infty.
\] (22)
This limit isolates the cylindrical structure of the extreme Kerr initial data cutting off the asymptotically flat end.

This procedure of taking the extreme limit can be performed for more generic data (see \([23, 26]\)). And the behavior is identical, although, of course, one ends up with a different extreme throat initial data.

We isolate the properties of generic extreme throat initial data in the following definition. Consider the following Riemannian metric
\[
h = \varphi^4 (e^{2q}(ds^2 + d\theta^2) + \sin^2 \theta d\phi^2),
\] (23)
were the functions \(\varphi\) and \(q\) depend only on \(\theta\). We assume that \(\varphi\) and \(q\) satisfy the following equation
\[
\Delta_{0} \varphi = \frac{1}{4} (1 - \partial_{q}^{2}) q = \frac{\left| \partial_{\theta} \omega \right|^{2}}{16 \sin^{4} \theta \varphi^{2}},
\] (24)
where \(\Delta_{0}\) is the Laplace operator in \(S^2\) with respect to the standard metric acting on axially symmetric functions, namely
\[
\Delta_{0} \varphi = \frac{1}{\sin \theta} \partial_{\theta} \left( \sin \theta \partial_{\theta} \varphi \right).
\] (25)

Finally, for convenience, we define out of \(\varphi\) two additional functions, \(\sigma\) and \(\eta\), as follows
\[
\varphi^{4} = e^{\sigma}, \quad \eta = \sin^{2} \theta \varphi^{4}.
\] (26)
The function \(\eta\) is the square of the norm of the Killing vector \((17)\) with respect to the metric \((23)\).

With these ingredients, we can formulate the following definition.

**Definition II.1.** Consider a set of functions \((\sigma, \omega, q)\) (depending only on \(\theta\)) that satisfy equation \((24)\) on \(S^2\) and such that \(q\) vanished at the poles \(\theta = 0, \pi\). Then, an extreme throat initial data set is a triple \((S, h_{ij}, K_{ij})\) where \(S = \mathbb{R} \times S^2\), \(h_{ij}\) is given by \((23)\) and \(K_{ij}\) is constructed from \(\omega\) by the formula \((16)\). In equation \((10)\), the volume element \(\epsilon_{ijk}\) is calculated with respect to the metric \((23)\), the vector \(\eta^{i}\) is given by \((17)\) and the indices are moved with the metric \((23)\).

From the definition it follows that the data satisfy the constraint equations \((12)–(13)\), since equation \((24)\) is just
the Lichnerowicz equation for the conformal factor $\varphi$ with respect to the conformal metric

$$ \tilde{h} = e^{2q}(ds^2 + d\theta^2) + \sin^2 \theta d\phi^2. \quad (27) $$

Note that the Ricci scalar of $\tilde{h}$ is given by

$$ \tilde{R} = 2e^{-2q}(1 - \partial_\theta^2 q). \quad (28) $$

For a discussion on the Lichnerowicz equation and the conformal method see, for example, the review article [3].

The vector $\eta^i$ is a Killing vector of the metric $h_{ij}$

$$ L_\eta h_{ij} = 0, \quad (29) $$

where $L$ denotes Lie derivative. Moreover, the requirement that $q$ vanishes at the poles arises from the regularity of the metric at the axis, namely the condition

$$ \lim_{\theta \to 0, \pi} \frac{\partial_i \eta \partial^i \eta}{4\eta} = 1. \quad (30) $$

Hence, the metric $h_{ij}$ is axially symmetric (see [12] for a discussion of axial symmetry on initial data and [36] for a general discussion of axial symmetry in General Relativity).

From the definition of $K_{ij}$ it is also clear that $\eta^i$ is a symmetry of $K_{ij}$, namely

$$ L_\eta K_{ij} = 0. \quad (31) $$

In our definition, we have made for simplicity the assumption that $\eta^i$ is hypersurface orthogonal (with respect to the metric $h_{ij}$). We expect that all the results obtained in this article are also valid without this assumption, but this analysis remains to be done.

The metric $h_{ij}$ has another symmetry, namely the vector $\xi^i$ defined by

$$ \xi^i = \frac{\partial}{\partial s}. \quad (32) $$

It straightforward to check that $\xi^i$ is also a symmetry of $K_{ij}$

$$ L_\xi K_{ij} = 0. \quad (33) $$

Also, the vectors $\eta^i$ and $\xi^i$ commute.

Riemannian metrics of the form [23] are generically called cylindrically symmetric. In addition, we have equations [31] and [33] and hence at first sight it looks appropriate to call the whole initial data set cylindrically symmetric. However this terminology is misleading for the following reason: in general, the spacetime originated from this kind of data will not be cylindrically symmetric. Recall that a spacetime is cylindrically symmetric if it admits two spacelike commuting Killing vectors (see [36]). Since the problem of cylindrically symmetric spacetimes has been frequently analyzed in the literature, it is important to discuss this point in detail.

The vectors $\eta^i$ and $\xi^i$ are Killing vectors of $h_{ij}$ and we also have equations [31]—[33], hence it follows from the results of [33] that the development of this class of initial data will be a spacetime with, at least, two Killing vectors. The projection of the spacetime Killing vectors to the initial surface are given by $\eta^i$ and $\xi^i$ (see [3] for a discussion about the relation of spacetime symmetries and symmetries on the initial data).

These data constitute initial data for the axially symmetric vacuum Einstein equations (see, for example, [20]), hence it follows that the spacetime will be axially symmetric. In particular, the spacetime Killing vector $\eta^\mu$ corresponding to $\eta^i$ will be spacelike outside the axis.

However, although the spacetime will have another symmetry it will not be cylindrically symmetric, because the extra symmetry will not be, in general, spacelike. The behavior of the spacetime Killing vector $\eta^\mu$ originated from the initial data symmetry $\xi^i$ is clearly illustrated in the following explicit example which is also interesting by itself.

Consider the following 4-dimensional metric in coordinates $(t, s, \theta, \phi)$

$$ g = \frac{(1 + \cos^2 \theta)}{2} \left[ \frac{e^{-2s}}{r_0^2} dt^2 + \frac{r_0^2 (ds^2 + d\theta^2)}{2} \right] + \eta_0 \left( d\phi + \frac{e^{-s}}{r_0^2} dt \right)^2, \quad (34) $$

where $r_0^2 = 2|J|$ and $\eta_0$ is given by (A9). This metric was introduced in [4] as the extreme Kerr throat geometry. It characterizes the spacetime geometry near the horizon of the extreme Kerr black hole.

It can be easily verified that the extreme Kerr throat initial data given by equations [20] and [16] are the initial data of the metric (34) in a surface $t = \text{constant}$. The spacetime Killing vectors of the metric $g$ which correspond to the initial data Killing vectors $\eta^i$ and $\xi^i$ are given by

$$ \eta^\mu = \frac{\partial}{\partial \phi}, \quad \xi^\mu = t \frac{\partial}{\partial t} - \frac{\partial}{\partial s}. \quad (35) $$

The metric has also two more Killing vectors (see [4])

$$ \xi_1^\mu = \frac{\partial}{\partial t}, \quad \xi_2^\mu = \left( \frac{e^{-2s}}{2} + \frac{r_0^2}{2} \right) \frac{\partial}{\partial t} - t \frac{\partial}{\partial s} - e^{-s} \frac{\partial}{\partial \phi}. \quad (36) $$

We see that the Killing vector $\xi^\mu$ is not spacelike everywhere. In particular, the metric $g$ is not cylindrically symmetric.

Finally, let us mention that there are two important physical quantities defined on a extreme throat initial data. First, the angular momentum given by

$$ J = \frac{1}{8} (\omega(\pi) - \omega(0)). \quad (37) $$

This formula follows from the expression of the angular momentum for standard asymptotically flat axially symmetric initial data (see, for example, [23]). Second, the
area of the cylinder

\[ A = 2\pi \int_0^\pi e^{\sigma + q} \sin \theta \, d\theta. \]  \hspace{1cm} (38)

III. MAIN RESULT

The extreme limit procedure \((21)\) and \((22)\) that lead to the extreme throat initial data for the Kerr black hole discussed in the previous section II has an additional, remarkable property. The area of the extreme cylinder (with value \(A = 8\pi|J|\)) is smaller that the minimal surface area of any non-extreme Kerr black hole initial data (recall that the angular momentum \(J\) is kept fixed). In fact, the area of the minimal surface is a monotonically decreasing function with respect to \(\mu\). This can be, of course, trivially verified since for the Kerr black hole we have the explicit expression for \(A\) in terms of \(\mu\).

As we have pointed out, this extreme limit can be performed for other class of initial data, like the Bowen-York black hole initial data showed in section VI. It is conceivable (but it certainly remain to be shown) that there exists such procedure for general black hole initial data in axial symmetry, or at least for a relevant family of initial data. Let us assume that this is the case. That is, let as assume that for an initial data with an horizon of area \(A_1\) we can perform the limit procedure to obtain an extreme throat initial data of area \(A\), with \(A \leq A_1\). Then, if inequality \((10)\) is true, it should also holds for the extreme throat initial data. Our main result indicates that this is precisely the case. This result is summarized in the following theorem.

**Theorem III.1.** Let us consider families of extreme throat initial data with fixed angular momentum \(J\). Then, the area on these families satisfy the following properties:

- The first variation of the area is zero evaluated on the extreme Kerr throat initial data.
- The second variation of the area is positive evaluated on the extreme Kerr throat initial data.

This theorem strongly suggests that the area is an absolute minimum for extreme Kerr throat initial data among all the extreme throat initial data with the same angular momentum. Since for extreme Kerr we have \(A = 8\pi|J|\), the inequality \((10)\) is satisfied for general extreme throat initial data. In order to prove that, we can follow a similar line as in \([18]\) to prove that it is a local minimum and to \([22] \, [15] \, [14] \, [13]\) to prove that it is in fact a global minimum. It appears that the same analysis will go through without major difficulties. This however should be checked and it will be done in a subsequent work.

Theorem III.1 gives also strong evidences in favor to inequality \((10)\). Namely, if this inequality were false, there is no reason to expect that it will hold on extreme throat initial data. As it have been pointed out above, this theorem suggest also an strategy to prove the conjecture: given an initial data with an apparent horizon construct a limit procedure analogous to \((21)\) and \((22)\) in such a way that i) in the limit an extreme throat initial data set is obtained and ii) the area of the extreme throat initial data is less or equal than the area of the horizon. In fact, in section VII we construct this limit procedure for the spinning Bowen-York family of initial data.

The proof of theorem III.1 is naturally divided in two parts, presented in sections VI and V respectively.

IV. THE MASS FUNCTIONAL FOR EXTREME THROAT INITIAL DATA

An extreme throat initial data are stationary if the following equations are satisfied

\[ \Delta_\theta \sigma - 2 = -\frac{|\partial_\phi \omega|^2}{\eta^2}. \]  \hspace{1cm} (39)

\[ \Delta_\phi \omega = 2\frac{\partial_\phi \omega \partial_\theta \eta}{\eta}. \]  \hspace{1cm} (40)

The fact that these equations for an extreme throat initial data define stationary solutions can be deduced from the standard stationary axially symmetric equations. However, for our present purpose, the only property of equations \((39)\), \((40)\) that we will use is that the extreme Kerr throat initial data (defined by \((A8) - (A7)\)) are a solution of them. This can be easily checked explicitly.

Equation \((40)\) can be written in divergence form as follows

\[ \partial_\theta \left( \sin \theta \frac{\partial_\phi \omega}{\eta^2} \right) = 0. \]  \hspace{1cm} (41)

The stationary equations can be written in a natural form as equations on the unit sphere \(S^2\) with the standard metric. Namely, let \(D_A\) be the covariant derivative with respect to the standard metric in \(S^2\). Then, equations \((39) - (40)\) are written as

\[ D_A D_A \sigma - 2 = \frac{D_A \omega D_A \omega}{\eta^2}, \]  \hspace{1cm} (42)

\[ D_A \left( \frac{D_A \omega}{\eta^2} \right) = 0. \]  \hspace{1cm} (43)

These expression were defined for axially symmetric functions, but they also make sense for functions which depends on \(\phi\). In fact, in all the results that follows we will not use the assumption that the functions are axially symmetric (this is very similar to what happens in the study of the inequality \((22)\) discussed in \([22]\).

We define the following functional

\[ M = \int_0^\pi \left( |\partial_\phi \sigma|^2 + 4 \sigma + \frac{|\partial_\phi \omega|^2}{\eta^2} \right) \sin \theta \, d\theta. \]  \hspace{1cm} (44)
On the unit sphere, using the notation of equations (42)–(43) this functional is written as

\[ \mathcal{M} = \frac{1}{2\pi} \int_{S^2} \left( |D\sigma|^2 + 4\sigma + \frac{|D\omega|^2}{\eta^2} \right) \, dS, \]  

(45)

were \( dS = \sin \theta \, d\theta \, d\phi \) is the volume element of the standard metric in \( S^2 \). This functional is the obvious translation of the mass functional used in [19] adapted to this kind of initial data.

Let us make some general comments regarding the functional \( \mathcal{M} \) which are not directly relevant for the present article but they can have interesting future applications. It is very likely that for non-stationary initial data the functional \( \mathcal{M} \) represents a lower bound for another mass functional \( \mathcal{M}' \) which includes the time dependent terms. This is what happens with the functional considered in [19]. When the complete spacetime is considered (and not just the initial data), this new functional is precisely the total energy (the ADM mass) of axially symmetric, asymptotically flat spacetimes, and it is conserved (see [20]). In the present case, the mass functional \( \mathcal{M}' \) will describe the total energy of the class of spacetime discussed in section II. Namely, axially symmetric spacetimes which has another Killing vector. These spacetimes are not asymptotically flat. An analog situation occur for cylindrical symmetric spacetimes, for which the total energy can be defined (see [2] and reference therein). We emphasize however that the situation here is more complicated since the extra Killing vector is not spacelike everywhere. It would be very interesting to explore this issue and construct explicitly the functional \( \mathcal{M}' \).

Relevant for our present purpose, are the following two important properties of the mass functional (44). We will prove them in in lemma IV.1. The first one is that the stationary equations are the Euler-Lagrange equations of this functional. That is, the extreme Kerr throat initial data are critical points of this functional. The second property is that the second variation of this functional evaluated at the extreme Kerr throat initial data is positive. That suggests that extreme Kerr throat initial data set is in fact a minimum of this functional. These properties can be expected from the analysis developed in [19] and [18], since the functional \( \mathcal{M} \) is the natural generalization of the mass functional used in these articles adapted to cylindrical initial data.

Before proving that lemma is important to make the connexion between the functional \( \mathcal{M} \) and the energy of harmonic maps between \( S^2 \) and \( H^2 \). Namely, consider the functional

\[ \tilde{\mathcal{M}}_\Omega = \frac{1}{2\pi} \int_{\Omega} \left( |\partial \eta|^2 + |\partial \omega|^2 \right) \, dS, \]  

(46)

defined on some domain \( \Omega \subset S^2 \), such that \( \Omega \) does not include the poles. Integrating by parts and using the identity

\[ \Delta_0 (\log (\sin \theta)) = -1, \]  

(47)

we obtain the following relation between \( \mathcal{M} \) and \( \mathcal{M}' \)

\[ \tilde{\mathcal{M}}_\Omega = \mathcal{M}_\Omega + 4 \int_\Omega \log \sin \theta \, dS + \int_{\partial \Omega} (4\sigma + \log \sin \theta) \frac{\partial \log \sin \theta}{\partial n} \, ds, \]  

(48)

where \( n \) denotes the exterior normal to \( \Omega \), \( ds \) is the surface element on the boundary \( \partial \Omega \) and we have used the obvious notation \( \mathcal{M}_\Omega \) to denote the mass functional (45) defined over the domain \( \Omega \). The difference between \( \mathcal{M} \) and \( \mathcal{M}' \) are the boundary integral plus the second term which is just a numerical constant. Note that if we integrate over \( S^2 \) this constant term is finite

\[ \int_\Omega \log \sin \theta \, dS = 2 \log 2 - 2. \]  

(49)

The boundary terms however diverges at the poles.

In an analogous way as it was described in [22], the functional \( \mathcal{M}' \) defines an energy for maps \( (\eta, \omega) : S^2 \rightarrow H^2 \) where \( H^2 \) denotes the hyperbolic plane \( \{(\eta, \omega) : \eta > 0\} \), equipped with the negative constant curvature metric

\[ ds^2 = \frac{d\eta^2 + d\omega^2}{\eta^2}. \]  

(50)

The Euler-Lagrange equations for the energy \( \mathcal{M}' \) are called harmonic maps from \( S^2 \rightarrow H^2 \). Since \( \mathcal{M} \) and \( \mathcal{M}' \) differ only by a constant and boundary terms, they have the same Euler-Lagrange equations.

We present in the following lemma the main result of this section.

**Lemma IV.1.** Let us consider families of extreme throat initial data with fixed angular momentum \( J \). Then, the area on these families satisfy the following properties:

- The first variation of \( \mathcal{M} \) is zero evaluated on the extreme Kerr throat initial data.
- The second variation of \( \mathcal{M} \) is positive evaluated on the extreme Kerr throat initial data.

**Proof.** The proof follows very similar lines as the one presented in [18]. The only difference is the presence of an extra term in \( \mathcal{M} \), the one containing \( \sigma \). But this term, since it is linear, makes no contribution to the second variation which is the delicate part of the proof.

To define the variations, let us consider the real-valued function \( \iota(\epsilon) \) defined by

\[ \iota(\epsilon) = \mathcal{M}(\sigma(\epsilon), \omega(\epsilon)), \]  

(51)

where

\[ \sigma(\epsilon) = \sigma_0 + \epsilon \bar{\sigma}, \quad \omega(\epsilon) = \omega_0 + \epsilon \bar{\omega}. \]  

(52)

We assume that \( \bar{\omega} \) vanished at the poles \( \theta = 0, \pi \). This boundary condition keeps fixed the angular momentum under the variations. In analogous way we define

\[ \eta(\epsilon) = \sin^2 \theta e^{\sigma(\epsilon)}. \]  

(53)
The first derivative of \( i(\epsilon) \) with respect to \( \epsilon \) is given by
\[
    i'(\epsilon) = \frac{1}{\pi} \int_{S^2} \left\{ D_A \sigma D^A \sigma + 2 \sigma + \right. \\
    + \left. (D_A \omega D^A \omega - \bar{\sigma} |D\omega|^2) \eta^{-2} \right\} dS,
\]
where a prime denote derivative with respect to \( \epsilon \) and the \( \epsilon \) dependence in the right-hand side of (54) is encoded in the functions \( \sigma(\epsilon), \omega(\epsilon), \eta(\epsilon) \) defined by (52)–(53). If we evaluate at \( \epsilon = 0 \), integrate by parts and use the condition that \( \bar{\omega} \) vanished at the poles we obtain the Euler-Lagrange equations (42), (43). Since extreme Kerr is a solution of this equation the first item in the Lemma is proved.

The second derivative of \( i \) is given by
\[
    i''(\epsilon) = \frac{1}{16\pi} \int_{S^2} \left\{ |D\bar{\sigma}|^2 + \right. \\
    + \left. (2 \bar{\sigma} |D\omega|^2 - 4 \bar{\sigma} D_A \omega D^A \omega + |D\omega|^2) \eta^{-2} \right\} dS.
\]
(55)
From equation (55), it is far from obvious that the second variation evaluated at the critical point \( \epsilon = 0 \) is positive definite. In order to prove that, the key ingredient is the following remarkable identity proved by Carter [10]. In terms of our variables it has the following form
\[
    F + \bar{\sigma} G'_\sigma + \bar{\omega} G'_\omega + 2 \bar{\sigma} \bar{\omega} G_\omega - \eta^{-2} \omega^2 G_\sigma = H
\]
(56)
where
\[
    G_\sigma(\epsilon) = \Delta \sigma + \eta^{-2} |D\omega|^2 - 2,
\]
(57)
\[
    G_\omega(\epsilon) = D_A (\eta^{-2} D^A \omega),
\]
(58)
the derivatives with respect to \( \epsilon \) of these functions are given
\[
    G'_\sigma(\epsilon) = \Delta \bar{\sigma} + (2 D_A \bar{\omega} D^A \omega - 2 \bar{\sigma} |D\omega|^2) \eta^{-2},
\]
(59)
\[
    G'_\omega(\epsilon) = D_A (\eta^{-2} (D^A \bar{\omega} - 2 \bar{\sigma} D^A \omega)),
\]
(60)
the positive definite function \( F \) is given by
\[
    F(\epsilon) = (D\bar{\sigma} + \bar{\omega} \eta^{-2} D\omega)^2 + (D(\bar{\omega} \eta^{-1}) - \eta^{-1} \bar{\sigma} D\omega)^2 \\
    + (\eta^{-1} \bar{\sigma} D\omega - \bar{\omega} \eta^{-2} D\eta)^2,
\]
(61)
and the divergence term \( H \) is given by
\[
    H = D_A (\bar{\sigma} D^A \bar{\sigma} + \bar{\omega} \eta^{-1} D^A (\bar{\omega} \eta^{-1})),
\]
(62)
The identity (56) is valid for arbitrary functions \( \sigma, \omega, \bar{\sigma}, \bar{\omega} \) and it is straightforward to check although the computations are lengthy.

Note that using (59)–(60) and integrating by parts we obtain
\[
    - \int_{S^2} (\bar{\sigma} G'_\sigma(\epsilon) + \bar{\omega} G'_\omega(\epsilon)) dS = \pi i''(\epsilon).
\]
(63)
We integrate on \( S^2 \) the identity (56). The divergence term \( H \) vanished (here we use again the boundary condition). We use (53) to obtain
\[
    i''(\epsilon) = \int_{S^2} F dS + \int_{S^2} (2 \bar{\sigma} \bar{\omega} G_\omega(\epsilon) - \eta^{-2} \omega^2 G_\sigma(\epsilon)) dS.
\]
(64)
If we evaluate at \( \epsilon = 0 \) the last integral vanished, and hence we get the final result
\[
    i''(0) = \int_{S^2} F dS \geq 0.
\]
(65)
\[\Box\]

The mass functional \( \mathcal{M} \) evaluated at extreme Kerr gives the value (A.14) which in particular is not equal to the total mass \( m \) of extreme Kerr. This is to be expected since there is no obvious relation between \( \mathcal{M} \) and the total mass of the associated initial data with an asymptotically flat end and a cylindrical end. However, the value of \( \mathcal{M} \) at extreme Kerr suggests the following definition
\[
    m = Ce^{\frac{\pi}{8} \mathcal{M}}, \quad C = e^{-\frac{\ln(2)}{2} - \frac{1}{2}}.
\]
(66)
We have normalized this quantity in such a way that gives the mass for extreme Kerr. It is also trivially positive definite (note that \( \mathcal{M} \) is not due to the extra term \( \sigma \) which has no sign). More important, the first variation of \( m \) and the second variation of \( m \) are given by
\[
    m' = 2^{-4} \mathcal{M} m, \quad m'' = 2^{-8} (\mathcal{M}'' + (\mathcal{M}')^2) m.
\]
(67)
And hence the functional \( m \) has the same critical points as \( \mathcal{M} \) and the second variation is also definitive positive. These properties makes the functional \( m \) attractive but we will not make use of it in the following. For the purpose of the proof of theorem [11.1] only the functional \( \mathcal{M} \) is used.

V. VARIATION OF THE AREA FOR EXTREME THROAT INITIAL DATA

The results from previous section are somehow to be expected, since they are the analogous of the variational formulation presented in [12] and [18]. The remarkable new ingredient is the relation of this mass functional with the area. This is the subject of this section and it constitutes the most relevant part of this article.

Consider the formula for the area for an extreme throat initial data given by (58). The first and second variation of the area are given
\[
    A' = \int_{S^2} (\sigma' + q') e^{(\sigma + q)} dS,
\]
(68)
and
\[
    A'' = \int_{S^2} (\sigma'' + q'') e^{(\sigma + q)} dS.
\]
(69)
In order to relate these equations with the mass functional we proceed as follows. We first write the Hamiltonian constraint (24) in terms of $\sigma$ using the relation

$$4 \Delta_0 \sigma + |\partial_0 \sigma|^2 + \frac{|\partial_0 \omega|^2}{\eta^2} - 4(1 - \partial_0^2 \sigma) = 0. \quad (70)$$

We integrate this equation in $S^2$. The first term gives zero. We write the second and third term in terms of mass functional (35), namely

$$\int_{S^2} |\partial_0 \sigma|^2 + \frac{|\partial_0 \omega|^2}{\eta^2} dS = 2\pi M - 4 \int_{S^2} \sigma dS. \quad (71)$$

For the last term, we integrate by part the terms with $\partial_0^2 \sigma$, namely

$$\int_{S^2} \partial_0^2 q \ dS = 2\pi \int_0^\pi \partial_0^2 q \sin \theta \ d\theta \quad (72)$$

$$= 2\pi \int_0^\pi (\partial_0 (\partial_0 q \sin \theta) - \partial_0 q \cos \theta) \ d\theta \quad (73)$$

$$= -2\pi \int_0^\pi \partial_0 q \cos \theta \ d\theta \quad (74)$$

$$= 2\pi \int_0^\pi (-\partial_0 (q \cos \theta) + q \sin \theta) \ d\theta \quad (75)$$

$$= 2\pi \int_0^\pi q \sin \theta \ d\theta \quad (76)$$

$$= \int_{S^2} q \ dS. \quad (77)$$

To pass from (73) to (74) we have used that $\sin \theta$ vanished at $(0, \pi)$ and to pass from (76) to (77) we have used that $q$ vanished at $(0, \pi)$. Collecting equations (71) and (77), from equation (70) we deduce our fundamental equation

$$M = 8 + \pi \int_{S^2} (\sigma + q) \ dS. \quad (78)$$

From equation (78), we get an alternative expression for the first variation of the mass

$$M' = \frac{1}{8} \int_{S^2} (\sigma' + q') \ dS. \quad (79)$$

And hence, using the first item in lemma [V.1] we get that

$$\int_{S^2} (\sigma' + q') \ dS|_{\epsilon=0} = 0. \quad (80)$$

Analogously, the second variation of the mass is given by

$$M'' = \frac{1}{8} \int_{S^2} (\sigma'' + q'') \ dS. \quad (81)$$

Using the second item in lemma [V.1] we obtain

$$\int_{S^2} (\sigma'' + q'') \ dS|_{\epsilon=0} > 0. \quad (82)$$

We are now ready to compute the first and second variation of the area. If we evaluate the first variation of the area (equation (68)) at $\epsilon = 0$ and use the (remarkable) fact that $e^{\sigma_0 + \eta_0}$ is constant for the extreme Kerr cylinder (see equation (A10)) we get

$$A'|_{\epsilon=0} = 4|J| \int (\sigma' + q') \ dS|_{\epsilon=0}. \quad (83)$$

Using (80) we finally get

$$A'|_{\epsilon=0} = 0. \quad (84)$$

For the second variation we use equations (69) and again equation (A10) to obtain

$$A''|_{\epsilon=0} = 4|J| \int_{S^2} ((\sigma' + q')^2 + (\sigma'' + q'')) \ dS|_{\epsilon=0}. \quad (85)$$

The first term inside the integral is clearly positive definite and the second also by (81) and (82). Hence we deduce

$$A''|_{\epsilon=0} > 0. \quad (86)$$

This concludes the proof of theorem III.1.

VI. APPLICATION: SPINNING BOWEN-YORK INITIAL DATA

The Bowen-York initial data have been discovered in [9] and since that time they have been extensively used in both analytical and numerical studies. In this section we will prove that the area of the minimal surface (which is also an apparent horizon) for the family of spinning Bowen-York initial data satisfies the inequality (7). We will assume that the inequality is true for extreme throat initial data. As it was pointed out in section III (theorem III.1) suggests that this is the case but the technical steps to complete the proof remain to be done.

The argument runs as follows. In [25] the extreme limit procedure was rigorously constructed for this kind of data. The only property of this limit not proved in this article was the monotonicity of the area. This is proved here as follows.

The area of any surface $r = constant$ is given by

$$A_\mu(r) = 2\pi r^2 \int_{S^2} \Phi_\mu^4 \ dS. \quad (87)$$

We use the same notation $\Phi_\mu$ for the conformal factor of the Bowen-York family used in [25].

The location of the minimal surface (by the isometry of the data) is on $r = \mu/2$. That is, we want to consider the area $A_\mu(\mu/2)$. By definition of minimal surface, we know that

$$A_\mu(\mu/2) \leq A_\mu(r), \quad (88)$$
for all \( r \). We also known that the conformal factor is monotonically decreasing with \( \mu \) (Lemma 3.2 in [25]). That is, for \( \mu_1 \leq \mu_2 \) we have

\[
\Phi_{\mu_1}(r, \theta) \leq \Phi_{\mu_2}(r, \theta).
\] (89)

Hence we have

\[
A_{\mu_1}(r) \leq A_{\mu_2}(r).
\] (90)

Then we prove the following

\[
A_{\mu_1}(\mu_1/2) \leq A_{\mu_1}(r) \leq A_{\mu_2}(r),
\] (91)

for all \( r \). The first inequality in \([91]\) follows from \([88]\), and the second from \([90]\). That is, we have proved that any surface for \( \mu_2 \) has bigger area than the minimal surface for \( \mu_1 \). In particular, the minimal surface \( r = \mu_2/2 \), that is

\[
A_{\mu_1}(\mu_1/2) \leq A_{\mu_2}((\mu_2/2)).
\] (92)

Note, however, that inequality \([91]\) is stronger than \([92]\).

We have proved that the area of the minimal surface is monotonically decreasing under the extreme limit process constructed in \([25]\). And hence the area of the related extreme throat initial data (which can be also rigorously constructed, see \([27]\ [28]\)) is smaller than the original area of the minimal surface. Since the inequality holds on the extreme cylinder it follows that it also holds for the spinning Bowen-York initial data.

### VII. FINAL COMMENTS

The first open problem is to complete the analysis presented in the proof of theorem \([31]\) and prove the inequality \([10]\) on extreme cylindrical initial data. We expect that the proof will follow similar lines as the ones presented in \([13]\ [22]\ [15]\ [14]\ [13]\). We are currently working on this.

The second open problem, which is much more difficult and relevant, is to construct an extreme limit procedure for generic axially symmetric initial data which satisfies the properties i) and ii) mentioned in section III. Then, the conjecture \([11]\) will be reduced to the extreme throat initial data case and hence it will be proved.
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### Appendix A: The extreme Kerr cylindrical initial data

In this appendix we collect some well known properties of the extreme Kerr black hole initial data defined by a slice \( t = \text{constant} \) in the Boyer-Lindquist coordinates. We use a slight modification of these coordinates. Let us denote by \( \tilde{r} \) the Boyer-Lindquist radius, we define \( r = \tilde{r} - m \). In this way the cylindrical end is located at \( r = 0 \).

In the extreme case we have \( \sqrt{|J|} = m \) (we always take the positive sign of the square root). We denote by \( a \) the standard angular momentum per unit mass parameter \( a = J/m \). Note that for extreme Kerr we have two possible values for the angular momentum \( J = \pm m^2 \), and hence \( a = \pm m \). The spacetime metric depends only one parameter, in our case it is appropriate to chose \( J \) as the free parameter.

The square of the norm \( \eta \) of the axial Killing vector is given by

\[
\eta = \frac{(r + \sqrt{|J|})^2 + |J|)^2 - |J|^2 \sin^2 \theta}{\Sigma} 
\sin^2 \theta, \quad (A1)
\]

were \( \Sigma \) is given by

\[
\Sigma = (r + \sqrt{|J|})^2 + |J| \cos^2 \theta. \quad (A2)
\]

The twist potential of the axial Killing vector is given by

\[
\omega = 2J(\cos^3 \theta - 3 \cos \theta) - \frac{2\sqrt{|J|} \cos \theta \sin^4 \theta}{\Sigma}. \quad (A3)
\]

The conformal factor \( \Phi \) and the function \( q \) that characterize the intrinsic metric \([14]\) of the slice are given by

\[
e^{2q} = \frac{\Sigma \sin^2 \theta}{\eta}, \quad \Phi^4 = \frac{\eta}{r^2 \sin^2 \theta}. \quad (A4)
\]

From these function we compute the following limits

\[
\lim_{r \to 0} (\sqrt{r} \Phi) = \varphi_0 = \left(\frac{4|J|}{1 + \cos^2 \theta}\right)^{1/4}, \quad (A5)
\]

\[
\lim_{r \to 0} e^q = e^{\varphi_0} = \frac{1 + \cos^2 \theta}{2}, \quad (A6)
\]

\[
\lim_{r \to 0} \omega = \omega_0 = -\frac{8J \cos \theta}{1 + \cos^2 \theta}. \quad (A7)
\]

The function \( \sigma_0 \) is given by

\[
\sigma_0 = 4 \ln \varphi_0 = \ln(4|J|) - \ln(1 + \cos^2 \theta). \quad (A8)
\]
We have the relation
\[ \eta_0 = \sin^2 \theta e^\sigma = \sin^2 \theta e^\lambda. \]  
(A9)

From (A8) and (A6) we deduce the following key equation
\[ e^{\sigma_0 + q_0} = 2|J|. \]  
(A10)

The mass functional \(\mathcal{M}\) defined by (41) evaluated at the extreme Kerr cylindrical initial data can also be calculated explicitly from these expression. The calculus simplify by noting that using equation (39) we can directly compute the integral
\[ \int_0^\pi \left( \frac{|\partial_\omega|^2}{\eta^2} \right) \sin \theta d\theta = 4. \]  
(A11)

The integral for \(\sigma_0\) yields
\[ \int_0^\pi \sigma_0 \sin \theta d\theta = 2 \ln(2) - 2 \ln(|J|) + 4 - \pi. \]  
(A12)

Finally, for the other integral we get
\[ \int_0^\pi |\partial \sigma_0|^2 \sin \theta d\theta = -12 + 4\pi. \]  
(A13)

Hence, we obtain
\[ \mathcal{M} = 8(\ln(2|J|) + 1). \]  
(A14)
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