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Abstract—A brain–machine interface (BMI) based on motor imagery (MI) enables the control of devices using brain signals while the subject imagines performing a movement. It plays a vital role in prosthetics control and motor rehabilitation. To improve user comfort, preserve data privacy, and reduce the system’s latency, a new trend in wearable BMIs is to execute algorithms on low-power microcontroller units (MCUs) embedded on edge devices to process the electroencephalographic (EEG) data in real-time close to the sensors. However, most of the classification models present in the literature are too resource-demanding, making them unfit for low-power MCUs. This paper proposes an efficient convolutional neural network (CNN) for EEG-based MI classification that achieves comparable accuracy while being orders of magnitude less resource-demanding and significantly more energy-efficient than state-of-the-art (SoA) models for a long-lifetime battery operation. To further reduce the model complexity, we propose an automatic channel selection method based on spatial filters and quantize both weights and activations to 8-bit precision with negligible accuracy loss. Finally, we implement and evaluate the proposed models on leading-edge parallel ultra-low-power (PULP) MCUs. The final 2-class solution consumes as little as 30 µJ/inference and an accuracy of 82.51% while using 6.4 × fewer EEG channels, becoming the new SoA for embedded MI-BMI and defining a new Pareto frontier in the three-way trade-off among accuracy, resource cost, and power usage.
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I. INTRODUCTION

A brain–machine interface (BMI) aims to translate brain activities into actionable information to control external devices, such as a wheelchair [1] or a prosthesis [2]. Besides clinical relevance for patients to regain lost abilities [3], recent developments in wearable technologies have pushed the field of BMI towards everyday life tasks in consumer products [4], [5], for example, to control robots [6] or drones [7], yielding improved user experience also for healthy subjects [8]. Motor imagery (MI) is of great interest among the current BMI paradigms because it does not strictly depend on external stimuli; hence, it can be independently and asynchronously self-paced [9]. The MI-BMI decodes the user’s intention by analyzing the brain activities while the subject thinks of a movement of a body part without actually performing it [10].

A recent work by Zhuang et al. [11] has demonstrated the successful usage of MI-BMI in controlling ground vehicles using a wireless wearable device based on non-invasive electroencephalograms (EEGs). The data processing and the classification are executed on a remote engine, which leads to potential privacy concerns, a longer latency, and higher power consumption due to the data transmission. Recent achievements in low-power processing platforms and miniaturization enable the sensor data processing directly at the edge [12], [13]. By embedding algorithms at the sensor node, the data is analyzed locally, preserving privacy, reducing the energy consumption for a longer battery lifetime, and minimizing the system’s latency [14]. The decoded information can be directly sent to the controlled devices without any intermediate apparatus between the brain and the machines, empowering the future Internet of Minds (IoM) [15].

To achieve this goal, a smart wearable BMI has to satisfy a three-way trade-off among a) algorithmic performance: the embedded algorithm has to be able to complete the targeted task accurately; b) computational and storage parsimony: the complexity of the deployed algorithm has to meet the resource constraints of the edge platform in terms of memory footprint and runtime for a real-time application scenario; c) power: the power consumption must be low to guarantee a long-term continuous operation with long battery lifetime [14]. The low signal-to-noise ratio of the EEG data and the inter-session and inter-subject variability pose enormous challenges to obtaining high classification accuracy. Several machine learning (ML) and deep learning (DL) models have been proposed in the literature, achieving remarkable algorithmic performance [16], [17], [18]. However, the majority of them target only accuracy as a key metric while ignoring the resources required by the model, making them unfit for low-power microcontroller units (MCUs). For example, the Mr. Wolf processor [19] from the parallel ultra-low power (PULP) platform, a leading-edge example of high-performance and low-power MCU, has less than 600 kB of on-chip fast memory and can deliver up to 16.4 Giga operations per second (GOPS) of computational capability. It has been embedded in a wearable BMI device, called Biowolf,
with the minimal form factor of 40 mm \times 20 \times 2 mm and consuming less than 10 mW [12]. When considering very low-power MCUs in the sub-100-milliwatt power range, almost all the state-of-the-art (SoA) networks cannot be deployed on-board without additional expensive off-chip memory, yielding increased power consumption and longer execution latency. In full-precision representation, even the most compact EEG-Net [20] is out-of-reach by requiring more than 1 MB for storing the two biggest consecutive feature maps with the standard layer-by-layer execution during inference, making the deployment more challenging [21], [13]. In contrast, edge devices with more resources are too power-hungry and do not meet the specifications for long-term usage. Therefore, resource-friendly models that at the same time maintain high accuracy are desirable.

Besides considering the resource usage already during the model design, additional methods to reduce the model complexity are essential. In EEG applications, an important topic is the channel selection, where the EEG channels with more relevant features are selected for the final classification stage [22], [23]. In this work, we emphasize the importance of this technique not only for selecting the most significant features to improve accuracy but also for its advantages of reducing memory usage and computational complexity. Moreover, the reduction of EEG channels lowers the system's power consumption since fewer analog front-end circuits are necessary for data acquisition, and it is fundamental for improving user comfort and achieving optimal device wearability. Another effective method to reduce the resource requirements is quantization, e.g., using 8 bits to represent numbers instead of 32 bits [24], [25]. It yields a significant reduction in memory usage and allows the use of efficient hardware units. Worth to be noted that both channel reduction and quantization pose challenges to the classification task and can lead to accuracy degradation due to the reduced number of inputs and numerical precision [21]. Hence, sophisticated algorithms are demanded to guarantee comparable accuracy while using minimal resources.

In this paper, we propose an end-to-end workflow for the realization of an energy-efficient wearable MI-BMI enabled with smart near-sensor computing, as shown in Fig. 1. We select MCUs based on PULP platforms [19], [26], because they have been demonstrated to outperform other families of low-power MCUs thanks to the parallel cores and the custom hardware extensions for digital signal processing (DSP) [27], [28], [13], [29]. Our main contributions are as follows:

- We co-design a compact yet accurate convolutional neural network (CNN) for MI-BMI classification constrained to minimal hardware resources. It meets the tight resource limitations of ultra-low-power MCUs while being as accurate as the resource-demanding SoA algorithms. We evaluate the performance in both inter-session and inter-subject challenges using two publicly available MI datasets, namely the BCI Competition IV-2a and the Physionet EEG Motor Movement/Imagery (MM/MI), and achieve respectively 76.03%, 63.62% accuracy on the 4-class task and 86.32%, 82.79% on the 2-class task.
- We reduce the input dimensions by automatically selecting the most relevant EEG channels to limit further the model complexity and the memory footprint while maintaining similar classification accuracy (82.79% vs. 82.51% for the 2-class task of the MM/MI dataset) or even improving the accuracy by up to 1.33% in the case of the subject-specific models of the IV-2a dataset.
- We quantize both model weights and activations to 8-bit precision with negligible effect on the classification accuracy to further reduce the memory usage and optimally exploit the hardware extensions. We efficiently deploy the quantized models on ultra-low-power MCUs, achieving an energy consumption of merely 30 \mu J per inference and real-time execution of 2.95 ms. With a 6.4× reduction of EEG channels, the battery operation time can be increased from 3.8 up to 22 hours.

This work successfully satisfies the three-way trade-off among performance, cost, and power [14] by maximizing the algorithmic accuracy, minimizing the computational cost, and minimizing the power consumption for a real-time smart wearable MI-BMI with an extended battery lifetime, paving the way to the future IoT.

II. RELATED WORKS

We discuss the related works based on the popular BCI Competition IV-2a dataset [30], [31] and the Physionet EEG MM/MI dataset [32], [33]. The former is the most representative for subject-specific models and inter-session challenges, whereas the latter includes a remarkable number of subjects and is often used to tackle the inter-subject variability. We select only the works that follow the competition rules for the IV-2a dataset or train a global model validated on unseen subjects for the MM/MI dataset for a correct and fair comparison. As this paper covers the full flow of model design, channel selection, and embedded implementation, we divide the discussion of the related works accordingly.

A. Classification Models

Traditional ML-based approaches require manual feature extraction, based on which a classifier is trained to solve the task. The most common and effective methods to extract discriminative features in MI-BMIs are based on the Common Spatial Patterns (CSP) [34], [35] and the Riemannian
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1 Open-source code: [https://github.com/pulp-platform/MI-BMNet](https://github.com/pulp-platform/MI-BMNet)
The authors in [22] and [37] propose spatial or temporal filtering based on CSP, reaching a 2-class classification accuracy of 80.56% and 79.6% on the IV-2a dataset, respectively. The work in [38] compares the CSP and Riemannian methods and demonstrates that Multiscale Riemannian Classifier (MRC) achieves the best 4-class classification accuracy of 75.47% using multiple time windows with a support vector machine (SVM). A more recent work [29] based on MRC reduces the number of features and achieves a 4-class accuracy of 76.4% using different classifiers for each subject. By combining Filter-Bank Common Spatial Patterns (CSP), autoregressive models, and feature selection with mutual information, the work in [39] achieves the highest 2-class accuracy of 86.01%. The authors generalize the methods to the 4-class task obtaining a Cohen’s kappa coefficient of 0.61. Similar techniques of feature extraction are used in [40] with Adaptive Boosting classifier, resulting in an improved kappa value of 0.646.

In another vein, DL methods enable the classification of BMI tasks without handcrafted features. Many works have demonstrated the effectiveness of CNNs in learning temporal and spatial features obtaining accuracy values ranging from 79.9% up to 86.96% for 2-class tasks [16], [18] and 74.31% to 77.35% for 4-class tasks [17], [41], [42], [13], [43]. With additional hyperparameters tuning specific to each subject, the accuracy can be improved up to 83.84% on the 4-class task [42]. For the inter-subject cases on MM/MI dataset, the 2- and 4-class accuracy values range from 80.38% to 83.26% and 58.58% and 65.07%, respectively [44], [21], [23]. One major drawback of the DL approach is that the models tend to grow in size, increasing the demand for computational and storage resources. FB3DCNN achieves the SoA accuracy (86.96%) in the 2-class task of the IV-2a dataset, but it requires storage for 46 million parameters [18], [42]. EEG-TCNet and EEG-ITNet perform best in the 4-class task (77.35% and 76.74%, respectively) and have significantly fewer parameters (below 5 k) [42], [43]. However, when considering the standard layer-by-layer computation schedule, the additional memory footprint required during the execution time is up to two orders of magnitude more than the number of parameters, making them significantly more challenging for very low-power MCUs. In this paper, we propose a more compact CNN with less than 50 k parameters and features to be stored during the inference time. The resource requirement is orders of magnitude lower than recent related works [17], [41], [42], [18] while achieving similar classification accuracy.

### B. Channel Selection

It is beneficial to reduce the number of EEG channels for improved user comfort, a reduced setup time, a lower power consumption, and a decreased model complexity. The authors in [22] have proven that input EEG channels can be effectively reduced subject-specifically from 22 to an average of 8.11 while improving the 2-class accuracy on the IV-2a dataset by around 3% using CSP-based methods. A more recent work [45] uses a fixed number of 15 channels for all subjects reaching an accuracy of 79.19%. It is 4.42% less than [22], demonstrating that selecting a variable number of channels for each subject is beneficial. The authors in [46] combine CSP with Riemannian distances obtaining an SoA classification accuracy of 77.82% and a kappa value of 0.71 with an average of 15.2 selected channels over the nine subjects of the IV-2a dataset for the 4-class MI task. CNN-based channel reduction approaches are also found in the literature [44], [23]. Dose et al. [44] manually select subsets of EEG channels to compare with related works and demonstrate that their proposed architecture based on the shallow ConvNet outperforms most other models. More recent work by Tokovarov et al. [23] applies an automatic channel selection method based on CNN maps obtaining 82.34% accuracy with only 14 instead of 64 channels on the 2-class MI task of the MM/MI dataset outperforming the manual selection of [44]. Given the many advantages of channel selection, in this work, we propose an automatic method based on the spatial filters of the proposed CNN. It can effectively reduce the number of channels from 64 to 10 for the MM/MI dataset, with the advantage of 1.3× fewer parameters, 3.1× less memory footprint, and 1.4× lower computational complexity while having a negligible accuracy drop of 0.28% for the 2-class inter-subject task. The inter-session accuracy of the subject-specific models for the IV-2a dataset is increased by up to 1.33%, with an average channel reduction of 60% for the 2-class task.

### C. Embedded Implementation

Over the recent years, increasing attention has been gained by the embedded deployment of ML and DL models on low-power edge devices, nourishing the fast-growing field of TinyML [47] and giving birth to notable projects such as TensorFlow Lite [48]. Some initial efforts can also be found in the BMI literature. Belwafi et al. [49] propose a CSP-based approach implemented in 16-bit precision on a Stratix-IV field-programmable gate array (FPGA) board with a power consumption of 700 mW. It achieves a 2-class accuracy of 78.85% on the IV-2a dataset with an inference time of 430 ms and energy consumption of 301,000 µJ. Another embedded implementation based on CSP can be found in [50]. The accuracy on the IV-2a dataset is 80.55% and 67.21% for 2- and 4-class tasks, respectively. The methods are implemented in 20-bit precision on a Virtex-6 FPGA consuming 83.90 mW and taking up to 11.66 ms (i.e., 978 µJ).

Two other works have implemented DL-based approaches for MI-BMI on embedded devices [21], [13]. The authors in [21] deploy an EEGNet-based CNN on two STMicroelectronics MCUs featuring ARM Cortex-M4 and M7. The model requires too much memory for the selected low-power MCUs based on the X-CUBE-AI deployment tool provided by the manufacturer. Hence, the input signals are downsampled, shortened in time, and 38 manually selected EEG channels are used. The 4-class accuracy on the MM/MI dataset drops by 2.56% on the Cortex-M4 due to the limited hardware resources. The embedded model with the highest accuracy (64.76%) could be implemented only on the Cortex-M7, which provides more resources but consumes one order of magnitude more power than the Cortex-M4. The model with the
highest accuracy takes 43.81 ms and consumes 18,100 µJ per inference. A more energy-efficient implementation is proposed in [13], outperforming all previous solutions based on FPGAs and Cortex-M MCUs. The model is first quantized to 8-bit fixed-point representation with negligible loss in accuracy and implemented on Mr. Wolf, consuming only 11.75 mW. The average quantized accuracy over the nine subjects of the IV-2a dataset is 70.9% for the 4-class MI task. The energy consumption is 337 µJ, and the inference time is 28.67 ms. However, the classification accuracy is relatively low, and the proposed solution is not flexible because it is designed specifically for EEGNet and it abandons the common layer-by-layer paradigm adopted by most deployment frameworks [47].

A very recent work [29] proposes an MRC implementation with a combination of 8-, 16-, and 32-bit fixed-point and 32-bit floating-point representations on the new PULP MCU called Vega [26]. It is currently the SoA in terms of accuracy and energy efficiency (74.1% 4-class quantized accuracy, 16.9 ms inference time, and 198 µJ energy consumption).

In this work, we quantize the proposed CNN to 8 bits achieving a 4-class quantized accuracy of 75.63%. The full-channel implementations for the IV-2a dataset take 11.37 ms and 5.10 ms and consume 114 µJ and 60.5 µJ on Mr. Wolf and Vega, respectively. It is 4.7% and 1.5% more accurate than [13] and the SoA [29]. The inference execution is $2.5 \times$ and $3.3 \times$ faster, and it consumes $3 \times$ and $3.3 \times$ less on the same MCUs, respectively. The energy consumption is further lowered by reducing the number of EEG channels without significantly affecting the accuracy.

### III. Methods

The workflow proposed in this paper is as follows: first, an accurate classification model is designed by taking into consideration hardware constraints; second, EEG channel selection is performed to reduce the input dimensionality yielding more energy-efficient models; third, the model is quantized to minimize further the resource usage and is efficiently deployed on the selected MCUs by exploiting the hardware extensions.

#### A. Network Architecture and Resource Requirements

As motivated in the introduction, our target is low-power MI-BMIs, meaning that the classification model has to respect strict resource availability. Hence, while designing the network, we also assess the memory footprint and the computational complexity. Additionally, unlike most previous works, which consider only the number of parameters, we propose a more accurate estimation of the memory usage based on the standard layer-by-layer computation schedule. This is especially crucial for embedded deployment [51].

Fig. 2 depicts the proposed model named MI-BMInet. The input array is arranged such that each row represents the EEG signals from the electrodes, and each column is the sample at every time point. The dimension is $N_{ch} \times N_s$, with $N_{ch}$ being the number of EEG channels and $N_s$ the number of samples. Many works in literature have demonstrated that temporal and spatial features most successfully decode the EEG signals, as they represent the temporal and spatial summation of brain activities [16], [20], [41], [42], [43]. In all previous works, the extraction of the temporal information causes a significant increase in memory usage and computations, leading to deployment difficulties [21], [13]. In our proposed CNN, we also extract temporal and spatial features, as this is currently the most effective approach for EEG signals, but, in contrast to previous works, we reduce the dimensionality by first extracting the spatial features, followed by the extraction of the temporal information. This way, the memory and the computation overhead are effectively reduced.

More precisely, the input is passed to a first depthwise convolutional layer with $N_k$ one-dimensional kernels of size $N_{ch} \times 1$ to find spatial correlations among the EEG channels, followed by a batch normalization layer. This spatial convolution outputs $N_k$ feature maps of dimension $1 \times N_s$. These are subsequently filtered using another layer of depthwise convolution with $N_k$ kernels of dimension $1 \times N_f$ applied along the temporal dimension to learn temporal information. The number of parameters in a depthwise convolutional layer can be calculated as $N_k \cdot (k_H \cdot k_W)$, with $k_H$ and $k_W$ being the height and width of the kernels, reported in brackets in Fig. 2. Additionally, each batch normalization layer has $4 \cdot f$ parameters, with $f$ being the number of feature maps, which corresponds to the number of filters $N_k$ in the case of depthwise convolutions. Afterward, a separable convolution, i.e., a depthwise convolution followed by a pointwise convolution, is applied to extract additional spatio-temporal features using $N_k$ filters of size $1 \times 16$. This amounts to $N_k \cdot (1 \cdot 16) + N_k \cdot N_k$ parameters. Rectified Linear Unit (ReLU) is chosen as activation since it is the most hardware-friendly non-linear activation function. Additionally, average pooling layers with a kernel size of $8 \times 1$ are applied in the time domain to reduce the dimensions of the feature maps. Finally, a fully connected layer computes the classification output. It presents $(N_{in} + 1) \cdot N_{out}$ parameters, with $N_{in}$ being the number of input nodes and $N_{out}$ the output nodes, i.e., $N_{cl}$.

Besides the network weights, the input and the output feature maps need to be stored during the computation of a layer. As an example, the size of the input and the output feature maps of the first convolutional layer is $N_{ch} \cdot N_s + N_k \cdot N_s$, which has to be stored contemporaneously in the memory during the computation time. Note that this memory can be reused for the next layer once the computation of the previous one is completed. Hence, the biggest sum of two consecutive feature maps dictates the required memory footprint.

We further estimate the complexity of the model as the sum of the number of multiply-and-accumulate (MACC) operations in the convolutional and fully connected layers. The number of operations in each depthwise convolutional layer is $(k_H \cdot k_W) \cdot (H_{out} \cdot W_{out}) \cdot N_k$, with $H_{out}$ and $W_{out}$ being respectively the height and the width of the output feature maps. While for the separable convolution, we estimate $(H_{out} \cdot W_{out}) \cdot (1 \cdot 16) + N_k$ MACC operations. Finally, the fully connected layer requires $N_{in} \cdot N_{out}$ operations.

#### B. EEG Channel Selection

We propose an automatic channel selection method based on the spatial filters of MI-BMInet to reduce further the resource
Fig. 2: Architecture of MI-BMInet. \( N_s \) is the number of input samples in the time domain, \( N_{ch} \) the number of EEG channels, \( N_{cl} \) the number of classes, \( N_f \) the filter size of the temporal filter, and \( N_k \) is the number of filters. The padding strategy and the kernel size are reported in brackets. The addition of the quantization layers is highlighted in \textit{italic}.

requirements. Given a pretrained model on all \( N_{ch} \) EEG channels and \( W_S \), the weights of the first spatial convolutional layer with dimension \( N_{ch} \times N_k \), we compute the \( \ell_2 \)-norm for each EEG channel \( i_{ch} = 1, 2, ..., N_{ch} \) as

\[
\|w_S\|_2(i_{ch}) = \sqrt{\sum_{n=1}^{N_k} |w_S(i_{ch}, n)|^2},
\]

which gives the vector’s magnitude of the weights corresponding to each EEG channel. We subsequently select \( N_{ch} \) channels with the biggest \( \|w_S\|_2 \) amplitudes, with \( N_{ch} \) being the desired number of EEG electrodes. Algorithm 1 shows the pseudo-code of the proposed method.

For comparison, we implement two additional manual channel selection methods: one based on the whole scalp as in [21]; the other one targets the specific brain region of the sensorimotor cortex such that the EEG electrodes can be embedded into smart wearable headphones, e.g., Versus headset [52] or Melomind [53], for better user acceptance. Fig. 1 in the Appendix shows the positions of the 64 electrodes for the MM/MI dataset and the 22 channels filled with yellow used in the IV-2a dataset. We select three configurations that are evenly distributed over the entire scalp to directly compare with [21] on the MM/MI dataset: a) 19 electrodes based on the international 10-20 system (excluding A1 and A2), encircled with green dashed lines; b) 38 electrodes by adding intermediate positions, encircled with solid blue lines; c) 8 electrodes based on Bitbrain headset, encircled with dash-dotted red lines. The distributed configurations are not evaluated on the IV-2a dataset because of the reduced number of available electrodes.

Furthermore, we manually select the EEG channels covering the sensorimotor cortex, where most of the brain’s activations during motor movement (MM) and MI are identified, especially around C3 and C4 [10]. This region is also physically covered by the users’ audio headphones that are commonly accepted and worn nowadays for extended time periods. This means we can embed the EEG electrodes on a wearable device already widely used in daily life. This setup is much less obtrusive and aesthetically more acceptable than traditional EEG caps. Hence, we select subsets of electrodes from the central line covering the C3 and C4 electrodes, as highlighted in Fig. 1 in the Appendix with the red-shaded background. In addition, we separately and incrementally include subsets of adjacent electrodes towards the front and the back of the head, respectively shaded with the green and blue background color. Table I in the Appendix reports all the configurations with the selected subsets of channels over the sensorimotor cortex for the MM/MI dataset. The same is done for the IV-2a dataset with the available electrodes.

Additional comparisons with CSP- and Riemannian-based methods are discussed in Sec. IV.

\[
\textbf{Algorithm 1:} \text{ Pseudo-code for automatic EEG channel selection based on spatial filters of the proposed CNN.}
\]

\textbf{Data:} Pretrained model on all \( N_{ch} \) channels.

\textbf{Result:} Indexes of \( N_{ch} \) selected channels.

\textbf{begin}

\begin{itemize}
  \item Load the pretrained model;
  \item Extract \( W_S \), the weights of the spatial convolution;
  \item for each EEG channel \( i_{ch} \) from 0 to \( N_{ch} - 1 \) do
  \item \hspace{1cm} Calculate the \( \ell_2 \) norm
  \item \hspace{1.5cm} \( \|w_S\|_2(i_{ch}) = \sqrt{\sum_{n=1}^{N_k} |w_S(i_{ch}, n)|^2} \)
  \item \hspace{1.5cm} Find the indices that sort \( \|w_S\|_2(i_{ch}) \) in descending order;
  \item \hspace{1.5cm} Take the first \( N_{ch} \) indices;
\end{itemize}

\textbf{end}

C. Embedded Implementation

To optimally deploy MI-BMInet on low-power MCUs, we first quantize the models to 8-bit representations using quantization-aware training to reduce further the memory footprint and to exploit the hardware extensions. Subsequently, we deploy the quantized networks on the selected MCUs and measure the inference runtime and the power consumption.

1) Quantization: We quantize both weights and activations of MI-BMInet, including the input signals, from 32-bit floating-point to 8-bit fixed-point values. To preserve the classification accuracy, we perform quantization-aware training.
The addition of the quantization layers is shown in Fig. 2. The quantization procedure is as follows:

- The network is trained in full precision until epoch $t_a$.
- At epoch $t_a$, the quantization of the activations starts using the straight-through estimator (STE) [54]. The network is readjusted on the quantized activations until epoch $t_w$.
- From epoch $t_w$ until epoch $t_{end}$, the weights are increasingly quantized using Random Partition Relaxation (RPR) [25] at a step size of 10.

2) Network Deployment: We implement the 8-bit quantized networks on RISC-V-based PULP Mr. Wolf [19] and Vega [26]. The former has been embedded into Biowolf, the SoA BMI system in terms of power consumption, computational capability, and form factor [12]. While the latter is a more recent microprocessor with improved design and technology, presenting the SoA energy efficiency. They both feature a System-on-Chip (SoC) domain with a single core for handling peripherals and simple computations and a cluster domain with eight and nine parallel cores for more compute-intensive tasks. The cluster cores are based on RV32IMC Instruction Set Architecture (ISA) with additional custom extensions for DSP applications, including hardware loops, post-incremental load and store instructions, and support for two-way and four-way Single Instruction, Multiple Data (SIMD) operations.

We propose a manual implementation of the quantized models, as currently, no deployment tools directly support the selected MCUs. However, we follow the same layer-by-layer schedule to better demonstrate the deployment feasibility of our models. We take inspiration from [13] and merge the conversion factor of the quantization with the bias and the scaling factor of the batch normalization layers and reorder the batch normalization, the ReLU, and the pooling layers to reduce the number of divisions since they are expensive operations requiring many computational cycles and introduce rounding errors. Moreover, we implement a concurrent computation of the feature maps using the parallel cores and exploit the four-way SIMD for executing four MACC operations on the 8-bit quantized numbers in a single cycle. We export the network weights in the reversed order with respect to convolutions to use the optimized 1-D cross-correlation functions from the PULP-DSP library [55]. We implement the data handling and the computation of each layer such that the data locality is preserved and the custom ISA extensions are effectively used.

IV. EXPERIMENTS AND RESULTS

We use Keras with TensorFlow v1.11 backend to train full-precision models. We apply our methods to two SoA datasets to tackle both inter-session and inter-subject variability.

a) BCI Competition IV-2a [30], [31]: Four MI tasks are recorded from 9 subjects using 22 EEG channels, namely the imagined movements of the left hand (L), right hand (R), both feet (F), and tongue (T). The data is collected over two days (i.e., sessions) at 250 Hz sampling frequency and provided after a bandpass filter between 0.5 Hz and 100 Hz. Each recording session contains 288 trials, of which 9.41% are marked by an expert as artifacts and are removed. We perform 2-, 3-, and 4-class classification using L/R, L/R/F, and L/R/F/T MI tasks, respectively, and consider a time window of 3 s starting from the appearance of the MI cue. We conduct subject-specific validation using the EEG data of the first session for training and the second for testing, as stated in the competition rules. The models are trained with the Adam optimizer for 500 epochs with a batch size of 32, a fixed learning rate of 0.001, and 1e-7 as the default epsilon value for numerical stability. The cross-entropy loss is used. We repeat the experiments 25 times and report the average results to consider the training variability. We calculate both classification accuracy and Cohen’s kappa score as it is often done with this dataset.

b) Physionet EEG MM/MI [32], [33]: The data is recorded at 160 Hz using 64 electrodes. 105 subjects are effectively considered from this dataset. Every subject performed a total of six MI runs: three runs of the left fist (L) against the right fist (R) and three runs of both fists (B) against both feet (F). We additionally extract windows of 3 s from the baseline runs with eyes open to obtain trials with resting EEG data (0). In total, we have 21 trials per class per subject. As in [44], we perform 2-, 3-, and 4-class MI classification using L/R, L/R/F, and L/R/F/T MI tasks, respectively, and consider a time window of 3 s starting from the appearance of the cue. We use 5-fold cross-validation (CV) across the subjects, i.e., the model is trained on the data from a subset of subjects and is validated on the data from the remaining unseen subjects. The models are trained with Adam optimizer for 100 epochs with a batch size of 16. A fixed learning rate scheduler reaches the best performance; more precisely, the learning rate is set to 0.01, 0.001, and 0.0001 at epochs 0, 40, and 80, respectively. Cross-entropy loss is used. Similar to the IV-2a dataset, we repeat the 5-fold CV procedure five times and obtain an average accuracy over 25 experiments to account for the training variability.

A. Network Architecture

Based on the performance achieved with hyperparameters tuning, we choose the filter size $N_f$ to be 64 and 128 and the number of filters $N_k$ to be 32 and 16 for the IV-2a and the MM/MI dataset, respectively. As reported in Table I, our model requires around 6.1 k and 4.2 k parameters in full-channel configuration. The two biggest consecutive feature maps contain 40.5 k and 38.4 k feature values for the IV-2a

| Layer | #params | #features | #MACC | #params | #features | #MACC |
|-------|---------|-----------|-------|---------|-----------|-------|
| Input | 16,500  | 4 704 484 | 4 448 | 3,000  | 1,536,000 | 2,048 |
| $\Phi_1$ | 704+128 | 24,000 | 528,000 | 1,024+64 | 7,680 | 491,520 |
| $\Phi_2$ | 2,048+128 | 3,000 | 1,536,000 | 2,048+64 | 960 | 983,040 |
| $\Phi_3$ | 1,536+128 | 176 | 96,000 | 512+64 | 112 | 30,720 |
| $\Phi_4$ | 1,412 | 4 | 704 | 484 | 4 | 448 |
| Tot. | 6,084 | 40,500 | 2,209,408 | 4,228 | 38,400 | 1,505,728 |
TABLE II: Comparison of accuracy and kappa values ($\kappa$) in full-channel, full-precision configuration. The publication year follows the apostrophe. The total number of parameters, the maximum number of consecutive features, and the number of MACC operations are estimated on the 4-class task when available, otherwise on the 2-class task. The proposed solution is highlighted in bold.

|                      | Accuracy [%]/\kappa | Tot. # | Max. # | Tot. # | MACC |
|----------------------|---------------------|--------|--------|--------|------|
|                      | 2-class             | 4-class| Params | Cons. f. |      |
| BCI Comp. IV-2a      |                     |        |        |        |      |
| CSP’15 [22]          | 80.56/-             | -/-    | -/-    | -/-    |      |
| MRC’18 [38]          | -/-                 | 75.47/-| -/-    | -/-    |      |
| FBCSP’20 [40]        | -/-                 | -/-    | 0.65   | -/-    |      |
| JSTF+LDA’20 [33]     | 79.6/-              | -/-    | -/-    | -/-    |      |
| MI-ITS’20 [39]       | 86.01/-             | -/-    | 0.61   | -/-    |      |
| MRC’21 [50, 29]      | -/-                 | 75.10/-| -/-    | -/-    |      |
| S. ConvNet’17 [16]   | 79.90/-             | 74.31/-| 0.66   | 47.3k  | 1,013k| 63.0M |
| EEGNet’18 [20]       | -/-                 | 71.30/-| 2.63   | 223k   | 12.98M|
| MSFBCNN’19 [17]      | -/-                 | 75.80/-| 155k   | 5,775k | 202M  |
| MCNN’19 [41]         | -/-                 | 75.7/- | 14 M   | 574k   | 103M  |
| EEG-TCNet’20 [42]    | -/-                 | 77.35/-| 4.27k  | 396k   | 6.8M  |
| FBCDCNN’21 [33]      | 86.96/-             | -/-    | 46 M   | 472.1k | 62.3M |
| EEG-ITNet’22 [22]    | -/-                 | 76.74/-| 5.2k   | 74.3k  | 7.36M |
| MI-BMInet*           | 86.32/0.73          | 76.03/0.68 | 6.08k | 40.5k | 2.21M |
| Physionet MM/MI      |                     |        |        |        |      |
| S. ConvNet’18 [44]   | 80.38/-             | 58.58/-| 203k   | 1,260k | 86.12M|
| EEGNet20 [21]        | 82.43/-             | 65.07/-| 3.2k   | 277.56k| 31.98M|
| CNN’20 [53]          | 83.26/-             | -/-    | 235k   | 122.88k| 33.61M|
| MI-BMInet*           | 82.79/-             | 65.62/-| 4.23k  | 38.40k | 1.51M |

† Improved to 76.4% using different classifiers for each subject.
‡ Improved to 83.84%/0.78 using subject-specific hyperparameters.
‖ Adapted and reproduced in [18, 42, 13]. § Based on [20]. * Respectively 80.37%/0.71 and 74.92% for 3-class task.

and the MM/MI datasets. This means that the execution of MI-BMInet requires the memory storage for only 46.6k and 42.6k values, comprehensive of both model parameters and the maximum number of features during inference. It is at least 1.7× [43] and up to two orders of magnitude [17, 41], less than the related works reported in Table II.

When comparing the computational complexity, MI-BMInet requires the least number of MACC operations, i.e., down to 2.21 million for the IV-2a dataset and 1.51 million for the MM/MI dataset. In contrast to the most compute-intensive related works [17, 44], our models require 91× and 57× fewer computations while being 0.23% and 7.04% more accurate on the IV-2a and MM/MI datasets, respectively. More recent works have reduced the computational complexity [42], [18], [33]; however, our model still requires at least 3× fewer computations. This directly correlates with the computational latency during inference time, as shown in Sec IV-C.

Despite the significantly fewer resource requirements, the accuracy of MI-BMInet is overall comparable to recent SoA models. More specifically, the accuracy values are 86.32%, 80.37%, 76.03% (IV-2a), and 82.79%, 74.92%, 65.62% (MM/MI), respectively for 2-, 3-, 4-class tasks. The highest 4-class accuracy on the IV-2a dataset following the competition rules is around 77% without additional subject-specific hyperparameters tunings [42]. The authors have improved the accuracy to about 84% with variable networks. As more details are needed to understand the reason behind this accuracy increase, we discuss this comparison separately in Sec. V.

More recent works achieve 86.96% and 76.74% 2- and 4-class accuracy values (less than 0.71% difference from ours) but demand significantly more resources, i.e., 997.3× and 1.7× more parameters and features, and 28.2× and 3.3× more MACCs [18, 43].

B. EEG Channel Selection

As shown in Fig. 3 our automatic method consistently outperforms the manual selection methods. It can reduce, on average, the number of channels down to 9, 11, and 14 across the 9 subjects of the IV-2a dataset while retaining similar average accuracy (86.21%, 79.91%, 75.84%) as the baseline, represented with solid lines (86.32%, 80.37%, 76.03%), respectively for the 2-, 3-, and 4-class tasks. In some cases, slightly better accuracy is achieved compared to the full-channel baseline thanks to the subject-specific methodology. We report the best accuracy for each subject with the corresponding number of channels in Table III The average accuracy is improved by up to 1.33%. The best performing
The automatic method outperforms the manual methods. In general, the simpler the task (i.e., 2-class), the less drop in accuracy. More precisely, we achieve almost the same accuracy as the baseline (82.79% and 74.92%) down to 10 and 20 channels (82.51% and 74.21%) for the 2- and 3-class classification, respectively. For the 4-class task, the accuracy drop is more significant, i.e., 1.69%, when reducing the number of channels to 18. Table IV reports the comparison with the related works.

Fig. 4: Heatmaps of $\|w_i\|_2$ on the IV-2a dataset averaged over 25 repetitions with 4-class full-channel accuracy. Darker red color represents higher values, meaning that the networks have learned stronger spatial weights.

Fig. 5: Heatmaps of $\|w_i\|_2$ on the MM/MI dataset averaged over 5-fold CV and 5 repetitions. Darker color indicates regions corresponding to stronger learned spatial weights.
parameters, $3.1 \times$ less memory requirement, and $1.4 \times$ less complexity in terms of MACCs, while retaining a similar classification accuracy of 82.51%.

We inspect the spatial filters of the trained models to gain insights into the brain activations. The average $\ell_2$-norm values of the spatial filters’ weights are depicted in Fig. [4] and Fig. [5]. Each subject of the IV-2a dataset presents a different distribution over the scalp. Overall, the higher values are near the electrodes C3, C4 over the sensorimotor cortex and from the Cz to POz over the temporal lobe, indicating that the networks have learned stronger spatial weights for these regions. The analysis on the MM/MI dataset provides subject-independent, global information on the relevant brain regions. When considering the left- and right-hand tasks, the regions under the C3 and C4 have higher values. The addition of the ‘rest’ class introduces stronger learned weights around Iz over the occipital lobe, related to the visual cortex. The ‘feet’ class induces activations around Cz over the sensorimotor cortex. These findings are confirmed in the literature [10], [58]. We additionally observe activations near the electrodes F7 and F8. This is likely due to the presentation of the visual cues. We discuss possible lines of investigation in Sec. [V].

### C. Embedded Implementation

#### TABLE IV: Comparison of accuracy and resource requirements with channel selection on the MM/MI dataset.

| Model          | # ch | # params | Max. cons. f. | MACC | Accuracy (%) |
|----------------|------|----------|---------------|------|--------------|
| S.ConvNet'18   | 64   | 203 k    | 1,260.1 k     | 86.1 M| 88.82        |
| CNN'20 [23]    | 64   | 235 k    | 122.88 k      | 33.6 M| 83.26        |
| EEGNet'20 [21] | 64   | 317 k    | 276.48 k      | 48.17 M| 81.39        |
| MI-BMInet      | 44   | 4.23 k   | 38.40 k       | 1.51 M| 78.42        |
| EEGNet'20 [21] | 38   | 2.76 k   | 164.16 k      | 11.8 M| 74.12        |
| MI-BMInet      | 32   | 3.23 k   | 24.11 k       | 1.26 M| 74.42        |
| MI-BMInet      | 32   | 3.49 k   | 24.11 k       | 1.26 M| 74.42        |

We use the PyTorch-based Quantlab framework [24] to quantize the models before the embedded deployment. As described in Sec. [III-C] we perform quantization-aware training with STE and RPR algorithms. For the IV-2a dataset, $t_x=550$, $t_w=550$, and $t_{end}=650$ yield the best results. We use the cross-entropy loss and the Adam optimizer with a fixed learning rate of 0.001 and eps=1e-7. For the MM/MI dataset, we have $t_x=60$, $t_w=160$, and $t_{end}=260$. For the 3- and 4-class tasks, a fixed learning rate of 0.001 and eps=1e-9 yield the best results. Whereas for the 2-class task, the same learning rate scheduler as for the full-precision models is used with eps=1e-9.

The experimental results show that the quantized accuracy values are similar to the full-precision ones, with a maximum accuracy loss of 0.4%. More precisely, the values for 2-, 3-, 4-class tasks are 86.52%, 80.05%, 75.63% (IV-2a), and 82.61%, 75.12%, 65.31% (MM/MI), respectively. The quantization of both weights and activations allows $4 \times$ reduction of the total memory footprint. More specifically, the memory requirement is reduced from around 186 kB and 171 kB when using 32-bit representation down to roughly 47 kB and 43 kB with 8-bit quantization for the IV-2a and MM/MI datasets, respectively. Recall that the fast L1 memory of Mr. Wolf is only 64 kB [19]. Hence, with a memory footprint of less than 50 kB, we effectively eliminate the data transfer between the L1 and L2 memory during the computation of a single layer, reducing double-buffering overheads while maintaining similar classification accuracy. As illustrated in Fig. [6] most related works do not fit in the fast memory of Mr. Wolf and Vega, especially without quantization. The memory requirement of the quantized MI-BMInet is up to four orders of magnitude lower, and it is within the tightest memory constraint (64 kB).

We measure the power consumption and the inference runtime of the deployed models using the Keysight N6705B power analyzer (61.44 μs sampling interval), including all op-
Fig. 6: Accuracy vs. memory footprint on the IV-2a dataset. The number of MACCs is represented as the size of the circles, while the square indicates that it is variable. The memory footprint includes both parameters and features (see Table II). The precision is assumed to be 32 bits if no quantization is proposed. The dashed and dash-dotted lines mark the L1 and L2 memory of Mr. Wolf and Vega, respectively.

Fig. 7: Energy consumption vs. runtime. The numerical precision and the accuracy (%) of the embedded implementation are reported in italic. The number of EEG channels is in brackets.

Notwithstanding, MI-BMInet has roughly $10 \times$ less memory footprint and $3 \times$ fewer computations than [42], enabling its deployment on ultra-low-power MCUs with real-time inference. The extraction of spatial information before the temporal computation burdens related to the order of the operations. EEG-ITNet requires also relatively small resource usage thanks to the downsampling of the input EEG signals [43]. Future directions can investigate subject-specific neural architecture search while being aware of the memory and computation burdens related to the order of the operations. EEG-ITNet requires also relatively small resource usage thanks to the downsampling of the input EEG signals [43]. It is also an effective way to reduce the model size as demonstrated in [21], and it can be considered as a preprocessing stage in addition to our methods.

The proposed channel reduction algorithm further reduces the runtime and the energy consumption. Considering the best performing subject (S8, 98.27% accuracy) of the IV-2a dataset on the 2-class task, the number of EEG channels can be decreased to 6 while keeping similar classification accuracy (97.76%). It yields an energy reduction of approximately 10% compared to the usage of all 22 channels. We can draw the same conclusion for the subject-independent MM/MI dataset. We successfully decrease the number of channels by a factor of $6.4 \times$ (from 64 to 10) without significant accuracy loss for the 2-class task. It translates into a runtime speedup of $1.1 \times$ and an energy reduction of $15 \%$, i.e., down to $30 \mu J$. Overall, the highest achieved throughput is 482.4 MMACCs/s with an energy efficiency of 42.77 GMACCs/s/W.

V. DISCUSSION

The proposed CNN achieves similar accuracy as the most recent related works [42], [18], [43], [23], while being significantly more hardware-friendly. Note that our accuracy values are averaged over multiple runs to account for the variability caused by the non-deterministic behavior of the training algorithms for a better statistical significance. The standard deviation among the training repetitions on the IV-2a dataset is at least $1.3 \%$ [13]. Hence, our achieved accuracy is comparable to the related works. The additional technique of subject-specific hyperparameters tunings proposed in [42] has improved the accuracy to almost 84%. This further strengthens the evidence that subject-specific network architectures (e.g., variable kernel sizes, different number of filters) lead to significant accuracy gains. This technique can be easily adapted to the proposed CNN, and similar improvements can be expected.
Vega or 0.05 mW using Mr. Wolf, assuming a continuous classification every second.

The inspection of the spatial filters gives insights into the relevant brain regions for MI tasks. Especially interesting are the activations around F7 and F8 electrodes. They cover the inferior frontal gyrus near the Sylvian fissure between the frontal and temporal lobe, where the insular cortex is located [59]. [60]. This area is considered relevant in attentional elaborations and working memory processing related to external stimuli [61], [62]. Being part of the dorsal frontoparietal network, it has a top-down control function over motor and sensory areas with the basic cognitive selection of sensory information and response [63]. Moreover, a study suggests that it plays a role in motor planning and imagery [64]. A similar line of research on the insular cortex, saccade system, and supplementary motor areas further confirms the involvement of this area in motor control, attentional fixation, and responses to switching stimuli [65], [66]. Another study suggests that the activities in this area are due to electromyographic and electrooculographic artifacts [44]. Depending on the acquisition setup, this is also a valid hypothesis since the electrodes F7 and F8 are prone to collect muscular and ocular artifacts [67]. An acquisition procedure that eliminates the dependency on the visual cue is helpful in future research to investigate the fundamental nature of this activation. A possible solution is to design an experimental paradigm combined with electromyograms [68].

Another future research direction is the detection of movement intention. For a real-world IoM scenario, no visual cue is presented to the subject marking the MI’s start. Hence, algorithms that can autonomously detect the onset of the MI intention are necessary for an online BMI that is asynchronously self-paced.

VI. CONCLUSION

This paper proposes an energy-efficient embedded solution for MI-BMIs. We design a tiny CNN that achieves similar SoA accuracy but is orders of magnitude less resource-demanding. We further propose an automatic channel reduction method based on spatial filters and extract the most relevant EEG channels to effectively reduce the memory requirements, the computational complexity, and the power consumption. We finally deploy the proposed models on ultra-low-power MCUs and experimentally measure the runtime and the energy consumption. The final solution consumes down to 30 μJ and takes only 2.95 ms per inference with an accuracy of 82.51% on the 2-class MI task using only 10 instead of 64 EEG channels, yielding an operation of up to 22 hours. By combining a model design that is aware of the resource usage, the channel reduction and the quantization techniques, and an embedded implementation that optimally exploits the underlying hardware architecture, we satisfy the three-way trade-off among accuracy performance, resource usage, and power consumption, setting the new SoA for next-generation wearable BMIs with smart edge computing.
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TABLE VI: EEG electrodes configurations using headset-based channel selection over sensorimotor and neighboring areas. The regions correspond to the brain areas with color-shaded background illustrated in Fig. 8 as well as the electrodes, while \( N_{ch} \) is the number of selected channels.

| Region       | \( N_{ch} \) | Electrodes                                      |
|--------------|--------------|-------------------------------------------------|
| Central (C)  | 2           | C3, C4                                          |
|              | 3           | C3, CZ, C4                                      |
|              | 5           | C5, C3, CZ, C4, C6                             |
|              | 7           | C5, C3, C1, CZ, C2, C4, C6                     |
|              | 9           | T7, C5, C3, C1, CZ, C2, C4, C6, T8              |
|              | 11          | T9, T7, C5, C3, C1, CZ, C2, C4, C6, T8, T10     |
|              | 14          | C3, C4, FC3, FC4                               |
|              | 16          | C3, C4, FC3, FCZ, FC4                          |
|              | 18          | T7, C5, C3, C1, CZ, C2, C4, C6, T8, T10, CP5    |
|              | 20          | T7, C5, C3, C1, CZ, C2, C4, C6, T8, T10, CP8, FC6, FCZ, FC4 |
| C+Frontal    | 4           | C3, C4, CP3, CP4                               |
|              | 6           | C3, C4, CP3, CPZ, CP4                          |
|              | 10          | C5, C3, C1, CZ, C2, C4, C6, CP5, CP3, CPZ, CP4, CP6 |
|              | 14          | C5, C3, C1, CZ, C2, C4, C6, CP5, CP3, CPZ, CP4, CP6 |
|              | 18          | T7, C5, C3, C1, CZ, C2, C4, C6, TP7, CP5, CP3, CP1, CPZ, CP2, CP4, CP6 |
|              | 20          | TP7, CP5, CP3, CP1, CPZ, CP2, CP4, CP6, TP8     |
| C+Parietal   | 4           | C3, C4, CP3, CP4                               |
|              | 6           | C3, C4, CP3, CPZ, CP4                          |
|              | 10          | C5, C3, C1, CZ, C2, C4, C6, CP5, CP3, CPZ, CP4, CP6 |
|              | 14          | C5, C3, C1, CZ, C2, C4, C6, CP5, CP3, CPZ, CP4, CP6 |
|              | 18          | T7, C5, C3, C1, CZ, C2, C4, C6, T8, TP7, CP5, CP3, CP1, CPZ, CP2, CP4, CP6 |
|              | 20          | TP7, CP5, CP3, CP1, CPZ, CP2, CP4, CP6, TP8     |

Fig. 8: Electrode configurations for manual channel selections.

TABLE VII: Classification accuracy (%) / kappa score of MI-BMI net with all channels and with the minimum number of selected channels (in brackets) when allowing a maximum accuracy degradation of 1% on the IV-2a dataset.

| S. | 2-class | 3-class | 4-class |
|----|---------|---------|---------|
|    | all ch. | sel. ch. | all ch. | sel. ch. | all ch. | sel. ch. | all ch. | sel. ch. |
| 1  | 84.03/0.68 | 86.98/0.74(4) | 89.43/0.84 | 91.03/0.87(6) | 83.10/0.78 | 83.89/0.79(14) |
| 2  | 71.15/0.42 | 72.03/0.44(16) | 65.74/0.49 | 68.76/0.53(16) | 59.27/0.46 | 59.52/0.46(16) |
| 3  | 94.95/0.90 | 94.10/0.88(4) | 91.67/0.88 | 91.65/0.88(16) | 90.64/0.88 | 90.97/0.88(18) |
| 4  | 74.38/0.49 | 76.07/0.52(4) | 75.66/0.64 | 76.00/0.64(14) | 70.97/0.60 | 70.63/0.61(18) |
| 5  | 92.00/0.84 | 93.84/0.88(4) | 79.17/0.70 | 79.54/0.69(10) | 71.83/0.62 | 72.64/0.64(10) |
| 6  | 79.48/0.59 | 81.11/0.62(20) | 63.48/0.45 | 64.69/0.47(16) | 58.10/0.44 | 59.42/0.46(4) |
| 7  | 90.51/0.81 | 90.63/0.81(14) | 88.49/0.83 | 88.57/0.83(16) | 84.71/0.80 | 84.90/0.80(16) |
| 8  | 98.06/0.96 | 97.76/0.96(4) | 86.00/0.82 | 86.58/0.82(10) | 84.55/0.80 | 85.93/0.81(16) |
| 9  | 92.31/0.85 | 92.62/0.85(10) | 81.53/0.72 | 81.33/0.72(19) | 82.33/0.76 | 81.67/0.76(16) |
| Avg. | 86.32/0.73 | 87.24/0.75(8.9) | 80.37/0.71 | 81.09/0.72(13.7) | 76.03/0.68 | 76.62/0.69(14.2) |
| Std. | 8.96/0.18 | 8.40/0.17(6) | 9.78/0.15 | 9.23/0.14(3.9) | 11.11/0.15 | 10.95/0.15(4.3) |