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Abstract

This work presents a rigorous theory for topological photonic materials in one dimension. The main focus is on the existence and stability of interface modes that are induced by topological properties of the bulk structure. For a general 1D photonic structure with time-reversal symmetry, the associated Zak phase (or Berry phase) may not be quantized. We investigate the existence of an interface mode which is induced by a Dirac point upon perturbation. Specifically, we establish conditions on the perturbation which guarantee the opening of a band gap around the Dirac point and the existence of an interface mode. For a periodic photonic structure with both time-reversal and inversion symmetry, the Zak phase is quantized, taking only two values $0, \pi$. We show that the Zak phase is determined by the parity (even or odd) of the Bloch modes at the band edges. For a photonic structure consisting of two semi-infinite systems on the two sides of an interface with distinct topological indices, we show the existence of an interface mode inside the common gap. The stability of the mode under perturbations is also investigated. Finally, we study resonances for finite topological structures. Our results are based on the transfer matrix method and the oscillation theory for Sturm-Liouville operators. The methods and results can be extended to general topological Sturm-Liouville systems in one dimension.
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1 Introduction

Topological insulator is a phase of matter that conducts electrons on its edge or interface without backscattering. The underlying protected edge/interface mode is robust at the presence of large impurities, which prevent the degradation of device performance due to fabrication imperfections. Tremendous progress has been made in the past several decade in the studies of topological insulators and quantum topological materials in general in electron systems [23, 9]. In recent years, there have been increasing interests in exploring
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the analogue of the quantum topological materials for periodic photonic/phononic band gap materials \[21, 25, 30, 31, 32, 33\].

From the mathematical point of view, there are several important issues in the studies of topological materials. The first one is concerned with the Dirac points of the band structure for the topological material. Dirac points are special vertices located at the Brillouin zone corners when two bands in the spectrum touch in a linear conical fashion and degeneracies occur for the corresponding Bloch modes \[21\]. We refer to \[20\] for the rigorous mathematical studies of Dirac points in 1D periodic Schrödinger operator with double-well potential and \[17\] for the construction of Dirac points for Schrödinger operator with the Honeycomb lattice potentials in 2D. In general, a topological phase transition takes place near the Dirac point and interesting physics phenomena occurs as a result. This is exemplified in photonic graphene and subwavelength resonators in \[1, 4, 18, 28\] and references therein. The second one is the existence of interface modes (also called edge modes or edge states) that are supported at the interface of two structures with distinct topological invariants. This is typically formulated as the so-called bulk-edge correspondence, which formally states that the bulk index is equal to the edge index. The former is a topological quantity that can be computed from the bulk media, while the latter is related to the number of edge modes supported by the structure. A variety of tools have been developed for the study of the bulk-edge correspondence in different settings, including K-theory, functional analysis, and microlocal analysis, etc. \[7, 8, 11, 13, 15, 16, 22, 24, 35, 36\]. The third one is the stability of the interface modes supported by the topological materials. Such modes are “topologically protected” in the sense that they are stable against the system perturbations that are not necessarily small; See, for instance, \[20\] and \[5\] for the mathematical investigation of stability for edge mode in 1D Schrödinger system and subwavelength resonators respectively.

In this paper, we study one-dimensional photonic structures with time-reversal symmetry. The corresponding periodic differential operator is defined by

\[
L\psi = -\frac{1}{\varepsilon(x)} \frac{d}{dx} \left( \frac{1}{\mu(x)} \frac{d\psi}{dx} \right) \quad \text{for } x \in \mathbb{R},
\]

(1.1)

where the permittivity \(\varepsilon(x)\) and the permeability \(\mu(x)\) are two positively valued piecewisely continuous functions with period 1:

\[
\varepsilon(x) = \varepsilon(x + 1), \quad \mu(x) = \mu(x + 1).
\]

(1.2)

We aim to provide a rigorous mathematical theory for the given one-dimensional topological structure, especially on the existence and stability of the interface modes. Based on the transfer matrix method, we characterize the Dirac points of the structure precisely. We present explicit conditions for the perturbation of the structure so that a band gap can be opened near the Dirac point and an interface mode can be generated. For structures with additional inversion symmetry, we provide explicit formulas for the Berry phase, which is also called the Zak phase for one-dimensional structures. In this scenario, the Zak phase is closely related to the parity of the Bloch modes at the band edges. It is quantized by taking the value of 0 or \(\pi\) only and hence becomes a natural bulk topological index. We establish the existence and investigate the stability of interface modes when two semi-infinite periodic structures attain distinct topological indices. Furthermore, we study the resonances for finite
topological structures, for which the eigenvalues are complex-valued and the eigenmodes increase exponentially at infinity.

We mention several closely related work [20, 14, 12], where one-dimensional Schrödinger equations with periodic potentials are studied. It is shown in [20] that for a class of background periodic Schrödinger operators with Dirac points, localized edge states can be induced via small and adiabatic modulation of the periodic potentials with a domain wall, and the bifurcation of these states are associated with the discrete eigenmodes of an effective Dirac operator. The studies are based on the multiple-scale analysis and Lyapunov-Schmidt reduction technique. In [14], the author studies a topological system where the background periodic Schrödinger operator is perturbed by a small and adiabatic dislocation. It is shown that all the edge states of the dislocated system are associated with the eigenmodes of an effective Dirac operator. Moreover, full asymptotic expansions of the eigenpairs are derived. In [12], the bulk-edge correspondence is rigorously established for a family of operators, wherein each operator corresponds to a dislocation of the background periodic Schrödinger operator. It is proved that certain edge index is equal to the bulk index given by the Chern number of the Bloch eigenbundle below the band gap. This result justifies the heuristic statement that the edge modes are “topologically protected” at the level of a family of operators. In addition, we refer to [3, 5] for the studies on topologically protected edge states in a one-dimensional chain of subwavelength resonators in three dimensions.

The rest of the paper is organized as follows. In Section 2, the band structure theory for the 1D periodic differential operators is recalled. Furthermore, Dirac points at the Brillouin zone corners are investigated and the Zak phase over the band structure is computed. Section 3 studies the perturbation of a general time-reversal symmetric structure with a Dirac point and the existence of an interface mode for the perturbed system. Section 4 focuses on time-reversal symmetric structures that attain inversion symmetry. The existence of an interface mode that is predicted by the bulk topological indices and its stability under perturbations that are not necessarily small are established. Finally, the studies of resonances for finite topological structures is provided in Section 5.

2 Band structure, Dirac point and Zak phase for the periodic structure

In this section, we recall the band structure theory for the spectrum of the periodic differential operator $\mathcal{L}$. Furthermore, we investigate Dirac points at the corners of the reduced Brillouin zone and compute the Zak phase.

2.1 Spectrum of the operator $\mathcal{L}$

The spectrum of the operator $\mathcal{L}$ can be characterized using the Floquet-Bloch theory and the transfer matrix. For completeness we collect several key results in this section. The readers are referred to [26] for more details about the Floquet-Bloch theory for periodic differential operators.
Throughout, we denote $L^2(\mathbb{R})$ for the Hilbert space equipped with the inner product
\[(\psi, \phi) = \int_{\mathbb{R}} \varepsilon(x)\psi(x)\bar{\phi}(x)dx,\]
and we denote $X$ for the Hilbert space $L^2[0, 1]$ equipped with the inner product
\[(u, v) = \int_{0}^{1} \varepsilon(x)u(x)\bar{v}(x)dx.\]

Let $\mathcal{B} = [-\pi, \pi]$ be the Brillouin zone. The reduced Brillouin zone is $[0, \pi]$. For each Bloch wavenumber $k \in \mathcal{B}$, we consider the following one-parameter family of Floquet-Bloch eigenvalue problem
\[\mathcal{L}\psi(x) = E\psi(x) \quad x \in \mathbb{R}, \quad \psi(x + 1) = e^{ik}\psi(x) \quad (2.1)\]
in the function space
\[L^2_k = \{u \in L^2_{loc}: u(x + 1) = e^{ik}u(x)\}.
\]
The eigenvalue problem (2.1) is self-adjoint and has a discrete set of real eigenvalues
\[E_1(k) \leq E_2(k) \leq \cdots \leq E_j(k) \leq \cdots .\]
The eigenfunction associated with the eigenvalue $E_j(k)$ is called the $j$-th Bloch mode.

**Lemma 2.1**

(1) The function $E_j(k)$, also called the dispersion relation of the $j$-th band, is Lipschitz continuous with respect to $k \in \mathcal{B}$.

(2) $E_j(k) = E_j(-k)$ holds for each $k \in \mathcal{B}$. Moreover, $E_j(k)$ can be extended to a periodic function in $k$ with period $2\pi$, i.e. $E_j(k) = E_j(k + 2\pi)$;

(3) $E_1(k) \geq 0$ for each $k \in \mathcal{B}$. In addition, $E_1(0) = 0$, and the corresponding Bloch mode is a constant function.

**Proof.** The first two statements (1) and (2) are standard results in the spectral theory of periodic differential operators. The readers may refer to chapter XIII, section 16 in [34] for the case of Schrödinger operators with periodic potentials. The extension to the operator $\mathcal{L}$ considered in this paper is straightforward. The last statement (3) is trivial. \qed

For each integer $j$, let
\[E_j^- = \min\{E_j(k) : k \in \mathcal{B}\}, \quad E_j^+ = \max\{E_j(k) : k \in \mathcal{B}\}.
\]
Then the entire spectrum spectrum of the operator $\mathcal{L}$ on $L^2(\mathbb{R})$ is given by
\[\sigma(\mathcal{L}) = \bigcup_{j \geq 1} [E_j^-, E_j^+],\]
which corresponds to the essential part of the spectrum. The spectrum forms a band gap if $E_j^+ < E_{j+1}^-$ for some $j$. 
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The band structure of the spectrum can be characterized using the transfer matrix method. To this end, for each $E \in \mathbb{R}$ we let $\psi_{E,1}$ and $\psi_{E,2}$ to be the unique solution to the following problems:

\begin{align}
(\mathcal{L} - E)\psi_{E,1} &= 0, \quad \psi_{E,1}(0) = 1, \quad \frac{1}{\mu(0)} \psi'_{E,1}(0) = 0, \quad (2.2) \\
(\mathcal{L} - E)\psi_{E,2} &= 0, \quad \psi_{E,2}(0) = 0, \quad \frac{1}{\mu(0)} \psi'_{E,2}(0) = 1. \quad (2.3)
\end{align}

Define

$$
\Psi_E(x) = (\psi_{E,1}(x), \psi_{E,2}(x)) = \left( \frac{1}{\mu(x)} \psi'_{E,1}(x), \frac{1}{\mu(x)} \psi'_{E,2}(x) \right), \quad (2.4)
$$

It is clear that $\Psi_E(x)$ solves the initial value problem

$$
\frac{d}{dx} \Psi_E(x) = J(B + EW)\Psi_E(x), \quad \Psi_E(0) = Id, \quad (2.5)
$$

where

$$
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad B = B(x) = \begin{pmatrix} 0 & 0 \\ 0 & \mu(x) \end{pmatrix}, \quad W = W(x) = \begin{pmatrix} \varepsilon(x) & 0 \\ 0 & 0 \end{pmatrix}. \quad (2.6)
$$

**Remark 1** In the above, $\frac{1}{\mu(0)} \psi'_{E,1}(0)$ means either $\lim_{x \to 0^+} \frac{1}{\mu(x)} \psi'_{E,1}(x)$ or $\lim_{x \to 0^-} \frac{1}{\mu(x)} \psi'_{E,1}(x)$. The two terms are equal even when $x = 0$ is a point of discontinuity of $\varepsilon$ and $\mu$ by the continuity of the flux. Similar notations will be used throughout the paper.

Let $M(E) = 
\Psi_E(1)$, which is called the monodromy matrix. The eigenvalues of $\mathcal{L}$ in $L^2_k$ can be characterized by the eigenvalues of the matrix-valued function $M(E)$.

**Lemma 2.2** (1) If $(\psi, E)$ is an eigenpair in $L^2_k$, then $(\psi(0), \frac{1}{\mu(0)} \psi'(0))^T$ is an eigenvector of the matrix $M(E)$ with the corresponding eigenvalue $e^{ik}$.

(2) If the matrix $M(E)$ has an eigenpair $(e^{ik}, (a_1, a_2)^T)$, then $\psi(x) = a_1 \psi_{E,1}(x) + a_2 \psi_{E,2}(x)$ is a Bloch mode of $\mathcal{L}$ in $L^2_k$.

**Proof.** Assume that $(\psi, E)$ is an eigenpair in $L^2_k$. We can write

$$
\psi(x) = a_1 \psi_{E,1}(x) + a_2 \psi_{E,2}(x), \quad (2.7)
$$

where $a_1 = \psi(0), a_2 = \frac{1}{\mu(0)} \psi'(0)$. Then

$$
\psi(1) = a_1 \psi_{E,1}(1) + a_2 \psi_{E,2}(1) = e^{ik} \psi(0) = e^{ik} a_1, \quad (2.8)
$$

$$
\frac{1}{\mu(1)} \psi'(1) = \frac{1}{\mu(1)} (a_1 \psi'_{E,1}(1) + a_2 \psi'_{E,2}(1)) = e^{ik} a_2, \quad (2.9)
$$

or equivalently,

$$
M(E)a = e^{ik} a, \quad \text{where} \quad a = (a_1, a_2)^T. \quad \square
$$

It follows that the matrix $\Psi_E(1)$ has eigenvalue $e^{ik}$ and the associated eigenvector is $a$. On the other hand, assuming that $M(E)$ has an eigenpair $(e^{ik}, a)$. We construct $\psi$ as in (2.7). It is straightforward to show that $\psi$ is a Bloch mode of $\mathcal{L}$ in $L^2_k$. 
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Lemma 2.3  \( \det M(E) = 1 \).

**Proof.** For each fixed \( E \), consider \( f(x) = \det \Psi_E(x) \). A direct calculation shows that \( f'(x) = 0 \). As a result, \( \det \Psi_E(x) \) is independent of \( x \). Note that \( \Psi_E(0) = \text{Id} \), we get the desired result immediately. \( \square \)

Define

\[
D(E) = \text{Tr} M(E) = \psi_{E,1}(1) + \frac{1}{\mu(1)} \psi_{E,2}'(1).
\]

\( D(E) \) is called the discriminant of the \( M(E) \). It is clear that \( D \) is real valued. The two eigenvalues of the matrix \( M(E) \) are given by

\[
\lambda_{E,1} = \frac{D(E) - \sqrt{D(E)^2 - 4}}{2}, \quad \lambda_{E,2} = \frac{D(E) + \sqrt{D(E)^2 - 4}}{2}.
\]

(2.10)

If \( |D(E)| \leq 2 \), then \( \lambda_{E,1} \) and \( \lambda_{E,2} \) are conjugate pair with \( |\lambda_{E,1}| = |\lambda_{E,2}| = 1 \). It follows from Lemma 2.2 that \( E \in \sigma(\mathcal{L}) \). On the other hand, if \( |D(E)| > 2 \), then both \( \lambda_{E,1} \) and \( \lambda_{E,2} \) are real numbers satisfying \( |\lambda_{E,1}| < 1 < |\lambda_{E,2}| \) or \( |\lambda_{E,2}| < 1 < |\lambda_{E,1}| \). In this case, \( E \not\in \sigma(\mathcal{L}) \) and it lies in the band gap. In summary, we have the following lemma for the spectrum of \( \mathcal{L} \) and the discriminant \( D(E) \).

**Lemma 2.4** The real number \( E \in \sigma(\mathcal{L}) \) if and only if \( |D(E)| \leq 2 \).

Let

\[
S = \{ E \in \mathbb{R} : |D(E)| < 2 \} \quad \text{and} \quad T = \{ E \in \mathbb{R} : |D(E)| > 2 \}.
\]

Then the following lemma holds. We refer to Theorem 1.6.1 in [10] for its proof.

**Lemma 2.5**

1. The function \( D(E) \) is strictly monotonic on each subinterval of \( S \).

2. For \( E \in \mathbb{R} \), \( D(E) = 2 \), \( D'(E) = 0 \) holds if and only if \( M(E) = \text{Id} \). In this case, \( D''(E) < 0 \).

3. \( D(E) = -2 \), \( D'(E) = 0 \) holds if and only if \( M(E) = -\text{Id} \). In this case, \( D''(E) > 0 \).

From the above lemmas, the band structure of the spectrum of the operator \( \mathcal{L} \) can be characterized in the theorem below.

**Theorem 2.6**

1. The following inequalities hold for the spectrum \( \sigma(\mathcal{L}) = \bigcup_{j \geq 1} [E_j^-, E_j^+] \):

\[
0 = E_1^- < E_1^+ \leq E_2^- < E_2^+ \leq E_3^- < E_3^+ \cdots
\]

2. The dispersion relation \( E_j = E_j(k) \) can be obtained by solving the equation

\[
2 \cos k = D(E)
\]

for \( k \in \mathcal{B} \) and \( E \in [E_j^-, E_j^+] \).
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(3) $E_j(k)$ are strictly monotonic on each of the half Brillouin zone $(-\pi, 0)$ and $(0, \pi)$.

(4) For each $j \geq 1$, we have either

$$E_j^+ = \max \{E_j(k) : k \in B\} = E_j(0), \quad E_{j+1}^- = \min \{E_{j+1}(k) : k \in B\} = E_{j+1}(0),$$

or

$$E_j^+ = \max \{E_j(k) : k \in B\} = E_j(\pi), \quad E_{j+1}^- = \min \{E_{j+1}(k) : k \in B\} = E_{j+1}(\pi).$$

(5) If $D(E^*) = \pm 2$ and $D'(E^*) = 0$, then $E^* = E_j^+ = E_{j+1}^-$ for some $j \geq 1$. Moreover, $E^* = E_j(0) = E_{j+1}(0)$ if $D(E^*) = 2$ and $E^* = E_j(\pi) = E_{j+1}(\pi)$ if $D(E^*) = -2$.

**Proof.** (1). By Lemmas 2.1 and 2.4 we see that $|D(E)| > 2$ for $E < 0$, thus $S \subset (0, \infty)$. We write

$$S = \bigcup_{j \geq 1} S_j,$$

where $S_j$ are the subintervals of $S$ ordered in an increasing manner. By Lemma 2.5 we have $S_j = (E_j^-, E_j^+)$, and it follows that $0 = E_1^- < E_1^+ \leq E_2^- < E_2^+ \leq E_3^- < E_3^+ \cdots$.

(2) follows from Lemmas 2.2 and 2.3. The eigenvalues of $M(E)$ are given by $\lambda_{E,1} = e^{ik}$ and $\lambda_{E,2} = e^{-ik}$.

(3) follows from (1) in Lemma 2.5.

(4) From (3), either $E_j^+ = E_j(0)$ or $E_j^+ = E_j(\pi)$ holds. We consider the former case and show that $E_{j+1}^- = E_{j+1}(0)$, and the proof for the latter case is similar. Indeed, note that $|D(E)| > 2$ on the interval $(E_j^-, E_{j+1}^-)$. Since $D(E_j^+) = 2$, it follows that $D(E_j^-) = 2$ by Lemma 2.4. That is when $k = 0$ in the equation (2.11) and we obtain $E_{j+1}^- = E_{j+1}(0)$.

(5) From (2)-(3) in Lemma 2.5 we see that $|D(E)| < 2$ for $E$ sufficiently close to but not equal to $E^*$. Therefore, $E^*$ separates two subintervals in $S$ and consequently $E^* = E_j^+ = E_{j+1}^-$ for some $j \geq 1$. Finally, the last assertion follows from the equation (2.11). \qed

### 2.2 Dirac point

A pair $(k^*, E^*) \in B \times \mathbb{R}$ on the dispersion curves is called a Dirac point if

1. There exits integer $j \geq 1$ such that $E_j(k^*) = E_{j+1}(k^*) = E^*$. In addition, there exit constants $\alpha > 0$ and $\delta > 0$ such that the following expansions

$$E_j(k) = E^* - \alpha |k - k^*| + O((k - k^*)^2),$$

$$E_{j+1}(k) = E^* + \alpha |k - k^*| + O((k - k^*)^2)$$

hold for $|k - k^*| < \delta$.

2. The multiplicity of the Bloch modes in $L^2_{k^*}$ for the eigenvalue $E^*$ is two.

By virtue of Theorem 2.6 Dirac points can only occur when $k^* = 0$ or $k^* = \pi$ with $D(E^*) = \pm 2$ and $D'(E^*) = 0$ so that $E^* = E_j^+ = E_{j+1}^-$ for some $j \geq 1$. In fact, as shown below, all pairs $(k^*, E^*)$ satisfying these conditions are Dirac points.
Proposition 2.7 Let \( E^* \in \mathbb{R} \) with \( D'(E^*) = 0 \). The pair \((k^*, E^*)\) is a Dirac point when \( k^* = 0 \) and \( D(E^*) = 2 \), or when \( k^* = \pi \) and \( D(E^*) = -2 \). In addition,

(1) The eigenvalues \( \lambda_{E,1} \) and \( \lambda_{E,2} \) of \( M(E) \) adopt the following expansions:

\[
\lambda_{E,1} = 1 + i|E - E^*| \sqrt{\frac{1}{2} |D''(E^*)| + O(E - E^*)^2},
\]

\[
\lambda_{E,2} = 1 - i|E - E^*| \sqrt{\frac{1}{2} |D''(E^*)| + O(E - E^*)^2};
\]

(2) The dispersion curves \( E_j(k) \) and \( E_{j+1}(k) \) adopt the expansions:

\[
E_j(k) = E^* - |k - k^*| \sqrt{\frac{2}{|D''(E^*)|}} + O((k - k^*)^2), \tag{2.12}
\]

\[
E_{j+1}(k) = E^* + |k - k^*| \sqrt{\frac{2}{|D''(E^*)|}} + O((k - k^*)^2), \tag{2.13}
\]

(3) \( M'(E^*) \) attains two eigenvalues \( \pm i \sqrt{\frac{1}{2} |D''(E^*)|} \). Moreover, there exists two \( v_1, v_2 \in \mathbb{R}^2 \) such that

\[
M'(E)v_1 = -\sqrt{\frac{1}{2} |D''(E^*)|} v_2, \quad M'(E)v_2 = \sqrt{\frac{1}{2} |D''(E^*)|} v_1.
\]

Proof. We provide the proof for \( k^* = 0 \), and the proof for \( k^* = \pi \) follow the same lines. First \( E^* = E_j^+ = E_j^- \) for some \( j \geq 1 \) by Theorem 2.6. Note that \( M(E^*) = Id \), thus the multiplicity of the eigenvector is 2. We deduce from Lemma 2.2 that the multiplicity of the Bloch modes is 2.

(1). Note that \( D(E^*) = 2, D'(E^*) = 0, D''(E^*) < 0, M(E^*) = Id \).

We obtain

\[
D(E) = D(E^*) + D'(E^*)(E - E^*) + \frac{1}{2} D''(E^*)(E - E^*)^2 + O(E - E^*)^3
\]

\[
= 2 + \frac{1}{2} D''(E^*)(E - E^*)^2 + O(E - E^*)^3.
\]

The expansions for \( \lambda_{E,1} \) and \( \lambda_{E,2} \) follow by substituting the above into the expressions

\[
\lambda_{E,1} = \frac{D(E) + i \sqrt{4 - D(E)^2}}{2} \quad \text{and} \quad \lambda_{E,2} = \frac{D(E) - i \sqrt{4 - D(E)^2}}{2}.
\]

(2). In the neighborhood of \( k^* = 0 \), we have \( \cos k = 1 - \frac{1}{2} k^2 + O(k^4) \). Solving the equation

\[
2 \cos k = D(E) = 2 + \frac{1}{2} D''(E^*)(E - E^*)^2 + O(E - E^*)^3,
\]
gives the expansions for two dispersion relations $E_j(k)$ and $E_{j+1}(k)$.

(3). Note that $M(E) = Id + M'(E)(E - E^*) + O(E - E^*)^2$. Using the asymptotic of the eigenvalues $\lambda_{E,j}$ ($j = 1, 2$) for $M(E)$ near $E = E^*$, it follows that $M'(E^*)$ has two eigenvalues $\pm i \sqrt{\frac{1}{2}|D''(E^*)|}$. Let $v = v_1 + iv_2$ be an eigenvector of the eigenvalue $i \sqrt{\frac{1}{2}|D''(E^*)|}$. Since $M''(E)$ is real-valued, $ar{v} = v_1 - iv_2$ is an eigenvector of the eigenvalue $i \sqrt{\frac{1}{2}|D''(E^*)|}$. It follows that
\[
M'(E)v_1 = -\sqrt{\frac{1}{2}|D''(E^*)|}v_2, \quad M'(E)v_2 = \sqrt{\frac{1}{2}|D''(E^*)|}v_1.
\]

\[\square\]

From above discussions, Dirac point appears when two neighboring bands cross each other and the multiplicity of the Bloch modes at the Dirac point is two. In fact, the multiplicity of the Bloch modes for non-Dirac point is always one, as stated in following proposition.

**Proposition 2.8** For each pair of $(k, E) \in \mathcal{B} \times E_j(k)$ ($j \geq 1$) that is not a Dirac point, the multiplicity of the Bloch modes at $(k, E)$ is one.

**Proof.** In light of Lemma 2.2, we only need to show that the multiplicity of the eigenvector for $M(E)$ is 1. The claim is automatically true when $M(E)$ attains two different eigenvalues, thus it is sufficient to consider $M(E)$ at $k = 0$ and $k = \pi$ only when $\lambda_{E,1} = \lambda_{E,2}$. Without loss of generality, we consider the former case. Let $E = E_j(0)$, then $\lambda_{E,1} = \lambda_{E,2} = 1$. If $\dim \ker(M(E) - Id) = 2$, then $M(E) = Id$, which implies that $E_j^+ = E_{j+1}^-$ by Lemma 2.5 and Theorem 2.6, and consequently $(k = 0, E = E_j(0))$ would be a Dirac point. Therefore, $\dim \ker(M(E) - Id) = 1$. \[\square\]

### 2.3 Construction of Bloch modes

**Definition 1** We call that the $j$-th band in the dispersion relation $E_j(k)$ is isolated if $E_{j-1}^- < E_j^- < E_j^+ < E_{j+1}^-$.

Let $E_j(k)$ be an isolated band. For each $E \in [E_j^-, E_j^+]$, let $k$ be a real number in $[0, \pi]$ such that
\[
e^{ik} = \lambda_{E,1} = \frac{D(E) + i\sqrt{4 - D(E)^2}}{2}, \quad (2.14)
\]
the first eigenvalue of the matrix $M(E)$. We choose the associated eigenvector $(a_1, a_2)$ with
\[
a_1 = \psi_{E,2}(1), \quad a_2 = e^{ik} - \psi_{E,1}(1).
\]

It follows from Lemma 2.2 that
\[
\phi_{j,k}(x) = \psi_{E,2}(1)\psi_{E,1}(x) + (e^{ik} - \psi_{E,1}(1))\psi_{E,2}(x) \quad (2.15)
\]
is a Bloch mode and it forms a basis of the one dimensional eigenspace. We define the normalized Bloch mode by letting
\[
\varphi_{j,k} = \frac{\phi_{j,k}}{\|\phi_{j,k}\|_X}.
\]
It is clear that the above Bloch mode is well-defined as long as \( a_1 \) and \( a_2 \) are not zero simultaneously and the function \( \phi_{j,k} \neq 0 \). The case \( \phi_{j,k} \equiv 0 \) is a degenerate case which only occurs at the band edge where \( k = 0 \) or \( \pi \). We next show that the Bloch mode \( \varphi_{j,k} \) constructed above can be extended continuously in \([0, \pi]\) when such degeneracy is present.

**Lemma 2.9** If \( \phi_{j,0} \equiv 0 \) or \( \phi_{j,\pi} \equiv 0 \) at the \( j \)-th band edge, then there holds

\[
\lim_{k \to 0^+} \varphi_{j,k} = \frac{i\psi_{E^*,2}}{\|\psi_{E^*,2}\|_X}, \quad E^* = E_j(0).
\]

or

\[
\lim_{k \to \pi^-} \varphi_{j,k} = -\frac{i\psi_{E^*,2}}{\|\psi_{E^*,2}\|_X}, \quad E^* = E_j(\pi)
\]
respectively. Moreover, \( \psi_{E^*,2} \) is a Bloch mode for \( k = 0 \) and \( k = \pi \) respectively.

**Proof.** If \( \phi_{j,0} \equiv 0 \), then \( \psi_{E^*,2}(1) = 1 - \psi_{E^*,1}(1) = 0 \) with \( E^* = E_j(0) \). From \((2.15)\) we have

\[
\frac{\partial \phi_{j,k}(x)}{\partial k} = \frac{\partial}{\partial E} (\psi_{E^*,2}(1)\psi_{E^*,1}(x) - \psi_{E^*,1}(1)\psi_{E^*,2}(x) + e^{ik}\psi_{E^*,2}(x)) E'_j(k) + ie^{ik}\psi_{E^*,2}(x).
\]

Note that at \( E = E^* = E_j(0) \), we have \( E'_j(0) = 0 \). Thus

\[
\frac{\partial \phi_{j,k}(x)}{\partial k}|_{k=0} = i\psi_{E^*,2}(x).
\]

It follows that

\[
\varphi_{j,0^+} = \lim_{k \to 0^+} \varphi_{j,k} = \frac{i\psi_{E^*,2}}{\|\psi_{E^*,2}\|_X}.
\]

We now show that \( \psi_{E^*,2} \) is a Bloch mode. Indeed, since \( \psi_{E^*,2}(1) = 0 \) and \( \psi_{E^*,1}(1) = 1 \), from \((2.14)\) we have \( \frac{1}{\mu_0} \psi'_{E^*,2}(1) = 1 = \frac{1}{\mu_0} \psi'_{E^*,2}(0) \). Therefore, it follows from Lemma 2.2 that \( \psi_{E^*,2} \) is a Bloch mode for \( k = 0 \). The proof for the other case is similar. \( \square \)

From the above discussions, we see that the Bloch modes

\[
\varphi_{j,k} = \begin{cases} \frac{\phi_{j,k}}{\|\phi_{j,k}\|_X}, & \text{if } \phi_{j,k} \neq 0, \\ \frac{i\psi_{E^*,2}}{\psi_{E^*,2}} & \text{if } \phi_{j,k} \equiv 0 \end{cases}
\]

are continuous in the reduced Brillouin zone \([0, \pi]\). They can be extended for \( k \in (-\pi, 0) \) by letting

\[
\varphi_{j,k} = \varphi_{j,-k} = \frac{\bar{\phi}_{j,-k}}{\|\phi_{j,-k}\|_X}.
\]

In summary, we have constructed the Bloch modes in the \( j \)-th isolated band as follows.

**Proposition 2.10** Let \( \phi_{j,k} \) be defined by \((2.15)\). Then the Bloch modes over the \( j \)-th band

\[
\varphi_{j,k} = \begin{cases} \frac{\phi_{j,k}}{\|\phi_{j,k}\|_X}, & 0 \leq k \leq \pi \text{ and } \phi_{j,k} \neq 0 \\ \frac{i\psi_{E^*,2}}{\psi_{E^*,2}} & k \in \{0, \pi\} \text{ and } \phi_{j,k} \equiv 0, \\ \varphi_{j,-k}, & -\pi < k < 0 \end{cases}
\]

is smooth for \( k \in (-\pi, 0) \cup (0, \pi) \). In the degenerate case when \( \phi_{j,k}(x) \equiv 0 \), there holds

\[
\varphi_{j,0^+} = \lim_{k \to 0^+} \varphi_{j,k} = \varphi_{j,0} = -\frac{i\psi_{E^*,2}}{\|\psi_{E^*,2}\|_X} \quad \text{and} \quad \varphi_{j,(-\pi)^+} = \lim_{k \to (-\pi)^+} \varphi_{j,k} = \varphi_{j,\pi} = -\frac{i\psi_{E^*,2}}{\|\psi_{E^*,2}\|_X}.
\]
2.4 Zak phase

2.4.1 Zak phase for an isolated band

For a given normalized Bloch mode $\varphi_{j,k}$, one can express $\varphi_{j,k}$ in the form of

$$\varphi_{j,k}(x) = e^{ikx}u_{j,k}(x),$$

where $u_{j,k}(x)$ is a periodic function satisfying $u_{j,k}(x) = u_{j,k}(x + 1)$. $u_{j,k}$ is called the periodic part of the Bloch mode $\varphi_{j,k}$. For the $j$-th band that is isolated, it is clear that the Bloch modes $\varphi_{j,k}$ can form a closed loop as $k$ runs over the Brillouin zone from $-\pi$ to $\pi$ since $\varphi_{j,\pi}$ and $\varphi_{j,-\pi}$ only differs by a global phase constant. However, this is no longer the case for the periodic part $u_{j,k}$ since $u_{j,\pi}(x) = e^{-i2\pi x}u_{j,-\pi}(x)$ even if $\varphi_{j,\pi} = \varphi_{j,-\pi}$. To take this into account, we define the following discrete Zak phase over the $j$-th band (cf. Section 3.4 in [37])

$$\theta_j^{(N)} = \sum_{n=1}^{N-1} \text{Im} \ln \left( u_{j,k_{n+1}}, u_{j,k_n} \right)_X - \text{Im} \ln \left( e^{-i2\pi x}u_{j,k_0}, u_{j,k_{N-1}} \right)_X \mod 2\pi,$$  \hspace{1cm} (2.18)

where $k_n = -\pi + \frac{2\pi n}{N}$.

If the Bloch mode $\varphi_{j,k}$ is smooth with respect to $k$ over the Brillouin zone with $\varphi_{j,-\pi} = \varphi_{j,\pi}$, by taking the continuum limit of (2.18) as $N \to \infty$, we recover the well-known Zak phase formula (cf. [37, 40])

$$\theta_j = i \int_{-\pi}^{\pi} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_X dk \mod 2\pi.$$ \hspace{1cm} (2.19)

The Zak phase $\theta_j$ is invariant with respect to the Gauge transformation. This can be observed from the discrete formulation [2.18]. On the other hand, it is attempting to use the Bloch mode $\varphi_{j,k}$ instead of its periodic part $u_{j,k}$ in formula (2.19) since the closed-loop property enjoyed by the former, however, a Zak phase defined as such will depend on the choice of the periodic cell in the photonic structure by a straightforward calculation.

For the Bloch modes $\varphi_{j,k}$ constructed in Section 2.3, the periodic part $u_{j,k}$ is piecewisely smooth in $(-\pi, 0) \cup (0, \pi)$ with respect to $k$. Thus the continuous formula (2.19) can not be used directly. We revise (2.19) by taking into account of the possible phase jump at $k = 0, \pi$, and define the Zak phase accordingly as

$$\theta_j = i \int_{-\pi}^{0} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_X dk + i \int_{0}^{\pi} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_X dk + \hat{\theta}_j \mod 2\pi,$$ \hspace{1cm} (2.20)

where $\hat{\theta}_j$ is given by

$$\hat{\theta}_j = -\text{Im} \ln(u_{j,0}, u_{j,0^-})_X - \text{Im} \ln(e^{-i2\pi x}u_{j,(-\pi)^+}, u_{j,\pi})_X.$$

In the above, $u_{j,0^-} = \lim_{k \to 0^-} u_{j,k}$ and $u_{j,(-\pi)^+} = \lim_{k \to (-\pi)^+} u_{j,k}$ denote the one-side limit.

If $\phi_{j,0}$ and $\phi_{j,\pi}$ are non-degenerate, noting that $\phi_{j,0}$ and $\phi_{j,\pi}$ are real-valued, it follows that

$$-\text{Im} \ln(u_{j,0}, u_{j,0^-})_X = 0 \quad \text{and} \quad -\text{Im} \ln(e^{-i2\pi x}u_{j,(-\pi)^+}, u_{j,\pi})_X = 0.$$
Otherwise, using the construction in (2.17), we have

\[-\text{Im} \ln(u_{j,0}, u_{j,0})_x = \pi \text{ mod } 2\pi \quad \text{and} \quad -\text{Im} \ln(e^{-i2\pi x}u_{j,(-\pi)^+}, u_{j,\pi})_x = \pi \text{ mod } 2\pi\]

respectively. On the other hand, there holds

\[
\int_{-\pi}^{0} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_x \, dk = \int_{0}^{\pi} \left( -\frac{\partial \bar{u}_{j,k}}{\partial k}, \bar{u}_{j,k} \right)_x \, dk = -\int_{0}^{\pi} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_x \, dk.
\]

In summary, we obtain the following formula for the Zak phase.

**Proposition 2.11** The Zak phase for an isolated band $E_j(k)$ is

\[
\theta_j = 2\text{Im} \int_{0}^{\pi} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_x \, dk + \begin{cases} 
\pi, & \text{if } \phi_{j,0} \equiv 0 \neq \phi_{j,\pi}, \text{ or } \phi_{j,\pi} \equiv 0 \neq \phi_{j,0}; \\
0, & \text{otherwise}.
\end{cases}
\tag{2.21}
\]

### 2.4.2 Zak phase at the presence of Dirac point

Assume that the band $E_j(k)$ and $E_{j+1}(k)$ cross at the Dirac point $(0, E^*)$. Let

\[
\phi_{j,k}(x) = \psi_{E,2}(1)\psi_{E,1}(x) + (e^{i k} - \psi_{E,1}(1))\psi_{E,2}(x),
\]

where $E = E_j(k)$ is given by (2.12). Then we have the following expansions for $k > 0$ and $E < E^*$:

\[
e^{ik} = 1 + ik + O(k^2) = 1 - i(E - E^*)\sqrt{-\frac{1}{2}D''(E^*)} + O(E - E^*)^2,
\]

\[
\psi_{E,2}(1) = \frac{\partial \psi_{E,2}(1)}{\partial E}(E - E^*) + O(E - E^*)^2,
\]

\[
\psi_{E,1}(1) = 1 + \frac{\partial \psi_{E,1}(1)}{\partial E}(E - E^*) + O(E - E^*)^2.
\]

Define

\[
b_1(E) = \frac{\partial \psi_{E,1}(1)}{\partial E}, \quad b_2(E) = \frac{\partial \psi_{E,2}(1)}{\partial E}.
\]

we see that $\phi_{j,k}$ adopts the expansion

\[
\phi_{j,k}(x) = (E - E^*)\left( b_2(E^*)\psi_{E,1}(x) + \left( -i\sqrt{-\frac{1}{2}D''(E^*)} - b_1(E^*) \right) \psi_{E,2}(x) \right) + O(E - E^*)^2.
\]

It follows that

\[
\varphi_{j,0}(x) = -\frac{b_2(E^*)\psi_{E^*,1}(x) + \left( -i\sqrt{-\frac{1}{2}D''(E^*)} - b_1(E^*) \right) \psi_{E^*,2}(x)}{\|b_2(E^*)\psi_{E^*,1} + \left( -i\sqrt{-\frac{1}{2}D''(E^*)} - b_1(E^*) \right) \psi_{E^*,2}\|_x},
\]

and

\[
\varphi_{j,k}(x) = \varphi_{j,0}(x) + O(k) \quad \text{for} \quad k > 0.
\]
Similarly, there holds
\[
\varphi_{j+1,0}(x) = \frac{b_2(E^*) \psi_{E^*,1}(x) + \left(i \sqrt{-\frac{1}{2} D''(E^*) - b_1(E^*)}\right) \psi_{E^*,2}(x)}{\|b_2(E^*) \psi_{E^*,1} + \left(i \sqrt{-\frac{1}{2} D''(E^*) - b_1(E^*)}\right) \psi_{E^*,2}\|_x} = -\varphi_{j,0}(x),
\]
(2.25)
and
\[
\varphi_{j+1,k}(x) = \varphi_{j+1,0}(x) + O(k) \quad \text{for} \quad k > 0.
\]

Now the Zak phase for the \(j\)-th band \(E_j(k)\) and the \(j+1\)-th band \(E_{j+1}(k)\) is
\[
\theta_j = 2\text{Im} \int_0^\pi \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_x dk - \text{Im} \ln(u_{j,0}, u_{j,0}^-) X - \text{Im} \ln(e^{-i2\pi x} u_{j,(-\pi)^+}, u_{j,\pi}) X \mod 2\pi
\]
\[
= 2\text{Im} \int_0^\pi \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_x dk - \text{Im} \ln(\varphi_{j,0}, \varphi_{j,0}^-) X - \text{Im} \ln(\varphi_{j,(-\pi)^+}, \varphi_{j,\pi}) X \mod 2\pi
\]
\[
= 2\text{Im} \int_0^\pi \left( \frac{\partial u_{j+1,k}}{\partial k}, u_{j+1,k} \right)_x dk - \text{Im} \ln(\varphi_{j+1,0}, \varphi_{j+1,0}^-) X - \text{Im} \ln(\varphi_{j+1,(-\pi)^+}, \varphi_{j+1,\pi}) X \mod 2\pi.
\]

By virtue of the relation (2.25), the following formula holds for the Zak phase over these two bands.

**Proposition 2.12** Assume that \(E_j(k)\) and \(E_{j+1}(k)\) cross at the Dirac point \((0, E^*)\) and that they do not cross with other bands in the spectrum, then
\[
\theta_j + \theta_{j+1} = 2 \sum_{\ell=j}^{\ell=j+1} \text{Im} \int_0^\pi \left( \frac{\partial u_{\ell,k}}{\partial k}, u_{\ell,k} \right)_x dk + \begin{cases} 
\pi, & \text{if } \phi_{j,\pi} \equiv 0 \neq \phi_{j+1,\pi}, \\
\pi, & \text{if } \phi_{j+1,\pi} \equiv 0 \neq \phi_{j,\pi}, \\
0, & \text{otherwise.}
\end{cases}
\]
(2.26)

If \(E_j(k)\) and \(E_{j+1}(k)\) cross at the Dirac point \((\pi, E^*_j)\), the parallel lines above lead to the following proposition for the Zak phase.

**Proposition 2.13** If \(E_j(k)\) and \(E_{j+1}(k)\) cross at the Dirac point \((\pi, E^*)\), then
\[
\theta_j + \theta_{j+1} = 2 \sum_{\ell=j}^{\ell=j+1} \text{Im} \int_0^\pi \left( \frac{\partial u_{\ell,k}}{\partial k}, u_{\ell,k} \right)_x dk + \begin{cases} 
\pi, & \text{if } \phi_{j,0} \equiv 0 \neq \phi_{j+1,0}, \\
\pi, & \text{if } \phi_{j+1,0} \equiv 0 \neq \phi_{j,0}, \\
0, & \text{otherwise.}
\end{cases}
\]
(2.27)

### 2.5 Mode decomposition in the band gap

If \(E^+_j < E^-_{j+1}\), the spectrum of \(\mathcal{L}\) attains a band gap \((E^+_j, E^-_{j+1})\). The wave fields with frequency in the gap can be decomposed into two modes, one increases exponentially and the other decreases exponentially as \(|x|\) increases.
Remark 2 Here and henceforth, without loss of generality we assume that the trace $D(E) > 0$ so that the eigenvalues defined in (2.10) satisfy $|\lambda_{E,1}| < 1$ and $|\lambda_{E,2}| > 1$ in the band gap. If $D(E) < 0$, all the arguments follow by replacing $\lambda_{E,1}$ and $\lambda_{E,2}$ with each other.

Assume that $\psi_{E,2}(1) \neq 0$. We let

$$
V_{E,1} = \left( \begin{array}{c} \psi_{E,2}(1) \\ \lambda_{E,1} - \psi_{E,1}(1) \end{array} \right) \quad \text{and} \quad V_{E,2} = \left( \begin{array}{c} \psi_{E,2}(1) \\ \lambda_{E,2} - \psi_{E,1}(1) \end{array} \right)
$$

be the eigenvectors of $M(E)$ corresponding to the eigenvalue $\lambda_{E,1}$ and $\lambda_{E,2}$, respectively.

Let $u \in L^1_{\text{loc}}(\mathbb{R})$ be a solution of $(\mathcal{L} - E)u = 0$ for $E \in (E_j^+, E_{j+1}^-)$. Define the vector-valued function $U(x) := (u(x), \frac{1}{\mu(x)}u'(x))^T$. Using the transfer matrix $M(E)$, there holds $U(n) = M(E)^n U(0)$. If one decomposes $U(0)$ as $U(0) = t_1 V_{E,1} + t_2 V_{E,2}$, then it follows that

$$
U(n) = t_1^n V_{E,1} + t_2^n V_{E,2}.
$$

This leads to the following lemma.

Lemma 2.14 Let $E \in (E_j^+, E_{j+1}^-)$ and $\psi_{E,2}(1) \neq 0$. Let $u \in L^1_{\text{loc}}(\mathbb{R})$ be a solution to $\mathcal{L}u = Eu$.

1. $u(x) \to 0$ as $x \to +\infty$ if and only if $U(0) = cV_{E,1}$ for some nonzero constant $c$. Meanwhile $|u(x)| \to \infty$ as $x \to -\infty$.

2. $u(x) \to 0$ as $x \to -\infty$ if and only if $U(0) = cV_{E,2}$ for some nonzero constant $c$. Meanwhile, $|u(x)| \to +\infty$ as $x \to +\infty$.

We now consider the case when $\psi_{E,2}(1) = 0$. Recall the transfer matrix

$$
M(E) = \left( \begin{array}{cc} \psi_{E,1}(1) & 0 \\ \frac{1}{\mu(0)} \psi'_{E,1}(1) & \frac{1}{\mu(0)} \psi'_{E,2}(1) \end{array} \right).
$$

We may have $|\psi_{E,1}(1)| < 1$ or $|\psi_{E,1}(1)| > 1$. Let us first consider the case when $|\psi_{E,1}(1)| < 1$. It is clear that the two eigenvalues of $M(E)$ are given by $\psi_{E,1}(1)$ and $\frac{1}{\mu(0)} \psi'_{E,2}(1)$. We have $\lambda_{E,1} = \psi_{E,1}(1)$ and $\lambda_{E,2} = \frac{1}{\mu(0)} \psi'_{E,2}(1)$. It follows that

$$
|\psi_{E,1}(x)| \to 0 \quad \text{as } x \to +\infty
$$

while

$$
|\psi_{E,2}(x)| \to \infty \quad \text{as } x \to +\infty.
$$

Similarly, if $|\psi_{E,1}(1)| > 1$, we have $\lambda_{E,2} = \psi_{E,1}(1)$ and $\lambda_{E,1} = \frac{1}{\mu(0)} \psi'_{E,2}(1)$. Moreover,

$$
|\psi_{E,1}(x)| \to \infty \quad \text{as } x \to +\infty
$$

while

$$
|\psi_{E,2}(x)| \to 0 \quad \text{as } x \to +\infty.
$$
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Lemma 2.15 Assume that the \( j \)-th band gap is open and \( E \in (E_j^+, E_{j+1}^-) \). If \( \psi_{E,2}(1) = 0 \), then we have the following two cases:

1. Case A. \(|\psi_{E,1}(1)| < 1\): \( \psi_{E,1} \) and \( \psi_{E,2} \) is an interface mode for the following semi-infinite system with Neumann and Dirichlet boundary condition respectively:

\[
\begin{align*}
(\mathcal{L} - E)\psi_{E,1} &= 0, \quad x > 0, \\
\psi_{E,1}'(0) &= 0.
\end{align*}
\]

\[
\begin{align*}
(\mathcal{L} - E)\psi_{E,2} &= 0, \quad x < 0, \\
\psi_{E,2}(0) &= 0.
\end{align*}
\]

Moreover, if \( u \) is a solution to \( \mathcal{L}u = Eu \). Then there holds \( \lim_{x \to +\infty} u(x) = 0 \) and \( \lim_{x \to -\infty} u(x) = 0 \) respectively if and only if \( u = c\psi_{E,1} \) and \( u = c\psi_{E,2} \) respectively for some nonzero constant \( c \).

2. Case B. \(|\psi_{E,1}(1)| > 1\): \( \psi_{E,2} \) and \( \psi_{E,1} \) is an interface mode for the following semi-infinite system with Neumann and Dirichlet boundary condition respectively:

\[
\begin{align*}
(\mathcal{L} - E)\psi_{E,2} &= 0, \quad x > 0, \\
\psi_{E,2}'(0) &= 0.
\end{align*}
\]

\[
\begin{align*}
(\mathcal{L} - E)\psi_{E,1} &= 0, \quad x < 0, \\
\psi_{E,1}(0) &= 0.
\end{align*}
\]

Moreover, if \( u \) is a solution to \( \mathcal{L}u = Eu \). Then there holds \( \lim_{x \to +\infty} u(x) = 0 \) and \( \lim_{x \to -\infty} u(x) = 0 \) respectively if and only if \( u = c\psi_{E,2} \) and \( u = c\psi_{E,1} \) respectively for some nonzero constant \( c \).

3. Similar conclusions also hold if \( \psi_{E,2}'(1) = 0 \) or \( \lambda_{E,1} - \psi_{E,1}'(1) = 0 \).

Finally, we present a lemma that will be used in the proof of Lemma 4.9.

Lemma 2.16 If \( \psi_{E,2}(1) = 0 \), then \( \psi_{E,2}'(1) \neq 0 \) and

\[
\psi_{E,2}'(1) \cdot \frac{\partial \psi_{E,2}(1)}{\partial E} = \mu(0) \int_0^1 \psi_{E,2}^2(x)x(x)dx > 0.
\]

Proof. Note that

\[
\begin{align*}
(\mathcal{L} - E)\psi_{E,2} &= 0, \\
\psi_{E,2}(0) &= 0, \\
\frac{1}{\mu(0)}\psi_{E,2}'(1) &= 1.
\end{align*}
\]

Let \( \psi(x) = \frac{\partial \psi_{E,2}(x)}{\partial E} \), then

\[
\begin{align*}
(\mathcal{L} - E)\psi &= \psi_{E,2}, \\
\psi(0) &= 0, \psi'(1) = 0.
\end{align*}
\]

Therefore

\[
\int_0^1 \left( \frac{1}{\mu(0)}(\psi')' + E\varepsilon(x)\psi \right) \psi_{E,2}(x)dx = -\int_0^1 \psi_{E,2}^2(x)x(x)dx.
\]

Integration by part and using the boundary conditions that \( \psi(0) = 0, \psi'(1) = 0, \psi_{E,2}(0) = 0 \) yield

\[
\frac{1}{\mu(1)}\psi_{E,2}'(1)\psi(1) = \int_0^1 \psi_{E,2}^2(x)x(x)dx > 0,
\]

which yields the desired estimate. \( \square \)
3 Interface modes induced by Dirac points for general time-reversal symmetric structures

In this section, we study the perturbation to a general time-reversal symmetric photonic structure with a Dirac point. Assume that the operator $L$ for the photonic structure with parameters $(\mu(x), \varepsilon(x))$ attains a Dirac point $(k^*, E^*)$ at the intersection of the $j$-th and the $j+1$-th band. Without loss of generality, we consider the Dirac point with $k^* = 0$ and $E^* = E_j^* = E_{j+1}(0) = E_j(0)$.

We shall derive conditions for the perturbation such that a band gap opens near the Dirac point. Furthermore, we derive conditions on the perturbation which guarantee the existence of an interface mode near the interface which separates two periodic structures after the perturbation.

3.1 Perturbation of photonic systems with Dirac points

We perturb the photonic system associated with the operator $L$ in the following way:

\[
\begin{aligned}
\mu(x) &\to \mu(x) + \delta \bar{\mu}(x), \\
\varepsilon(x) &\to \varepsilon(x) + \delta \bar{\varepsilon}(x),
\end{aligned}
\]

where $|\delta| \ll 1$, and $\bar{\mu}(x)$ and $\bar{\varepsilon}(x)$ are two piecewisely continuous periodic functions (with period 1) satisfying $\|\bar{\mu}\|_{L^\infty} + \|\bar{\varepsilon}\|_{L^\infty} = 1$. The perturbed operator is denoted by

\[
L_\delta \psi(x) = -\frac{1}{\varepsilon(x) + \delta \bar{\varepsilon}(x)} \left( \frac{1}{\mu(x) + \delta \bar{\mu}(x)} \psi'(x) \right)'.
\]

For each $E \in \mathbb{R}$, let $\psi_{E,1,\delta}$ and $\psi_{E,2,\delta}$ be the unique solution to the following equations respectively:

\[
\begin{aligned}
(L_\delta - E)\psi_{E,1,\delta} &= 0, & \psi_{E,1,\delta}(0) &= 1, & \frac{1}{\mu(0) + \delta \bar{\mu}(0)} \psi_{E,1,\delta}'(0) &= 0, \\
(L_\delta - E)\psi_{E,2,\delta} &= 0, & \psi_{E,2,\delta}(0) &= 0, & \frac{1}{\mu(0) + \delta \bar{\mu}(0)} \psi_{E,2,\delta}'(0) &= 1.
\end{aligned}
\]

Let $\Psi_{E,\delta}$ denote the perturbed transfer matrix which solves the ODE system

\[
\frac{d}{dx} \Psi_{E,\delta}(x) = J(B + EW + \delta F)\Psi_{E,\delta}(x), \quad \Psi_{E,\delta}(0) = Id,
\]

where

\[
F = \begin{pmatrix}
E \bar{\varepsilon}(x) \\
\bar{\mu}(x)
\end{pmatrix}.
\]

Let $M(E, \delta) = \Psi_{E,\delta}(1)$ be the transfer matrix for one period, and let its two eigenvalues be $\lambda_{E,1,\delta}$ and $\lambda_{E,2,\delta}$. The trace of $M(E, \delta)$ is denoted as $D(E, \delta)$. 
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A standard perturbation theory (see [10] for instance) yields
\[
\frac{\partial \Psi_{E,\delta}(x)}{\partial E} = \Psi_{E,\delta}(x) \int_0^x \Psi_{E,\delta}^{-1}(t) J W(t) \Psi_{E,\delta}(t) dt, \tag{3.3}
\]
\[
\frac{\partial \Psi_{E,\delta}(x)}{\partial \delta} = \Psi_{E,\delta}(x) \int_0^x \Psi_{E,\delta}^{-1}(t) J F(t) \Psi_{E,\delta}(t) dt, \tag{3.4}
\]
and
\[
\frac{\partial^2 \Psi_{E,\delta}(x)}{\partial E^2} = 2 \Psi_{E,\delta}(x) \int_0^x \Psi_{E,\delta}^{-1}(t) J W(t) \frac{\partial \Psi_{E,\delta}(t)}{\partial E} dt, \tag{3.5}
\]
\[
\frac{\partial^2 \Psi_{E,\delta}(x)}{\partial \delta^2} = 2 \Psi_{E,\delta}(x) \int_0^x \Psi_{E,\delta}^{-1}(t) J F(t) \frac{\partial \Psi_{E,\delta}(t)}{\partial \delta} dt, \tag{3.6}
\]
\[
\frac{\partial^2 \Psi_{E,\delta}(x)}{\partial E \partial \delta} = \Psi_{E,\delta}(x) \int_0^x \Psi_{E,\delta}^{-1}(t) J \left( W(t) \frac{\partial \Psi_{E,\delta}(t)}{\partial \delta} + F(t) \frac{\partial \Psi_{E,\delta}(t)}{\partial E} \right) dt. \tag{3.7}
\]

Note that $\Psi_{E^*,0}(1) = Id$, $D(E^*,0) = 2$. For simplicity of notation, we write
\[
\begin{align*}
Q_1(x) &= \Psi_{E^*,0}^{-1}(x) J W(x) \Psi_{E^*,0}(x), \\
Q_2(x) &= \Psi_{E^*,0}^{-1}(x) J F(x) \Psi_{E^*,0}(x),
\end{align*}
\]
We also write $\Psi_{E^*,0}(x) = (u(x), v(x))$, with
\[
u = \begin{pmatrix} \psi_{E^*,1,0}(x) \\ \frac{1}{\mu(0)} \psi'_{E^*,1,0}(x) \end{pmatrix}, \quad v = \begin{pmatrix} \psi_{E^*,2,0}(x) \\ \frac{1}{\mu(0)} \psi'_{E^*,2,0}(x) \end{pmatrix}. \tag{3.8}
\]
Using the fact that $det \Psi_{E^*,0} = 1$, we have
\[
\Psi_{E^*,0}^{-1}(x) = \begin{pmatrix} \frac{1}{\mu(0)} \psi'_{E^*,2,0}(x) & -\psi_{E^*,2,0}(x) \\ -\frac{1}{\mu(0)} \psi'_{E^*,1,0}(x) & \psi_{E^*,1,0}(x) \end{pmatrix}.
\]
It follows from a direct calculation that
\[
Q_1 = \begin{pmatrix} -v^T W u & -v^T W v \\ u^T W u & u^T W v \end{pmatrix}, \quad Q_2 = \begin{pmatrix} -v^T F u & -v^T F v \\ u^T F u & u^T F v \end{pmatrix}. \tag{3.9}
\]

Lemma 3.1 The following hold for the derivatives of $D(E,\delta)$:
\[
\begin{align*}
\frac{\partial D}{\partial E}(E^*,0) &= 0, \quad \frac{\partial D}{\partial \delta}(E^*,0) = 0, \\
\frac{1}{2} \frac{\partial^2 D}{\partial E^2}(E^*,0) &= \left( \int_0^1 u^T W u dx \right)^2 - \left( \int_0^1 v^T W v dx \right) \cdot \left( \int_0^1 u^T W u dx \right), \\
\frac{1}{2} \frac{\partial^2 D}{\partial \delta^2}(E^*,0) &= \left( \int_0^1 v^T F v dx \right)^2 - \left( \int_0^1 v^T F v dx \right) \cdot \left( \int_0^1 u^T F u dx \right), \\
\frac{1}{2} \frac{\partial^2 D}{\partial E \partial \delta}(E^*,0) &= \left( \int_0^1 u^T W u dx \right) \cdot \left( \int_0^1 u^T F u dx \right) - \frac{1}{2} \left( \int_0^1 v^T W v dx \right) \cdot \left( \int_0^1 u^T W u dx \right) - \frac{1}{2} \left( \int_0^1 v^T F v dx \right) \cdot \left( \int_0^1 u^T F u dx \right).
\end{align*}
\]
Proof. Let \( x = 1 \) in (3.3). By noting that \( \Psi_{E^*,0}(1) = Id \), we have

\[
\frac{\partial M}{\partial E}(E^*, 0) = \int_0^1 \Psi_{E^*,0}^{-1}(t) JW(t) \Psi_{E^*,0}(t) dt.
\]

Taking the trace and using the fact that \( Tr AB = Tr BA \), and that \( Tr JW(t) = 0 \), we obtain

\[
\frac{\partial D}{\partial E}(E^*, 0) = \int_0^1 Tr JW(t) dt = 0.
\]

\( \frac{\partial D}{\partial \delta}(E^*, 0) = 0 \) follows similarly by using (3.4).

We next show that

\[
\frac{\partial^2 D}{\partial E^2}(E^*, 0) = Tr \left[ \int_0^1 Q_1(x) dx \right]^2,
\]

(3.10)

\[
\frac{\partial^2 D}{\partial \delta^2}(E^*, 0) = Tr \left[ \int_0^1 Q_2(x) dx \right]^2,
\]

(3.11)

\[
\frac{\partial^2 D}{\partial E \partial \delta}(E^*, 0) = Tr \left[ \int_0^1 Q_1(x) dx \right] \left[ \int_0^1 Q_2(x) dx \right].
\]

(3.12)

In light of (3.5), we have

\[
\frac{\partial^2 M}{\partial E^2}(E^*, 0) = 2 \int_0^1 \Psi_{E,0}^{-1}(x) JW(x) \frac{\partial \Psi_{E,0}(x)}{\partial E} dx
\]

\[
= 2 \int_0^1 \Psi_{E,0}^{-1}(x) JW(x) \Psi_{E^*,0}(x) \int_0^x \Psi_{E^*,0}^{-1}(t) JW(t) \Psi_{E^*,0}(t) dt dx
\]

\[
= 2 \int_0^1 \int_0^x Q_1(x) Q_1(t) dt dx.
\]

Taking the trace, we get

\[
\frac{\partial^2 D}{\partial E^2}(E^*, 0) = 2 \int_0^1 \int_0^x Tr Q_1(x) Q_1(t) dt dx
\]

\[
= \int_0^1 \int_0^x Tr Q_1(x) Q_1(t) dt dx + \int_0^1 \int_0^t Tr Q_1(t) Q_1(x) dx dt
\]

\[
= \int_0^1 \int_0^x Tr Q_1(x) Q_1(t) dt dx + \int_0^1 \int_x^1 Tr Q_1(x) Q_1(t) dt dx = \int_0^1 \int_0^1 Tr Q_1(x) Q_1(t) dt dx
\]

\[
= Tr \int_0^1 \int_0^1 Q_1(x) Q_1(t) dt dx = Tr \left( \int_0^1 Q_1(x) dx \right)^2.
\]

which proves (3.10). The equality (3.11)-(3.12) can be proved in a similar manner. Finally, the desired results follow from (3.9) and a direct calculation. \( \square \)
3.2 Band gap opening for the perturbed system

Let us denote

\[ a_1 = \frac{\partial^2 D}{\partial E^2}(E^*, 0), \quad a_2 = \frac{\partial^2 D}{\partial E \partial \delta}(E^*, 0), \quad a_3 = \frac{\partial^2 D}{\partial \delta^2}(E^*, 0). \]

Lemma 3.2 There holds \( a_1 = \frac{\partial^2 D}{\partial E^2}(E^*, 0) < 0. \)

Proof. Note that

\[ \int_0^1 v^T Wv = \int_0^1 \psi_{E,2}^2(x)\varepsilon(x)dx > 0, \quad \int_0^1 u^T Wv = \int_0^1 \psi_{E,1}^2(x)\varepsilon(x)dx > 0, \]

and that

\[ \int_0^1 u^T Wv = \int_0^1 \psi_{E,2}(x)\psi_{E,1}(x)\varepsilon(x)dx. \]

Since \( \psi_{E,2} \) and \( \psi_{E,1} \) are linearly independent, using Cauchy-Schwartz type inequality, we can derive that

\[ \left| \int_0^1 u^T Wv dx \right|^2 < \int_0^1 v^T Wv dx \cdot \int_0^1 u^T Wudx, \]

whence \( a_1 < 0 \) follows. \( \square \)

Theorem 3.3 Let \( \delta > 0 \) be a sufficiently small number. Assume that

\[ a_2^2 - a_1 a_3 > 0. \quad (3.13) \]

Then there exists a band gap \((E_{j,\delta}^+, E_{j+1,\delta}^-)\) between the \( j \)-th and the \((j + 1)\)-th band for the perturbed operator \( L_\delta \). Moreover,

\[ E_{j,\delta}^+ = E_{j,\delta}(0) = E^* + \eta^- \delta + O(\delta^2), \]
\[ E_{j+1,\delta}^- = E_{j+1,\delta}(0) = E^* + \eta^+ \delta + O(\delta^2), \]

in which

\[ \eta^- = \frac{a_2 + \sqrt{a_2^2 - a_1 a_3}}{a_1}, \quad \eta^+ = \frac{a_2 - \sqrt{a_2^2 - a_1 a_3}}{a_1}. \quad (3.14) \]

Proof. Note that

\[ D(E, \delta) = 2 + a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2 + O(E - E^*)^3 + O(\delta^3). \]

Solving \( D(E, \delta) = 2 \) gives

\[ E = E^* + \frac{a_2 \pm \sqrt{a_2^2 - a_1 a_3}}{a_1} \delta + O(\delta^2). \]

Hence it is clear that \( D(E, \delta) > 2 \) holds for \( E \in (E^* + \frac{a_2 - \sqrt{a_2^2 - a_1 a_3}}{2a_1} \delta, E^* + \frac{a_2 + \sqrt{a_2^2 - a_1 a_3}}{2a_1} \delta). \)

The opening of the band gap follows by Lemma 2.4.
Now for $\delta > 0$, we have

$$E_{j,\delta}^+ = E_{j,0}(0) = E^* + \frac{a_2 + \sqrt{a_2^2 - a_1a_3}}{a_1} \delta + O(\delta^2) = E^* + \eta^+ \delta + O(\delta^2)$$

$$E_{j+1,\delta}^- = E_{j+1,0}(0) = E^* + \frac{a_2 - \sqrt{a_2^2 - a_1a_3}}{a_1} \delta + O(\delta^2) = E^* + \eta^- \delta + O(\delta^2).$$

This completes the proof. \qed

Before we end this section, we present scenarios for which the assumption (3.13) holds.

**Proposition 3.4** Let $\bar{\mu}, \bar{\varepsilon}$ be such that $\|\bar{\mu}\|_{L^\infty} + \|\bar{\varepsilon}\|_{L^\infty} = 1$. If $\bar{\mu} \geq 0, \bar{\varepsilon} \geq 0$, then there holds $a_2^2 - a_1a_3 \geq 0$.

**Proof.** Since $\bar{\mu} \geq 0, \bar{\varepsilon} \geq 0$, it follows that

$$\int_0^1 v^T(x)F(x)v(x)dx > 0, \quad \int_0^1 u^T(x)F(x)u(x)dx > 0,$$

and we can derive the following Cauchy-Schwarz type inequality

$$\left| \int_0^1 u^T(x)F(x)v(x)dx \right|^2 \leq \left| \int_0^1 u^T(x)F(x)v(x)dx \cdot \int_0^1 u^T(x)F(x)u(x)dx \right|.$$

Let

$$|u|_1 = \left( \int_0^1 u^T W udx \right)^{1/2}, \quad |v|_1 = \left( \int_0^1 v^T W vdx \right)^{1/2},$$

$$|u|_2 = \left( \int_0^1 u^T F udx \right)^{1/2}, \quad |v|_2 = \left( \int_0^1 v^T F vdx \right)^{1/2},$$

and define

$$t_1 = \frac{\int_0^1 u^T W v dx}{(\int_0^1 u^T W v dx)^{1/2} \cdot (\int_0^1 u^T W u dx)^{1/2}} = \frac{\int_0^1 u^T W v dx}{|v|_1 \cdot |u|_1},$$

$$t_2 = \frac{\int_0^1 u^T F v dx}{(\int_0^1 u^T F v dx)^{1/2} \cdot (\int_0^1 u^T F u dx)^{1/2}} = \frac{\int_0^1 u^T F v dx}{|v|_2 \cdot |u|_2}.$$

Then it is clear that $|t_1| \leq 1, |t_2| \leq 1$. We obtain

$$\frac{1}{2} a_2 = \frac{1}{2} \frac{\partial^2 D}{\partial E \partial \delta} (E^*, 0) = t_1 t_2 \cdot |u|_1 \cdot |v|_1 \cdot |u|_2 \cdot |v|_2 - \frac{1}{2} |u|_2^2 \cdot |v|_1^2 - \frac{1}{2} |u|_1^2 \cdot |v|_2^2$$

$$= |u|_1 \cdot |v|_1 \cdot |u|_2 \cdot |v|_2 \cdot \left( t_1 t_2 - \frac{|u|_2 \cdot |v|_1}{2 |u|_1 \cdot |v|_2} - \frac{|u|_1 \cdot |v|_2}{2 |u|_2 \cdot |v|_1} \right).$$

On the other hand

$$\frac{1}{2} a_1 = \frac{1}{2} \frac{\partial^2 D}{\partial E^2} (E^*, 0) = (t_1^2 - 1) \cdot |u|_1^2 \cdot |v|_2^2,$$

$$\frac{1}{2} a_3 = \frac{1}{2} \frac{\partial^2 D}{\partial \delta^2} (E^*, 0) = (t_2^2 - 1) \cdot |u|_2^2 \cdot |v|_1^2.$$
Using the inequality

$$(1 - t_1t_2)^2 \geq (1 - t_1^2)(1 - t_2^2),$$

and

$$|t_1t_2 - \frac{|u_2 \cdot v_1|}{2|u_1| \cdot |v_2|} - \frac{|u_1 \cdot |v_2|}{2|u_2| \cdot |v_1|} \geq 1 - t_1t_2,$$

we can conclude that $a_2^2 - a_1a_3 \geq 0$.

\[\square\]

### 3.3 Mode decomposition in the band gap

In this subsection we assume that \([3.13]\) holds and therefore a band gap between the \(j\)-th and the \((j+1)\)-th band is opened for the perturbed operator. We are interested in the modes in the band gap. According to Section \([2.5]\) we construct the modes

\[
\phi_{E,1,\delta} = \psi_{E,2,\delta}(1)\psi_{E,3,\delta} + (\lambda_{E,1,\delta} - \psi_{E,1,\delta}(1))\psi_{E,1,\delta},
\]

\[
\phi_{E,2,\delta} = \psi_{E,2,\delta}(1)\psi_{E,3,\delta} + (\lambda_{E,2,\delta} - \psi_{E,1,\delta}(1))\psi_{E,1,\delta}.
\]

The former decays exponentially to 0 as \(x \to +\infty\), and the latter decays exponentially to 0 as \(x \to -\infty\). We have the following useful properties on the coefficients of the modes in the gap.

**Lemma 3.5** let \(E\) be in the band gap \((E_j^+, E_{j+1}^-)\), say \(\tau\eta^-\delta < E - E^* < \tau\eta^+\delta\) for some \(0 < \tau < 1\). Here \(\eta^\pm\) are defined in \([3.14]\). Then we have

\[
\lambda_{E,1,\delta} = 1 - \sqrt{a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2} + O(\delta^2),
\]

\[
\lambda_{E,2,\delta} = 1 + \sqrt{a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2} + O(\delta^2).
\]

and

\[
\psi_{E,1,\delta}(1) = 1 + \beta_1(E - E^*) + \tilde{\beta}_1\delta + O(E - E^*)^2 + O(\delta^2);
\]

\[
\psi_{E,2,\delta}(1) = \beta_2(E - E^*) + \tilde{\beta}_2\delta + O(E - E^*)^2 + O(\delta^2)
\]

where

\[
\beta_1 = \int_0^1 v^TWudx, \quad \tilde{\beta}_1 = \int_0^1 v^TFudx,
\]

\[
\beta_2 = \int_0^1 v^TWudx, \quad \tilde{\beta}_2 = \int_0^1 v^TFudx.
\]

Proof. First note that \(a_1 < 0\) (by Lemma \([3.2]\)) and that

\[
D(E, \delta) = 2 + a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2 + O(E - E^*)^3 + O(\delta^3).
\]

we have

\[
a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2 > 0.
\]

Then the two eigenvalues for the matrix \(M(E, \delta)\) are given by

\[
\lambda_{E,1,\delta} = \frac{D(E, \delta) - \sqrt{D(E, \delta)^2 - 4}}{2} = 1 - \sqrt{a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2} + O(\delta^2),
\]

\[
\lambda_{E,2,\delta} = \frac{D(E, \delta) + \sqrt{D(E, \delta)^2 - 4}}{2} = 1 + \sqrt{a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2} + O(\delta^2).
\]

The rest is a direct consequence of Taylor expansion and the formulas \([3.3]-[3.4]\) and \([3.9]\).
3.4 Existence of an interface mode for the perturbed system

For fixed \( \delta > 0 \), denote

\[
\epsilon_{\delta, \pm}(x) = \epsilon(x) \pm \delta \bar{\epsilon}(x), \quad \mu_{\delta, \pm}(x) = \mu(x) \pm \delta \bar{\mu}(x),
\]

\[
\mathcal{L}_{\delta, \pm} \psi(x) = -\frac{1}{\epsilon_{\delta, \pm}(x)} \frac{d}{dx} \left( \frac{1}{\mu_{\delta, \pm}(x)} \frac{d\psi}{dx} \right).
\]

We also define

\[
\epsilon_\delta(x) = \begin{cases} 
\epsilon(x) - \delta \bar{\epsilon}(x), & x < 0, \\
\epsilon(x) + \delta \bar{\epsilon}(x), & x > 0,
\end{cases}
\]

\[
\mu_\delta(x) = \begin{cases} 
\mu(x) - \delta \bar{\mu}(x), & x < 0, \\
\mu(x) + \delta \bar{\mu}(x), & x > 0,
\end{cases}
\]

and the associated differential operator

\[
\tilde{\mathcal{L}}_\delta \psi(x) = -\frac{1}{\epsilon_\delta(x)} \frac{d}{dx} \left( \frac{1}{\mu_\delta(x)} \frac{d\psi}{dx} \right), \quad \text{or equivalently } \tilde{\mathcal{L}}_\delta = \begin{cases} 
\mathcal{L}_{\delta, -}, & x < 0; \\
\mathcal{L}_{\delta, +}, & x > 0.
\end{cases}
\]

Assume that the operator \( \mathcal{L}_0 \) attains a Dirac point \((k^*, E^*)\) in its band structure, which occurs at the intersection of the \( j \)-th and \((j + 1)\)-th band. Without loss of generality, we assume that \( k^* = 0 \). We shall make the following assumption on the perturbation (examples where the above assumption holds shall be given at the end of this section).

**Assumption 1** The following assumption holds: either \( \bar{\beta}_1 =: \int_0^1 u^T F v dx \geq 0 \) and

\[
\left( \int_0^1 u^T F v dx \right)^2 > \left( \int_0^1 v^T F v dx \right) \cdot \left( \int_0^1 u^T F u dx \right),
\]

or \( \bar{\beta}_1 < 0 \) and

\[
\left( \int_0^1 u^T F v dx \right)^2 > 2 \left( \int_0^1 v^T F v dx \right) \cdot \left( \int_0^1 u^T F u dx \right),
\]

where \( F \) is the matrix and the vectors \( u \) and \( v \) are given in (3.2) and (3.8), respectively. Recall that

\[
\frac{a_3}{2} = \frac{1}{2} \frac{\partial^2 D(E, \delta)}{\partial \delta^2}(E^*, 0) = \left( \int_0^1 u^T F v dx \right)^2 - \left( \int_0^1 v^T F v dx \right) \cdot \left( \int_0^1 u^T F u dx \right).
\]

The above assumption implies that \( a_3 > 0 \). Recall that \( a_1 < 0 \) (by Lemma 3.2). We see that the inequality (3.13) holds. In light of Theorem 3.3 the perturbation \( \bar{\epsilon}, \bar{\mu} \) will create a band gap \((E^+_{j, \delta, \pm}, E^-_{j+1, \delta, \pm})\) at \( E^* \) for the operators \( \mathcal{L}_{\delta, \pm} \). In addition,

\[
E^+_{j, \delta, \pm} = E^* \pm \eta^- \delta + O(\delta^{3/2}),
\]

\[
E^-_{j+1, \delta, \pm} = E^* \pm \eta^+ \delta + O(\delta^{3/2}),
\]

where \( \eta^\pm \) are defined in (3.14).
Define $\xi \rightarrow \text{for the operator}$ $L$ $a$ to the case when $k \tilde{\text{operator}}$ Assumption 1 holds for the perturbation, then there exists an interface mode for the structure, which occurs at the intersection of the $j$-th and $(j+1)$-th band. 

Proof. Since $a_1 < 0, a_3 > 0$, we have $\eta^- < 0 < \eta^+$. If $a_2 < 0$, it follows that $|\eta^-| > |\eta^+|$, and consequently

$$(E_{j,\delta,+}^+, E_{j+1,\delta,+}^-) \cap (E_{j,\delta,-}^+, E_{j+1,\delta,-}^-) = (E^* - \eta^+ \delta + O(\delta^{3/2}), E^* + \eta^+ \delta + O(\delta^{3/2})).$$

On the other hand, if $a_2 > 0$, then $|\eta^-| < |\eta^+|$ and there holds

$$(E_{j,\delta,+}^+, E_{j+1,\delta,+}^-) \cap (E_{j,\delta,-}^+, E_{j+1,\delta,-}^-) = (E^* + \eta^- \delta + O(\delta^{3/2}), E^* - \eta^- \delta + O(\delta^{3/2})).$$

Next we investigate the existence of an interface mode in the band gap for the operator $L_\delta$.

Theorem 3.7 Assume that the operator $L_0$ attains a Dirac point $(k^* = 0, E^*)$ in its band structure, which occurs at the intersection of the $j$-th and $(j+1)$-th band. Further assume that Assumption 1 holds for the perturbation, then there exists an interface mode for the operator $L_\delta$ for $\delta$ sufficiently small. The same conclusion also holds when the Dirac point occurs at $k^* = \pi$.

Proof. Without loss of generality, we only consider the case $k^* = 0$. We may further restrict to the case when $a_2 < 0$ since the case $a_2 > 0$ can be treated similarly. First we have

$$(E_{j,\delta,+}^+, E_{j+1,\delta,+}^-) \cap (E_{j,\delta,-}^+, E_{j+1,\delta,-}^-) = (E^* - \eta^+ \delta + O(\delta^{3/2}), E^* + \eta^+ \delta + O(\delta^{3/2})).$$

For the operator $L_{\delta,+}$, we construct mode of the type (3.13) that decays exponentially as $x \rightarrow +\infty$:

$$\phi_{E,1,\delta} = \psi_{E,2,\delta}(1)\psi_{E,1,\delta} + (\lambda_{E,1,\delta} - \psi_{E,1,\delta}(1))\psi_{E,1,\delta}.$$ 

Define

$$\xi_{R,\delta}(E) = \frac{\psi_{E,2,\delta}(1)}{\lambda_{E,1,\delta} - \psi_{E,1,\delta}(1)}.$$ 

By Lemma 3.5 we have

$$\xi_{R,\delta}(E) = \frac{\beta_2(E - E^*) + \tilde{\beta}_2 \delta + O(\delta^2)}{-\sqrt{a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2}} - \beta_1(E - E^*) - \tilde{\beta}_1 \delta + O(\delta^2).$$

Recall that

$$\tilde{\beta}_1 = \int_0^1 u^T F v dx, \quad \frac{a_3}{2} = \left(\int_0^1 u^T F v dx\right)^2 - \left(\int_0^1 u^T F v dx\right) \cdot \left(\int_0^1 u^T F v dx\right).$$

Under Assumption 1 I can find $0 < \tau_1 < \eta^+$ such that for all $E$ satisfying $|E - E^*| \leq \tau_1 \delta$, 

$$|\sqrt{a_1(E - E^*)^2 + 2a_2(E - E^*)\delta + a_3\delta^2} + \beta_1(E - E^*) + \tilde{\beta}_1 \delta| \geq c_1 \delta.$$
for some constant $c_1 > 0$. Therefore $\xi_{R, \delta}(E)$ is well-defined for $E$ satisfying $|E - E^*| \leq \tau_1 \delta$ and for $\delta$ sufficiently small.

For the operator $L_{\delta,-}$, we let

$$\phi_{E,2,-\delta} = \psi_{E,2,-\delta}(1)\psi_{E,2,-\delta} + (\lambda_{E,2,-\delta} - \psi_{E,1,-\delta}(1))\psi_{E,1,-\delta},$$

and define

$$\xi_{L,-\delta}(E) = \frac{\psi_{E,2,-\delta}(1)}{\lambda_{E,2,-\delta} - \psi_{E,1,-\delta}(1)}.$$

Using Lemma 3.5 again, we have

$$\xi_{L,-\delta}(E) = \frac{\beta_2(E - E^*) - \tilde{E}_2^2 \delta + O(\delta^2)}{\sqrt{a_1(E - E^*)^2 - 2a_2(E - E^*)\delta + a_3\delta^2 - \beta_1(E - E^*) + \beta_1 \delta + O(\delta^2)}}.$$

Similar to the previous argument, $\xi_{L,-\delta}(E)$ is well-defined for $E$ satisfying $|E - E^*| \leq \tau_1 \delta$ and for $\delta$ sufficiently small.

Now if $u$ is an interface modes for $L_{\delta}$, by Lemma 2.14 there holds

$$\left(\begin{array}{c} u(0) \\ \frac{1}{\mu(0)} u'(0) \end{array}\right) = c_1 \left(\begin{array}{c} \psi_{E,2,\delta}(1) \\ \lambda_{E,1,\delta} - \psi_{E,1,\delta}(1) \end{array}\right) = c_2 \left(\begin{array}{c} \psi_{E,2,\delta}(1) \\ \lambda_{E,2,\delta} - \psi_{E,1,\delta}(1) \end{array}\right).$$

Therefore, there exists an interface mode at energy level $E$ if and only if

$$\xi_{R, \delta}(E) = \xi_{L,-\delta}(E).$$

Let $t = E - E^*$, then $-\eta^+ \delta < t < \eta^+ \delta$. We define the function

$$g(t) = \xi_{R, \delta}(E) - \xi_{L,-\delta}(E) = \frac{\beta_2 t + \tilde{E}_2 \delta + O(\delta^2)}{-\sqrt{a_1 t^2 + 2a_2 t \delta + a_3 \delta^2} - \beta_1 t - \beta_1 \delta + O(\delta^2)} - \frac{\beta_2 t - \tilde{E}_2 \delta + O(\delta^2)}{\sqrt{a_1 t^2 - 2a_2 t \delta + a_3 \delta^2} - \beta_1 t + \tilde{E}_1 \delta + O(\delta^2)}.$$

It is clear that

$$g(t) = \tilde{g}(t) + O(\delta)$$

where

$$\tilde{g}(t) = \frac{\beta_2 t + \tilde{E}_2 \delta}{-\sqrt{a_1 t^2 + 2a_2 t \delta + a_3 \delta^2} - \beta_1 t - \beta_1 \delta} + \frac{-\beta_2 t + \tilde{E}_2 \delta}{\sqrt{a_1 t^2 - 2a_2 t \delta + a_3 \delta^2} - \beta_1 t + \tilde{E}_1 \delta}.$$ 

One can check directly that $\tilde{g}(t)$ is odd, i.e. $\tilde{g}(t) + \tilde{g}(-t) = 0$.

We now choose $0 < \tau_2 < 1$ such that $|\tau_2 \delta| < \tau_1$ and $\tilde{g}(\tau_2 \delta) \neq 0$. It then follows that

$$\tilde{g}(\tau_2 \delta) \cdot \tilde{g}(-\tau_2 \delta) < 0.$$

Note that the value of $\tilde{g}(\tau_2 \delta)$ is independent of $\delta$. For $\delta$ small enough, we have

$$g(\tau_2 \delta) \cdot g(-\tau_2 \delta) < 0.$$

Hence there exists a root to $g(t) = 0$ in the interval $(-\tau_2 \delta, \tau_2 \delta)$. By our previous argument, this root gives the existence of an interface mode with exactly the same energy level.
Remark 3 Bulk-interface correspondence is not formulated in the above theorem for the existence of the interface mode. Also the stability of the interface mode under perturbations that are not small is a subtle issue and is not discussed here. One possible formulation of the stability is to show the persistence of the interface mode under a continuous family of perturbations to the operator \( \tilde{L}_\delta \) such that band-gap structure of the bands below the gap for the two periodic operators on the two semi-infinite intervals \( x < 0 \) and \( x > 0 \) is kept unchanged in the process. We leave this as a future work.

Finally, we investigate the scenario where Assumption 1 holds.

Lemma 3.8 Assume that \( \mu \) and \( \varepsilon \) are even functions. Further assume that \( \tilde{\mu} \) and \( \tilde{\varepsilon} \) are odd, then
\[
\left( \int_0^1 u^T F v dx \right) \cdot \left( \int_0^1 u^T F u dx \right) = 0, \quad \frac{a_3}{2} = \left( \int_0^1 u^T F v dx \right)^2.
\]
Moreover, we can choose \( \tilde{\mu} \) and \( \tilde{\varepsilon} \) such that
\[
\int_0^1 u^T F v dx \neq 0.
\]

Proof. For clarity of presentation, we set \( \tilde{\mu} = 0 \). Recall that
\[
u(x) = \psi_{E^*,1,0}(x), \quad v(x) = \psi_{E^*,2,0}(x).
\]
Thus \( u \) is an even function and \( v \) an odd function. Since \( \Psi_{E^*,0} = Id \), we have \( \Psi_{E^*,0}(x + 1) = \Psi_{E^*,0}(x) \). It follows that
\[
u(x + 1) = u(x), \quad v(x + 1) = v(x).
\]

Therefore,
\[
\int_0^1 u^T F v dx = \int_0^1 \psi_{E^*,1}^2(x) E \tilde{\varepsilon}(x) dx = \int_{-1/2}^{1/2} \psi_{E^*,1}^2(x) E \tilde{\varepsilon}(x) dx = 0,
\]
and that
\[
\int_0^1 u^T F v dx = \int_0^1 \psi_{E^*,1}(x) \psi_{E^*,2}(x) E \tilde{\varepsilon}(x) dx = \int_{-1/2}^{1/2} \psi_{E^*,1}(x) \psi_{E^*,2}(x) E \tilde{\varepsilon}(x) dx
\]
\[
= 2E \int_0^{1/2} \psi_{E^*,1}(x) \psi_{E^*,2}(x) \tilde{\varepsilon}(x) dx.
\]

It is clear that we can choose \( \tilde{\varepsilon}(x) \) to make \( \int_0^1 u^T F v dx \neq 0 \). This completes the proof of the lemma. \( \square \)
4 Photonic structures with inversion symmetry

In this section, we assume that the time-reversal symmetric photonic structure (1.1) attains additional inversion symmetry with \(\varepsilon(x) = \varepsilon(1-x), \mu(x) = \mu(1-x)\), or equivalently, \(\varepsilon(x) = \varepsilon(-x), \mu(x) = \mu(-x)\). Such topological structures were investigated in [39] and it was shown that localized mode exists at the interface of the two semi-infinite periodic structures with different bulk topological indices. Inspired by this work, we would like to provide a rigorous theory for the existence of an interface mode for such a structure and its connection to the bulk topological index, which is defined via the quantized Zak phase. In addition, we investigate the stability of the interface mode under perturbations that are not necessarily small.

4.1 Bloch modes and parity

Lemma 4.1 Under inversion symmetry, if \(\varphi_{j,k}(x)\) is a Bloch mode for the \(j\)-th band with Bloch wavenumber \(k\), then \(\varphi_{j,k}(-x)\) is a Bloch mode for the Bloch wavenumber \(-k\).

Proof. Let \(E = E_j(k)\). The Bloch mode \(\varphi_{j,k}(x)\) solves
\[
\begin{cases}
(L - E)\varphi_{j,k} = 0, \\
\varphi_{j,k}(x + 1) = e^{ik}\varphi_{j,k}(x).
\end{cases}
\]
Let \(v(x) = \varphi_{j,k}(-x)\). We have
\[
\begin{cases}
(L - E)v = 0, \\
v(x + 1) = \varphi_{j,k}(-x - 1) = \varphi_{j,k}(-1) = \varphi_{j,k}(-x)e^{-ik} = v(x)e^{-ik},
\end{cases}
\]
which shows that \(v(x) = \varphi_{j,k}(-x)\) is a Bloch mode for the Bloch vector \(-k\). \(\square\)

Lemma 4.2 Under inversion symmetry, the Bloch modes \(\varphi_{j,k}\) are even or odd when \(k = 0\) or \(\pi\) over an isolated band \(E_j(k)\). In addition, for \(k = 0\) or \(\pi\), there holds \(\varphi_{j,k} = c\psi_{E,1}\) or \(\varphi_{j,k} = c\psi_{E,2}\) for certain constant \(c\) depending on whether \(\varphi_{j,k}\) is even or odd.

Proof. Consider the Bloch mode \(\phi_{j,0}\) for \(k = 0\) which solves the following equations
\[
(L - E_j(0))\phi_{j,0} = 0, \quad \phi_{j,0}(x + 1) = \phi_{j,0}(x).
\]
Let \(v(x) = \phi_{j,0}(-x)\), then there holds
\[
(L - E_j(0))v = 0, \quad v(x + 1) = v(x).
\]
Thus \(v(x) = \phi_{j,0}(-x)\) is also a Bloch mode for \(k = 0\). Since the multiplicity of the Bloch mode for \(k = 0\) is one (Proposition 2.8) and that \(\phi_{j,0}\) is real-valued, it follows that \(v(x) = \pm \phi_{j,0}(x)\), i.e.,
\[
\phi_{j,0}(-x) = \pm \phi_{j,0}(x).
\]
Note that if \(\phi_{j,0}\) is even, then \(\phi_{j,0}'(0) = 0\) and \(\phi_{j,0} = c\psi_{E,1}\) for some constant \(c\). Similarly, if \(\phi_{j,0}\) is odd, then \(\phi_{j,0} = c\psi_{E,2}\) for some constant \(c\). A parallel argument leads to the conclusion for the Bloch mode \(\phi_{j,\pi}\). \(\square\)
Definition 2 We call that the Bloch mode $\varphi_{j,k}$ attains an even-parity (odd-parity) if $\varphi_{j,k}$ is an even (odd) function.

Next we investigate the change of parity for the Bloch modes at $k = 0$ or $\pi$ when the energy crosses a band gap. A crucial tool we used is the oscillation theory for Sturm-Liouville operators, see for instance [38]. To be more precise, let us denote $E_j^P, E_j^S, E_j^D, E_j^N$ the $j$-th eigenvalues of the operator $L$ restricted to the unit cell $[0, 1]$ with the following boundary conditions respectively:

(i) Periodic boundary conditions: $u(1) = u(0), \quad u'(1) = u'(0)$;
(ii) Semi-periodic boundary conditions: $u(1) = -u(0), \quad u'(1) = -u'(0)$;
(iii) Dirichlet boundary conditions: $u(1) = u(0) = 0$;
(iv) Neumann boundary conditions: $u'(1) = u'(0) = 0$

We have the following theorem on the eigenvalues above, see for instance Theorem 13.10 in [38].

**Theorem 4.3** The eigenvalues $E_j^P, E_j^S, E_j^D, E_j^N$ $(j = 1, 2, 3, \cdots)$ attain the following inter-lacing property:

$$
E_1^N \leq E_1^P < E_1^S \leq \{E_2^N, E_2^D\} \leq E_2^S < E_2^P \leq \{E_3^N, E_3^D\} \leq \cdots
$$

$$
\leq E_{2n-1}^P < E_{2n-1}^S \leq \{E_{2n}^N, E_{2n}^D\} \leq E_{2n}^S < E_{2n}^P \leq \{E_{2n+1}^N, E_{2n+1}^D\} \leq E_{2n+1}^P < \cdots
$$

Based on the above theorem, we are able to show the change of parity for the Bloch modes across the band gap, which is stated in the theorem below.

**Theorem 4.4** Assume that the $j$-th band is isolated, then the Bloch modes at $(k, E_j^+) \text{ and } (k, E_{j+1}^-)$ attain different parity, where $k = 0$ or $\pi$.

**Proof.** Without loss of generality, we assume that $k = 0$ so that $E_j^+ = E_j(0), \quad E_{j+1}^- = E_{j+1}(0)$, and the Bloch mode $\varphi_{j,0}$ at $(0, E_j^+)$ is even. Then $\varphi_{j,0}$ satisfies the following boundary value problem:

$$
\begin{align*}
(L - E_j^+)& \varphi_{j,0} = 0, \\
\varphi_{j,0}(0) &= \varphi_{j,0}(1), \\
\varphi'_{j,0}(0) &= \varphi'_{j,0}(1) = 0.
\end{align*}
$$

Hence $E_j^+$ is a common eigenvalue to the operator $L$ for both the periodic boundary condition and the Neumann boundary condition. We prove by contradiction that $\varphi_{j+1,0}$ is odd. Otherwise, if $\varphi_{j+1,0}$ is even, then $E_{j+1}^-$ is also a common eigenvalue to the operator $L$ for both the periodic boundary condition and the Neumann boundary condition. Note that $E_j^+ < E_{j+1}^-$ are two neighboring eigenvalues to $L$ with the periodic boundary condition. We either have $E_j^+ = E_{2n-1}^P, E_{j+1}^- = E_{2n}^P$ or $E_j^+ = E_{2n}^P, E_{j+1}^- = E_{2n+1}^P$ for some integer $n$. By Theorem 4.3, the former is impossible since there is no eigenvalue to $L$ with the semi-periodic boundary condition inside the band gap. The latter is also impossible since both $E_{j+1}^+, E_{j+1}^-$ are eigenvalues to $L$ with the Neumann boundary condition. This contradiction proves that $\varphi_{j+1,0}$ should be an odd-parity mode and this completes the proof for the case $k = 0$. The case $k = \pi$ can be proved in a similar manner. $\square$
4.2 Zak phase

4.2.1 Zak phase for an isolated band

Following Section 2.3, we construct the Bloch modes for an isolated band \( E_j(k) \) as follows:

\[
\varphi_{j,k}(x) = \begin{cases} 
\frac{\phi_{j,k}(x)}{||\phi_{j,k}||}, & 0 \leq k \leq \pi, \quad \phi_{j,k} \neq 0, \\
\frac{i\psi_{E,2}(x)}{||\psi_{E,2}||}, & k \in \{0, \pi\} \quad \text{and} \quad \phi_{j,k} \equiv 0, \\
\varphi_{j,-k}(-x), & -\pi < k < 0.
\end{cases}
\] (4.1)

The periodic part of \( \varphi_{j,k} \) is given by \( u_{j,k}(x) = \varphi_{j,k}(x)e^{-ikx} \). From Lemma 4.1 we have

\[
u_{j,k}(x) = u_{j,-k}(-x), \quad -\pi < k < 0.
\]

We calculate the Zak phase using the formula (2.20). First, note that

\[
\int_{-\pi}^{0} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_X dk = -\int_{0}^{\pi} \left( \frac{\partial u_{j,-k}}{\partial k}, u_{j,-k} \right)_X dk 
\]

\[
= -\int_{0}^{\pi} \int_{0}^{1} \frac{\partial u_{j,-k}(x)}{\partial k} \bar{u}_{j,-k}(x)\varepsilon(x)dxdk 
\]

\[
= -\int_{0}^{\pi} \int_{0}^{1} \frac{\partial u_{j,k}(-x)}{\partial k} \bar{u}_{j,k}(-x)\varepsilon(-x)dxdk 
\]

\[
= -\int_{0}^{\pi} \int_{0}^{1} \frac{\partial u_{j,k}(1-x)}{\partial k} \bar{u}_{j,k}(1-x)\varepsilon(1-x)dxdk 
\]

\[
= -\int_{0}^{\pi} \int_{0}^{1} \frac{\partial u_{j,k}(x)}{\partial k} \bar{u}_{j,k}(x)\varepsilon(x)dxdk 
\]

\[
= -\int_{0}^{\pi} \left( \frac{\partial u_{j,k}}{\partial k}, u_{j,k} \right)_X dk.
\]

On the other hand, note that

\[
u_{j,0^+}(x) = \lim_{k \to 0^+} u_{j,k}(x) = \lim_{k \to 0^-} u_{j,-k}(x) = \lim_{k \to 0^-} u_{j,k}(-x) = u_{j,0}(x); 
\]

\[
u_{j,(-\pi)^+}(x) = \lim_{k \to (-\pi)^+} u_{j,k}(x) = \lim_{k \to -\pi} u_{j,-k}(x) = \lim_{k \to -\pi} u_{j,k}(-x) = u_{j,\pi}(x).
\]

It follows that

\[
u_{(j,0,0^{-})} = \int_{0}^{1/2} u_{j,0}(x)\bar{u}_{j,0}(x)\varepsilon(x)dx + \int_{1/2}^{1} u_{j,0}(x)\bar{u}_{j,0}(x)\varepsilon(x)dx 
\]

\[
= \int_{0}^{1/2} u_{j,0}(x)\bar{u}_{j,0}(x)\varepsilon(x)dx + \int_{-1/2}^{0} u_{j,0}(x+1)\bar{u}_{j,0}(x-1)\varepsilon(x+1)dx 
\]

\[
= \int_{0}^{1/2} u_{j,0}(x)\bar{u}_{j,0}(x)\varepsilon(x)dx + \int_{-1/2}^{0} u_{j,0}(x)\bar{u}_{j,0}(x)\varepsilon(x)dx 
\]

\[
= \int_{-1/2}^{1/2} u_{j,0}(x)\bar{u}_{j,0}(x)\varepsilon(x)dx = \int_{-1/2}^{1/2} \varphi_{j,0}(x)\bar{\varphi}_{j,0}(x)\varepsilon(x)dx 
\]

\[
= \begin{cases} 
1, & \text{if} \quad \varphi_{j,0}(x) = \varphi_{j,0}(x), \\
-1, & \text{if} \quad \varphi_{j,0}(x) = -\varphi_{j,0}(x).
\end{cases}
\]
Similarly, we have
\[
(e^{-i2\pi x}u_{j,(-\pi)^+},u_{j,\pi})_x = \begin{cases} 
1, & \text{if } \varphi_{j,\pi}(x) = \varphi_{j,\pi}(-x), \\
-1, & \text{if } \varphi_{j,\pi}(x) = -\varphi_{j,\pi}(-x).
\end{cases} \tag{4.2}
\]

Therefore, by substituting the above into the formula \[(2.20)\], the Zak phase for an isolated band can be characterized in the following theorem.

**Theorem 4.5** For a time-reversal symmetric periodic structure with inversion symmetry, the Zak phase for an isolated band \(E_j(k)\) is given by

\[
\theta_j = \begin{cases} 
0, & \text{if } \varphi_{j,0}(x) \text{ and } \varphi_{j,\pi}(x) \text{ attain the same parity,} \\
\pi, & \text{if } \varphi_{j,0}(x) \text{ and } \varphi_{j,\pi}(x) \text{ attain different parity.}
\end{cases}
\]

### 4.2.2 Zak phase at the presence of Dirac point

Without loss of generality, we assume that the band \(E_j(k)\) and \(E_{j+1}(k)\) crosses at the Dirac point \((0,E_j^+)\). From the discussions in Section **4.2.1**, the Zak phase for the \(j\)-th band is

\[
\theta_j = -\text{Im} \ln(u_{j,0},u_{j,0})_x - \text{Im} \ln(e^{-i2\pi x}u_{j,(-\pi)^+},u_{j,\pi})_x \mod 2\pi \\
= -\text{Im} \ln(\varphi_{j,0},\varphi_{j,0})_x - \text{Im} \ln(\varphi_{j,(-\pi)^+},\varphi_{j,\pi})_x \mod 2\pi \\
= -\text{Im} \ln(\varphi_{j,0}(x),\varphi_{j,0}(-x))_x - \text{Im} \ln(\varphi_{j,\pi}(-x),\varphi_{j,\pi}(x))_x \mod 2\pi.
\]

Similarly, the Zak phase for \(j+1\)-th band is

\[
\theta_{j+1} = -\text{Im} \ln(\varphi_{j+1,0}(x),\varphi_{j+1,0}(-x))_x - \text{Im} \ln(\varphi_{j+1,\pi}(-x),\varphi_{j+1,\pi})_x \mod 2\pi.
\]

In light of the relations \(\varphi_{j+1,0}(x) = -\varphi_{j,0}(x)\) and \(\varphi_{j+1,0}(-x) = -\varphi_{j,0}(-x)\) given in Section **2.4.2**, it follows that

\[
\theta_j + \theta_{j+1} = -\text{Im} \ln(\varphi_{j,(-\pi)^+},\varphi_{j,\pi})_x - \text{Im} \ln(\varphi_{j+1,(-\pi)^+},\varphi_{j+1,\pi})_x \mod 2\pi.
\]

Now the following theorem follows by using \[(4.2)\].

**Theorem 4.6** For a periodic structure with inversion symmetry, if the band \(E_j(k)\) and \(E_{j+1}(k)\) cross at the Dirac point \((k = 0,E_j^+)\) and they do not cross with other bands in the spectrum, then

\[
\theta_j + \theta_{j+1} = \begin{cases} 
0, & \text{if } \varphi_{j,\pi}(x),\varphi_{j+1,\pi}(x) \text{ attain the same parity;} \\
\pi, & \text{if } \varphi_{j,\pi}(x),\varphi_{j+1,\pi}(x) \text{ attain different parities.}
\end{cases} \tag{4.3}
\]

If the \(j\)-th band and the \(j+1\)-th band cross at the Dirac point \((k = \pi,E_j^+)\), then

\[
\theta_j + \theta_{j+1} = \begin{cases} 
0, & \text{if } \varphi_{j,0}(x),\varphi_{j+1,0}(x) \text{ attain the same parity;} \\
\pi, & \text{if } \varphi_{j,0}(x),\varphi_{j+1,0}(x) \text{ attain different parities.}
\end{cases} \tag{4.4}
\]
4.3 Interface modes and bulk topological indices

4.3.1 Bulk topological indices

Assume that the band $E_j(k)$ does not cross with $E_{j+1}(k)$ so that there is a gap between the two bands. We define an index for the band $E_j(k)$ of the periodic structure as

$$
\gamma_j = (-1)^{j+\ell-1}e^{i\sum_{m=1}^{\ell} \theta_m},
$$

(4.5)
in which $\theta_m$ is the Zak phase for the band $E_m(k)$, and $\ell$ is the number of Dirac points below the band $E_j(k)$. The relation between the parity of the Bloch mode $\psi_{k,j}$ at band edge $(k, E_j^\pm)$ and the bulk index $\gamma_j$ is given in the following theorem.

**Theorem 4.7** The bulk topological index $\gamma_j$ only takes the values $\pm 1$. In addition, for a given band $E_j(k)$, $\gamma_j$ is 1 and $-1$ when the Bloch mode $\psi_{k,j}$ at band edge $(k, E_j^\pm)$ is even and odd respectively.

**Proof.** Recall that for the first band, we have $E_1^+ = E_1(0)$ and the associated Bloch mode is a constant function. Since $E_1^+ = E_1(\pi)$, by virtue of Theorem 4.5, $\gamma_1 = 1$ and $-1$ when the Bloch mode $\psi_{\pi,1}$ at $(\pi, E_1^+)$ is even and odd respectively. Now we prove by induction and assume that the statement holds for the band $E_n(k)$ with $n < j$. If $E_{j-1}(k)$ does not cross with $E_j(k)$, then an application of Theorems 4.4 and 4.5 yields $\gamma_j = -e^{i\theta_j}\gamma_{j-1}$, where $\theta_j$ is 0 or $\pi$. Otherwise, if $E_{j-1}(k)$ and $E_j(k)$ cross at the Dirac point $(k, E_j^\pm)$, applying Theorem 4.6 gives $\gamma_j = -e^{i(\theta_{j-1}+\theta_j)}\gamma_{j-2}$, where $\theta_{j-1} + \theta_j = 0$ or $\pi$. The proof is complete. \(\square\)

4.3.2 Mode decomposition in the band gap

In this section, we consider the mode decomposition in the band gap under the inversion symmetry assumption for the underlying system. To be more specific, we assume that the $j$-th band gap is open and $E \in (E_j^+, E_{j+1}^-)$.

**Proposition 4.8** If the periodic structure attains inversion symmetry and $u \in L_1^{loc}(\mathbb{R})$ is a solution to $Lu = Eu$, then the following holds for $E \in (E_j^+, E_{j+1}^-)$:

(i) $\psi_{E,2}(1) \neq 0$, $\lambda_{E,1} - \psi_{E,1}(1) \neq 0$, $\lambda_{E,2} - \psi_{E,1}(1) \neq 0$.

(ii) $u(x) \rightarrow 0$ as $x \rightarrow +\infty$ and $|u(x)| \rightarrow \infty$ as $x \rightarrow -\infty$ if and only if $U(0) = cV_{E,1}$ for some constant $c$. Similarly, $u(x) \rightarrow 0$ as $x \rightarrow -\infty$ and $|u(x)| \rightarrow \infty$ as $x \rightarrow \infty$ if and only if $U(0) = cV_{E,2}$ for some constant $c$. Here $U(0) := (u(0), 1/\mu(x)u'(0))^T$ is the solution vector at $x = 0$, $V_{E,1}$ and $V_{E,2}$ are eigenvectors defined by (2.28).

**Proof.** We first show that $\psi_{E,2}(1) \neq 0$. Assume otherwise that $\psi_{E,2}(1) = 0$. Define $\psi(x) = \psi_{E,2}(1-x)$. Then both $\psi$ and $\psi_{E,2}$ are solutions to the following boundary value problem:

$$(L - E)u = 0, \quad u(0) = u(1) = 0.$$
Thus $\psi$ and $\psi_{E,2}$ must be linearly dependent. Since both are real-valued, we see that $\psi = \pm \psi_{E,2}$. It follows that $\psi'(1) = -\psi'_{E,2}(0) = \pm \mu(0)$, and hence

$$M(E) = \begin{pmatrix} \frac{1}{\mu(0)} \psi'_{E,1}(1) & \psi_{E,2}(1) \\ \frac{1}{\mu(0)} \psi'_{E,1}(1) & \frac{1}{\mu(0)} \psi'_{E,2}(1) \end{pmatrix} = \begin{pmatrix} \frac{1}{\mu(0)} \psi'_{E,1}(1) & 0 \\ \frac{1}{\mu(0)} \psi'_{E,1}(1) & \pm 1 \end{pmatrix}$$

Therefore, we see that $\pm 1 \in \{\lambda_{E,1}, \lambda_{E,2}\}$, which is a contradiction to the fact that $|\lambda_{E,1}| < 1$ and $|\lambda_{E,2}| > 1$ in the band gap.

We next prove that $\lambda_{E,1} - \psi_{E,1}(1) \neq 0$. If $\lambda_{E,1} - \psi_{E,1}(1) = 0$, then by using $\det(M(E) - \lambda_{E,1}) = 0$, we have

$$\psi_{E,2}(1) \cdot \frac{1}{\mu(0)} \psi'_{E,1}(1) = 0,$$

which yields $\psi'_{E,1}(1) = 0$. Let $\psi(x) = \psi_{E,1}(1 - x)$, then both $\psi$ and $\psi_{E,1}$ are solutions to the following boundary value problems:

$$(L - E)u = 0, \quad u'(0) = u'(1) = 0.$$ 

Using the similar argument as above, we obtain $\psi = \pm \psi_{E,1}$. This implies that $\psi_{E,1}(0) = \pm \psi_{E,1}(1) = \pm 1$.

Hence

$$M(E) = \begin{pmatrix} \psi_{E,1}(1) & \psi_{E,2}(1) \\ \frac{1}{\mu(0)} \psi'_{E,1}(1) & \frac{1}{\mu(0)} \psi'_{E,2}(1) \end{pmatrix} = \begin{pmatrix} \pm 1 & \psi_{E,2}(1) \\ 0 & \pm 1 \psi'_{E,2}(1) \end{pmatrix}.$$ 

Again, this leads to $\pm 1 \in \{\lambda_{E,1}, \lambda_{E,2}\}$, which contradicts to the fact that the eigenvalues are in the band gap. This complete the proof of (i). (ii) follows from Lemma 2.14.

We define two impedance functions $\xi_R(E)$ and $\xi_L(E)$ by letting

$$\xi_R(E) = \frac{\psi_{E,2}(1)}{\lambda_{E,1} - \psi_{E,1}(1)}, \quad \xi_L(E) = \frac{\psi_{E,2}(1)}{\lambda_{E,2} - \psi_{E,1}(1)}.$$ (4.6)

**Lemma 4.9** For a time-reversal symmetric periodic structure that attains inversion symmetry, the following holds for $E \in (E_j^+, E_{j+1}^-)$:

(i) If the Bloch mode at the band edge $(k, E_j^+)$ attains the odd-parity for $k = 0$ or $\pi$, then $\xi_R(E) < 0$, and $\xi_R(E) \to 0$ as $E \to E_j^+$ and $\xi_R(E) \to -\infty$ as $E \to E_{j+1}^-$ respectively; On the other hand, $\xi_L(E) > 0$, and $\xi_L \to 0$ as $E \to E_j^+$ and $\xi_L \to +\infty$ as $E \to E_{j+1}^-$ respectively.

(ii) If the Bloch edge mode at $(k, E_j^+)$ attains the even-parity, then $\xi_R(E) > 0$, and $\xi_R(E) \to +\infty$ as $E \to E_j^+$ and $\xi_R(E) \to 0$ as $E \to E_{j+1}^-$ respectively; On the other hand, $\xi_L(E) < 0$ and $\xi_L(E) \to -\infty$ as $E \to E_j^+$ and $\xi_L(E) \to 0$ as $E \to E_{j+1}^-$ respectively.

**Proof.** Without loss of generality, we consider only the case $k = 0$ and the Bloch mode $\varphi_{j,0}$ at $(0, E_j^+)$ is odd. The proof for other cases is similar. It also suffices to prove for
the function $\xi_R(E)$ since the function $\xi_L(E)$ can be treated similarly. First, by Lemma 4.2, $\varphi_{j,0}(x) = c\psi_{E_j^+,2}(x)$ for some constant $c$. By Lemma 2.16, we have

$$\frac{\partial \psi_{E_j^+,2}(1)}{\partial E}(E_j^+) \cdot \psi_{E_j^+,2}'(1) > 0.$$  

On the other hand, since $\psi_{E_j^+,2} = \varphi_{j,0}$ is periodic with period one. We have

$$\psi_{E_j^+,2}(0) = \psi_{E_j^+,2}(1) = 0, \quad \psi_{E_j^+,2}'(1) = \psi_{E_j^+,2}'(0) > 0.$$  

Therefore, $\frac{\partial \psi_{E_j^+,2}(1)}{\partial E}(E_j^+) > 0$, and consequently, we have $\psi_{E,2}(1) > 0$ for $E \in (E_j^+, E_{j+1}^-)$.

We next define the function

$$g(E) := \lambda_{E,1} - \psi_{E,1}(1).$$  

By Theorem 4.4, $\varphi_{j+1,0}$ is an even state. Thus $\varphi_{j+1,0} = c\psi_{E_{j+1}^+,1}$ for some constant $c$ and we have $\psi_{E_{j+1}^-,1}(1) = \psi_{E_{j+1}^-,1}(0) = 1$ using the periodicity of $\varphi_{j+1,0}$. It follows that

$$g(E_{j+1}^-) = \lambda_{E_{j+1}^-} - \psi_{E_{j+1}^-}(1) = 1 - 1 = 0.$$  

On the other hand, since

$$\lambda_{E,1} = \frac{D(E) - \sqrt{D(E)^2 - 4}}{2},$$  

we have

$$g'(E) = \frac{1}{2} D'(E) \left( 1 - \frac{D(E)}{\sqrt{D(E)^2 - 4}} \right) - \frac{\partial \psi_{E,1}(1)}{\partial E}.$$  

It is clear $D(E) \to 2$ and $D'(E) < 0$ as $E \to E_{j+1}^-$. Therefore

$$\lim_{E \to E_{j+1}^-} g'(E) = \infty,$$  

whence $g(E) < 0$ near $E_{j+1}^-$ and hence over the whole interval $(E_j^+, E_{j+1}^-)$. This proves that $\xi_R(E) = \frac{\psi_{E,2}(1)}{g(E)} < 0$ over $(E_j^+, E_{j+1}^-)$.

We now prove that $\xi_R(E) \to 0$ as $E \to E_j^+$ and $\xi_R(E) \to -\infty$ as $E \to E_j^-$. Recall that $\psi_{E_j^+,2}(1) = 0$. There are two cases: $g(E_j^+) \neq 0$ or $g(E_j^+) = 0$. In the former case it is clear that $\xi_R(E) \to 0$ as $E \to E_j^+$. In the latter case,

$$\lim_{E \to E_j^+} \xi_R(E) = \lim_{E \to E_j^+} \frac{\psi_{E,2}(1)}{g(E)} = \lim_{E \to E_j^+} \frac{\partial \psi_{E,2}(1)}{g'(E)} = 0,$$

where we used the fact that $\lim_{E \to E_j^+} g'(E) = \infty$ if $g(E_j^+) = 0$ (the proof is similar to (4.7)). Therefore, in both cases we have $\xi_R(E) \to 0$ as $E \to E_j^+$. 
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Finally, we show that $\xi_R(E) \to -\infty$ as $E \to E_{j+1}^-$. Since $g(E_{j+1}) = 0$, we need only to show that $\psi_{E_{j+1}}^-(1) \neq 0$. Indeed, assume otherwise $\psi_{E_{j+1}}^-(1) = 0 = \psi_{E_{j+1}}^-\psi(0)$. Recall that $\psi_{E_{j+1}}^-(1) = 1$ and that

$$
\det M(E_{j+1}^-) = \det \begin{pmatrix}
\frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1) & \frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1) \\
\frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1) & \frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1)
\end{pmatrix} = \det \begin{pmatrix}
1 & 0 \\
\frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1) & \frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1)
\end{pmatrix}
$$

We have

$$
\frac{1}{\mu(0)} \psi_{E_{j+1}}^-(1) = 1 = \frac{1}{\mu(0)} \psi_{E_{j+1}}^-\psi(0).
$$

Therefore $\psi_{E_{j+1}}^-$ is a periodic function with period one and hence $\varphi_{j+1,0} = c\psi_{E_{j+1}}^-$ for some constant $c$. This contradict to the established fact that $\varphi_{j+1,0} = c\psi_{E_{j+1}}^-\psi$. This completes the proof of the lemma.

\[\square\]

### 4.3.3 Interface modes induced by bulk topological indices

We consider a photonic system which consists of two semi-infinite periodic structures in the left and right half spaces respectively. Let $\varepsilon_j$ and $\mu_j$ ($j = 1, 2$) be the physical parameters for the two periodic structures. Both $\varepsilon_j$ and $\mu_j$ are piecewise continuous and real-valued periodic functions with period one and satisfy $\varepsilon_j(x) = \varepsilon_j(1 - x)$, $\mu_j(x) = \mu_j(1 - x)$. The corresponding periodic differential operator is

$$
\mathcal{L}_j \psi = -\frac{1}{\varepsilon_j(x)} \frac{d}{dx} \left( \frac{1}{\mu_j(x)} \frac{d\psi}{dx} \right), \quad j = 1, 2.
$$

Then the differential operator for the joint structure is given by

$$
\mathcal{A} \psi(x) = \begin{cases}
\mathcal{L}_1 \psi(x), & x < 0, \\
\mathcal{L}_2 \psi(x), & x > 0.
\end{cases}
$$

\[\text{Definition 3}\] $\psi$ is called an interface mode of the structure associated with the operator $\mathcal{A}$ if $\psi \in L^2(\mathbb{R})$ satisfy $(\mathcal{A} - E)\psi(x) = 0$ for some real number $E$. $E$ is called the energy level of the mode $\psi$.

We investigate the existence of interface modes for the operator $\mathcal{A}$. In particular, such interface modes are localized near the interface $x = 0$ and decay exponentially away from the interface. In what follows, we denote the quantities associated with the operator $\mathcal{L}_j$ using the superscript $j$ ($j = 1, 2$), such as the energy level $E_{m}^{(j)}$, the Bloch mode $\psi_{m,k}^{(j)}$, etc.

\[\text{Theorem 4.10}\] Assume that the following holds:

(i) The operators $\mathcal{L}_1$ and $\mathcal{L}_2$ attain a common band gap

$$
I := (E_{m_1}^{(1)}, E_{m_1 + 1}^{(1)}) \cap (E_{m_2}^{(2)}, E_{m_2 + 1}^{(2)}) \neq \emptyset
$$

for certain positive integers $m_1$ and $m_2$. 
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(ii) The bulk topological indices \(\gamma_{m_1}^{(1)} \neq \gamma_{m_2}^{(2)}\) for the operator \(\mathcal{L}_1\) and \(\mathcal{L}_2\).

Then there exists an interface mode for the operator \(\mathcal{A}\). In addition, the number of interface modes are given by the number of roots to the equation

\[
\xi(E) := \xi_L^{(1)}(E) - \xi_R^{(2)}(E) = 0 \quad \text{for } E \in I. \tag{4.9}
\]

**Proof.** By Proposition 4.8, \(u\) is an interface mode of \(\mathcal{L}\) at energy level \(E\) if and only if \(U(0) = c_1 V_{E,2}^{(1)} = c_2 V_{E,1}^{(2)}\) for some constant \(c_1, c_2\), or equivalently,

\[
\xi(E) := \xi_L^{(1)}(E) - \xi_R^{(2)}(E) = 0.
\]

Without loss of generality, we consider the case when the common band gap of the operators \(\mathcal{L}_1\) and \(\mathcal{L}_2\) is given by \(I = (E_{m_1}^{(1),+}, E_{m_1+1}^{(1),-})\). Moreover, \(\gamma_{m_1}^{(1)} = 1\) and \(\gamma_{m_2}^{(2)} = -1\) for the two operators. Then the Bloch mode \(\psi_{m_1,k}^{(1)}\) at the band edge \((k, E_{m_1}^{(1),+})\) for the operator \(\mathcal{L}_1\) is even while the Bloch mode \(\psi_{m_2,k}^{(2)}\) at the band edge \((k, E_{m_2}^{(2),+})\) for the operator \(\mathcal{L}_2\) is odd. By Lemma 4.9, \(\xi_L^{(1)}(E) < 0\) and \(\xi_L^{(1)}(E) \to -\infty\) as \(E \to E_j^+\) and \(\xi_L^{(1)}(E) \to 0\) as \(E \to E_j^-\) respectively. On the other hand, \(\xi_R^{(2)}(E) < 0\) and \(\xi_R^{(2)}(E) \to 0\) as \(E \to E_j^+\) and \(\xi_R^{(2)}(E) \to -\infty\) as \(E \to E_j^-\) respectively. Therefore, for \(E\) in the common gap \(I\), we see that \(\xi(E) > 0\) for \(E\) near \(E_{m_1}^{(1),+}\) and \(\xi(E) < 0\) for \(E\) near \(E_{m_1+1}^{(1),-}\). It follows that there exists a root over the interval \(I\) for \(\xi(E) = 0\). \(\square\)

**Remark 4** From the proof of the above theorem, one can see that the total number of interface modes (which equal to the number of roots of the function \(\xi(\cdot)\)) is odd in the generic case. This can be viewed as a form of bulk-interface correspondence since bulk index takes only two values and is in the \(\mathbb{Z}_2\) class.

### 4.4 Stability of interface modes

Consider a photonic system of the form [4.8] and \(\mathcal{A}\) attains an interface mode over a common spectral band gap \(I\) of two operators \(\mathcal{L}_1\) and \(\mathcal{L}_2\). Assume that the structure is perturbed locally with a defect region \((d_1, d_2)\), in which \(d_1 < 0 < d_2\), and the relative permittivity and permeability of the structure attain the following values:

\[
\varepsilon(x) = \begin{cases} 
\varepsilon_1(x - d_1), & x < d_1, \\
\varepsilon_d(x), & d_1 < x < d_2, \\
\varepsilon_2(x - d_2), & x > d_2.
\end{cases} \quad \text{and} \quad 
\mu(x) = \begin{cases} 
\mu_1(x - d_1), & x < d_1, \\
\mu_d(x), & d_1 < x < d_2, \\
\mu_2(x - d_2), & x > d_2.
\end{cases}
\]

We denote the differential operator for the perturbed system by \(\mathcal{A}_d\), and denote

\[
\Psi(x; E) = [\psi(x), \frac{1}{\mu} \psi'(x)]^T,
\]

where \(\psi\) solves the differential equation \((\mathcal{A}_d - E)\psi = 0\).
Let
\[
V_{E,1}^{(j)} = \begin{pmatrix}
\psi_{E,2}^{(j)}(1) \\
\lambda_{E,1}^{(j)} - \psi_{E,1}^{(j)}(1)
\end{pmatrix}
\quad \text{and} \quad
V_{E,2}^{(j)} = \begin{pmatrix}
\psi_{E,2}^{(j)}(1) \\
\lambda_{E,2}^{(j)} - \psi_{E,1}^{(j)}(1)
\end{pmatrix}
\]
be the eigenvectors of the transfer matrix \(M^{(j)}(E)\) as defined in \((2.28)\). For each \(E \in I\), we normalize the eigenvectors \(V_{E,1}^{(j)}\) and \(V_{E,2}^{(j)}\) by letting 
\(\tilde{V}_{E,1}^{(j)} = V_{E,1}^{(j)}/\|V_{E,1}^{(j)}\|\) and 
\(\tilde{V}_{E,2}^{(j)} = V_{E,2}^{(j)}/\|V_{E,2}^{(j)}\|\) and extend them continuously over the closure of the interval \(I\). Let \(M_d(E)\) be the transfer matrix over the defect region \((d_1, d_2)\) such that \(\Psi(d_2; E) = M_d(E)\Psi(d_1; E)\). We see that the localized state is retained for the perturbed system if and only if
\[
M_d(E)\tilde{V}_{E,1}^{(1)} = c\tilde{V}_{E,1}^{(2)}
\]
holds for certain \(E \in I\) and some nonzero real number \(c\). A natural question is how large perturbation is allowed for the defect medium parameters so that the condition \((4.10)\) holds and the interface mode persists for the operator \(A_d\).

**Theorem 4.11** Assume that \(\mathcal{L}_1\) and \(\mathcal{L}_2\) attain the same band gap \(I := (E_{m_1}^{(1)}, E_{m_1}^{(1)}) = (E_{m_2}^{(2)}, E_{m_2}^{(2)})\) and the bulk topological indices \(\gamma_{m_1}^{(1)}\) and \(\gamma_{m_2}^{(2)}\) are different for the two operators. If
\[
\max \left\{ \|\mu\|_{L^\infty(d_1,d_2)}, E\|\varepsilon\|_{L^\infty(d_1,d_2)} \right\} \cdot (d_2 - d_1) < \frac{\pi}{2}
\]
holds for any \(E \in I\), then the operator \(A_d\) attains an interface mode.

To prove the theorem, we express the solution vector \(\Psi\) as
\[
\Psi(x; E) = \rho [\sin \theta, \cos \theta]^T = \rho [\cos \tilde{\theta}, \sin \tilde{\theta}]^T,
\]
in which the polar angle \(\tilde{\theta} := \frac{\pi}{2} - \theta\) represents the angle between the \(x\)-axis and the vector \(\Psi\) on the plane. The radius \(\rho\) and the angle \(\theta\) are called Prüfer radius and angle, respectively \([10]\). Both \(\theta\) and \(\tilde{\theta}\) are unique up to an additive constant integer multiple of \(2\pi\). By a direct calculation, \(\rho\), \(\theta\) and \(\tilde{\theta}\) satisfy the following equations:
\[
(\log \rho)' = \frac{1}{2} (\mu - E\varepsilon) \sin(2\theta),
\]
\[
\theta' = \mu \cos^2 \theta + E\varepsilon \sin^2 \theta,
\]
\[
\tilde{\theta}' = -\mu \sin^2 \tilde{\theta} - E\varepsilon \cos^2 \tilde{\theta}.
\]
In what follows, we view \(\rho\), \(\theta\) and \(\tilde{\theta}\) as functions of \(x\) and \(E\).

**Lemma 4.12** Let \(\theta(x_0; E) = \theta_0\), then for any fixed \(E > 0\), the Prüfer angle \(\theta(x; \cdot)\) is an increasing function and the polar angle \(\tilde{\theta}(x; \cdot)\) is a decreasing function.

This is obvious by noting that \(\theta' \geq 0\) and \(\tilde{\theta}' \leq 0\). Hence the solution vector \(\Psi\) rotates clockwisely as \(x\) increases for fixed \(E\).

**Lemma 4.13** Let \(\theta_1(x; E_1)\) and \(\theta_2(x; E_2)\) be the Prüfer angle of the solution vector with the energy \(E_1 \leq E_2\) respectively. If \(\theta_1(x_0; E_1) \leq \theta_2(x_0; E_2)\), then \(\theta_1(x; E_1) \leq \theta_2(x; E_2)\) for all \(x > x_0\).
Lemma 4.14 Let $\theta(x_0; E) = \theta_0$, then for any $x > x_0$, $\theta(x; E)$ is an increasing function of $E$.

The proofs of Lemmas 4.13 and 4.14 can be found in Corollary 2.3.2 and Theorem 2.3.3 of [10].

Proof of Theorem 4.11. Let $I := (E_1, E_2)$ be the common band gap of the two operators $\mathcal{L}_1$ and $\mathcal{L}_2$. Without loss of generality, we assume that $\gamma_1^{(1)} = 1$ and $\gamma_2^{(1)} = -1$ so that the Bloch modes $\psi_{m,k}^{(1)}$ and $\psi_{m,k}^{(2)}$ at the band edge $(k, E^+_{m})$ for the operator $\mathcal{L}_1$ and $\mathcal{L}_2$ are even and odd respectively. In view of Lemma 4.9 as $E$ increases from $E_1$ to $E_2$, either $\tilde{V}_{E,2}^{(1)}$ or $-\tilde{V}_{E,2}^{(1)}$ rotates from $U_s := (-1,0)^T$ to $U_e := (0,1)^T$ in the second quadrant. On the other hand, either $\tilde{V}_{E,1}^{(2)}$ or $-\tilde{V}_{E,1}^{(2)}$ rotates from $U_e$ to $U_s$ in the second quadrant.

We only consider the case when $\tilde{V}_{E,2}^{(1)}$ rotates from $U_s$ to $U_e$. The other scenarios can be proved in a similar fashion. If one sets $\Psi(d_1; E) = \tilde{V}_{E,2}^{(1)}$, then by Lemmas 4.12 and 4.13, the vector $\Psi(d_2; E) := M_d(E)\tilde{V}_{E,2}^{(1)}$ rotates clockwisely as $E$ increases from $E_1$ to $E_2$. The corresponding Prüfer angle $\theta(d_2; E)$ increases continuously. If (4.11) holds, it follows that $\theta' \leq \frac{\pi}{2(d_2 - d_1)}$ for all $x \in (d_1, d_2)$ and $E \in I$. We obtain

$$
\Delta \theta := \theta(d_2; E) - \theta(d_1; E) < \frac{\pi}{2} \quad \forall E \in I.
$$

As such $\Psi(d_2; E_1)$ is located in the second quadrant while $\Psi(d_2; E_2)$ is located in the first quadrant. Therefore, the continuity of the Prüfer angle $\theta(d_2; E)$ implies that (4.10) holds for certain $E$ in the bandgap as $\tilde{V}_{E,1}^{(2)}$ or $-\tilde{V}_{E,1}^{(2)}$ rotates from $U_e$ to $U_s$ in the second quadrant with increasing $E$.

If the condition (4.11) is violated, the stability question is more challenging. Here we provide an answer for a special scenario when the defect only consists of one layer.

Theorem 4.15 Assume that $\mathcal{L}_1$ and $\mathcal{L}_2$ attain the same band gap and the bulk topological indices are different for the two operators. If $\varepsilon_{d}(x) \equiv \varepsilon_0$ and $\mu_{d}(x) \equiv \mu_0$ for certain constants $\varepsilon_0$ and $\mu_0$, then the operator $\mathcal{A}_d$ attains a localized state for any $\varepsilon_0 \geq 1$, $\mu_0 \geq 1$, and $d := d_2 - d_1 \geq 0$.

Proof. Similar to Theorem 4.11, we assume that the two operators $\mathcal{L}_1$ and $\mathcal{L}_2$ attain a common band gap $I := (E_1, E_2)$, and the topological indices for the two operators are 1 and $-1$. We denote the trajectory of the end point for the solution vector $\Psi(d_2; E)$ by $\gamma$ as $E$ increases from $E_1$ to $E_2$ in the band gap. Since $\tilde{V}_{E,1}^{(2)}$ or $-\tilde{V}_{E,1}^{(2)}$ rotates from $U_s := (0,1)^T$ to $U_s := (-1,0)^T$ in the second quadrant, while the vector $\Psi(d_2, E)$ rotates clockwisely as $E$ increases, we deduce that (4.10) holds as long as $\gamma$ crosses the $x$ or $y$ axis on the plane. Next we show that this is true for any $\varepsilon_0 \geq 1$, $\mu_0 \geq 1$, and $d$ in the defect layer.

Note that either $\tilde{V}_{E,2}^{(1)}$ or $-\tilde{V}_{E,2}^{(1)}$ rotates from $U_s$ to $U_e$ as $E$ increases from $E_1$ to $E_2$, for
brevity we only consider the former. The transfer matrix $M_d$ is explicitly given by

$$M_d(E) = \begin{bmatrix}
\cos(\omega_n d) & \frac{\omega_n}{\omega_d} \sin(\omega_n d) \\
-\frac{\omega_n}{\mu} \sin(\omega_n d) & \cos(\omega_n d)
\end{bmatrix}, \quad (4.16)
$$
in which $\omega = \sqrt{E}$ and $n_d = \sqrt{\varepsilon_d}$. Let $V_{E,2}^{(1)} = [-v_1(E), v_2(E)]$ with $v_1(E) \geq 0$ and $v_2(E) \geq 0$, and $\omega_d = \omega_n d$, then

$$\Psi(d_2; E) = v_1(E) \left( -\frac{\omega_n}{\omega_d} \sin(\omega_d) \right) + v_2(E) \left( \frac{\mu}{\omega_n d} \sin(\omega_d) \right). \quad (4.17)$$

In particular,

$$\Psi(d_2; E_1) = \left[ -\cos(\omega_{d,1}), \frac{\omega_{n,d_1}}{\mu} \sin(\omega_{d,1}) \right]^T, \quad \Psi(d_2; E_2) = \left[ -\frac{\mu}{\omega_{n,d_2}} \sin(\omega_{d,2}), \cos(\omega_{d,2}) \right]^T.$$

with $\omega_j = \sqrt{E_j}$ and $\omega_{d,j} = \omega_j n_j d$ $(j = 1, 2)$.

Now assume that $\Psi(d_2; E_1)$ lies in the first quadrant with $\omega_{d,1} \in 2n_1 \pi + \left[ \frac{\pi}{2}, \pi \right]$ for certain integer $n_1 \geq 0$. We only need to consider the case when $\Psi(d_2; E_2)$ also lies in the first quadrant. We observe that $\omega_{d,2} \in 2n_2 \pi + \left[ \frac{\pi}{2}, \pi \right]$ for certain integer $n_2 > n_1$. Note that $\Psi(d_2; E)$ is located in the lower half plane when $\omega \in 2n_1 \pi + \left( \pi, \frac{3\pi}{2} \right)$, and in the left half plane when $\omega \in 2n_1 \pi + \left( \frac{3\pi}{2}, 2\pi \right)$. Thus the trajectory $\gamma$ crosses both the $x$ and (or) $y$ axis. One can draw the same conclusion if $\Psi(d_2, E_1)$ lies in other quadrants, and the proof is complete. $\square$

For a generic defect, the existence of interface modes for the perturbed topological structure is not guaranteed when the condition (4.11) is violated. Here we construct counter examples when the defect consists of two layers and the interface mode disappears. The permittivity and permeability values in the defect regions are given by

$$\varepsilon_d(x) = \begin{cases}
\varepsilon_{d,1}, & d_1 < x < d_s, \\
\varepsilon_{d,2}, & d_s < x < d_2
\end{cases} \quad \text{and} \quad \mu_d(x) = \begin{cases}
\mu_{d,1}, & d_1 < x < d_s, \\
\mu_{d,2}, & d_s < x < d_2,
\end{cases}
$$

where the constants $\varepsilon_{d,j}$ and $\mu_{d,j}$ $(j = 1, 2)$ are to be specified in the following. Similar to the previous discussions, we assume that the operators $\mathcal{L}_1$ and $\mathcal{L}_2$ attain the same band gap $I := (E_1, E_2)$ and the bulk topological indices for the two operators are 1 and $-1$, respectively. Furthermore, as $E$ increases in the band gap, the eigenvector $V_{E,2}^{(1)}$ rotates from $U_s := (-1, 0)^T$ to $U_e := (0, 1)^T$ in the second quadrant.

Let $\Psi_s(x; E)$ and $\Psi_e(x; E)$ be the solution vector for the equation $(\mathcal{A}_d - E)\psi = 0$ with $\Psi_s(d_1; E) = U_s$ and $\Psi_e(d_1; E) = U_e$, respectively. The corresponding polar angles $\tilde{\theta}_s(x; E)$ and $\tilde{\theta}_e(x; E)$ satisfy the equation (4.14). Define $\Delta \tilde{\theta} := \tilde{\theta}_s - \tilde{\theta}_e$, then $\Delta \tilde{\theta}$ solves the equation

$$(\Delta \tilde{\theta})' = (E\varepsilon_d - \mu_d) \sin(\tilde{\theta}_s + \tilde{\theta}_e) \sin(\Delta \tilde{\theta}) \quad \text{in} \ (d_1, d_2). \quad (4.18)$$

First, we choose $\varepsilon_{d,1}$ and $\mu_{d,1}$ such that $E_1 \varepsilon_{d,1} - \mu_{d,1} > 0$. Note that $\tilde{\theta}_s(d_1; E_1) + \tilde{\theta}_e(d_1; E_1) = \frac{3\pi}{2}$. Since both $\theta_s$ and $\theta_e$ are decreasing functions of $x$, one can choose $d_*$ such that

$$\tilde{\theta}_s(d_*; E_1) + \tilde{\theta}_e(d_*; E_1) = \pi. \quad (4.19)$$
Noting that \( \Delta \tilde{\theta}(d_1; E_1) = \frac{\pi}{2} \) and using (4.18), it follows that \( (\Delta \tilde{\theta})' < 0 \) in \((d_1, d_*)\) and consequently
\[
0 < \Delta \tilde{\theta}(d_*, E_1) < \frac{\pi}{2}.
\]

A combination of (4.19) and (4.20) yields
\[
\frac{\pi}{2} < \tilde{\theta}_s(d_*; E_1) < \pi \quad \text{and} \quad 0 < \tilde{\theta}_e(d_*; E_1) < \frac{\pi}{2}.
\]

Next we choose \( \varepsilon_{d,2} \) and \( \mu_{d,2} \) such that
\[
E_1 \varepsilon_{d,2} - \mu_{d,2} < 0.
\]
Furthermore, let \( d_2 \) be a real number such that
\[
\tilde{\theta}_s(d_2; E_1) = \frac{\pi}{2}.
\]

From (4.20) that \( 0 < \tilde{\theta}_e(d_2; E_1) < \frac{\pi}{2} \), since \( \frac{\pi}{2} < \tilde{\theta}_s + \tilde{\theta}_e < \pi \) and \( (\Delta \tilde{\theta})' < 0 \) in \((d_*, d_2)\). If \( E_2 - E_1 \) is sufficiently small, one can conclude that
\[
0 < \tilde{\theta}_e(d_2; E_2) < \frac{\pi}{2}.
\]

From (4.22) and (4.23), it is seen that the solution vector \( \Psi(d_2; E) := M_d(E) \tilde{V}^{(1)}_{E,2} \) rotates in the first quadrant for \( E \) in the band gap. On the other hand, the eigenvector \( \tilde{V}^{(2)}_{E,1} \) or \(-\tilde{V}^{(2)}_{E,1}\) rotates from \( U_e \) to \( U_s \) in the second quadrant. Therefore, the condition (4.10) for the existence of interface modes does not hold for any \( E \in I \).

## 5 Resonance of the finite topological structure

In this section, we consider the topological structure of finite size that is extended over the interval \((N_1, N_2)\), where \( N_1 \) is a negative integer and \( N_2 \) is a positive integer. The structure is periodic on the left and right of the origin respectively. More precisely, the permittivity \( \varepsilon_N(x) \) and permeability \( \mu_N(x) \) of the finite structure takes the following form
\[
\varepsilon_N(x) = \begin{cases} 
\varepsilon_1(x), & N_1 < x < 0, \\
\varepsilon_2(x), & 0 < x < N_2, \\
1, & \text{elsewhere},
\end{cases}
\quad \text{and} \quad
\mu_N(x) = \begin{cases} 
\mu_1(x), & N_1 < x < 0, \\
\mu_2(x), & 0 < x < N_2, \\
1, & \text{elsewhere}.
\end{cases}
\]
in which \( \varepsilon_j \) and \( \mu_j \) \((j = 1, 2)\) are piecewise continuous periodic functions with period one.

The corresponding differential operator is
\[
A_N \psi = -\frac{1}{\varepsilon_N(x)} \frac{d}{dx} \left( \frac{1}{\mu_N(x)} \frac{d\psi}{dx} \right).
\]

When an incident wave \( \psi^{inc} = e^{i\omega x} \) impinges from the left of the structure, where \( \omega \) is the frequency, the structure gives rise to the transmitted field \( \psi^{trans} = t(\omega) e^{i\omega x} \) and the reflected field \( \psi^{ref} = r(\omega) e^{-i\omega x} \). The total field \( \psi = \psi^{inc} + \psi^{ref} \) for \( x < N_1 \) and \( \psi = \psi^{trans} \) for \( x > N_2 \), and it satisfies
\[
(A_N - \omega^2)\psi = 0, \quad N_1 < x < N_2.
\]
The above scattering problem attains a unique solution for real frequency $\omega$. If the resolvent associated with the scattering problem is extended to the whole complex plane by analytic continuation, it attains complex-valued poles that are called the resonances of the scattering problem, and the associated nontrivial solutions are called quasi-normal modes. Equivalently, the pole $\omega$ and the corresponding quasi-normal mode $\psi$ solve the following homogenous scattering problem when $\psi^{inc} = 0$:

\begin{align}
(A_N - \omega^2)\psi &= 0, \quad N_1 < x < N_2, \\
\frac{1}{\mu_N(N_1)} \frac{d\psi(N_1)}{dx} + i\omega \psi(N_1) &= 0, \\
\frac{1}{\mu_N(N_2)} \frac{d\psi(N_2)}{dx} - i\omega \psi(N_2) &= 0,
\end{align}

The last two conditions are outgoing waves conditions imposed on the boundary of the structure. They are obtained by the continuity of the field across the boundary and the fact that the outgoing wave takes the form $\psi = c_- e^{-i\omega x}$ and $\psi = c_+ e^{i\omega x}$ for $x < N_1$ and $x > N_2$ respectively.

**Lemma 5.1** Let $\omega \in \mathbb{C}\backslash\{0\}$ be a resonance of (5.2) - (5.4), then $\omega$ attains negative imaginary part.

**Proof.** Multiply the differential equation in (5.2) by $\varepsilon \bar{\psi}$ and integrate by part, it follows that

\begin{align}
\int_{N_1}^{N_2} \frac{1}{\mu_N} \left| \frac{d\psi}{dx} \right|^2 dx - \omega^2 \varepsilon_N |\psi|^2 dx + \frac{1}{\mu_N} \frac{d\psi(N_1)}{dx} \bar{\psi}(N_1) - \frac{1}{\mu_N} \frac{d\psi(N_2)}{dx} \bar{\psi}(N_2) = 0.
\end{align}

An application of the boundary conditions yields

\begin{align}
\int_{N_1}^{N_2} \frac{1}{\mu_N} \left| \frac{d\psi}{dx} \right|^2 dx - \omega^2 \varepsilon |\psi|^2 dx - i\omega |\psi(N_1)|^2 - i\omega |\psi(N_2)|^2 = 0.
\end{align}

Let $\omega = \omega_1 + i\omega_2$, where $\omega_1$ and $\omega_2$ are real numbers. First let us consider the case when the real part $\omega_1 \neq 0$. Note that the imaginary part of the left hand side of (5.5) is

$$-\omega_1 \left( 2\omega_2 \int_0^a |\psi|^2 dx + |\psi(N_1)|^2 + |\psi(N_2)|^2 \right).$$

If $\omega_2 \geq 0$, then $\psi(N_1) = \psi(N_2) = 0$. This implies that $\frac{d\psi(N_1)}{dx} = \frac{d\psi(N_2)}{dx} = 0$, and consequently $\psi \equiv 0$ in $(N_1, N_2)$. Hence, we deduce that $\omega_2 < 0$. Now if the real part $\omega_1 = 0$, the left hand side of (5.5) is

$$\int_{N_1}^{N_2} \frac{1}{\mu_N} \left| \frac{d\psi}{dx} \right|^2 + \omega_2^2 |\psi|^2 dx + \omega_2^2 |\psi(N_1)|^2 + \omega_2 |\psi(N_2)|^2 = 0.$$

If $\omega_2 > 0$, then a similar argument shows that $\psi \equiv 0$ in $(N_1, N_2)$. The proof is complete. □
We denote the differential operator for the infinite structure (namely when \(|N_1| = N_2 = \infty\)) by

\[ A_\infty \psi(x) = \begin{cases} \mathcal{L}_1 \psi(x), & x < 0, \\ \mathcal{L}_2 \psi(x), & x > 0, \end{cases} \]

where \(\mathcal{L}_j\) \((j = 1, 2)\) is the differential operator with the physical parameters \(\varepsilon_j\) and \(\mu_j\).

Assume that the structure attains an interface mode \(\psi_\infty\) with the energy \(E_\infty\). From the discussions in Sections 3 and 4, \(E_\infty\) is located in a common spectral band gap of two operators. We would like to investigate resonances for the finite structure that are near the eigenvalue \(\omega_\infty = \sqrt{E_\infty}\).

Here and henceforth, we set \(E = \omega^2\) and let \(M^{(j)}(E)\) be the transfer matrix associated with the equation \((\mathcal{L}_j - E)\psi = 0\). \(\lambda_{E,1}^{(j)}\) and \(\lambda_{E,2}^{(j)}\) are the eigenvalues of \(M^{(j)}(E)\) defined by (2.10), with the corresponding eigenvectors \(V_{E,1}^{(j)}\) and \(V_{E,2}^{(j)}\) given in (2.28). Note that \(E_\infty\) is located in the common spectral band gap of \(\mathcal{L}_1\) and \(\mathcal{L}_2\), there holds \(|\lambda_{E,1}^{(j)}| < 1 < |\lambda_{E,2}^{(j)}|\) for \(E\) in the neighborhood of \(E_\infty\). Without loss of generality, it is assumed that \(\psi_{E,2}^{(j)}(1) \neq 0\) so that the two eigenvectors \(V_{E,1}^{(j)}\) and \(V_{E,2}^{(j)}\) defined above are linearly independent. We have the following lemma for the eigenvectors \(V_{E,1}^{(j)}\) and \(V_{E,2}^{(j)}\).

**Lemma 5.2** Let \(E_0 = \omega_0^2\) for \(\omega_0 \in \mathbb{R}^+\), and \(\psi_{E_0,1}^{(j)}(1)\) and \(\psi_{E_0,2}^{(j)}(1)\) are analytic at \(\omega_0\) over the complex plane. If \(|\lambda_{E_0,1}^{(j)}| < 1 < |\lambda_{E_0,2}^{(j)}|\), then \(V_{E_0,1}^{(j)}\) and \(V_{E_0,2}^{(j)}\) are analytic at \(\omega_0\) over the complex plane. Furthermore, there holds \(\det \left[ V_{E_0,1}^{(j)} \right\frac{dV_{E_0,1}^{(j)}}{d\omega} \right] > 0\) and \(\det \left[ V_{E_0,2}^{(j)} \right\frac{dV_{E_0,2}^{(j)}}{d\omega} \right] < 0\).

The proof follow the same lines as Theorem 4.4 in [29], and we omit here for conciseness.

**Theorem 5.3** Let \(N = \min\{|N_1|, N_2\}\). There exists an integer \(N_0\) such that for any \(N \geq N_0\), there is complex-valued resonance \(\omega\) of (5.2) - (5.4) in the neighborhood of \(\omega_\infty\). Furthermore, there holds

\[ |\omega - \omega_\infty| \leq C e^{-\alpha(\omega)N}, \]

in which \(C\) is a positive constant independent of \(N\) and \(\alpha(\omega) > 0\) is a function defined in the neighborhood of \(\omega\).

**Proof.** Let \(\Psi(x) = [\psi(x), \frac{1}{\mu(x)} \psi'(x)]^T\) the solution vector, where \(\psi\) is the solution of (5.2) - (5.4) with the complex-valued frequency \(\omega\). Note that \(|\lambda_{E,1}^{(j)}| < 1 < |\lambda_{E,2}^{(j)}|\) for \(\omega\) in the neighborhood of \(\omega_\infty\), in which \(E = \omega^2\), one can expand \(\Psi(N_1)\) as

\[ \Psi(N_1) = c_1(\omega)V_{E,1}^{(1)} + c_2(\omega)V_{E,2}^{(1)}, \]

where the coefficients \(c_1(\omega)\) and \(c_2(\omega)\) are

\[ c_1(\omega) = \frac{\det[\Psi(N_1), V_{E,2}^{(1)}]}{\det[V_{E,1}^{(1)}, V_{E,2}^{(1)}]} \quad \text{and} \quad c_2(\omega) = \frac{\det[V_{E,1}^{(1)}, \Psi(N_1)]}{\det[V_{E,1}^{(1)}, V_{E,2}^{(1)}]}, \]

(5.6)
The field at $x = 0$ can be expressed as $\Psi(0) = c_1(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} V_{E,1}^{(1)} + c_2(\omega) \left( \lambda_{E,2}^{(1)} \right)^{|N_1|} V_{E,2}^{(1)}$. By decomposing $V_{E,1}^{(1)}$ and $V_{E,2}^{(1)}$ as

$$V_{E,1}^{(1)} = c_{11}(\omega)V_{E,1}^{(2)} + c_{12}(\omega)V_{E,2}^{(2)}, \quad V_{E,2}^{(1)} = c_{21}(\omega)V_{E,1}^{(2)} + c_{22}(\omega)V_{E,2}^{(2)},$$

where

$$c_{11}(\omega) = \frac{\det[V_{E,1}^{(1)}, V_{E,2}^{(2)}]}{\det[V_{E,1}^{(2)}, V_{E,2}^{(2)}]}, \quad c_{12}(\omega) = \frac{\det[V_{E,1}^{(2)}, V_{E,1}^{(1)}]}{\det[V_{E,1}^{(2)}, V_{E,2}^{(2)}]}, \quad c_{21}(\omega) = \frac{\det[V_{E,2}^{(1)}, V_{E,2}^{(2)}]}{\det[V_{E,1}^{(2)}, V_{E,2}^{(2)}]}, \quad c_{22}(\omega) = \frac{\det[V_{E,2}^{(2)}, V_{E,1}^{(1)}]}{\det[V_{E,1}^{(2)}, V_{E,2}^{(2)}]},$$

it follows that

$$\Psi(0) = \left( c_1(\omega)c_{11}(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} + c_2(\omega)c_{21}(\omega) \left( \lambda_{E,2}^{(1)} \right)^{|N_1|} \right) V_{E,1}^{(2)}$$

$$+ \left( c_1(\omega)c_{12}(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} + c_2(\omega)c_{22}(\omega) \left( \lambda_{E,2}^{(1)} \right)^{|N_1|} \right) V_{E,2}^{(2)}.$$  

We deduce that the field at $x = N_2$ is

$$\Psi(N_2) = \left( c_1(\omega)c_{11}(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} + c_2(\omega)c_{21}(\omega) \left( \lambda_{E,2}^{(1)} \right)^{|N_1|} \right) \left( \lambda_{E,1}^{(2)} \right)^{|N_2|} V_{E,1}^{(2)}$$

$$+ \left( c_1(\omega)c_{12}(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} + c_2(\omega)c_{22}(\omega) \left( \lambda_{E,2}^{(1)} \right)^{|N_1|} \right) \left( \lambda_{E,2}^{(2)} \right)^{|N_2|} V_{E,2}^{(2)} = \left( i\omega \psi(N_2) \right).$$

This leads to the equation

$$\left( c_1(\omega)c_{11}(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} \left( \lambda_{E,1}^{(2)} \right)^{N_2} + c_2(\omega)c_{21}(\omega) \left( \lambda_{E,2}^{(2)} \right)^{N_2} \right) \cdot \left( \lambda_{E,1}^{(2)} - \psi_{E,1}^{(2)}(1) - i\omega \psi_{E,2}^{(2)}(1) \right)$$

$$+ \left( c_1(\omega)c_{12}(\omega) \left( \lambda_{E,1}^{(1)} \right)^{|N_1|} + c_2(\omega)c_{22}(\omega) \right) \cdot \left( \lambda_{E,2}^{(2)} - \psi_{E,1}^{(2)}(1) - i\omega \psi_{E,2}^{(2)}(1) \right) = 0,$$

which is the equation of resonance.

Let $\psi = \det[V_{E,1}^{(1)}, V_{E,2}^{(1)}] \cdot \det[V_{E,1}^{(2)}, V_{E,2}^{(2)}]$, and define the following complex-valued functions

$$F(\omega) = c(\omega)c_2(\omega)c_{22}(\omega) \cdot \left( \lambda_{E,2}^{(2)} - \psi_{E,1}^{(2)}(1) - i\omega \psi_{E,2}^{(2)}(1) \right),$$

$$G_1(\omega) = c(\omega)c_1(\omega)c_{11}(\omega) \cdot \left( \lambda_{E,1}^{(2)} - \psi_{E,1}^{(2)}(1) - i\omega \psi_{E,2}^{(2)}(1) \right),$$

$$G_2(\omega) = c(\omega)c_2(\omega)c_{21}(\omega) \cdot \left( \lambda_{E,1}^{(2)} - \psi_{E,1}^{(2)}(1) - i\omega \psi_{E,2}^{(2)}(1) \right),$$

$$G_3(\omega) = c(\omega)c_1(\omega)c_{12}(\omega) \cdot \left( \lambda_{E,2}^{(2)} - \psi_{E,1}^{(2)}(1) - i\omega \psi_{E,2}^{(2)}(1) \right).$$
The nonlinear equation \((5.9)\) can be written as
\[
G_1(\omega) \left( \frac{\lambda_{E,1}}{\lambda_{E,2}} \right)^{|N_1|} \left( \frac{\lambda_{E,2}}{\lambda_{E,1}} \right)^{N_2} + G_2(\omega) \left( \frac{\lambda_{E,2}}{\lambda_{E,1}} \right)^{|N_1|} = F(\omega) = 0. \tag{5.10}
\]

Since the infinite structure attains an interface mode \(\psi_{\infty}\) with the energy \(E_{\infty} = \omega_{\infty}^2\), we have \(F(\omega_{\infty}) = c_{22}(\omega) = 0\).

It can be shown that \(F(\omega)\) and \(G(\omega)\) are analytic in the neighborhood of the frequency \(\omega_{\infty}\) over the complex plane. By Taylor’s theorem \([2]\), there exists an analytic function \(\tilde{F}(\omega)\) such that
\[
F(\omega) = \tilde{F}(\omega)(\omega - \omega_{\infty}), \quad \text{where} \quad \tilde{F}(\omega_{\infty}) = F'(\omega_{\infty}). \tag{5.11}
\]

Substituting into \((5.10)\) yields
\[
\tilde{F}(\omega)(\omega - \omega_{\infty}) = -G_1(\omega) \left( \frac{\lambda_{E,2}}{\lambda_{E,1}} \right)^{|N_1|} \left( \frac{\lambda_{E,1}}{\lambda_{E,2}} \right)^{N_2} - G_2(\omega) \left( \frac{\lambda_{E,1}}{\lambda_{E,2}} \right)^{|N_1|} - G_3(\omega) \left( \frac{\lambda_{E,1}}{\lambda_{E,2}} \right)^{N_2} .
\tag{5.12}
\]

Now a direct calculation leads to
\[
F'(\omega_{\infty}) = \det[V_{E_{\infty},1}^{(1)}, \Psi(N_1)] \cdot \frac{d}{d\omega} \left( \det[V_{E_{\infty},1}^{(2)}, V_{E_{\infty},2}^{(1)}] \cdot \left( \lambda_{E_{\infty},2}^{(2)} - \psi_{E_{\infty},1}^{(2)}(1) - i\omega \psi_{E_{\infty},2}^{(2)}(1) \right) \right). \\
\text{Noting that } V_{E_{\infty},1}^{(2)} = sV_{E_{\infty},2}^{(1)} \text{ for some nonzero constant } s, \text{ we obtain}
\]
\[
\frac{d}{d\omega} \left( \det[V_{E_{\infty},1}^{(2)}, V_{E_{\infty},2}^{(1)}] \right) = \det \left[ \frac{dV_{E_{\infty},1}^{(2)}}{d\omega}, V_{E_{\infty},2}^{(1)} \right] + \det \left[ V_{E_{\infty},1}^{(2)}, \frac{dV_{E_{\infty},1}^{(2)}}{d\omega} \right] \\
= \frac{1}{s} \det \left[ \frac{dV_{E_{\infty},1}^{(2)}}{d\omega}, V_{E_{\infty},2}^{(1)} \right] + s \det \left[ V_{E_{\infty},1}^{(2)}, \frac{dV_{E_{\infty},1}^{(2)}}{d\omega} \right] .
\]

From Lemma \(5.2\) we deduce that there exists a constant \(\gamma > 0\) such that \(\left| \tilde{F}(\omega) \right| \geq \gamma \) in the neighborhood of \(\omega_{\infty}\). Consequently, we obtain
\[
|\omega - \omega_{\infty}| \lesssim \max \left\{ \left( \frac{\lambda_{E,1}}{\lambda_{E,2}} \right)^{|N_1|}, \left( \frac{\lambda_{E,2}}{\lambda_{E,1}} \right)^{N_2} \right\} \lesssim e^{-\alpha(\omega)N}, \quad N = \min\{|N_1|, N_2|, \text{ where the last inequality above follows from the fact that } \frac{|\lambda_{E,1}^{(2)}|}{|\lambda_{E,1}^{(1)}|} < 1 \text{ for } E \text{ in the neighborhood of } E_{\infty}.
\]

If one rewrites the condition \((5.12)\) as \(\omega = T(\omega)\), then using the inequality \(\frac{|\lambda_{E,1}^{(2)}|}{|\lambda_{E,1}^{(1)}|} < 1\) again, it can be shown that \(T\) is a contraction map in the neighborhood of \(\omega_{\infty}\). Hence the existence of the resonance follows.

We illustrate the exponential decay of the distance \(|\omega - \omega_{\infty}|\) by considering a layered period structure. The structure on the left consists of two layers in each period, with a
thickness of $\ell_a^{(1)} = 0.42$ and $\ell_b^{(1)} = 0.58$ respectively. The permittivity values of the two layers are $\varepsilon_a^{(1)} = 3.8$ and $\varepsilon_b^{(1)} = 1$, and the permeability values are $\mu_a^{(1)} = \mu_b^{(1)} = 1$. The structure on the right also consists of two layers in each period, with the physical parameters in each period given by $\ell_a^{(2)} = 0.38$, $\ell_b^{(2)} = 0.62$, $\varepsilon_a^{(2)} = 4.2$, $\varepsilon_b^{(2)} = 1$, and $\mu_a^{(2)} = \mu_b^{(2)} = 1$. When $|N_1| = N_2 = \infty$, the structure attains an interface mode at the frequency $\omega_\infty = 15.6765$. Table 1 shows the value $\omega - \omega_\infty$ and $|\omega - \omega_\infty|$ when $|N_1| = N_2 = 2, 4, 8, 16$. It is observed that the distance $|\omega - \omega_\infty|$ decays exponentially with respect to the number of period $N$.

Now considering the scattering problem (5.1) with the incident wave $\psi^{inc} = e^{i\omega x}$. The transmission $|t|$ exhibits peaks at resonant frequencies. As shown in Figure 1 when $N$ increases, the resonant peaks become sharper as the imaginary part of the resonance decreases.

| $N$ | 2  | 4  | 8  | 16 |
|-----|----|----|----|----|
| Re$(\omega - \omega_\infty)$ | -0.0132 | -0.0065 | -0.0016 | -5.81 × 10$^{-5}$ |
| Im$(\omega - \omega_\infty)$ | 0.2241 | 0.0671 | 0.0104 | -4.08 × 10$^{-4}$ |
| $|\omega - \omega_\infty|$ | 0.2245 | 0.0674 | 0.0105 | 4.12 × 10$^{-4}$ |

Table 1: Resonances for finite structures with different number of period.

Figure 1: Transmission value $|t|$ near the resonant frequency for $|N_1| = N_2 = 2, 4, 8, 16$. The infinite structure attains an interface mode at the frequency $\omega_\infty = 15.6765$. 

43
References

[1] M. Ablowitz and Y. Zhu, *Nonlinear waves in shallow honeycomb lattices*, SIAM J. Appl. Math., 72 (2012), 240-260.

[2] L. Ahlfors, *Complex Analysis (2nd ed.)*, McGraw-Hill, 1953.

[3] H. Ammari, B. Davies, E. Hiltunen, and S. Yu, *Topologically protected edge modes in one-dimensional chains of subwavelength resonators*, J. Math. Pure. Appl., 144 (2020), 17-49.

[4] H. Ammari, E. Hiltunen, and S. Yu, *A high-frequency homogenization approach near the Dirac points in bubbly honeycomb crystals*, Arch. Ration. Mech. An., 238 (2020), 1559-1583.

[5] H. Ammari, B. Davies, E. Hiltunen, *Robust edge modes in dislocated systems of subwavelength resonators*, arXiv:2001.10455.

[6] H. Ammari, B. Fitzpatrick, H. Kang, M. Ruiz, S. Yu, and H. Zhang, *Mathematical and Computational Methods in Photonics and Phononics*, Mathematical Surveys and Monographs, Vol. 235, American Mathematical Society, Providence, 2018.

[7] G. Bal, *Topological protection of perturbed edge states*, arXiv preprint arXiv:1709.00605 (2017).

[8] G. Bal, *Continuous bulk and interface description of topological insulators*, J. Math. Phys., 60 (2019):081506.

[9] B. A. Bernevig and T. L. Hughes, *Topological Insulators and Topological Superconductors*, Princeton University Press, 2013.

[10] B. Brown, M. Eastham, and K. Schmidt, *Periodic Differential Operators*, Vol. 228, Springer Science & Business Media, 2012.

[11] A. Drouot, *Microlocal analysis of the bulk-edge correspondence*, Commun. Math. Phys., (2020), 1-44.

[12] A. Drouot, *The bulk-edge correspondence for continuous dislocated systems*, arXiv, 1810.10603, 2018.

[13] A. Drouot, *The bulk-edge correspondence for continuous honeycomb lattices*, Communications in PDEs 44 (2019), no 12, 1406–1430.

[14] A. Drouot, C. Fefferman and M. Weinstein *Defect Modes for Dislocated Periodic Media*, Comm. Math. Phys., 377 (2020), 1637–1680.

[15] A. Elgart, G. M. Graf and J. H. Schenker, *Equality of the bulk and edge Hall conductances in a mobility gap*, Comm. Math. Phys. 259 (2005), 185–221.
[16] P. Elbau and G. Graf, *Equality of bulk and edge Hall conductance revisited*, Commun. Math. Phy. 229 (2002), 415-432.

[17] C. Fefferman and M. Weinstein, *Honeycomb lattice potentials and Dirac points*, J. Amer. Math. Soc., 25, (2012), 1169-1220.

[18] C. Fefferman and M. Weinstein, *Wave packets in honeycomb structures and two-dimensional Dirac equations*, Comm. Math. Phys., 326 (2014), 251-286.

[19] C. Fefferman, J. Thorp, and M. Weinstein, *Edge states in honeycomb structures*, Annals of PDE, 2 (2016):12.

[20] C. Fefferman, J. Lee-Thorp, and M. Weinstein, *Topologically protected states in one-dimensional systems*, 247, American Mathematical Society, 2017.

[21] F. Haldane and S. Raghu, *Possible realization of directional optical waveguides in photonic crystals with broken time-reversal symmetry*, Phys. Rev. Lett. 100 (2008), no. 1, 013904.

[22] Y. Hatsugai, *Chern number and edge states in the integer quantum Hall effect*, Phys. Rev. Lett., 71 (1993): 3697.

[23] M. Hasan and C. Kane *Colloquium: topological insulators*, Rev. Mod. Phys., 82 (2010): 3045.

[24] J. Kellendonk and H. Schulz-Baldes, *Quantization of edge currents for continuous magnetic operators*, J. Funct. Anal., 209 (2004), 388-413.

[25] A. Khanikaev, S. Mousavi, W. Tse, M. Kargarian, A. MacDonald, and G. Shvets, *Photonic topological insulators*, Nature materials, 12 (2013), 233-239.

[26] P. Kuchment, *Floquet theory for partial differential equations*, 60, Birkhäuser, 2012.

[27] P. Kuchment and O. Post, *On the spectra of carbon nano-structures*, Comm.Math. Phys., 275 (2007), 805–826.

[28] J. Lee-Thorp, M. Weinstein, and Y. Zhu, *Elliptic operators with honeycomb symmetry: Dirac points, edge states and applications to photonic graphene*, Arch. Rat. Mech. Anal., 232 (2019), 1-63.

[29] J. Lin and F. Santosa, *Resonances of a finite one-dimensional photonic crystal with a defect*, SIAM J. Appl. Math., 73 (2013), 1002-1019.

[30] L. Lu, J. Joannopoulos, and Marin Soljačić, *Topological photonics*, Nature photonics, 8 (2014), 821-829.

[31] T. Ozawa, et al. *Topological photonics*, Rev. Mod. Phys., 91 (2019): 015006.

[32] S. Raghu and F. D. M. Haldane, *Analogs of quantum-Hall-effect edge states in photonic crystals*, Phys. Rev. A, 78 (2008), 033834.
[33] M. Rechtsman, et al, *Photonic Floquet topological insulators*, Nature **496** (2013), 196-200.

[34] M. Reed, and B. Simon, *Methods of Modern Mathematical Physics IV: Analysis of Operators*, Elsevier (Singapore) Pte Ltd., 2003.

[35] J. Shapiro, *The bulk-edge correspondence in three simple cases*, arXiv:1710.10649.

[36] A. Taarabt, *Equality of bulk and edge Hall conductances for continuous magnetic random Schrödinger operators*, arXiv:1403.7767.

[37] D. Vanderbilt, *Berry Phases in Electronic Structure Theory: Electric Polarization, Orbital Magnetization and Topological Insulators*, Cambridge University Press, 2018.

[38] J. Weidmann, *Spectral theory of ordinary differential operators*, Lecture notes in Mathematics volum 1258, Springer-Verlag, 1987.

[39] M. Xiao, Z. Q. Zhang, and C. T. Chan, *Surface impedance and bulk band geometric phases in one-dimensional systems*, Phy. Rev. X, **4.2** (2014), 021017.

[40] J. Zak, *Berry’s phase for energy bands in solids*, Phys. Rev. Lett., **62** (1989), 2747.