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Abstract

This work introduces a new perspective for physical media sharing in multiuser communication by jointly considering (i) the meaning of the transmitted message and (ii) its function at the end user. Specifically, we have defined a scenario where multiple users (sensors) are continuously transmitting their own states concerning a predetermined event. On the receiver side there is an alarm monitoring system, whose function is to decide whether such a predetermined event has happened in a certain time period and, if yes, in which user. The media access control protocol proposed constitutes an alternative approach to the conventional physical layer methods, because the receiver does not decode the received waveform directly; rather, the relative position of the absence or presence of energy within a multidimensional resource space carries the (semantic) information. The protocol introduced here provides high efficiency in multiuser networks that operate with event-triggered sampling by enabling a constructive reconstruction of transmission collisions. We have demonstrated that the proposed method leads to a better event transmission efficiency than conventional methods like TDMA and slotted ALOHA. Remarkably, the proposed method achieves 100% efficiency and 0% error probability in almost all the studied cases, while consistently outperforming TDMA and slotted ALOHA.
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I. INTRODUCTION

For many years, Wireless Sensor Networks (WSNs) have been considered building blocks of new applications, e.g., in cities and industrial plants [1]. Such cases require data networks that could run context-aware monitoring of different processes related to the infrastructure where many sensors are spread over a relatively small area, periodically reporting their readings to a central node. In this context, transmissions can be multimedia bursts, such as on-demand video streams, periodic samples of a signal, and flags for specific events [2].

Under the umbrella of WSNs, a distinct class of sensor nodes that operate by event-driven (or event-triggered) data acquisition has emerged in recent years [3]. With the goal of reducing the amount of data acquired and transmitted by sensor nodes, the event-driven approach—when properly designed—provides an efficient way to acquire continuously sensed data [4]. In contrast to traditional periodic sampling techniques, the event-driven approach corresponds to nonperiodic sampling. Roughly speaking, event-driven data acquisition is based on the fact that the event-sampled signal can be properly reconstructed (in terms of specific error functions) as long as one is aware of the occurrence of a specific event. Such a method is interesting in cases where the signal to be sampled is more impulsive and such sudden changes are important, or when atypical or unexpected behavior of a given signal needs to be identified. For example, an event could be an overtemperature measured by a particular sensor or electricity metering.

Similarly to event-based signal processing, event-driven communication has potential advantages like reducing the number of unnecessary transmissions by sensors, focusing only on events that are more informative [5]–[7]. A crucial issue for such nonperiodic transmissions relates to the synchronization of transmissions and packet identification. In this regard, the literature presents some techniques to perform this synchronization. For example, the IEEE 802.11 [8] standard defines a known binary sequence sent before data transmission to synchronize the transmitter and the receiver. This synchronization solution imposes an extension on the transmitted packet, and, therefore, it may lead to an overly large header. For instance, given an 8-bit accuracy in the sensor reading, the synchronization message used by IEEE 802.11 [8] would be eight times the payload size. Another solution is to establish precisely synchronized clocks in the receiver and the transmitter. In this way, the receiver can experience the exact start and end
of the bit. This solution is widely adopted in systems based on orthogonal frequency-division multiplexing (OFDM) \cite{9}. The physical layer solution to be proposed here resembles a temporal synchronization OFDM model.

Another fundamental issue for multiuser networks is physical media sharing. Specifically, we are interested in the communication from a potentially large number of sensors to a central node (gateway) forming a many-to-one topology where multiple users share the same physical medium to transmit to the gateway. To solve this issue, a wide range of Media Access Control (MAC) protocols has been proposed as a way to deal with possible collisions by controlling which nodes can access the network shared resources, and/or allowing for retransmissions \cite{10}, \cite{11}.

The simplest solution is to use random access protocols like ALOHA, where nodes transmit whenever they have a packet. The downside is that the network performance in terms of throughput is maximized with a relatively high number of collisions. As expected, whenever a collision happens, the network resources, including energy, are wasted (although the network performance is optimized). To mitigate this issue, some MAC protocols have been designed to establish collision-free communication, which can only be achieved through overheads, centralized resource allocation, and/or contention-based protocols. Those issues are well-known in the literature as presented in \cite{10}.

Some new concepts and related technologies have emerged over the last few years, specially in upper-layer network control as, for example, named-data networks \cite{12}, semantic-plane protocols \cite{13}, zero-touch networks \cite{14}, and software-defined networks \cite{15}. Grant-free access in cellular networks focusing on machine-type communication has also been studied in \cite{16}, \cite{17}. In this context, a very recent and promising approach is semantics-empowered communication, whose ambitious aim is to change the widespread “agnostic” paradigm of communication engineering to allow a timely generation and provision of information to the correct processing point \cite{18}. In this approach, the data are quantitatively measured in terms of their importance, and the reading and transmission of data are then regulated by this metric. The results demonstrated a significant reduction in the traffic load among other improvements\footnote{There are a few other recent papers on semantic, or goal-oriented, communication which are not yet published, e.g., \cite{19}–\cite{21}; while we are aware of them, as will become clear later on, our approach differs significantly from them.}.

Despite the unquestionable importance of the above-mentioned approaches, they diverge con-
siderably from the concept to be proposed here. In fact, our objective is to propose a radical change in the established way of designing wireless communication systems by incorporating both the semantics and function of data to be transmitted, in some sense modifying the well-accepted layered network models. We consider our approach disruptive for two main reasons: (i) collisions during transmission do not make the transfer of information unfeasible; and (ii) the proposed approach takes advantage of semantic-functional knowledge about the data to design the physical layer. In other words, we study a communication system where events with semantic value are defined, which will be transmitted to another point where this information will be used to perform a specific task. In this sense, the acquired data have a meaning and a function.

Next, we summarize our main contributions:

- We propose a semantic-functional communication (SFC) system for sensor networks using predefined events to be employed in alarm detection.
- For the proposed SFC system, we establish a new way of dealing with collisions by constructing random maps.
- New expressions of performance analysis (error probability and transmission efficiency) are derived for the proposed SFC, Time-Division Multiple Access (TDMA), and slotted ALOHA following the proposed model.
- We demonstrate by numerical results that the proposed SFC outperforms slotted ALOHA- and TDMA-based systems in all studied scenarios.
- We show that the proposed solution achieves a transmission efficiency of 100% and an average link error probability of 0% in most of the studied cases, which indicates its extremely effective capability of allocating time and frequency resources.

The remainder of the paper is organized as follows: Section II introduces the scenario to be studied compared with other existing solutions. The network topology and the proposed physical layer are presented in detail in Section III. Section IV describes how to construct maps to transmit events related to different sensors, also showing how TDMA and slotted ALOHA systems can be designed for comparison purposes. The performance analysis and numerical results are provided in Section V and Section VI respectively. Section VII concludes the paper.

II. PRELIMINARIES

This section introduces the scenario to be studied in order to explain the proposed solution designed for semantic-functional and event-triggered communication systems. Our aim here is
Fig. 1. Block diagram of the main components of the system.

to clarify the novelty and benefits of such a solution compared with established modulation and random access control methods.

A. Event-Triggered Sampling and Communication

The first step is to present a schematic of the proposed event-triggered sampling and communication with the essential elements of the model as illustrated in Fig. 1. From left to right in the figure, we have: (i) different signals obtained from the monitored physical processes (e.g., the temperature in different positions of an industrial plant); (ii) the sensor nodes composed of data acquisition and transmission stages; (iii) a multiuser communication channel; and (iv) the sink node that needs to recover the transmitted information. It is worth noting that in the proposed scenario, the goal of the sink is not to faithfully recover the monitored physical signals, but rather to flag whether a predetermined event at a given sensor has happened. Fig. 2 depicts the aforementioned situation, where the event related to a signal is a “threshold crossing with positive derivative.” Let us illustrate this by assuming that the physical signal refers to the temperature in a given room. The sensor monitors the signal and only acquires the data if the temperature rises above a given threshold. When it does, this information needs to be transmitted to the sink node through a given communication channel, which is also available to the other users. The sink node needs to indicate if the event, i.e., the threshold crossing, has happened in that specific
node. This can be formalized as follows. Let the \textit{trigger function} $S : \mathbb{R} \rightarrow \{0, 1\}$ be defined as

$$
S_E(t) = \begin{cases} 
0, & \text{if the signal } E < \text{threshold} \\
1, & \text{otherwise}
\end{cases},
$$

(1)

where $E$ refers to the physical process monitored by one of the $N$ sensors.

Defining a time interval $T_n = [(n - 1)\tau, n\tau)$, where $n \in \mathbb{N}$ and $\tau \in \mathbb{R}^+$, we can then define the \textit{event function} $\theta_E(t)$ with $\theta : \mathbb{R} \rightarrow \{0, 1\}$ indicating whether an event occurred during $T_n$ on the signal $E$ as

$$
\theta_E(t) = \begin{cases} 
1, & \exists x, y \in T_{\lfloor t/\tau \rfloor}, x < y \\
\quad \text{such that } S_E(x) < S_E(y) \\
0, & \text{otherwise}
\end{cases},
$$

(2)

in which $\lfloor \cdot \rfloor$ rounds to the largest integer less than or equal to the argument. At the sink, the event function $\theta_E(t)$ is estimated by $\hat{\theta}_E(t)$. Hereafter, we refer to an event (i.e., $\theta_E(t) = 1$) occurring on the signal $E$ by event $E$ in order to simplify the notation.

This communication strategy is suitable for rare events like alarms (e.g., the temperature has crossed the safety threshold). In this case, the threshold defines the event that must have a meaning in relation to the physical process being processed. At the sink, the knowledge of the
occurrence of the event communicated by a specific node must be functional in relation to its meaning; in this case, trigger an alarm for the specific room where the temperature is being monitored by that sensor. Following the terminology of WSNs, the sink node acts as a fusion center, which is capable of concentrating the readings of several sensor nodes [1].

**Remark:** This scheme is constructed assuming that the information to be transmitted has a well-defined meaning (temperature and safety of the room) that will have a functional role (as part of the alarm system). For this reason, we call this *semantic-functional communication*.

Note also that alarm monitoring is a primary issue in some environments like chemical manufacturing, oil refineries, petrochemical facilities, and power plants, and different communication strategies have been reported in the literature [22], [23]. Our aim here is to build an effective way to communicate events with a low error probability, while efficiently using the communication network resources. Before going into the details of the proposed solution, we now point out the key differences with other medium access control (MAC) techniques that could perform this task.

**B. Comparison with Different MAC Protocols**

The scenario described above can be deployed using standard MAC protocols, either random access or channel partitioning. The random type refers to protocols that attempt to minimize collisions through random decisions (e.g., ALOHA). Channel partitioning protocols centrally share the available resources (e.g., time or frequency), which can be done dynamically or statically (e.g., variations of TDMA). The class of random MAC protocols have the advantage of having a low complexity of control over the nodes, but it either has a poor performance in terms of packet collision or should be complemented with error detection and retransmission schemes. Static channel partitioning protocols split the shared resources to guarantee the reliability of the package delivery reliability while using a relatively small control traffic. Dynamic channel partitioning protocols require relatively large control traffic compared with the message size considered in the proposed scenario (this last option will not be considered here). In summary, we will focus on a comparison between the proposed SFC system, slotted ALOHA, and TDMA.

In TDMA, all sensor nodes are synchronized, and thus, fixed and equal portions of time are allocated to each sensor node. In this way, a sensor node uses its predefined time slot to communicate an alarm to the sink node, which avoids collisions. In this hypothetical scenario, only a small amount of control traffic is used in order to keep the nodes synchronized. Further,
the message could be exempt from a header because each sensor can be identified by the time slot used. In addition, the maximum latency would be the TDMA frame length with assured delivery and reproduction of the event function \( \theta_E(t) \) on the sink node side.

Slotted ALOHA can also be easily applied to our scenario, considering that each sensor node has a unique identity to be transmitted to the sink node together with the message. ALOHA does not require synchronization, although slotted ALOHA improves the communication success.

In the following section, we will describe the proposed solution, aiming to overcome the drawbacks of both channel partitioning and random protocols, represented by TDMA and slotted ALOHA, respectively. As will become clear throughout this paper, the proposed physical layer encompasses aspects of modulation, encoding, and MAC in a single layer. In this sense, the proposed design is not an improved version of any existing MAC protocol or modulation technique. The idea we present next is rather to establish a truly SFC system based on event-triggered sampling for alarm messages.

### III. PROPOSED SEMANTIC-FUNCTIONAL COMMUNICATION SYSTEM FOR ALARM MESSAGES

In this section, we will describe the proposed solution to transmit alarms, following Fig. 1. Specifically, the network topology and the proposed physical layer will be presented, together with the semantic way to code and decode the transmitted alarm message.

#### A. Framed Structure of Network Resources

The proposed approach assumes a framed structure of the network resources. Let \( S \) be a set of \( N \) code words associated with each sensor node illustrated in Fig. 1, and thus, the most compact way to represent them is by \( k = \lceil \log_2 N \rceil \) bits, where \( \lceil \cdot \rceil \) rounds to the smallest integer larger than or equal to the argument. Within our context, each event \( E \) is defined by a unique set of \( k \) bits, i.e., by a code word. Let \( R \) be the number of subsets of the shared resource. For example, if the shared resource is the frequency spectrum with a bandwidth \( W \), we would have \( R \) subcarriers of width \( W/R \) Hz each.

Fig. 3 illustrates the proposed structure for the radio frame. We map each code word using only one energy slot per subsymbol; therefore, the receiver must evaluate \( k \) subsymbols to make a decision (more details will be provided later in this section). In addition, the receiver must regard any ensemble of \( k \) successive subsymbols as one radio symbol. For instance, the next radio
symbol with respect to Fig. 3 is composed of subsymbols #2, #3, ..., #k + 1. A subsymbol, in turn, is built out of a set of R energy slots. This is the basic structure of our communication system, which, to the best of our knowledge, is novel and different from existing systems.

As mentioned above, the energy slot is the basic element of our proposed approach. The energy slot represents an interval at which the receiver must estimate the signal energy. The receiver does not demodulate the energy slot, because it does not actually carry information as a modulated signal. The goal of the receiver is to determine whether or not there is a signal in an energy slot by estimating its energy. Accordingly, it is not required to synchronize the phase of the local carrier at the receiver.

Although the lack of synchronization and allocation control can reduce the energy required to send a code word, because of the preamble and control messages not being used, it may nevertheless require that the receiver constantly observes the channel. Consequently, the receiver has the uninterrupted task of detecting a transmitted pulse or inferring that the medium was idle during the duration of an energy slot. On the other hand, the sensor nodes can instantly send the information when they detect an event.
B. Transmission of a Given Event

Consider a network composed of \( N \) sensor nodes that uninterruptedly monitor continuous signals, each of them associated with a unique code word. The purpose of sensor nodes is to recognize whether a given predetermined event \( E \) has happened in order to feed this information to an alarm system centrally controlled at the sink. As discussed in Sec. II, we consider a multiuser scenario where sensor nodes share the same communication resources, as defined in the previous subsection, to transmit whether the event associated with the corresponding measurements has happened.

Without loss of generality, we assume frames that are divided only in the time domain. Let us define a discrete version of the event function \( \theta_E(t) \) as \( \theta_E[n] = \theta_E(n\tau) \) with \( \theta : \mathbb{N} \rightarrow \{0, 1\} \). Note that the sink node can easily build \( \theta_E(t) \) from \( \theta_E[n] \). By setting the parameter \( \tau \in \mathbb{R}^+ \) as the duration of a subsymbol, we can then create the following event transmission rule: if \( \theta_E[n] = 1 \) (i.e., an alarm is detected), then the sensor node starts transmitting \( k \) subsymbols in sequence starting at a discrete time \( n \). This is illustrated in Fig. 4 where the state diagram of the sensor node is presented.

In order to illustrate how the sensor node manages event transmission, let \( Y_n \) be a \( k \times R \) matrix representing the radio symbol at a discrete time \( n \) (i.e., the radio symbol whose first subsymbol is in \( T_n \)) with the element \( y_{i,j} \in \{0, 1, \ldots, N\} \) in the \( i \)th row and the \( j \)th column representing the energy inside the energy slot \( j \) of the subsymbol \( i+n \). Further, let \( C_E \) be a \( k \times R \) matrix with the element \( c_{i,j} \in \{0, 1\} \) in the \( i \)th row and the \( j \)th column. The matrix \( C_E \) then represents the binary mapping of the event \( E \) into \( k \) subsymbols (more details will be provided later in Section IV). To simplify the notation, we henceforth refer to the binary transmission mapping matrix of the event \( E \), i.e., \( C_E \), by the transmission map \( E \). For simplicity, we assume that only two events occur in a discrete time \( n \). Furthermore, we assume that the transmission map for one of these events is given by the matrix \( C_1 \) and for the other event given by the matrix \( C_2 \). Therefore, the \( n \)th radio symbol is given by \( Y_n = C_1 + C_2 \). In other words, the sensor node, which monitors the signal \( E \), adds energy (i.e., it transmits an unmodulated carrier for the duration of an energy slot) to the respective energy slots of the \( n \)th radio symbol in accordance with the values of \( c_{i,j} \). Note that the sensor does not need any knowledge of the channel status to transmit.
C. Reception of a Given Event

On the reception side, the sink node needs to correctly identify the occurrence of a predetermined event related to the specific node that transmits it. The recovery of this semantic information is straightforward in our approach, as it does not require any demodulation or data processing (recall that the transmitted message is neither modulated as a waveform nor composed of higher layer overheads). In this case, if the function of the sink is to operate an alarm system based on the occurrence of predetermined events, then all relevant information for that function can be recovered simply by receiving or not a code word. Note that even when no sensor transmits, the sink continues to acquire information about the physical processes, because it can correctly identify if the channel is idle; in other words, silence in the channel is informative in its own right, and the proposed semantic-functional approach makes use of this fact.

The sink node, in turn, must constantly monitor the channel and create a log of the received subsymbols, and then search for valid transmission maps. The process of identifying an event is as follows. Let $H_n$ be a $k \times R$ matrix containing the last $k$ subsymbols received (i.e., one radio symbol) at a discrete time $n \geq k$ with the element $h_{i,j} \in \{0,1,\ldots,N\}$ in the $i$th row and the $j$th column representing the estimated energy slot (“1” for used, “0” otherwise) $j$ within the received subsymbol $i-k+n$. In order to find out if the transmission map $E$ was transmitted at a discrete time $n$, the sink must first perform a point-by-point multiplication between $C_E$ and $H_n$ and then count how many non-null elements the resulting matrix has. If the counting result
is $k$, the sink decides in favor of the event $E$, otherwise not.

The challenge is now to construct a method to generate transmission maps that can uniquely map the event related to a given sensor, which can then be decoded at the sink in the presence of multiple users. In the next section, we will describe the proposed random map in relation to conventional mappings based on the MAC protocols we discussed above.

**IV. MAPPING SENSOR-DEFINED EVENTS INTO TRANSMISSION MAPS**

This section presents how to map the predetermined events corresponding to sensor observations into transmission maps defined by the sequence of energy slots that define subsymbols. After introducing the proposed method based on a random map, we will indicate how the scheme defined in the previous section can be deployed using conventional modulation and media access control protocols.

**A. Random Map**

Let us assume that the total number of possible transmission maps is given by $R^k$, of which $N$ transmission maps are used to map all possible events. Let $T$ and $E$ be the number of transmitted transmission maps and the number of erroneously received transmission maps for a radio symbol, respectively. Now, suppose a radio symbol contains $F$ transmission maps that do not map any event. Hence, there are $F$ transmission maps that carry no semantic information, and thus, are ignored by the sink during the reception process because they do not belong to the set of valid code words that map events.

Note that we have $F + T + E = Q$ transmission maps for each radio symbol. Thereby, assuming that the $R^k$ possible transmission maps are equiprobable, the probability that $E$ transmission maps are incorrectly received given $Q$ can be computed as

$$P[E|Q,T] = \frac{(Q-T)}{E} \binom{R^k-Q}{N-T-E} \binom{R^k-T}{N-T}$$

for $T \leq N \leq R^k$ and $T + E \leq Q \leq R^k$.

Equation (3) can be understood as the probability of obtaining $E$ favorable outcomes in an experiment where $F + E$ numbers are chosen from a set of $R^k - T$ options, and a random draw without replacement and ordering of $N - T$ numbers is performed. Note that in the proposed approach there are always exactly $T$ transmission maps (correctly) transmitted, and thus, the
number $R^k$ of elements in the sampling space of incorrectly received transmission maps needs to be reduced to $R^k - T$. It is worth mentioning that (3) refers to a hypergeometric distribution.

We can now present an interesting fact about the proposed solution.

**Lemma 1.** The error probability $P_e(Q, T) \triangleq 1 - P[E = 0|Q, T]$ can be lower and upper bounded by

$$1 - \left(1 - \frac{N - T}{R^k + 1}\right)^Q \frac{\binom{R^k}{N-T}}{\binom{R^k-T}{N-T}} \leq P_e(Q, T)$$

and

$$P_e(Q, T) \leq 1 - \left(1 - \frac{N - T}{R^k - Q + 1}\right)^Q \frac{\binom{R^k}{N-T}}{\binom{R^k-T}{N-T}}.$$  

**Proof.** We start with the probability that the system has at least one error, which can be computed as $1 - P[E = 0|Q, T]$. Then, we can rewrite (3) as $P[E = 0|Q, T] = P_e(Q, T) = \alpha(Q) p_e(Q - 1, T) \quad \forall Q \geq 1$ with $p_e(0, T) \triangleq \lim_{Q \to 0} P[E = 0|Q, T]$ where, after some mathematical manipulation, we have

$$\alpha(Q) = \frac{p_e(Q, T)}{p_e(Q - 1, T)} = 1 - \frac{N - T}{R^k - Q + 1}. \quad (4)$$

Hence, the error probability as a function of the variables $Q$ and $T$ is written as

$$P_e(Q, T) = 1 - \left(\frac{R^k}{(R^k-T)^{N-T}}\right)^Q \prod_{i=1}^{Q} \alpha(i). \quad (5)$$

We can postulate that

$$1 - \frac{N - T}{R^k - Q + 1} \leq \alpha(i) \leq 1 - \frac{N - T}{R^k + 1}$$

for all $i \in \{1, 2 \ldots, Q\}$, because

$$1 - \frac{N - T}{R^k + 1 - i} \geq 1 - \frac{N - T}{R^k - Q + 1}$$

and

$$0 \leq (N - T)(Q - i)$$

and

$$1 - \frac{N - T}{R^k + 1 - i} \leq 1 - \frac{N - T}{R^k + 1}$$

and

$$0 \leq i(N - T).$$
Therefore, we have
\[
\left(1 - \frac{N - T}{R^k - Q + 1}\right)^Q \leq \prod_{i=1}^{Q} \alpha(i) \leq \left(1 - \frac{N - T}{R^k + 1}\right)^Q
\]

Thus far, we have only studied the overall error probability, which is evaluated in terms of the vector \( \hat{\Theta} = (\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_N) \). In this case, all \( N \) sensors are considered, i.e., the error probability quantifies the overall reliability of the system. In other words, the error probability quantifies how accurate the estimation \( \hat{\Theta} \) is. Thereby, we can understand how prone to error our communication system is.

On the other hand, it is important to evaluate how accurate the estimation of a specific event function related to one given sensor is. In this case, we now focus our analysis on the error probability related to \( \hat{\theta}_E \) for an arbitrary sensor node.

At this point, we can state the error probability of a single event.

**Lemma 2.** The error probability for a single event function is given by
\[
P_{\hat{\theta}_E}^E(Q, T) = \frac{Q - T}{R^k - T} P[\theta_E = 0]. \tag{6}
\]

**Proof.** The error probability related to \( \hat{\theta}_E \) for an arbitrary sensor node can be written as
\[
P_{\hat{\theta}_E}^E = P[\hat{\theta}_E = 1 | \theta_E = 0] P[\theta_E = 0] + P[\hat{\theta}_E = 0 | \theta_E = 1] P[\theta_E = 1]. \tag{7}
\]

We have \( P[\hat{\theta}_E = 0 | \theta_E = 1] = 0 \) for our semantic-functional communication system, and \( P[\hat{\theta}_E = 1 | \theta_E = 0] \) can be evaluated by (3) with \( N = T + 1 \). In the case of a single event function, (3) can be interpreted by \( E \in \{0, 1\} \) favorable outcomes in an experiment where \( F + E \) numbers are chosen from a set of \( R^k - T \) options, and a random draw of only one number is performed. Substituting \( N = T + 1 \) into (3) and, after some mathematical manipulation, we find the error probability for a single event function given \( Q \) and \( T \) as
\[
P[E = 1 | Q, T] = P_{\hat{\theta}_E}^E(Q, T) = \frac{Q - T}{R^k - T} P[\theta_E = 0]. \tag{8}
\]
Lemma 3. The error probability for a single event function $P_{\hat{e}}(Q, T)$ can be lower and upper bounded by
\[
\frac{Q - T}{R^k - N} P[\theta_e = 0] \leq P_{\hat{e}}(Q, T) \leq \frac{Q - T}{R^k} P[\theta_e = 0].
\] (9)

Proof. Since $0 \leq T \leq N$, the limits are taken directly from Lemma 2. \qed

Corollary 1. Since $R^k \to \infty$, the bounds in Lemma 3 converge to the exact value of the error probability for a single event function $P_{\hat{e}}(Q, T)$.

Proof. Let
\[
\delta = \frac{Q - T}{R^k - N} P[\theta_e = 0] - \frac{Q - T}{R^k} P[\theta_e = 0] = \frac{N(Q - T)}{R^k(R^k - N)} P[\theta_e = 0]
\] (10)

be the difference between the bounds in Lemma 3, we have that
\[
\lim_{R^k \to \infty} \delta = 0.
\] (11) \qed

Note that, at this point, no explicit mapping is considered. One mapping option is to completely avoid transmission map combinations, somehow building orthogonal maps. For example, suppose you want to add a third sensor node to the network. In this case, in order to build orthogonal transmission maps, there would be $R^k - 2^k$ transmission maps available for the third sensor node ($2^k$ is the minimum number of possible combinations between two transmission maps) at best. If a fourth sensor node was added, there would be $R^k - 3^k$ transmission maps available for the fourth sensor node at best. Note how drastic this reduction is as new sensor nodes are added to the network. Furthermore, it is clear that we would have a limit of $R$ node sensors operating with orthogonal transmission maps. Therefore, orthogonal transmission maps would either imply an extremely large $R$ or a very low number of sensors $N$. The second option is to randomly select transmission maps, in which case transmission maps may overlap, and thus, all $R^k$ are feasible; if $R^k \gg T$, then the likelihood of transmission map combinations that lead to errors is very low. The third option is to build maps that try to avoid such overlaps but do not entirely forbid them. In this way, we would have a certain degree of freedom (or, equivalently, a prohibition degree) over the mapping. Going back to the previous example, the addition of the third sensor node in the network would lead to a reduction in the maximum number of sensor nodes smaller than $3^k$, as small as the adopted degree of freedom. In any case, if we consider $R^k$
fixed, any restrictive solution that reduces such sample space from where the transmission maps are drawn would lead to a poorer performance. Several rules can be adopted for the creation of transmission maps, but for simplicity, we adopt a random mapping.

The proposed random transmission map selection is presented in the following definition.

**Definition 1** (Random map). Let \( C_E \) be the binary matrix with the element \( c_{i,j} \in \{0, 1\} \) that denotes a transmission \( (c_{i,j} = 1) \) or not \( (c_{i,j} = 0) \) during the \( j \)th energy slot of the \( i \)th subsymbol, to be built as follows. For each row \( i \), only one element \( c_{i,j} \) is randomly set to 1. The choice of the element \( c_{i,j} \) set to 1 follows a uniform distribution. If one or more code words have the same matrix \( C_E \), one must repeat the mapping process for them until there is no repeated matrix \( C_E \).

**B. Conventional Mapping**

The main difference from the proposed mapping based on energy slots is that the proposed system has only two states: “0” and “1”. While modulations like binary phase-shift keying (BPSK) or even on-off keying (OOK) use a similar binary map, the receiver has an additional, preliminary state to detect: the channel idleness. In the case of traditional digital modulation, the sink needs to detect (i) if the channel is in the state “idle,” and, if not, (ii) what bit has been transmitted. The proposed random map assumes that the channel state “idle” and “0” are the same, building on an “informative silence.”

Regarding the MAC protocol for our comparison benchmark, we opted for the simplest channel partitioning that provides the same channel capacity, namely TDMA [24]. Note that Frequency-Division Multiple Access (FDMA) and Code-Division Multiple Access (CDMA) could also be employed, but we prefer TDMA because of its simplicity when presenting numerical results. We can implement it directly into our physical layer as follows. Let \( N_t \) be the number of sensor nodes. Since \( R = N_t \) and suitably adjusting the transmission powers, one obtains a classic TDMA (or FDMA) system. This channel partitioning MAC protocol requires an unnecessarily large resource volume for an alarm system scenario that uses event-triggered data transmission, as discussed in the previous sections.

In this case, one could expect that the occurrence of an alarm is uncommon, and thus, the sensor nodes will rarely occupy the resources allocated to them. Thereby, channel partitioning MAC protocols would lead to a system with high channel idle rates and overallocation of resources. One could argue in favor of channel partitioning MAC protocols with dynamic resource allocation.
In general terms, the available resources are allocated on-demand to the sensor nodes for these MAC protocols. Therefore, the sensor nodes must somehow request the use of the resource. The control load generated only in the resource request stage would be as costly as the direct sending of information about the event itself, because when requesting the allocation of transmission resources, the sensor node would indirectly be informing the sink about the event. In addition, the increase in latency is evident when adopting dynamic channel partitioning MAC protocols.

For comparison purposes, let us suppose that the number of available resources is insufficient for a network containing \( N_t \) sensor nodes to employ collision-free TDMA, i.e., we have \( R < N_t \). The division of \( R \) available resources for this case is carried out as follows. Let \( S \) be a set of \( N_t \) code words and \( S_i, i \in \{1, 2, \ldots, R\} \), be a subset of \( S \) such that \( S_i \cap S_j = \emptyset \forall j \neq i \). We assume also that the number of elements in each subset \( S_i \) is as close to \( N_t/R \) as possible. In order to send a code word from the set \( S_i \), the sensor node must transmit a BPSK symbol during the \( i \)th energy slot of each subsymbol. Note that a complete transmission of a code word requires \( k \) BPSK symbols and thus, \( k \) subsymbols.

In addition to TDMA, we also adopted slotted ALOHA for comparison. In this case, we assume that the slot has a duration of \( k\tau/R \) seconds, and the packets have a fixed size of \( k \) BPSK symbols, thereby maintaining the same power consumption and bandwidth admitted for TDMA and SFC.

V. PERFORMANCE ANALYSIS

Consider the scenario proposed in Fig. 1 assuming that the \( N \) physical processes are statistically independent and that each sensor node monitors exclusively one signal. We also assume that the time interval between the occurrence of the same alarm is an exponential variate of mean \( N\tau/\lambda \). Therefore, the total of observed events across all sensor nodes within an interval \( \tau_n \) follow a Poisson distribution of mean \( \lambda \). Let \( C_n = \sum_{\epsilon \in \Theta} \theta_{\epsilon}[n] \) be the sum of the number of alarm signals within the interval \( \tau_n \). Because the multiple occurrences of the same event within an interval \( \tau_{n-1} \) are signaled by \( \theta_{\epsilon}[n] = 1 \), \( C_n \) does not follow a Poisson distribution. However, because \( N/\lambda \gg 1 \), the probability that the time between the occurrence of two consecutive alarms for the same signal is smaller than \( \tau \) is negligible. Under this condition, we can say that \( C_n \sim \text{Poi}(\lambda) \), as we assume hereafter.

The total number of accesses to the \( n \)th subsymbol is given by \( A_n = \sum_{i=n-k+1}^{n} C_i \forall n \geq k \). It is easy to show that \( A_n \) is a Poisson variate of mean \( k\lambda \) because the random variables \( C_n \)
are independent and identically distributed. Note that $A_n$ and $A_{n+i}$, $i \in \{1, 2, \ldots, k-1\}$, are dependent random variables, and that $T = C_n$ for the $n$th radio symbol. Let us define the vector $\mathbf{A}_n = (A_n, A_{n+1}, \ldots, A_{n+k-1})$ containing the number of accesses to each subsymbol of the $n$th radio symbol. To evaluate the probability $P[A_n]$, we must first calculate the probability of $A_n$ given $C_n^* = (C_n, \ldots, C_{n-k+2})$. This conditional probability can be calculated as

$$P[A_n|C_n^*] = p_p(A_n - C_n, \lambda)p_p(A_{n+1} - C_n, \lambda) \prod_{i=n+2}^{n+k-1} p_p(A_i - A_{i-1} + C_{i-k}, \lambda),$$

(12)

where

$$p_p(a, b) = \frac{b^a \exp(-b)}{\Gamma(1 + a)}$$

(13)

is a Poisson probability mass function (pmf), $C_n = \sum_{i=n-k+2}^{n} C_i$, and $\Gamma(\cdot)$ is the Gamma function [25]. In order to maintain the mathematical rigor and, at the same time, have the freedom to adopt any values for $A_n$, $A_{n+1}$, and $C_{n-k+1}$, we opted to define $p_p(\cdot, \cdot)$ using the Gamma function in the denominator instead of the factorial. By taking an average over all possible values of $C_n^*$, the probability of $A_n$ is obtained as

$$P[A_n] = \sum_{C_n^*} P[A_n|C_n^*]P[C_n^*],$$

(14)

where

$$P[C_n^*] = \prod_{i=n-k+2}^{n} p_p(C_i, \lambda).$$

(15)

We will now deal with the probability of getting $U_n$ energy slots filled at the $n$th subsymbol given $A_n$. This probability can be assessed using the counting method. We have $R^A_n$ equiprobable outcomes for $A_n$ sensor nodes sharing a subsymbol. The number of ways to partition a set of $A_n$ objects into $U_n$ nonempty subsets is, by definition, the Stirling number of the second kind, denoted by $\{A_n\}_{U_n}$. There are also $R!/(R - U_n)!$ arrangements of the filled energy slots. Hence, the probability of having $U_n$ given $A_n$ filled energy slots is given by

$$P[U_n|A_n] = \frac{R!}{R^A_n(R - U_n)!} \{A_n\}_{U_n}.$$ 

(16)

Let us define the vector $\mathbf{U}_n = (U_n, U_{n+1}, \ldots, U_{n+k-1})$ containing the number of filled energy slots for each subsymbol of the $n$th radio symbol. The probability of $\mathbf{U}_n$ given $\mathbf{A}_n$ can be directly calculated by

$$P[\mathbf{U}_n|\mathbf{A}_n] = \prod_{i=0}^{k-1} P[U_{n+i}|A_{n+i}],$$

(17)
Besides, the probability of $U_n$ is given by

$$P[U_n] = \sum_{A_n} P[U_n|A_n]P[A_n].$$  \hspace{1cm} (18)

We are now ready to present the transmission error probabilities for the three different transmission approaches.

**Proposition 1** (Transmission error probability). The transmission error probabilities of SFC, slotted ALOHA (sALOHA), and TDMA are given by

$$P_{\hat{\Theta}}^{\text{SFC}} = \sum_{T;U_n} P_e \left( \prod_{i=0}^{k-1} U_{n+i}, T \right) P[U_n]p_p(T, \lambda),$$  \hspace{1cm} (19)

$$P_{\hat{\Theta}}^{\text{sALOHA}} = 1 - \left( \frac{k\lambda + R}{R} \right) \exp \left( -\frac{k\lambda}{R} \right),$$  \hspace{1cm} (20)

and

$$P_{\hat{\Theta}}^{\text{TDMA}} = 1 - \left[ \frac{\lambda}{R} \exp \left( -\frac{2k\lambda}{R} \right) + \exp \left( -\frac{\lambda}{R} \right) \right]^R.$$  \hspace{1cm} (21)

**Proof.** The SFC transmission error probability is trivially achieved by using (5) and noting that $Q = \prod_{i=0}^{k-1} U_{n+i}$.

The average error probability for slotted ALOHA, in our context, is directly given by the collision probability. In other words, it is the probability of having two or more sensor nodes transmitting in a slot. Accordingly, in mathematical terms we have

$$P_{\hat{\Theta}}^{\text{sALOHA}} = 1 - p_p(0, k\lambda/R) - p_p(1, k\lambda/R)$$

$$= 1 - \left( \frac{k\lambda + R}{R} \right) \exp \left( -\frac{k\lambda}{R} \right).$$  \hspace{1cm} (22)

Regarding the TDMA system defined in Sec. [IV-B], we consider here only an arbitrary subset $S_i$ of code words. Further, let random variables $E$ and $T$ represent the number of erroneously estimated code words and the number of transmitted code words, respectively, for that arbitrary subset $S_i$. In this way, we can write

$$P[E > 0] = \sum_T P[E > 0|T]P[T].$$  \hspace{1cm} (23)

Furthermore, some conclusions can be drawn: (i) there is no error if no sensor node transmits; (ii) given that a sensor node has transmitted, communication is only error-free if no further transmission is initiated within the period of $(2k - 1)\tau$ seconds (i.e., no collision); and (iii)
given that two or more sensor nodes transmitted simultaneously, we will always have errors. Transcribing these conclusions into mathematical terms, we have

(i) \[ P[E > 0 | T = 0] = 0, \]

(ii) \[ P[E > 0 | T = 1] = 1 - p_p(0, (2k - 1)\lambda/R), \] (24)

(iii) \[ P[E > 0 | T > 1] = 1. \]

The average error probability for TDMA is given by

\[ P_{TDMA}^\theta = 1 - (1 - P[E > 0])^R. \] (25)

Plugging (23) and (24) into (25) and after some mathematical manipulation, we have

\[ P_{TDMA}^\theta = 1 - \left[ \frac{\lambda}{R} \exp\left( -\frac{2k\lambda}{R} \right) + \exp\left( -\frac{\lambda}{R} \right) \right]^R. \] (26)

**Proposition 2** (Average error probability for a single event). The average error probability for a single event function can be lower and upper bounded by

\[
\sum_{i=1}^{2k} (-1)^{\alpha_i} \exp\left( \frac{\beta_i\lambda}{(-R)^{\alpha_i}} \right) - \frac{\lambda}{R^k} \leq P_{e}^\theta \exp\left( \frac{\lambda}{N} \right) \leq \frac{R^k \sum_{i=1}^{2k} (-1)^{\alpha_i} \exp\left( \frac{\beta_i\lambda}{(-R)^{\alpha_i}} \right) - \lambda}{R^k - N}. \] (27)

**Proof.** Using Lemma [3] we have

\[ \left( \frac{\mathbb{E}[Q] + T}{R^k - N} \right) \exp\left( -\frac{\lambda}{N} \right) \leq \mathbb{E}[P_{e}^\theta (Q, T)] \leq \left( \frac{\mathbb{E}[Q] + T}{R^k - N} \right) \exp\left( -\frac{\lambda}{N} \right), \] (28)

with \( \mathbb{E}[\cdot] \) denoting the expectation operator.

Since \( Q = \prod_{i=0}^{k-1} U_{n+i} \) and using (27), we can write the expected value of \( Q \) given \( A_n \) as

\[ \mathbb{E}[Q | A_n] = \prod_{i=0}^{k-1} \mathbb{E}[U_{n+i} | A_{n+i}]. \] (29)

The expected value of \( U_n \) given \( A_n \) is given by

\[ \mathbb{E}[U_n | A_n] = R \left( 1 - \left( 1 - \frac{1}{R} \right)^{A_n} \right). \] (30)

Then, we have

\[
\mathbb{E}[Q] = \sum_{A_n} \prod_{i=0}^{k-1} R \left( 1 - \left( 1 - \frac{1}{R} \right)^{A_i} \right) P[A_n]
= R^k \sum_{A_n} \sum_{i=1}^{2k} (-1)^{\alpha_i} \left( 1 - \frac{1}{R} \right)^{\Pi_{i,w} A_n} P[A_n],
\] (31)
with the dot product $\Pi_i \cdot w$ representing all the $2^k$ exponents coming from the product of the terms $\left(1 - \left(1 - \frac{1}{R}\right)^{A_i}\right)$, $\alpha_i = \max \Pi_i$ is the largest value among the elements of $\Pi_i$, and $w = (C_{n-k+1}, C_{n-k+2}, \ldots, C_{n+k-1})^T$, where "$^T$" denotes the transpose of a matrix or a vector.

The possible values of $\Pi_i$ could be obtained as follows. Suppose there are $k$ sets, each containing two vectors of the length $2k-1$. In all $k$ sets there is a null vector, i.e., $\mathbf{0} = (0_1, 0_2, \ldots, 0_{2k-1})$. The other vector of the set $l \in \{1, 2, \ldots, k\}$ has the first $l-1$ elements as zero followed by $k$ ones, and the last $k-l$ elements are zeros. $\Pi_i$ is obtained by any linear combination that takes a single vector from each of the $k$ sets described above. As an example, we present below a matrix whose rows represent the $2^k$ possible $\Pi_i$ vectors for $k = 3$.

$$
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 \\
1 & 2 & 2 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 \\
1 & 1 & 2 & 1 & 1 \\
0 & 1 & 2 & 2 & 1 \\
1 & 2 & 3 & 2 & 1
\end{pmatrix}
$$

In this context, e.g., $\Pi_4 = (1, 2, 2, 1, 0)$ for $i = 4$.

Taking only the dependent terms of $A_n$ in (31), we can write

$$
\sum_{A_n} \left(1 - \frac{1}{R}\right)^{\Pi_i \cdot w} P[A_n] = \exp \left(\frac{\beta_i \lambda}{(-R)^{\alpha_i}}\right),
$$

(32)

where

$$
P[A_n] = \prod_{j=n-k+1}^{n+k-1} p_p(C_j, \lambda)
$$

and

$$
\beta_i = \sum_{l=1}^{\alpha_i} (-R)^{\alpha_i - l} \sum_{j=1}^{2k-1} \frac{\Pi_{i,j}}{(\Pi_{i,j} - l)!!}
$$

with $\Pi_{i,j}$ representing the $j$th element of $\Pi_i$.

Finally, by substituting (31) and (32) into (28), and after performing an average over all values of $T$, we can write the average error probability for a single event function as

$$
\sum_{i=1}^{2^k} (-1)^{\alpha_i} \exp \left(\frac{\beta_i \lambda}{(-R)^{\alpha_i}}\right) - \frac{\lambda}{R^k} \leq P^\theta E \exp \left(\frac{\lambda}{N}\right) \leq \frac{R^k \sum_{i=1}^{2^k} (-1)^{\alpha_i} \exp \left(\frac{\beta_i \lambda}{(-R)^{\alpha_i}}\right) - \lambda}{R^k - N}.
$$

(33)
We will now define the metric used to assess the performance of our physical layer. We have that \(P[\hat{\theta}_E = 1|\theta_E = 1]\) and \(P[\hat{\theta}_E = 0|\theta_E = 0]\) represent the reliability provided by the physical layer regarding the occurrence and nonoccurrence of an event, respectively. We will therefore define an efficiency measure in order to quantitatively evaluate the performance of our physical layer to deliver the desired information about the monitored signals to the sink as follows.

**Definition 2 (Efficiency metric).** We can define the efficiency metric as a function of the probabilities \(P[\hat{\theta}_E = 1|\theta_E = 1]\) and \(P[\hat{\theta}_E = 0|\theta_E = 0]\) as

\[
\mathcal{F} \triangleq P[\hat{\theta}_E = 1|\theta_E = 1] \cdot P[\hat{\theta}_E = 0|\theta_E = 0].
\]  

(34)

The rationale for using such a metric is explained next. Suppose that a given event is rare and that the physical layer always interprets that nothing was transmitted. In this case, we would have a high average of correctly received transmission maps. However, the sink would never be able to detect alarm events. On the other hand, by using the proposed metric, we would have \(P[\hat{\theta}_E = 1|\theta_E = 1] = 0\), and thus, \(\mathcal{F} = 0\); therefore, the efficiency \(\mathcal{F}\) would capture this ineffectiveness of the physical layer in transmitting the desired event.

We can now calculate the efficiencies of the three studied strategies as presented next.

**Corollary 2.** The efficiency \(\mathcal{F}\) of SFC, TDMA, and slotted ALOHA are given by

\[
\sum_{i=1}^{2^k} (-1)^{\alpha_i} \exp\left(\frac{\beta_i \lambda}{(-R)^{\alpha_i}}\right) - \frac{\lambda}{R^k} \leq 1 - \mathcal{F}_{\text{SFC}} \leq \frac{R^k \sum_{i=1}^{2^k} (-1)^{\alpha_i} \exp\left(\frac{\beta_i \lambda}{(-R)^{\alpha_i}}\right) - \lambda}{R^k - N},
\]

(35)

\[
\mathcal{F}_{\text{TDMA}} = \exp\left(\frac{-(2^k - 1)\lambda}{R}\right),
\]

(36)

and

\[
\mathcal{F}_{\text{sALOHA}} = \exp\left(\frac{-(N - 1)k\lambda}{NR}\right),
\]

(37)

respectively.

**Proof.** For SFC, \(P[\hat{\theta}_E = 1|\theta_E = 1] = 1\) and \(P[\hat{\theta}_E = 0|\theta_E = 0] = 1 - P_{\text{de}}^e\exp(\lambda/N)\). In that way, the efficiency \(\mathcal{F}\) of SFC is obtained by using Proposition 2 into Definition 2.

Regarding TDMA and slotted ALOHA, we assume that in the event of a collision, the packets will be dropped by the receiver. More precisely, we are assuming that the probability that the
receiver recognizes a valid code word after a collision is negligible. Note that in this way, no code word is actually retrieved by the receiver in the event of a collision. Thereby, we have now that \( P[\hat{\theta}_E = 0|\theta_E = 0] = 1 \) and \( P[\hat{\theta}_E = 1|\theta_E = 1] = 1 - P[\hat{\theta}_E = 0|\theta_E = 1] \). Note that \( P[\hat{\theta}_E = 0|\theta_E = 1] \) represents, in our context, for both TDMA and slotted ALOHA, the collision probability given that an arbitrary sensor node has transmitted. Hence, the efficiency \( \mathcal{F} \) of TDMA and slotted ALOHA are given by

\[
\mathcal{F}_{\text{TDMA}} = 1 - P[\hat{\theta}_E = 0|\theta_E = 1] = 1 - (1 - p_p(0, (2k - 1)\lambda/R)) = \exp\left(-\frac{(2k - 1)\lambda}{R}\right)
\]

and

\[
\mathcal{F}_{\text{ALOHA}} = 1 - P[\hat{\theta}_E = 0|\theta_E = 1] = 1 - (1 - p_p(0, (N - 1)k\lambda/(NR))) = \exp\left(-\frac{(N - 1)k\lambda}{NR}\right),
\]

respectively.

VI. NUMERICAL RESULTS

In this section, we evaluate the performance of the MAC protocols described above. In all figures illustrating the results, the markers represent the results obtained through simulation, and the lines are the analytical results obtained by the equations introduced above, i.e., (35), (36), and (37). Numerical results were obtained through Monte Carlo simulations with the aid of Matlab software. TDMA and slotted ALOHA implement the modulation process described in Sec. IV-B. The SFC follows the proposed model, described in Sec. IV-A. We assume an ideal communication channel and postpone further analysis, such as the AWGN effect, fading, and phase error, for future work. Thereby, the performance impact caused by collisions during transmissions will be more evident.

In Fig. 5, the efficiency \( \mathcal{F} \) for TDMA, slotted ALOHA and SFC is plotted against the resource number \( R \). The \( \lambda \) parameter varies as \{0.1, 0.32\}, the code word length is \( k = 6 \), and the number of sensor nodes is \( N = 64 \). For all cases, as the number of resources allocated to the

\[2\text{Because the bounds at (35) are extremely tight, the results for the upper limit were omitted.}\]
system increases, the efficiency $F$ increases; however, the SFC system outperforms the other two. In addition, the efficiency $F$ of the SFC system gets close to the optimal efficiency (i.e., $F = 1$) faster than the efficiency $F$ of TDMA or slotted ALOHA. Note that the SFC system can outperform TDMA and slotted ALOHA even with a higher traffic load (i.e., three times higher $\lambda$).

The performance of the systems in terms of efficiency $F$ versus $\lambda$ is shown in Fig. 6. The parameters $R$, $k$, and $N$ are set to 11, 6, and 64, respectively. For the range of values presented, whatever the traffic load (or $\lambda$) is, the SFC system outperforms the other two in terms of efficiency $F$.

Fig. 7 shows the system performance versus the number of resources $R$ with the ratio $N/R = 6$ remaining constant. Thereby, we can evaluate how systems behave when more users are admitted and mutually more resources are allocated to the system. Again, the SFC system outperforms TDMA and slotted ALOHA, and in addition, it manages to maintain a stable performance. On the other hand, TDMA and slotted ALOHA experience a deterioration in efficiency $F$ with increasing $R$ and $N$. As the code word length increases (because of $k = \lceil \log_2 N \rceil$), the channel occupation time for transmitting one code word also increases. Therefore, the probability of a collision in the TDMA and slotted ALOHA systems also increases.

In Fig. 8, the efficiency $F$ for TDMA, slotted ALOHA, and SFC is plotted against $N/R$. Clearly, the SFC system outperforms TDMA and slotted ALOHA. The behavior of the SFC system is again remarkable, as in the entire operating region shown in Fig. 8 the SFC system is better than the TDMA and slotted ALOHA systems even with a higher traffic load (four times higher $\lambda$). Note that for $N/R = 1$ the SFC system has an efficiency $F$ of 100%, whereas TDMA and slotted ALOHA do not reach 100% efficiency $F$ in any of the simulated cases. This characteristic occurs owing to the possibility of two or more alarms occurring in the same sensor node within the period of a radio symbol. When this happens, we have a collision for the TDMA and slotted ALOHA systems; however, the SFC system can guarantee that sink receives the information correctly.

In Fig. 9, the average error probability for TDMA, slotted ALOHA, and SFC is plotted against $R$ with $\lambda = 0.2$, $k = 6$, and $N = 64$. The markers represent simulated results, and the lines (analytical results) are obtained using (19), (20), and (21). Clearly, the SFC system outperforms TDMA and slotted ALOHA when $R > 7$. The TDMA system shows the worst performance. Note how the error probability for the SFC approaches 0 more quickly than for the other two
Fig. 5. Efficiency $\mathcal{F}$ of TDMA, slotted ALOHA, and SFC against $R$ for $k = 6$, and $N = 64$.

Fig. 6. Efficiency $\mathcal{F}$ of TDMA, slotted ALOHA, and SFC against $\lambda$ for $R = 11$, $k = 6$, and $N = 64$. 
Fig. 7. Efficiency $\mathcal{F}$ of TDMA, slotted ALOHA, and SFC against $R$ for $N = 6R$, and $\lambda = 200/N$.

Fig. 8. Efficiency $\mathcal{F}$ of TDMA, slotted ALOHA, and SFC against $N/R$ for $R = 11$. 

SFC  TDMA  s. ALOHA

SFC  TDMA  s. ALOHA

$\lambda = N/50$  $\lambda = N/200$
schemes. Again, it is evident how the SFC is able to more accurately estimate $\Theta$, notably in the case of a low resource allocation, i.e., $R < N$.

VII. CONCLUSION

This paper introduced a novel approach to design communication systems, based on the meaning of the message to be transmitted and its end use. We proposed a semantic-functional transmission of the state of sensors with respect to a predetermined event to be used in alarm systems. Specifically, we proposed a random map to combine physical and MAC layers to constructively handle collisions with a low complexity. Our numerical results demonstrated that the proposed SFC achieves a transmission efficiency of 100% for the proposed application in almost all the studied cases, outperforming the TDMA- or slotted ALOHA-based systems in most of the scenarios evaluated. This initial result will be extended to incorporate a more realistic environment that includes noise, fading, and other impairments of wireless communications, in which new types of mapping might be needed. Besides, data from actual industrial IoT scenarios will be used to validate our framework when transmitting events related to fault detection [26].
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