Flow Duration Curves from Surface Reflectance in the Near Infrared Band
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Abstract: Flow duration curve (FDC) is a cumulative frequency curve that shows the percent of time a specific discharge has been equaled or exceeded during a particular period of time at a given river location, providing a comprehensive description of the hydrological regime of a catchment. Thus, relying on historical streamflow records, FDCs are typically constrained to gauged and updated ground stations. Earth Observations can support our monitoring capability and be considered as a valuable and additional source for the observation of the Earth’s physical parameters. Here, we investigated the potential of the surface reflectance in the Near Infrared (NIR) band of the MODIS 500 m and eight-day product, in providing reliable FDCs along the Mississippi River. Results highlight the capability of NIR bands to estimate the FDCs, enabling a realistic reconstruction of the flow regimes at different locations. Apart from a few exceptions, the relative Root Mean Square Error, rRMSE, of the discharge value in validation period ranges from 27–58% with higher error experienced for extremely high flows (low duration), mainly due to the limit of the sensor to penetrate the clouds during the flood events. Due to the spatial resolution of the satellite product higher errors are found at the stations where the river is narrow. In general, good performances are obtained for medium flows, encouraging the use of the satellite for the water resources management at ungauged river sites.
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1. Introduction

In a flow duration curve (FDC), each recorded discharge is associated with the percent of time (e.g., expressed as percentage or number of days) for which it was exceeded, or equaled, during a reference period (e.g., a year or longer periods) [1,2]. As an alternative way to estimate the flow characteristics, FDC is largely used in many applications, such as for water-resource engineering and water-quality management, flood and inundation control and mapping, river and reservoir sedimentation, etc. [1–3]. Generally, the longer the period of observation on which FDCs rely, the better the reliability of the statistical information gathered from them. Nevertheless, in light of the common data scarcity, the hydrological community and practitioners generally agree on the assumption that a reliable and accurate FDC requires river flow records covering a period of at least 10 years. Due to the discontinuity and lack of data for a large number of rivers worldwide, the possibility of building reliable FDCs is problematic, even in developed areas. Being strongly related to the site in which the river flow is measured, numerous studies in the literature are focused on finding solutions for ungauged sites [2,4] and the use of satellite remote sensing data is emerging as an aid for river monitoring [5]. The increasing number of satellites in orbit and improved technologies allow exploiting satellite data as a valuable and additional source for the observation of the Earth’s physical parameters. Characterized by a global coverage and continuous monitoring over time (at least for the mission period),
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satellite data can be complementary to ground hydro-monitoring data providing possibly additional information for river monitoring [6].

In the literature, to the best of our knowledge, Domeneghetti et al. [5] is the only study involving the FDC and the satellite data, so far. Specifically, mimicking the discharge values from the upcoming Surface Water and Ocean Topography satellite (SWOT; in orbit from 2022), the authors tested the ability to observe the hydrological regime of the Po River, through the reconstruction of the FDC during the mission lifetime (three years). By the comparison with the FDC obtained with extended (e.g., 20–70 years) gauge datasets, the study demonstrated that the SWOT mission has sufficient potential to provide a realistic reconstruction of the flow regimes, except for very low or very high flows due to the low probability of occurrence of extreme events (floods or droughts) during the mission lifetime period.

Except for the mentioned synthetic study, no other attempts have been made involving other satellite sensors to estimate the FDCs on purpose. However, if we interpret the FDC as an empirical cumulative distribution of river flows at the location where discharges have been recorded, the study of Tourian et al. [7] should be mentioned. They proposed a statistical approach based on quantile functions to infer the river discharge from altimetry observations of water levels not observed simultaneously. In fact, the use of the quantile, instead of the variables themselves, offers the possibility to link river discharge and altimetry-derived water levels through the functional law, called rating curve, even if the measurements of the two variables are not synchronically observed. Their results demonstrated that the statistical approach provides the same range of error as the common empirical method (that uses rating curve based on the variables themselves).

Based on these first attempts and considering recent developments on remote sensing instruments dedicated to hydrological scopes, the present analysis promotes the use of the surface reflectance in the Near Infrared, NIR, band for the estimation of the FDC. Recent studies [8–13] demonstrated that the variation of the river discharge provides a likewise variation on the Surface Reflectance in the NIR band in the areas close to the riverbank and not fully vegetated. Several satellite sensors, i.e., MODIS, MERIS, Landsat, Sentinel-2, OLCI, have been tested for this purpose in different river basins (i.e., Po River, Tibet Plateau, and Australia) [11–14] confirming and strengthening the approach theory and further advancing its implementation. Although less reliable than the satellite radar altimetry, the use of imaging sensors has the big advantage of having high temporal resolution and a large coverage. Indeed, even if the revisit period of the satellite sensor is several days, because of the overlap on the imaging swaths of adjacent orbits, some areas of the Earth are observed more frequently (once a day or even more). In addition, within certain latitudes, the information is continuous and homogeneous without holes or diamond coverage, which is typically for altimetry records. As a drawback of the passive sensors, the cloud coverage impedes the view of the Earth surface with the consequence of having a percentage of missing data in some cases not negligible, especially in the tropical areas. However, due to the large availability of satellite data, it is expected that the variation of surface reflectance in the NIR band can provide precious information for the frequency of the flow. Therefore, this research aims to assess whether there is a potential relationship between the FDC built with the observed discharge and those built with the satellite information. This relationship should be useful when river flow records are no longer available or in case of ungauged sites. We test the potential of the surface reflectance from MODIS Aqua to estimate FDC in the main course of the Mississippi River, where several sites are equipped for flow discharge monitoring.

2. Materials and Methods

2.1. Study Area and Datasets

The Mississippi River is the widest basin of the United Stated of America with a surface area of about 3,238,000 km² and a length of 3770 km, from the headwaters at Lake Itasca, Northern Minnesota, to the mouth in the Gulf of Mexico, Louisiana (6300 km from
the source of the Jefferson, at Brower’s Spring) [15]. The Mississippi River can be divided into three parts: The upper Mississippi, which flows from its headwaters at Saint Anthony Falls in Minneapolis to the confluence with the Missouri River, at St. Louis; the middle Mississippi, from St. Louis to the confluence with the Ohio River, at Cairo; and the lower Mississippi, which goes from its confluence with the Ohio River to the river mouth at the Gulf of Mexico. The hydraulic regime is rather complex due to the different tributaries that feed the river and the morphology of the basin: The upper part experiences a pluvial-nival regime, while the lower course crosses a humid subtropical region. Among the main tributaries, the Missouri contributes with a mean flow rate of approximately 2478 m$^3$/s, draining water from the Rocky Mountains, whereas the Ohio River on average supplies the greater flow rate of about 7960 m$^3$/s, draining a vast rainy area from the Appalachian Mountains. Other tributaries are shorter and with variable regimes depending on the heavy rains and cyclones occurring mainly in the coastal zone (see Figure 1).

Figure 1. Geographical location of the Mississippi River, including spatial distribution of in-situ stations used in this study.

2.1.1. In Situ Dataset

The Mississippi River is monitored along the main course by a series of gauged stations. In this study we consider 13 stations (see Supplementary Material): St. Cloud, St. Paul, Prescott, Winona, McGregor, Clinton, Keokuk, Below Grafton, St. Louis, Chester, Thebes, Memphis, and Vicksburg (see Figure 1). Daily river discharge data are available through the USGS database [16]. In-situ stations have been selected based on the availability of data in the period of interest, which ranges from January 2003 to December 2019, and consistently with the satellite datasets (Table 1). Figure 2a shows the flow hydrographs recorded in the period of analysis at all the considered sites, ordered from upstream to downstream.
through the USGS database [16]. In-situ stations have been selected based on the availability of data in the period of interest, which ranges from January 2003 to December 2019, and consistently with the satellite datasets (Table 1). Figure 2a shows the flow hydrographs recorded in the period of analysis at all the considered sites, ordered from upstream to downstream.
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**Figure 2.** River discharge hydrograph (a) and reflectance ratio C/M (b) for the selected in-situ gauged stations.

**Table 1.** List of the in-situ gauged stations along the Mississippi River selected for the analysis (latitude, Lat.; longitude, Lon.; basin area, $A_b$) and their characteristics (percent of missing data; minimum, maximum and mean river discharge: $Q_{min}$, $Q_{max}$, and $Q_{mean}$, respectively) extracted for the period January 2003 to December 2019.

| Station      | USGS ID  | Lat.  | Lon.  | $A_b$ [km$^2$] | Missing Data [%] | $Q_{max}$ [m$^3$/s] | $Q_{min}$ [m$^3$/s] | $Q_{mean}$ [m$^3$/s] |
|--------------|----------|-------|-------|----------------|------------------|----------------------|----------------------|----------------------|
| St. Cloud    | 5270700  | 45.547| −94.147| 34,498         | 0                | 10,333               | 277                  | 2040                 |
| St. Paul     | 5331000  | 44.945| −93.084| 95,311         | 0                | 35,052               | 622                  | 5847                 |
| Prescott     | 5344500  | 44.746| −92.800| 116,031        | 12.0             | 4049                 | 108                  | 705                  |
| Winona       | 5378500  | 44.056| −91.638| 153,327        | 0.3              | 5040                 | 173                  | 1076                 |
| McGregor     | 5389500  | 43.027| −91.171| 174,823        | 48.1             | 55,169               | 2213                 | 12,333               |
| Clinton      | 5420500  | 41.781| −90.252| 221,702        | 0                | 6654                 | 238                  | 1771                 |
| Keokuk       | 5474500  | 40.394| −91.374| 308,207        | 0                | 15,121               | 229                  | 2635                 |
| Below Grafton| 5587455  | 38.951| −90.373| 443,663        | 10.2             | 159,106              | 4084                 | 43,651               |
| St. Louis    | 7010000  | 38.628| −90.181| 1,805,213      | 0                | 283,769              | 16,459               | 74,299               |
| Chester      | 7020500  | 37.901| −89.830| 1,835,256      | 0                | 27,014               | 1620                 | 7202                 |
| Thebes       | 7022000  | 37.220| −89.467| 1,847,170      | 0                | 295,961              | 19,050               | 80,995               |
| Memphis      | 7032000  | 35.127| −90.079| 2,415,929      | 75.0             | 48,988               | 5097                 | 20,250               |
| Vicksburg    | 7289000  | 32.315| −90.906| 2,964,227      | 35.3             | 65,412               | 5409                 | 21,415               |

2.1.2. Satellite Dataset

MODIS is a multispectral sensor observing the Earth in 36 spectral bands ranging from 405 nm to 14,385 nm. The spatial resolution at the ground depends on the bands: 250 m for band 1 and 2500 m for bands from 3 to 7, and 1 km for the bands from 8 to 36. Here, the MYD09A1 Version 6 product in Near Infrared in band 2 (841–876 nm) is collected, which provides an estimate of the surface spectral reflectance of Aqua MODIS atmospherically
corrected every 8 days at 500 m resolution [17]. It is a level-3 composite in which the product pixel contains the best possible Level-2 observation during an 8-day period as selected on the basis of high observation coverage, low view angle, absence of clouds or cloud shadow, and aerosol loading [18]. This product can be considered sufficiently accurate to avoid the presence of the clouds and to investigate most of the selected sites, whose widths exceed 500 m. Only the most upstream stations, St. Cloud and St. Paul, have widths of approximately 180–200 m. For these two stations, the analysis is useful to investigate the limits of applicability of the procedure.

2.2. Methods

The adopted method includes two steps. The first one is the extraction of the reflectance ratio from the MODIS images, and the second one is the building of the FDCs based on satellite and ground data.

2.2.1. Estimation of the Reflectance Ratio

Reflectance is a measure of directly incident light, conventionally expressed as a percentage, which is reflected off a surface. The reflectance depends on the wavelength and assumes different values for different surfaces [19]. In the Near Infrared (NIR), the surface reflectance of wet soil is lower than that of dry soil and for a watercourse it assumes even lower values. For this reason, often NIR is used with Short-wave infrared (SWIR) or visible (through the Normalized Different Water Index, NDWI) to discriminate between water and no water during flood events and inundations [20–23]. The variation of the moisture content in an area affected by inundations causes a variation of the surface reflectance. Specifically, during a flood event, when the river discharge of a natural channel increases, the water extent increases too, and the riparian zone changes its status from dry to wet. Consequently, the surface reflectance over these areas decreases. If the area is not subject to occasional flood inundation or, more generally, to water content variation, the surface reflectance does not show significant variations. The consideration of the ratio between the dry pixel (C for calibration) and the wet pixel (M for measurement) reduces the effects of vegetation and/or atmosphere existent in both (i.e., wet and dry) pixels signals and provides a clearer signal of water variation, which is expected to be detected with the increasing of river discharge.

The variation of the surface reflectance with the river discharge, or other flow-related variables (i.e., flow velocity, water level, flow area, and water surface) has been already tested in several studies through the analysis with different satellite sensors: Landsat, MODIS, MERIS, OLCI, and Sentinel-2 [11–14,24,25]. Recently, Tarpanelli et al. [25] demonstrated that the surface reflectance ratio calculated between a dry and a wet pixel is a good estimator of the flow related variables. Here, we propose the same procedure to extract the C/M ratio at each site by carrying out the following steps:

1. Cut the MODIS images over a square of size proportional to the width of the river (the side ranges from 0.05 to 0.11 km) and centered on the selected site.
2. Calculate the temporal coefficient of variation for every pixel of the box considering the set of available MODIS images.
3. Calculate, for each image, the spatial average of the reflectance considering the pixels with the coefficient of variation lower than the 5th percentile; this represents the time series of dry pixel (C) at a given location.
4. Select a buffer of 1 km around the river and calculate all possible C/M ratios by considering M values of the pixels within the buffer and the average C obtained at step (3).
5. Compare every C/M time series against the discharge recorder by the ground monitoring network and calculate the coefficient of correlation.
6. Identify the C/M combination and, hence, M pixel that maximizes the coefficient of correlation.

Finally, once the M and the C pixels are found, the surface reflectance ratio C/M is calculated for all the temporal span of the analysis and filtered with a pass filter (moving
window average) in order to obtain the temporal series of satellite data (see Supplementary Material). For a detailed description of the procedure, the reader is invited to read Tarpanelli et al. [25].

Assuming the reflectance ratio as a proxy of the flow variables, and in particular of the river discharge (see e.g., [11,13,25]), in this study, we investigated how and to what extent the C/M ratio can be suitable for the estimation of reliable FDCs and, thus, for the evaluation the hydrological regime of a river.

2.2.2. FDC Estimation

The FDC is an information on the percentage of time that a discharge is equally or exceeded during a reference period, which is, in other terms, an empirical flood frequency distribution of the discharge record. Thus, for each site, the discharge time series are sorted in descending order assigning a corresponding exceeding probability to each value calculated as a percentage of the observation period. Similarly, the same ranking and assignment is done to the C/M series extracted from MODIS images. In this latter case, we refer to the reflectance ratio duration curve, RDC. Because the intent of the current investigation is to evaluate the existence of the potential correlation among RDCs and FDCs, through the probability axes, we assume that, at each site, the discharge and the reflectance ratio are linked to the same exceedance probability. Fitting this link, we can estimate the discharges even if they are no longer available in time, only using the C/M time series.

The validity of such assumption is investigated comparing both the discharge temporal series and the FDCs based on observed records and those simulated through C/M values. Figure 3 shows the concept: Panel 3 (a) underlines how RDCs and FDCs are linked by the same frequency axes. This relationship is built in the period of calibration. Panel 3 (b) and 3 (c) show the use of the procedure in the validation period, when the river discharges are not available but can be estimated assuming the same frequency of occurrence of C/M values. Specifically, the analysis is divided in a calibration and validation period. In order to have robust FDCs, a period of 13 years from January 2003 to December 2015 is used for calibration purpose, while the remaining 4 years, from January 2016 to December 2019, are considered for validation.

![Figure 3. Conceptual scheme of the procedure between ground-based and remote sensing data. (a) schematic representation of the relationship between Discharge Q and remote sensing data, C/M through their duration; duration curve in terms of remote sensing, C/M (b) and discharge Q (c).](image-url)
2.2.3. Data Consistency

The river discharge is available at daily sampling, whereas the selected MODIS product is available every 8 days. This inconsistency on the sampling raises an important issue related to the statistical distribution of the observed discharge that can be different if the complete dataset or only the data averaged in the same period of the MODIS measurements is used. This aspect can potentially affect the performance of the methodology, since the statistical distributions (i.e., frequency distribution) might be different. For this reason, the analysis is carried out also considering the river discharge averaged in the same period of 8 days of the MODIS product. The twofold analysis allows us to understand if the quasi-weekly product could be considered appropriate to estimate the FDC and, hence, the river discharge.

2.3. Evaluation of the Results

The performance of the procedure is quantified through the statistical test of Kolmogorov-Smirnov [26] (k-s), which is a nonparametric hypothesis test that evaluates the difference between the cumulative distribution functions of two sample datasets (i.e., two-sample test; simulated and observed discharge series, in this case). If the two series are from the same continuous distribution, the test fails to reject the null hypothesis at a certain significance level (10% in this study).

Further comparisons are carried out in terms of discharges, and the performances are evaluated by the Pearson correlation coefficient, $R_p$, and the Spearman (rank) correlation coefficient, $R_s$. The first evaluates the linear relationship between two datasets, the second their monotonic relationship (whether linear or not). To evaluate the goodness of the simulated time series of river discharge in representing the ground-observed variable, four performance indices are selected:

- **Root mean square error**, RMSE, the second sample moment of the residuals (or differences) between predicted and observed values. It ranges from 0 (perfect fit) to $+\infty$ (low performances).
- **Relative RMSE**, $r$RMSE, defined as:

$$rRMSE(\%) = \frac{RMSE}{Q} \cdot 100,$$

where $Q$ is the mean value of the observed time series. $r$RMSE varies in the range from 0 (perfect fit) to $+\infty$ (low performances) and it is expressed in a percentage.

- **Normalized RMSE**, NRMSE, defined as:

$$NRMSE(\%) = \frac{RMSE}{Q_{max} - Q_{min}} \cdot 100,$$

where $Q_{max}$ and $Q_{min}$ are the maximum and the minimum values of the observed time series, respectively. NRMSE varies in the range from 0 (perfect fit) to $+\infty$ (low performances) and it is expressed in a percentage.

- **The Nash–Sutcliffe efficiency** [27], NSE, defined as:

$$NSE(\%) = 1 - \frac{\sum_{t=1}^{T}(Q_{obs}^t - Q_{sim}^t)^2}{\sum_{t=1}^{T}(Q_{obs}^t - \overline{Q})^2} \cdot 100,$$

where $Q_{obs}^t$ is the ground-observed discharge value and $Q_{sim}^t$ is the discharge value estimated by with the proposed approach. NSE is specifically used in hydrological applications because it is sensitive to extreme values. It ranges from $-\infty$ to 1, with 1 corresponding to a perfect match of simulated discharge to the observed discharge and 0 indicating that the simulated predictions are as accurate as the mean of the observed discharge. For values less than 0, the observed mean is a better predictor than the model used.
3. Results

This section describes the main results obtained from the analysis. Figure 2 shows river discharge (2 a) and the reflectance ratio C/M (2 b) series extracted at every site. The magnitude of the mean and maximum discharge values does not increase from upstream (upper panel) to downstream (lower panel), because of the number of dikes and dams affecting the flow regime. In general, some flow peaks are maintained along the main course, even if the shape of flow hydrographs changes deeply due to the directly draining basins and the inflows of the tributaries as well. At Memphis, the ground-observed discharge has a long period of missing data during the calibration period. Therefore, the FDC is calibrated considering only the year 2015. At McGregor, the ground discharge series are totally missing in the validation period, therefore the simulated discharges cannot be quantitatively validated. Concerning the reflectance ratios, C/M (Figure 2b), the signal variability is very different from one site to another, showing the highest values at Vicksburg and McGregor and lowest values at St. Cloud, St. Paul, Winona, and Grafton. The shape of the temporal series varies considerable among locations. Perhaps, annual double peak is often present in the upper Mississippi, whereas in the downstream part, a single peak trend is observable in the signal, although this is not in agreement with observed discharge records. These differences can be sources of errors for estimating the discharge and thus FDCs.

3.1. FDCs and RDCs Definition Based on Available Datasets

Since the FDCs are strongly sensitive to extreme events, i.e., periods of very high (floods) or very low (droughts) values of river discharge, they can vary significantly in relation to the periods considered for their construction. To test if such an aspect may affect the results of our investigation, FDCs estimated referring to the period of calibration (13 years; 2003–2015) are compared with those retrieved adopting all available data (17 years; 2003–2019). In addition, a further analysis is carried out to check the consistency of the datasets, based on two sampling options: Daily or eight-day interval, which is compatible with the frequency of the satellite product. The results of both the analyses are illustrated in Figure 4. In the first (4 a) and third column (4 c), Figure 4 shows the FDCs built for (i) the entire observation period (tot), from 2003 to 2019, (ii) for the selected calibration period (cal), from 2003 to 2015 and (iii) for the calibration period, but with an eight-day sampling interval. Because the comparison carried out over the FDCs is not sufficient to gather the discrepancies among the configurations, the second (4 b) and the fourth (4 d) column show the differences in discharge between the FDCs built considering the calibration and the total period, and between the FDCs built in the calibration period, with daily and eight-day sampling.

Although FDCs are quite similar in shape, significant differences emerge in relation to the sampling period (i.e., cal vs. tot), especially for medium to high flows. Here, the k-s test rejects the null hypothesis for all the sites, confirming that the two distributions cannot be considered coming from the same distribution. Generally, looking at the highest discharge values (i.e., low durations), the largest errors are between the 13% and 26%, with the exceptions of McGregor, where the periods are coincident due to the missing data and Chester, for which the errors are higher (up to 32%). At Memphis, the use of one year for the calibration is not sufficient to describe a reliable FDC and the error overcomes the 45%. For low discharge values, the differences between the FDCs are minimal, tending to 0, thus the selection of the period has low impact. Concerning the sampling frequency (every eight days or daily), FDCs are pretty close to each other, with negligible differences (under 11%). The higher error values are obtained at St. Claud and Keokuk stations, with 16% and 14%, respectively. For all sites, the k-s test fails to reject the null hypothesis and therefore the eight-day sampled data can be used instead of the daily series without affecting the distribution of FDCs.
The datasets, based on two sampling options: Daily or eight-day interval, which is compatible with the frequency of the satellite product. The results of both the analyses are illustrated in Figure 4. In the first (4 a) and third column (4 c), Figure 4 shows the FDCs built for (i) the entire observation period (tot), from 2003 to 2019, (ii) for the selected calibration period (cal), from 2003 to 2015 and (iii) for the calibration period, but with an eight-day sampling interval. Because the comparison carried out over the FDCs is not sufficient to gather the discrepancies among the configurations, the second (4 b) and the fourth (4 d) column show the differences in discharge between the FDCs built considering the calibration and the total period, and between the FDCs built in the calibration period, with daily and eight-day sampling.

Although FDCs are quite similar in shape, significant differences emerge in relation to the sampling period (i.e., cal vs. tot), especially for medium to high flows. Here, the k-s test rejects the null hypothesis for all the sites, confirming that the two distributions cannot be considered coming from the same distribution. Generally, looking at the highest discharge values (i.e., low durations), the largest errors are between the 13% and 26%, with the exceptions of McGregor, where the periods are coincident due to the missing data and Chester, for which the errors are higher (up to 32%). At Memphis, the use of one year for the calibration is not sufficient to describe a reliable FDC and the error overcomes the 45%. For low discharge values, the differences between the FDCs are minimal, tending to 0, thus the selection of the period has low impact. Concerning the sampling frequency (every eight days or daily), FDCs are pretty close to each other, with negligible differences (under 11%). The higher error values are obtained at St. Cloud and Keokuk stations, with 16% and 14%, respectively. For all sites, the k-s test fails to reject the null hypothesis and therefore the eight-day sampled data can be used instead of the daily series without affecting the distribution of FDCs.

Similarly, Figure 5 represents the RDCs built for the total period (2003–2019) and for the calibration period (2003–2015), at every site. For the reflectance ratio C/M, the differences are more evident in the high values range (duration lower than 50%), tending towards 0 for lower values. As expected, for extreme high events, the RDCs built in the calibration period provide lower values than considering the total period, with the highest errors greater than 20% at Prescott and McGregor, between 10% and 16% at Clinton, St. Louis, Thebes, and Vicksburg, whereas they are less than 10% for the rest of the sites. Despite the differences, the k-s test still fails to reject the null-hypothesis and hence, no big differences are found in the two distributions.
Figure 4. (a,c) show flow duration curves (FDCs) calculated for (i) the entire period (tot), from 2003 to 2019, (ii) for the selected calibration period (cal), from 2003 to 2015, and (iii) for the calibration period adopting an eight-day sampling interval for all the sites analyzed. (b,d) columns show differences in discharge between the FDCs built referring to the calibration and total period, and between the FDCs built in the calibration period, but in case of considering daily or eight-day sampling intervals.

3.2. Comparison in Terms of River Discharge: Calibration Phase

In the phase of calibration, the relationship between FDC and RDC is generated by associating the pairs with the same probability of exceeding and fitting a smoothing spline function. In the validation phase, the reflectance ratio calculated in the corresponding period is then used to derive the discharge values corresponding to the same probability by using the relationships established during the calibration phase (see Figure 3).

Table 2 reports the performance indices for the calibration phase, while Figure 6 plots the time series. The two upstream sites of St. Cloud and St. Paul do not show good agreement with the observations. At St. Cloud, even if a double peak is detected by the satellite, often the magnitude is completely different, providing errors quite high (around 100% in terms of $rRMSE$ and negative NSE). At St. Paul and Chester, the simulated discharges diverge more in the period 2003–2010, whereas the match is more evident in the period 2011–2015. At Grafton, disagreements are found along the overall period, both in terms of magnitude and in timing of the flood events. At Memphis, the unique year of simultaneous observations provides good performance with high correlations (0.88) and $rRMSE$ rather low (around 25%). At the other stations (Prescott, Winona, McGregor, Clinton, St. Louis, Thebes, and Vicksburg), the simulated and observed river discharges agree: NSE are always positive, NRMSE are in the range of around 10–16%, whereas Spearman correlations are greater than 0.60.

Figure 5. (a,c) show reflectance ratio duration curves (RDCs) calculated for (i) the entire period (tot), from 2003 to 2019, and (ii) for the selected calibration period (cal), from 2003 to 2015. (b,d) columns show differences in reflectance ratio C/M between the RDCs built considering the calibration and the total period, for all the sites analyzed.
Figure 6. Calibration phase: Comparison between the observed and simulated discharges.

3.3. Comparison in Terms of River Discharge: Validation Phase

In the validation phase, the same polynomial laws found in the calibration are applied to the reflectance ratio observed in the period 2016–2019. Validation errors are summarized in Table 3, while the discharge time series are shown in Figure 7. The performance indices are globally deteriorated at all sites, with some exceptions. The two upstream stations of St. Cloud and St. Paul also maintain bad performances in the validation period. The same considerations apply for Keokuk, Grafton, and Chester. Unexpectedly, at St. Louis, the simulated discharges that well match the calibration period deviate from the observed discharges in the validation period, especially in 2016 and in 2019, with consequences in the performances: 

\[ NSE \] becomes almost null and \[ rRMSE \] increases up to 52%.

For Winona and Clinton, even if in the validation period the performances are worsened, the simulated discharges maintain acceptable results with \( NSE \) around 0.29 and \( rRMSE \) of about 47 and 41%. Good performances are obtained for Prescott, Thebes, Memphis, and Vicksburg, with \( NSE \) in the range 0.42–0.76 and \( rRMSE \) between 27% and 40%.

Table 2. Calibration phase: Performance indices of the comparison between the observed and simulated discharges: Pearson correlation coefficient, \( R_p \), Spearman correlation coefficient, \( R_s \), Root Mean Square Error, RMSE, Relative RMSE, \( rRMSE \) and Nash–Sutcliffe efficiency, NSE.

| Station       | \( R_p \) [-] | \( R_s \) [-] | RMSE [m³/s] | \( rRMSE \) [%] | NRMSE [%] | NSE [-]  |
|---------------|---------------|---------------|-------------|----------------|-----------|----------|
| St. Cloud     | 0.29          | 0.37          | 1789        | 95.8           | 23.3      | −0.38    |
| St. Paul      | 0.37          | 0.36          | 5502        | 111.2          | 18.6      | −0.24    |
| Prescott      | 0.82          | 0.76          | 316         | 50.3           | 9.5       | 0.67     |
| Winona        | 0.66          | 0.62          | 571         | 61.3           | 14.1      | 0.36     |
| McGregor      | 0.78          | 0.71          | 5763        | 46.9           | 11.8      | 0.53     |
| Clinton       | 0.75          | 0.66          | 700         | 45.1           | 12.4      | 0.53     |
| Keokuk        | 0.46          | 0.49          | 1654        | 70.9           | 16.4      | −0.06    |
| Below Grafton | 0.16          | 0.17          | 35,301      | 88.0           | 27.8      | −0.64    |
| St. Louis     | 0.73          | 0.83          | 31,574      | 46.5           | 15.4      | 0.46     |
| Chester       | 0.30          | 0.40          | 4880        | 74.2           | 23.4      | −0.38    |
| Thebes        | 0.85          | 0.88          | 25,535      | 34.4           | 12.7      | 0.69     |
| Memphis       | 0.90          | 0.90          | 3854        | 24.4           | 14.0      | 0.77     |
| Vicksburg     | 0.80          | 0.88          | 7059        | 35.7           | 12.3      | 0.55     |
3.3. Comparison in Terms of River Discharge: Validation Phase

In the validation phase, the same polynomial laws found in the calibration are applied to the reflectance ratio observed in the period 2016–2019. Validation errors are summarized in Table 3, while the discharge time series are shown in Figure 7. The performance indices are globally deteriorated at all sites, with some exceptions. The two upstream stations of St. Cloud and St. Paul also maintain bad performances in the validation period. The same considerations apply for Keokuk, Grafton, and Chester. Unexpectedly, at St. Louis, the simulated discharges that well match the calibration period deviate from the observed discharges in the validation period, especially in 2016 and in 2019, with consequences in the performances: NSE becomes almost null and rRMSE increases up to 52%. For Winona and Clinton, even if in the validation period the performances are worsened, the simulated discharges maintain acceptable results with NSE around 0.29 and rRMSE of about 47 and 41%. Good performances are obtained for Prescott, Thebes, Memphis, and Vicksburg, with NSE in the range 0.42–0.76 and rRMSE between 27% and 40%.

Figure 7. Validation phase: Comparison between the observed and simulated discharges.

3.4. FDCs in the Validation Phase: Evaluation of the Performances

Conscious of such potential performances (expected and in line with previous investigations when trying to reproduce the discharge dynamic in time), the main purpose of the study is not to reproduce the temporal variation of the discharges, rather their frequency distributions over a period of reference. Thus, Figure 8 shows the FDCs built by using the C/M ratio, here called FDC_{val} sim, compared to the FDCs built by the ground-observed data in the same period of validation, FDC_{val} obs. According to the k-s test (significance level alpha equal to 0.01), the flow duration curves simulated for Below Grafton, Thebes, Memphis, and Vicksburg are from the same distribution of those observed. For the other
sites, the k-s test failed (k-s rejects the null hypothesis). However, considering the FDCs reconstructed annually for the entire period (2013–2019), we show that the FDC_{val} sim fall within the range of variability of the FDCs (see light gray curves in Figure 8). Thus, although not perfectly in agreement with the observations, FDC_{val} sim can be associated with the natural variability expected for the annual flow duration curves. For McGregor, because in the validation period the data are missing, we compare the simulated FDCs with the annually reconstructed FDCs in the calibration period.

Table 3. Validation phase: Performance indices of the comparison between the observed and simulated discharges: Pearson correlation coefficient, \( R_p \), Spearman correlation coefficient, \( R_s \), Root Mean Square Error, RMSE, Relative RMSE, rRMSE and Nash–Sutcliffe efficiency, NSE.

| Station       | \( R_p \) [-] | \( R_s \) [-] | RMSE [m³/s] | rRMSE [%] | NRMSE [%] | NSE [-] |
|---------------|---------------|---------------|-------------|----------|-----------|--------|
| St. Cloud     | 0.39          | 0.55          | 17,843      | 69.2     | 29.5      | -0.53  |
| St. Paul      | 0.14          | 0.31          | 83,784      | 96.5     | 27.2      | -1.20  |
| Prescott      | 0.85          | 0.90          | 3815        | 33.7     | 10.7      | 0.79   |
| Winona        | 0.73          | 0.74          | 6725        | 43.7     | 15.5      | 0.36   |
| McGregor      | -             | -             | -           | -        | -         | -      |
| Clinton       | 0.57          | 0.58          | 9768        | 39.7     | 18.3      | 0.32   |
| Keokuk        | 0.40          | 0.35          | 20,709      | 57.6     | 22.1      | -0.31  |
| Below Grafton | 0.44          | 0.33          | 326,920     | 54.2     | 23.1      | -0.03  |
| St. Louis     | 0.57          | 0.74          | 489,400     | 51.7     | 19.6      | -0.03  |
| Chester       | 0.58          | 0.65          | 47,113      | 51.2     | 20.0      | -0.04  |
| Thebes        | 0.69          | 0.79          | 382,943     | 37.4     | 15.3      | 0.44   |
| Memphis       | 0.81          | 0.84          | 61,406      | 27.8     | 14.7      | 0.66   |
| Vicksburg     | 0.72          | 0.82          | 82,228      | 33.8     | 17.9      | 0.52   |

Figure 8. Simulated and observed FDCs for the period of validation (2016–2019). For comparison, the FDC built on single years of the entire observation period, 2003–2019, are also represented.
Figure 9 shows the distribution of the errors expressed as differences between the observed and estimated discharges, for all the sites except for McGregor (due to the missing data during the validation period), removing the temporal dimension (i.e., the variability of the discharge in time at a given section). The highest errors are detected for high flows, with a spread distribution of the errors in the low durations range. For medium and high durations (medium and low discharges, respectively), the differences tend towards 0, meaning a higher potential capacity to estimate the discharges associated with medium-low flow conditions.

**Figure 9.** Errors between estimated and observed discharges in function of the duration.

### 4. Discussion

By the analysis of the temporal series of the observed discharges, the k-s test and the plots of Figure 4 underlined that the eight-day sampling guaranteed by MODIS can replace the daily time series without a strong effect on the potential evaluation of FDCs, with only exception for very high flows, as depicted at some stations. In fact, during major events, the dynamic of the river is fast enough to attenuate flow peaks, with the possibility of not being caught having an eight-day sampling.

About the choice of the calibration and the validation phases, the distribution of the flood events is quite uniform in time and no substantial differences are found between the calibration (2003–2015) and the total period (2003–2019) of analysis. However, the k-s test
does not allow the FDCs built in the calibration period to be assumed valid for all the periods. It is expected that in the validation phase, the error due to new intense flood events is not completely negligible.

The extensive data availability of MODIS appears sufficient to detect the range of variability of the river flows for most of the sites, even though extreme events (e.g., very high or low flows) might never be observed by the satellite due to a number of causes. First, the MYD09A1 product provides an estimate of the surface spectral reflectance selected from all the acquisitions within the eight-day composite on the basis of observation coverage, the absence of clouds or cloud shadow, and solar zenith. This product can be less sensitive to the high/low flows because of the “average” value over the eight-day period. It is expected that a daily and higher resolution product can be beneficial for detecting the low flows even though more investigations are necessary for testing different regime conditions and climatic areas. Second, during drought period, the spatial resolution of the satellite product can limit the capability to detect a sensitive variation of the river flows. The stations selected for the study have widths ranging from 200 m to 1 km, and during the period of low flows, the extension of the water surface into the pixel can provide a limited variation of radiance, hence of reflectance. Third, the cloud coverage during the flood events is an obstacle to the monitoring capacity of the satellite. Consequently, the high flows can be rarely observed and as is known, the underestimation of the flows is expected. However, even if not fully exhaustive during the flood events, the wetted conditions of the areas after a flooded event can last more than one day and, perhaps, it can be detected by other missions orbiting in the same area in a successive period. A multi-mission approach can be a solution for a more robust and reliable detection of intense events. A larger availability of multispectral products from several satellite platforms, i.e., Envisat MERIS, Sentinel-3 OLCI, Sentinel-2 MSI, and Landsat family, is expected to increase the frequency of the sampling and, hence, the possibility to monitor even extreme events [25].

Concerning the middle flows, the procedure enables a reliable estimation of the hydraulic regime of the river in the area of interest and may provide useful information for the management of the flows. Indeed, as demonstrated by Figures 6 and 7, the procedure is able to cover periods of ground missing data through the exploitation of satellite information. The overall accuracy on the estimation of the river flows is considered sufficient, even if the evaluation of reliable extreme events is probably the most relevant open issue to deal with. The results of Figure 9 show the good performances for the evaluation of the medium flows and this characteristic encourages the use of the RDC for the management of the water resources. Although errors are still relevant when applying the proposed methodology to reconstruct the discharge series, those biases appear somehow attenuated removing the temporal component, thus focusing more on the frequency of occurrence of the discharge over a period of reference than on its dynamic in time.

This study represents a first attempt to analyze the FDC with a long and easily accessible satellite dataset. However, for the nature of the sensor, it is not possible to totally overtake the intrinsic limit of the passive sensor that is linked to the cloud coverage. In this context, the use of satellite altimetry can be a valuable solution, due to the high level of accuracy it demonstrated in previous works [28,29], especially if multi-mission approaches are used [24,30–32]. The merging procedures available in literature [33–35] demonstrated the importance and the potential of the combination of more sensors to catch the different aspects of a same phenomenon, which could be helpful for the description of the flow regime.

In particular, the approach proposed here can be profitable under different points of view. The ground observations play an important role in the evaluation of the flow regime of a river. However, due to the not-uniform distribution of the gauged stations in the world, their use should be combined with other source of data with a larger coverage in space and time, like the satellite observations. Because the river discharge is an indirect measurement, so far, no satellite observation is able to derive it directly. However, satellite
sensors can provide complementary information. This study showed an example of the use of NIR sensors for providing a reliable frequency of the flow.

For instance, the proposed approach can be used in the case of the decommissioning of a gauging station, ensuring a continuous monitoring of the flows and the estimation of the hydrological regime.

The implementation of this approach at completely ungauged river sites is so far prevented by the calibration phase, which requires concurrent availability of C/M and ground-surveyed discharge series. However, future investigations will be dedicated to trying to overtake such constrains, perhaps considering the possibility to link the existing relationship among Q and C/M to other factors (i.e., topographic, hydrological, etc.) easily available on remote areas. This would definitely improve our capability to estimate the hydrological regime along ungauged rivers.

In addition, the small number of satellite data required by the presented approach (a temporal series of image product) can be considered highly advantageous with respect to hydrological or land surface models that require numerous observations (precipitations, soil moisture, terrestrial water storage) and ancillary data.

5. Conclusions

The scarce availability of long and continuous time series of ground discharges brings the community to enlarge the sources of monitoring englobing the use of satellite remote sensing information. The number of the current satellite missions and their extended spatial and temporal coverage represents a unique opportunity to the global freshwater monitoring of the hydraulic regime, even in poorly gauged areas. The flow duration curves (FDCs) describe the hydraulic regime of the river at specific sites well, providing a cumulative distribution of the flows in terms of percentage of exceedance. Here, we investigated the possibility to describe the hydraulic regime through the reconstruction of FDCs with the use of reflectance ratios from near infrared images, which recently have demonstrated their capability to describe the variability of the river flows with good accuracy [11–13,25].

The analysis presented in this work refers to the main course of the Mississippi River, from the upstream section of St. Cloud to the downstream section of Vicksburg, analyzing a total of 13 stations where records of river discharge are available almost for all the analyzed period (2003–2019). We reconstructed the FDCs for the first 13 years and compared them against the reflectance duration curves, RDCs, built from the NIR images of the MODIS product. We validated the FDC for the rest of the four years in terms of temporal river discharges, demonstrating that in most of the cases, the reflectance ratio is able to describe the flow regime at different locations. The good description of the mean river flow for most of the sites highlights the large potential of the NIR sensor to provide precious information at local scale. Higher errors are expected at FDC tails, where very low or high flows cannot be observed by this kind of sensor, due to its passive nature and its medium resolution.

Future applications will investigate the use of multi-mission sensors, perhaps referring to additional NIR sensors and active sensors (i.e., radar altimeters) to ensure a denser temporal frequency and a more reliable and accurate estimation of the extreme (especially high) flows. If we merge the observations retrieved from several NIR sensors (e.g., Landsat, MODIS/Terra and MODIS/Aqua, OLCI/Sentinel-3, and MSI/Sentinel-2 currently available), we have the possibility to densify the time series reaching a frequency almost daily (depending on the clouds). In addition, with the use of radar altimetry, it is possible to overcome the problem of the clouds and obtain a dense time series of water level with the use of multiple tracks and different missions (SARAL/AltiKa, Sentinel-3, Sentinel-6, Jason-3, CryoSat-2, and the future SWOT). The joint use of both the sensors (NIR and radar altimeter) is expected to advance our capability to record high and low discharge peaks, which are fundamental to prevent and forecast extreme events of floods and droughts.

Moreover, the extended applications to other rivers characterized by different hydrological regimes (i.e., big rivers with strong seasonality) could demonstrate a drastic
improvement of the results. Indeed, the attempt shown here represents just one example of how the satellite can be used also for ungauged river basin, providing continuous, reliable, and updated information for the management of the flows.
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