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Abstract

While exaggeration is one of the most prevalent rhetorical devices, it is arguably one of the least studied in the figurative language processing community. We contribute to the computational study of exaggeration by (1) creating the first Chinese corpus focusing on sentence-level hyperbole detection, with the goal of facilitating a cross-lingual study on this phenomenon, (2) performing a statistical and manual analysis of our corpus, with the goal of gaining insights into the strategies humans employ when creating hyperboles, and (3) addressing the automatic hyperbole detection task with deep learning techniques.

1 Introduction

Recent years have seen a surge of interest in the automatic processing of figurative language in the NLP community, as evidenced by the successful organization of the NAACL 2018 Workshop on Figurative Language Processing. Much of the work on figurative language processing conducted so far, however, has focused on metaphor and metonymy (Tsvetkov et al., 2014), and more recently, sarcasm (Hazarika et al., 2018), idioms (Liu and Hwa, 2018), and puns (He et al., 2019). In particular, hyperbole, also known as exaggeration, is a relatively under-studied phenomenon in the community. This is somewhat surprising, especially given that the prevalence of hyperbole as a rhetorical device is only second to metaphor (Kreuz et al., 1996). Humans exaggerate in different situations for various purposes, such as creating amusement, expressing emotion and drawing attention (Li, 2013).

The vast amount of work on metaphor detection in the past few years was stimulated in large part by the availability of standard evaluation corpora. Progress on the computational study of exaggeration, on the other hand, is hindered by the lack of annotated resources. To our knowledge, HYPO, the first dataset that focuses on exaggeration, was only released in late 2018 (Troiano et al., 2018). HYPO consists of 709 hyperbolic sentences, each of which has a non-hyperbolic version created by manually paraphrasing its hyperbolic counterpart. Given the dataset, Troiano et al. introduced the task of automatic hyperbole detection, where the goal is to determine whether a sentence is a hyperbole.

Given the status quo, our goal is to further the computational study of exaggeration. Specifically, our contributions in this work are three-fold. First, we create HYPO-cn, the first Chinese dataset on exaggeration. HYPO-cn consists of 4762 sentences, of which 2680 are hyperbolic and 2082 are non-hyperbolic. To stimulate research on the computational study of exaggeration, we make HYPO-cn publicly available. We believe that this dataset can complement Troiano et al.’s English dataset and facilitate a cross-lingual study of exaggeration.

Our second contribution involves conducting an empirical analysis of HYPO-cn. We perform two kinds of analysis. First, we conduct a statistical analysis in an attempt to answer various questions involving exaggeration, such as: (1) are there strong lexical indicators of hyperbole; (2) how lexically diverse are the non-hyperbolic versions of a given hyperbolic sentence; and (3) how lexically diverse are the hyperbolic versions of a given non-hyperbolic sentence? Second, we conduct a manual analysis to identify the major strategies used by humans to overstate. We believe our analysis can advance the computational study of exaggeration and allow us to shed light on a number of interesting questions involving exaggeration.

Finally, we perform preliminary experiments on the automatic hyperbole detection task using HYPO-cn. Unlike Troiano et al., who only employed traditional (i.e., non-neural) learners for hyperbole detection, we examine the use of deep learning techniques for model training, with the goal of understanding
whether state-of-the-art learning techniques can offer better results. We show that the best deep learner outperforms the best traditional learner by 11.0% points in accuracy. These results provide suggestive evidence that hyperbole detection is indeed a task that requires a deep understanding of text semantics, as this is what primarily distinguishes a deep learner from a traditional learner.

2 Related Work

2.1 Figurative Language Processing

We begin with an overview of recent work on figurative language processing. For metaphor processing, Rivera et al. (2020) build a neural network to detect the metaphoricity of adjective-noun pairs using pre-trained word embeddings and word similarity; Zhang et al. (2019) use an attention network based on subject–predicate and verb–object relations to identify Chinese verb metaphors; and Chen et al. (2019) detect Chinese metaphors using various kinds of cultural background information such as radicals representing body parts, instruments, materials, and movements. For sarcasm detection, Hazarika et al. (2018) extract contextual information together with user embeddings in online social media discussions. For idiom processing, Liu and Hwa (2018) identify the intended usage of an idiom in an unsupervised manner, treating possible usages as a latent variable in probabilistic models and training them in a linguistically motivated feature space. Homographic pun detection is addressed by Diao et al. (2019) using a contextualized representation with a gated attention.

The recognition of metaphors and idioms is related to hyperbole detection. Humans sometimes use metaphors and idioms to create hyperbolic sentences (Carston and Wearing, 2011; Zhou and Jiang, 2014). For example, the idiom “Time is money” is a metaphor in which “time” is the noumenon and “money” is the metaphoric object. It is also a hyperbole that overstates the value of time. However, there are differences between metaphor/idiom recognition and hyperbole detection, as many metaphors and idioms are not hyperbolic, such as “The rainbow looks like a bridge”.

2.2 Studies on Hyperbole

Compared with other rhetorical devices, hyperbole is less studied. The vast majority of the studies on hyperbole to date have been linguistic rather than computational in nature. Cano Mora (2009), for instance, constructs a taxonomy in which English hyperboles are categorized along two dimensions, quantitative (which involves inflating a quantitative/objective property such as time) and qualitative (which involves inflating a qualitative/subjective property such as emotion). These two dimensions are subcategorized into six semantic fields and 22 subfields. Ferré (2014) shows that at the textual level, a hyperbole can be present in a word or in the interpretation of a certain context.

There are also linguistic studies on exaggeration in Chinese. For instance, Liao and Ge (2014) explore how hyperboles are expressed in the novel “Er Ma”. They conclude that hyperboles can be expressed via (1) an upsurge on a semantic scale, which can be qualitative or quantitative, corroborating Cano Mora’s findings, or (2) other rhetorical devices, including personification and metaphor. Studying Mo Yan’s novel “Sandalwood Punishment”, Zhang (2016) points out that exaggeration may involve (1) an upsurge on a semantic scale or (2) presenting two events out of their typical temporal order, and concludes that that exaggeration can be expressed using one of eight strategies: Direct Hyperbole (which occurs when other rhetorics are not involved), Extreme Quantity (semantic upsurge on a quantitative scale), Extreme Quality (semantic upsurge on a qualitative scale), Double Negation, Metaphor, Personification, Comparison, and Other (i.e., hyperboles not included in the first seven categories). As we will see, some of these strategies are also used to generate sentences in HYPO-cn.

On the computational side, Troiano et al. (2018) create the first annotated English dataset in which every hyperbole has a non-hyperbolic counterpart. They propose the automatic hyperbole detection task, in which they train classifiers to distinguish hyperbolic sentences from non-hyperbolic sentences using traditional machine learners in conjunction with various types of features.

3 Dataset Creation

In this section, we describe the steps involved in the creation of our Chinese dataset, HYPO-cn.

Step 1: Hyperbole Collection

We begin by collecting hyperbolic sentences from two sources: webpages in professional educational websites¹ and linguistics research papers on hy-
hyperbole in Chinese (Huang, 2010; Zhao and Lu, 2013; Liao and Ge, 2014; Zhou and Jiang, 2014; Zhang, 2016). Specifically, we select 700 sentences from these two sources that have been discussed and determined to be hyperbolic by experts on exaggeration. As a sanity check, we manually go through each of these sentences and verify that all of them are indeed hyperbolic according to the three language-independent criteria of exaggeration summarized by Troiano et al. (2018), namely, the non-literal meaning, the upsurge on a semantic scale, and a connotative trait. We henceforth refer to this set of 700 hyperbolic sentences as $S_{hyp}$.

**Step 2: Non-hyperbole Generation**

Next, we hire three native speakers of Chinese to manually produce non-hyperbolic versions of each sentence in $S_{hyp}$. These annotators are graduate students in NLP (none of them are the authors) and have received a one-hour tutorial on exaggeration from us in which we presented the language-independent criteria of exaggeration described above as well as examples of hyperbolic and non-hyperbolic sentences. After that, each annotator is asked to independently produce a non-hyperbolic version of each (hyperbolic) sentence in $S_{hyp}$ without changing its meaning. By using three annotators, we can examine the extent to which the non-hyperbolic sentences created from the same hyperbole exhibit lexical diversity, and also reduce the possibility that the sentences are biased towards a particular person’s style. We henceforth refer to the resulting set of non-hyperboles as $S_{common}$.

**Step 3: Quality Assessment**

In order to ensure the quality of the annotations obtained in the previous step, we hire another two annotators to judge if each sentence in $S_{common}$ is a non-hyperbole after giving them the same one-hour tutorial on exaggeration as the other annotators. We delete a sentence if at least one of them thinks that it is hyperbolic or that it does not truly reflect the meaning of its hyperbolic counterpart. After this verification step, 13 non-hyperboles in $S_{common}$ are deleted. For example, the sentence 你嘴里没有实话 (There is no truth in your mouth) is deleted. Although this sentence is often mentioned in daily life, it is overstated as nobody lies all the time. In addition, if two sentences are identical, we delete one of them. Because of this, two sentences are deleted. After this step, every hyperbole in $S_{hyp}$ still has at least one non-hyperbolic counterpart.

**Step 4: Hyperbole Generation**

Next, we seek to generate more hyperbolic sentences from the non-hyperboles in $S_{common}$. To avoid the situation where an annotator is being influenced by the original hyperboles (i.e., the sentences in $S_{hyp}$), we employ another three human annotators who have not seen the sentences in $S_{hyp}$ to manually generate hyperboles after training them in the same one-hour tutorial mentioned above. The sentences in $S_{common}$ that are presented to them are selected as follows: for each sentence $s$ in $S_{hyp}$, we choose the non-hyperbole version of $s$ from $S_{common}$ that we determine is lexically and syntactically most similar to $s$. The annotators are required to overstate each non-hyperbole from their own point of view without changing its meaning.

**Step 5: Reliability Assessment**

Finally, we ask the two annotators involved in Step 3 to judge whether each hyperbolic sentence obtained in the previous step is indeed hyperbolic. Specifically, if at least one of them thinks a sentence is not hyperbolic or does not truly reflect the meaning of its non-hyperbolic counterpart, we will delete it. After this check, 117 sentences are disqualified. For instance, the sentence 一朵朵鲜花红得像血 (Flowers are as red as blood), which is metaphoric, is deleted since many flowers are actually scarlet. As in Step 3, if two sentences are identical, we will only keep one of them. Six sentences are removed because of this.

Overall, more sentences are being deleted in this step than in Step 3. This suggests that writing a qualified non-hyperbole is easier than writing a hyperbole. Although there seems to be more ways to express hyperbole than non-hyperbole, humans often use common expressions (e.g., the same idiom) to overstate, resulting in more repetitive hyperboles than non-hyperboles in our annotation process.

At the end of this process, 700 sentence sets are produced, where a sentence belongs to the same set as another sentence if one is a hyperbolic/non-hyperbolic version of the other. In total there are 4762 annotated sentences in HYPO-cn, of which 2680 are hyperbolic and 2082 are non-hyperbolic.

Table 1 shows a sample set of sentences taken from HYPO-cn, where the sentences labeled as 1 are hyperbolic and those labeled as 0 are not. Recall that two sentences in HYPO-cn are in the same set if and only if one is a hyperbolic or non-hyperbolic version of the other. Despite having the same meaning, the sentences within a set exhibit
Figure 1: Experiments based on a statistical analysis of HYPO-cn.

| Label | Sentence                                                                 |
|-------|--------------------------------------------------------------------------|
| 0     | 她的腿很长。                                                             |
|       | Her legs are very long.                                                   |
| [1]   | 她可以一下子迈上两层台阶。                                               |
|       | She can step up two steps once.                                           |
|       | Her one step equals my two steps.                                         |
| 1     | 她的腿很长，仿佛有两米。                                                 |
|       | Her legs may be two meters long.                                          |
| [2]   | 她迈开腿，一步就能跨上二楼。                                             |
|       | She makes a step and can reach the second floor.                          |
|       | 她的腿比梯子还长。                                                        |
|       | Her legs are longer than the ladders.                                     |

Table 1: An example sentence set in HYPO-cn.

lexical diversity. In fact, even the sentences within the same class can be lexically very different. For instance, there is minimal lexical overlap between the first and second sentences in each class.

4 Corpus Analysis

4.1 Statistical Analysis

We conduct a statistical analysis of HYPO-cn in an attempt to answer several interesting questions about exaggeration.

First, given that hyperbolic sentences may be more descriptive (e.g., compare the first sentence in each class in Table 1), are hyperbolic sentences longer than non-hyperbolic sentences on average? To answer this question, we show in Figure 1(a) the probability distribution of the sentences in HYPO-cn over sentence lengths (as measured by the number of characters). Contrary to our expectation, non-hyperbolic sentences are 2.4 characters longer than hyperbolic sentences on average.

Second, given a random pair of semantically equivalent hyperbolic sentences and a random pair of semantically equivalent non-hyperbolic sentences, which pair is likely to be lexically more diverse? Intuitively there are more ways to express exaggeration, so one would expect the hyperbolic pair to be lexically more diverse than the non-hyperbolic pair. To answer this question, we first compute the cosine similarity of each pair of hyperbolic sentences in the same set as well as the cosine similarity of each pair of non-hyperbolic sentences in the same set, where cosine similarity is computed based on their one-hot word vectors. In other words, the more word overlaps there are between two sentences, the higher their similarity is. We then plot the probability distribution of these sentence pairs over cosine similarity, where cosine similarity is discretized into 10 equal-sized intervals. As we can see in Figure 1(b), both semantically equivalent hyperbolic sentence pairs and semantically equivalent non-hyperbolic sentence pairs are lexically quite diverse: for instance, approximately 20% of the sentence pairs in both categories have a cosine similarity of 0.3 or below. On average, hyperbolic sentence pairs (avg. cosine similarity = 0.46) are lexically less diverse than their non-hyperbolic counterparts (avg. cosine similarity = 0.43). While these results are somewhat contrary to our expectation, the example set in Table 1 may provide hints on why this happened. Specifically, while both the hyperbolic sentences and the non-hyperbolic sentences in Table 1 are lexically quite diverse, a closer inspection should reveal that the average cosine similarity computed over the hyperbolic sentences is higher than that over the non-hyperbolic ones: the topic word 腿 (leg) appears in every hyperbolic sentence but is missing in one non-hyperbolic sentence, and the word 长 (long) appears in two hyperbolic sentences but only one non-hyperbolic sentence. While “two steps” appears in two non-hyperbolic sentences, the two occurrences correspond to different Chinese words and therefore are not considered an overlap.

Third, are there strong lexical indicators of hyperbole? To answer this question, we rank the
The highest-ranked words shown in Table 2 lead us to another question: are there words, phrases, concepts, or even linguistic devices that humans tend to think of and possibly use when they exaggerate?

To answer this question, we ask two native speakers of Chinese who are not involved in any of the previous annotation experiments to perform a manual analysis of the hyperbolic sentences in HYPO-cn. After being trained in the aforementioned one-hour tutorial on exaggeration, they are asked to go over the hyperbolic sentences in HYPO-cn and come up with a way to categorize them, where the categories should shed some light on the strategies humans commonly employ to produce hyperboles. Here, a strategy is broadly construed to include, for example, the use of certain categories of words or phrases, concepts, or linguistic devices. Note that the annotators are not asked to go over the non-hyperbolic sentences, as our goal is to identify strategies that are commonly used in a hyperbolic context, rather than those that are used predominantly or even exclusively in hyperbolic sentences.

The annotators come up with 11 categories. Through discussion, they agree on the placement of each sentence into at least one of these 11 categories, which are described below:

1) **Quantity concepts.** They include (a) completeness and non-exceptionality, such as 全部 (all) and 每 (every), (b) non-existence, such as 一点也不 (not at all), (c) uniqueness, such as 至高无上 (paramount) and 最 (most), as well as (d) boundlessness, such as 无边无际 (boundless) and 无尽 (endless). For example, the use of 所有 (everything) in sentence [4] makes it a hyperbole:

[4] 他是个天才，知道所有的事。
(He is a genius. He knows everything.)

2) **Extreme cases.** They include (a) complete-ness and non-exceptionality, such as 全部 (all) and 每 (every), (b) non-existence, such as 一点也不 (not at all), (c) uniqueness, such as 至高无上 (paramount) and 最 (most), as well as (d) boundlessness, such as 无边无际 (boundless) and 无尽 (endless). For example, the use of 所有 (everything) in sentence [4] makes it a hyperbole:

[4] 他是个天才，知道所有的事。
(He is a genius. He knows everything.)

3) **Common sayings, including idioms and poems.** For example, when describing a stingy person, two annotators use the folk adage 铁公鸡 (iron cock). Unlike the words/phrases in other categories, the idioms used in hyperboles must itself be hyperbolic regardless of the context in which they appear. For example, the idiom 多一事不如少一事 (The less trouble, the better) is not hyperbolic and cannot be employed for exaggeration.

4) **Rhetorics.** The rhetorical devices that are commonly used in hyperboles include metaphor (sentence [5]), personification (sentence [6]) and synesthesia (sentence [7]):

[5] 那位老先生简直料事如神。
(The old gentleman foretells like a prophet.)

[6] 天气热得连树叶上的叶子也在喘气。
(It was so hot that the leaves had to gasp for breath.)

[7] 树叶绿得要滴下来了。
(The green color of the leaves is dripping.)

5) **Comparison.** Hyperbolic sentences that involve a comparison use a reference to highlight
Table 3: Eleven categories of strategies employed by humans when creating hyperboles.

| Id | Category                  | Number | %    |
|----|---------------------------|--------|------|
| 1  | Quantity concepts         | 380    | 14.2 |
| 2  | Extreme cases             | 243    | 9.1  |
| 3  | Common sayings            | 268    | 10.0 |
| 4  | Rhetorics                 | 686    | 25.6 |
| 5  | Comparison                | 449    | 16.8 |
| 6  | Supernatural concepts     | 160    | 6.0  |
| 7  | Desc. about life          | 176    | 6.8  |
| 8  | Desc. of the state of body| 234    | 8.7  |
| 9  | Desc. about nature        | 201    | 7.5  |
| 10 | Fictitious scene          | 298    | 11.1 |
| 11 | Impossible ordering       | 17     | 0.6  |

the characteristic of an object. Sentence [8] is an example that makes a comparison between “mind” and “sky”.

[8] 他心里的胸比天空宽阔。
(He's mind is wider than the sky.)

Sky is commonly known to be boundless, so the contrast in the sentence underlines his generosity.

6) Description about supernatural concepts. Sentence [5] stresses how clever the old gentleman is. As we know, prophets, gods, and immortals are among the most powerful and intelligent beings, so drawing a connection between a human being and a supernatural being is a way to overstate.

7) Description about life. This semantic field includes (a) the concept of bringing/destroying life, such as 生命 (life), 重生 (reborn), and 要命 (fatal), (b) physical health, such as 病 (sick), as well as (c) mental state, such as 发疯 (crazy) and 精神病 (psychosis). Sentence [9] is hyperbolic because while the urge is annoying, it can never kill you.

[9] 他们的催促要索命。
(Their urge is killing.)

8) Description about the state of the human body. This category involves sentences that express exaggeration via describing an unusual state of the human body or organ. For example, in sentence [10], when overstating the word 看着 (stare at), the depiction of the person’s eyes is used to highlight the great deal of concentration.

[10] 他看着那位小姐, 大眼珠险得突破眼眶。
(He stares at the young lady. His big eyes are breaking through the orbit.)

9) Description about nature. This semantic field includes entities in nature and natural phenomena with distinctive features, such as 闪电 (lightning), 地球 (earth), and 南极 (Antarctica). For example, sentence [9] uses 天空 (sky) to describe “wide” as the sky is known to be extremely vast.

10) Fictitious scene. Sometimes a human employs an imaginary scene to overstate his/her point. Sentence [3], for instance, describes a scene where “she” reaches the second floor in one step in order to highlight how long her legs are.

11) Impossible ordering. This category of sentences describes a situation in which the sequence of events involved did not take place in a possible order, as in sentence [11]:

[11] 在娘肚子里我就会抽烟了。
(I learned to smoke before I was born.)

Table 3 shows the number and percentage of sentences in HYPO-cn that involve each strategy. As mentioned earlier, these categories are not disjoint. As we can see, Rhetorics is the largest category, whereas Impossible Ordering is the smallest.

An interesting question is: do humans employ the same strategy for exaggeration when trying to rewrite a non-hyperbolic sentence? Recall from Section 3 that in Step 4 of our corpus creation procedure, three hyperbolic sentences are created by having three annotators rewrite a non-hyperbolic sentence. To answer the above question, we compute statistics on how often our three annotators employ the same strategy when writing hyperboles using these non-hyperbolic sentences. At the outset, we do not expect high agreement, as more than one strategy can be assigned to a given sentence.

There are 53 sets (8.9%) in which all three annotators employ the exact same strategy. Excluding these 53 sets, we have 41 sets (6.9%) in which all three annotators have at least one strategy in common (e.g., two of them employ strategy 1 while the third employs strategies 1&2). Among the remaining sets, there are 233 (39.0%) in which two annotators employ the exact same strategy and another 93 (15.6%) in which two annotators have at least one strategy in common. Finally, there are 178 sets (29.8%) in which the three annotators all employ different strategies.

It is somewhat surprising that in as many as 30% of the sets the annotators use different strategies. To gain insights into the reason, we show in Table 4 a set that belongs to this category, where the original (non-hyperbolic) sentence is in the first row. As we can see, the three annotators employ three different strategies: 5 (comparison), 1 (quantity concepts), and 2 (extreme cases).

\[3\] Recall that some hyperbolic sentences are discarded in Step 5. We compile our statistics based on only the 598 sets where none of the three hyperbolic sentences are discarded.
5 Automatic Hyperbole Detection

Next, we present preliminary results on the automatic hyperbole detection task. We cast it as a supervised binary classification problem where we predict whether a sentence is hyperbolic or not.

5.1 Traditional Learning Algorithms

As baseline systems, we employ those used by Troiano et al. (2018), who adopt a set of traditional machine learning algorithms encapsulated in the Sklearn library (Pedregosa et al., 2011) using the default learning setting, including logistic regression (LR), k-nearest neighbor algorithms (KNN), Naïve Bayes (NB), decision tree learners (DT), support vector machines (SVM), and Latent Dirichlet Allocation (LDA), to train classifiers for determining if a sentence is a hyperbole or not.

We employ the aforementioned learners for model training in conjunction with two types of features, hand-crafted features and embedding features, as described below.

The hand-crafted features are taken from those described in Troiano et al. (2018). More specifically, we reimplement four of the five hand-crafted features used by Troiano et al., namely Unexpectedness (how coherent a word is with the rest of the discourse), Polarity (the sentiment of the sentence), Subjectivity (whether the sentence is objective or not), and Emotional Intensity (the sentiment strength of the sentence). To be specific, we compute Unexpectedness with the pretrained Skip-gram vectors provided by Google (Mikolov et al., 2013) and the Directional Skip-gram embeddings provided by Song et al. (2018), and Polarity with the SnowNLP library\(^3\) and HowNet\(^4\). However, we are unable to implement the Imageability feature, which encodes the degree to which a word evokes a mental image. The reason is that Troiano et al. computed this feature based on the imageability ratings of the MRC psycholinguistic database, but such a resource is absent for Chinese. According to Troiano et al., the quantitative criteria for hyperboles are encoded partially by Unexpectedness, whereas the qualitative criteria are encoded by Polarity, Subjectivity, and Emotional Intensity. We will henceforth refer to this feature set as TF.

Embedding features are features derived from word embeddings. These features have recently been used extensively in various NLP tasks. We experiment with three types of pre-trained word embeddings: (1) the 300-dimensional Skip-gram representations, (2) the 200-dimensional Directional Skip-gram embeddings, and (3) the 768-dimensional contextualized embeddings trained based on BERT (Devlin et al., 2019), which we obtain by feeding the input sentence into Cui et al.’s (2019) implementation of BERT for Chinese. We generate the embedding features for a given sentence by averaging the embeddings of its constituent words. We will refer to the resulting feature sets produced via Skip-gram, Directional Skip-gram, and BERT as SG, DS, and BE, respectively.

5.2 Neural Network Setting

Troiano et al. (2018) employ only traditional learners in their experiments. A natural question is: will deep learners offer better performance on the hyperbole detection task? To answer this question, we employ the two commonly used deep learners in NLP, namely CNN and LSTM, as realized in the Keras API (Chollet et al., 2015).

For CNN, we use one convolutional layer and...
max-pooling. For both CNN and LSTM, we experiment with the three types of word embeddings described in the previous subsection to represent the words in the input sentence and employ ReLU as the activation function with a mini-batch size of 32. The dropout rate and the number of epochs are tuned to maximize accuracy on held-out development data using grid search.\(^5\) We use negative cross-entropy as the loss function and SGD as the optimizer with an initial learning rate of 0.001.

For comparison purposes, we fine-tune a BERT model pre-trained on Chinese (Cui et al., 2019) for our task as follows. If the input is only composed of the sentence to be classified, then we pass it to the encoder, feed the embedding of [CLS] token (in the last layer) to a task-specific classification layer, and jointly fine-tune the model parameters of BERT and the classifier. If the hand-crafted features described above are additionally used as input, we simply concatenate the corresponding feature vector with the embedding of the [CLS] token and use the resulting vector for fine-tuning. We tune the dropout rate and the number of epochs in the same way as we did for CNN and LSTM.

### 5.3 Experimental Setup and Results

Since Chinese has no space between words, we use the Jieba library\(^6\) for word segmentation. We remove the stopwords from each sentence and report 10-fold cross-validation results in all experiments. In each fold experiment, we use eight folds for model training, one fold for parameter tuning, and one fold for testing. Each fold contains exactly 70 sentence sets.\(^7\) We report performance in terms of accuracy. Note that the majority baseline, which classifies every test instance as hyperbolic, has an accuracy of 56.2%.

Experimental results are shown in Table 5. In addition to using the two types of features (hand-crafted features and embedding features) in isolation, we also use them in combination. For the traditional learners, we simply concatenate the two sets of features. For the deep learners, the hand-crafted features are concatenated with the output of the encoder in the dense layer.

Several points deserve mention. First, using only the hand-crafted features, we obtain mixed results. DT, the worst-performing learner on this task, underperforms the majority baseline. While NB yields the best performance, it only achieves an accuracy of 59.3.

Second, using only the embedding features always yields better results than using only the hand-crafted features, regardless of which traditional learner and which type of embedding are used. Nevertheless, LR, SVM and LDA seem to make more effective use of the embedding features than the remaining learners, and among the three types of embeddings, DS generally offers the best results while SG generally offers the worst results.

Third, using both the hand-crafted features and the embedding features is not necessarily better than using only the embedding features. Overall, the results are rather mixed: in the presence of the embedding features, the hand-crafted features only offer slightly improved performance in the majority of the cases.

Fourth, the two deep learners, CNN and LSTM, achieve substantially better results than the traditional learners: the worst deep learning-based system outperforms the best traditional learning-based system by at least 3.9% points, and the best deep learning-based system outperforms the best traditional learning-based system by 11.0% points. The best result, 85.4%, is achieved by using LSTM in

| Model | TF | SG | SG+TF | DS | DS+TF | BE | BE+TF | Words | Words+TF |
|-------|----|----|-------|----|-------|----|-------|-------|----------|
| LR    | 58.9 | 66.5 | 67.2 | 74.4 | 73.7 | 73.9 | 74.3 | –     | –        |
| KNN   | 57.2 | 58.6 | 59.6 | 60.8 | 60.4 | 63.5 | 63.2 | –     | –        |
| NB    | 59.3 | 60.6 | 61.1 | 62.9 | 62.5 | 61.5 | 61.8 | –     | –        |
| DT    | 54.6 | 55.8 | 55.3 | 59.0 | 59.2 | 58.3 | 58.5 | –     | –        |
| SVM   | 58.2 | 67.9 | 68.0 | 74.2 | 74.3 | 74.1 | 73.9 | –     | –        |
| LDA   | 59.0 | 66.0 | 67.0 | 72.4 | 72.6 | 70.9 | 71.1 | –     | –        |
| CNN   | –   | 80.7 | 81.8 | 83.6 | 84.1 | 82.1 | 81.6 | –     | –        |
| LSTM  | –   | 82.8 | 82.6 | 84.7 | 85.4 | 83.2 | 83.3 | –     | –        |
| BERT  | –   | –   | –   | –   | –   | –   | –   | 78.5  | 78.3     |

Table 5: Ten-fold cross-validation accuracies on automatic hyperbole detection.

\(^5\)Dropout rate: we tried values from 0.1 to 0.4 in increments of 0.1; number of epochs: we tried 20, 25, and 30.
\(^6\)https://github.com/fxsjy/jieba
\(^7\)All the sentences in the same set will appear in the same fold. This setup could minimize the lexical similarity across different folds, as the sentences in the same set are likely to be lexically more similar than those that appear in different sets.
| Features | CNN NH H | LSTM NH H |
|----------|----------|-----------|
| SG       | 71.5 80.8 | 76.3 82.9 |
| SG+TF    | 74.2 81.4 | 76.1 82.2 |
| DS       | 78.1 82.8 | 79.2 84.2 |
| DS+TF    | 79.1 83.9 | 79.6 84.5 |
| BE       | 75.8 81.6 | 77.8 82.6 |
| BE+TF    | 74.3 81.1 | 78.0 82.5 |

Table 6: F-scores achieved by different models on the hyperbolic (H) and non-hyperbolic (NH) classes.

Finally, as seen in the last two columns of Table 5, whether or not hand-crafted features are used, fine-tuning BERT yields results that are better than those produced by the traditional learners but not as strong as those produced by the deep learners.

To better understand how well the models identify the hyperbolic sentences and the non-hyperbolic sentences, we show in Table 6 the F-scores achieved on the hyperbolic (H) class and the non-hyperbolic (NH) class by two of the best learners, CNN and LSTM. Two points deserve mention. First, the F-scores on H are better than those on NH. This is perhaps not surprising, since there are more hyperbolic sentences than non-hyperbolic sentences in the corpus. Second, the DS results are better than the SG results and the BE results because of better identification of sentences in both classes, even though the improvements on the non-hyperbolic sentences are generally more pronounced than those on their hyperbolic counterparts.

5.4 Error Analysis

We perform an error analysis on the best-performing model, namely LSTM with DS+TF, and observe the following major error categories:

**Failure to understand context.** A word like 最 (most) is sometimes used in hyperboles, but not in the context in sentence [12]. Without understanding the context in which indicators like this appear, the model got confused and misclassified the corresponding sentence as hyperbolic.

[12] 她是家里孩子中最聪明的。
(Shes the most intelligent child in the family.)

**Lack of background knowledge.** To properly understand sentence [13], one should have the background knowledge that Four Books and Five Classics are masterworks in China. Without such information, the model failed to understand the sentence and misclassified it as non-hyperbolic.

[13] 老太太的经验就是我们的四书五经。
(The old lady’s experience is our Four Books and Five Classics.)

**Lack of commonsense knowledge.** Sentence [1] is non-hyperbolic because the fact that “her one step equals my two steps” is not anything that would be surprising to anyone. However, if one changes the number from “two” to “100”, then the resulting sentence becomes hyperbolic because in reality it is not possible that one person’s step would equal another person’s 100 steps. Hence, the determination of whether a sentence is hyperbolic or not often requires the commonsense knowledge of whether the word/phrase used to describe an object is out of normal range or not. This kind of knowledge is currently missing in our system.

6 Conclusion

We presented an empirical study of exaggeration, which is one of the most prevalent and yet one of the least studied rhetorical devices from a computational perspective. Our contributions lie in (1) creating a Chinese corpus focused on exaggeration, (2) identifying different strategies used by humans for exaggeration and (3) showing that deep learners substantially outperform traditional learners on automatic hyperbole detection. The statistical and manual analyses of our corpus, which is absent from other computational studies on exaggeration, have shed light on various interesting questions about this rhetorical device. To stimulate research on this topic, we make HYPO-cn publicly available. In future work, we plan to use HYPO and HYPO-cn to conduct a cross-lingual study on whether there are differences in the way exaggeration is expressed in English and Chinese.
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