Ultrasound Strain Imaging using ADMM
Md Ashikuzzaman, Hassan Rivaza

Abstract

Ultrasound strain imaging, which delineates mechanical properties to detect tissue abnormalities, involves estimating the time-delay between two radio-frequency (RF) frames collected before and after tissue deformation. The existing regularized optimization-based time-delay estimation (TDE) techniques suffer from at least one of the following drawbacks: 1) The regularizer is not aligned with tissue deformation physics due to taking only the first-order displacement derivative into account. 2) The $L_2$-norm of the displacement derivatives, which oversmooths the estimated time-delay, is utilized as the regularizer. 3) The absolute value function should be approximated by a smooth function to facilitate the optimization of $L_1$-norm. Herein, to resolve these shortcomings, we propose employing the alternating direction method of multipliers (ADMM) for optimizing a novel cost function consisting of $L_2$-norm data fidelity term and $L_1$-norm first- and second-order spatial continuity terms. ADMM empowers the proposed algorithm to use different techniques for optimizing different parts of the cost function and obtain high-contrast strain images with smooth background and sharp boundaries. We name our technique ADMM for total variation regularization in ultrasound strain imaging (ALTRUIST). In extensive simulation, phantom, and in vivo experiments, ALTRUIST substantially outperforms GLUE, OVERWIND, and 1-SOUL, three recently-published TDE algorithms, both qualitatively and quantitatively. ALTRUIST yields 118%, 104%, and 72% improvements of contrast-to-noise ratio over 1-SOUL for simulated, phantom, and in vivo liver cancer datasets, respectively. We will publish the ALTRUIST code after the acceptance of this paper at http://code.sonography.ai.
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1. Introduction

Ultrasound is a widely-used medical imaging modality due to its cost-effectiveness, ease of use, non-invasiveness, and portability. One of the eminent diagnostic applications of ultrasound imaging is elastography [1], which comprises mapping the mechanical properties of tissue. Elastography distinguishes between healthy and diseased tissues by displaying their elastic contrast, presuming that particular pathologies like a tumor, cancer, benign lesion, cyst, etc., modify tissue elasticity. Thus far, ultrasound elastography has been employed in breast tissue classification [2, 3, 4, 5], liver health assessment [6, 7, 8, 9], ablation monitoring [10, 11, 12], overseeing vascular [13, 14, 15] and cardiac [16, 17, 18] health, and numerous other clinical applications. This work focuses on free-hand palpation quasi-static strain imaging which entails acquiring time-series radio-frequency (RF) frames from a tissue being deformed by a quasi-static force created with a hand-held probe. The deformation field between the pre- and post-deformed frames is obtained by a certain time-delay estimation (TDE) technique. The spatial derivative of the displacement field provides the strain image where changes in strain values can potentially distinguish the pathologic tissue from the healthy one.

The non-trivial task of TDE is accomplished by tracking the displacement between the frames under consideration. Three mainstream classes of speckle-tracking techniques have been proposed: window-based [19, 2, 20, 21, 22], deep learning-based [23, 24, 25, 26, 27, 28], and energy function optimization-based [29, 30, 31, 32, 33, 34, 37]. This work concerns energy-based speckle tracking techniques, which obtain the displacement estimates by optimizing a non-linear cost function enforcing data fidelity and spatial continuity constraints. Although these algorithms yield attractive noise-suppression ability, they are computationally expensive. However, the issue of computational load has been resolved by a series of works [35, 36, 37]. Along this line, Second-order Ultrasound Elastography (SOUL) [9] has been proposed, which penalizes both first- and second-order displacement derivatives to formulate a physics-based regularization constraint and render a high-contrast strain image. However, like its closely-related previous work GLobal Ultrasound Elastography (GLUE) [36], SOUL uses the $L_2$-norm to formulate the regularizer, which blurs the boundary between different tissue types. Total Variation Regularization and Window-based TDE (OVERWIND) [37] has addressed the blurring issue by penalizing the $L_1$-norm of displacement derivatives instead of the $L_2$-norm. Although OVERWIND obtains sharper strain images than GLUE, it incorporates a non-physics-based first-order regularizer. Our recently published technique L1-SOUL [38] combines the advantages of SOUL and OVERWIND by penalizing the $L_1$-norms of both first- and second-order displacement derivatives. However, L1-SOUL defines the $L_1$-norm in terms
Algorithm 1: Workflow of the ALTRUIST algorithm

Input: Pre- and post-deformed RF frames $I_1$ and $I_2$, DP initial estimate $d$
Output: Total displacement field $d + \Delta d$, axial strain image

1. Formulate the cost function $C$ containing $L_2$-norm data and $L_1$-norm first- and second-order continuity terms (Eq. 4);
2. Split $\Delta d$ into two variables $\Delta d$ and $v$ and devise a constrained optimization problem (Eq. 12);
3. Formulate the augmented Lagrangian corresponding to the constrained problem (Eq. 13);
4. Alternatively solve for $\Delta d$ and $v$ following an iterative scheme (Eqs. 15 - 17);
5. Add optimal $\Delta d$ to $d$ for obtaining the final displacement field;
6. Differentiate the axial displacement field spatially to find the axial strain image;

of a smooth approximation of the absolute value function to facilitate the simultaneous optimizations of $L_2$ data and $L_1$ continuity norms. Such a coarse approximation hinders the optimality of $L_1$-SOUL’s displacement tracking performance.

In this paper, we propose using the alternating direction method of multipliers (ADMM) [39, 40, 41, 42, 43] to optimize a cost function consisting of $L_2$-norm data fidelity term and $L_1$-norm first- and second-order continuity terms. ADMM splits the target variable into two variables and couples them using a valid constraint to decompose the original optimization problem into two simpler subproblems. These subproblems are alternatingly solved for the associated variables, providing two major advantages. First, it allows using different optimization methods for solving different parts of the TDE problem, and therefore, an approximation of the $L_1$-norm is not required. Second, it establishes a sample-wise regularization strategy, which exploits the spatial distribution of elasticity in each iteration to control the level of smoothness. Combining the aforementioned features, the proposed technique aims at attaining the maximum potential of a physics-based regularizer in ultrasonic strain elastography. Unlike previous works [44, 45, 46] employing ADMM in the reconstruction of tissue elasticity modulus, this work applies ADMM in ultrasound strain imaging for optimizing a $L_1$-norm (alternatively known as total variation) regularizer containing both first- and second-order displacement derivatives. We name our technique ALTRUIST: ADMM for totalL variatioN RegUlarization in ultrasonic STrain imaging. To the best of our knowledge, ALTRUIST is the first technique to employ ADMM in ultrasonic strain elastography. We have validated ALTRUIST with simulated, phantom, and in vivo liver cancer datasets. Similar to our previous work [7, 47, 9], the ALTRUIST code will be published at http://code.sonography.ai after the acceptance of this paper.

2. Methods

Let $I_1 \in \mathbb{R}^{m \times n}$ and $I_2 \in \mathbb{R}^{m \times n}$ be two time-series RF frames collected from a tissue being deformed by an external or internal force. Our goal is to obtain the axial strain map between $I_1$ and $I_2$. To that end, we calculate the initial axial and lateral displacement fields $a_{i,j}$ and $l_{i,j}$, $1 \leq i \leq m$ and $1 \leq j \leq n$, using DP [35]. The most vital step is to refine this initial displacement estimate using a TDE algorithm. This section presents ALTRUIST, the proposed TDE technique in detail.

2.1. ADMM for Total Variation Regularization in Ultrasound Strain Imaging (ALTRUIST)

Our recently published $L_1$-norm optimization-based TDE algorithm L1-SOUL [38] approximates the absolute value function with a differentiable function to facilitate the simultaneous optimizations of $L_2$ data norm and $L_1$ continuity norm. This inexact approximation of $L_1$-norm limits the TDE technique’s ability to render sharp transitions at strain boundaries, while maintaining a smooth background. In addition, the regularization scheme of L1-SOUL treats every sample equally, which hinders a sharp transition at inclusion edges. To resolve these shortcomings of L1-SOUL, ALTRUIST employs the powerful technique ADMM for optimizing the penalty function containing data fidelity and total variation regularization terms. ADMM facilitates the use of different techniques for optimizing $L_2$ and $L_1$-norms and therefore, an inexact approximation of the $L_1$-norm is no longer necessary. In addition, ADMM can handle every RF sample individually and adaptively impose different levels of smoothing based on the spatial distribution of elasticities, allowing sharp strain transitions at target boundaries.

ALTRUIST organizes the cost function as Eq. 1 so that it suits the incorporation of ADMM.

\[
C(\Delta a_{1,1}, \ldots, \Delta a_{m,n}, \Delta l_{1,1}, \ldots, \Delta l_{m,n}) = \frac{1}{2} \| D_1(i, j, a_{i,j}, l_{i,j}, \Delta a_{i,j}, \Delta l_{i,j}) \|^2_2 + \| D_2 \Delta d + D_3 d + E \|_1
\]

where $d \in \mathbb{R}^{2m \times n}$ and $\Delta d \in \mathbb{R}^{2m \times n}$ stack the DP initial estimates and the fine-tuning displacement estimates, respectively. $E \in \mathbb{R}^{(8m+2n+1)}$ contains the adaptive regularization terms [7, 9]. The data constancy term $D_1(i, j, a_{i,j}, l_{i,j}, \Delta a_{i,j}, \Delta l_{i,j})$ is defined as follows.

\[
D_1(i, j, a_{i,j}, l_{i,j}, \Delta a_{i,j}, \Delta l_{i,j}) = I_1(i, j) - I_2(i + a_{i,j} + \Delta a_{i,j}, j + l_{i,j} + \Delta l_{i,j})
\]

We approximate $I_2$ by its first-order Taylor series expansion to remove the non-linearity present in the data function:

\[
I_2(i + a_{i,j} + \Delta a_{i,j}, j + l_{i,j} + \Delta l_{i,j}) \approx I_2(i + a_{i,j}, j + l_{i,j}) + \Delta a_{i,j} f_{2,a} + \Delta l_{i,j} f_{2,l}
\]

where $f_{2,a}$ and $f_{2,l}$, respectively, denote the axial and lateral derivatives of $I_2$ at $(i + a_{i,j}, j + l_{i,j})$. Now the cost function can be formulated as follows.
Note that $C(\cdot)$ is a summation of $L2$-data and $L1$-continuity norms, both convex functions, and therefore, ADMM is guaranteed to converge [39, 41]. $\tilde{D}$ and $\Xi$ are defined by Eqs. 14 and 5, respectively.

Here, $g_{i,j}$ is defined as follows.

$$g_{i,j} = I_i(i,j) - I_2(i + a_{i,j}, j + l_{i,j})$$  

(6)

$D_R \in \mathbb{R}^{(8mn+2n)\times2mn}$ embeds the weighted first- and second-order derivative operators in axial and lateral directions, and is defined as:

$$D_R = \begin{bmatrix} D_{f,a} & D_{d,a} & D_{d,l} & D_{l,a} \end{bmatrix}$$  

(7)

where $D_{f,a} \in \mathbb{R}^{2n\times2mn}$ is given by:

$$D_{f,a} = \begin{bmatrix} D_{f,a,1} & O & O & \cdots & O \end{bmatrix}$$

Here, $O \in \mathbb{R}^{2n\times2n}$ is a zero matrix and $D_{f,a,1} \in \mathbb{R}^{2n\times2n}$ is defined as:

$$D_{f,a,1} = \text{diag}(\gamma, 0, \gamma, 0, \ldots, \gamma, 0)$$

where $\gamma$ denotes a continuity weight. $D_{d,a} \in \mathbb{R}^{2mn\times2mn}$ represents the first-order derivative in the axial direction and is defined as:

$$D_{d,a} = \begin{bmatrix} O & O & O & \cdots & O \\ -B_{1,a} & B_{1,a} & O & \cdots & O \\ O & -B_{1,a} & B_{1,a} & \cdots & O \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ O & \cdots & O & -B_{1,a} & B_{1,a} \end{bmatrix}$$  

(8)

where $B_{1,a} \in \mathbb{R}^{2n\times2n}$ is defined as: $B_{1,a} = \text{diag}(\alpha_1, \beta_1, \alpha_1, \beta_1, \ldots, \alpha_1, \beta_1)$.

Here, $\alpha_1$ and $\beta_1$ refer to the axial and lateral regularization parameters, respectively. $D_{l,a} \in \mathbb{R}^{2mn\times2mn}$ denotes the first-order derivative in the lateral direction and is given by:

$$D_{l,a} = \text{diag}(B_{1,l}, B_{2,l}, B_{3,l}, \ldots, B_{1,l})$$

where $B_{1,l} \in \mathbb{R}^{2n\times2n}$ is defined as:

$$B_{1,l} = \begin{bmatrix} 0 & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & 0 & \cdots & 0 \\ -\alpha_2 & 0 & \alpha_2 & 0 & \cdots & 0 \\ 0 & -\beta_2 & 0 & \beta_2 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & -\alpha_2 & 0 & \alpha_2 & 0 \\ 0 & \cdots & 0 & -\beta_2 & 0 & \beta_2 \end{bmatrix}$$  

(9)

Here, $\alpha_2$ and $\beta_2$, respectively, denote the axial and lateral continuity weights. $D_{2,a} \in \mathbb{R}^{2mn\times2mn}$ formulates the second-order derivative in the axial direction and is defined as Eq. 10.

$$D_{2,a} = \begin{bmatrix} O & O & O & O & \cdots & O \\ B_{2,a} & -2B_{2,a} & B_{2,a} & O & \cdots & O \\ O & B_{2,a} & -2B_{2,a} & B_{2,a} & \cdots & O \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ O & \cdots & B_{2,a} & -2B_{2,a} & B_{2,a} & \cdots & O \\ O & \cdots & 0 & O & \cdots & O \end{bmatrix}$$  

(10)

where $B_{2,a} = \text{diag}(\theta_1, \lambda_1, \theta_1, \lambda_1, \ldots, \theta_1, \lambda_1)$. Here, $\theta_1$ and $\lambda_1$ stand for the axial and lateral regularization weights, respectively. $D_{2,l} \in \mathbb{R}^{2mn\times2mn}$ presents the second-order derivative in the lateral direction which is defined as follows:

$$D_{2,l} = \text{diag}(B_{2,l}, B_{3,l}, B_{4,l}, \ldots, B_{1,l})$$

$$\begin{bmatrix} 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\ \theta_2 & 0 & -2\theta_2 & 0 & \theta_2 & 0 & \cdots & \vdots \\ 0 & \cdots & \theta_2 & 0 & -2\theta_2 & 0 & \theta_2 & 0 \\ 0 & \cdots & 0 & \theta_2 & 0 & -2\theta_2 & 0 & \theta_2 \\ 0 & \cdots & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$  

(11)

$\theta_2$ and $\lambda_2$, respectively, denote the axial and lateral continuity parameters. Now we split $\Delta d$ into two variables $\Delta d$ and $\nu$ and impose $D_R\Delta d + D_R\nu + E = \nu$. Then the optimization problem is transformed to:

$$\begin{align*}
\Delta d, \nu &= \arg \min_{\Delta d, \nu} \frac{1}{2} \| \Xi - \tilde{D} \Delta d \|^2_2 + \| \nu \|^2_1 \\
\text{s.t.} \quad &D_R\Delta d + D_R\nu + E = \nu
\end{align*}$$  

(12)

We convert the constrained optimization problem into an unconstrained one by formulating the augmented Lagrangian:

$$\begin{align*}
\Delta d, \nu &= \arg \min_{\Delta d, \nu} \frac{1}{2} \| \Xi - \tilde{D} \Delta d \|^2_2 + \| \nu \|^2_1 + \\
&\frac{\zeta}{2} \| D_R\Delta d + D_R\nu + E - \nu - u \|^2_2
\end{align*}$$  

(13)

where $\zeta$ is a tunable parameter and $u$ is the Lagrange multiplier. Now Eq. 13 is solved alternatively to obtain the optimal solutions for $\Delta d$ and $\nu$. 

continuity weights. $D_{2,a} \in \mathbb{R}^{2mn\times2mn}$ formulates the second-order derivative in the axial direction and is defined as Eq. 10.
For $K$ iterations {\small
\[
\Delta \hat{d} \leftarrow \arg \min_{\Delta d} \frac{1}{2} \| E - D' \Delta d \|^2_2 + \frac{\zeta}{2} \| D_R \Delta d + D_{Rd} + E - \hat{\nu} + u \|^2_2 \tag{15}
\]
\[
\hat{\nu} \leftarrow \arg \min_{v} \frac{1}{2} \| v - (D_R \Delta \hat{d} + D_{Rd} + E + u) \|^2_2 + \frac{1}{\zeta} \| v \|_1 \tag{16}
\]
\[
u \leftarrow u + D_R \Delta \hat{d} + D_{Rd} + E - \hat{\nu} \tag{17}
\]
}\small

The quadratic cost function in Eq. 15 is optimized in the similar fashion as SOUL \cite{9}. The Lagrange multiplier is updated in Eq. 17. The classic form of the cost function in Eq. 16 is optimized using the shrinkage function:
\[
\hat{\nu} \leftarrow S_{\frac{1}{\zeta}} (D_R \Delta \hat{d} + D_{Rd} + E + u) \tag{18}
\]
where the shrinkage function $S_{\frac{1}{\zeta}}(\cdot)$ is defined as follows.
\[
S_{\frac{1}{\zeta}}(\cdot) = \text{sign}(\cdot) \max(|\cdot| - \frac{1}{\zeta}, 0) \tag{19}
\]

The optimal refinement field is added to the DP initial estimate to find the final displacement field. A spatial differentiation of the final displacement estimate is performed to obtain the strain map. The workflow of ALTRUIST is summarized in Algorithm 1.

2.2. Ultrasound Simulation and Data Acquisition

We simulated two phantoms containing three layers with varying elasticities. The target-background elastic contrast for the first and second layer phantoms are high and low, respectively. In addition to the layer phantoms, we simulated a homogeneous phantom containing a stiff inclusion. The real validation experiments were performed with one set of breast phantom and two sets of in vivo liver cancer data. The specifics of the simulated, phantom, and in vivo datasets are outlined below, whereas ultrasound simulation and imaging settings are provided in Table 1.

2.2.1. Simulated Layer Phantoms

Two homogeneous phantoms, each containing a stiff layer, were compressed by 4% using closed-form equations as described in \cite{7}. The elastic moduli of the background and target tissue layers, respectively, were set to 20 kPa and 40 kPa for the first phantom and 20 kPa and 22.86 kPa for the second phantom. The ultrasound simulation software Field II \cite{48} was used to generate the RF frames. Random Gaussian noise with 20 dB peak SNR (PSNR) was added to the RF data to mimic real data acquisition environment.

2.2.2. Hard-inclusion Simulated Phantom

A uniform phantom of 4 kPa Young’s modulus containing a hard inclusion of 40 kPa elastic modulus was simulated. A 1% compression was applied to the simulated phantom using the finite element (FEM) package ABAQUS (Providence, RI). Pre- and post-compressed RF frames were simulated with Field II. We corrupted the RF data with added Gaussian noise of 24 dB PSNR.

2.2.3. Experimental Breast Phantom

Pre- and post-deformed RF data were acquired from an experimental breast phantom (Model 059, CIRS: Tissue Simulation & Phantom Technology, Norfolk, VA). The background Young’s modulus was 20 ± 5 kPa, whereas the hard inclusion’s
elasticity modulus was at least twice as large as that of the background. See Table 1 for the imaging system and settings.

2.2.4. In vivo Liver Cancer Datasets

RF datasets were collected from three liver cancer patients at the Johns Hopkins Hospital (Baltimore, MD). All procedures aligned with the ethics approval obtained from the Institutional Review Board. In addition, all patients provided written consent to this in vivo study. Further details of this experiment can be found in Table 1 and [6].

2.3. Quantitative Metrics

The strain imaging quality of ALTRUIST is compared to those of GLUE, OVERWIND, and $L_1$-SOUl using Mean Structural SIMilarity (MSSIM) [49], root-mean-square error (RMSE), signal-to-noise ratio (SNR) [50, 51], contrast-to-noise ratio (CNR) [50, 51], and strain ratio (SR). RMSE is defined as follows:

$$\text{RMSE} = \sqrt{\frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (\hat{s}_{i,j} - s_{i,j})^2}$$  \hspace{1cm} (20)

where $\hat{s}_{i,j}$ and $s_{i,j}$ stand for the estimated and ground truth strains corresponding to the RF sample at $(i,j)$.

3. Results

ALTRUIST and the three competing techniques obtained the optimal parameter sets using an ad hoc technique. All techniques’ results for different combinations of parameter values

Figure 2: Axial strain images obtained from the simulated layer phantoms. Rows 1 and 2 correspond to high and low contrast, respectively, whereas, columns 1 to 5 correspond to the ground truth and axial strain maps estimated by GLUE, OVERWIND, $L_1$-SOUl, and ALTRUIST, respectively.
Figure 3: Axial strain results obtained from the simulated FEM phantom with added Gaussian noise. (a)-(e) correspond to the FEM strain and the axial strain images produced by GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively. The foreground and background windows for calculating SNR, CNR, and SR are shown in (a).

Table 1: Ultrasound simulation and imaging settings.

| Layer phantoms       | Ultrasound system | Probe Center frequency (MHz) | Sampling rate (MHz) |
|----------------------|-------------------|------------------------------|---------------------|
| Hard-inclusion phantom | Alpinion E-cube R12 | L3-12H Linear array         | 10                  |
| Experimental phantom | Antares Siemens   | VF 10-5 linear array        | 6.67                |

Table 2: MSSIM and RMSE values for the simulated high-contrast layer phantom dataset.

| Method     | MSSIM     | RMSE       |
|------------|-----------|------------|
| GLUE       | 0.05      | 3.4 × 10⁻³ |
| OVERWIND   | 0.39      | 2.6 × 10⁻³ |
| L1-SOUL    | 0.71      | 2.6 × 10⁻³ |
| ALTRUIST   | 0.92      | 2.4 × 10⁻³ |

Table 3: MSSIM and RMSE values for the simulated low-contrast layer phantom dataset.

| Method     | MSSIM     | RMSE       |
|------------|-----------|------------|
| GLUE       | 0.004     | 2.9 × 10⁻³ |
| OVERWIND   | 0.06      | 1.1 × 10⁻³ |
| L1-SOUL    | 0.23      | 1.3 × 10⁻³ |
| ALTRUIST   | 0.71      | 7.05 × 10⁻⁴ |

were generated, which were visually compared to each other to select the best one depending on the edge sharpness, background smoothness, and visual contrast. As illustrated in our previous work [9, 38], the strain imaging performance is not sensitive to a moderate alteration in the continuity parameter values.

The differentiation kernel length was set to 3 RF samples for all validation experiments. As shown in the representative example in Figure 1, a large differentiation kernel does not improve the image features of interest such as the contrast or the edge-sharpness. Instead, it blurs the strain image while masking the samples with erroneous TDE. Therefore, a minimal-length differentiation kernel was used in this study to prevent an artificial oversmoothing of strain images and establish a fair comparison among different TDE techniques’ performance. Detailed analyses of the kernel length and the techniques’ performance are presented in the Discussion Section.

This work calculates the single values of SNR, CNR, and SR using 3 mm × 3 mm windows placed at spatially smooth locations. To investigate the robustness of the techniques’ quantitative performance to the selection of region-of-interest (ROI), alongside a single CNR value, we report the histogram of 120 CNR values calculated between 6 target and 20 background strain windows.

3.1. Simulated Layer Phantoms

Figure 2 shows the axial strain results (see Figure 1 of the Supplementary Material for jet color map) for the high- and low-contrast layer phantoms. For both phantoms, GLUE obtains the noisiest strain images. OVERWIND yields a better noise suppression performance. In addition, the OVERWIND strains present clearer layer boundaries than GLUE. However, the estimated elastic contrast between different tissue layers are not satisfactory. L1-SOUL exhibits better target-background contrast than GLUE and OVERWIND. Moreover, it yields a sharper layer edge. Nevertheless, the performance of L1-SOUL in the uniform tissue regions is not up to the mark. ALTRUIST
Table 4: MSSIM and RMSE values for the hard-inclusion simulated phantom.

|          | MSSIM  | RMSE     |
|----------|--------|----------|
| GLUE     | 0.19   | $1.4 \times 10^{-3}$ |
| OVERWIND | 0.43   | $9.93 \times 10^{-4}$ |
| L1-SOUL  | 0.59   | $9.46 \times 10^{-4}$ |
| ALTRUIST | 0.66   | $9.35 \times 10^{-4}$ |

Table 5: SNR, CNR, and SR for the hard-inclusion simulated phantom dataset.

|          | SNR   | CNR   | SR |
|----------|-------|-------|----|
| GLUE     | 13.84 | 10.70 | 0.20 |
| OVERWIND | 24.57 | 22.04 | 0.15 |
| L1-SOUL  | 33.51 | 17.84 | 0.12 |
| ALTRUIST | 54.65 | 38.84 | 0.12 |

Table 6: Quantitative results for the breast phantom dataset. CNR and SR are calculated incorporating the blue target and red background windows shown in Figure 4(a). SNR is calculated on the background window.

|          | SNR   | CNR   | SR  |
|----------|-------|-------|-----|
| GLUE     | 5.06  | 4.39  | 0.38 |
| OVERWIND | 11.77 | 9.01  | 0.45 |
| L1-SOUL  | 10.34 | 10.07 | 0.31 |
| ALTRUIST | 18.79 | 20.51 | 0.17 |

produces the best strain images by ensuring smoothness in the uniform tissue region and sharp transition at the layer boundaries. The advantage of ALTRUIST is even more evident in case of the low-contrast phantom since it is a highly challenging scenario. The MSSIM and RMSE values reported in Tables 2 and 3 support our visual inference. It is worth noting that all four techniques slightly distort the layer edges in case of the low-contrast phantom (also see Figure 5 of the Supplementary Material). This might originate from the TDE techniques’ limited ability to discern tissues with negligible elastic difference.

3.2. Hard-inclusion Simulated Phantom

Figure 3 depicts the FEM and the estimated axial strain images (see Figure 2 of the Supplementary Material for jet color map) for the hard-inclusion simulated phantom. GLUE provides a noisy strain estimate with low target-background contrast. OVERWIND yields a more precise inclusion boundary than GLUE, while improving the contrast. However, the background strain imaging performance of OVERWIND is unsatisfactory. By providing a smoother background and preserving the contrast, L1-SOUL addresses this issue of OVERWIND. It is worth mentioning that L1-SOUL exhibits spurious edges inside the stiff inclusion which stem from the estimation noise. In addition, a small region on the right of the inclusion edge is slightly broken. ALTRUIST substantially outperforms GLUE, OVERWIND, and L1-SOUL both in the inclusion border and the uniform areas. In comparison to other three techniques, the ALTRUIST inclusion edge is more circular and closer to the ground truth, which further endorses ALTRUIST’s better edge-sharpening and shape-preserving abilities. It is apparent from the MSSIM and RMSE values in Table 4 that ALTRUIST closely resembles the FEM strain. The SNR, CNR, and SR values reported in Table 5 corroborate that ALTRUIST is superior to the other three techniques.

The histograms of 120 CNR values (see Figure 6(a)) demonstrate that ALTRUIST occupies most of the high CNR values and quantitatively outperforms the other techniques throughout the strain image. The paired $t$-test between the calculated CNR distributions indicates that ALTRUIST is significantly better than GLUE, OVERWIND, and L1-SOUL with $p$-values of $7.08 \times 10^{-33}$, $7.35 \times 10^{-16}$, and $1.62 \times 10^{-23}$, respectively.

3.3. Breast Phantom Dataset

The axial strain results for the experimental breast phantom dataset have been reported in Figure 4 (gray colormap) and Figure 3 of the Supplementary Material (jet color map). GLUE exhibits extensive background noise and blurred inclusion boundary. Although the inclusion edge is clearer in the OVERWIND strain, the background tissue region appears to be dark which might originate from the underestimation of strain. L1-SOUL outperforms GLUE and OVERWIND in terms of both edge-clarity and visual contrast. However, the background, especially in the deep tissue regions, is still noisy and the inclusion edge is not sufficiently sharp. The combination of physics-based second-order constraint and L1-norm regularization empowers L1-SOUL and ALTRUIST to achieve substantially better visual contrast than GLUE and OVERWIND. However, due to making a smooth approximation of the L1-norm, L1-SOUL’s contrast still has room for improvement. ALTRUIST resolves the issues associated with GLUE, OVERWIND, and L1-SOUL by providing the highest contrast, smooth background, and sharp target-background boundary. This visual assessment is supported by the quantitative values reported in Table 6. It is noticeable that L1-SOUL and ALTRUIST exhibit less circular inclusion than the B-mode image, which might be a side-effect of edge-sharpening. Nevertheless, since the ground truth is unknown and the B-mode echogenic contrast is not a true indicator of elastic contrast, a conclusive statement cannot be provided.

The histogram of 120 CNR values (see Figure 6(b)) shows that ALTRUIST obtains majority of the high CNR values. The paired $t$-test confirms that ALTRUIST significantly outperforms GLUE, OVERWIND, and L1-SOUL with $p$-values of $6.21 \times 10^{-49}$, $3.04 \times 10^{-36}$, and $2.39 \times 10^{-19}$, respectively.

3.4. In vivo Liver Cancer Datasets

Figure 5 shows the B-mode and the axial strain estimates (see Figure 4 of the Supplementary Material for jet color map) obtained by GLUE, OVERWIND, L1-SOUL, and ALTRUIST. The patient one’s B-mode image shows an echogenic contrast between the tumor and the healthy tissue. On the other hand, the target-background echogenic difference is negligible in case of the other datasets. For all patients, the strain images produced by all four techniques clearly show the pathologic region.
In addition to extensive noise in the background, GLUE strain images lack edge clarity. Although OVERWIND yields better noise suppression and edge-preserving ability than GLUE, it is still noisy and suffers from insufficient target-background contrast. Moreover, both GLUE and OVERWIND underestimate the strain in shallow tissue regions in case of patient 2. The GLUE strain image for patient 3 appears to be darker than the ones estimated by the other three techniques. L1-SOUL partially resolves the issues of GLUE and OVERWIND providing a smoother background and darker tumor region. For all patients, ALTRUIST substantially outperforms the pervious techniques in terms of target-background contrast, smoothness in the homogeneous region and sharpness at the edges, which is substantiated by the quantitative metric values reported in Table 7.

The high frequencies of ALTRUIST in high CNR values of the histograms (see Figures. 6(c), 6(d), and 6(e)) demonstrate the superiority of ALTRUIST throughout the strain images. The paired t-tests corroborate this inspection by showing that ALTRUIST is statistically better than GLUE, OVERWIND, and L1-SOUL, with p-values of $9.85 \times 10^{-22}$, $1.21 \times 10^{-6}$, and $1.07 \times 10^{-2}$, respectively, for patient 1; $9.08 \times 10^{-16}$, $9.57 \times 10^{-15}$, and $3.96 \times 10^{-6}$, respectively, for patient 2; $6.60 \times 10^{-22}$, $8.22 \times 10^{-4}$, and $5.5 \times 10^{-3}$, respectively, for patient 3.

### 4. Discussion

The penalty function formulated for this work consists of $L1$-norm continuity term and $L2$-norm data term. Ultrasound RF data generally contains additive Gaussian noise. Since $L2$-norm provides the maximum-likelihood estimator in such a scenario, the data term is devised in terms of the $L2$-norm of amplitude differences. Figure 7 justifies our selection of the data term by demonstrating that the histogram of the amplitude residual between the pre-deformed and the warped post-deformed frames approximates a Gaussian distribution.

One of the strengths of ALTRUIST is that it incorporates the shrinkage function to make a discrete decision on the level of continuity at each RF sample. This task is vital to ensure continuity in the uniform region and sharp discontinuity at the boundaries. ALTRUIST determines the desired derivative values for the next iteration by shrinking the current iteration’s displacement derivatives. Figure 8 illustrates this fact for the low-contrast layer phantom dataset by showing how ALTRUIST’s iterations gradually converge to the correct level of smoothness.

Both L1-SOUL and ALTRUIST formulate the second-order regularizer using only $\partial^2_x(\cdot)$ and $\partial^2_y(\cdot)$ terms to keep the cost function simple. However, penalizing $\partial^4_x(\cdot)$ terms along with the existing second-order derivative terms is a valid regularization action and may lead to a better TDE, which will be investigated in a future work.

---

### Table 7: SNR, CNR, and SR for the in vivo liver cancer datasets.

| Patient | SNR    | CNR    | SR    | SNR    | CNR    | SR    | SNR    | CNR    | SR    |
|---------|--------|--------|-------|--------|--------|-------|--------|--------|-------|
| GLUE    | 24.83  | 17.65  | 0.43  | 13.83  | 7.37   | **0.54** | 103.81 | 10.76  | 0.54  |
| OVERWIND| 62.85  | 28.60  | 0.42  | 24.78  | 12.63  | 0.55  | 62.28  | 16.55  | 0.49  |
| L1-SOUL | 83.95  | 37.09  | 0.32  | 23.24  | 12.96  | 0.54  | 87.88  | 14.60  | 0.40  |
| ALTRUIST| **130.78** | **48.79** | **0.24** | **32.52** | **16.40** | **0.54** | **111.49** | **25.05** | **0.25** |

---

Figure 4: Axial strain results obtained from the experimental breast phantom. Columns 1 to 5 correspond to the B-mode image and the axial strain images produced by GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively. The foreground and background strain windows for calculating SNR, CNR, and SR are shown on the B-mode image.
Figure 5: Axial strain results from the in vivo liver datasets. Rows 1-3 correspond to patients 1, 2, and 3, respectively, whereas columns 1 to 5 present the B-mode and the strain images obtained from GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively. The blue foreground and red background strain windows for calculating SNR, CNR, and SR are shown on (a), (f), and (k).

Figure 6: CNR histograms obtained using 120 target-background window combinations. Columns 1 to 5 correspond to the simulated phantom with a hard inclusion, real breast phantom, and in vivo liver cancer datasets from patients 1, 2, and 3, respectively.
ALTRUIST substantially outperforms the other three techniques in terms of estimation accuracy, structural similarity with the ground truth, visual contrast, and sharpness. In addition, the simulation experiment conducted in Figure 6 of the Supplementary Material indicates that ALTRUIST manifests superior performance in distinguishing two closely located targets. However, like L1-SOUL, it slightly distorts the elastic structure above the hard inclusion in Figure 3. Moreover, ALTRUIST exhibits a spurious edge on the inclusion’s left in Figure 4(e), which does not correspond to any physical structure. This might happen due to ALTRUIST’s over-sensitivity to a spatial transition of elasticity. A data-driven combination of mechanical-based and continuity constraints is a potential solution to these problems. Another option is to acquire RF frames with known loading conditions and incorporate FEM in an alternating optimization process. However, these modifications are beyond the scope of this work and call for further research.

This work adopts a manual parameter-selection scheme to optimize the performance of ALTRUIST. As described in the Supplementary Material, the parameter values for different datasets vary from each other. Noise distribution, imaging parameters, and the organ’s quantitative properties such as attenuation coefficient and scatterer size and distribution are the major contributors to the difference in parameter values. While tuning the parameters, one should set the first- and second-order continuity weights to substantially lower values than $\zeta$. In most cases, optimal strain imaging performance is achieved by assigning lower values to the lateral parameters than the axial ones. As demonstrated in our previous work [9, 38], visual appearance of the strain images is robust to a moderate change in the parameter values. In the future, a semi-automatic parameter-optimization strategy will be devised where the continuity parameters in different directions will be combined into a single parameter based on the system’s point-spread function (PSF), lateral sampling rate, and tissue characteristics. The optimal value of this parameter for each dataset will be obtained using L-curve [52]. Once the continuity parameters are obtained automatically, the optimal TDE performance can be achieved using only the shrinkage parameter.

The validation experiments conducted in this paper manifest that GLUE obtains the noisiest strain image among the techniques under consideration, which is a technical weakness of GLUE. The GLUE strain image can be artificially denoised by increasing the differentiation kernel length while calculating strain from displacement. This non-data-driven denoising step hurts one of the sole purposes of the comparative study that is to assess different TDE technique’s inherent abilities to suppress noise while maintaining proper sharpness and contrast. We have carried out two experiments to deeply investigate the interplay between the differentiation kernel size and GLUE’s performance. In the first experiment, we sweep the kernel length from 3 to 123 samples and calculate the corresponding SNR and CNR values. Figure 9 demonstrates that a large differentiation kernel cannot compensate for GLUE’s poor noise suppression ability, as ALTRUIST maintains substantially higher SNR and CNR values for all kernel lengths. In the second experiment, we use a differentiation kernel of 293 samples for GLUE so that its strain estimate achieves similar background smoothness as the optimal ALTRUIST strain image that uses a 3-sample kernel. Figure 10 indicates that the GLUE strain image looses the interesting textures and appears to be washed-out due to an aggressive denoising measure. Figure 10(c) validates this observation by showing a notably wider ESF corresponding to GLUE.

In this paper, we have formulated the mathematics and implemented ADMM from scratch to exploit its full capacity to optimize our L1-norm continuity-based cost function that is especially designed for ultrasonic strain imaging. Being an iterative technique, ALTRUIST’s runtime varies depending on the number of iterations required to estimate the displacement field. While an automatic stopping criterion involving RF amplitude residual and sharpness of strain can be introduced, as the maiden attempt of exploiting ADMM for ultrasonic strain imaging, this work ascertains the optimal number of iterations empirically. In our experience, ALTRUIST usually requires 5 iterations (maximum 10) to provide the optimal TDE. While implemented on MATLAB R2018b using a standard computer, GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively, require 0.49, 2.79, 5.33, and 6.02 seconds to obtain a 1000 × 100-sized displacement field. Therefore, AL-
ALTRUIST’s execution time is similar to that of L1-SOUL, which also optimizes L1-norm-based first- and second-order continuity constraints.

The lack of carrier signal [53], wider PSF [54], and low sampling rate [55] render displacement estimation in the lateral direction challenging. As a consequence, almost all displacement estimation algorithms exhibit poor lateral tracking ability. The techniques discussed in this work are also not suitable for high-quality lateral estimation since they are not designed to compensate for the lateral information which are not captured by the imaging system. Taking a mechanically-inspired relation among the axial, lateral, and shear strains such as the compatibility condition along with the RF data similarity constraint into account should potentially solve the lateral tracking issue by restoring the lost information using tissue deformation physics. However, this extension is beyond the scope of this work and therefore, further investigation is required to validate its potential.

Despite being well-regarded to be a promising modality to detect tissue abnormality, the wide clinical adoption of ultrasound elastography still remains a challenge due to a number of factors. First, the quality of elastograms generated by many existing techniques are not up-to-the-mark. Second, many elastography algorithms are not good candidates for real-time implementation. Third, the inter-frame motion often contains large out-of-plane component which is unsuitable for elastography. Consistent high performance in all experiments carried out in this study indicates that ALTRUIST resolves the issue associated with elastogram’s quality. In addition, ALTRUIST is a fast strain imaging technique, where the runtime can be further accelerated by optimizing its implementation on a GPU. Finally, an appropriate motion pattern between the RF frames can be ensured by concatenating ALTRUIST with a CNN-based automatic frame selection [56] technique. Featuring these consequential advancements, ALTRUIST and its extensions can be stepping stones to vast clinical adoption of ultrasound elastography.

This paper demonstrates ALTRUIST’s performance only in axial strain imaging. However, ALTRUIST is a generalized TDE technique, which renders substantially higher displacement tracking accuracy than the existing algorithms. Therefore, ALTRUIST and its extensions can potentially be employed in many clinically important applications such as Young’s modulus and Poisson’s ratio reconstruction [57], vascular permeability [58], solid stress and fluid pressure imaging [59, 60], etc., where displacement estimation is an inevitable task.

Although ALTRUIST successfully obtains high-quality axial strain images, it is based on ADMM, which demands explicit optimizations of both data and prior functions. Therefore, ADMM might not be suitable for handling certain penalty functions which incorporate hard-to-optimize priors. Plug-and-Play (PnP) [61] is an extension of ADMM which can potentially deal with such a situation. PnP converts objectives into actions and obtains the optimal solution from consensus equilibrium instead of solving the inverse problem explicitly. Our future work involves incorporating PnP to optimize a novel cost function consisting of $L^2$ data norm and deep learning-based denoising prior.

5. Conclusion

This paper proposes ALTRUIST, a novel algorithm for TDE in ultrasonic strain imaging. ALTRUIST incorporates ADMM for analytically optimizing a robust penalty function containing $L^2$ data fidelity norm, $L^1$ first- and second-order displacement derivative norms. ADMM ameliorates the issues regarding simultaneous optimization of $L^2$ data and $L^1$ continuity terms by employing different techniques for optimizing different components of the cost function. In addition, the optimization of the $L^1$-norm using the shrinkage operator introduces adaptive smoothing to the displacement estimates, yielding data-driven
decisions on the level of continuity at each sample. As such, ALTRUIST exhibits substantially superior performance over previous strain imaging techniques.
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In this Supplementary Material, we report the tunable parameter values associated with ALTRUIST. In addition, we show the axial strain images in jet color map. Moreover, we present the results for the low-contrast simulated phantom in a narrow color range. Furthermore, we conduct a simulation experiment to demonstrate the TDE techniques’ ability to distinguish two closely located targets.

1. Results

Like SOUL and L1-SOUL, ALTRUIST sets the second-order continuity weights \( \{\theta_1, \theta_2, \lambda_1, \lambda_2\} \) as multiples of the first-order ones \( \{\alpha_1, \alpha_2, \beta_1, \beta_2\} \). Considering the aforementioned multiplying factor as \( m_f \), \( \{\alpha_1, \alpha_2, \beta_1, \beta_2, m_f, \gamma, \zeta\} \) was set to \( \{0.015, 0.0012, 0.015, 0.0012, 100, 0.0001, 3000\} \), \( \{0.05, 0.00015, 0.025, 0.000075, 25, 0.0001, 8000\} \), \( \{0.03, 0.0005, 0.015, 0.00025, 45, 0.025, 0.000075, 25, 0.0001, 8000\} \), and \( \{0.0075, 0.00005, 0.00375, 0.000025, 45, 0, 200000\} \) for simulated layer phantoms (both high and low contrasts), hard-inclusion simulated phantom, real breast phantom, liver patients 1, 2, and 3, respectively.

Figures 1, 2, 3, and 4 show the axial strain results in jet color map. Figure 5 presents the low-contrast simulated layer phantom results in narrow color range. Figure 6 shows the axial strain imaging performance of GLUE, OVERWIND, L1-SOUL, and ALTRUIST for a simulated phantom with two closely located hard inclusions. All four techniques successfully distinguish the inclusions from each other. GLUE renders the noisiest strain estimate, while ALTRUIST outperforms the other three techniques in terms of contrast and sharpness.
Figure 1: Axial strain images obtained from the simulated layer phantoms. Rows 1 and 2 correspond to high and low contrast, respectively, whereas, columns 1 to 5 correspond to the ground truth and axial strain maps estimated by GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively.
Figure 2: Axial strain results obtained from the simulated FEM phantom with added Gaussian noise. (a)-(e) correspond to the FEM strain and the axial strain images produced by GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively.

Figure 3: Axial strain results obtained from the experimental breast phantom. Columns 1 to 5 correspond to the B-mode image and the axial strain images produced by GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively.
Figure 4: Axial strain results from the *in vivo* liver datasets. Rows 1-3 correspond to patients 1, 2, and 3, respectively, whereas columns 1 to 5 present the B-mode and the axial strain images obtained from GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively.
Figure 5: Low-contrast simulated layer phantom results in narrow color range. Rows 1 and 2 correspond to gray and jet color maps, respectively, whereas, columns 1 to 5 correspond to the ground truth and axial strain maps estimated by GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively.
Figure 6: Axial strain images for the simulated dataset with two inclusions. Columns 1-5 correspond to ground truth, GLUE, OVERWIND, L1-SOUL, and ALTRUIST, respectively.