Work extraction, information-content and the Landauer bound in the continuous Maxwell Demon
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Abstract. In a recent paper we introduced a continuous version of the Maxwell demon (CMD) that is capable of extracting large amounts of work per cycle by repeated measurements of the state of the system Ribezzi-Crivellari and Ritort (2019 Nat. Phys.). Here we underline its main features such as the role played by the Landauer limit in the average extracted work, the continuous character of the measurement process and the differences between our continuous Maxwell demon and an autonomous Maxwell demon. We demonstrate the reversal of Landauer’s inequality depending on the thermodynamical and mechanical stability of the work extracting substance. We also emphasize the robustness of the Shannon definition of the information-content of the stored sequences in the limit where work extraction is maximal and fueled by the large information-content of rare events.
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1. Introduction

Despite its overwhelming presence in our everyday life information is among the less tangible physical quantities. Introduced by Shannon in 1948 information theory gave rise to a revolutionary area in modern science with implications in the most diverse fields, from communication theory in mathematics to quantum computation in physics and genetics in biology. Information theory also lies at the core of long debated questions such as the black hole information paradox in quantum mechanics \[2\] or the Maxwell demon paradox in statistical mechanics \[3, 4\]. The latter paradox is considered being solved after the seminal works half a century ago in the framework of the thermodynamics of data processing by Landauer and Bennet \[5–7\]. During the recent years, and with the new possibilities offered by the invention of optical trapping and single molecule manipulation techniques \[8, 9\], thermodynamics of information has spurred lots of research in the field of fluctuation theorems and information feedback \[10–13\].

The simplest model realization of a Maxwell demon (hereafter referred to as MD) is a Szilard engine \[14\]. This is a device that operates in contact with a thermal bath that is capable of extracting heat from the bath to fully convert it into work. In the classical Szilard engine (figure 1(a)) a single particle occupies a vessel of volume \(V\) made of two compartments \(V_0, V_1\) \((V = V_0 + V_1)\). A measurement is made and the compartment occupied by the particle is determined. A wall is then inserted between the compartments and a work-extracting mechanism (e.g. a pulley) implemented to fully convert environmental heat into work. Let \(P_0 = V_0/V\) and \(P_1 = V_1/V\) \((P_0 + P_1 = 1)\) the probabilities to observe the particle in each compartment. The maximum extractable work is then \(W_0 = -k_BT \log P_0\) and \(W_1 = -k_BT \log P_1\) for compartments 0 and 1 and the maximum average work per measurement cycle equals,

\[
W_{\text{MD}} = P_0 W_0 + P_1 W_1 = -k_BT \left( P_0 \log P_0 + P_1 \log P_1 \right)
\]
which satisfies the Landauer limit $W_{MD} \leq W_L = k_B T \log 2$. Various experiments have validated the Landauer limit [15–24]. The standard Szilard engine corresponds to the classical version of the MD in which a given observation immediately leads to a work extraction process. However this is not the only way to realize an extractable work machine. One could think of alternative protocols where one makes repeated measurements and takes the decision to extract work only when a specific condition is met. In this case the average extractable work equation (1) no longer holds and other expressions are generally valid.

The experimental test of equation (1) in the classical Szilard engine requires implementing a pulley mechanism that maximizes the average extracted work. This is done by instantaneously changing a control parameter that stabilizes the state observed in the measurement, followed by an adiabatic recovery of the initial condition. In the classical Szilard [14] this is done by reversibly expanding the gas from the initial to the final volume against an opposing force. In the case of a bead in a double-well optical trap experiment [16] the stabilization of the observed state is done by unbalancing the double well potential by instantaneously lowering the free energy of the well occupied by the bead. In the case of the single electron box [22] the gate voltage is changed to stabilize the number of excess electrons in the two metallic islands. In the single DNA hairpin experiment reported in [1], the stabilization of the folded and unfolded state is produced by instantaneously moving the optical trap to instantaneously lower or increase the force applied on the molecular construct stabilizing the corresponding state (figure 1(b) and (c)).

2. The continuous Maxwell demon (CMD) in a nutshell

In a recent paper [1] we have introduced the continuum Maxwell Demon (CMD) as a new conceptual framework to analyze the thermodynamics of data processing. At
difference with the classical MD, the CMD monitors the time evolution of the system by performing repeated measurements of the system every time $\tau$ until the measurement outcome fulfills a given physical condition. Then a work-extracting machine is operated reversibly to fully convert heat into work. Results in the CMD were experimentally tested in a novel single-molecule Szilard motor DNA assay operating at room temperature. Five were the main results for the CMD in [1].

1. **Average work extraction.** The average work per measurement cycle is determined by the first measurement outcome. If it is 0 (1) then the extracted work equals $W_i(W_0)$ yielding a maximum average work per cycle,

$$W_{CMD} = P_0 W_1 + P_1 W_0 = -k_B T (P_0 \log P_1 + P_1 \log P_0).$$

Note that equations (1) and (2) have the same mathematical form, with just exchanged weights $P_0, P_1$. One can then readily demonstrate that $W_{CMD} \geq W_L = k_B T \log 2 \geq W_{MD}$: the upper limit for work extraction in the MD limit becomes a lower bound in the CMD. It is important to stress that the inversion of the Landauer inequality in the CMD is just a mathematical fact related to such exchange of the weights. The new inequality $W_{CMD} \geq W_L$ in the CMD complies with the Landauer principle and the Second Law as we show next.

2. **The Second Law.** The CMD can extract arbitrarily large amounts of work without violating the second law. In fact, equation (2) diverges in the limits $P_0 \to 0, 1$. However the information-content of the stored sequences $I$ also does in that limit. In the classical MD a single bit is stored per measurement cycle, therefore $I_{MD} = -P_0 \log P_0 - P_1 \log P_1$ and $W_{MD} = k_B T I_{MD}$. In the CMD one can demonstrate $W_{CMD} \leq k_B T I_{min}$ with

$$I_{min} = -\frac{P_0}{P_1} \log \frac{P_0}{P_1} - \frac{P_1}{P_0} \log \frac{P_1}{P_0} - P_0 \log P_1 - P_1 \log P_0$$

being the minimum information in the CMD under lossless compression for repeated uncorrelated measurements [1]. These results agree with Landauer’s principle and the second law. In the standard literature, the Landauer bound is formulated as $W \leq k_B T I$ with $I$ a proper information content, let it be Shannon information, mutual information or something like that, depending on the setup.

3. **Maximum efficiency.** The maximum efficiency $\epsilon_{max}$ is defined as the ratio between the maximum extracted work and the minimum energy needed to irreversibly erase the stored sequences,

$$\epsilon_{max} = \frac{W_{max}}{I_{min}}.$$
In the classical MD, $W_{\text{MD}} = k_B T \ln \frac{P_0}{P_1}$, and $\epsilon_{\text{max}} = 1$. Maximum efficiency in the CMD is found in the limit $P_0 \to 0, 1$ where dynamics is ruled by rare events. In this limit, $W_{\text{CMD}} \to k_B T \ln \frac{P_0}{P_1}$, both quantities diverging logarithmically like $-\log P_0$ (or $-\log(1 - P_0)$).

4. **Average power.** The CMD extracts large amounts of work per cycle as compared to the classical MD at the price of repeatedly measuring the state of the system until the particle changes compartment. Therefore the average duration of a cycle is always larger in the CMD as compared to the classical case, the latter being equal to $\tau$ (the time between consecutive measurements). In the classical MD the average power $P_{\text{MD}} = \frac{W_{\text{MD}}}{\tau}$, whereas in the CMD the average power is always lower, $P_{\text{CMD}} < P_{\text{MD}}$. Only in the limit $P_0 \to 0, 1$ the average power in the CMD and the classical MD are asymptotically equal, both vanishing like $-P_0 \log P_0$ for $P_0 \to 0$. This result holds only at the level of the mean extracted power but does not hold at the level of probability distributions of the extracted work (or power) in a finite time [25].

5. **Experimental test.** The CMD has been experimentally tested in single DNA hairpin pulling experiments. In these experiments the molecule passively hops between the folded and an unfolded states until an observation is made (figure 1(b)). Then a pulley mechanism is implemented whereby the optical trap is instantaneously moved to stabilize the observed state: if the molecule is observed in the folded state then the force is suddenly reduced; if the molecules is observed to be in the unfolded state then the molecular construct if further pulled and the force increased (figure 1(c)). In equilibrium conditions the probability of the two states 0 (folded) and 1 (unfolded) are given by, $P_0 = \frac{1}{1+e^{\phi}}$ and $P_1 = \frac{1}{1+e^{-\phi}}$ with $\phi$ being the equilibrium free energy difference (in $k_B T$ units) between the folded and the unfolded states: $\phi = \left(G_0 - G_1\right)/k_B T = \Delta G/k_B T = -\log \left(\frac{P_0}{P_1}\right)$. The average maximum work that can be extracted from each state is again given by $W_0 = -k_B T \log P_0$ and $W_1 = -k_B T \log P_1$ as in the Szilard gas.

The classical MD is the paradigm example of thermodynamics of information in discrete-time feedback (where the demon performs measurements at a given time). Although protocols with repeated measurement have been considered in the field of thermodynamics of information, they have been seldom implemented experimentally. In this regard the two-state model in [1] remains for now the simplest example where experiments and theoretical calculations for the information-content (see equation (3)) can be worked out in detail.

Despite the strong activity in the field of thermodynamic information and the MD during the last decades, it is remarkable that no previous study has identified the simple implementation of a CMD as it has been done in [1]. The discovery of the CMD came during the course of a first series of information-to-energy conversion assays in DNA hairpins and after realizing that the standard version of the Maxwell demon admits a variant of the standard work extraction protocol that is equally conceptually challenging and, at the same time, experimentally accessible. This is just one example of how experiments spur further conceptual thinking and analytical work.
3. Average work extraction: MD versus CMD

In the CMD the Landauer Limit, $W_L = k_B T \log 2$, becomes a lower bound while it is an upper bound for the MD. In other words, in our experimental implementation, the CMD gives more work per cycle than the MD. As discussed above, this is in accordance with the Second Law of thermodynamics: the CMD uses far more information than the MD. One may still wonder how general this result is and whether it depends on the thermodynamic and mechanical stability of the substance used to implement the Szilard engine (the gas molecule enclosed in the vessel for the Szilard model or the DNA hairpin hopping between the folded and unfolded states in the force unzipping experiments). These systems are both thermodynamically and mechanically stable simply because they are in thermodynamic equilibrium. Are there stability conditions for the validity of the inequality $W_{CMD} > W_{MD}$? For instance, does it hold for substances that are thermodynamically unstable? Below we determine the conditions under which $W_{CMD} \geq W_{MD}$. In the classical MD the average work per cycle equation (1) is given by,

$$W_{MD} = P_0 W_0 + P_1 W_1 \leq k_B T \log 2$$

which is always lower than the Landauer limit $W_L = k_B T \log 2$. Instead, in the CMD the Landauer limit becomes a mathematical lower bound,

$$W_{CMD} = P_1 W_0 + P_0 W_1 \geq k_B T \log 2 .$$

Mathematically the only difference between equations (5) and (6) is the exchange of weights, $P_0 \leftrightarrow P_1$ multiplying the quantities, $W_0, W_1$. Because $P_1 = 1 - P_0$, and $W_0$ and $W_1$ are functions of $P_0$ and $P_1$ respectively, $W_{MD}$ and $W_{CMD}$ in equations (5) and (6) only depend on $P_0$. Let us generically denote $P_0$ by $P$. We claim that, among all physically acceptable mathematical functions $W(P)$, only a monotonically decreasing function of $P$ (such as the logarithmic form, $W = - \log(P)$) simultaneously satisfies inequalities in equations (5) and (6). The proof is as follows. Equations (5) and (6) can be rewritten as,

$$W_{MD} (P) = PW(P) + (1 - P) W(1 - P)$$

$$W_{CMD} (P) = (1 - P) W(P) + PW(1 - P)$$

with $W_{MD} (P = 1/2) = W_{CMD} (P = 1/2) = W(P = 1/2) = k_B T \log 2$. The inequality $W_{CMD} (P) \geq W_{MD} (P)$ implies: $W(P) \geq W(1 - P)$ if $P \leq 1/2$ and $W(P) \leq W(1 - P)$ if $P \geq 1/2$. Since $0 \leq P \leq 1$ $W(P)$ must be a monotonically decreasing function of $P$ or $W'(P) < 0$ (we exclude here the trivial case $W'(P) = 0$ or $W(P) = constant$).

From a thermodynamic point of view the condition $W'(P) < 0$ implies that the system is mechanically stable, meaning that the pressure $p$ for the Szilard gas or the force acting on the DNA hairpin is positive (i.e. pulling rather than pushing). In fact, a positive pressure $p = - \frac{\partial G}{\partial V} |_T > 0$ means that the amount of the extracted work during a isothermal expansion of the Szilard gas, $V_i \rightarrow V_f (> V_i)$, is positive and given by $W = \int_{V_i}^{V_f} p dV = - \Delta G > 0$. A positive pressure then gives $\Delta G < 0$, i.e. a positive work extraction is accompanied by a decrease in the free energy of the system.

In general, the probability $P$ of finding the molecule in a given compartment is monotonically increasing with its volume. For homogeneous substances one can assume
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\[ P \propto V. \] Therefore \( P \) is proportional to the initial volume \( V \) in the isothermal expansion of the work extraction process, \( \frac{\partial P}{\partial V} = \text{const} > 0 \). From \( W = \int_{V_0}^{V_1} p dV = -\Delta G > 0 \) we get

\[ W'(P) = \frac{\partial W}{\partial V} = -\frac{P}{\partial P} < 0. \] (9)

Equation (9) is the \textit{mechanical stability condition}. Let us note that mechanical stability is not necessarily accompanied by \textit{thermodynamic stability}, the latter implying that \( W(P) \) is a convex function, \( W''(P) > 0 \). In fact, thermodynamic stability implies that the isothermal compressibility is positive, \( \kappa_T = \frac{1}{V \left( \frac{\partial^2 V}{\partial V^2} \right)_{T}} > 0 \). Using again \( W = -\Delta G \) and \( \frac{\partial P}{\partial V} = \text{const} > 0 \) we get \( W''(P) > 0 \). Therefore \( W_{\text{CMD}} \geq W_{\text{MD}} \) still holds for substances that are mechanically stable but thermodynamically unstable \( W''(P) < 0 \).

In figure 2 we show \( W_{\text{CMD}}(P) \) and \( W_{\text{MD}}(P) \) for three examples all mechanically stable \( W'(P) < 0 \) but one thermodynamically unstable \( W''(P) < 0 \).

Summing up, the mechanical stability condition \( W'(P) < 0 \) implies \( W_{\text{CMD}} > W_{\text{MD}} \). Conversely, if the working substance is mechanically unstable \( W'(P) < 0 \) then \( W_{\text{CMD}} \leq W_{\text{MD}} \) and the Landauer limit is an upper bound for both the classical MD and the CMD.

4. Information-content of the stored sequences in the CMD

The calculation of the information-content of the stored sequences for the CMD presented in [1] follows standard Shannon information theory. To compute this one considers a sum over all possible multiple bit sequences corresponding to a given cycle. Let \( \Gamma \) denote a path or trajectory made of \( n + 1 \) measurements corresponding to a work extractable cycle of the class \( \{0_n\} = \left\{ \underbrace{0, \ldots, 0}_n, 1 \right\} \) or \( \{1_n\} = \left\{ \underbrace{1, \ldots, 1}_n, 0 \right\} \), i.e. \( \Gamma \in \{0_n, 1_n\} \) with \( n \geq 1 \). Sequences \( 0_n, 1_n \) are such that the first \( n \) measurements yield the same outcome followed by the last \( n + 1 \) different outcome. Work distributions for the work extraction process are given by,

\[ P(W) = \sum_{\Gamma} P(\Gamma) \delta(W - W(\Gamma)) = \sum_{\Gamma \in \{0_n\}} P(\Gamma) \delta(W - W_1) \]

\[ + \sum_{\Gamma \in \{1_n\}} P(\Gamma) \delta(W - W_0) = P_0Q_1(W) + P_1Q_0(W) \] (10)

where \( Q_0(W), Q_1(W) \) are the extracted-work distributions conditioned to the system being observed in states 0,1 and \( W_0, W_1 \) are the mean. This yields equation (2), \( W_{\text{CMD}} = P_0W_1 + P_1W_0 \). It is important to note that \( P(W) \) in equation (10) and the values of \( W_0, W_1 \) are independent of the time \( \tau \) between consecutive measurements.
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The average information-content we calculated is given by,

\[ I = -\sum_\Gamma P(\Gamma) \log P(\Gamma). \]  

(11)

This is the equivalent of the statistical entropy but calculated over paths of stored bits. These quantities are standard in the field of statistical mechanics and have being used in different contexts [26–28]. As shown in [1], and in contrast to the work distribution (9), \( I \) depends on the time \( \tau \) between consecutive measurements. For \( \tau \) much larger than the decorrelation time of the system, the information-content converges to \( I_{\text{min}} \) (equation (3)).

In order to substantiate the connection between equation (11) and Shannon entropy we present an alternative derivation of the main result equation (3) based on the optimal code length of a sequence of bits [29]. Albeit approximate it works extremely well, becoming exact in the limit \( P_0 \to 0, 1 \). Since the work by Landauer and others we know that the work output of a Maxwell’s Demon must be balanced by the cost of erasing the information acquired during the Demon’s action. In our case the protocol requires repeated \((N+1)\) measurements. However, by construction, the first \( N \) of these \( N+1 \) measurements will yield the same result (figure 3, top left). This means that the string obtained from our measurement can be encoded without loss using one bit for the first measurement (defining the cycle) and recording the total length \( N \) of the measurement. Lossless re-encoding is a logically reversible operation and, as such, can be performed reversibly [6].

Writing \( N \) in binary requires \( N_{\text{comp}} = \lfloor \log_2 (N+1) \rfloor \) bits, where \( \lfloor \ldots \rfloor \) denotes the integer part (the so-called floor of a real number) and \( \log_2 \) is the logarithm in base 2 (figure 3, bottom left). The average of this quantity (defined by \( \langle \ldots \rangle \)) over different realizations (i.e. different sequences) cannot be computed analytically but can be computed numerically by generating a large number of dynamical sequences to arbitrary precision. According to our argument the average information-content of the stored sequences is then \( I = \langle N_{\text{comp}} + 1 \rangle \log 2 = \langle N_{\text{bit}} \rangle \log 2 \). This quantity is compared to \( I_{\text{min}} \)
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Figure 3. An approximated solution for $I_{\text{min}}$ based on optimal coding of a sequence of bits.

(equation (3)) in figure 3(right). There we show that the $\langle N_{\text{bit}} \rangle \log 2$ is a good approximation to $I_{\text{min}}$, the two expressions differing by less than one bit over the range of possible values of $P_0$ ($I_{\text{min}}$ being bounded between $\langle N_{\text{bit}} \rangle \log 2$ and $\langle N_{\text{bit}} + 1 \rangle \log 2$). Thus the Shannon entropy, $I_{\text{min}}$, has a clear though approximate interpretation in terms of the number of bits required to store the measurement result under lossless compression. The relative error of this approximation is less than 10% on the whole range of values of $P_0$ and vanishes in the relevant limit $|\phi| \gg 1$ where dynamics is dominated by rare events. Let us note that for small $P_0$ one can approximate $N \sim 1/P_0$ and show that $I_{\text{min}}$ and $\langle N_{\text{bit}} \rangle \log 2$ have the same leading diverging term $I_{\text{min}} \sim \langle N_{\text{bit}} \rangle \log 2 \sim -\log P_0$.

5. The continuous Maxwell Demon versus the autonomous Maxwell demon

In the CMD the demon makes repeated measurements of the state of the system every finite time $\tau$ until a physical condition is met: in our case the system (particle in a gas or molecular conformation) changes state. The qualification of continuous Maxwell Demon stands to indicate that $\tau$ can be arbitrarily small. This is in stark contrast to the classical MD where a single measurement is made and there is no characteristic measurement timescale $\tau$. Truly speaking the continuous case in the CMD should refer to the limit $\tau \to 0$, however analytical calculations in a Markov process and experimental measurements in the CMD make sense only for finite $\tau$, the continuous-time limit being understood as the limit $\tau \to 0$. From a practical point of view measurements can be taken repeatedly at any achievable rate (given by the experimental limitations). However the limit $\tau \to 0$ turns out to be unphysical because in that limit the number of bits diverges as $1/\tau$ and no physical memory is capable of storing an infinite amount.
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of information. Indeed after lossless compression the information-content of correlated bit sequences diverges logarithmically as $-\log(R\tau)$ with $R$ the decorrelation rate of the system [1]. On the other hand, according to Landauer, the energy needed to erase an infinite amount of stored information would be also infinite. Therefore, any CMD must operate by measuring at potentially highly frequent but repeated discrete times.

The CMD should be distinguished from the so-called autonomous Maxwell Demon (AMD). The AMD involves two or more physically coupled systems rather than just a single system and a work-extracting machine as in the Szilard engine [30]. The general scheme of an AMD is as follows. Two physically coupled systems $X$ and $Y$ are kept in contact with a thermal bath. System $Y$ interacts with system $X$ and, when $X$ changes conformation, $Y$ reacts to that change. Now, let us say that system $Y$ (the demon) is designed to react in a specific way upon the state of $X$ (the system). If system $X$ is driven out of equilibrium, the continued interaction between $X$ and the reactive demon $Y$ will modulate the nonequilibrium steady reached by $X$. Remarkably this can be used to cool $X$ to a lower temperature. The steady state reached by $X$ is a direct consequence of the information continuously exchanged between systems $X$ and $Y$. In this regard the AMD might be considered as a truly continuous-time machine as the physical interaction between systems $X$ and $Y$ continuously proceeds in time. The proper information-related quantity in the AMD have been suggested to be mutual information and the transfer entropy [31]. Transfer entropy quantifies the mutual-information rate change between two physically coupled systems, $X$ and $Y$, after one additional measurement is made in either $X$ or $Y$. Mutual information measurements in an AMD have been implemented in single electron devices [32–34] by coupling two single electron boxes. In this case one box (the demon) is designed to react to the state of the other box (the system). No work extraction process is implemented on the system and the reaction protocol is designed in such a way that the system cools down while the demon heats up, with both system and demon in contact with a thermal bath.

6. Concluding remarks

Half a century ago it was shown that any irreversible logical operation, such as bit erasure, requires energy consumption typically on the order of $k_B T$ [5, 6]. This simple fact resolves the apparent violation of the second law in the Maxwell demon (MD) and Szilard engine paradoxes. The experimental realization of the Maxwell demon or the Szilard engine has seen an upsurge of interest thanks to the development of technologies capable of manipulating small systems such as colloidal particles, single molecules or miniaturized electronic devices. In the classical MD operating as a Szilard engine the work extraction process is implemented at every observation and a single bit is required per work extraction cycle. In the continuous MD (CMD) observations are repeatedly made until a condition is met (e.g. the particle changes compartment or the molecule changes conformation) and multiple bits must be stored per work extraction cycle. In the classical MD the Landauer limit $(k_B T \log 2)$ equals the information-content of a one-bit measurement. In contrast, the reversal of the Landauer inequality in the CMD is consequence of the fact that extracting work for the less probable state is always
advantageous with respect to extracting it from the more probable state. In turn, this is possible because of the larger information-content of the multiple bits stored sequences in the CMD, thus saving the second law, $W_{\text{CMD}} \leq k_B T I_{\text{min}}$. Here we have shown that the result $W_{\text{CMD}} \geq k_B T \log 2$ is always true whenever the working-extracting substance is in mechanical equilibrium. Thermodynamic equilibrium being not a necessary condition renders this result even more general. The CMD can extract arbitrarily large amounts of work (at the price of an equally large information storage) beyond the Landauer limit and providing a new conceptual framework to think about information in physics. The CMD might be particularly relevant for regulatory processes in biology that operate under similar conditions (e.g. when the concentration of a chemical or the voltage across a synapsis reaches a threshold value, see e.g. [35]).

A legitimate question is whether the information-content calculation in equation (3) [1] is unique and whether one could exactly match the average extracted work equation (2). Matching $W_{\text{CMD}}$ in equation (2) with $I_{\text{min}}$ in equation (3) would result in a maximally efficient CMD with $\epsilon_{\text{max}} = 1$ (see equation (4)) as in the classical MD. In principle, one might encode repeated measurements in a more clever way than just annotating bits in a sequential fashion. Mathematically equations (2) and (3) only differ in the term $-\frac{P_1}{P_0} \log (P_0) - \frac{P_0}{P_1} \log (P_1)$ present for $I_{\text{min}}$ in equation (3). However it is unclear whether there is a way to encode the multiple observations (for finite $\tau$ or in the limit $\tau \to \infty$) such that the Shannon entropy of the stored sequences equals the maximum average work equation (2). This remains an interesting open question. The same issue arises in many other examples of multiple measurements under repeated feedback control [36–39].

The results presented in [1] deal exclusively with the average properties of the work extracting cycles. The role of fluctuations will be addressed elsewhere. Moreover, we did not address the optimization of the experimental protocol as to maximize the power delivered by the CMD. Interestingly, a measurement protocol similar to the one in CMD yielding the information content was proposed in the setting of single electron pumps [40]. The optimal protocols discussed in that setting could find applications to the CMD.

One of the most relevant results in [1] is that $I_{\text{min}}$ in equation (3), and more in general the information-content of the stored sequences for an arbitrary finite measurement time $\tau$, saturates the average maximum extractable work (i.e. the efficiency equation (4) goes to 1) in the limit $|\phi| = \log \left( \frac{P_1}{P_0} \right) \gg 1$ (or $P_0 \to 0, 1$). Several information bounds have been proposed for multiple repeated measurements in statistical systems [41] raising questions about their interpretation and utility. A key result in all our calculations, exact or approximate (e.g. the one presented in section 4 based on estimating the optical code length of a sequence of bits), is the appearance of the non-trivial and divergent term the limit $|\phi| \gg 1$ (or $P_0 \to 0, 1$): $-P_0 \log P_1 - P_1 \log P_0$ in the expression of the information-content (equation (3)). Any entropy definition (transfer entropy, information flow, mutual information among others) incapable of yielding such mathematical term will never attain the efficiency of 1 so characteristic of the CMD in the limit $|\phi| \gg 1$. 
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