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Abstract

In this article, we present a method to validate a multi-lingual (English, Spanish, Russian, and Farsi) corpus on imageability ratings automatically expanded from MRCPD (Liu et al., 2014). We employed the corpus (Brysbaert et al., 2014) on concreteness ratings for our English MRCPD+ validation because of lacking human assessed imageability ratings and high correlation between concreteness ratings and imageability ratings (e.g. \( r = .83 \)). For the same reason, we built a small corpus with human imageability assessment for the other language corpus validation. The results show that the automatically expanded imageability ratings are highly correlated with human assessment in all four languages, which demonstrate our automatic expansion method is valid and robust. We believe these new resources can be of significant interest to the research community, particularly in natural language processing and computational sociolinguistics.
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1. Introduction

Scientists engaged in research using lexical stimuli must take into account a multitude of variables associated with words (e.g. familiarity, frequency of occurrence) that could potentially obscure the interpretation of their results. The Psycholinguistic Database (MRCPD) (Wilson, 1988) provides 26 linguistic and psycholinguistic variables for over 150 thousand English words and has served as a valuable resource for researchers in a variety of disciplines such as linguistics, psychology (Coltheart, 1981), and computational linguistics (Broadwell et al., 2013, Strzalkowski et al. 2013). However, not all words have ratings for all 26 variables. For example, only 9,240 (6%) of the total words in MRCPD have an imageability value (i.e., how easily and quickly the word evokes a mental image).

The traditional way of analyzing the variables requires human analysis and judgments, which is accurate but time consuming and expensive (Higgins, Xi, Zechner, & Williamson, 2011, Brysbaert et al. 2014). Therefore, in Liu et al. (2014), we presented an approach to automatically expand the MRCPD database by adding imageability ratings for an additional 106,911 words and subsequently translating the expanded MRC into Spanish, Russian, and Farsi. Using an automated approach has the advantage of gathering data quickly and with fewer resources. However, as with any other method, validation of the method is required. In the present study, we report two independent validation techniques and 1. assessed the reliability and validity of the expanded results, and 2. tested whether the imageability ratings of English words are retained when they are translated into their foreign-language equivalents.

The present study explored the validation by comparing the imageability ratings for English words to their Spanish-, Russian-, and Farsi-translation equivalents. To our knowledge, there are only two corpora of imageability ratings for non-English words (Italian – Della Rosa et al., 2010, Spanish – Sebastián Gallés, 2000) and those corpora are quite limited (417 words for Italian corpus and 6K for Spanish corpus). One reason why imageability ratings are not readily available for other languages may be due to resources required in order to gather these data. Thus, a validation that shows that imageability ratings for English words can generalize to their foreign-language translation equivalent will allow researchers to study imageability of words in other languages.

This article is structured as follows: Section 2 describes how imageability is used in previous research and the resources available to obtain imageability ratings for English words. Section 3 gives the algorithm of our expansion method to expand the English corpora within and across languages. Section 4 demonstrates result validation.

2. Imageability in language research

Imageability of words is of high interest to language researchers because imageability affects human cognitive processes. For example, words high in imageability are more memorable (Pavio, 1971), are acquired/learned at an earlier age (Morris, 1981), and are more likely to be used in metaphorical language (Broadwell et al., 2013). Coltheart (1981) created a corpus (MRC Psycholinguistic Database) of imageability and concreteness ratings for 9,240 English words. The data for this corpus come from various previously-published papers by other researchers, all of whom collected imageability ratings by asking
participants to rate each word on its degree of imageability, typically on a scale from 100 (low imageability) to 700 (high imageability)\(^1\), and to date, the MRC corpus is the most widely known and used corpus among researchers who are interested in obtaining imageability ratings.

More recently, Brysbaert, Warriner, and Kuperman (2014) created a highly comprehensive corpus by expanding Coltheart’s (1981) corpus to 37,058 words. Although Brysbaert et al. (2014) collected ratings for the dimension of concreteness only, previous research has shown that concreteness ratings are highly correlated with imageability ratings (e.g., \(r = .83\), Pavio, Yuille, and Madigan, 1968); thus, many researchers, including Brysbaert et al. (2014) have used these two terms interchangeably. In addition, the instructions participants receive for imageability and concreteness normative studies are highly comparable in that participants are told that words that are high in imageability (or concreteness) should arouse a sensory experience. Therefore, this corpus could be a good candidate for us to validate our expanded MRCPD on imageability ratings.

3. MRCPD expansion and validation

3.1 MRCPD expansion in English and across Languages

Our expansion method relies on imputing imageability values of words (e.g., dog) found in the MRCPD to their synonyms and hyponyms (e.g., puppy, pooh, mutt) from their most frequently used senses (Liu et al. 2014). Synonyms and hyponyms were identified using Princeton’s WordNet (Miller, 1995), which is a large English lexical database with over 150,000 words, hierarchically organized into synsets that capture semantically equivalent words (synonyms).

Creating an extended imageability lexicon for other languages would require the same procedure if there is a human assessed imageability corpus as seed and a fully functioned electronic lexicon for expansion. However, no other language has all required resources. Therefore, an alternative way is to translate the expanded English MRCPD+ database into another language through a mechanical process, e.g., Google Translate, with scores averaged in case of many-to-one translations. Table 1 shows the size of translated MRCPD+ in four languages

3.2 Validation method

To validate our automatic expansion method, we compared the values obtained using the expansion method to those collected by human participants, as was the case in the construction of the Brysbaert et al.’s (2014) corpus. The simplest and most direct way to assess the validity and precision of our expansion method is to compute a correlation coefficient of the imageability values for words present in both corpora. A high agreement between the values in the two corpora would be supported by the presence of a positive correlation. It should be noted that Brysbaert et al.’s (2014) study included words that are found in the MRC Psycholinguistics Database. They reported a robust correlation between the values of the words from both corpora, \(r = .919\) (1\(^{st}\) column in Table 2).

To test the validity of our expansion, we selected 5500 words that were both in our expansion and in Brysbaert’s

| Language | Size of translated MRCPD+ |
|----------|--------------------------|
| English  | 126,693                  |
| Spanish  | 127,591                  |
| Russian  | 125,691                  |
| Farsi    | 101,167                  |

Table 1. MRCPD+ on Imageability Ratings in 4 languages

\(^1\) We have normalized all scores to fall within the (0-1) range

|                     | MRC ori | MRC exp |
|---------------------|---------|---------|
| Overall             | .919    | .673    |
| Nouns               | .930    | .766    |
| Verbs               | .837    | .563    |
| Adjectives          | .835    | .686    |

Table 2 The Correlations between MRCPD original/expanded and Brysbaert et al.’s (2014) Corpus

and were listed in both with the same part of speech and only one part of speech. We add the condition of only one part of speech because all words in Brysbaert’s corpus have only one single part of speech. Of these words, the majority were nouns (2880), followed by verbs (2101), with the fewest being adjectives (519).

3.3 Results and discussion

We calculated the correlations between the values derived from our expansion method (obtained automatically) with those obtained by Brysbaert et al.’s (2014) using human raters (Amazon MTurkers). The overall correlation was moderate \((r = 0.673)\). However, analyzing the data in more detail revealed large variability in the level of correlation by part of speech. As shown in the second column of Table 2, the correlation was much higher for nouns \((r = .766)\) and adjectives \((r = .692)\) than for verbs \((r = .563)\).

To figure out what could cause the relatively low correlation for verbs, we extracted all the verbs from MRCPD used to expand the 2101 verbs for the above set. Then we calculated the correlations of the verbs’ imageability rates between MRCPD and Brysbaert. It turned out the correlation is only .687, which is not as
strong as the correlations from nouns (.86) and adjectives (.817). Therefore, it is reasonable that verbs correlation is lower than nouns’ and adjectives’.

The second issue we found is from the Wordnet synonym design. Synonyms express the same meanings and therefore should be expected to convey similar imageability and concreteness. Accordingly, our expansion method would impute the same score for all words in a synset. However, we noticed that in some cases, the synonyms placed in at least some synsets have greatly varied levels of imageability and concreteness. (As an example, “person” synset includes synonyms with quite different imageability values in the original MRC, person: .803, individual: .629, mortal: .574), which led to assigning imageability scores that were significantly out of sync with human assessment.

4. Imageability ratings across languages

To test whether imageability ratings for English words are retained when translated into their foreign-language equivalents, we started with the 208 words randomly selected from expanded corpus noted above (nouns: 74, verbs: 69, adjectives: 75), which were translated into their foreign-language (Spanish, Russian, and Farsi) translation equivalent using Google Translate and only 6% of translations were corrected by our linguist experts.

The translated words were rated by human participants (Amazon Mechanical Turk workers – Spanish: 15, Russian: 12, Farsi: 3) who are fluent in that language. Because the number of raters for Farsi was low, one might be concerned by the reliability of our results. To address this issue, we computed the degree of agreement among the raters in Farsi (inter-rater agreement, see McGraw & Wong, 1996; Shrout & Fleiss, 1979). Our analysis yielded an inter-rater agreement of .856, which is much higher than .70, typically accepted as good agreement.

Table 3 displays the correlations between imageability ratings of words in English and their foreign-language translation equivalents. We used the values collected by Brysbaert et al. (2014) as English imageability rates and for the foreign-language translation imageability values, we collected the ratings from Turkers, as noted above.

The overall correlations were high across all three languages, thereby showing that the imageability values for English words are largely retained when they are translated to a foreign language. Within each language, there are differences in the correlation as a function of the words’ part of speech. Specifically, the imageability values of nouns are retained much better than either adjectives or verbs. One reason for this difference could be that referents (or meanings) of nouns are much easier to hone-in and these meanings are largely independent of cultural context. For example, the meanings of words such as “peasant” and “mountain” are likely to activate very similar representations for all languages, whereas adjectives such as “flying” and “aural” or verbs such as “pierce” and “learning” are more likely to evoke different representations by individuals and therefore judgments to these words are more variable across individuals and across cultures. As an example, in English the imageability score for “aural” is .50 (moderate), while in, Farsi it is .93 (very high).

5. Conclusions

The present study sought to validate an automatic method to derive imageability ratings for English words and to test whether imageability ratings for English words are correlated with their foreign-language translation equivalents. Although the overall imageability values obtained by our automatic expansion method correlated modestly with values obtained using human participants (\(r = .673\)), the correlation was stronger for nouns (\(r = .766\)) and adjectives (\(r = .686\)) than for verbs (\(r = .563\)).

We also showed that imageability values for words in English are largely preserved when they are translated into their foreign-language equivalents. This finding presents opportunities for researchers to study how imageability of words affects cognitive processes in languages other than English. Although the present study only examined three languages Spanish, Russian, and Farsi, we note that they represent languages from different language families (i.e., Romance, Slavic, and Iranian). Thus, we have reasons to believe that imageability ratings for English words would generalize to foreign languages besides the one examined in this report.

Table 3 Correlations between imageability ratings of words in English and their foreign-language translation equivalents

|        | Spanish | Russian | Farsi |
|--------|---------|---------|-------|
| Overall| .848    | .781    | .680  |
| Adjectives| .762 | .667    | .484  |
| Nouns  | .871    | .847    | .731  |
| Verbs  | .742    | .570    | .630  |

2 It is same as we calculate correlation on verbs between MRCPD and Brysbaert corpus

3 We build all our own validation data because there’s no resources (in Spanish, Russian, and Farsi) available for validation.
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