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In this paper, the state-dependent pulse vaccination and therapeutic strategy are considered in the control of the disease. A pulse system is built to model this process based on an SI ordinary differential equation model. At first, for the system neglecting the impulse effect, we give the classification of singular points. Then for the pulse system, by using the theory of the semicontinuous dynamic system, the dynamics is analyzed. Our analysis shows that the pulse system exhibits rich dynamics and the system has a unique order-1 homoclinic cycle, and by choosing \( p \) as the control parameter, the order-1 homoclinic cycle disappears and bifurcates an orbitally asymptotically stable order-1 periodic solution when \( p \) changes. Numerical simulations by maple 18 are carried out to illustrate the theoretical results.

1. Introduction

Infectious diseases are caused by various pathogens that can be transmitted from person to person, animal to animal, or human to animal. The ever-changing changes in the pathogens of ancient infectious diseases and the emergence of new pathogens have brought new challenges to the discovery, diagnosis, and prevention of infectious diseases. According to the 2016 report of the World Health Organization [1], about 36.7 million people have been infected with HIV/AIDS, 1.0 million people died of HIV/AIDS, and more than 18 million people worldwide living with HIV are receiving antiviral drugs. And tuberculosis is currently the biggest "killer" caused by a single infectious pathogen after AIDS in the world. As of the end of 2016, there were 10.4 million new tuberculosis cases [2]. Therefore, the control and elimination of infectious diseases has attracted wide attention of people. Various dynamic models have been proposed by mathematicians to investigate the spread and evolution of infectious diseases [3–14]. In particular, mathematical models of differential equations have been extensively investigated, and among them, the most classical well-known model is SIR model [15] or SIS model [16], which have been widely investigated [17–23].

It is well known that vaccination is mostly a medical behavior that can evoke the individual’s natural defense mechanism to prevent possible future diseases. This kind of vaccination is known as prophylactic vaccination. Diphtheria, whooping cough, polio, tetanus, herpes, rubella, and mumps are the most common types of vaccines. There are many types of vaccination, the two common types are continuous vaccination and pulsed vaccination. Continuous vaccination is when people are vaccinated at birth to protect themselves from illness, while pulsed vaccination is when
people are vaccinated at a fixed period of time in all age groups which was firstly investigated by Agur et al [24]. Pulse vaccination strategy (PVS) has been studied by many scholars [25, 26]. For example, Liu et al. [27] studied the pulse epidemic model with bilinear incidence and compared the effectiveness of the continuous and pulsed vaccination strategies. Liu et al. [28] investigated the SIR epidemic model with the saturated transmission rate. However, the strategy is taken at certain fixed times and does not depend on the status of infectious diseases. In general, taking into account the limited medical resources and costs, vaccines to susceptible people according to the number of susceptible or infected people are more reasonable than continuous vaccination and fixed time pulse vaccination. This control strategy relies on the individual (or susceptible individuals) of the infection state and is called a state-dependent pulse vaccination strategy. Based on this idea, Tang et al. [29], Nie et al. [30], Guo et al. [31], and Qin et al. [32] have considered a state-dependent pulse strategy in SIR model and SIRS model. In fact, using state-dependent feedback control strategies to simulate real-world problems is more reasonable. Therefore, the impulsive state feedback control strategy is also widely applied to the population dynamics model [33–46], chemostat model [47], and turbidostat model [48].

Firstly, we consider an SI epidemic model with nonlinear incidence rate $\beta SI^2$ described by the ordinary differential equations as follows:

$$\begin{align*}
\frac{dS}{dt} &= \theta - \beta SI^2 - \gamma S, \\
\frac{dI}{dt} &= \beta SI^2 - \gamma I,
\end{align*}$$

(1)

which is a special case in the study of Liu et al. [49] and $S(t)$ and $I(t)$ represents the number of susceptible and infected individuals at time $t$, respectively. $\theta$ is the birth rate, $\beta$ is the contact rate, and $\gamma$ is the natural death rate.

Motivated by the studies of Tang et al. [29], Nie et al. [30], and Zhang et al. [50], we consider state-dependent pulse vaccination and treatment strategy in model (1) and get the following model:

$$\begin{align*}
\frac{dS}{dt} &= \theta - \beta SI^2 - \gamma S, \\
\frac{dI}{dt} &= \beta SI^2 - \gamma I, \\
\Delta S &= -pS, \\
\Delta I &= -qI,
\end{align*}$$

(2)

where $\Delta S(t) = S(t^+) - S(t)$ and $\Delta I(t) = I(t^+) - I(t)$. When the amount of infected reaches the hazardous threshold value $h_1 (> 0)$, vaccination and treatment are taken into account, and the number of susceptible and infected suddenly turn to $(1 - p)S(t)$ and $(1 - q)I(t)$, respectively, where $0 < p$ and $0 < q < 1$ denote the vaccination rate of susceptible individuals and treatment rate of infected individuals, respectively. By the scaling,

$$\begin{align*}
S &= k_1 x, \\
I &= k_3 y, \\
t &= k_3 \tau, \\
k_3 \theta &= a, \\
bk_3^2k_3 &= 1, \\
k_3 &= \frac{1}{k_2},
\end{align*}$$

(3)

then, model (2) transforms into the following form:

$$\begin{align*}
\frac{dx}{d\tau} &= a - y^2 x - x, \\
\frac{dy}{d\tau} &= y^2 x - y, \\
\Delta x &= -px, \\
\Delta y &= -qy,
\end{align*}$$

(4)

where $h_2 = h_1/k_3$. In the following, according to the actual condition, we always suppose that $h \leq y_2$, and based on practical significance, our research scope is limited to the first quadrant, i.e., $R^2_1 = \{(x, y) | x \geq 0, y \geq 0\}$.

The purpose of this paper is to study the dynamic behavior under the effect of state-dependent pulse vaccination and treatment strategy. This article is organized as follows. In Section 2, we introduce some definitions and notions of the geometric theory of semicontinuous dynamic systems, which will be useful for the latter discussion. In Section 3, we qualitatively analyze the dynamics of model (3). In Section 4, the existence of the homoclinic cycle is studied by using the geometrical theory of semicontinuous dynamical systems. At last, we present some numerical simulations.

2. Preliminaries

In this section, we introduce some notations, definitions, and lemmas of the geometric theory of semicontinuous dynamic system, which will be useful for the following discussions. The following definitions and lemmas of semicontinuous dynamic system come from the studies of Chen et al. [51] and Wei and Chen [36].

**Definition 1.** Consider the following state-dependent impulsive differential system

\[
\begin{align*}
\frac{dx}{dt} &= P(x, y), \quad \frac{dy}{dt} = Q(x, y), \quad (x, y) \notin M[x, y], \\
\Delta x &= \alpha(x, y), \quad \Delta y = \beta(x, y), \quad (x, y) \in M[x, y].
\end{align*}
\] (5)

The solution mapping of system (4) is called the semi-continuous dynamical system denoted by \( \Omega, f, \varphi, \) and \( M \), where \((x, y) \in \Omega \subset R^2\) and \( f = f(p, t) \) is the semi-continuous dynamical system mapping with initial point \( p = (x_0, y_0) \notin M \); the sets \( M \) and \( N \) are called the impulse set and phase set, which are lines or curves on \( R^2 \). The continuous function \( \varphi : M \rightarrow N \) is called impulse mapping.

**Remark 1.** System (4) constitutes a semicontinuous dynamical system \( (\Omega, f, \varphi, M) \), where \( \Omega = R^2_\lambda = \{(x, y)|x \geq 0, y \geq 0\}, M = \{(x, y) \in R^2|x \geq 0, y = h_3\}, \varphi : (x, y) \in M \rightarrow ((1 - p)x,(1 - q)h_2) \in R^2, N = \varphi(M) = \{(x, y) \in R^2|x \geq 0, y = (1 - q)h_2\} \).

**Definition 2.** If there exists a point \( P \in N \) and \( T > 0 \) such that \( f(P, T) = Q \in M \) and \( \varphi(Q) = \varphi(f(P, T)) = P \in N \), then \( f(P, t) \) is called order-1 periodic solution.

**Definition 3.** The trajectory \( f(P, t) \) combining with impulse line \( QP \) is called the order-1 cycle. If the order-1 cycle has a singularity, then the order-1 cycle is called the order-1 singular cycle. Furthermore, if the order-1 cycle only has a saddle, then the order-1 singular cycle is called the order-1 homoclinic cycle.

**Definition 4.** We assume that \( G \) is a bounded closed simple connected region, which has the following properties:

(i) Impulse set \( M \) is a simple connected bounded closed straight line segments or curve segments which do not contain closed branch

(ii) The boundaries \( AD, BC, \) and \( AB \) of region \( G \) are non-tangent arcs of semicontinuous dynamical system (4). The boundary \( CD \) is the impulse set of system (4), and its phase set satisfies \( \varphi(CD) \subseteq AB \);

(iii) The orientation of the vector fields of semicontinuous dynamical system (4) on the AD, BC, and AB points of the internal of region \( G \). There are no equilibriums on the boundaries and also in the internal of region \( G \) of semicontinuous dynamical system (4).

Then region \( G \) is called Bendixson's region of semicontinuous dynamical system (4).

**Lemma 1.** (Bendixson theorem of semicontinuous dynamical system.) If region \( G \) is Bendixson's region of semicontinuous dynamical system (4), then there exists at least an order-1 periodic solution in the internal of region \( G \) (Figure 1).

Next, we will give the definition of successor function of system (4). Firstly, we define a new number axis in set \( N \). On straight line \( y = (1 - q)h_3 \), take the origin at point \((0, (1 - q)h_3)\) of coordinate axis \( y \) and define the positive direction and unit length to be consistent with coordinate axis \( x \), then we obtain a number axis \( I \). For any \( A \in I \), let \( I(A) \) be the coordinate of point \( A \) which is defined as the distance between point \( A \) and the \( y \)-axis, i.e., \( I(A) = x_A \).

**Definition 5.** Suppose \( g : N \rightarrow N \) be a map. Let \( P \in N \) be the initial mapping point, for any \( P \in N \), there exists a \( t_1 > 0 \) such that \( F(P) = f(P, t_1) = P, P_1 = \varphi(P_1) \in N \). Then, function \( g(P) = I(P_1) - I(P) \) is the successor function of point \( P \), and the point \( P_1 \) is called the successor point of \( P \) (Figure 2).

**Definition 6.** Suppose \( \Gamma = f(P, t) \) is an order-1 periodic solution of system (4). If for any \( \varepsilon > 0 \), there must exist \( \delta > 0 \) and \( t_1 > 0 \) such that, for any point \( P_1 \in \cup (P, \delta) \cap N \), we have \( \rho(f(P_1, t), \Gamma) < \varepsilon \) for \( t > t_1 \); then we call the order-1 periodic solution \( \Gamma \) is orbitally asymptotically stable.

### 3. Qualitative Analysis of System Neglecting the Impulse Effect

First, we consider the classification of singular points of the system neglecting the impulse effect. Neglecting the impulse effects, system (3) reduces to

\[
\begin{align*}
\frac{dx}{dt} &= a - y^2x - x, \\
\frac{dy}{dt} &= y^2x - y,
\end{align*}
\]

system (5) always has one equilibrium \( E_0(a, 0) \). Denote \( R_0 = a^2/4 \); if \( R_0 > 1 \), the system (5) has two positive equilibria \( E_1(x_1, y_1) \) and \( E_2(x_2, y_2) \), where \( x_1 = (a + \sqrt{a^2 - 4}/2), y_1 = (a - \sqrt{a^2 - 4}/2) \) and \( x_2 = (a - \sqrt{a^2 - 4}/2), y_2 = (a + \sqrt{a^2 - 4}/2) \).

Next, we will analysis of the stability of the equilibria of system (5). For equilibrium \( E_0 \), we have

\[
J_{E_0} = \begin{pmatrix}
-1 & 0 \\
0 & -1
\end{pmatrix}
\]

obviously \( E_0 \) is a stable node.

For \( E_1 \), we have

\[
J_{E_1} = \begin{pmatrix}
-1 - y_1^2 & -2x_1y_1 \\
y_1^2 & 1 + 2x_1y_1
\end{pmatrix}
\]

and the characteristic equation is \( \lambda^2 + y_1^2\lambda + y_1^2 = 0 \). Let \( \lambda_1 \) and \( \lambda_2 \) be the two characteristic roots of the characteristic equation, then we have

\[
\lambda_1 + \lambda_2 = -y_1^2 < 0,
\]

\[
\lambda_1\lambda_2 = y_1^2 - 1 = \frac{y_1^2 - 1}{x_1} = \frac{-2x_1^2/4}{a + \sqrt{a^2 - 4}/2} < 0,
\]

where \( a \) and \( y_1 \) are constants.
obviously $E_1$ is a saddle. For $E_2$, we have

$$J_{E_2} = \begin{pmatrix} -1 - y_2^2 & -2x_2y_2 \\ y_2^2 & -1 + 2x_2y_2 \end{pmatrix}$$

(10)

and by calculations, we get

$$\lambda_1 + \lambda_2 = -y_2^2 < 0,$$

$$\lambda_1\lambda_2 = y_2^2 - 1 = \frac{y_2^2}{x_2^2} - 1 = \frac{2\sqrt{a^2 - 4}}{a - \sqrt{a^2 - 4}} > 0,$$

(11)

obviously $E_2$ is a stable node (Figure 3).

**Lemma 2.** System (5) is uniformly bounded.

**Proof.** Firstly, if we have the isoclines $L_1 : dx/dt = 0$ and $L_2 : dy/dt = 0$ (Figure 4) and the straight line $l_1 : x - a = 0$, then we get $dl_1/dt = dx/dt|_{x=a} = -ay^2 < 0$; thus, according to the qualitative theory of ordinary differential equations, the trajectory of the system (5) passes through $l_1$ and goes from the right side of $l_1$ to the left side of $l_1$. Consider the straight line $l_2 : x + y - M = 0$, where $M$ is large enough and $0 \leq x \leq a$. Then, we obtain $dl_2/dt|_{y=0} = a - M < 0$, and thus, the straight line $l_2$ is nontangent; then, according to the qualitative theory of ordinary differential equations, the trajectory of the system (5) passes through $l_2$ and goes from the upper right side of $l_2$ to the lower left side of $l_2$. Let us denote the intersections of $l_2$ and $L_2$ be $H(x_H, y_H)$ and consider the straight line $l_3 : y - y_H = 0$, obviously, we have $dy/dt|_{l_3} < 0$, and then, the trajectory of model (5) passes through $l_3$ and goes from the top side of $l_3$ to the bottom side of $l_3$. Thus, the model (5) is uniformly upper bounded. This completes the proof. \(\square\)

**4. Homoclinic Cycle of Model about Parameter $p$**

In this section, we will discuss the existence of order-1 homoclinic cycle of model (3) by choosing $p$ as the control parameter.

**Theorem 1.** If $R_0 > 1$, then there exists $p^* \in (0, 1)$ such that model (3) has an order-1 homoclinic cycle.

**Proof.** In model (3), since the point $E_1$ is a saddle point, then there exist two manifolds which will enter or leave the saddle point $E_1$, one is the unstable manifold ($\Gamma_A$) and another is the stable manifold ($\Gamma_B$). According to Lemma 2 and the qualitative theory of ordinary differential equations, $\Gamma_A$ and impulse set $M$ must intersect, and the intersection is denoted as $A(x_A, y_A)$. If we denote the intersection of impulse
set $M$ and the isocline $L_1$ as point $C(x_C, y_C)$, the intersection of image set $N$ and isolines $L_1$ as point $D(x_D, y_D)$, and the intersection of image set $N$ and $\Gamma_B$ as point $B(x_B, y_B)$, by the qualitative theory of ordinary differential equations, the unstable manifold $\Gamma_A$ is above of the isolines $L_1$, and the stable manifold $\Gamma_B$ is below the isolines $L_2$ ($dy/dt = 0$) (Figure 5).

Because the monotonicity of the impulse function $\varphi(x, p) = (1 - p)x$ with respect to $x$ and $p$, there must exist $\rho^* \in (0, 1)$ such that $\varphi(x_A, \rho^*) = (1 - \rho^*)x_A = x_B$, and then the stable manifold $\Gamma_B$ starting form the point $B$, the unstable manifold $\Gamma_A$ starting form the point $E_1$, and the impulse line AB formed a homoclinic cycle.

**Remark 2.** If $p > p^*$, according to the theory of differential equations, the trajectory tends to $E_0$, and in a biological sense, the disease eventually extincts. However, the relatively high vaccination rate will waste medical resources. So, we always assume that $p < p^*$ in the following theorem.

**Theorem 2.** If $R_0 > 1$, $p < p^*$, and $p^* - p \ll 1$, then the homoclinic cycle of model (3) disappears and bifurcates an unique order-1 periodic solution.

**Proof.** By Theorem 1, if $R_0 > 1$, then there exists $\rho^* \in (0, 1)$ such that model (3) has an order-1 homoclinic cycle, i.e., the stable manifold $\Gamma_B$ starting form the point $B$, the unstable manifold $\Gamma_A$ starting form the point $E_1$, and the impulse line AB formed a homoclinic cycle. Now, we consider whether there will be a periodic solution that bifurcates out of the homoclinic cycle when $p$ changes. In fact, consider the unstable manifold $\Gamma_A$ starting form the point $E_1$, when $\Gamma_A$ touches the impulsive set $M$ (the intersection is denoted as $A$), then a pulse happens and then the impulse function transfers the point $A$ into $D_1$ and the point $C$ into $B_1$, and according the definition of impulsive function, we have $\varphi(x_A, p) = (1 - p)x_A = x_{D_1}, \varphi(x_C, p) = (1 - p)x_C = x_{B_1}$. If $p < p^*$, we obtain $x_{D_1} > x_{B_1}$. Since $x_B \geq \varphi(x_C, p) = x_{B_1}$ and $x_D \geq \varphi(x_A, p) = x_{D_1}$, then we get $x_D \geq x_{D_1} \geq x_{B_1} \geq x_B$, and then by the definition of Bendixon region of semi-continuous dynamics system, AC, CD (part of isolocal $L_1$), $DB (B_1D_1 \subset BD)$, $BE_1$ (part of the $\Gamma_B$), and $E_1A$ (part of the $\Gamma_A$) constitute the Bendixon region $G$ of the system (3). According to Lemma 1 and Lemma 2 in [36], system (3) must exist an order-1 periodic solution, initial point of which is between $B_1$ and $D_1$ in image set $N$ (Figure 6).

Next, we show the order-1 periodic solution of system (3) is unique if it exists. The idea of the proof comes from the study of Wei and Chen [36]. Select two points $I$ and $J$ in phase set $B_1D_1$ arbitrarily, where $x_B < x_I < x_J < x_D$. Let $F(I) = I_1 \in M$ and $F(J) = J_1 \in M$, after that due to the impulsive effects, points $I_1$ and $J_1$ jump to $I_1^*, J_1^* \in N$. For $x_I < x_J$, we have $x_I < x_J$, and $x_{I_1} = (1 - p)x_I$, $x_{J_1} = (1 - p)x_J$; hence, we have $x_{I_1} < x_{J_1}$. Using Definition 5 and Definition 6 in [36], we obtain $g(I) = x_I - x_I$ and $g(J) = x_J - x_J$. Hence, we have $g(I) - g(J) = (x_I - x_I) - (x_J - x_J) = (x_I - x_I) + (x_I - x_I) < 0$; that is, the successor function $g(p)$ is monotonic in $B_1D_1$. Therefore, there is an unique point $H$ such that $g(H) = 0$; thus, system (3) has an unique order-1 periodic solution (Figure 7).

**Theorem 3.** If $R_0 > 1$, $p < p^*$, and $p^* - p \ll 1$, then the order-1 periodic solution of model (3) is orbitally asymptotically stable.

**Proof.** By Theorem 2, we have that the order-1 periodic solution in system (3) is unique. Let the initial point of the order-1 periodic solution is $H \in B_1D_1$, where $x_B < x_H < x_D$. Set $F(D_1) = C_1 \in M$, then due to the impulsive effects $C_1$ jumps to $C_1^*$ which is the successor point of $D_1$ (Figure 8). We have $x_{C_1^*} < x_{C_1^*} < x_H$. Set $F(C_1^*) = C_2 \in M$. Owing to
trajectories do not intersect, we have \( x_H < x_{C_1} < x_{D_1} \) and \( x_{C_1} < x_F < x_{C_2} < x_A \), where \( F \) is the impulsive point of the order-1 periodic solution.

Similar to the above method, let \( F(C^*_k) = C_3 \in M_1 \), we have \( x_{C_1} < x_{C_1} < x_H < x_{C_1} \) and \( x_{C_1} < x_{C_1} < x_F < x_{C_1} \). We can repeat the above steps and have a sequence \( \{C^*_k\}_{k=1,2,\ldots} \) of impulse set \( M_1 \) and a sequence \( \{C^*_k\}_{k=1,2,\ldots} \) of image set \( N \) satisfying \( F(C^*_k) = C_{k+1} \), \( x_{C_{2k-1}} < x_{C_{2k-1}} < x_{C_{2k-1}} < x_{C_{2k}} \), \( x_{C_{2k-1}} < x_{C_{2k-1}} < x_{C_{2k}} \). That is, we have

\[
\begin{align*}
&x_{B_1} < x_{C_1} < x_{C_1} < \cdots < x_{C_{2k-1}} < x_{C_{2k}} < \cdots < x_{H}, \\
x_{D_1} > x_{C_1} > C_{C_1} > \cdots > x_{C_{2k}} > x_{C_{2k+1}} > \cdots > x_{H}. 
\end{align*}
\]

Thus, series \( \{x_{C_{2k-1}}\}, k = 1, 2, \ldots, \) is monotonically increasing, and \( \{x_{C_{2k}}\}, k = 1, 2, \ldots, \) is monotonically decreasing; \( x_{C_{2k}} \to x_H \), as \( k \to \infty \), and \( x_{C_{2k-1}} \to x_H \), as \( k \to \infty \). Select a point \( H_0 \in C^*_1D_1 \) that is different from point \( H \). If \( x_H < x_{H_0} < x_{D_1} \) (otherwise, \( x_{C_1} < x_{H_0} < x_{H} \), the discussion is similar to \( x_H < x_{H_0} < x_{D_1} \), there must be an integer \( k \) such that \( x_{C_{2k+1}} < x_{H_0} < x_{C_{2k}} \). The orbit starting from point \( H_0 \) will also experience an infinite number of impulsive effects. Let the phase point be \( H_l, l = 0, 1, 2, \ldots \) which is after the \( l \)th
impulsive effect. Then for any \( l \), we have
\[
-x_{C_2(l)}^{m} < x_{H_2}^{m} < x_{C_3(l)}^{m}, \quad x_{C_2(l)}^{m} < x_{H_2(l+1)}^{m} < x_{C_3(l+1)}^{m}.
\]
Hence, \( \{x_{H_2(l)}\}, i = 0, 1, 2, \ldots \), is monotonically decreasing, and \( \{x_{H_2(l)}\}, i = 0, 1, 2, \ldots \), is monotonically increasing. Thus, after the pulse effect the successor points are attracted to the point \( H \), which means that the order-1 periodic solution of the system (3) is orbitally asymptotically stable.

5. Numerical Simulations

In this section, we give some numerical simulations to illustrate the theoretical results we previously obtained. First, we consider the system neglecting state-dependent pulse strategy, let \( \theta = 2.5, \beta = 1, y = 1 \), and \( h = 1.6 \), and simple calculations show \( R_0 = 1.5625 \); then system (3) has three equilibria, i.e., \( E_0 = (2.5,0) \), \( E_1 = (2,0.5) \), and \( E_2 = (0.5,2) \) (Figure 3), and among them, \( E_0 \) is a stable node, \( E_1 \) is a saddle, and \( E_2 \) is a stable node.

Then, we consider the state-dependent pulse control strategy in system (3). First, we take more moderate preventive and therapeutic measures, and let \( p = 0.496, q = 0.5 \), then system (3) has a homoclinic cycle composed of the unstable manifold (\( \Gamma_A \)), the stable manifold (\( \Gamma_B \)), and the pulse straight line (Figure 9, the initial value is \( S_0 = 0.15 \) and \( I_0 = 0.895 \)). And from the time series diagrams, we can see that \( x \) and \( y \) show periodic oscillations over time (Figures 10 and 11). If we maintain a certain intensity of treatment (fix parameter \( q = 0.5 \)) and reduce the...
intensity of prevention, for example, let $p = 0.3$, by Theorem 2, the order-1 homoclinic cycle disappears and bifurcates an order-1 periodic solution, which is shown in Figures 12–14. And if we take more stringent preventive measures which means a larger vaccination rate, for example, let $p = 0.65$, then the disease will become extinct, which is shown in Figures 15–17.

6. Conclusion

In this paper, a different strategy from tradition, i.e., the state-dependent pulse vaccination and therapeutic strategy, is considered in the control of the disease. A pulse system is built to model this process based on an SI ordinary differential equation model. By using the theory of semi-continuous dynamic system, the dynamics of the pulse system is analyzed. Our results show the pulse system exhibits rich dynamics; for example, the system has a unique order-1 homoclinic cycle, and by choosing $p$ as the control parameter, we prove that when $p$ changes, the order-1 homoclinic cycle disappears and bifurcates an orbitally asymptotical stable order-1 periodic solution. However, it should be pointed out here that, in this work, we focused on the theoretical framework and realistic parameters can be incorporated into our model. State-dependent impulsive vaccination strategy may be used a supplementary control measure besides routine vaccination, or it may be used in the situation when vaccine stockpile is limited (for example, the yellow fever outbreaks in Nigeria and Congo in 2017 [52]). The realistic approach in childhood infection and other infections will be conducted in future work.

Data Availability

All data are hypothetical to verify the theoretical results of this study.
Conflicts of Interest
The authors declare that there are no conflicts of interest regarding the publication of this paper.

Acknowledgments
This work was supported by the National Natural Science Foundation of China (No. 11671346 and 61751317), SDUST/+. His work was supported by the National Natural Science Foundation of Shandong University of Science and Technology for Recruited Talents.

References
[1] WHO: World health organization, http://www.who.int/gho/hiv/en/, 2016.
[2] WHO: World health organization, http://www.who.int/gho/th/en/, 2016.
[3] R. Xu and Z. Ma, “Global stability of a SIR epidemic model with nonlinear incidence rate and time delay,” Nonlinear Analysis: Real World Applications, vol. 10, no. 5, pp. 3175–3189, 2009.
[4] W. Wang and T. Zhang, “Caspase-1-Mediated pyroptosis of the predominance for driving CD4+$T$+"$T$+" T cells death: a nonlocal spatial mathematical model,” Bulletin of Mathematical Biology, vol. 80, no. 3, pp. 540–582, 2018.
[5] Z. Chang, X. Meng, and T. Zhang, “A new way of investigating the asymptotic behaviour of a stochastic sis system with multiplicative noise,” Applied Mathematics Letters, vol. 87, pp. 80–86, 2019.
[6] T. Zhang, X. Meng, and T. Zhang, “Global analysis for a delayed SIV model with direct and environmental transmissions,” Journal of Applied Analysis and Computation, vol. 6, no. 2, pp. 479–491, 2016.
[7] S. Zhang, X. Meng, and X. Wang, “Application of stochastic inequalities to global analysis of a nonlinear stochastic SIRS epidemic model with saturated treatment function,” Advances in Difference Equations, vol. 2018, no. 1, p. 50, 2018.
[8] K. Li, J. Li, and W. Wang, “Epidemic reaction-diffusion systems with two types of boundary conditions,” Electronic Journal of Differential Equations, vol. 2018, pp. 1–21, 2018.
[9] Y. Zhou, S. Yuan, and D. Zhao, “Threshold behavior of a stochastic SIS model with,” Applied Mathematics and Computation, vol. 275, pp. 255–267, 2016.
[10] Q. Liu, D. Jiang, N. Shi, T. Hayat, and A. Alsaedi, “Stationary distribution and extinction of a stochastic SIRS epidemic model with standard incidence,” Physica A: Statistical Mechanics and its Applications, vol. 469, pp. 510–517, 2017.
[11] F. Li, X. Meng, and X. Wang, “Analysis and numerical simulations of a stochastic SEIQR epidemic system with quarantine-adjusted incidence and imperfect vaccination,” Computational and Mathematical Methods in Medicine, vol. 2018, Article ID 7873902, 14 pages, 2018.
[12] Y. Song, A. Miao, and T. Zhang, “Extinction and persistence of a stochastic SIRS epidemic model with saturated incidence rate and transfer from infectious to susceptible,” Advances in Difference Equations, vol. 2018, no. 1, p. 293, 2018.
[13] X. Fan, Y. Song, and W. Zhao, “Modeling cell-to-cell spread of HIV-1 with nonlocal infections,” Complexity, vol. 2018, article 2139290, 10 pages, 2018.
[14] T. Zhang, X. Meng, and T. Zhang, “Global dynamics of a virus dynamical model with cell-to-cell transmission and cure rate,” Computational and Mathematical Methods in Medicine, vol. 2015, Article ID 758362, 8 pages, 2015.
[15] W. O. Kermack and A. G. McKendrick, “A contribution to the mathematical theory of epidemics,” Proceedings of the Royal Society of London. Series A, Containing Papers of a Mathematical and Physical Character, vol. 115, no. 772, pp. 700–721, 1927.
[16] W. O. Kermack and A. G. McKendrick, “Contributions to the mathematical theory of epidemics,” Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences, vol. 138, no. 834, pp. 55–83, 1932.
[17] T. Zhang, X. Meng, Y. Song, and T. Zhang, “A stage-structured predator-prey si model with disease in the prey and impulsive effects,” Mathematical Modelling and Analysis, vol. 18, no. 4, pp. 505–528, 2013.
[18] X. Leng, T. Feng, and X. Meng, “Stochastic inequalities and applications to dynamics analysis of a novel SIVS epidemic model with jumps,” Journal of Inequalities and Applications, vol. 2017, no. 1, p. 138, 2017.
[19] T. Zhang, X. Meng, T. Zhang, and Y. Song, “Global dynamics for a new high-dimensional SIR model with distributed delay,” Applied Mathematics and Computation, vol. 218, no. 24, pp. 11806–11819, 2012.
[20] A. Miao, J. Zhang, T. Zhang, and B. G. S. A. Pradeep, “Threshold dynamics of a stochastic SIR model with vertical transmission and vaccination,” Computational and Mathematical Methods in Medicine, vol. 2017, Article ID 4820183, 10 pages, 2017.
[21] A. Miao, X. Wang, T. Zhang, W. Wang, and B. Sampath Aruna Pradeep, “Dynamical analysis of a stochastic SIS epidemic model with nonlinear incidence rate and double epidemic hypothesis,” Advances in Difference Equations, 2017, no. 1, p. 226, 2017.
[22] A. Miao, T. Zhang, J. Zhang, and C. Wang, “Dynamics of a stochastic SIR model with both horizontal and vertical transmission,” Journal of Applied Analysis and Computation, vol. 2018, no. 4, pp. 1108–1121, 2018.
[23] X. Meng, S. Zhao, T. Feng, and T. Zhang, “Dynamics of a novel nonlinear stochastic SIS epidemic model with double epidemic hypothesis,” Journal of Mathematical Analysis and Applications, vol. 433, no. 1, pp. 227–242, 2016.
[24] Z. Agur, L. Cojocaru, G. Mazor, R. M. Anderson, and Y. L. Danon, “Pulse mass measles vaccination across age cohorts,” Proceedings of the National Academy of Sciences of the United States of America, vol. 90, no. 24, pp. 11698–11702, 1993.
[25] A. D’Onofrio, “On pulse vaccination strategy in the SIR epidemic model with vertical transmission,” Applied Mathematics Letters, vol. 18, no. 7, pp. 729–732, 2005.
[26] C. Wei and L. Chen, “A delayed epidemic model with pulse vaccination,” Discrete Dynamics in Nature and Society, article 746951, p. 12, 2008.
[27] Z. Lu, X. Chi, and L. Chen, “The effect of constant and pulse vaccination on SIR epidemic model with horizontal and vertical transmission,” Mathematical and Computer Modelling, vol. 36, no. 9-10, pp. 1039–1057, 2006.
[28] S. Liu, Y. Pei, C. Li, and L. Chen, “Three kinds of TVS in a SIR epidemic model with saturated infectious force and vertical transmission,” Applied Mathematical Modelling, vol. 33, no. 4, pp. 1923–1932, 2009.
[29] S. Tang, Y. Xiao, and D. Clancy, “New modelling approach concerning integrated disease control and cost-effectivity,” Nonlinear Analysis: Theory, Methods and Applications, vol. 63, no. 3, pp. 439–471, 2005.
L. Nie, Z. Teng, and A. Torres, “Dynamic analysis of an SIR epidemic model with state dependent pulse vaccination,” Nonlinear Analysis: Real World Applications, vol. 13, no. 4, pp. 1621–1629, 2012.

H. Guo, L. Chen, and X. Song, “Dynamical properties of a kind of SIR model with constant vaccination rate and impulsive state feedback control,” International Journal of Biomathematics, vol. 10, no. 7, p. 21, 2017.

W. Qin, S. Tang, C. Xiang, and Y. Yang, “Effects of limited medical resource on a filippov infectious disease model induced by selection pressure,” Applied Mathematics and Computation, vol. 283, pp. 339–354, 2016.

T. Zhang, W. Ma, X. Meng, and T. Zhang, “Periodic solution of a prey-predator model with non-linear state feedback control,” Applied Mathematics and Computation, vol. 266, pp. 95–107, 2015.

J. Wang, H. Cheng, Y. Li, and X. Zhang, “The geometrical analysis of a predator-prey model with multi-state dependent impulsive,” Journal of Applied Analysis and Computation, vol. 8, no. 2, pp. 427–442, 2018.

J. Wang, H. Cheng, H. Liu, and Y. Wang, “Periodic solution and control optimization of a prey-predator model with two types of harvesting,” Advances in Difference Equations, vol. 2018, no. 1, p. 41, 2018.

C. Wei and L. Chen, “Homoclinic bifurcation of prey-predator model with impulsive state feedback control,” Applied Mathematics and Computation, vol. 237, pp. 282–292, 2014.

H. Cheng, F. Wang, and T. Zhang, “Multi-state dependent impulsive control for holling I predator-prey model,” Discrete Dynamics in Nature and Society, vol. 2012, Article ID 181752, 21 pages, 2012.

M. Huang, S. Liu, X. Song, and L. Chen, “Periodic solutions and homoclinic bifurcation of a predator-prey system with two types of harvesting,” Nonlinear Dynamics, vol. 73, no. 1-2, pp. 815–826, 2013.

Y. Li, H. Cheng, J. Wang, and Y. Wang, “Dynamic analysis of unilateral diffusion gompertz model with impulsive control strategy,” Advances in Difference Equations, vol. 2018, no. 1, p. 32, 2018.

H. Cheng, F. Wang, and T. Zhang, “Multi-state dependent impulsive control for pest management,” Journal of Applied Mathematics, vol. 2012, Article ID 381503, 25 pages, 2012.

G. Pang and L. Chen, “Periodic solution of the system with impulsive state feedback control,” Nonlinear Dynamics, vol. 78, no. 1, pp. 743–753, 2014.

G. Wang and S. Tang, “Qualitative analysis of prey-predator model with nonlinear impulsive effects,” Applied Mathematics and Mechanics, vol. 34, no. 5, pp. 496–505, 2013.

J. Liang, S. Tang, and R. A. Cheke, “Beverton-holt discrete pest management models with pulsed chemical control and evolution of pesticide resistance,” Communications in Nonlinear Science and Numerical Simulation, vol. 36, pp. 327–341, 2016.

H. Cheng, T. Zhang, and F. Wang, “Existence and attractiveness of order one periodic solution of a holling I predator-prey model,” Abstract and Applied Analysis, vol. 2012, Article ID 126018, 18 pages, 2012.

H. Liu and H. Cheng, “Dynamic analysis of a prey–predator model with state-dependent control strategy and square root response function,” Advances in Difference Equations, vol. 2018, no. 1, p. 63, 2018.

J. Wang, H. Cheng, X. Meng, and B. S. A. Pradeep, “Geometrical analysis and control optimization of a predator-prey model with multi state-dependent impulse,” Advances in Difference Equations, vol. 2017, no. 1, p. 252, 2017.