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Abstract

In this paper we introduce a novel multi-scale technique to study many-body quantum systems where the total number of particles is kept fixed. The method is based on Feshbach-Schur map and the scales are represented by occupation numbers of particle states. Here, we consider a three-modes (including the zero mode) Bogoliubov Hamiltonian for a sufficiently small ratio between the kinetic energy and the Fourier component of the (positive type) potential corresponding to the two nonzero modes. For any space dimension $d \geq 1$ and in the mean field limiting regime (i.e., at fixed box volume $|\Lambda|$ and for a number of particles, $N$, sufficiently large) this method provides the construction of the ground state and its expansion in terms of the bare operators that in the limit $N \to \infty$ is up to any desired precision. In space dimension $d \geq 3$ the method provides similar results for an arbitrarily large (finite) box and a large but fixed particle density $\rho$, i.e., $\rho$ is independent of the size of the box.

Summary of contents

- In Sections 1 and 2 a model of a gas of Bose particles in a box is defined along with the notation used throughout the paper. After introducing the particle number preserving Bogoliubov Hamiltonian (from now on Bogoliubov Hamiltonian), the main ideas of the multi-scale technique are presented.
- In Section 3 the multi-scale analysis in the particle states occupation numbers is implemented for the Bogoliubov Hamiltonian of a model where only three modes (including the zero mode) interact. In fact, the treatment of the full Bogoliubov Hamiltonian can be thought of as a repeated application of the multi-scale analysis to a collection of three-modes systems (see [Pi2]). The Feshbach-Schur flow is described informally in Section 3.1 and the main results are stated in Section 3.1.3.
- In Section 4 the ground state of the "three-modes Bogoliubov Hamiltonian" is constructed as a byproduct of the Feshbach-Schur flow. In the mean field limit, this also provides a convergent expansion of the vector in terms of the bare operators up to any desired precision.
- Section 5 is an Appendix where some of the proofs are deferred.
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1 Introduction: interacting Bose gas in a box

We study the Hamiltonian describing a gas of (spinless) nonrelativistic Bose particles that, at zero temperature, are constrained to a $d - dimensional$ box of side $L$ with $d \geq 1$. The particles interact through a pair potential with a coupling constant proportional to the inverse of the particle density $\rho$. The rigorous description of this system has many intriguing mathematical aspects not completely clarified yet. In spite of remarkable contributions also in recent years, some important problems are still open to date, in particular in connection to the thermodynamic limit and the exact structure of the ground state vector. We shall briefly mention the results closer to our present work and give references to the reader for the details.

Some of the results have been concerned with the low energy spectrum of the Hamiltonian that in the mean field limit was predicted by Bogoliubov [Bo1], [Bo2]. The expression predicted by Bogoliubov for the ground state energy has been rigorously proven for certain systems in [LS1], [LS2], [ESY], [YY]. Concerning the excitation spectrum, in Bogoliubov theory it consists of elementary excitations whose energy is linear in the momentum for small momenta. After some important results restricted to one-dimensional models (see [G], [LL], [L]), this conjecture was proven by Seiringer in [Se1] (see also [GS]) for the low-energy spectrum of an interacting Bose gas in a finite box and in the mean field limiting regime, where the pair potential is of positive type. In [LNSS] it has been extended to a more general class of potentials and the limiting behavior of the low energy eigenstates has been studied. Later, the result of [Se1] has been proven to be valid in a sort of diagonal limit where the particle density and the box volume diverge according to a prescribed asymptotics; see [DN]. Recently, Bogoliubov’s prediction of the energy spectrum in the mean field limit has been shown to be valid also for the high energy eigenvalues (see [NS]).

These results are based on clever energy estimates starting from the spectrum of the corresponding Bogoliubov Hamiltonian.

A different approach to studying a gas of Bose particles is based on renormalization group. In this respect, we mention the paper by Benfatto, [Be], where he has provided an order by order control of the Schwinger functions of this system in three dimensions and with an ultraviolet cut-off. His analysis holds at zero temperature in the infinite volume limit and at finite particle density. Thus, it contains a fully consistent treatment of the infrared divergences at a perturbative level. This program has been later developed in [CDPS1], [CDPS2], and, more recently, in [C] and [CG] by making use of Ward identities to deal also with two-dimensional systems where some partial control of the renormalization flow has been provided; see [C] for a detailed review of previous related results.

Within the renormalization group approach, we also mention some results towards a rigorous construction of the functional integral for this system contained in [BFKT1], [BFKT2], and [BFKT].

Both in the grand canonical and in the canonical ensemble approach (see [Se1]), starting from the Hamiltonian of the system one can define an approximated one, the Bogoliubov Hamiltonian. For a finite box and a large class of pair potentials, upon a unitary transformation the Bogoliubov Hamiltonian describes\textsuperscript{1} a system of non-interacting bosons with a new energy dispersion law, which in fact provides the correct description of the energy spectrum of the Bose particles system in the mean field limit.

With regard to Bose-Einstein condensation, we recall the breakthrough results obtained\textsuperscript{2}.

\textsuperscript{1}In the canonical ensemble approach the spectrum of the (particle preserving) Bogoliubov Hamiltonian coincides with the Bogoliubov spectrum only in the limit $N \to \infty$ (see [Se1]).
for a system of trapped Bose particles in the so called Gross-Pitaevskii limiting regime: see [LSY], [LS], [LSSY], and [NRS]. More recently, Bose-Einstein condensation has been proven for particles interacting with a delta potential and in the mean field limit; see [LNR]. We also mention the progress in the control of the dynamical properties of Bose gases. For references and for an update of the state of the art, we refer the reader to the introduction of [LSY] also mention the progress in the control of the dynamical properties of Bose gases. For references and for an update of the state of the art, we refer the reader to the introduction of [LSY].

In our paper, we consider the number of particles fixed but we use the formalism of second quantization. The Hamiltonian corresponding to the pair potential \( \phi(x - y) \) and to the coupling constant \( \lambda > 0 \) is

\[
\mathcal{H} := \int \frac{1}{2m} (\nabla a^\dagger)(\nabla a)(x) dx + \frac{\lambda}{2} \int \int a^\dagger(x)a^\dagger(y)\phi(x-y)a(x)a(y)dx dy ,
\]

(1.1)

where reference to the integration domain \( \Lambda := \{ x \in \mathbb{R}^d | |x_i| \leq \frac{L}{2}, i = 1,2,\ldots,d \} \) is omitted, periodic boundary conditions are assumed, and \( dx \) is Lebesgue measure in \( d \) dimensions. Concerning units, we have set \( \hbar = 1 \). Here, the operators \( a^\dagger(x), a(x) \) are the usual operator-valued distributions on the bosonic Fock space

\[
\mathcal{F} := \Gamma \left( L^2 \left( \Lambda, \mathbb{C}; dx \right) \right)
\]

that satisfy the canonical commutation relations (CCR)

\[
[a^\dagger(y), a^\dagger(x)] = 0, \quad [a(x), a^\dagger(y)] = \delta(x-y)\mathbb{1}_\mathcal{F},
\]

with \( a^\dagger := a \) or \( a^\dagger \). In terms of the field modes they read

\[
a(x) = \sum_{j \in \mathbb{Z}^d} a_{j} e^{ik_{j}\cdot x}, \quad a^\dagger(x) = \sum_{j \in \mathbb{Z}^d} a_{j}^\dagger e^{-ik_{j}\cdot x},
\]

where \( k_j := \frac{2\pi}{L} j, j = (j_1, j_2, \ldots, j_d), j_1, j_2, \ldots, j_d \in \mathbb{Z}, \) and \( |\Lambda| = L^d \), with CCR

\[
[a_{j}^\dagger, a_{j'}] = 0, \quad [a_{j}, a_{j'}^\dagger] = \delta_{j, j'}.
\]

(1.2)

The unique (up to a phase) vacuum vector of \( \mathcal{F} \) is denoted by \( \Omega (||\Omega|| = 1) \). In \( \mathcal{F}, a_{j} / a_{j}^\dagger \) are the annihilation / creation operators of a particle of momentum \( k_j \).

Given any function \( \varphi \in L^2 (\Lambda, \mathbb{C}; dz) \), we express it in terms of its Fourier components \( \varphi_j \), i.e.,

\[
\varphi(z) = \frac{1}{|\Lambda|} \sum_{j \in \mathbb{Z}^d} \varphi_j e^{ik_j z}.
\]

(1.3)

**Definition 1.1.** The pair potential \( \phi(x - y) \) is a bounded, real-valued function that is periodic, i.e., \( \phi(z) = \phi(z + jL) \) for \( j \in \mathbb{Z}^d \), and satisfies the following conditions:

1. \( \phi(z) \) is an even function, in consequence \( \phi_j = \phi_{-j} \).
2. \( \phi(z) \) is of positive type, i.e., the Fourier components \( \phi_j \) are nonnegative.
3. The pair interaction has a fixed but arbitrarily large ultraviolet cutoff (i.e., the nonzero Fourier components \( \phi_j \) form a finite set) with the requirements below to be satisfied:
   3.1) **(Strong Interaction Potential Assumption)** The ratio \( \epsilon_j \) between the kinetic energy of the modes \( \pm j \neq 0 = (0, \ldots, 0) \) and the corresponding Fourier component \( \phi_j(\neq 0) \) of the potential is sufficiently small.
3.2) For all nonzero $\phi_j$ there exist some $1 > \mu > 0$ and $\theta > 0$ such that

\[
\frac{\phi_j}{\Delta_0} \frac{N^\mu}{N(N - N^\mu)} < \frac{1}{2} , \quad \frac{1}{N^\mu} \leq O((\sqrt{\epsilon_j})^{1+\theta}).
\]  

where $\Delta_0 = \min \left\{ k_j^2 \mid j \in \mathbb{Z}^d \setminus \{0\} \right\}$ and $N$ is the number of particles in the box.

Remark 1.2. Notice that $\epsilon_j$ small corresponds either to a low energy mode $2\pi^2/L^2$ or/and to a large potential $\phi_j$.

Remark 1.3. Different regimes for the ratio $\epsilon_j$ can be explored with the same method by suitable modifications of some estimates (see [CP]). In the present paper we are interested in the behavior of the (three-modes) system in the thermodynamic limit, therefore the “Strong Interaction Potential Assumption” is the right regime to study.

We restrict $\mathcal{H}$ to the Fock subspace $\mathcal{F}^N$ of vectors with $N$ particles

\[
\mathcal{H} \upharpoonright_{\mathcal{F}^N} = \left( \int \frac{1}{2m} (\nabla a^\dagger)(\nabla a)(x)dx + \frac{\lambda}{2} \int \int a^\dagger(x)a^\dagger(y)\phi(x - y)a(y)a(x)dxdy \right) \downarrow_{\mathcal{F}^N}. \tag{1.5}
\]

From now on, we study the Hamiltonian

\[
H := \int \frac{1}{2m} (\nabla a^\dagger)(\nabla a)(x)dx + \frac{\lambda}{2} \int \int a^\dagger(x)a^\dagger(y)\phi(x - y)a(y)a(x)dxdy + c_N \mathbb{1} \tag{1.6}
\]

where $c_N = \frac{\lambda}{2m} N^2 - \frac{\lambda}{2m} N^2$ with $\theta = \{0, \ldots, 0\}$. The operator $H$ is meant to be restricted to the subspace $\mathcal{F}^N$, and $\lambda$ will be eventually chosen equal to $\frac{\lambda}{N}$. We subtract $-c_N$ as clarified in (2.14)-(2.16). Notice that

\[
\mathcal{H} \upharpoonright_{\mathcal{F}^N} = (H - c_N \mathbb{1}) \downarrow_{\mathcal{F}^N}. \tag{1.7}
\]

The main technical features of the scheme introduced in this paper are highlighted in Section 3.1.2 after the outline of the procedure in Section 3.1.1. In Section 3.1.3 we summarize the obtained results. Here, we present some motivations that can help the reader understand the scheme.

We know that, at fixed volume $|\Lambda|$, the expectation value of the number operator\(^2\) $\sum_{j \in \mathbb{Z}^d \setminus \{0\}} a_j^\dagger a_j$ in the ground state of the Hamiltonian (1.6) remains bounded in the mean field limit (i.e., $\lambda = \frac{|\Lambda|}{N}$ and $N \to \infty$); see [Se1] and [LNSS]. Starting from this fact, one might think of a multi-scale procedure leading to an effective Hamiltonian for spectral values in a neighborhood of the ground state energy. An obvious candidate for such an effective Hamiltonian is (a multiple of) the orthogonal projection onto the state where all the particles are in the zero mode.

The Feshbach-Schur map is a very useful tool to construct effective Hamiltonians. We recall that given the (separable) Hilbert space $\mathcal{H}$, the projections $\mathcal{P}$, $\overline{\mathcal{P}}$ ($\mathcal{P} = \mathcal{P}^2$, $\overline{\mathcal{P}} = \overline{\mathcal{P}}^2$) where $\mathcal{P} + \overline{\mathcal{P}} = \mathbb{1}_{\mathcal{H}}$, and a closed operator $K - z \mathbb{1}$ acting on $\mathcal{H}$ ($z$ in a subset of $\mathbb{C}$) the Feshbach-Schur map associated with the couple $\mathcal{P}$, $\overline{\mathcal{P}}$ maps $K - z \mathbb{1}$ to the operator $\mathcal{F}(K - z \mathbb{1})$ acting on $\mathcal{P}\mathcal{H}$ where (formally)

\[
\mathcal{F}(K - z \mathbb{1}) := \mathcal{P}(K - z \mathbb{1})\mathcal{P} - \mathcal{P}K\overline{\mathcal{P}} \frac{1}{\mathcal{F}(K - z \mathbb{1})\overline{\mathcal{P}}} \mathcal{P}K\mathcal{P}. \tag{1.8}
\]

\(^2\)The operator $\sum_{j \in \mathbb{Z}^d \setminus \{0\}} a_j^\dagger a_j$ counts the number of particles in the nonzero modes states.
The Feshbach-Schur map is “isospectral” (see [BFS]), i.e., assuming that \( \mathcal{F}(K - z \mathbb{1}) \) is a well defined closed operator on \( \mathcal{P} \mathcal{H} \) then: 1) \( \mathcal{F}(K - z \mathbb{1}) \) is bounded invertible if and only if \( z \) is in the resolvent set of \( K \); 2) \( z \) is an eigenvalue of \( K \) if and only if 0 is an eigenvalue of \( \mathcal{F}(K - z \mathbb{1}) \). Moreover, the map provides an algorithm to reconstruct the eigenspace corresponding to the eigenvalue \( z \) from the kernel of the operator \( \mathcal{F}(K - z \mathbb{1}) \), and their dimensions coincide.

The use of the Feshbach-Schur map for the spectral analysis of quantum field theory systems started with the seminal work by V. Bach, J. Fröhlich, and I.M. Sigal, [BFS], followed by refinements of the technique and variants (see [BCFS] and [GH]). In those papers, the use of the Feshbach-Schur map is in the spirit of the functional renormalization group, and the projections \( (\mathcal{P}, \mathcal{F}) \) are directly related to energy subspaces of the free Hamiltonian. However, as a mathematical tool the Feshbach-Schur map enjoys an enormous flexibility due to the freedom in the choice of the couple of projections \( \mathcal{P}, \mathcal{F} \). The effectiveness of the choice depends on the features of the Hamiltonian.

In the system that we study the total number of particles is conserved under time evolution. The effective Hamiltonian that we want to construct suggests to relate the Feshbach-Schur projections \( (\mathcal{P}, \mathcal{F}) \) to subspaces of states with definite number of particles in the modes labeled by \( \{ 2 \pi j ; j \in \mathbb{Z}^d \} \). More precisely, consider the eigenspace of \( \sum_{j \in \mathbb{Z}^d} a_j^\dagger a_j \) corresponding to the eigenvalue \( i \), i.e., the subspace of states containing \( i \) particles in the modes associated with \( \pm 2 \pi j \). Observe that the interaction part in the second quantized Hamiltonian in (1.6) can connect two eigenspaces corresponding to distinct eigenvalues, \( i \) and \( i' \), only if \( i - i' = \pm 1, \pm 2 \). The selection rules of the interaction Hamiltonian with respect to the occupation numbers of the particle states associated with the modes \( \{ 2 \pi j ; j \in \mathbb{Z}^d \} \) suggest to construct a flow of Feshbach-Schur maps associated with projections onto such eigenspaces with decreasing eigenvalue \( i \).

The (formal) Rayleigh-Schrödinger series of the ground state of the Hamiltonian (1.6) of the system calls for the use of the Feshbach-Schur map. Indeed, one can observe that the series is not under control for interaction potentials that are strong with respect to the minimum (nonzero) kinetic energy. Then, one might wonder whether it is possible to organize an expansion (up to any desired precision) of the ground state in terms of the ground state of the bare operators, around a reference energy close to the expected value of the ground state energy of the (interacting) system. The expansion provided in Section 4.4 (starting from the formula in (4.88)-(4.90)) answers this question into affirmative for a three-modes Bogoliubov Hamiltonian. In this expansion the flow of Feshbach-Schur maps plays a crucial role thanks to the choice of the perpendicular projections, \( \mathcal{F} \), entering the Feshbach-Schur map at each step of the flow. These projections prevent small denominator problems in the expansion, even for an arbitrarily small (positive) ratio between the kinetic energy \( k_j^2 \) and the Fourier component \( \phi_j \), provided the number of particles \( N \) is sufficiently large.

Indeed, the method presented in the next sections and developed in [Pi2] and [Pi3] is applied to a potential \( \phi \) with an ultraviolet cut-off and in the strong interaction potential regime: by this we mean that the ratio between each nonzero Fourier component of the potential, \( \phi_j \), and the corresponding kinetic energy, \( k_j^2 \), must be sufficiently large. For a (positive definite) potential \( \phi \in L^1 \) such that \( \int \phi(z)dz > 0 \), this is precisely the regime that is relevant in the thermodynamic limit because at fixed \( j \) the ratio \( \phi_j/(k_j)^2 \) diverges like \( L^2 \), being \( k_j := 2\pi j \) and \( L \) the side of the box.
In this scheme we never implement a Bogoliubov transformation yielding a new Hamiltonian in terms of quasi-particles degrees of freedom. The occupation numbers are always referred to the real particles. In this respect, the method might be robust enough to deal with systems and regimes where the features of the Bogoliubov diagonalization is not clear \textit{a priori}. Furthermore, if the range of the spectral parameter \( z \) (see (1.8)) extends to the first \( q \) eigenvalues (with multiplicity) above the ground state energy the same method should also provide an effective Hamiltonian acting on a \( q \)–dependent, finite-dimensional subspace. Some numerical simulations for a three-modes system seem to confirm this scenario.

The three-modes system analyzed in this paper represents the main building block in the construction of the ground state of the Bogoliubov Hamiltonian (see (2.28)) and of the complete Hamiltonian (see (1.6)) in the mean field limiting regime, provided the potential fulfills the requirements in Definition 1.1; see [Pi2] and [Pi3], respectively. Within this technique the three-modes system is like a solvable model, in the sense that the interaction is so constrained that the Feshbach-Schur flow can be closely followed.

In the third paper [Pi3], because of the interaction terms that are neglected in the Bogoliubov Hamiltonian (the so called “cubic” and “quartic” terms in the nonzero modes) a refined choice of the Feshbach-Schur projections is required.

2 The Hamiltonian \( H \) and the Hamiltonian \( H^{\text{Bog}} \)

For later convenience, we define

\[
a_{+}(x) := \sum_{j \in \mathbb{Z}^d \setminus \{0\}} \frac{a_j}{|\Lambda|^\frac{d}{2}} e^{ij \cdot \cdot x}, \quad a_{0}(x) := \frac{a_0}{|\Lambda|^\frac{d}{2}}
\]  

(2.1)

where \( 0 := (0, \ldots, 0) \). Then, the Hamiltonian \( H \) reads

\[
H = \sum_{j \in \mathbb{Z}^d} \frac{k_j^2}{2m} a_j^\dagger a_j
\]  

(2.2)

\[
+ \frac{\lambda}{2} \int \int a_{+}^\dagger(x)a_{+}^\dagger(y) \phi(x-y) a_{+}(x) a_{+}(y) dxdy
\]  

(2.3)

\[
+ \lambda \int \int \{ a_{+}^\dagger(x)a_{+}^\dagger(y) \phi(x-y) a_{+}(x) a_{0}(y) + h.c. \} dxdy
\]  

(2.4)

\[
+ \frac{\lambda}{2} \int \int \{ a_{+}^\dagger(x)a_{+}^\dagger(y) \phi(x-y) a_{+}(x) a_{+}(y) + h.c. \} dxdy
\]  

(2.5)

\[
+ \lambda \int \int a_{0}^\dagger(x)a_{+}^\dagger(y) \phi(x-y) a_{0}(x) a_{+}(y) dxdy
\]  

(2.6)

\[
+ \lambda \int \int a_{0}^\dagger(x)a_{+}^\dagger(y) \phi(x-y) a_{0}(y) a_{+}(x) dxdy
\]  

(2.7)
we observe that

$$+\lambda \int \int a_0^*(x)a_0^*(y)\phi(x-y)a_0(x)a_0(y)dxdy$$

(2.8)

$$+c_N \mathbb{1}. \quad (2.9)$$

Given the (number) operators

$$\mathcal{N}_0 := \int a_0^*(x)a_0(x)dx, \quad \mathcal{N}_+ := \int a_+^*(x)a_+(x)dx,$$

(2.10)

we observe that

$$\lambda \int \int a_0^*(x)a_0^*(y)\phi(x-y)a_0(x)a_0(y)dxdy = \frac{\lambda \phi_0}{|\Lambda|} \mathcal{N}_+\mathcal{N}_0,$$  \quad (2.11)

$$\frac{\lambda}{2} \int \int a_0^*(x)a_0^*(y)\phi(x-y)a_0(x)a_0(y)dxdy = \frac{\lambda \phi_0}{2|\Lambda|} \mathcal{N}_0^2 - \frac{\lambda \phi_0}{2|\Lambda|} \mathcal{N}_0,$$ \quad (2.12)

and

$$\frac{\lambda}{2} \int \int a_+^*(x)a_+^*(y)\phi(0)(x-y)a_+(x)a_+(y)dxdy = \frac{\lambda \phi_0}{2|\Lambda|} \mathcal{N}_+^2 - \frac{\lambda \phi_0}{2|\Lambda|} \mathcal{N}_+,$$ \quad (2.13)

where $\phi(0)(x-y) := \frac{x}{|\Lambda|}$. Hence, because of the implicit restriction to $\mathcal{F}^N$, we conclude that

$$\frac{\lambda}{2} \int \int a_+^*(x)a_+^*(y)\phi(0)(x-y)a_+(x)a_+(y)dxdy$$ \quad (2.14)

$$+\lambda \int \int a_0^*(x)a_0^*(y)\phi(x-y)a_0(x)a_0(y)dxdy$$ \quad (2.15)

$$+\frac{\lambda}{2} \int \int a_0^*(x)a_0^*(y)\phi(x-y)a_0(x)a_0(y)dxdy$$ \quad (2.16)

$$+c_N \mathbb{1} = 0. \quad (2.17)$$

Therefore, we can write

$$H = \sum_{j \in \mathbb{Z}^d} \frac{k_j^2}{2m} a_j^* a_j$$ \quad (2.19)

$$+\frac{\lambda}{2} \int \int a_+^*(x)a_+^*(y)\phi(0)(x-y)a_+(x)a_+(y)dxdy$$ \quad (2.20)

$$+\lambda \int \int (a_+^*(x)a_+^*(y)\phi(0)(x-y)a_0(x)a_0(y) + a_+^*(x)a_0^*(y)\phi(0)(x-y)a_+(x)a_+(y))dxdy$$ \quad (2.21)

$$+\frac{\lambda}{2} \int \int (a_0^*(x)a_0^*(y)\phi(0)(x-y)a_0(x)a_0(y) + a_0^*(x)a_+^*(y)\phi(0)(x-y)a_0(x)a_0(y))dxdy$$ \quad (2.22)

$$+\lambda \int \int a_0^*(x)a_0^*(y)\phi(0)(x-y)a_0(x)a_0(y)dxdy$$ \quad (2.23)

where $\phi(0)(x-y) := \phi(x-y) - \phi(0)(x-y)$. Next, we define the particles number preserving Bogoliubov Hamiltonian

$$H_{\text{Bog}} = \sum_{j \in \mathbb{Z}^d} \frac{k_j^2}{2m} a_j^* a_j$$ \quad (2.24)

$$+\frac{\lambda}{2} \int \int a_0^*(x)a_0^*(y)\phi(0)(x-y)a_+(x)a_+(y)dxdy$$ \quad (2.25)
that in terms of the field modes reads

$$H_{\text{Bog}} = \sum_{j \in \mathbb{Z}} \left( \frac{k_j^2}{2m} + \lambda \phi_j \right) a_j^+ a_j + \frac{\lambda}{2} \sum_{j \in \mathbb{Z} \setminus \{0\}} \phi_j \left\{ a_j^0 a_j a_{-j} + a_j^* a_{-j}^* a_j a_j^0 \right\}. \quad (2.28)$$

We also define

$$V := \lambda \int \int a_+^*(x) a_+^*(y) \phi(x,y) a_+^*(x) a_+^*(y) dxdy \quad (2.29)$$

$$+ \lambda \int \int a_+^*(x) a_+^*(y) \phi(x,y) a_0(x) a_0(y) a_+^*(x) a_+^*(y) dxdy \quad (2.30)$$

$$+ \frac{\lambda}{2} \int \int a_+^*(x) a_+^*(y) \phi(x,y) a_0(x) a_0(y) dxdy \quad (2.31)$$

so that

$$H = H_{\text{Bog}} + V. \quad (2.32)$$

From now on, we set

$$\lambda = \frac{1}{\rho} \quad \text{with} \quad \rho > 0, \quad m = \frac{1}{2}, \quad N = \rho |\Lambda| \quad \text{and even.} \quad (2.33)$$

With obvious modifications the analysis can be done also for $N \gg 1$ being an odd number.

**Notation**

1. The symbol $\mathbb{1}$ stands for the identity operator. If helpful we specify the Hilbert space where it acts, e.g., $\mathbb{1}_{\mathcal{F}^N}$. For $c$-number operators, e.g., $z \mathbb{1}$, we may omit the symbol $\mathbb{1}$.

2. The symbol $\langle \cdot, \cdot \rangle$ stands for the scalar product in $\mathcal{F}^N$.

3. The symbol $o(\alpha)$ stands for a quantity such that $o(\alpha)/\alpha \to 0$ as $\alpha \to 0$. The symbol $O(\alpha)$ stands for a quantity bounded in absolute value by a constant times $\alpha$ ($\alpha > 0$). Throughout the paper the related implicit multiplicative constants are always independent of $\rho$, $L$, and $d$.

4. The symbol $|\psi\rangle\langle\psi|$, with $||\psi|| = 1$, stands for the one-dimensional projection onto the state $\psi$.

5. The word mode is used for the wavelength $\frac{2\pi}{L} j$ (or simply for $j$) when we refer to the field mode associated with it.

**3 Multi-scale analysis in the particle states occupation numbers for the Hamiltonian $H_{j^*}$**

The terms in $H_{\text{Bog}}$ that do not conserve the number of zero-mode particles are

$$\phi_j \frac{a_0^* a_0^* a_j a_{-j}}{N} =: W_j \quad \text{and} \quad \phi_j \frac{a_0 a_0 a_j a_{-j}^*}{N} =: W_j^*. \quad (3.1)$$
For later convenience, we define

\[
\hat{H}_0^\circ:=(k_j^2+\phi_j\frac{\sqrt{N}}{\sqrt{N}})a_j^*a_j+(k_j^2+\phi_j\frac{\sqrt{N}}{\sqrt{N}})a_{-j}^*a_{-j}, \quad H_0:=\frac{1}{2}\sum_{j\in\mathbb{Z}\setminus\{0\}}\hat{H}_0^\circ, \quad (3.2)
\]

and

\[
\hat{H}_j^{Bog}:=\hat{H}_0^\circ+W_j+W_j^*, \quad (3.3)
\]

so that

\[
H^{Bog}=\frac{1}{2}\sum_{j\in\mathbb{Z}\setminus\{0\}}\hat{H}_j^{Bog}. \quad (3.4)
\]

The Bogoliubov energy is, by definition,

\[
E^{Bog}:=\frac{1}{2}\sum_{j\in\mathbb{Z}\setminus\{0\}}E_j^{Bog} \quad (3.5)
\]

where

\[
E_j^{Bog}:=-(k_j^2+\phi_j)-\sqrt{(k_j^2)^2+2\phi_j k_j^2}. \quad (3.6)
\]

Now, we focus on a three-modes system, i.e., \(\phi_j\neq 0\) only for \(j=\pm j_\ast\neq 0\), and we construct the ground state of the corresponding Bogoliubov Hamiltonian:

\[
H_j^{Bog}:=\sum_{j\in\mathbb{Z}\setminus\{\pm j_\ast\}}k_j^2a_j^*a_j+\hat{H}_j^{Bog}. \quad (3.7)
\]

Remark 3.1. Notice that \(H_j^{Bog}\) contains the kinetic energy corresponding to all the modes whereas \(\hat{H}_j^{Bog}\) contains the kinetic energy associated with the interacting modes only.

3.1 Feshbach-Schur projections and Feshbach-Schur Hamiltonians for \(H_j^{Bog}\)

In the following, we describe the construction of the Feshbach-Schur Hamiltonians starting from the definition of the Feshbach-Schur projections. In Remark 3.1.2 we highlight some important features of the strategy. In Section 3.2 after Theorem 3.1 we explain why the Feshbach-Schur maps defined below fulfill the isospectrality property.

We consider \(H_j^{Bog}\) applied\(^3\) to vectors in \(\mathcal{F}^N\), and we define

- \(Q_j^{(0,1)}\): the projection (in \(\mathcal{F}^N\)) onto the subspace generated by vectors with \(N-0=N\) or \(N-1\) particles in the modes \(j_\ast\) and \(-j_\ast\), i.e., the operator \(a_{j_\ast}^*a_{j_\ast}+a_{-j_\ast}^*a_{-j_\ast}\) has eigenvalues \(N\) and \(N-1\) when restricted to \(Q_j^{(0,1)}\mathcal{F}^N\).

- \(Q_j^{(>1)}\): the projection onto the orthogonal complement of \(Q_j^{(0,1)}\mathcal{F}^N\) in \(\mathcal{F}^N\).

Hence, we can write

\[
Q_j^{(0,1)}+Q_j^{(>1)}=1_{\mathcal{F}^N}.
\]

Analogously, starting from \(i=2\) up to \(i=N-2\) with \(i\) even, we define:

\(^3\)Notice that \(W_j\), \(W_j^*\) are bounded operators when restricted to \(\mathcal{F}^N\). Then, \(H_j^{Bog}\) is essentially selfadjoint on any core of \(H_j^0\).
• $Q_{j}^{(i,i+1)}$ the projection onto the subspace of $Q_{j}^{(i-1)}P \mathbb{F}^{N}$ spanned by the vectors with $N - i$ or $N - i - 1$ particles in the modes $j$ and $-j$;

• $Q_{j}^{(i,i+1)}$ the projection onto the orthogonal complement of $Q_{j}^{(i,i+1)}P \mathbb{F}^{N}$ in $Q_{j}^{(i-1)}P \mathbb{F}^{N}$.

Hence, we can write

$$Q_{j}^{(i,i+1)} + Q_{j}^{(i,i+1)} = Q_{j}^{(i-1)}.$$  \hspace{1cm} (3.8)

We recall that given the (separable) Hilbert space $\mathbb{H}$ and the projections $\mathcal{P}$, $\mathcal{Q}$ where $\mathcal{P} + \mathcal{Q} = 1_{\mathcal{H}}$, the Feshbach-Schur map associated with $\mathcal{P}$ and $\mathcal{Q}$ maps the (closed) operator $K - z$, $z$ in a subset of $\mathbb{C}$, acting on $\mathcal{H}$ to the operator $\mathcal{P}(K-z)$ acting on $\mathcal{P}\mathcal{H}$ where (formally)

$$\mathcal{F}(K-z) := \mathcal{P}(K-z) - \mathcal{P}K\mathcal{Q} \frac{1}{\mathcal{P}(K-z)\mathcal{P}} \mathcal{P}K\mathcal{P}. \hspace{1cm} (3.9)$$

In Section 3.1.1 we provide an informal derivation of the Feshbach-Schur Hamiltonians. The rigorous control of the Feshbach-Schur flow up to $i = N - 2$ is the content of Section 3.2. From now on, we consider $z \in \mathbb{R}$.

### 3.1.1 Outline of the Feshbach-Schur flow

We shall iterate the Feshbach-Schur map starting from $i = 0$ up to $i = N - 2$ with $i$ even, using the projections $\mathcal{P}^{(i)}$ and $\mathcal{Q}^{(i)}$ for the $i$-th step\(^4\) of the iteration where

$$\mathcal{P}^{(i)} := Q_{j}^{(i,i+1)}, \quad \mathcal{Q}^{(i)} := Q_{j}^{(i,i+1)}.$$  \hspace{1cm} (3.10)

We denote by $\mathcal{F}^{(i)}$ the Feshbach-Schur map at the $i$-th step. We start applying $\mathcal{F}^{(0)}$ to $H_{j,\text{Bog}} - z$ and compute

$$\mathcal{X}_{j}^{\text{Bog}(0)}(z) := \mathcal{F}^{(0)}(H_{j,\text{Bog}} - z) = Q_{j}^{(1)}(H_{j,\text{Bog}} - z)Q_{j}^{(1)} - Q_{j}^{(1)}H_{j,\text{Bog}}Q_{j}^{(0,1)} - Q_{j}^{(0,1)}(H_{j,\text{Bog}} - z)Q_{j}^{(1)}H_{j,\text{Bog}}Q_{j}^{(1)}.$$  \hspace{1cm} (3.13)

Then, we iteratively define

$$\mathcal{X}_{j}^{\text{Bog}(i)}(z) := \mathcal{F}^{(i)}(\mathcal{X}_{j}^{\text{Bog}(i-2)}(z)), \quad i = 0, \ldots, N - 2 \quad \text{with} \quad i \text{ even},$$  \hspace{1cm} (3.15)

where $\mathcal{X}_{j}^{\text{Bog}(-2)}(z) \equiv H_{j,\text{Bog}} - z$.

Notice that, for $l$ and $l'$ even numbers, $Q_{j}^{(l,l+1)}W_{j}Q_{j}^{(l',l'+1)} \neq 0$ only if $l - l' = 2$ and $Q_{j}^{(l,l+1)}W_{j}Q_{j}^{(l',l'+1)} \neq 0$ only if $l - l' = -2$. This implies

$$Q_{j}^{(3)}\mathcal{X}_{j}^{\text{Bog}(0)}(z)Q_{j}^{(2,3)} = Q_{j}^{(3)}W_{j}Q_{j}^{(2,3)}$$  \hspace{1cm} (3.16)

and

$$Q_{j}^{(3)}\mathcal{X}_{j}^{\text{Bog}(0)}(z)Q_{j}^{(3)} = Q_{j}^{(3)}H_{j,\text{Bog}}Q_{j}^{(3)}.$$  \hspace{1cm} (3.17)

\[^4\]We use this notation though the number of steps is in fact $1 + i/2$ being $i$ an even number.
Hence, a straightforward calculation shows that

\[
\mathcal{J}_{j}^{Bog(2)}(z) = Q_{j}^{(2,3)}(H_{j}^{Bog} - z)Q_{j}^{(3)}
\]  

(3.18)

\[
= Q_{j}^{(2,3)}(H_{j}^{Bog} - z)Q_{j}^{(3)} - Q_{j}^{(3)}W_{j}Q_{j}^{(2,3)} + \frac{1}{Q_{j}^{(3)}}\frac{1}{Q_{j}^{(0,1)}}Q_{j}^{(0,1)}W_{j}^{*}Q_{j}^{(3)}W_{j}Q_{j}^{(2,3)}.
\]  

(3.19)

Assuming that the expansion

\[
Q_{j}^{(2,3)} = \sum_{l_{2}=0}^{\infty} Q_{j}^{(2,3)}(H_{j}^{Bog} - z)Q_{j}^{(2,3)}
\]  

(3.20)

is well defined, and using the notation

\[
W_{j; i, i'} := Q_{j}^{(i, i+1)}W_{j}Q_{j}^{(i', i'+1)} , \quad W_{j; i, i'}^{*} := Q_{j}^{(i, i+1)}W_{j}^{*}Q_{j}^{(i', i'+1)},
\]

we can write

\[
\mathcal{J}_{j}^{Bog(2)}(z) = Q_{j}^{(2,3)}(H_{j}^{Bog} - z)Q_{j}^{(3)} - \sum_{l_{2}=0}^{\infty} Q_{j}^{(3)}W_{j}Q_{j}^{(2,3)}(H_{j}^{Bog} - z)Q_{j}^{(2,3)} \times
\]

\[
\times \left[ W_{j; 2, 0}^{(2,3)}Q_{j}^{(0,1)}(H_{j}^{Bog} - z)Q_{j}^{(0,1)}W_{j; 0, 2}^{(2,3)}Q_{j}^{(0,1)}(H_{j}^{Bog} - z)Q_{j}^{(2,3)} \right]^{l_{2}}Q_{j}^{(3)}W_{j}Q_{j}^{(2,3)}.
\]  

(3.21)

(3.22)

With the definition

\[
R_{j; i; i}(z) := Q_{j}^{(i, i+1)}\frac{1}{Q_{j}^{(i, i+1)}(H_{j}^{Bog} - z)Q_{j}^{(i, i+1)}}Q_{j}^{(i, i+1)},
\]

(3.23)

(3.24)

(3.25)

for \(4 \leq i \leq N - 2\) we get

\[
\mathcal{J}_{j}^{Bog(i)}(z) = Q_{j}^{(2, i+1)}(H_{j}^{Bog} - z)Q_{j}^{(i+1)}
\]  

(3.26)

\[
= Q_{j}^{(2, i+1)}(H_{j}^{Bog} - z)Q_{j}^{(i+1)} - \sum_{l_{2}=0}^{\infty} Q_{j}^{(i+1)}W_{j}^{\ast}R_{j; i; i}(z)W_{j; i-2}^{\ast}R_{j; i-2, i-2}(z) \times
\]

\[
\times \sum_{l_{2}=0}^{\infty} \left[ W_{j; i-2, i-4}^{\ast} \ldots W_{j; i-4, i-2}^{\ast}R_{j; i-2, i-2}(z)W_{j; i-2}^{\ast}R_{j; i, i}(z) \right]^{l_{2}}W_{j; i, i}^{\ast}R_{j; i, i}(z) \]

(3.27)

(3.28)

(3.29)

(3.30)

where \(i\) is an even number and the expression corresponding to \(\ldots\) in (3.30) is made precise in Theorem 3.1.
Definition 3.2. We define

\[
\frac{k_j^2}{\phi_j} =: \epsilon_j, \quad (3.31)
\]

thus

\[
E_{j, \star}^{\text{Bog}} = -\left[\epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j}\right]. \quad (3.32)
\]

3.1.2 Motivations and features of the strategy

After the heuristic implementation of the Feshbach-Schur flow, we can better explain the main motivations and features of this strategy.

1. In the case of a finite box, as \(N \to \infty\) the ground state of \(H_{j, \star}^{\text{Bog}}\) (restricted to \(\mathcal{F}^N\)) converges in the sense of (rescaled) one-particle reduced density matrix to the state \(\eta\)

\[
\eta := \frac{1}{\sqrt{N!}} a^*_0 \ldots a^*_0 \Omega
\]

where all the \(N\) particles are in the zero-mode state, \(\Omega\) being the vacuum vector. Therefore, the contribution of the components with a macroscopic number of particles in the nonzero modes states has to be irrelevant in the limit \(N \to \infty\).

2. In connection to the previous remark, we define \((\mathcal{F}^N)_{\{0, \pm j_\star\}} \subset \mathcal{F}^N\) the subspace spanned by vectors containing particles only in the modes \(0, \pm j_\star\). Consider for the moment the Hamiltonian \(\hat{H}_{j, \star}^{\text{Bog}}\) instead of \(H_{j, \star}^{\text{Bog}}\). We observe that, if the Feshbach-Schur flow associated with the operator \((\hat{H}_{j, \star}^{\text{Bog}} - z)\mid_{(\mathcal{F}^N)_{\{0, \pm j_\star\}}}\) is well defined, the Feshbach-Schur Hamiltonian at the \(N - 2 - th\) step is an operator proportional to the projection \(|\eta\rangle\langle\eta|\), where the multiplicative factor is a function \(f(z)\).

3. Starting from the previous observation (see point 2.) we recall that if \(f(z_*) = 0\) for some \(z_*\) then \(z_*\) is an eigenvalue of the original Hamiltonian \(\hat{H}_{j, \star}^{\text{Bog}}\) due to the isospectrality that holds at each step of the Feshbach-Schur flow. Feshbach-Schur theory provides also an algorithm to reconstruct the eigenvector of the original Hamiltonian \(\hat{H}_{j, \star}^{\text{Bog}}\) associated with the eigenvalue \(z_*\) from the eigenvector \((\eta)\) with eigenvalue zero of the Feshbach-Schur Hamiltonian, \(f(z_*)|\eta\rangle\langle\eta|\), at the \(N - 2 - th\) step.

4. With regard to the estimates that are needed to control the series expansions in (3.29)-(3.30), we explain the role of the projections in (3.10). Note that in the resolvent

\[
R_{j, \star}^{\text{Bog}}(z) := \frac{1}{Q_j^{(i,i+1)}(H_{j, \star}^{\text{Bog}} - z)Q_j^{(i,i+1)}Q_j^{(i,i+1)}} \quad (3.33)
\]

\[
Q_j^{(i,i+1)} = \frac{1}{Q_j^{(i,i+1)}(\hat{H}_{j, \star}^{\text{Bog}} + \sum_{j \in \mathbb{Z} \setminus \{\pm j_\star\}} k_j^2 a^*_j a^*_j - z)Q_j^{(i,i+1)}} \quad (3.34)
\]

\[
= \frac{1}{Q_j^{(i,i+1)}(\hat{H}_{j, \star}^{\text{Bog}} + \sum_{j \in \mathbb{Z} \setminus \{\pm j_\star\}} k_j^2 a^*_j a_j - z)Q_j^{(i,i+1)}} \quad (3.35)
\]
the interaction terms $W_j$ and $W^*_j$ disappear due to the perpendicular projection $Q^{(j,j+1)}_x$. This mechanism yields an artificial gap because $z$ will be chosen close to the Bogoliubov energy. The expansion in (3.29)-(3.30) turns out to be well defined when the ratio $\epsilon_j$, between the kinetic energy $k^2_j$ and the Fourier component $\phi_j$, is sufficiently small. In fact, it can be arbitrarily small (but positive) provided $N$ is sufficiently large; see Section 3.1.3 below. However, it is important to stress that there is no \textit{small} parameter in the expansions that we use to define the Feshbach flow, in the sense that the operators are not defined as $\epsilon_j$ tends to zero.

3.1.3 Statement of the results and role of the assumptions

In the list of remarks below we specify the results that are obtained for the Hamiltonian $H^{Bog}_j$, acting on $\mathcal{F}^N$, commenting on the role of the \textit{Strong interaction potential assumption} and of Condition 3.2 in Definition 1.1. \textit{We stress that $j_*$ is kept fixed in the sequel.}

1. For the implementation of the Feshbach-Schur map up to the $N - 2 - \text{th}$ step we shall require $\frac{1}{\bar{N}} \leq \epsilon^{\nu}_j$ for some $\nu > \frac{1}{d}$ and $\epsilon_j$ sufficiently small (that we always assume in the sequel). The bound $\frac{1}{\bar{N}} \leq \epsilon^{\nu}_j$ holds in the mean field limiting regime where the box is kept fixed and the number of particles, $N$, can be chosen sufficiently large irrespective of the box size. For space dimension $d \geq 3$, at fixed particle density, the bound $\frac{1}{\bar{N}} \leq \epsilon^{\nu}_j$ is fulfilled (for $\nu < \frac{3}{d}$) if the box is sufficiently large. For $d = 1, 2$, if at fixed $\phi_0$ (and $j_*$) the box size tends to infinity the particle density $\rho$ must be suitably divergent to ensure the bound $\frac{1}{\bar{N}} \leq \epsilon^{\nu}_j$.

2. For the last step of the Feshbach-Schur flow (see Section 4), Condition 3.2 in Definition 1.1 is also necessary to include values of the spectral parameter $z$ belonging to a neighborhood of the ground state energy of $H^{Bog}_j$. This condition is fulfilled for any dimension $d$ in the mean field limiting regime. At fixed particle density and for $d \geq 2$, Condition 3.2 is fulfilled if $L$ is sufficiently large. The final Feshbach-Schur Hamiltonian has the form

$$\mathcal{H}^{Bog}_j(z) = f_j(z)\langle \eta | \eta \rangle .$$

(3.36)

3. The existence of the point $z_*$ such that $f_j(z_*) = 0$, i.e., the ground state energy of $H^{Bog}_j$ (due to the isospectrality property of Feshbach-Schur map), is established for any space dimension $d \geq 1$ in the mean field limiting regime.

With regard to a box of arbitrarily large side $1 < L < \infty$, the existence of $z_*$ (see Remark 4.5) is established if $\rho \geq \rho_0(L/L_0)^{3-d}$ where $\rho_0$ is sufficiently large and $L_0 = 1$. Hence, for $d \geq 3$ it is enough to require $\rho$ be sufficiently large but independent of $L$ ($> 1$) and the result holds for a finite box of arbitrarily large (finite) volume $|\Lambda|$.

4. In all cases where the existence of $z_*$ is proven, we can construct the ground state of the Hamiltonian $H^{Bog}_j$; see (4.88)-(4.90) in Corollary 4.6, Section 4. Next, in Lemma 5.5 we show that in the mean field limiting regime the inequality $|z_* - E^{Bog}_j| \leq O\left(\frac{1}{N^0}\right)$ holds for any $0 < \beta < 1$. In addition, Lemma 5.5 shows that, for any scaling $\rho = \rho_0(L/L_0)^s$ with $s > 0$, in space dimension $d = 3$ the ground state energy of $H^{Bog}_j$ tends to $E^{Bog}_j$ as $L \to \infty$. This readily implies that in space dimension $d \geq 4$ the ground state energy of
$H_{j}^{Bog}$ tends to $E_{j}^{Bog}$ in the thermodynamic limit, i.e., in the limit $L \to \infty$ at fixed $j$, $\phi_{j}$, and $\rho$. Concerning $d = 3$, in Remark 5.6 we outline the argument of the convergence $z_{\ast} \to E_{j}^{Bog}$ in the thermodynamic limit at large (but fixed) density $\rho$.

5. We provide an expansion (with controlled remainder) of the ground state vector in terms of the vector $\eta$ and of a finite sum of products of the interaction terms $W_{j}^{\ast}$, $W_{j}$, and of the resolvent (see (3.2)) $\frac{1}{H_{j}^{Bog} - z_{\ast}}$; see Section 4.4.3. In the mean field limit (i.e., for a fixed box and $N \to \infty$) the expansion in terms of the bare quantities, i.e., in terms of the vector $\eta$ and of a finite sum of products of the interaction terms $W_{j}^{\ast}$, $W_{j}$, and of the resolvent $\frac{1}{H_{j}^{Bog} - E_{j}^{Bog}}$, is up to any desired precision.

3.2 Control of the Feshbach-Schur flow

In Theorem 3.1 we prove that the flow of Feshbach-Schur Hamiltonians is well defined up to step $i = N - 2$ for spectral values $z$ up to $E_{j}^{Bog} + (\delta - 1)\phi_{j}\sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}$ with $\delta > 1$ but very close to 1. We recall that in the mean field limit the first excited energy level of the Hamiltonian $H_{j}^{Bog}$ is expected to be located at

$$E_{j}^{Bog} + \min \left\{ \phi_{j}\sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}, \min \left\{ k_{j}^{2} : j \in \mathbb{Z}^{d} \setminus \{0, \pm j_{\ast}\}\right\} \right\}.$$  

The proof of Theorem 3.1 requires a key estimate which is the content of the next lemma.

Lemma 3.3. Let

$$z \leq E_{j}^{Bog} + (\delta - 1)\phi_{j}\sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}, (\leq 0)$$

with $\delta < 2, \frac{1}{N} \leq \epsilon_{j}^{\nu}$ for some $\nu > 1$, and $\epsilon_{j}$ be sufficiently small. Then

$$\frac{1}{4(1 + a_{\epsilon_{j}} - \frac{2\epsilon_{j}^{(0)}}{N+i} - \frac{1-\epsilon_{j}^{(0)}}{(N+i)^{2}})} \leq \frac{1}{4(1 + a_{\epsilon_{j}} - \frac{2\epsilon_{j}^{(0)}}{N+i} - \frac{1-\epsilon_{j}^{(0)}}{(N+i)^{2}})}$$

holds for all $2 \leq i \leq N - 2$ where $i$ is even. Here,

$$a_{\epsilon_{j}} := 2\epsilon_{j} + O(\epsilon_{j}^{\nu}),$$

$$b_{\epsilon_{j}}^{(\delta)} := (1 + \epsilon_{j})\delta \chi_{[0,2]}(\delta) \sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}$$

and

$$c_{\epsilon_{j}}^{(\delta)} := -(1 - \delta^{2} \chi_{[0,2]}(\delta))(\epsilon_{j}^{2} + 2\epsilon_{j}).$$

with $\chi_{[0,2]}$ the characteristic function of the interval $[0,2]$.

Proof

We set this upper bound for $\delta$ because the last step of the Feshbach-Schur flow (implemented in Section 4) is defined for values of $z$ strictly smaller than the first excited eigenvalue.
We observe that
\[ \| R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \|^{2} W_{j} : i \rightarrow 2 \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j , - 2 (\tilde{z}) \right] \| \left\| R_{\text{Bog}}^{\varphi} J_{i} : i ; j , - 2 (\tilde{z}) \right\| \| W^{\ast} \mid J_{i} : i ; j \| \| R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \|^{2} \] (3.43)

\[ = \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \right]^{2} W_{j} : i \rightarrow 2 \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j , - 2 (\tilde{z}) \right] \| W^{\ast} \mid J_{i} : i ; j \| \| R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \|^{2} \] (3.44)

\[ = \sup_{\psi \in Q_{j}^{(i+1)}} \| \psi \| = 1 \langle \psi , \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \right]^{2} W_{j} : i \rightarrow 2 \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j , - 2 (\tilde{z}) \right] \| W^{\ast} \mid J_{i} : i ; j \| \| \psi \| \rangle \] (3.45)

where \( D \) is the span of product state vectors of eigenstates of the one-particle momentum operators. The operator in (3.45) preserves the number of particles for any mode. Therefore, we can consider the two subspaces \( Q_{j}^{(i)} F_{N} \) and \( Q_{j}^{(i+1)} F_{N} \) separately, where \( Q_{j}^{(r)} \) is the projection onto the subspace of vectors with exactly \( N - r \) particles in the modes \( \pm j \). It is enough to discuss the subspace \( Q_{j}^{(i+1)} F_{N} \) because the estimate that we shall derive holds for vectors in \( Q_{j}^{(i)} F_{N} \) as well. Next, we write the state \( \psi = Q_{j}^{(i+1)} \psi \) as a linear superposition of product state vectors, i.e., vectors with definite occupation numbers in the modes \( \{ \frac{2\pi j}{L} ; j \in \mathbb{Z} \} \).

For a chosen labeling of the modes, \( \{ j_{k} \in \mathbb{Z}^{d} , l \in \mathbb{N}_{0} \} \), with each product state vector we can associate a sequence
\[ \{ n_{j_{k}} , n_{j_{1}} , n_{j_{2}} , \ldots \} \] (3.46)

that encodes the occupation numbers, \( n_{j} \) of the modes \( j \). As the vectors are in \( F_{N} \) by hypothesis, the sum of the occupation numbers \( \sum_{n} n_{j} \) must equal \( N \). Hence, for each sequence there is a value \( \bar{l} \) such that \( n_{j_{l}} \equiv 0 \) for \( l \geq \bar{l} \). Then, we can write
\[ Q_{j}^{(i+1)} \psi = \sum_{[n_{j_{0}} , n_{j_{1}} , n_{j_{2}} , \ldots]} C_{j}^{(i+1)} \psi \frac{1}{\sqrt{n_{j_{0}} ! n_{j_{1}} ! n_{j_{2}} ! \cdots}} (a_{j_{0}}^{\ast})^{n_{j_{0}}} (a_{j_{1}}^{\ast})^{n_{j_{1}}} (a_{j_{2}}^{\ast})^{n_{j_{2}}} \cdots \Omega \] (3.47)

\[ = \sum_{[n_{j_{0}} , n_{j_{1}} , n_{j_{2}} , \ldots]} C_{j}^{(i+1)} \psi \varphi(n_{j_{0}} , n_{j_{1}} , n_{j_{2}} , \ldots) \] (3.48)

where the sum is over all possible sequences, and the coefficients \( C_{j}^{(i+1)} \psi \) are complex numbers such that
\[ \sum_{[n_{j_{0}} , n_{j_{1}} , n_{j_{2}} , \ldots]} | C_{j}^{(i+1)} \psi \|^{2} = 1 . \] (3.49)

Moreover, if we set \( j_{0} \equiv 0 \), for any vector of the type \( Q_{j}^{(i+1)} \psi \) we have the constraint \( n_{j_{0}} \leq i + 1 \).

With the new definitions, in expression (3.45) we replace
\[ \langle \psi , \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \right]^{2} W_{j} : i \rightarrow 2 \left[ R_{\text{Bog}}^{\varphi} J_{i} : i ; j , - 2 (\tilde{z}) \right] \| W^{\ast} \mid J_{i} : i ; j \| \| \psi \| \rangle \] (3.50)

with
\[ \sum_{[n_{j_{0}} , n_{j_{1}} , n_{j_{2}} , \ldots]} \sum_{[n_{j_{0}} , n_{j_{1}} , n_{j_{2}} , \ldots]} C_{j}^{(i+1)} \psi \times \times \langle \psi \mid a_{j_{0}}^{\ast} a_{j_{1}}^{\ast} a_{j_{2}}^{\ast} [ R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) ]^{2} \phi_{j_{0}} \frac{a_{j_{0}} a_{j_{1}} a_{j_{2}}}{N} R_{\text{Bog}}^{\varphi} J_{i} : i ; j , - 2 (\tilde{z}) \times \phi_{j_{1}} \frac{a_{j_{0}} a_{j_{1}} a_{j_{2}}}{N} R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \rangle \] (3.51)

\[ \times \phi_{j_{2}} \frac{a_{j_{0}} a_{j_{1}} a_{j_{2}}}{N} R_{\text{Bog}}^{\varphi} J_{i} : i ; j (\tilde{z}) \rangle \] (3.52)
The scalar product in (3.52) is nonzero only if \( n_j = n_j' \) for all \( l \). Therefore, we can write

\[
(3.50) = \sum_{[n_{j_0}, n_{j_1}, n_{j_2}, \ldots]} C_{[n_{j_0}, n_{j_1}, \ldots]} C_{[n_{j_0}, n_{j_1}, \ldots]} \times \]

\[
\times \langle \varphi_{[n_{j_0}, n_{j_1}, \ldots]}, \left[ R_{1, i; j}(z) \right]^{\frac{1}{2}} \phi_j \left( a_j^0 a_j^0 d_j a_j \right) \right] R_{1, i; j}(z) \times
\]

\[
\times \phi_j \frac{a_j^0 a_j^0 a_j^0}{N} \left[ R_{1, i; j}(z) \right]^{\frac{1}{2}} \varphi_{[n_{j_0}, n_{j_1}, \ldots]} \rangle .
\]

We observe that in expression (3.55) the operator

\[
(R_{1, i; j}(z))^{\frac{1}{2}} W_{1, i; j}(R_{1, i; j}(z))^{\frac{1}{2}} (R_{1, i; j}(z))^{\frac{1}{2}} W_{1, i; j}(R_{1, i; j}(z))^{\frac{1}{2}}
\]

\[
= (R_{1, i; j}(z))^{\frac{1}{2}} \phi_j \frac{a_j^0 a_j^0 a_j^0}{N} R_{1, i; j}(z) \phi_j \frac{a_j^0 a_j^0 a_j^0}{N} (R_{1, i; j}(z))^{\frac{1}{2}}
\]

\[
(3.56)
\]

can be replaced with a function of the number operators \( a_j^* a_j \). Indeed, it is enough to pull the operator \( a_j a_j \) contained in \( W_{1, i; j} \) through \( R_{1, i; j}(z) \) and observe that

\[
a_j a_j = (a_j^* a_j + 1) (a_j^* a_j + 1).
\]

(3.58)

Analogously, we pull the operator \( a_0 a_0 \) to the left next to \( a_0^* a_0^* \) and observe that

\[
a_0^* a_0 a_0 = a_0^* a_0 a_0 - a_0^* a_0 .
\]

(3.59)

Finally, we write

\[
(3.60) = \frac{1}{N^2} \left[ \sum_{j \in \{a_j^* a_j \}} (n_j + n_{-j}) (k_j)^2 + \frac{1}{N} \phi_j + k_j^2 (n_j + n_{-j}) - z \right]
\]

\[
\times \left[ (n_j + n_{-j}) (k_j)^2 + \frac{1}{N} \phi_j + k_j^2 (n_j + n_{-j}) + 2 (\frac{n_j^2}{N} \phi_j + k_j^2) - z \right]
\]

\[
\leq \frac{1}{N^2} \left[ (n_j + n_{-j}) (k_j)^2 + \frac{1}{N} \phi_j + k_j^2 (n_j + n_{-j}) + 2 (\frac{n_j^2}{N} \phi_j + k_j^2) - z \right]
\]

(3.61)

where we have used \( ||\varphi_{[n_{j_0}, n_{j_1}, \ldots]}||^2 = 1 \).

We recall that \( n_j + n_{-j} = N - i - 1 \) for a vector \( \varphi_{[n_{j_0}, n_{j_1}, \ldots]} \in \mathcal{F}_{N}^{(i+1)} \). Finally, we can estimate

\[
(3.60) \leq \frac{N_{j_0}^{i+1} \phi_j (N - i + 1)}{4 \left[ (N - i) \left( \frac{n_j^2}{N} \phi_j + k_j^2 \right) - z \right]} \frac{N_{j_0}^{i+1} \phi_j (N - i + 1)}{4 \left[ (N - i + 1) \left( \frac{n_j^2}{N} \phi_j + k_j^2 \right) - z \right]}
\]

\[
= \frac{N_{j_0}^{i+1} \phi_j (N - i + 1)}{4 \left[ (N - i) \left( \frac{n_j^2}{N} \phi_j + k_j^2 \right) - z \right]} \frac{N_{j_0}^{i+1} \phi_j (N - i + 1)}{4 \left[ (N - i + 1) \left( \frac{n_j^2}{N} \phi_j + k_j^2 \right) - z \right]}
\]

\[
= \frac{N_{j_0}^{i+1} \phi_j (N - i + 1)}{4 \left[ (N - i) \left( \frac{n_j^2}{N} \phi_j + k_j^2 \right) - z \right]} \frac{N_{j_0}^{i+1} \phi_j (N - i + 1)}{4 \left[ (N - i + 1) \left( \frac{n_j^2}{N} \phi_j + k_j^2 \right) - z \right]}
\]

(3.62)

(3.63)

(3.64)
where \( n_{j_0} \geq 2 \) otherwise \((3.60) = 0\). We observe that \(-\frac{z}{\phi_{j_1}}\) and \(\epsilon_j \equiv \frac{k^2}{\phi_{j_1}}\) are both positive in the considered ranges, i.e., for \(\epsilon_j\) sufficiently small. Furthermore, we notice that \(N - i + 1 \geq 3\) for \(i \leq N - 2\), and, by hypothesis, \(N\epsilon_j > 1\). Hence, the maximum of \((3.64)\) is attained at the maximum allowed value of \(n_{j_0}\) that is \(n_{j_0} \equiv i + 1 \leq N - 1\).

**Remark 3.4.** The lower bound \(\epsilon_j \geq \frac{4\epsilon^2}{\phi_{j_1} L^2}\) holds by construction. Therefore, at finite \(\rho\) and at fixed \(j_{\ast}\), in space dimension larger or equal to three the product \(N\epsilon_j = \rho |\Lambda| \epsilon_j\) is divergent as \(L \to \infty\). In dimension two, at finite \(\rho\) the product \(N\epsilon_j\) can be less than 1 uniformly in \(\Lambda\).

Therefore, we can estimate the scalar product in \((3.60)\) from above by replacing \(n_{j_0}\) with \(N\) and \(n_{j_0} - 1\) with \(N\) in the left factor and in the right factor of the denominator in \((3.64)\), respectively. We recall that we have assumed

\[
\frac{z}{\phi_{j_1}} \geq 1 + \epsilon_j - \delta \sqrt{\epsilon_j^2 + 2\epsilon_j}.
\]

by definition, hence

\[
-\frac{z}{\phi_{j_1}} \geq 1 + \epsilon_j - \delta \sqrt{\epsilon_j^2 + 2\epsilon_j}.
\]

We observe that the expression in \((3.64)\) is increasing in \(z\) in the considered range. Since \(\frac{1}{N} \leq \epsilon_j^\nu\) for some \(\nu > 1\), for \(\epsilon_j\) sufficiently small and \(\delta\) in the interval \([0, 2)\) we get

\[
\frac{1}{N} \leq \frac{1}{1 + \epsilon_j - \frac{2(1 + \epsilon_j)}{(N - i + 1)} + \frac{\epsilon_j + 1 - \delta \sqrt{\epsilon_j^2 + 2\epsilon_j}}{(N - i + 1)}} \leq \frac{1}{4 \left[ 1 + \epsilon_j - \frac{1}{N} + \frac{\epsilon_j + 1 - \delta \sqrt{\epsilon_j^2 + 2\epsilon_j}}{(N - i + 1)} \right]}
\]

for all \(2 \leq i \leq N - 2\), using the definitions in \((3.40), (3.41),\) and \((3.42)\), and where the step from \((3.68)\) to \((3.69)\) is explained in the Appendix, Lemma 5.1. Of course, if \(\delta < 0\) we can bound \((3.60)\) with the estimate provided for \(\delta = 0\).

This concludes the proof because \(\sum_{|\mathcal{Q}_{j_{\ast}}|} |C_{\mathcal{Q}_{j_{\ast}}}|^2 = 1\). \(\Box\)

With the next lemma we prepare the ground for the result of Theorem 3.1. The key tool is a sequence of real numbers constructed starting from the operator norm estimate established in Lemma 3.3. For the use of this result in Theorem 3.1 we shall replace \(\epsilon\) with \(\epsilon_j\). Notice also that \(\delta\) is set equal to \(1 + \sqrt{\epsilon}\) and a larger lower bound for \(\nu\) is considered in Lemma 3.5. This will be however enough for our purposes.

**Lemma 3.5.** Assume \(\epsilon > 0\) sufficiently small. Consider for \(j \in \mathbb{N}_0\) the sequence defined iteratively according to

\[
X_{2j+2} := 1 - \frac{1}{4(1 + \alpha \epsilon - \frac{2\epsilon}{N - 2j - 1} - \frac{1 - \epsilon}{(N - 2j - 1)^2})X_{2j}}
\]
with initial condition $X_0 = 1$ up to $X_{2j = N-2}$ where $N(\geq 2)$ is even. Here,

\begin{align}
a_\epsilon & := 2\epsilon + O(\epsilon^\nu), \quad \nu > \frac{11}{8}, \quad (3.71) \\
b_\epsilon & := (1 + \epsilon)\delta \chi_{[0,2]}(\delta) \sqrt{\epsilon^2 + 2\epsilon} \bigg|_{\delta = 1 + \sqrt{\epsilon}} \quad (3.72) \\
c_\epsilon & := -(1 - \delta^2 \chi_{[0,2]}(\delta))(\epsilon^2 + 2\epsilon) \bigg|_{\delta = 1 + \sqrt{\epsilon}} \quad (3.73)
\end{align}

and

\begin{align}
X_{2j} & \geq \frac{1}{2} \left[ 1 + \sqrt{\eta \delta} \frac{b_\epsilon}{N - 2j - \xi} \right] 
\end{align}

with $\chi_{[0,2]}(\delta)$ the characteristic function of the interval $[0, 2]$. Then, the following estimate holds true for $2 \leq N - 2j \leq N$.

**Proof**

See Lemma 5.2 in the Appendix. □

We are now ready for the rigorous construction of the Feshbach-Schur Hamiltonians up to the value $i = N - 2$ of the flow.

**Theorem 3.1.** For

\begin{align}
z \leq E_{j, i}^{\text{Bog}} + (\delta - 1)\phi_j \sqrt{\epsilon_i^2 + 2\epsilon_i} (\leq 0) \quad (3.75)
\end{align}

with $\delta = 1 + \sqrt{\epsilon_i}$, $\frac{\delta}{\epsilon_i} \leq \epsilon_i^\nu$ for some $\nu > \frac{11}{8}$, and $\epsilon_i$ sufficiently small, the operators $\mathcal{H}_{j, i}^{\text{Bog}(i)}(z)$, $0 \leq i \leq N - 2$ and even, are well defined.\(^6\) For $i = 0$, it is given in (3.14). For $i = 2, 4, 6, \ldots, N - 2$ they correspond to

\begin{align}
\mathcal{H}_{j, i}^{\text{Bog}(i)}(z) = Q_{j, i}^{(i+1)}(H_{j, i}^{\text{Bog}} - z)Q_{j, i}^{(i+1)} - Q_{j, i}^{(i+1)}W_{j, i}^{\text{Bog}}R_{j, i}^{\text{Bog}}(z) \sum_{l = 0}^\infty [Q_{j, i}^{(i+1)}(z)R_{j, i}^{\text{Bog}}(z)]^l W_{j, i}^{\text{Bog}}Q_{j, i}^{(i+1)}
\end{align}

where:

\begin{itemize}
  \item $\Gamma_{j, i}^{\text{Bog}, 22}(z) := W_{j, i}^{\text{Bog}}R_{j, i}^{\text{Bog}, 00}(z)W_{j, i}^{\text{Bog}, 02}$
  \item for $N - 2 \geq i \geq 4$,
\end{itemize}

\begin{align}
\Gamma_{j, i}^{\text{Bog}, i, i}(z) := W_{j, i, i-2}^{\text{Bog}}R_{j, i-2, i-2}^{\text{Bog}}(z) \sum_{l = 0}^\infty [\Gamma_{j, i-2, i-2}^{\text{Bog}, i, i-2}(z)R_{j, i-2, i-2}^{\text{Bog}}(z)]^l W_{j, i-2, i-2}^{\text{Bog}} \times (3.78)
\end{align}

\begin{align}
\times (R_{j, i-2, i-2}^{\text{Bog}}(z))^l W_{j, i-2, i-2}^{\text{Bog}}.
\end{align}

\(^6\) $\mathcal{H}_{j, i}^{\text{Bog}(i)}(z)$ is self-adjoint on the domain of the Hamiltonian $Q_{j, i}^{(i+1)}(H_{j, i}^{\text{Bog}} - z)Q_{j, i}^{(i+1)}$.\]
Proof

The expression in (3.14) is trivially well defined because \( Q_{j}^{(0,1)} H_{j}^{Bog} Q_{j}^{(0,1)} \geq 0 \) and \( z < 0 \) for \( \epsilon_j \) sufficiently small. Thus, as it is also clear from the outline in Section 3.1.1, the main task is showing that the Neumann expansion used at each successive step is well defined. Therefore, we first show that the expression of \( X^{\text{Bog}(i)}_{j}(z) \) for \( 2 \leq i \leq N - 2 \) is formally correct and later we justify the Neumann expansions that have been used.

We assume the given expression of \( X^{\text{Bog}(i)}_{j}(z) \) for \( 0 \leq i \leq N - 4 \) and derive \( X^{\text{Bog}(i+2)}_{j}(z) \) according to the formula

\[
X^{\text{Bog}(i+2)}_{j}(z) := Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)} - Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)} - Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)} \frac{1}{Q_{j}^{(i+2,i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)}} Q_{j}^{(i+1)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)}.
\]

Using \( Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+3)} = 0 \), we derive

\[
Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)} = Q_{j}^{(i+3)} Q_{j}^{(i+1)} (H_{j}^{\text{Bog}} - z) Q_{j}^{(i+1)} Q_{j}^{(i+3)} \quad (3.80)
\]

\[
Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)} = \frac{1}{Q_{j}^{(i+2,i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)}} Q_{j}^{(i+1)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)}.
\]

where the term in (3.84) equals zero because

\[
Q_{j}^{(i+3)} W_{j} R_{j; i, i}^{\text{Bog}}(z) = Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+1)} R_{j; i, i}^{\text{Bog}}(z) = 0.
\]

Likewise, we get

\[
Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)} = \frac{1}{Q_{j}^{(i+2,i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)}} Q_{j}^{(i+1)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)}.
\]

Combining these computations we obtain

\[
X^{\text{Bog}(i+2)}_{j}(z) := X^{\text{Bog}(i+2)}_{j}(z)
\]

\[
= Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)} - Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)} - Q_{j}^{(i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)} \frac{1}{Q_{j}^{(i+2,i+3)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+2,i+3)}} Q_{j}^{(i+1)} X^{\text{Bog}(i)}_{j}(z) Q_{j}^{(i+3)}
\]

\[
= Q_{j}^{(i+3)} (H_{j}^{\text{Bog}} - z) Q_{j}^{(i+3)} \quad (3.81)
\]

\[
= Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+1)} Q_{j}^{(i+3)} \quad (3.84)
\]

\[
= Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+3)} \quad (3.86)
\]

\[
= Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+3)} \quad (3.89)
\]

\[
= Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+3)} \quad (3.90)
\]

\[
= Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+3)} \quad (3.93)
\]

\[
= Q_{j}^{(i+3)} W_{j} Q_{j}^{(i+3)} \quad (3.94)
\]
Now, we observe that

\[
Q_{j}^{(i+2,i+3)} \mathcal{X}_{j}^{Bog(i)}(z)Q_{j}^{(i+2,i+3)} = Q_{j}^{(i+2,i+3)} \mathcal{J}_{j}^{Bog(i+1)} (H_{j}^{Bog} - z) Q_{j}^{(i+2,i+3)} (3.95)
\]

\[
- Q_{j}^{(i+2,i+3)} \mathcal{J}_{j}^{Bog(i+1)} W_{j} R_{j}^{Bog} (z) \sum_{l=0}^{\infty} \left[ \Gamma_{j,i}^{Bog} R_{j,i}^{Bog} (z) \right]^{l} W_{j}^{*} Q_{j}^{(i+2,i+3)} (3.96)
\]

\[
= Q_{j}^{(i+2,i+3)} (H_{j}^{Bog} - z) Q_{j}^{(i+2,i+3)} (3.97)
\]

\[
- Q_{j}^{(i+2,i+3)} W_{j} R_{j}^{Bog} (z) \sum_{l=0}^{\infty} \left[ \Gamma_{j,i}^{Bog} R_{j,i}^{Bog} (z) \right]^{l} W_{j}^{*} Q_{j}^{(i+2,i+3)} (3.98)
\]

If we insert the expression found for \( Q_{j}^{(i+2,i+3)} \mathcal{X}_{j}^{Bog(i)}(z)Q_{j}^{(i+2,i+3)} \) into (3.94), the (Neumann) expansion in terms of the resolvent

\[
Q_{j}^{(i+2,i+3)} \mathcal{X}_{j}^{Bog(i)}(z)Q_{j}^{(i+2,i+3)} = R_{j}^{Bog} (3.100)
\]

and of the effective interaction

\[
- Q_{j}^{(i+2,i+3)} W_{j} R_{j}^{Bog} (z) \sum_{l=0}^{\infty} \left[ \Gamma_{j,i}^{Bog} R_{j,i}^{Bog} (z) \right]^{l} W_{j}^{*} Q_{j}^{(i+2,i+3)} (3.101)
\]

\[
= - W_{j} : i+2 j R_{j}^{Bog} (z) \sum_{l=0}^{\infty} \left[ \Gamma_{j,i}^{Bog} R_{j,i}^{Bog} (z) \right]^{l} W_{j}^{*} Q_{j}^{(i+2,i+3)} (3.102)
\]

\[
= - \Gamma_{j,i}^{Bog} (3.103)
\]

yields the desired expression for \( \mathcal{X}_{j}^{Bog(i+2)}(z) \).

The formal steps used before become rigorous if for \( 2 \leq i \leq N - 2 \) the quantity

\[
\sum_{l=0}^{\infty} \left[ (R_{j,i-2 j}^{Bog}(z))^{l} \Gamma_{j,i-2 j}^{Bog}(z) (R_{j,i-2 j}^{Bog}(z))^{l} \right]^{l} \left( z \leq E_{j}^{Bog} + \sqrt{\epsilon_{j}^{2} + 2\epsilon_{j},} \right) (3.104)
\]

is seen to be a well defined operator. This is not difficult for \( i = 2 \) because, using the definition in (3.77) and the result in Lemma 3.3, we can easily estimate

\[
\| (R_{j,i-2 j}^{Bog}(z))^{l} \Gamma_{j,i-2 j}^{Bog}(z) (R_{j,i-2 j}^{Bog}(z))^{l} \| < 1 . (3.105)
\]

For \( N - 2 \geq i \geq 4 \), starting from the definition

\[
\Gamma_{j,i}^{Bog}(z) := W_{j,i-2 j}^{Bog} R_{j,i-2 j-2}^{Bog}(z) \sum_{l=0}^{\infty} \left[ \Gamma_{j,i-2 j-2}^{Bog} (R_{j,i-2 j-2}^{Bog}(z))^{l} \right] W_{j,i-2 j}^{*} (3.106)
\]

we can write

\[
(R_{j,i}^{Bog}(z))^{l} \Gamma_{j,i}^{Bog}(z) (R_{j,i}^{Bog}(z))^{l} = (R_{j,i}^{Bog}(z))^{l} W_{j,i-2 j}^{Bog} R_{j,i-2 j-2}^{Bog}(z) \sum_{l=0}^{\infty} \left[ \Gamma_{j,i-2 j-2}^{Bog} (R_{j,i-2 j-2}^{Bog}(z))^{l} \right] W_{j,i-2 j}^{*} (3.107)
\]
Hence, it is enough to show that

\[
\begin{align*}
\text{and } \quad \text{Notice that, using the definitions in (3.117), for } i \geq 2, \quad \text{for } i \geq 2, \\
\end{align*}
\]

By induction, we shall prove that the R-H-S in (3.117) is a well defined bounded operator. Notice that, using the definitions in (3.106) and (3.117), for \( i \geq 4 \) we have the identity

\[
\hat{\Gamma}^\text{Bog}_{j,i,l}^k(z) = \sum_{l=0}^{\infty} \left[ (R^\text{Bog}_{j,i,l}(z))^k \Gamma^\text{Bog}_{j,i,l}(R^\text{Bog}_{j,i,l}(z))^k \right]^{[l]} W_{j,i-2}(R^\text{Bog}_{j,i,l}(z))^k. 
\] (3.119)

Due to the definitions in (3.77) and (3.118), and taking (3.117) into account, an analogous identity holds for \( i = 2 \):

\[
\hat{\Gamma}^\text{Bog}_{j,2,2}^k(z) = \sum_{l=0}^{\infty} \left[ (R^\text{Bog}_{j,2,2}(z))^k \Gamma^\text{Bog}_{j,2,2}(R^\text{Bog}_{j,2,2}(z))^k \right]^{[l]} W_{j,2}(R^\text{Bog}_{j,2,2}(z))^k. 
\] (3.120)
Thus, for \( i \geq 2 \), the inequality in (3.116) is equivalent to

\[
\frac{1}{\| \mathbf{R}^{\text{Bog}}_{j,i,i}(z) \|} \geq 1 - \| (\mathbf{R}^{\text{Bog}}_{j,i,i}(z))^\dagger W_{j,:i-2} (\mathbf{R}^{\text{Bog}}_{j,i-2,i-2}(z))^2 \| \| \mathbf{R}^{\text{Bog}}_{j,i-2,i-2}(z) \|. 
\]

(3.123)

Furthermore, an upper bound to \( \| \mathbf{R}^{\text{Bog}}_{j,i,i}(z) \| \) implies that the Feshbach-Schur Hamiltonian \( \mathcal{E}^{\text{Bog}(i)}_j \) is well defined.

In order to show inequality (3.123) and the existence of an upper bound to \( \| \mathbf{R}^{\text{Bog}}_{j,i,i}(z) \| \) we consider the sequence, \( \{X_i\} \), defined in Lemma 3.5 with \( \epsilon \equiv \epsilon_j \), starting from \( X_0 \equiv 1 \). (We recall that \( N \) is assumed to be even.)

We must verify that, for \( 0 \leq i - 2 \leq N - 4 \) with \( i \) even, and \( z \leq E^{\text{Bog}}_j + \sqrt{\epsilon_j \phi_j} \sqrt{\epsilon_j^2 + 2 \epsilon_j} \), if

\[
\frac{1}{\| \mathbf{R}^{\text{Bog}}_{j,i-2,i-2}(z) \|} \geq X_{i-2} 
\]

(3.124)

then

\[
\frac{1}{\| \mathbf{R}^{\text{Bog}}_{j,i,i}(z) \|} \geq X_i. 
\]

(3.125)

From (3.74) in Lemma 3.5 we know that for \( N \geq N - i + 2 \geq 4 \) and \( \epsilon_j \) small enough

\[
X_{i-2} \geq \frac{1}{2} \left[ 1 + \sqrt{\eta \epsilon_j} - \frac{b_{\epsilon_j} / \sqrt{\eta \epsilon_j}}{N - i + 2 - \xi} \right] \geq \frac{3}{8} + o(1), \]

(3.126)

where \( \eta = 1 - \sqrt{\epsilon_j} \) and \( \xi = \epsilon_j^\Theta \) with \( \Theta := \min\{2(\nu - \frac{1}{4}); \frac{1}{4}\} \). Hence, for \((0 < \epsilon_j, \) sufficiently small and \( 2 \leq i \leq N - 2 \) \( \Rightarrow N - i + 1 \geq 3 \)

\[
\| (\mathbf{R}^{\text{Bog}}_{j,i,i}(z))^\dagger W_{j,:i-2} (\mathbf{R}^{\text{Bog}}_{j,i-2,i-2}(z))^2 \| \| \mathbf{R}^{\text{Bog}}_{j,i-2,i-2}(z) \| \leq \frac{1}{4(1 + a_{\epsilon_j} - \frac{2b_{\epsilon_j}}{N - i + 1} - \frac{1 - \epsilon_j}{(N - i + 1)^2})} \]

(3.127)

\[
\leq \frac{3}{4} + o(1), \]

(3.129)

where we have used that for \( z \leq E^{\text{Bog}}_j + (\delta - 1) \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} \), \( \delta \leq 1 + \sqrt{\epsilon_j} \), and \( \epsilon_j \) small

\[
\| (\mathbf{R}^{\text{Bog}}_{j,i,i}(z))^\dagger W_{j,:i-2} (\mathbf{R}^{\text{Bog}}_{j,i-2,i-2}(z))^2 \| \leq \frac{1}{4(1 + a_{\epsilon_j} - \frac{2b_{\epsilon_j}}{N - i + 1} - \frac{1 - \epsilon_j}{(N - i + 1)^2})} \leq \frac{1}{4(1 + a_{\epsilon_j} - \frac{2b_{\epsilon_j}}{N - i + 1} - \frac{1 - \epsilon_j}{(N - i + 1)^2})}. \]

(3.130)

\[\text{The second inequality in (3.130) holds because} \frac{2b_{\epsilon_j}}{N - i + 1} - \frac{1 - \epsilon_j}{(N - i + 1)^2} \text{ is nonincreasing as a function of} \delta \text{ in the considered range} \delta \leq 1 + \sqrt{\epsilon_j} \text{ provided} \epsilon_j \text{ is sufficiently small.}\]
Hence, we can conclude that (3.116) holds. Next, by means of (3.116) and Lemma 3.5 we estimate

\[
\frac{1}{\|P_{|j; i|}^{\mathrm{Bog}}(z)\|} \geq 1 - \|\left(R_{i}^{\mathrm{Bog}}(z)\right)^{1/2}W_{j; i, i-2}(R_{i-2}^{\mathrm{Bog}}(z))^{1/2}\|^{2}/\|P_{|j; i-2|}^{\mathrm{Bog}}(z)\| \quad (3.131)
\]

\[
\geq 1 - \frac{1}{4(1 + a_{j_{i}} - \frac{2b_{j_{i}}}{N-i+1} - \frac{1}{(N-i+1)^2})X_{i-2}} \quad (3.132)
\]

\[
= X_{i} \quad (3.133)
\]

\[
\geq \frac{1}{4} + o(1). \quad (3.134)
\]

We observe that the property holds at the first step because

\[
\frac{1}{\|P_{|j; 0|}^{\mathrm{Bog}}(z)\|} = 1 = X_{0}. \quad (3.135)
\]

Thus, in the range considered for \(z\), for \(a_{j_{i}} \) sufficiently small and fulfilling the assumptions of Lemma 3.5, the Neumann expansions used on the R-H-S of (3.76) are well defined for \(i \leq N - 2\). Moreover, \(\|P_{|j; i|}^{\mathrm{Bog}}(z)\|\) (with \(i \leq N - 2\)) does not diverge as \(a_{j_{i}} \to 0\). □

At each step the isospectrality property holds for the map \(\mathcal{F}^{(i)}\), \(0 \leq i \leq N - 2\), applied to \(|J^{(i-2)}\rangle\) because (see [BFS]):

1. \(\mathcal{F}^{(i)}\mathcal{X}_{j_{i}}^{\mathrm{Bog}}(\mathcal{F}^{(i-2)}(z))\mathcal{P}_{\eta}^{(0)}\) and \(\mathcal{F}^{(i)}\mathcal{X}_{j_{i}}^{\mathrm{Bog}}(\mathcal{F}^{(i-2)}(z))\mathcal{P}^{(i)}\) are bounded operators on \(\mathcal{F}^{N}\),

2. the operator \(\mathcal{P}^{(i)}\mathcal{X}_{j_{i}}^{\mathrm{Bog}}(\mathcal{F}^{(i-2)}(z))\mathcal{P}^{(i)}\) is bounded invertible on \(\mathcal{F}^{i}\mathcal{F}^{N}\),

3. \(\mathcal{P}^{(i)}(H_{j_{i}}^{\mathrm{Bog}} - \sum_{j \in \mathbb{Z}^{d}} k_{j}^{2}a_{j}^{*}a_{j})\mathcal{P}^{(i)}\) is a bounded operator on \(\mathcal{F}^{N}\) and \(\mathcal{P}^{(i)}\sum_{j \in \mathbb{Z}^{d}} k_{j}^{2}a_{j}^{*}a_{j}\mathcal{P}^{(i)}\) is a closed operator on \(\mathcal{P}^{(i)}\mathcal{F}^{N}\).

4 Construction of the ground state of \(H_{j_{i}}^{\mathrm{Bog}}\)

We remind that, for \(i = N - 2\), \(Q_{j_{i}}^{(i+1)} = Q_{j_{i}}^{(i+1)}\) is the projection onto the subspace where less than \(N - i = N - N + 1 = 1\) particles in the modes \(j_{i}\) and \(-j_{i}\) are present, i.e., where no particles in the modes \(j_{i}\) and \(-j_{i}\) are present.

4.1 Last step: fixed point and ground state energy

For the step from \(i = N - 2\) to \(i = N\) we consider the projections \(\mathcal{P}^{(N)} := \mathcal{P}_{\eta} := |\eta\rangle\langle\eta|\) and \(\mathcal{P}^{(N)} := \mathcal{P}_{\eta}^{(N)} \) such that

\[
\mathcal{P}^{(N)} + \mathcal{P}_{\eta}^{(N)} = 1_{Q_{j_{i}}^{(N+1)}\mathcal{F}^{N}}. \quad (4.1)
\]

Formally, we get

\[
\mathcal{X}_{j_{i}}^{\mathrm{Bog}}(\mathcal{F}^{(N)}(z)) := \mathcal{P}^{(N)}(\mathcal{X}_{j_{i}}^{\mathrm{Bog}}(\mathcal{F}^{(N-2)}(z))) \quad (4.2)
\]

\[
= \mathcal{P}_{\eta}(H_{j_{i}}^{\mathrm{Bog}} - z)\mathcal{P}_{\eta}. \quad (4.3)
\]
Therefore, the operator would get
\[
\mathcal{K}_{J_2}^{\text{Bog}}(z) = -\mathcal{P}_{\eta}(H_{J_2}^{\text{Bog}} - z) \mathcal{P}_{\eta} = -z \mathcal{P}_{\eta},
\]
finally we would get
\[
\mathcal{K}_{J_2}^{\text{Bog}}(z) = f_{J_2}(z) |\eta\rangle \langle \eta| = f_{J_2}(z) \mathcal{P}_{\eta},
\]
where
\[
f_{J_2}(z) := -z
\]
and
\[
-\langle \eta, W_{J_2} R_{J_2, N-2, N-2}(z) \rangle \sum_{l_{N-2} = 0}^{\infty} [I_{J_2}^{\text{Bog}} R_{J_2, N-2, N-2}(z)]^{l_{N-2}} W_{J_2}^* \mathcal{P}_{\eta} = 0.
\]
we shall show that the last step is implementable for
\[
z < \min \left\{ z_0 + \frac{\Delta_0}{2} ; E_{\mathbf{j}}^{\text{Bog}} + \sqrt{e_{\mathbf{j}}.\phi_{\mathbf{j}}. \sqrt{\epsilon_{\mathbf{j}}^2 + 2e_{\mathbf{j}}}} \right\},
\]
where
\[
\Delta_0 := \min \left\{ k_j^2 \mid j \in \mathbb{Z}^d \setminus \{0\} \right\}.
\]

4.1.1 Fixed point

We observe that in the scalar product
\[
\langle \eta, W_{\mathbf{j}} R_{\mathbf{j},:N-2,N-2}(z) \sum_{l_{N-2}=0}^{\infty} [\Gamma_{\mathbf{j},:N-2,N-2}(z) R_{\mathbf{j},:N-2,N-2}(z)]^{l_{N-2}} W_{\mathbf{j}}^* \eta \rangle
\]
\[
= \langle \eta, W_{\mathbf{j}} (R_{\mathbf{j},:N-2,N-2}(z))^{l_{N-2}} \Gamma_{\mathbf{j},:N-2,N-2}(z) (R_{\mathbf{j},:N-2,N-2}(z))^{l_{N-2}} W_{\mathbf{j}}^* \eta \rangle
\]
the operators of the type
\[
(R_{\mathbf{j},:i,i-2}(z))^{l_{i}} W_{\mathbf{j},:i,i-2} (R_{\mathbf{j},:i,i-2}(z))^{l_{i}} = (R_{\mathbf{j},:i,i-2}(z))^{l_{i}} W_{\mathbf{j},:i,i-2} (R_{\mathbf{j},:i,i-2}(z))^{l_{i}}
\]
pop up when we expand \( \Gamma_{\mathbf{j},:i,i}^{\text{Bog}}(z) \) by iteration of the identity
\[
\Gamma_{\mathbf{j},:i,i}^{\text{Bog}}(z) = \sum_{l_{i}=0}^{\infty} [(R_{\mathbf{j},:i,i}(z))^{l_{i}} W_{\mathbf{j},:i,i} (R_{\mathbf{j},:i,i}(z))^{l_{i}}]^{l_{i}}
\]
Following the same arguments that have been used to re-express (3.57), in the scalar product (4.17) the operator
\[
W_{\mathbf{j}} R_{\mathbf{j},:N-2,N-2}(z) \sum_{l_{N-2}=0}^{\infty} [\Gamma_{\mathbf{j},:N-2,N-2}(z) R_{\mathbf{j},:N-2,N-2}(z)]^{l_{N-2}} W_{\mathbf{j}}^*
\]
can be replaced with a function of the number operators \( a_{\mathbf{j}}^* a_{\mathbf{j}}, a_{\mathbf{j}}^* a_{-\mathbf{j}}, a_{\mathbf{j}} a_{0} \) only. Furthermore, these (number) operators can be replaced by c-numbers because they act on vectors with definite number of particles in the modes \( \mathbf{j}, -\mathbf{j} \) and \( 0 \). This is due to the projections contained in the definition of \( (R_{\mathbf{j},:i,i}(z))^{l_{i}} \) and to the fact that \( \eta \) is a product state with all the particles in the zero mode. It turns out that the couple of companion operators
\[
(R_{\mathbf{j},:i,i-2}(z))^{l_{i}} \phi_{\mathbf{j}} a_{\mathbf{j}} a_{\mathbf{j}} (a_{-\mathbf{j}} a_{\mathbf{j}} - 1) N (R_{\mathbf{j},:i,i-2}(z))^{l_{i}} (R_{\mathbf{j},:i,i-2}(z))^{l_{i}} \phi_{\mathbf{j}} a_{\mathbf{j}} a_{\mathbf{j}} a_{\mathbf{j}} (a_{-\mathbf{j}} a_{\mathbf{j}} - 1) N (R_{\mathbf{j},:i,i}(z))^{l_{i}}
\]
can be replaced with the c-number
\[
W_{\mathbf{j},:i,i-2}(z) W_{\mathbf{j},:i,i-2}(z) := \frac{(n_{j_0} - 1) n_{j_0}}{N^2} \phi_{\mathbf{j}}^2 (n_{j_0} + 1)(n_{-j_0} + 1)
\]
\[
\times \frac{1}{\left[ \frac{N}{n_{j_0}} \phi_{\mathbf{j}} + k_{\mathbf{j}}^2 \right]^2 (n_{j_0} + n_{-j_0}) + 2 \left( \frac{N}{n_{j_0}} \phi_{\mathbf{j}} + k_{\mathbf{j}}^2 \right) - z}
\]
\[
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where
\[ n_j + n_{-j} = N - i \quad \text{with } i \text{ even} \quad ; \quad n_j = n_{-j} \quad ; \quad n_{j_0} = i. \quad (4.26) \]

This argument is made rigorous in Proposition 5.7 where we show the identity
\[ (4.17) = (1 - \frac{1}{N}) \frac{\phi_j}{2 \epsilon_j + 2 - \frac{4}{N} - \frac{z}{\phi_j}} \mathcal{G}_j : N-2, N-2(z). \quad (4.27) \]

Here (see Proposition 5.7), under the assumptions of Theorem 3.1, \( \mathcal{G}_j : i, i(z) \), with \( 0 \leq i \leq N - 2 \) and even, is defined recursively by the relation
\[ \mathcal{G}_j : i, i(z) := \sum_{l=0}^{\infty} \left[ W_{j, i, i-2}(z) W_{j, i, i-2, i}(z) \mathcal{G}_j : i-2, i-2(z) \right]^l \quad (4.28) \]

with initial condition \( \mathcal{G}_j : 0, 0(z) \equiv 1 \). Thus, we have derived that the fixed point equation \( f_j(z) = 0 \) corresponds to
\[ z = -(1 - \frac{1}{N}) \frac{\phi_j}{2 \epsilon_j + 2 - \frac{4}{N} - \frac{z}{\phi_j}} \mathcal{G}_j : N-2, N-2(z) \quad (4.29) \]
\[ = -\frac{\phi_j}{2 \epsilon_j + 2 - \frac{z}{\phi_j} + O(\frac{1}{N})} \mathcal{G}_j : N-2, N-2(z). \]

We observe that
\[ \frac{\partial \mathcal{G}_j : i, i(z)}{\partial z} = [\mathcal{G}_j : i, i(z)]^2 \times \frac{\partial [W_{j, i, i-2}(z) W_{j, i, i-2, i}(z)]}{\partial z} \mathcal{G}_j : i-2, i-2(z) \quad (4.30) \]
\[ \times \frac{\partial [W_{j, i, i-2}(z) W_{j, i, i-2, i}(z)]}{\partial z} \mathcal{G}_j : i-2, i-2(z) \quad (4.31) \]
\[ + [W_{j, i, i-2}(z) W_{j, i, i-2, i}(z)] \frac{\partial [\mathcal{G}_j : i-2, i-2(z)]}{\partial z} \quad (4.32) \]

with
\[ \frac{\partial [W_{j, i, i-2}(z) W_{j, i, i-2, i}(z)]}{\partial z} \geq 0. \quad (4.33) \]

**Remark 4.1.** Starting from (4.30)-(4.33), it is easy to show by induction that \( \frac{d \mathcal{G}_j : i, i(z)}{dz} \geq 0 \) under the standing assumptions on \( \epsilon_j \) and \( N \). Consequently, \( \mathcal{G}_j : i, i(z) \) is nondecreasing and \( f_j^*(z) \leq -1 \) (see (4.11)-(4.12)) in the considered domain.

### 4.2 Lower bound of \( \mathcal{G}_j : N-2, N-2(z) \)

We recall that in Lemma 3.5 we have derived a lower bound to \( X_j \). This has been used to show that \( ||I^{Bog}_{j, i, i}(z)|| \) stays bounded (see Theorem 3.1) and the Feshbach-Schur flow is well defined.

Now, we must show that \( \mathcal{G}_j : N-2, N-2(z) \) is large enough to conclude that there is a solution, \( z_* \), to the equation in (4.29).

To this purpose, for \( 0 < \gamma < 1 \) and \( z = E_{j_0}^{Bog} + (\delta - 1)\phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \) with
\[ 1 + \left( \frac{2 \sqrt{2} + 3}{6} \right) \sqrt{\epsilon_j} \leq \delta \leq 1 + \sqrt{\epsilon_j}, \]

...
we consider the positive quantity
\[ W^{(y)}_{j, i-2}(z)W^{(y)}_{j, i-2}(z) = \frac{1}{4(1 + a^{(y)}_{\epsilon_j} - \frac{2b^{(6)}_{\epsilon_i}}{N\gamma} - \frac{1-c^{(6)}_{\epsilon_j}}{(N-2j)^2})} \] (4.34)

where \( a^{(y)}_{\epsilon_j} := 2\epsilon_j + c\gamma \left[ \frac{\epsilon_j}{N\gamma} + \frac{1}{N} + \epsilon_j^2 \right] \) with \( c\gamma > 0 \), and the coefficient \( b^{(6)}_{\epsilon_i}, c^{(6)}_{\epsilon_j} \) are given in (3.41)-(3.42). For simplicity, we assume that \( \gamma \) is such that \( N^{1-\gamma} \) is an even number. In Lemma 5.1, for \( z = E_{\epsilon_j}^{\text{Bog}} + (\delta - 1)\phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \) with \( 1 + (2\sqrt{\delta^2 + 1}) \sqrt{\epsilon_j^2} \leq \delta \leq 1 + \sqrt{\epsilon_j^2} \), we prove that the inequality
\[ W^{(y)}_{j, i-2}(z)W^{(y)}_{j, i-2}(z) \leq W^{(y)}_{j, i-2}(z)W^{(y)}_{j, i-2}(z) \] (4.35)
holds for \( i \geq N - N^{1-\gamma} \) provided \( c\gamma \) is sufficiently large.

Next, we introduce a sequence of real numbers \( \{X^{(y, \delta)}_i\} \) associated with \( W^{(y)}_{j, i-2}(z)W^{(y)}_{j, i-2}(z) \) that will be used to estimate \( \mathcal{G}_j; N-2, N-2 \) from below: \( X^{(y, \delta)}_i \) – with \( i \) even – is defined by
\[ X^{(y, \delta)}_{i+2} := 1 - \frac{1}{4(1 + a^{(y)}_{\epsilon_j} - \frac{2b^{(6)}_{\epsilon_i}}{N\gamma} - \frac{1-c^{(6)}_{\epsilon_j}}{(N-2j)^2})X^{(y, \delta)}_i} \] (4.36)

starting from \( X^{(y, \delta)}_{N-2N^{1-\gamma}} = 1 \). Lemma 4.2 below provides an upper bound to \( X^{(y, \delta)}_i \).

**Lemma 4.2.** Let \( 0 < \gamma < 1 \) and, for simplicity, assume that \( N^{1-\gamma}, N^{1-\gamma} \) are both even. Let \( i_0 = N - N^{1-\gamma} \) and consider for \( j \in \mathbb{N} \) and \( j \geq \frac{i_0}{2} \) the sequence defined iteratively according to the relation
\[ X^{(y, \delta)}_{2j+2} := 1 - \frac{1}{4(1 + a^{(y)}_{\epsilon_j} - \frac{2b^{(6)}_{\epsilon_i}}{N-2j} - \frac{1-c^{(6)}_{\epsilon_j}}{(N-2j)^2})X^{(y, \delta)}_{2j}} \] (4.37)

with the initial condition \( X^{(y, \delta)}_{i_0} = 1 \) up to \( X^{(y, \delta)}_{N-2} \). Here,
\[ a^{(y)}_{\epsilon_j} := 2\epsilon + c\gamma \left[ \frac{\epsilon_j}{N\gamma} + \frac{1}{N} + \epsilon_j^2 \right], \quad c\gamma > 0, \] (4.38)
\[ b^{(6)}_{\epsilon_i} := (1 + \epsilon)\delta \sqrt{\epsilon^2 + 2\epsilon}, \] (4.39)
and
\[ c^{(6)}_{\epsilon_j} := -(1 - \delta^2)(\epsilon^2 + 2\epsilon) \] (4.40)

where:
- \( \epsilon \) is sufficiently small and such that
\[ \epsilon^2 + \frac{\epsilon}{N\gamma} + \frac{1}{N} \leq k_{\gamma} \epsilon \sqrt{\epsilon}, \quad \frac{1}{N^{1-\gamma}} \leq k_{\gamma} \epsilon, \] (4.41)
for some constant \( k_{\gamma} \) sufficiently small;
- \( 1 + \frac{2\sqrt{\Delta^2 + 1}}{6} \sqrt{\epsilon} \leq \delta \leq 1 + \sqrt{\epsilon} \).
Then, $X_{2j}^{(\nu, \delta)} > 0$ and for $2 \leq N - 2j \leq \frac{2\epsilon}{\nu - 2}$ the following estimate holds true

$$ (0 <) \tilde{X}_{2j}^{(\nu, \delta)} \leq \frac{1}{2} \left[ 1 + \sqrt{d_{j}^{\nu}} - \frac{1}{N - 2j + 1 - b_{j}(\nu)} \right]. \quad (4.42) $$

**Proof**

See Lemma 5.4 in the Appendix. □

In the next corollary we relate $\tilde{G}_{j; i, i}(z)$ to the element $\tilde{X}_{i}^{(\nu, \delta)}$ of the sequence defined in Lemma 4.2.

**Corollary 4.3.** Let $z = E_{j}^{\text{Bog}} + (\delta - 1)\phi_{j} \sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}$, with $1 + \left( \frac{2\sqrt{2} + 3}{6} \right) \sqrt{\epsilon_{j}} \leq \delta \leq 1 + \sqrt{\epsilon_{j}}$. For some $0 < \gamma < 1$, consider a constant $c_{\gamma}$ sufficiently large to ensure the inequality in (4.35) for $i \geq N - N^{1-\gamma}$. For the chosen $c_{\gamma}$ consider the sequence in (4.41) with $\epsilon_{j}$ sufficiently small. Then, the inequality

$$ \tilde{\mathcal{G}}_{j; i, i}(z) \geq \frac{1}{\tilde{X}_{i}^{(\nu, \delta)}} \quad (4.43) $$

holds true.

**Proof**

We observe that the condition in (4.41) implies that $\frac{1}{N} \leq \epsilon_{j}^{\nu}$ for some $\nu > \frac{11}{8}$ and, due to Theorem 3.1, the functions $\tilde{G}_{j; i, i}(z)$ are well defined (recall $0 \leq \tilde{G}_{j; i, i}(z) \leq \|\tilde{f}_{j; i, i}(z)\|$). From (4.28) and $\tilde{G}_{j; 0, 0}(z) \equiv 1$, one can deduce that

$$ \tilde{\mathcal{G}}_{j; N - N^{1-\gamma}, N - N^{1-\gamma}}(z) \geq 1 = \frac{1}{\tilde{X}_{N - N^{1-\gamma}}^{(\nu, \delta)}}. \quad (4.44) $$

Then, by using (4.28) and (4.35), the result follows from an inductive argument. □

Next, we prove that there is a (unique) fixed point $z_{*} < E_{j}^{\text{Bog}} + \left( \frac{2\sqrt{2} + 3}{6} \right) \sqrt{\epsilon_{j}} \phi_{j} \sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}$.

**Theorem 4.1.** Let

$$ z \leq E_{j}^{\text{Bog}} + \sqrt{\epsilon_{j}} \phi_{j} \sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}. \quad (4.45) $$

For some $0 < \gamma < 1$, consider a constant $c_{\gamma}$ sufficiently large to ensure the inequality in (4.35) for $i \geq N - N^{1-\gamma}$. For the chosen $\gamma$ and $c_{\gamma}$, consider the sequence defined in (4.37) and assume the condition in (4.41) with $\epsilon_{j}$ sufficiently small. Then $f_{j}(z)$ is well defined and there is only one point $z_{*}$ such that $f_{j}(z_{*}) = 0$, furthermore

$$ z_{*} < E_{j}^{\text{Bog}} + \left( \frac{2\sqrt{2} + 3}{6} \right) \sqrt{\epsilon_{j}} \phi_{j} \sqrt{\epsilon_{j}^{2} + 2\epsilon_{j}}. \quad (4.46) $$

**Proof**

We observe that the condition in (4.41) implies that $\frac{1}{N} \leq \epsilon_{j}^{\nu}$ for some $\nu > \frac{11}{8}$ and, due to Theorem 3.1, the functions $\tilde{G}_{j; i, i}(z)$ are well defined. In Section 4.1.1 (see (4.29)), we have observed that the fixed point equation $f_{j}(z) = 0$ (see (4.11)-(4.12)) can be written

$$ 0 = - \frac{z}{\phi_{j}} - \frac{1}{2\epsilon_{j} + 2 - \frac{z}{\phi_{j}} + O(\frac{1}{N}) \tilde{\mathcal{G}}_{j; N - 2, N - 2}(z)}. \quad (4.47) $$
In the mean field limit the solution \( z_* \) to (4.47) is expected to be located at \( E_{\text{Bog}}^j \) (see [Se1]), i.e., for \( N \) large
\[
\frac{z_*}{\phi_j} = \frac{E_{\text{Bog}}^j}{\phi_j} = -\left[ \epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j} \right].
\]
(4.48)

Under the assumptions of Lemma 4.2, for \( \frac{\epsilon_j^2}{\phi_j} + \frac{\epsilon_j}{N} + \frac{1}{N} \leq k_\gamma \epsilon_j \sqrt{\epsilon_j} \), with \( \epsilon_j \) and \( k_\gamma \) sufficiently small, we deduce the bound in (4.42) at \( 2j = N - 2 \):
\[
X_{N-2}^{(y,0)} \leq \frac{1}{2} \left( 1 + \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j - \frac{1}{3} \frac{1}{\epsilon_j} \right) \leq \frac{1 + \frac{1}{2} \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j - \frac{2}{3} \epsilon_j}{2 \epsilon_j + 2\epsilon_j}
\]
(4.49)
\[
\leq \frac{1 + \frac{1}{2} \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j - \frac{2}{3} \epsilon_j}{3 - \epsilon_j} \leq \frac{1 + \frac{1}{2} \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j}{\epsilon_j}
\]
(4.50)

where \( d_{\phi_j}^{(y)} := c_1 \left[ \epsilon_j^2 + \frac{\epsilon_j}{\phi_j} + \frac{1}{N} \right] \). Hence, using (4.43), we can estimate
\[
\frac{f_{\phi_j}}{\phi_j} \leq \frac{1}{\epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j}} - \frac{1}{3\epsilon_j + 3 - \delta \epsilon_j + 2\epsilon_j} + O \left( \frac{1}{N} \right)
\]
(4.51)

for \( z = E_{\text{Bog}}^j + (\delta - 1)\phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \) where \( 1 + \frac{2(\sqrt{\delta} + 3)}{6} \sqrt{\epsilon_j} \leq \delta \leq 1 + \sqrt{\epsilon_j} \).

Since \( E_{\text{Bog}}^j := - \left[ k_\gamma^2 + \phi_j - \left( k_\gamma^2 \right)^2 + 2\epsilon_j k_\gamma^2 \right] \), using (4.51) for the considered values of \( z \) (i.e., \( z = E_{\text{Bog}}^j + (\delta - 1)\phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \) where \( 1 + \frac{2(\sqrt{\delta} + 3)}{6} \sqrt{\epsilon_j} \leq \delta \leq 1 + \sqrt{\epsilon_j} \)) we can write
\[
\frac{f_{\phi_j}}{\phi_j} \leq \left[ \epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j} \right] - \frac{1}{3\epsilon_j + 3 - \delta \epsilon_j + 2\epsilon_j} + O \left( \frac{1}{N} \right)
\]
(4.52)
\[
\leq \left[ \epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j} \right] - \frac{1}{3\epsilon_j + 3 - \delta \epsilon_j + 2\epsilon_j} \left\{ \frac{3 - (1 + \epsilon_j)\delta \epsilon_j^2 + 2\epsilon_j}{1 + \frac{1}{2} \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j - \frac{2}{3} \epsilon_j} \right\} + O \left( \frac{1}{N} \right)
\]
\[
= \left[ \epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j} \right] - \frac{3 - (1 + \epsilon_j)\delta \epsilon_j^2 + 2\epsilon_j + 3\epsilon_j - 3\epsilon_j}{3\epsilon_j + 3 - \delta \epsilon_j + 2\epsilon_j} \left\{ \frac{1}{1 + \frac{1}{2} \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j - \frac{2}{3} \epsilon_j} \right\} + O \left( \frac{1}{N} \right)
\]
\[
\leq \left[ \epsilon_j + 1 - \sqrt{2\epsilon_j} \right] - \left\{ 1 - \epsilon_j + o(\epsilon_j) \right\} \left\{ 1 - \frac{3}{2} \sqrt{d_{\phi_j}^{(y)}} + 2\epsilon_j + \frac{\delta \epsilon_j^2 + 2\epsilon_j}{2} \right\} + O \left( \frac{1}{N} \right)
\]
(4.53)
\[
= 2\epsilon_j + \frac{3 - 3\delta}{2} \sqrt{2\epsilon_j} + \frac{3}{2} \sqrt{2\epsilon_j} \cdot O \left( \frac{d_{\phi_j}^{(y)}}{\epsilon_j} \right) + o(\epsilon_j) + O \left( \frac{1}{N} \right)
\]
(4.54)
\[
\leq 2\epsilon_j + \left[ \frac{3 - 3\delta}{2} \sqrt{2\epsilon_j} \right]_{\epsilon_j = 1 + \frac{2(\sqrt{\delta} + 3)}{6} \sqrt{\epsilon_j}} \cdot \sqrt{\epsilon_j} + \frac{3}{2} \sqrt{2\epsilon_j} \cdot O \left( \frac{d_{\phi_j}^{(y)}}{\epsilon_j} \right) + o(\epsilon_j) + O \left( \frac{1}{N} \right)
\]
(4.55)
\[ \leq \left[ 2 - \frac{2\sqrt{2} + 3}{2\sqrt{2}} \right] + O\left( \frac{d_{j_0}^{(y)}}{\epsilon_j \sqrt{\epsilon_j}} \right) + o(\epsilon_j \sqrt{\epsilon_j}) + O\left( \frac{1}{N} \right) \]
\[ = \left[ \frac{2\sqrt{2} - 3}{2\sqrt{2}} \right] + O\left( \frac{d_{j_0}^{(y)}}{\epsilon_j \sqrt{\epsilon_j}} \right) + o(\epsilon_j \sqrt{\epsilon_j}) + O\left( \frac{1}{N} \right) \]

Due to the assumption in (4.41), for \( k_y \) and \( \epsilon_j \) sufficiently small the R-H-S in (4.57) is strictly negative. Since \( f_j(z) \) is continuous and decreasing (see Remark 4.1) and \( f_j(z) > 0 \) for \(|z|\) sufficiently large, we conclude that for \( \epsilon_j \) and \( k_y \) sufficiently small there is a unique (fixed) point \( z_\ast \) in the range (4.45) such that \( f_j(z_\ast) = 0 \) with

\[ z_\ast < E_j^{\text{Bog}} + \left( \frac{2\sqrt{2} + 3}{6} \right) \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \]  (4.58)

\[ \square \]

We can now justify the last step of the iteration for \( z \) fulfilling the constraint in (4.61).

**Lemma 4.4.** Assume the condition in (4.41) (for some \( 0 < \gamma < 1 \)) and Condition 3.2) in Definition 1.1:

\[ \phi_j \frac{N^\mu}{\Delta_0 N(N - N^\mu)} < \frac{1}{2}, \quad \frac{1}{N^\mu} \leq O((\sqrt{\epsilon_j})^{1+\theta}) \]  (4.59)

for some \( 1 > \mu > 0, \theta > 0 \). Consider the remainder \( (4.182) = O\left( \frac{1}{\sqrt{\epsilon_j}} \frac{1}{1 + c\sqrt{\epsilon_j}} \right) \) (where \( c > 0 \)) from Corollary 4.13. For \( \epsilon_j \) sufficiently small such that

\[ \frac{\Delta_0}{2} + (4.182) = \frac{\Delta_0}{2} + O\left( \frac{1}{\sqrt{\epsilon_j}} \frac{1}{1 + c\sqrt{\epsilon_j}} \right) > 0 \]  (4.60)

and for

\[ z < \min \left\{ z_\ast + \frac{\Delta_0}{2}, E_j^{\text{Bog}} + \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \right\} \]  (4.61)

the Hamiltonian \( H_j^{\text{Bog}(N)}(z) := \mathcal{F}_j^{(N)}(H_j^{\text{Bog}(N-2)}) \) is well defined and corresponds to \( f_j(z)|\eta\rangle\langle\eta| \). The point \( z_\ast \) belongs to the interval (4.61).

**Proof**

We observe that \( z_\ast \) belongs to the interval (4.61) due to the inequality in (4.58):

\[ z_\ast < E_j^{\text{Bog}} + \left( \frac{2\sqrt{2} + 3}{6} \right) \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} < E_j^{\text{Bog}} + \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j} \]  (4.62)

In order to justify the last step\(^8\) of the Feshbach-Schur flow, it is enough to show that \( \mathcal{P}_\eta \mathcal{F}_j^{\text{Bog}(N-2)}(z) \mathcal{P}_\eta \) is bounded invertible on \( \mathcal{P}_\eta \mathcal{F}_N \) because as seen in the preliminary discussion (see (4.10)) this implies \( \mathcal{X}_j^{\text{Bog}(N)}(z) = f_j(z)|\eta\rangle\langle\eta| \). For \( \epsilon_j \) sufficiently small such that condition (4.60) holds, we derive

\[ \mathcal{P}_\eta \mathcal{X}_j^{\text{Bog}(N-2)}(z) \mathcal{P}_\eta \]  (4.63)

\[ = \mathcal{P}_\eta (H_j^{\text{Bog}} - z) \mathcal{P}_\eta \]  (4.64)

\(^8\)With the given assumptions the previous steps are well defined due to Theorem 3.1.
for some $c > 0$. The step from (4.68)-(4.69) to (4.70)-(4.71) is legitimate because

- $\Delta_0 - z > \Delta_0 - z_*$ for $z$ in the range given in (4.61);
- $\mathcal{P}_\eta$ projects onto a subspace of vectors with no particles in the modes $\pm j_*$ and orthogonal to $\eta$. Hence, as it is proven in Corollary 4.13,

$$
\| \mathcal{P}_\eta W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(z))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(z) (R^{\text{Bog}}_{j_*,N-2,N-2}(z))^{\frac{1}{2}} W^* \mathcal{P}_\eta \| \nonumber
\leq \| \mathcal{P}_\eta W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(z))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(z) (\Delta_0 - \frac{\Delta_0}{2} - \frac{\Delta_0}{2} \times
$$

$$
\times (R^{\text{Bog}}_{j_*,N-2,N-2}(z))^{\frac{1}{2}} W^* \mathcal{P}_\eta \| + O(\frac{1}{\sqrt{\epsilon_j}}(\frac{1}{1 + c \sqrt{\epsilon_j}})^{\infty})
$$

holds true if the condition in (4.59) is satisfied. The argument in Corollary 4.13 makes use of the re-expansion of $\hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(z)$ which is the content of Proposition 4.10;

- $z - \frac{\Delta_0}{2} < z_*$ for $z$ in the range given in (4.61) and

$$
\| \mathcal{P}_\eta W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(w))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(w) (R^{\text{Bog}}_{j_*,N-2,N-2}(w))^{\frac{1}{2}} W^* \mathcal{P}_\eta \| \nonumber
= \langle \eta, W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(w))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(w) (R^{\text{Bog}}_{j_*,N-2,N-2}(w))^{\frac{1}{2}} W_j^* \eta \rangle
$$

is nondecreasing for $w \leq L^{\text{Bog}}_{j_*} + \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j}$ (see Remark 4.1), therefore (recall that $z_*$ belongs to the interval (4.61))

$$
-\| \mathcal{P}_\eta W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(z - \frac{\Delta_0}{2}))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(z - \frac{\Delta_0}{2}) (R^{\text{Bog}}_{j_*,N-2,N-2}(z - \frac{\Delta_0}{2}))^{\frac{1}{2}} W^* \mathcal{P}_\eta \| \nonumber
\geq -\langle \eta, W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(z_*))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(z_*) (R^{\text{Bog}}_{j_*,N-2,N-2}(z_*))^{\frac{1}{2}} W_j^* \eta \rangle
$$

In the step from (4.70)-(4.71) to (4.72) we use the identity $f_j(z_*) = 0$, 

$$
0 = -\langle \eta, W_j (R^{\text{Bog}}_{j_*,N-2,N-2}(z_*))^{\frac{1}{2}} \hat{\Gamma}^{\text{Bog}}_{j_*,N-2,N-2}(z_*) (R^{\text{Bog}}_{j_*,N-2,N-2}(z_*))^{\frac{1}{2}} W_j^* \eta \rangle \nonumber
$$

\hfill \Box
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Remark 4.5. For any dimension \( d \geq 1 \), condition (4.41) (for any \( 0 < \gamma < 1 \)) and condition (4.59) can be fulfilled in the mean field limiting regime.
At fixed particle density \( \rho \) and for \( d \geq 2 \), condition (4.59) can be fulfilled if \( L \) is sufficiently large.
Concerning the condition in (4.41) when the size of the box tends to infinity, it yields a relation between the particle density and the size of the box. For example, choosing \( \gamma = \frac{1}{4} \) the density \( \rho \) must scale like \( L^{3-d} \).
To conclude, we point out that by choosing \( \gamma = \frac{1}{4}, \mu = \frac{2}{3} \) and \( \rho \) sufficiently large but independent of \( L \) (> 1), the conditions in (4.41) and (4.59) are satisfied for \( d \geq 3 \) and arbitrarily large \( 1 < L < \infty \), i.e., in the thermodynamic limit.

### 4.3 Isospectrality and construction of the ground state vector

The isospectrality property (see the comment after Theorem 3.1) holds up to the last step. Hence, if \( \mathcal{H}^{Bog}(N)(z_\ast)\eta = 0 \) then also the Hamiltonian \( \mathcal{H}^{Bog(N-2)}(z_\ast) \) has eigenvalue zero and the corresponding eigenvector is

\[
[\mathcal{P}_\eta \mathcal{H}^{Bog}(N-2)(z_\ast) \mathcal{P}_\eta - \frac{1}{\mathcal{P}_\eta \mathcal{H}^{Bog}(N-2)(z_\ast) \mathcal{P}_\eta}] \eta = \eta. \tag{4.82}
\]

Furthermore, since \( \mathcal{H}^{Bog}(N)(z) \) is bounded invertible for \( z < z_\ast \) so \( \mathcal{H}^{Bog(N-2)}(z) \) is.

Iterating this isospectrality argument, we get that \( H^{Bog}_j - z_\ast \) has ground state energy zero, i.e., \( H^{Bog}_j \) has ground state energy \( z_\ast \), and the corresponding eigenvector is

\[
\psi^{Bog}_j := \left[ Q^{(>1)}_j - \frac{1}{Q^{(0,1)}_j(H^{Bog}_j - z_\ast)Q^{(0,1)}_j} Q^{(0,1)}_j(H^{Bog}_j - z_\ast) Q^{(>1)}_j \right] \times \left\{ \prod_{i=0, i \text{ even}}^{N-4} \left[ Q^{(>i+3)}_j - \frac{1}{Q^{(i+2,i+3)}_j(\mathcal{H}^{Bog}(i)(z_\ast)Q^{(i+2,i+3)}_j) \mathcal{H}^{Bog}(i)(z_\ast) Q^{(>i+3)}_j \right] \right\} \eta. \tag{4.84}
\]

In the next corollary we collect the results that hold for \( N \) and \( \varepsilon_j > 0 \) fulfilling the assumptions of Theorem 4.1 and Lemma 4.4. In addition, we include the result proven in Lemma 5.5.

**Corollary 4.6.** Let \( \varepsilon_j \) be sufficiently small. Then, the following properties hold true:

a) In the mean field limiting regime for any space dimension \( d \geq 1 \), the (nondegenerate) ground state energy (of \( H^{Bog}_j \)) is \( z_\ast \), and approaches \( E^{Bog}_j \) as \( N = \rho L^d \to \infty \). In this limit, the spectral gap above \( z_\ast \) is not smaller than

\[
\frac{\Delta_0}{2}. \tag{4.85}
\]

b) In dimension \( d \geq 3 \), at fixed (but large) \( \rho \) and arbitrarily large \( 1 < L < \infty \), the nondegenerate ground state energy (of \( H^{Bog}_j \)) is \( z_\ast \), and the spectral gap above it can be estimated not smaller than

\[
\min \left\{ \frac{\Delta_0}{2} ; \left( \frac{-2 \sqrt{2} + 3}{6} \right) \sqrt{\varepsilon_j} \phi_j - \sqrt{\varepsilon_j^2 + 2 \varepsilon_j} \right\}. \tag{4.86}
\]
Lemma 5.5 implies that for \( d \geq 4 \) and at fixed \( \rho \) the ground state energy \( z_* \) tends to \( E_{j_*}^{\text{Bog}} \) as \( N = \rho L^d \to \infty \). In the case \( d = 3 \), at fixed (large) \( \rho \) it follows from the argument outlined in Remark 5.6.

c) Whenever the ground state energy \( z_* \) exists, the corresponding eigenvector is

\[
\psi_{j_*}^{\text{Bog}} = \eta \tag{4.87}
\]

\[
- \frac{1}{Q_{j_*}^{(N-2,N-1)}} \mathcal{K}_{j_*}^{\text{Bog}(N-4)}(z_*) Q_{j_*}^{(N-2,N-1)} \left[ \sum_{j=2}^{N/2} \left\{ \prod_{r=j}^{2} - \frac{1}{Q_{j_*}^{(N-2r,N-2r+1)}} \mathcal{K}_{j_*}^{\text{Bog}(N-2r-2)}(z_*) Q_{j_*}^{(N-2r,N-2r+1)} W_{j_*}^{\star}(N-2r,N-2r+2) \right\} \times \frac{1}{Q_{j_*}^{(N-2,N-1)}} \mathcal{K}_{j_*}^{\text{Bog}(N-4)}(z_*) Q_{j_*}^{(N-2,N-1)} \right] \eta \tag{4.88}
\]

where \( \mathcal{K}_{j_*}^{\text{Bog}(-2)}(z_*) := H_{j_*}^{\text{Bog}} - z_* \).

**Proof**

As pointed out in Remark 4.5, in both cases a) and b) the assumptions of Theorem 4.1 and Lemma 4.4 can be satisfied. The existence and uniqueness of the fixed point \( z_* \) has been established in Theorem 4.1. Lemma 4.4 implies that \( \mathcal{K}_{j_*}^{\text{Bog}(N)}(z) \) is well defined for \( z \) in the interval (4.61) and \( \mathcal{K}_{j_*}^{\text{Bog}(N)}(z) = f_j(z) \eta \langle \eta \rangle \). From the isospectrality property of the Feshbach-Schur map and from \( f_j(z) \neq 0 \) for \( z < z_* \) we derive that the Hamiltonian \( H_{j_*}^{\text{Bog}} \) has nondegenerate ground state energy \( z_* \) with the corresponding eigenvector given by the formula in (4.88)-(4.90). In Lemma 5.5 we prove that \( z_* \to E_{j_*}^{\text{Bog}} \) as \( N \to \infty \) in the mean field limit. The same result holds at fixed \( \rho \) if \( d \geq 4 \). For the convergence at fixed (large) \( \rho \) and \( d = 3 \) see Remark 5.6.

Concerning the estimate of the spectral gap above the ground state energy we recall that the fixed point \( z_* \) is the only fixed point in the interval given in (4.61). Indeed, \( z_* \) belongs to (4.61) and \( f_j(z) \) is decreasing in this interval (see Remark 4.1). Hence, due to the isospectrality of the Feshbach-Schur map we can estimate the spectral gap larger than

\[
\min \left\{ z_* + \frac{\Delta_0}{2} ; E_{j_*}^{\text{Bog}} + \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} \right\} - z_* \tag{4.91}
\]

We recall that in the mean field limit the ground state energy \( z_* \) tends to \( E_{j_*}^{\text{Bog}} \) as \( N = \rho L^d \to \infty \). Therefore, in this limit the difference in (4.91) tends to \( \frac{\Delta_0}{2} \) because \( \frac{\Delta_0}{2} < \sqrt{2k_j^2} < \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} \).

In dimension \( d \geq 3 \) and at fixed (large) \( \rho \) we just exploit the upper bound in (4.58) and estimate

\[
\min \left\{ z_* + \frac{\Delta_0}{2} ; E_{j_*}^{\text{Bog}} + \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} \right\} - z_* \tag{4.92}
\]

\[
\geq \min \left\{ \frac{\Delta_0}{2} ; \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} - (\frac{2 \sqrt{2} + 3}{6}) \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} \right\} \tag{4.93}
\]

\[
= \min \left\{ \frac{\Delta_0}{2} ; (\frac{-2 \sqrt{2} + 3}{6}) \sqrt{\epsilon_j} \phi_j \sqrt{\epsilon_j^2 + 2 \epsilon_j} \right\} \tag{4.94}
\]
Using the selection rules of $W_j$ and $W_j^*$, it is straightforward to check that the expression in (4.84) corresponds to the sum in (4.88)-(4.90). Now, we show how to control the expansion of the ground state. It is not difficult to see that for any $N$ \[
\sum_{j=1}^{N/2} \left\| \prod_{t=j}^{2} \left[ -\frac{1}{Q_{j}^{(N-r,N-r+1)}} \mathcal{K}_{j}^{(N-r,N-r+1)}(z) \mathcal{Q}_{j}^{(N-r,N-r+1)} \right] \right\| \times (4.95) \]
\[
\times \frac{1}{Q_{j}^{(N-2,N-1)}} \mathcal{K}_{j}^{(N-2,N-1)}(z) \mathcal{Q}_{j}^{(N-2,N-1)} W_j^* \eta \right\| \]
is bounded by a series which is convergent for $\epsilon_j > 0$ sufficiently small. Indeed, using the identity in (3.95)-(3.99) we have \[
\sum_{l_{N-2r}=0}^{\infty} R_{j}^{(N-2r,N-2r)}(z) \left[ \gamma_{j}^{(N-2r,N-2r)}(z) \right]^{l_{N-2r}} = (4.97) \]
\[
= \left[ R_{j}^{(N-2r,N-2r)}(z) \right]^{l_{N-2r}} \sum_{l_{N-2r}=0}^{\infty} \left[ \left( [R_{j}^{(N-2r,N-2r)}(z)]^{l_{N-2r}} \right) \right]^{1/2} \times (4.98) \]
\[
\times \left[ R_{j}^{(N-2r,N-2r)}(z) \right]^{l_{N-2r}} \left[ R_{j}^{(N-2r,N-2r)}(z) \right]^{l_{N-2r}} = (4.99) \]
where in the step from (4.98) to (4.99) we have used the definition in (3.117). Therefore, we can write \[
\sum_{l_{N-2r}=0}^{\infty} R_{j}^{(N-2r,N-2r)}(z) \left[ \gamma_{j}^{(N-2r,N-2r)}(z) \right]^{l_{N-2r}} = (4.100) \]
\[
= \left\{ \prod_{l=1}^{2} \left[ -\frac{1}{Q_{j}^{(N-2l,N-2l+1)}} \mathcal{K}_{j}^{(N-2l,N-2l+1)}(z) \mathcal{Q}_{j}^{(N-2l,N-2l+1)} \right] W_j^* \right\} \times (4.101) \]
\[
\times \left[ \gamma_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} \left[ R_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} W_j^* \eta . \]
Hence, we estimate \[
\left\| \left\{ \prod_{l=1}^{2} \left[ -\frac{1}{Q_{j}^{(N-2l,N-2l+1)}} \mathcal{K}_{j}^{(N-2l,N-2l+1)}(z) \mathcal{Q}_{j}^{(N-2l,N-2l+1)} \right] W_j^* \right\} \times (4.102) \]
\[
\times \left[ \gamma_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} \left[ R_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} W_j^* \eta \right\| \leq \left\| R_{j}^{(N-2l,N-2l)}(z) \right\|^{1/2} \times (4.103) \]
\[
\times \left\{ \prod_{l=1}^{2} \left[ \gamma_{j}^{(N-2l,N-2l)}(z) \right] \left[ R_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} W_j^* \right\} \times (4.104) \]
\[
\times \left[ \gamma_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} \left[ R_{j}^{(N-2l,N-2l)}(z) \right]^{1/2} Q_j^{(N-2l,N-2l)} W_j^* \eta \right\|.}
Next, we invoke the estimate
\[ \left\| [R_{j}^{B_{2}, N-2I, N-2I}(z_{*})]^{\frac{1}{2}} W_{j}^{*} [R_{j}^{B_{2}, N-2I, N-2I+2}(z_{*})]^{\frac{1}{2}} \right\| \leq \frac{1}{2\left[ 1 + a_{j} - \frac{2b_{j}}{2^{l-1}} - \frac{1-c_{j}}{2^{l-1}} \right]^{\frac{1}{4}}} \]  (4.103)
\[ \frac{1}{2\left[ 1 + a_{j} - \frac{2b_{j}}{2^{l-1}} - \frac{1-c_{j}}{2^{l-1}} \right]^{\frac{1}{4}}} \]  (4.104)
from Lemma 3.3; recall (3.130) and the definition of \( b_{j} \) and \( c_{j} \) in (3.72) and (3.73), respectively. In addition, from (3.125) and (3.126) we know that
\[ \left\| [R_{j}^{B_{2}, N-2I, N-2I}(z_{*})]^{\frac{1}{2}} \right\| \leq \frac{2}{\left[ 1 + \sqrt{R_{j}} \right]^{\frac{1}{2}}} \]  (4.105)
and, using arguments like in Lemma 3.3,
\[ \left\| [R_{j}^{B_{2}, N-2I, N-2I}(z_{*})]^{\frac{1}{2}} \right\| \leq O(1) \]  (4.106)

With the same ingredients we get \( (4.89) \) \( \leq O(1) \).

Combining these estimates, we conclude that the sum
\[ \sum_{j=2}^{N/2} \left\| \prod_{l=j}^{j+1} \left[ \frac{1}{Q_{j}^{B_{2}, N-2I, N-2I+2}(z_{*})} Q_{j}^{B_{2}, N-2I, N-2I+2}(z_{*}) \right] \right\| \]  (4.107)
\[ \times \left\| \prod_{l=j}^{j+1} \left[ \frac{1}{Q_{j}^{B_{2}, N-2I, N-2I+2}(z_{*})} Q_{j}^{B_{2}, N-2I, N-2I+2}(z_{*}) \right] \right\| \]  (4.108)
is bounded by a universal constant times the series
\[ \sum_{j=2}^{\infty} c_{j} := \sum_{j=2}^{\infty} \left\| \prod_{l=j}^{j+1} \left[ \frac{1}{1 + \sqrt{R_{j}} \sqrt{a_{j}}} - \frac{b_{j} / \sqrt{R_{j}}}{2^{l-1}} \right] \right\| \]  (4.109)
which is convergent because
\[ \frac{c_{j}}{c_{j-1}} = \frac{1}{\left[ 1 + \frac{b_{j}}{\sqrt{R_{j}}} \sqrt{a_{j}} - \frac{b_{j}}{2^{l-1}} \right] \left[ 1 + a_{j} - \frac{2b_{j}}{2^{l-1}} - \frac{1-c_{j}}{2^{l-1}} \right]^{\frac{1}{4}}} < 1 \]  (4.110)
for \( j \) sufficiently large.\( \Box \)

**Remark 4.7.** The sum of the series in (4.109) is clearly divergent in the limit \( \epsilon_{j} \to 0 \). Nevertheless, for any \( \epsilon_{j} > 0 \) the expansion (4.88)-(4.90) of \( B_{2} \) is well defined and controlled in terms of the parameter \( \Sigma_{\epsilon_{j}} := \frac{1}{1 + \sqrt{R_{j}} \sqrt{a_{j}}} \). On the contrary, the R-H-S of (4.47) is not divergent as \( \epsilon_{j} \) tends to zero (and \( N \to \infty \)).

**Remark 4.8.** In the mean field limit (see [Se1], [LNSS]), and in the diagonal limit considered in [DN], the control of the excitation spectrum that is derived in the quoted papers provides a much more accurate estimate of the spectral gap.
4.4 Re-expansion of the operators $\Gamma^\text{Bog}_{j_i} (z)$ and convergent expansion of the ground state

This section is mostly devoted to the re-expansion of the operators $\Gamma^\text{Bog}_{j_i} (z)$, for $z \leq E^\text{Bog}_{j_i} + (\delta - 1)\phi_j, \sqrt{\frac{2}{j_i} + 2\epsilon_j}$, with $\delta \leq 1 + \sqrt{j_i}$, which is stated in Proposition 4.10. From Proposition 4.10 we derive Corollary 4.13 that is a crucial ingredient for Lemma 4.4 and Lemma 5.5. In this respect, we stress that Proposition 4.10 holds whenever the assumptions of Theorem 3.1 are satisfied.

In the sequel, at first we informally explain how to re-expand $\Gamma^\text{Bog}_{j_i} (z)$. Next, in Proposition 4.10 we show how to do it for any $\Gamma^\text{Bog}_{j_i} (z)$. For sake of brevity, in Sections 4.4.1 and 4.4.2 we drop the label $j_i$ in the notation used for $\Gamma^\text{Bog}_{j_i} (z)$, $W_{j_i, l_i}^\text{Bog} (z)$, and $R^\text{Bog}_{j_i} (z)$. We re-introduce the complete notation in Corollary 4.13.

In Section 4.4.3 we show how to expand the ground state vector in terms of the bare operators and, in general, how to provide a more explicit expression for it.

4.4.1 Informal description

Suppose that we want to approximate

$$\Gamma^\text{Bog}_{6,6} (z) = W_{6,4} (R^\text{Bog}_{4,4} (z))^\frac{1}{2} \times$$

$$\times \sum_{l_2 = 0}^{\infty} \left[ (R^\text{Bog}_{4,4} (z))^\frac{1}{2} W_{4,2} (R^\text{Bog}_{2,2} (z))^\frac{1}{2} \sum_{l_2 = 0}^{\infty} \left[ (R^\text{Bog}_{2,2} (z))^\frac{1}{2} W_{2,0} R^\text{Bog}_{0,0} (z) W_{0,2}^* (R^\text{Bog}_{2,2} (z))^\frac{1}{2} \right]^l_{l_2} \timesight.$$  

$$\times (R^\text{Bog}_{2,2} (z))^\frac{1}{2} W_{2,4}^* (R^\text{Bog}_{4,4} (z))^\frac{1}{2} \right] (R^\text{Bog}_{4,4} (z))^\frac{1}{2} W_{4,6}^*$$

up to a remainder the norm of which we estimate of order $c^h$ where $0 < c < 1$, $h \in \mathbb{N}$ and $h \geq 2$. We start observing that if $l_2 = 0$ then there is no summation in $l_2$. Then, we proceed by implementing the following steps:

- We isolate a first remainder

$$[\Gamma^\text{Bog}_{6,6} (z)]_{(4,h,)} (z) = W_{6,4} (R^\text{Bog}_{4,4} (z))^\frac{1}{2} \times$$

$$\times \sum_{l_2 = 0}^{h} \left[ (R^\text{Bog}_{4,4} (z))^\frac{1}{2} W_{4,2} (R^\text{Bog}_{2,2} (z))^\frac{1}{2} \sum_{l_2 = 0}^{h} \left[ (R^\text{Bog}_{2,2} (z))^\frac{1}{2} W_{2,0} R^\text{Bog}_{0,0} (z) W_{0,2}^* (R^\text{Bog}_{2,2} (z))^\frac{1}{2} \right]^l_{l_2} \timesight.$$  

$$\times (R^\text{Bog}_{2,2} (z))^\frac{1}{2} W_{2,4}^* (R^\text{Bog}_{4,4} (z))^\frac{1}{2} \right] (R^\text{Bog}_{4,4} (z))^\frac{1}{2} W_{4,6}^*$$

and define $[\Gamma^\text{Bog}_{6,6} (z)]_{(4,h,)} (z) := W_{6,4} R^\text{Bog}_{4,4} (z) W_{4,6}^*$.

- In the quantity that remains, i.e.,

$$[\Gamma^\text{Bog}_{6,6} (z)]_{(4,h,)} (z) + W_{6,4} (R^\text{Bog}_{4,4} (z))^\frac{1}{2} \times$$

$$\times \sum_{l_2 = 1}^{h} \left[ (R^\text{Bog}_{4,4} (z))^\frac{1}{2} W_{4,2} (R^\text{Bog}_{2,2} (z))^\frac{1}{2} \sum_{l_2 = 0}^{h} \left[ (R^\text{Bog}_{2,2} (z))^\frac{1}{2} W_{2,0} R^\text{Bog}_{0,0} (z) W_{0,2}^* (R^\text{Bog}_{2,2} (z))^\frac{1}{2} \right]^l_{l_2} \timesight.$$  

$$\times (R^\text{Bog}_{2,2} (z))^\frac{1}{2} W_{2,4}^* (R^\text{Bog}_{4,4} (z))^\frac{1}{2} \right] (R^\text{Bog}_{4,4} (z))^\frac{1}{2} W_{4,6}^*$$
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We isolate a second remainder

\[ W_{6,4} (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,2} (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \sum_{l_2 = 0}^{\infty} \left[ (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,0} R_{0,0}^\text{Bog} (z) W_{0,2}^* (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} \times (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,4}^* (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \]

we split the summation \( \sum_{l_2 = 0}^{\infty} \) into \( \sum_{l_2 = 0}^{h - 1} + \sum_{l_2 = h}^{\infty} \).

- We isolate a second remainder

\[
[\Gamma_{6,6}^\text{Bog} (z)]_{(2,h;4,h-)} := W_{6,4} (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \times \sum_{l_2 = 1}^{h - 1} \left[ (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,2} (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \sum_{l_2 = 0}^{\infty} \left[ (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,0} R_{0,0}^\text{Bog} (z) W_{0,2}^* (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} \times (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,4}^* (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} \times (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,6}^*
\]

where the symbol \( \sum_{l_2 = 1}^{h - 1} \) stands for the sum of all the summands in \( \sum_{l_2 = 1}^{h - 1} \) where at least in one of the \( l_4 \) factors of the product in (4.116) the sum over \( l_2 \) is replaced with the sum starting from \( l_2 = h \).

- In the remaining quantity

\[(4.115) - [\Gamma_{6,6}^\text{Bog} (z)]_{(2,h;4,h-)} \]

we isolate the term

\[
[\Gamma_{6,6}^\text{Bog} (z)]_{(2,h;4,h-)} := W_{6,4} (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \times \sum_{l_2 = 1}^{h - 1} \left[ (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,2} (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \sum_{l_2 = 0}^{\infty} \left[ (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,0} R_{0,0}^\text{Bog} (z) W_{0,2}^* (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} \times (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,4}^* (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} \times (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,6}^*
\]

where \( \sum_{l_2 = 1}^{h - 1} \) denotes the sum of all summands where at least in one factor of the product

\[
\left[ (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,2} (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \sum_{l_2 = 0}^{\infty} \left[ (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,0} R_{0,0}^\text{Bog} (z) W_{0,2}^* (R_{2,2}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} \times (R_{2,2}^\text{Bog} (z))^\frac{1}{2} W_{2,4}^* (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2}
\]

the sum over \( l_2 \) is replaced with \( \sum_{l_2 = 1}^{h - 1} \), so that we can write

\[
(4.119) = W_{6,4} (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \sum_{l_2 = 1}^{h - 1} \left[ (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,2} R_{2,2}^\text{Bog} (z) W_{2,4}^* (R_{4,4}^\text{Bog} (z))^\frac{1}{2} \right]^{l_2} (R_{4,4}^\text{Bog} (z))^\frac{1}{2} W_{4,6}^* \]
\[ + W_{6,4} \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} \times \]
\[ \sum_{l=0}^{h-1} \left[ \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} W_{4,2} R_{2,2}^{\text{Bog}}(z) W_{2,4}^{*}(R_{4,4}^{\text{Bog}}(z))^{1/2} \right]^{l_1} \]
\[ \times \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \times \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} \times \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} W_{4,6}^{*}. \]

We define
\[ [\Gamma_{6,6}^{\text{Bog}}(z)]^{(>0)} := (4.124) \]
and
\[ [\Gamma_{6,6}^{\text{Bog}}(z)]_{(4,h_{\nu})} := [\Gamma_{6,6}^{\text{Bog}}(z)]_{(4,h_{\nu})}^{(0)} + [\Gamma_{6,6}^{\text{Bog}}(z)]^{(>0)} = (4.114) + (4.124). \]

Thus, we have split the original expression in (4.111) into the sum of two (leading) contributions each of them containing only finite sums
\[ W_{6,4} \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} \sum_{l=0}^{h-1} \left[ \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} W_{4,2} R_{2,2}^{\text{Bog}}(z) W_{2,4}^{*}(R_{4,4}^{\text{Bog}}(z))^{1/2} \right]^{l_1} \]
\[ \times \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \times \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} \times \left( R_{4,4}^{\text{Bog}}(z) \right)^{1/2} W_{4,6}^{*}. \]

plus the two remainders (4.117) and (4.113). Making use of the definitions, we have derived the identity
\[ \Gamma_{6,6}^{\text{Bog}}(z) = [\Gamma_{6,6}^{\text{Bog}}(z)]_{(4,h_{\nu})} + [\Gamma_{6,6}^{\text{Bog}}(z)]_{(4,h_{\nu})}^{(0)} \]
\[ + [\Gamma_{6,6}^{\text{Bog}}(z)]_{(2,h_{\nu}:4,h_{\nu})} + [\Gamma_{6,6}^{\text{Bog}}(z)]_{(2,h_{\nu}:4,h_{\nu})}. \]

In the last part of this discussion we establish relations between the quantities in (4.130)-(4.131) and the analogous quantities associated with \( \Gamma_{4,4}^{\text{Bog}}(z) \).

We observe that
\[ \Gamma_{4,4}^{\text{Bog}}(z) = [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})} + [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})}^{(0)} \]
\[ = [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})}^{(0)} + [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})}^{(>0)} + [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})}. \]

where
\[ [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})}^{(0)} := W_{4,2} R_{2,2}^{\text{Bog}}(z) W_{2,4}^{*}, \]
\[ [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})}^{(>0)} := W_{4,2} \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \sum_{l=1}^{h-1} \left[ \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} W_{2,0} R_{0,0}^{\text{Bog}}(z) W_{0,2}^{*} \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \right]^{l_1} \]
\[ \times \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \times \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} W_{2,4}^{*}, \]
\[ [\Gamma_{4,4}^{\text{Bog}}(z)]_{(2,h_{\nu})} := W_{4,2} \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \sum_{l=h}^{\infty} \left[ \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} W_{2,0} R_{0,0}^{\text{Bog}}(z) W_{0,2}^{*} \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \right]^{l_1} \]
\[ \times \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} \times \left( R_{2,2}^{\text{Bog}}(z) \right)^{1/2} W_{2,4}^{*}. \]
Consequently,

\[
\sum_{l_4=0}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \Gamma_{4,4}^\text{Bog} (z) (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4} = \sum_{l_4=0}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(0)}_{(2,h_n)} + \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)} \right]^{l_4}.
\]

Furthermore, we can write

\[
\sum_{l_4=1}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(0)}_{(2,h_n)} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4} + \sum_{l_4=1}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4}
\]

provided:

- The symbol \(\sum_{l_4=1}^{h-1}\) in (4.140) means summing from \(l_4 = 1\) up to \(h - 1\) all the products

\[
\left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} X (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4}
\]

that are obtained by replacing \(X\) (for each factor) with the operators of the type \(\left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(0)}_{(2,h_n)}\) and \(\left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)}\), with the constraint that \(X\) is replaced with \(\left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)}\) in at least one factor.

- The symbol \(\sum_{l_4=1}^{h-1}\) in (4.141) means summing from \(l_4 = 1\) up to \(h - 1\) all the products

\[
\left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} X (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4}
\]

that are obtained by replacing \(X\) (for each factor) with the operators of the type \(\left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(0)}_{(2,h_n)}\) and \(\left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)}\), with the constraint that \(X\) is replaced with \(\left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)}\) in one factor at least.

Thereby, we have derived the identities

\[
\Gamma_{6,6}^\text{Bog} (z)_{(4,h_n)} = W_{6,4} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \sum_{l_4=0}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(0)}_{(2,h_n)} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} W_{4,6}^* \]

\[
\Gamma_{6,6}^\text{Bog} (z)_{(2,h_n;4,h_n)} = W_{6,4} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \sum_{l_4=1}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(0)}_{(2,h_n)} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} W_{4,6}^* \]

\[
\Gamma_{6,6}^\text{Bog} (z)_{(2,h_n;4,h_n)} = W_{6,4} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \sum_{l_4=1}^{h-1} \left[ (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \left[ \Gamma_{4,4}^\text{Bog} (z) \right]^{(2,h_n)}_{(2,h_n)} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} \right]^{l_4} (R_{4,4}^\text{Bog} (z))^{\frac{1}{2}} W_{4,6}^* \]
4.4.2 Re-expansion of the operators $I_{j, id}^{Bog} (z)$ in the general case

We adapt the strategy used to re-expand $I_{6, 0}^{Bog} (z)$ to the general case in Proposition 4.10, and provide estimates both for the leading and for the remainder terms. To this purpose, first we need some definitions.

**Definition 4.9.** Let $h \in \mathbb{N}$, $h \geq 2$, and $z \leq E_{j, h_{r}}^{Bog} + (\delta - 1)\phi_{j} \sqrt{e_{j}^{2} + 2e_{j}}$ with $\delta \leq 1 + \sqrt{e_{j}}$. Let $\frac{1}{N} \leq e_{j}^{\nu}$ for some $\nu > \frac{1}{8}$ and $e_{j} \equiv e$ be sufficiently small. We define:

1. For $N - 2 \geq j \geq 4$ with $j$ even

\[
[I_{j, j}^{Bog} (z)]_{(j-2, h_{r})} := [I_{j, j}^{Bog} (z)]_{(j-2, h_{r})}^{(0)} + [I_{j, j}^{Bog} (z)]_{(j-2, h_{r})}^{(> 0)}
\]

where

\[
[I_{j, j}^{Bog} (z)]_{(j-2, h_{r})}^{(0)} := W_{j, j-2} R_{j-2, j-2}^{Bog} (z) W_{j-2, j}^{*} \quad \text{for} \quad j \geq 2
\]

and

\[
[I_{j, j}^{Bog} (z)]_{(j-2, h_{r})}^{(> 0)} := W_{j, j-2} R_{j-2, j-2}^{Bog} (z) \frac{1}{2} \times
\]

\[
\sum_{l_{j-2}=1}^{h-1} \left[ (R_{j-2, j-2}^{Bog} (z))^{\frac{1}{2}} W_{j-2, j-4} R_{j-4, j-4}^{Bog} (z) W_{j-4, j-4}^{*} (R_{j-2, j-2}^{Bog} (z))^{\frac{1}{2}} \right]^{l_{j-2}} W_{j-2, j}^{*}
\]

For $N - 2 \geq j \geq 4$ with $j$ even

\[
[I_{j, j}^{Bog} (z)]_{(j-2, h_{r})} := W_{j, j-2} R_{j-2, j-2}^{Bog} (z) \frac{1}{2} \times
\]

\[
\sum_{l_{j-2}=1}^{h} \left[ (R_{j-2, j-2}^{Bog} (z))^{\frac{1}{2}} [I_{j, j}^{Bog} (z)]_{(j-4, h_{r})}^{(0)} (R_{j-2, j-2}^{Bog} (z))^{\frac{1}{2}} \right]^{l_{j-2}} W_{j-2, j}^{*}
\]

2. For $N - 2 \geq j \geq 6$ and $2 \leq r \leq j - 4$ with $r$ and $j$ even

\[
[I_{j, j}^{Bog} (z)]_{(r, h_{r}: r+2, h_{r}: \ldots: j-4, h_{r}: j-2, h_{r})} := W_{j, j-2} R_{j-2, j-2}^{Bog} (z) \frac{1}{2} \times
\]

\[
\sum_{l_{j-2}=1}^{h-1} \left[ (R_{j-2, j-2}^{Bog} (z))^{\frac{1}{2}} [I_{j, j}^{Bog} (z)]_{(r, h_{r}: r+2, h_{r}: \ldots: j-4, h_{r}: j-2, h_{r})}^{(0)} \right]^{l_{j-2}} \times
\]

\[
W_{j-2, j}^{*}
\]

Here, the symbol $\sum_{l_{j-2}=1}^{h-1}$ stands for a sum of terms resulting from operations $\mathcal{A}1$ and $\mathcal{A}2$ below:
\[ \left[ (R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} X(R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} \right]^{I_{j-2}} \] (4.152)

that are obtained by replacing \( X \) for each factor with the operators (iteratively defined) of the type \( [\Gamma_{j-2,j-2}^{(\text{Bog})}(z)]_{(m,h;m+2,h;\ldots;j-4,h)} \) with \( r \leq m \leq j-4 \) where \( m \) is even, and with the constraint that if \( r \equiv j-6 \) then \( X \) is replaced with \( [\Gamma_{j-2,j-2}^{(\text{Bog})}(z)]_{(r,h;r+2,h;\ldots;j-4,h)} \) in one factor at least, whereas if \( r = j-4 \) then \( X \) is replaced with \( [\Gamma_{j-2,j-2}^{(\text{Bog})}(z)]_{(j-4,h)} \) in one factor at least.

\[ \mathcal{A}2 \] Summing from \( I_{j-2} = 1 \) up to \( I_{j-2} = h-1 \).

3. For \( N - 2 \geq j \geq 6 \) and \( 2 \leq r \leq j-4 \) with \( r \) and \( j \) even

\[
[I_{j,j}^{\text{Bog}}(z)]_{(r,h;r+2,h;\ldots;j-4,h)} \ hym_{h} < \infty \sum_{I_{j-2}=1}^{h-1} \left[ (R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} [I_{j,j}^{\text{Bog}}(z)]_{(r,h;r+2,h;\ldots;j-4,h)} \times \right. \\
\left. \times (R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} \right]^{I_{j-2}} (R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} W_{j-2,j}^* \] (4.154)

Here, the symbol \( \sum_{I_{j-2}=1}^{h-1} \) stands for a sum of terms resulting from operations \( \mathcal{B}1 \) and \( \mathcal{B}2 \) below:

\[ \mathcal{B}1 \] At fixed \( 1 \leq I_{j-2} \leq h-1 \), summing all the products

\[ \left[ (R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} X(R_{j-2,j-2}^{(\text{Bog})}(z))^\frac{1}{2} \right]^{I_{j-2}} \] (4.155)

that are obtained by replacing \( X \) for each factor with the operators (iteratively defined) of the type \( [\Gamma_{j-2,j-2}^{(\text{Bog})}(z)]_{(m,h;m+2,h;\ldots;j-4,h)} \) and \( [\Gamma_{j-2,j-2}^{(\text{Bog})}(z)]_{(m',h;m'+2,h;\ldots;j-4,h)} \) with \( r \leq m \leq j-4 \) and \( 2 \leq m' \leq j-4 \) where \( m \) and \( m' \) are even, and with the constraint that \( X \) is replaced with \( [\Gamma_{j-2,j-2}^{(\text{Bog})}(z)]_{(r,h;r+2,h;\ldots;j-4,h)} \) in one factor at least.

\[ \mathcal{B}2 \] Summing from \( I_{j-2} = 1 \) up to \( h-1 \).

The definitions of above can be adapted in an obvious manner to the case \( h = \infty \), in particular the terms \( [\Gamma_{j,j}^{(\text{Bog})}(w)]_{(j,h;j+2,h;\ldots;j-4,h;j-2,h)} \) are absent.

**Proposition 4.10.** Let \( \frac{1}{N} \leq \epsilon \) for some \( \nu > \frac{11}{8} \) and \( \epsilon \) be sufficiently small. For any fixed \( 2 \leq h \in \mathbb{N} \) and for \( N - 2 \geq i \geq 4 \) and even, the splitting

\[
\Gamma_{i,i}^{(\text{Bog})}(z) = \sum_{r=2, r \text{ even}}^{i-2} [\Gamma_{i,i}^{(\text{Bog})}(z)]_{(r,h;r+2,h;\ldots;j-2,h)} + \sum_{r=2, r \text{ even}}^{i-2} [\Gamma_{i,i}^{(\text{Bog})}(z)]_{(r,h;r+2,h;\ldots;j-2,h)} (4.156)
\]

holds true for \( z \leq E_{i,i}^{(\text{Bog})} + (\delta - 1)\phi_{m} \sqrt{\epsilon_{j}^2 + 2\epsilon_{j}} \), with \( \delta \leq 1 + \sqrt{\epsilon_{j}} \). Moreover, for \( 2 \leq r \leq i - 2 \) and even, the estimates

\[
\left\| (R_{i,i}^{(\text{Bog})}(z))^\frac{1}{2} [I_{i,i}^{(\text{Bog})}(z)]_{(r,h;r+2,h;\ldots;j-2,h)} (R_{i,i}^{(\text{Bog})}(z))^\frac{1}{2} \right\| \leq \prod_{f=r+2, f \text{ even}}^{i} \frac{K_{f,e}}{(1 - Z_{j-2,e})^2} (4.157)
\]
\[ \| ( R_{i,i}^{(N)}(z))^{\frac{1}{2}} [ \Pi_{i,i}^{(N)}(z) |_{r,h_i,y+2,h_i,j-2,h_i,j} ] ( R_{i,i}^{(N)}(z))^{\frac{1}{2}} \| \leq (Z_{r,e})^b \prod_{f=r+2, f - r \text{ even}} \frac{K_{f,e}}{(1 - Z_{f-2,e})^2} \]

hold true, where
\[ K_{i,e} := \frac{1}{4(1 + a_e - \frac{2b_e}{N-i+2} - \frac{1-c_e}{(N-i+1)^2})} \quad Z_{j-2,e} := \frac{1}{4(1 + a_e - \frac{2b_e}{N-i+3} - \frac{1-c_e}{(N-i+3)^2})} \left[ 1 + \sqrt{a_e} - \frac{b_e/\sqrt{a_e}}{N-i+4-c_e} \right] \]

where \( a_e, b_e, \) and \( c_e \) are defined in (3.71)-(3.72)-(3.73) and \( \Theta := \min(2(v - \frac{1}{8}); \frac{1}{4}). \)

**Proof**

See Proposition 5.8 in the Appendix. \( \square \)

**Remark 4.11.** From the definitions in (4.159) and the \( \epsilon \)-dependence of \( a_e, b_e, \) and \( c_e \) (see (3.71)-(3.72)-(3.73)), it is evident that there exist constants \( C, c > 0 \) such that (assuming \( \epsilon \) sufficiently small)
\[ \frac{K_{f,e}}{(1 - Z_{f-2,e})^2} \leq \frac{1}{1 + c \sqrt{\epsilon}} \]

(4.160)

for \( N - f > \frac{C}{\sqrt{\epsilon}} \). With a similar computation, one can check that for \( N - 2 \geq i > N - \frac{C}{\sqrt{\epsilon}} \) and some \( c' > 0 \)
\[ \frac{K_{f,e}}{(1 - Z_{f-2,e})^2} \leq (1 + c' \sqrt{\epsilon} + O(\frac{1}{N-f})) \]

(4.161)

In consequence, for \( N - 2 \geq i > N - \frac{C}{\sqrt{\epsilon}} \) (and assuming for simplicity that \( N - \frac{C}{\sqrt{\epsilon}} \) is an even number) the inequality
\[ \prod_{f=N - \frac{C}{\sqrt{\epsilon}}, f \text{ even}}^{i} \frac{K_{f,e}}{(1 - Z_{f-2,e})^2} \]

(4.162)
\[ \leq \prod_{f=N - \frac{C}{\sqrt{\epsilon}}, f \text{ even}}^{i} (1 + c' \sqrt{\epsilon} + O(\frac{1}{N-f})) \]

(4.163)
\[ = \prod_{f=N - \frac{C}{\sqrt{\epsilon}}, f \text{ even}}^{i} \exp[\ln (1 + c' \sqrt{\epsilon} + O(\frac{1}{N-f}))] \leq O(1) \]

(4.164)

holds true. Therefore, we can conclude that:

1) If \( N - \frac{C}{\sqrt{\epsilon}} \geq i \geq r + 2 \)
\[ \prod_{f=r+2, f \text{ even}}^{i} \frac{K_{f,e}}{(1 - Z_{f-2,e})^2} \leq O((\frac{1}{1 + c \sqrt{\epsilon}})^{i-r-2}) ; \]

(4.165)

2) If \( N - 2 \geq i > N - \frac{C}{\sqrt{\epsilon}} \geq r + 2, \) then
\[ \prod_{f=r+2, f \text{ even}}^{i} \frac{K_{f,e}}{(1 - Z_{f-2,e})^2} \]

(4.166)
Hence, we can conclude that

\[
\frac{N}{\sqrt{\varepsilon}} \prod_{f=N+\frac{1}{2}, f \text{ even}}^{N-\frac{1}{2}} \frac{K_{f,e}}{(1 - Z_{f+e})^2} \prod_{f=N+\frac{1}{2}, f \text{ even}}^{N-\frac{1}{2}} \frac{K_{f,e}}{(1 - Z_{f+e})^2} = \frac{1}{1 + c \sqrt{\varepsilon}} N^{-\frac{K_B}{2} - r}.
\]

(4.167)

(4.168)

**Remark 4.12.** In this remark we explain how to provide an estimate of \( \|(R_{i,j}^{\text{Bog}}(z))^{\frac{1}{2}} \sum_{r=2, \text{ even}}^{i-2} [\Gamma_i^{\text{Bog}}(w)](r, h, \ldots, r+2, h, \ldots, i-2, h) (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \| \)

without using (4.157) and the computations in Remark 4.11. Indeed, this would make the estimate worse.

The operator in (4.169) can be expressed as a sum of products of operators of the type in (3.38). We call “blocks” the operators of the type in (3.38) and define

\[
\mathcal{E}(\|(R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \sum_{r=2, \text{ even}}^{i-2} [\Gamma_i^{\text{Bog}}(w)](r, h, \ldots, r+2, h, \ldots, i-2, h) (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \|)
\]

(4.170)

the upper bound obtained estimating the norm of the sum (of the operators) with the sum of the norms of the summands, and the norm of each operator product with the product of the norms of the blocks. The estimate of the norm of each block is provided by Lemma 3.3.

Next, we point out that

- by using the decomposition in (4.156) of Proposition 4.10 for \( h' \equiv \infty \), we get

\[
(R_{i,i}^{\text{Bog}}(w))^{\frac{1}{2}} \Gamma_i^{\text{Bog}}(w)(R_{i,i}^{\text{Bog}}(w))^{\frac{1}{2}}
\]

(4.171)

\[
= (R_{i,i}^{\text{Bog}}(w))^{\frac{1}{2}} \sum_{r=2, \text{ even}}^{i-2} [\Gamma_i^{\text{Bog}}(w)](r, h, \ldots, r+2, h, \ldots, i-2, h) (R_{i,i}^{\text{Bog}}(w))^{\frac{1}{2}},
\]

(4.172)

and

\[
(R_{i,i}^{\text{Bog}}(w))^{\frac{1}{2}} \sum_{r=2, \text{ even}}^{i-2} [\Gamma_i^{\text{Bog}}(w)](r, h, \ldots, r+2, h, \ldots, i-2, h) (R_{i,i}^{\text{Bog}}(w))^{\frac{1}{2}}, \quad h < \infty,
\]

(4.173)

is by construction a partial sum of the terms in (4.172);

- both for the estimate of the norm of (4.171) provided in Theorem 3.1 and for \( \mathcal{E}(\|(4.173)\|) \) we use the same procedure: by Lemma 3.3 we estimate the operator norm of the blocks and of the products of blocks; then for each sum of products of blocks we sum up the (estimates of the) operator norms of the products.

Hence, we can conclude that

\[
\mathcal{E}(\|(R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \sum_{r=2, \text{ even}}^{i-2} [\Gamma_i^{\text{Bog}}(w)](r, h, \ldots, r+2, h, \ldots, i-2, h) (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \|)
\]

(4.174)

\[
\leq \mathcal{E}(\|(R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \Gamma_i^{\text{Bog}}(w)(R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}}\|) \leq \frac{4}{5}
\]

(4.175)

(4.176)
where the last step follows for $\epsilon$ sufficiently small from the identity
\[
(R_{i_{id}}^{\text{Bog}}(w))^\frac{1}{2}\Gamma_{i_{id}}^{\text{Bog}}(R_{i_{id}}^{\text{Bog}}(w))^\frac{1}{2}
= (R_{i_{id}}^{\text{Bog}}(w))^\frac{1}{2}W_{i_{id}}\times \left(\sum_{l_{id}=0}^\infty \left((R_{i_{id}}^{\text{Bog}}(w))^\frac{1}{2}\Gamma_{i_{id}}^{\text{Bog}}(R_{i_{id}}^{\text{Bog}}(w))^\frac{1}{2}\right)^{l_{id}}\times (R_{i_{id}}^{\text{Bog}}(w))^\frac{1}{2}W_{i_{id}}\right).
\]
and from estimates (3.125), (3.39), and (3.130).

As a byproduct of the control of the decomposition in (4.156) and of the estimates in (4.157)-(4.158), in the sequel we prove the estimate in (4.74)-(4.76) used in Lemma 4.4 for the invertibility of $\mathcal{P}_q\mathcal{K}_{-N-2}(z)\mathcal{P}_q$ on $\mathcal{F}^N$.

**Corollary 4.13.** Let $\epsilon_j$ be sufficiently small and $z$ in the range defined in (4.61). Assume $\frac{1}{N} \leq \epsilon_j$ for some $\nu > \frac{1}{8}$ and $\mu$ as in Condition 3.2) of Definition 1.1. Then
\[
\frac{1}{\sqrt{\epsilon_j}}(\frac{1}{1 + c \sqrt{\epsilon_j}})^{N\nu}
\]

where $c > 0$.

**Proof**

For any normalized vector $\varphi \in \mathcal{F}^N$ with definite number of particles in the modes $j \in \mathbb{Z}^d$ we consider the scalar product
\[
\langle \varphi, W_j(R_{j_{id}}^{\text{Bog}}(z))^\frac{1}{2}\Gamma_{j_{id}}^{\text{Bog}}(R_{j_{id}}^{\text{Bog}}(z))^\frac{1}{2}W_j^\ast \varphi \rangle.
\]

We make use of the decomposition in (4.156) along with the estimates in (4.157), (4.158), and take Remark 4.11 and Remark 4.12 into account. Next, we invoke the result in Corollary 5.9 for $N^{1-\beta} \equiv N^\mu$, and we get
\[
\langle \varphi, W_j(R_{j_{id}}^{\text{Bog}}(z))^\frac{1}{2}\Gamma_{j_{id}}^{\text{Bog}}(R_{j_{id}}^{\text{Bog}}(z))^\frac{1}{2}W_j^\ast \varphi \rangle
= \sum_{l_{id}=0}^\infty \langle \varphi, W_jR_{j_{id}}^{\text{Bog}}(z)\Gamma_{j_{id}}^{\text{Bog}}(R_{j_{id}}^{\text{Bog}}(z))^\frac{1}{2}W_j^\ast \varphi \rangle
= \sum_{l_{id}=0}^\infty \langle \varphi, W_jR_{j_{id}}^{\text{Bog}}(z)\left[\Gamma_{j_{id}}^{\text{Bog}}(R_{j_{id}}^{\text{Bog}}(z))^\frac{1}{2}W_j^\ast \varphi \right]^{l_{id}-2}W_j^\ast \varphi \rangle
+ O(\frac{1}{\sqrt{\epsilon_j}}(\frac{1}{1 + c \sqrt{\epsilon_j}})^{N\nu})
\]

where: 1) The symbol $|h|_\infty$ means that in the decomposition of $\Gamma_{j_{id}}^{\text{Bog}}(z)$ (see Proposition 4.10) we have chosen $h \equiv \infty$. We omit this symbol in the rest of the proof; 2) $\frac{1}{N^\mu} = o(\sqrt{\epsilon_j})$. 
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(see Condition 3.2) in Definition 1.1, and for simplicity we have assumed that \( N - N^{\mu} \) is even. Similarly to the procedure used for the expression in (4.17), we observe that the scalar product

\[
\langle \varphi, W_j (R^{Bog}_{R_j : N-2,N-2}(z))^{\dagger} \times \notag
\]

\[
\times \left\{ R^{Bog}_{R_j : N-2,N-2}(z) \right\}^{\dagger} \sum_{r=N-N^{\mu}, r \text{ even}}^{N-2} \left[ \Gamma^{Bog}_{R_j : N-2,N-2}(z) \right]_{(r,h; \cdots ; r+2h+; \cdots ; N-2h, \cdots)} (R^{Bog}_{R_j : N-2,N-2}(z))^{\dagger} \right\}^{l_y-2} \notag
\]

\[
\times (R^{Bog}_{R_j : N-2,N-2}(z))^{\dagger} W^*_j \varphi \right\}^{l_y-2} \]  

(4.187)

corresponds to the same expression where:

1. The vector \( \varphi \) is replaced with \( \eta \).
2. Each couple of companion operators

\[
(R^{Bog}_{R_j : i,j}(z))^{\dagger} \phi_j \frac{a_0^\dagger a_0 j_i a_{-j_i}}{N} (R^{Bog}_{R_j : i-2,j-2}(z))^{\dagger} \notag
\]

\[
(R^{Bog}_{R_j : i-2,j-2}(z))^{\dagger} \phi_j \frac{a_{g_0}^\dagger a_j^\dagger a_{-j}}{N} (R^{Bog}_{R_j : i,j}(z))^{\dagger} \]  

(4.188)

that pop up from the re-expansion of

\[
(R^{Bog}_{R_j : N-2,N-2}(z))^{\dagger} \left[ \Gamma^{Bog}_{R_j : N-2,N-2}(z) \right]_{(r,h; \cdots ; r+2h+; \cdots ; N-2h, \cdots)} (R^{Bog}_{R_j : N-2,N-2}(z))^{\dagger} \]  

is replaced with the c-number

\[
[W_j : i-2,z] W^*_j \cdot W^*_j : i-2,z] \varphi \notag
\]

\[
:= \frac{(n_{j_0} - 1)n_{j_0}}{N^2} \phi_j^2 \left[ E_{\varphi} + \left( \frac{n_{j_0}}{N} \phi_j + k_{j_0}^2 \right) (n_{j_0} + n_{-j_0}) - z \right] \notag
\]

\[
\times \left[ E_{\varphi} + \left( \frac{n_{j_0} - 2}{N} \phi_j + k_{j_0}^2 \right) (n_{j_0} + n_{-j_0}) + 2 \left( \frac{n_{j_0} - 2}{N} \phi_j + k_{j_0}^2 \right) - z \right] \notag
\]

\[
= \frac{1}{N^2} \phi_j^2 \left[ (n_{j_0} + 1) (n_{j_0} + 1) \right] \notag
\]

\[
\times \left[ E_{\varphi} + \left( \frac{n_{j_0}}{N} \phi_j + k_{j_0}^2 \right) (n_{j_0} + n_{-j_0}) - \frac{z}{n_{j_0}} \right] \]  

(4.190)

\[
\times \left[ E_{\varphi} + \left( \frac{n_{j_0} - 2}{N} \phi_j + k_{j_0}^2 \right) (n_{j_0} + n_{-j_0}) + \frac{2 (n_{j_0} - 2)}{N} \phi_j + k_{j_0}^2 - \frac{z}{n_{j_0}} \right] \]  

(4.191)

where \( n_{j_0} > 1 \) (otherwise the expression vanishes) and

- \( n_{j_0} + n_{-j_0} = N - i \) and \( n_{j_0} = n_{-j_0} \),
- \( 1 < n_{j_0} < i \) equals \( i - s \) where \( s, i - 1 > s \geq 1 \), is the number of particles in the modes \( \not \in \{ 0, \pm j_0 \} \) contained in the vector \( \varphi \),
- \( E_{\varphi} \geq \Delta_0 \) is the kinetic energy of the state \( \varphi \) which is by assumption an eigenvector of the kinetic energy operator.

We now show that (see (4.189))

\[
|W_j : i-2,z| W^*_j : i-2,z| \varphi \leq W_j : i-2 \left( z - \frac{\Delta_0}{2} \right) W^*_j : i-2 \left( z - \frac{\Delta_0}{2} \right) \]  

(4.195)
for $z$ in the range defined in (4.61), where $W_{j,i-2}(z)W_{j,i-2}(z)$ is defined in (4.24)-(4.26). The only nontrivial inequality to be proven is

$$\frac{E_\varphi}{n_{j_0}} + \left(\frac{1}{N}\phi_{j_0} + \frac{k_{j_0}^2}{n_{j_0} - 1} - \frac{\phi_{j_0}}{N(n_{j_0} - 1)}\right)(n_{j_0} + n_{j_0} + 2) - \frac{z}{n_{j_0} - 1} \geq \frac{\phi_{j_0}}{N(i - 1)}(n_{j_0} + n_{j_0} + 2) - \frac{z}{i - 1}.$$  \hspace{1cm} (4.196)

Since $E_\varphi \geq s\Delta_0$ and $n_{j_0} = i - s < i$ it is enough to show that

$$\frac{(s - \frac{1}{2})\Delta_0}{(i - s - 1)} - \frac{\phi_{j_0}}{N(i - s - 1)}(n_{j_0} + n_{j_0} + 2) \geq -\frac{\phi_{j_0}}{N(i - 1)}(n_{j_0} + n_{j_0} + 2) \hspace{1cm} (4.198)$$

which is equivalent to

$$\Delta_0 \geq \frac{s\phi_{j_0}}{N(s - \frac{1}{2})(i - 1)}(n_{j_0} + n_{j_0} + 2). \hspace{1cm} (4.199)$$

Since $s \geq 1$, $n_{j_0} + n_{j_0} = N - i$, and (recall $i - 2 \geq r \geq N - N'$)

$$i \geq N - N' + 2 \Rightarrow n_{j_0} + n_{j_0} + 2 \leq N'$$

the inequality in (4.199) holds because we assume $\frac{\phi_{j_0}}{\Delta_0 N(N - N') < \frac{1}{2}}$ (see Condition 3.2 in Definition 1.1). Hence, the inequality in (4.198) holds too.

3. Due to an analogous argument, the operator

$$(R_{j_1}^{\text{Bog}}; N-2,N-2(z))^{\frac{1}{2}}W_{j_0}$$  \hspace{1cm} (4.200)

next to the vector $\varphi$ is replaced with

$$\sqrt{(N - s)(N - s - 1)} \frac{\phi_{j_0}}{N} \left(\frac{E_\varphi}{N} + \left(k_{j_0}^2 + \frac{N - 2 - s}{N}\phi_{j_0}^2 - z\right)^2 \right) \hspace{1cm} (4.201)$$

which is less than

$$\sqrt{1 - \frac{1}{N} \left(\left(k_{j_0}^2 + \frac{N - 2 - s}{N}\phi_{j_0}^2 - z + \frac{\Delta_0}{2}\right)^2 \right)} \hspace{1cm} (4.202)$$

due to the inequalities in (4.198) and (4.199) with $n_{j_0} + n_{j_0} = 0$ and $i = N$.

Consequently, we can estimate

$$\langle \varphi, W_{j_0}R_{j_1}^{\text{Bog}}; N-2,N-2(z) \rangle \sum_{r = N - N', r \text{ even}}^{N-2} \left| \frac{\Gamma_{j_1; N-2,N-2(z)}(r, h, \ldots, h, \ldots, h, \ldots, h)}{R_{j_1; N-2,N-2(\Delta_0)}(z)} \right|^{N-2} W_{j_0}^* \varphi \rangle \hspace{1cm} (4.203)$$

$$\leq \langle \eta, W_{j_0}R_{j_1}^{\text{Bog}}; N-2,N-2(w) \rangle \sum_{r = N - N', r \text{ even}}^{N-2} \left| \frac{\Gamma_{j_1; N-2,N-2(w)}(r, h, \ldots, h, \ldots, h, \ldots, h)}{R_{j_1; N-2,N-2(\Delta_0)}(w)} \right|^{N-2} W_{j_0}^* \eta \rangle \hspace{1cm} (4.204)$$

where $w \equiv z - \frac{\Delta_0}{2}$. Next, we add the positive quantity – indeed we know that after the re-expansion both quantities (4.205) and (4.206) below can be written as a sum of positive summands and the quantity in (4.206) is a partial sum of the terms in (4.205) – :
to (4.204). Hence, we have shown that

$$\langle \varphi, W_\cdot (R^{\text{Bog}}_{J;N-2,N-2}(z))^\frac{1}{2} \Gamma^{\text{Bog}}_{J;N-2,N-2}(z) (R^{\text{Bog}}_{J;N-2,N-2}(z))^\frac{1}{2} W_\cdot \varphi \rangle \leq \langle \eta, W_\cdot (R^{\text{Bog}}_{J;N-2,N-2}(w))^\frac{1}{2} \Gamma^{\text{Bog}}_{J;N-2,N-2}(w) (R^{\text{Bog}}_{J;N-2,N-2}(w))^\frac{1}{2} W_\cdot \eta \rangle$$

$$+ O\left(\frac{1}{\sqrt{\epsilon_j}} \left(1 + c \sqrt{\epsilon_j}\right)^{N^p}\right)$$

with $w \equiv z - \frac{\Delta_0}{\pi}$.

From (4.207)-(4.209), the inequality in (4.181) follows straightforwardly because the positive operator

$$W_\cdot (R^{\text{Bog}}_{J;N-2,N-2}(z))^\frac{1}{2} \Gamma^{\text{Bog}}_{J;N-2,N-2}(z) (R^{\text{Bog}}_{J;N-2,N-2}(z))^\frac{1}{2} W_\cdot$$

commutes with all number operators $a^*_j a_j$. □

### 4.4.3 Convergent expansion of the ground state

Starting from expression (4.88)-(4.90), for a given $\zeta > 0$ we want to define a vector, $(\psi^{\text{Bog}}_J)_{\zeta}$, in terms of the vector $\eta$ and of a finite sum of products of the interaction terms $W^*_\cdot$, $W_\cdot$, and of the resolvent $\frac{1}{H^{\text{Bog}}_{J;\tilde{z}}}$ (see (3.2)), that approximates $\psi^{\text{Bog}}_J$ up to a quantity in norm less than $O(\zeta)$ provided $N$ is sufficiently large. Since we want to consider arbitrarily small $\zeta$, we restrict the analysis to the mean field limiting regime. The operations to be implemented are described below for $N$ sufficiently large:

- Using the convergence of the series in (4.109) we truncate the sum in (4.90) at some $\zeta$–dependent $\tilde{j}$;
- In each summand obtained from the expression (4.90) after the truncation, for some $\zeta$–dependent $h$ and $j_\#$, we replace the operators $\Gamma^{\text{Bog}}_{J;:,i;:,i}(z_\cdot)$ (see (4.96)-(4.99)) with

$$\sum_{r=\tilde{j}, r \text{ even}}^{j-2} \left[\Gamma^{\text{Bog}}_{J;:,i;:,i}(z_\cdot)\right]_{(r,h;:,r+2,h;:,i-2,h;:)}$$

up to a remainder of sufficiently small operator norm depending on $\zeta$. (Here, we make use of Proposition 4.10 and Remark 4.11 in Section 4.4.2.) Thereby, we replace $\Gamma^{\text{Bog}}_{J;:,i;:,i}(z_\cdot)$ with a finite ($\zeta$–dependent) sum of products of the operators $W^*_\cdot$, $W_\cdot$ (where $j_\# + 2 \leq j < i$) and $R^{\text{Bog}}_{J;:,j;:,j}(z_\cdot)$ (where $j_\# \leq j < i$).

Furthermore, for the ($\zeta$–dependent) finite sum of terms that we have isolated we can invoke the result of Lemma 5.5 to approximate $z_\cdot$ with $E^{\text{Bog}}_{J;:,i;:,i}$ up to an arbitrarily small error for $N$ sufficiently large. Therefore, in the mean field limit the approximation of $\psi^{\text{Bog}}_J$ in terms of the vector $\eta$ and of a finite sum of products of the interaction terms $W^*_\cdot$, $W_\cdot$, and of the resolvent $\frac{1}{H^{\text{Bog}}_{J;\tilde{z}} - E^{\text{Bog}}_{J;:,i;:,i}}$ is up to any desired precision.

In order to get a more compact expression, after observing that the operators

$$Q^{(N-2l,N-2l+1)}_{J;:,i;:,i}$$

$$\frac{1}{Q^{(N-2l,N-2l+1)}_{J;:,i;:,i} E^{\text{Bog}}_{J;:,i;:,i}(z_\cdot) Q^{(N-2l,N-2l+1)}_{J;:,i;:,i}}$$

$$Q^{(N-2l,N-2l+1)}_{J;:,i;:,i}$$

(4.210)
commute with each number operator $a_i^*a_j$, we point out that the operators of the type in (4.210) and contained in expression (4.88)-(4.90) can be replaced with $c$- numbers. Similarly to the treatment of the quantity $\hat{\Theta}_j; N=2(\nu(z))$ in Lemma 5.5, for $2l$ much smaller than $N$, these $c$- numbers can be computed up to an arbitrarily small $\zeta$-dependent remainder provided $N$ is sufficiently large. Indeed, Lemma 5.5 could be generalized to compute these quantities.

5 Appendix

In the first lemma we provide some lengthy computations needed in Lemma 3.3 and in the proof of inequality (4.35) in Section 4.2.

**Lemma 5.1.** The step from (3.68) to (3.69) is justified under the assumptions of Lemma 3.3. Furthermore, the inequality in (4.35) is verified for $i \geq N - N^1\gamma$ with $0 < \gamma < 1$ provided the (positive) constant $c_\gamma$ is sufficiently large.

**Proof**

The step from (3.68) to (3.69) is completed by the identities below where we assume $0 \leq \delta < 2$ and $\frac{1}{N} \leq \epsilon$,

\[
\begin{align*}
[1 + \epsilon_i - \frac{\epsilon_i + 1 + \delta \sqrt{\epsilon_i^2 + 2\epsilon_i}}{N - i + 1}] &= [1 + \epsilon_i - \frac{\epsilon_i + 1 - \delta \sqrt{\epsilon_i^2 + 2\epsilon_i}}{N - i + 1}] \\
&= (1 + \epsilon_i)^2 + O(\epsilon_i^2) + \frac{\epsilon_i + 1 - \delta \sqrt{\epsilon_i^2 + 2\epsilon_i}}{N - i + 1} \left[1 + \epsilon_i - \frac{\epsilon_i + 1 - \delta \sqrt{\epsilon_i^2 + 2\epsilon_i}}{N - i + 1}\right] \\
&= (1 + \epsilon_i)^2 + O(\epsilon_i^2) - \frac{2(\epsilon_i + 1)^2 \delta \sqrt{\epsilon_i^2 + 2\epsilon_i}}{N - i + 1} - \frac{(\epsilon_i + 1)^2 \delta^2 (\epsilon_i^2 + 2\epsilon_i)}{(N - i + 1)^2} \\
&= 1 + a_{\delta_i} - \frac{2b_{\delta_i}}{N - i + 1} - \frac{1 - \epsilon_i}{(N - i + 1)^2}
\end{align*}
\]

using the definitions in (3.40),(3.41), and (3.42).

With regard to the inequality in (4.35), by picking

\[
z = E_j^{\text{Bog}} + (\delta - 1)\phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j},
\]

with $1 + \frac{2\sqrt{\epsilon + 2\epsilon_j}}{\delta} \leq \delta \leq 1 + \sqrt{\epsilon_j}$, we can write

\[
\frac{z}{\phi_j} = \left[\epsilon_j + 1 - \delta \sqrt{\epsilon_j^2 + 2\epsilon_j}\right]
\]

and (for $2 \leq i \leq N - 2$)

\[
W_j; i; 2(z)W_j; i; 2(z)_{z = E_j^{\text{Bog}} + (\delta - 1)\phi_j \sqrt{\epsilon_j^2 + 2\epsilon_j}}.
\]
where in the step from (5.18), we estimate $\frac{N}{2^N} = O\left(\frac{1}{N}\right)$ and $\frac{2N}{N-1} = O\left(\frac{1}{N}\right)$. Next, making use of $\frac{N}{N-1} = O\left(\frac{1}{N}\right)$, we estimate

$$
(5.18)
$$
\[ (1 + \varepsilon_j)^2 + O(\frac{\varepsilon_j}{N^\nu}) + O(\frac{1}{N}) \] (5.20)

\[ + (1 + \varepsilon_j) \sum_{i=1}^{N} \frac{\varepsilon_j + 1 - \delta \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.21)

\[ - (1 + \varepsilon_j) \sum_{i=1}^{N} \frac{\varepsilon_j + 1 + \delta \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.22)

\[ + \frac{N}{(N-i+2)(N-i+2)} \sum_{i=1}^{N} \frac{\varepsilon_j + 1 - \delta \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.23)

\[ = (1 + \varepsilon_j)^2 + O(\frac{\varepsilon_j}{N^\nu}) + O(\frac{1}{N}) \] (5.24)

\[ - (1 + \varepsilon_j) \sum_{i=1}^{N} \frac{2\delta \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.25)

\[ + \frac{1}{(N-i+2)(N-i+2)} \sum_{i=1}^{N} \frac{\varepsilon_j + 1 - \delta \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.26)

\[ < 1 + 2\varepsilon_j + \varepsilon_j^2 + O(\frac{\varepsilon_j}{N^\nu}) + O(\frac{1}{N}) \] (5.27)

\[ - \frac{1}{(N-i+2)(N-i+2)} \sum_{i=1}^{N} \frac{2\delta(1 + \varepsilon_j) \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.28)

\[ - \frac{1}{(N-i+2)(N-i+2)} \sum_{i=1}^{N} \frac{\varepsilon_j + 1 - \delta \sqrt{\varepsilon_j^2 + 2\varepsilon_j}}{(N-i+2)(N-i+2)} \] (5.29)

\[ = 1 + 2\varepsilon_j + \varepsilon_j^2 + O(\frac{\varepsilon_j}{N^\nu}) + O(\frac{1}{N}) - \frac{2b_{\varepsilon_j}}{(N-i+2)} - \frac{1 - c_{\varepsilon_j}}{(N-i+2)^2}. \] (5.30)

Hence, the inequality in (4.35) holds for a sufficiently large constant \(c_{\gamma}. \) □

**Lemma 5.2.** Assume \( \varepsilon > 0 \) sufficiently small. Consider for \( j \in \mathbb{N}_0 \) the sequence defined iteratively according to the relation

\[ X_{2j+2} := 1 - \frac{1}{4(1 + a_{\varepsilon} - \frac{2b_{\varepsilon}}{N-2j-1} - \frac{1-c_{\varepsilon}}{(N-2j-1)^2})} X_{2j} \] (5.31)

with the initial condition \( X_0 = 1 \) up to \( X_{N-2}. \) (We recall that \( N \) is assumed to be even.) Here,

\[ a_{\varepsilon} := 2\varepsilon + O(\varepsilon^\nu), \quad \nu > \frac{11}{8}, \] (5.32)

\[ b_{\varepsilon} := (1 + \varepsilon)\delta \chi_{[0,2]}(\delta) \sqrt{\varepsilon^2 + 2\varepsilon} \bigg|_{\delta=1+\sqrt{\varepsilon}} \] (5.33)

and

\[ c_{\varepsilon} := -(1 - \delta^2 \chi_{[0,2]}(\delta)) (\varepsilon^2 + 2\varepsilon) \bigg|_{\delta=1+\sqrt{\varepsilon}} \] (5.34)

with \( \chi_{[0,2]}(\delta) \) the characteristic function of the interval \([0, 2)\). Then, the following estimate holds true for \( 2 \leq N - 2j \leq N, \)

\[ X_{2j} \geq \frac{1}{2} \left[ 1 + \sqrt{\eta a_{\varepsilon} - \frac{b_{\varepsilon}}{\sqrt{\eta a_{\varepsilon}}} \frac{1}{N-2j-\xi}} \right]. \] (5.35)

with \( \eta = 1 - \sqrt{\varepsilon}, \xi = e^{\Theta} \) where \( \Theta := \min\{2(\nu - \frac{11}{8}) ; \frac{1}{4}\}. \)
Proof

By setting $2l := N - 2j$ and $Y_{2l} := X_{2j}$, the statement of the lemma can be re-phrased in terms of the sequence defined by the relation

$$Y_{2l-2} := 1 - \frac{1}{4(1 + a_{e} \frac{2b_{e}}{2l-1} - \frac{1-c_{e}}{(2l-1)^2})Y_{2l}}$$

and starting from $Y_{N} \equiv 1$ down to $Y_{2}$.

**Remark 5.3.** We observe that for $\varepsilon = 0$ and initial value $Y_{N} = \frac{1}{2}(1 - \frac{1}{N})$, the sequence $Y_{2l}$ can be explicitly computed. Indeed, for $Y_{2l} = \frac{1}{2}(1 - \frac{1}{2l})$ we have

$$Y_{2l-2} = \frac{1}{2}(1 - \frac{1}{2l-2}) = 1 - \frac{1}{4(1 - \frac{1}{(2l-1)^2})^2(1 - \frac{1}{2l})} = 1 - \frac{1}{4(1 - \frac{1}{(2l-1)^2})Y_{2l}}$$

For $\varepsilon$ small enough we consider the following inductive hypothesis

$$Y_{2l} \geq \frac{1}{2}\left[1 + \sqrt{\eta \alpha_{e}} - \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - \xi}\right],$$

with $\eta = 1 - \sqrt{\varepsilon}$ and $0 < \xi < 1$.

We observe that (5.38) is fulfilled for $2l = N$ and $\varepsilon$ sufficiently small by the initial condition $Y_{N} \equiv 1$. The inductive proof amounts to check the inequality

$$1 - \frac{1}{4(1 + a_{e} \frac{2b_{e}}{2l-1} - \frac{1-c_{e}}{(2l-1)^2})^2(1 + \sqrt{\eta \alpha_{e}} - \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - \xi})} \geq \frac{1}{2}\left[1 + \sqrt{\eta \alpha_{e}} - \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - 2 - \xi}\right]$$

that is equivalent to

$$f(l) := (1 - \sqrt{\eta \alpha_{e}} + \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - 2 - \xi})(1 + \sqrt{\eta \alpha_{e}} - \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - \xi})(1 + a_{e} - \frac{2b_{e}}{2l - 1} - \frac{1-c_{e}}{(2l-1)^2}) \geq 1 \quad (5.39)$$

for any $2 \leq l \leq \frac{N}{2}$. A lengthy calculation shows that

$$f(l) = (1 - \sqrt{\eta \alpha_{e}} + \frac{b_{e}}{2l - 2 - \xi} + \sqrt{\eta \alpha_{e}} - \eta \alpha_{e} + \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - 2 - \xi})(1 + \sqrt{\eta \alpha_{e}} - \frac{b_{e}/\sqrt{\eta \alpha_{e}}}{2l - \xi})(1 + a_{e} - \frac{2b_{e}}{2l - 1} - \frac{1-c_{e}}{(2l-1)^2})$$

$$\times(1 + a_{e} - \frac{2b_{e}}{2l - 1} - \frac{1-c_{e}}{(2l-1)^2})$$

$$= 1 + a_{e}(1 - \eta) - \eta \alpha_{e}^2 + \frac{2b_{e}a_{e}}{2l - 1} + \frac{\eta \alpha_{e}(1 - c_{e})}{(2l-1)^2}$$

$$+ \frac{b_{e}}{2l - \xi} + \frac{a_{e}b_{e}}{2l - \xi} - \frac{2b_{e}^2}{(2l-1)(2l-1)} - \frac{b_{e}(1 - c_{e})}{(2l-\xi)(2l-1)} + \frac{b_{e}}{2l - 2 - \xi} - \frac{2b_{e}}{2l - 1} + \frac{a_{e}b_{e}}{2l - 2 - \xi}$$

$$- \frac{2b_{e}^2}{(2l-2-\xi)(2l-1)} - \frac{b_{e}(1 - c_{e})}{(2l-2-\xi)(2l-2-\xi)} + \frac{2(b_{e}/\sqrt{\eta \alpha_{e}}) - (b_{e}/\sqrt{\eta \alpha_{e}})^2}{(2l-2-\xi)(2l-2-\xi)} - \frac{1-c_{e}}{(2l-1)^2}$$

$$+ \frac{a_{e}[2(b_{e}/\sqrt{\eta \alpha_{e}}) - (b_{e}/\sqrt{\eta \alpha_{e}})^2]}{(2l-2-\xi)(2l-\xi)} - \frac{2b_{e}[2(b_{e}/\sqrt{\eta \alpha_{e}}) - (b_{e}/\sqrt{\eta \alpha_{e}})^2]}{(2l-1)(2l-2-\xi)(2l-\xi)}$$

$$- \frac{(1-c_{e})[2(b_{e}/\sqrt{\eta \alpha_{e}}) - (b_{e}/\sqrt{\eta \alpha_{e}})^2]}{(2l-1)^2(2l-2-\xi)(2l-\xi)}$$

$$= 1 \quad (5.47)$$
Using the definitions of \(a_\epsilon, b_\epsilon, \) and \(c_\epsilon,\) we observe that:

- For \(\eta = 1 - \sqrt{\epsilon} \) and \(\epsilon\) small enough,
  \[a_\epsilon (1 - \eta) - \eta a_\epsilon^2 > c_1 \epsilon^{\frac{3}{2}}; \tag{5.55}\]
  for some \(c_1 > 0\) independent of \(\epsilon;\)

- In the considered ranges for \(\xi\) and \(l,\) and for \(\epsilon\) small,
  \[2(b_\epsilon / \sqrt{\eta a_\epsilon}) - (b_\epsilon / \sqrt{\eta a_\epsilon})^2 = 1 + O(\epsilon^{2(\nu - 1)}) + O(\epsilon) \tag{5.56}\]
  so that
  \[\frac{2(b_\epsilon / \sqrt{\eta a_\epsilon}) - (b_\epsilon / \sqrt{\eta a_\epsilon})^2}{(2l - 2 - \xi)(2l - \xi)} = \frac{4l\xi - 2\xi - \xi^2 + 1}{(2l - 2 - \xi)(2l - 1)^2(2l - \xi)} + O(\frac{1}{l^2} \epsilon^{2(\nu - 1)}) + O(\frac{1}{l^1} \epsilon) \tag{5.57}\]
  \[> \frac{c_2 \xi}{l^2} + \frac{1}{(2l - 2 - \xi)(2l - 1)^2(2l - \xi)} + O(\frac{1}{l^2} \epsilon^{2(\nu - 1)}) + O(\frac{1}{l^1} \epsilon) \tag{5.58}\]
  for some \(c_2 > 0\) independent of \(\epsilon, \xi,\) and \(l;\)

- In the considered ranges for \(l\) and \(\xi\)
  \[\frac{b_\epsilon}{2l - \xi} + \frac{b_\epsilon}{2l - 2 - \xi} - \frac{2b_\epsilon}{2l - 1} = \frac{b_\epsilon(2 + 4l\xi - 2\xi - 2\xi^2)}{(2l - \xi)(2l - 2 - \xi)(2l - 1)} > 0; \tag{5.59}\]

- In the considered ranges for \(\xi\) and \(l,\) and for \(\epsilon\) small, the terms in (5.51) are all positive.

- In the considered ranges for \(\xi\) and \(l,\) and for \(\epsilon\) small,
  \[-\frac{b_\epsilon(1 - c_\epsilon)}{(2l - \xi)(2l - 1)^2 - (2l - 2 - \xi)(2l - 1)^2} + \frac{2b_\epsilon[2(b_\epsilon / \sqrt{\eta a_\epsilon}) - (b_\epsilon / \sqrt{\eta a_\epsilon})^2]}{(2l - 1)(2l - 2 - \xi)(2l - \xi)} \tag{5.54}\]

- The terms in (5.53) and (5.54) are \(O(\frac{1}{l^2} \epsilon)\) and \(O(\frac{1}{l^1} \sqrt{\epsilon}),\) respectively.

In conclusion, we have to require that
\[c_1 \epsilon^{\frac{3}{2}} + c_2 \frac{\xi}{l^2} + O(\frac{1}{l^2} \epsilon^{2(\nu - 1)}) + O(\frac{1}{l^1} \sqrt{\epsilon}) + O(\frac{1}{l^1} \epsilon) > 0. \tag{5.61}\]

This is verified for
\[2(\nu - 1) - \frac{3}{4} = \Theta' > 0 \quad \text{and} \quad \xi = e^{\Theta} \tag{5.62}\]

with \(\Theta := \min(\Theta'; \frac{1}{4})\) and \(\epsilon\) sufficiently small because:
c_1 \frac{\epsilon}{\sqrt{\theta}} - O\left(\frac{1}{\sqrt{\theta}} \sqrt{\epsilon}\right) \geq c_3 \frac{\epsilon}{\sqrt{\theta}} \quad \text{for some } c_3 > 0;

\frac{1}{l^2} \epsilon = \frac{1}{l^2} \epsilon^\frac{1}{l^2} \leq \frac{1}{l^2} \epsilon^\frac{1}{l^2} + \frac{\epsilon^3}{2l^4};

\frac{1}{l^2} \epsilon^{2(v-1)} = \frac{1}{l^2} \epsilon^{2(v-1)-\frac{1}{l^2}} = \frac{1}{l^2} \epsilon^\theta \epsilon^\frac{1}{l^2} = \frac{1}{l^2} \epsilon^\theta \epsilon^\frac{1}{l^2} \leq \epsilon^\theta \frac{1}{2l^2} \epsilon^\theta + \frac{\epsilon^3}{2}.

Therefore, for \( \epsilon \) small enough (5.61) is fulfilled if

\begin{equation}
\frac{c_1 \epsilon^\frac{3}{2} + c_2 \frac{\epsilon}{l^2} + O(\epsilon^\theta \frac{1}{2} \epsilon^\frac{3}{2} + \epsilon^\frac{3}{2} \theta^\frac{1}{2} l^4)}{1 - \left[1 + \sqrt{\eta \epsilon} - \frac{b_\epsilon}{N-2j-\xi}\right]} < 0.
\end{equation}

In fact, for \( \epsilon \) small enough and \( \xi = \epsilon^\theta \), the sum \( c_1 \epsilon^\frac{3}{2} + c_2 \frac{\epsilon}{l^2} \) dominates the remaining terms and the inequality in (5.61) holds true.

For an analogous sequence \( X^{(\delta)}_{2j+2} \) defined by the initial condition \( X^{(\delta)}_{i_0} = 1 \) for some (even) \( 0 \leq i_0 < N-2 \) and by the relation (5.31) but with \( b^{(\delta)}_\epsilon, c^{(\delta)}_\epsilon \) (see (3.41)-(3.42)) replacing \( b_\epsilon \) and \( c_\epsilon \), respectively, we can show that if \( \delta \leq 1 + \sqrt{\epsilon} \) then \( X^{(\delta)}_{2j} \geq X_{2j} \) for \( i_0 \leq 2j \leq N-2 \). This holds because \( 1 = X^{(\delta)}_{i_0} = X_{i_0} (> 0) \) and assuming that the property holds for \( 2j \) we derive

\begin{equation}
X^{(\delta)}_{2j+2} = 1 - \frac{1}{4(1 + a_\epsilon - \frac{2h^{(\delta)}_{\epsilon}}{N-2j-1} - \frac{1-c^{(\delta)}_\epsilon}{(N-2j-1)^2})X_{2j}}
\end{equation}

\begin{equation}
\geq 1 - \frac{1}{4(1 + a_\epsilon - \frac{2h_{\epsilon}}{N-2j-1} - \frac{1-c_\epsilon}{(N-2j-1)^2})X_{2j}}
\end{equation}

\begin{equation}
\geq 1 - \frac{1}{4(1 + a_\epsilon - \frac{2h_{\epsilon}}{N-2j-1} - \frac{1-c_\epsilon}{(N-2j-1)^2})X_{2j}}
\end{equation}

\begin{equation}
= X_{2j+2}
\end{equation}

\begin{equation}
\geq \frac{1}{2} \left[1 + \sqrt{\eta \epsilon} - \frac{b_\epsilon}{N-2j-\xi}\right]
\end{equation}

where in the step from (5.64) to (5.65) we have use that \( \frac{2h^{(\delta)}_{\epsilon}}{N-2j-1} - \frac{1-c^{(\delta)}_\epsilon}{(N-2j-1)^2} \) is nonincreasing in \( \delta \), for \( \epsilon \) and \( \delta \) in the assumed ranges.

\( \square \)

**Lemma 5.4.** Let \( 0 < \gamma < 1 \) and, for notational simplicity, assume that \( N^{1-\gamma}, N^{1-\gamma} \) are both even. Let \( i_0 = N + N^{1-\gamma} \) and consider for \( j \in \mathbb{N} \) and \( j \geq i_0 \) the sequence defined iteratively according to the relation

\begin{equation}
\tilde{X}^{(\gamma,\delta)}_{2j+2} := 1 - \frac{1}{4(1 + a_\epsilon^{(\gamma)} - \frac{2h_{\epsilon}^{(\gamma)}}{N-2j} - \frac{1-c_\epsilon^{(\gamma)}}{(N-2j)^\gamma})\tilde{X}_{2j}}
\end{equation}

with the initial condition \( \tilde{X}^{(\gamma,\delta)}_{i_0} = 1 \) up to \( \tilde{X}^{(\gamma,\delta)}_{2j=N-2} \). Here,

\begin{equation}
a_\epsilon^{(\gamma)} := 2\epsilon + c_\gamma \left[ \frac{\epsilon}{N^\gamma} + \frac{1}{N} + \epsilon^2 \right], \quad c_\gamma > 0,
\end{equation}
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\[ b^{(6)}_{\varepsilon} := (1 + \varepsilon)\delta \sqrt{\varepsilon^2 + 2\varepsilon}, \tag{5.70} \]

and
\[ c^{(6)}_{\varepsilon} := -(1 - \delta^2)(\varepsilon^2 + 2\varepsilon) \tag{5.71} \]

where:

- \( \varepsilon \) is sufficiently small and such that
  \[ \varepsilon^2 + \frac{\varepsilon}{N^\gamma} + \frac{1}{N} \leq k_\gamma \varepsilon \sqrt{\varepsilon} , \quad \frac{1}{N^{1-\gamma}} \leq k_\gamma \varepsilon , \tag{5.72} \]
  for some constant \( k_\gamma \) sufficiently small;

- \( 1 + \frac{2\sqrt{3}}{6} \sqrt{\varepsilon} \leq \delta \leq 1 + \sqrt{\varepsilon} \).

Then, \( \tilde{X}^{(\gamma, \delta)}_{2j} > 0 \) and for \( 2 \leq N - 2j \leq \frac{N^{1-\gamma}}{2} \) the following estimate holds true
\[ (0 <) \tilde{X}^{(\gamma, \delta)}_{2j} \leq \frac{1}{2} \left[ 1 + \sqrt{a^{(\gamma)}_{\varepsilon} - \frac{1}{N - 2j + 1 - b^{(6)}_{\varepsilon}}} \right]. \]

**Proof**

By setting \( 2l := N - 2j \) and \( Y^{(\gamma, \delta)}_{2l} := \tilde{X}^{(\gamma, \delta)}_{2j} \), the statement of the lemma can be re-phrased in terms of the sequence defined by the relation
\[ Y^{(\gamma, \delta)}_{2l-2} := 1 - \frac{1}{4(1 + a^{(\gamma)}_{\varepsilon} - b^{(6)}_{\varepsilon})} \frac{1}{(2l - 2)^2} \frac{1}{4b^{(\delta)}_{\varepsilon} - 1} Y^{(\gamma, \delta)}_{2l}, \tag{5.73} \]
starting from \( Y^{(\gamma, \delta)}_{2l=N-1} = 1 \) down to \( Y^{(\gamma, \delta)}_{2l=2} \). Since \( 1 + \frac{2\sqrt{3}}{6} \sqrt{\varepsilon} \leq \delta \leq 1 + \sqrt{\varepsilon} \), the same arguments of Lemma 5.2 ensure that \( 1 \geq Y^{(\gamma, \delta)}_{2l} > 0 \) if \( \varepsilon \) is small enough, so that the sequence is well defined in the considered range for \( 2l \).

Provided \( \varepsilon \) is small enough, and provided the inequalities in (5.72) are satisfied, we shall prove that
\[ Y^{(\gamma, \delta)}_{2l} \leq \frac{1}{2} \left[ 1 + \sqrt{a^{(\gamma)}_{\varepsilon} - \frac{1}{2l + 1 - b^{(6)}_{\varepsilon}}} \right] \]
for \( 2 \leq 2l < \frac{N^{1-\gamma}}{2} \) assuming that it is true for \( 2l = \frac{N^{1-\gamma}}{2} \). The latter assumption will be shown to be satisfied in the final part of the lemma.

Similarly to (5.39) in Lemma 5.2, it is enough to check that, for \( 4 \leq 2l \leq \frac{N^{1-\gamma}}{2} \), the maximum of
\[ f(l) := (1 - \sqrt{a^{(\gamma)}_{\varepsilon} + \frac{1}{2l - 1 - b^{(6)}_{\varepsilon}}})(1 + \sqrt{a^{(\gamma)}_{\varepsilon} - \frac{1}{2l + 1 - b^{(6)}_{\varepsilon}}})(1 + a^{(\gamma)}_{\varepsilon} - \frac{b^{(6)}_{\varepsilon} - 1 - c^{(6)}_{\varepsilon}}{l}) \tag{5.74} \]

is smaller than or equal to 1. In the computation below is helpful to recall that \( a^{(\gamma)}_{\varepsilon} = O(\varepsilon) \), \( b^{(6)}_{\varepsilon} = O(\varepsilon^2) \), and \( c^{(6)}_{\varepsilon} = O(\varepsilon^4) \) in the considered range of \( \delta \). We get
\[ f(l) = 1 + \frac{(4b^{(6)}_{\varepsilon} - b^{(6)}_{\varepsilon} - c^{(6)}_{\varepsilon})}{(2l)^2(4l^2 - 1 - 4l b^{(6)}_{\varepsilon} + (b^{(6)}_{\varepsilon})^2)} \tag{5.75} \]
\[ + \frac{\sqrt{a^{(\gamma)}_{\varepsilon}}}{2l + 1 - b^{(6)}_{\varepsilon}} + \frac{\sqrt{a^{(\gamma)}_{\varepsilon}}}{2l - 1 - b^{(6)}_{\varepsilon}} - \frac{b^{(6)}_{\varepsilon}}{l} \tag{5.76} \]
we consider

\[(5.77)\]

\[
- \left( \frac{a^{(y)}}{l} \right)^2 + \frac{a^{(y)} b^{(\delta)}}{(2l)^2} + \frac{a^{(y)}(1 - c^{(\delta)})}{(2l)^2} + \frac{a^{(y)} \sqrt{a^{(y)}}}{(2l)^2} + \frac{b^{(\delta)} \sqrt{a^{(y)}}}{(2l - 1 - b^{(\delta)})l} - \frac{\sqrt{a^{(y)}}(1 - c^{(\delta)})}{(2l - 1 - b^{(\delta)})}\]

\[
\frac{b^{(\delta)}}{(2l - 1 - b^{(\delta)})} - \frac{\sqrt{a^{(y)}(1 - c^{(\delta)})}{(2l - 1 - b^{(\delta)})l} + \frac{4l^2 - 4l b^{(\delta)} + (b^{(\delta)})^2}{(2l - 1 - b^{(\delta)})l + 1)}\]

\[
= 1 - \frac{(b^{(\delta)})^2}{(2l)^2(4l^2 - 1)} - \left( \frac{a^{(y)}}{l} \right)^2 (5.77)
\]

\[
\frac{a^{(y)}}{(2l)^2} + \frac{a^{(y)}}{4l^2 - 1} - \frac{b^{(\delta)} \sqrt{a^{(y)}}}{(2l - 1 - b^{(\delta)})l} - \frac{\sqrt{a^{(y)}}}{(2l + 1)l} - \frac{b^{(\delta)}}{l} (5.78)
\]

\[
\frac{\sqrt{a^{(y)}}}{2l - 1 - b^{(\delta)}} + \frac{\sqrt{a^{(y)}}}{2l + 1 - b^{(\delta)}} - \frac{b^{(\delta)}}{l} (5.79)
\]

\[
\frac{b^{(\delta)}}{(2l + 1 - b^{(\delta)})l} + \frac{4l b^{(\delta)}}{(2l^2(4l^2 - 1 - 4b^{(\delta)}) + 1)} (5.80)
\]

\[
+ \frac{1}{l} a(\varepsilon) (5.82)
\]

First we observe that due to the assumption in (5.72) we can write

\[
b^{(\delta)} \geq \sqrt{a^{(y)}} + \left[ \frac{2\sqrt{2} + 3}{6} + k^{\prime} \right] \varepsilon (5.83)
\]

where \(|k^{\prime}| > 0\) can be made arbitrarily small provided \(k^\gamma > 0\) is sufficiently small, in particular we consider \(|k^{\prime}| < \frac{2\sqrt{2} + 3}{6}\). We point out that:

- Because of (5.83) the sum of the terms in (5.78) is negative;
- The term in (5.81) is identically zero;
- As far as (5.79) and (5.80) are concerned, due to (5.83) we can write

\[
(5.79) \leq \frac{\sqrt{a^{(y)}}}{2l + 1 - b^{(\delta)}} + \frac{\sqrt{a^{(y)}}}{2l - 1 - b^{(\delta)}} - \frac{\sqrt{a^{(y)}}}{l} - \frac{(\frac{2\sqrt{2} + 3}{6} + k^{\prime}) \varepsilon}{l} (5.84)
\]

\[
= \frac{\sqrt{a^{(y)}}(2l b^{(\delta)} - b^{(\delta)})^2 + 1}{(2l + 1 - b^{(\delta)})(2l - 1 - b^{(\delta)})} - \frac{(\frac{2\sqrt{2} + 3}{6} + k^{\prime}) \varepsilon}{l} (5.85)
\]

and

\[
(5.80) = \frac{\sqrt{a^{(y)}}}{(2l + 1 - b^{(\delta))}(2l)^2} - \frac{\sqrt{a^{(y)}}}{(2l - 1 - b^{(\delta)})(2l)^2} (5.86)
\]

\[
= \frac{\sqrt{a^{(y)}}(4l - 2b^{(\delta)})}{(2l + 1 - b^{(\delta)})(2l - 1 - b^{(\delta)})(2l)^2}, (5.87)
\]
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hence

\[
(5.79) + (5.80) \leq \frac{\sqrt{a^{(y)}_e (4l^2 b^{(y)}_e - 2l(b^{(y)}_e)^2 + b^{(y)}_e)}}{(2l + 1 - b^{(y)}_e)(2l - 1 - b^{(y)}_e)2l^2} - \frac{[\frac{2\sqrt{\pi} + 3}{6} + k'_y]}{l};
\]

(5.88)

- Concerning (5.88), we notice that

\[
\frac{\sqrt{a^{(y)}_e (4l^2 b^{(y)}_e + b^{(y)}_e)}}{(2l + 1 - b^{(y)}_e)(2l - 1 - b^{(y)}_e)2l^2} = \frac{4\epsilon}{(2l + 1 - b^{(y)}_e)(2l - 1 - b^{(y)}_e)2l^2} + \frac{\epsilon}{(2l + 1 - b^{(y)}_e)(2l - 1 - b^{(y)}_e)2l^2} + \frac{[\frac{2\sqrt{\pi} + 3}{6} + k'_y]}{l}.\]

(5.91)

Furthermore, since \( l \geq 2 \), for \( \epsilon \) and \(|k'_y|\) sufficiently small

\[
\frac{4\epsilon}{(2l + 1 - b^{(y)}_e)(2l - 1 - b^{(y)}_e)2l^2} + \frac{\epsilon}{(2l + 1 - b^{(y)}_e)(2l - 1 - b^{(y)}_e)2l^2} + \frac{[\frac{2\sqrt{\pi} + 3}{6} + k'_y]}{l} < \frac{\epsilon}{l}
\]

(5.92)

for some \( c > 0 \).

These observations show that \( f(l) < 1 \) for \( \epsilon \) sufficiently small.

Now we prove that in fact \( Y^{(y,\delta)}_{2l} \leq \frac{1}{2} \left[ 1 + \sqrt{a^{(y)}_e - \frac{1}{2l + 1 - b^{(y)}_e}} \right] \) for \( 2l = \frac{N^{1-\gamma}}{2} \) and \( \epsilon \) sufficiently small. Starting from the definition

\[
Y^{(y,\delta)}_{2l-2} := 1 - \frac{1}{4(1 + a^{(y)}_e - \frac{2b^{(y)}_e}{2l} - \frac{1 - b^{(y)}_e}{2l})} Y^{(y,\delta)}_{2l-2}, \quad Y^{(y,\delta)}_{2l = N^{1-\gamma}} = 1,
\]

we observe that for \( \frac{N^{1-\gamma}}{2} \leq 2l \leq N^{1-\gamma} \) the inequality \( Y^{(y,\delta)}_{2l} \leq \tilde{Y}_{2l} \) holds where \( \tilde{Y}_{2l} \) is defined by

\[
\tilde{Y}_{2l-2} := 1 - \frac{1}{4(1 + a^{(y)}_e) \tilde{Y}_{2l}}
\]

(5.94)

with \( \tilde{Y}_{N^{1-\gamma}} \equiv 1 \). Furthermore, the bound

\[
\tilde{Y}_{2l} \geq \tilde{Y} := \frac{1}{2} + \frac{1}{2} \sqrt{a^{(y)}_e \frac{1}{1 + a^{(y)}_e}}
\]

(5.95)

holds true, where \( \tilde{Y} \) solves the equation

\[
y = 1 - \frac{1}{4(1 + a^{(y)}_e)y}.
\]

(5.96)

Hence, using (5.94), (5.96) and the bound in (5.95) we can estimate

\[
|\tilde{Y} - \tilde{Y}_{2l-2}| = \frac{1}{4(1 + a^{(y)}_e)} \frac{|\tilde{Y} - \tilde{Y}_{2l}|}{\tilde{Y} \cdot \tilde{Y}_{2l}} \leq \frac{1}{(1 + ce^2)} \frac{|\tilde{Y} - \tilde{Y}_{2l}|}{(1 + ce^2)^{(N^{1-\gamma} - 2l + 2)/2}} \leq \frac{1}{1 + ce^2} \frac{|\tilde{Y} - \tilde{Y}_{N^{1-\gamma}}|}{(N^{1-\gamma} - 2l + 2)/2}
\]

(5.97)
Lemma 5.5. Let \( \epsilon > 0 \). Finally, due to the second inequality in (5.72), we can conclude that if \( \kappa \gamma \) is sufficiently small then

\[
\frac{\dd Y^{(\gamma, \delta)}}{\dd x} \leq \frac{\dd}{\dd x} Y^{(\gamma, \delta)} - \mathcal{E} + \mathcal{E} \leq O\left(\frac{1}{1 + c \epsilon \gamma} \right) + \frac{1}{2 + \frac{1}{2} + c \epsilon \gamma} \left[ \frac{a^{(\gamma)}}{1 + a^{(\gamma)}} \right] \leq \frac{1}{2} \left[ \frac{1 + \sqrt{a^{(\gamma)}} - \frac{1}{2}}{a^{(\gamma)}} + 1 - b^{(\delta)} \right]
\]

for \( \epsilon \) sufficiently small. \( \square \)

In the next lemma we estimate the difference between the ground state energy, \( z^* \), of \( H_{B_{\gamma}} \) and \( E_{J_{\gamma}}^{B_{\gamma}} \).

**Lemma 5.5.** Let \( \epsilon_{J_{\gamma}} \) be sufficiently small and \( N \) be sufficiently large to fulfill the assumptions of Theorem 4.1 (therefore we implicitly assume Proposition 4.10, Lemma 4.4, and Lemma 5.2). Then, for some \( c > 0 \) the estimate

\[
|z^* - E_{J_{\gamma}}^{B_{\gamma}}| \leq O\left(\frac{1}{\epsilon_{J_{\gamma}} N^\beta}\right) + O\left(\frac{1}{\sqrt{\epsilon_{J_{\gamma}}} \epsilon_{J_{\gamma}}} N^{1 - \beta}\right) + O\left(\frac{1}{N}\right), \quad 0 < \beta < 1, \quad (5.98)
\]

holds true provided \( \frac{1}{N^\beta} = o(\epsilon_{J_{\gamma}}), \frac{1}{N^{1 - \beta}} = o(\sqrt{\epsilon_{J_{\gamma}}}). \)

**Proof**

From Remark 4.1 we know that

\[
f_{J_{\gamma}}(z) := -z - (1 - \frac{1}{N}) \frac{\phi_{J_{\gamma}}^2}{\phi_{J_{\gamma}}(2\epsilon_{J_{\gamma}} + 2 - \frac{1}{N}) - z} \tilde{G}_{J_{\gamma}}: N-2, N-2(z)
\]

has derivative not larger than \(-1\) for \( z \) in the interval (4.61). Hence, for \( z \) in this interval we can estimate

\[
|z - E_{J_{\gamma}}^{B_{\gamma}}| \quad (5.99)
\]

\[
\leq |f_{J_{\gamma}}(z) - f_{J_{\gamma}}(E_{J_{\gamma}}^{B_{\gamma}})|
\]

\[
= |z + (1 - \frac{1}{N}) \frac{\phi_{J_{\gamma}}^2}{\phi_{J_{\gamma}}(2\epsilon_{J_{\gamma}} + 2 - \frac{1}{N}) - z} \tilde{G}_{J_{\gamma}}: N-2, N-2(z)
\]

\[
- [E_{J_{\gamma}}^{B_{\gamma}} + (1 - \frac{1}{N}) \frac{\phi_{J_{\gamma}}}{\phi_{J_{\gamma}}(2\epsilon_{J_{\gamma}} + 2 - \frac{1}{N}) - E_{J_{\gamma}}^{B_{\gamma}}} \tilde{G}_{J_{\gamma}}: N-2, N-2(E_{J_{\gamma}}^{B_{\gamma}})]| \quad (5.100)
\]

We recall that \( f_{J_{\gamma}}(z^*) = 0 \) by definition of \( z^* \). Thus, we deduce that

\[
|z^* - E_{J_{\gamma}}^{B_{\gamma}}| \leq | - E_{J_{\gamma}}^{B_{\gamma}} - (1 - \frac{1}{N}) \frac{\phi_{J_{\gamma}}}{(2\epsilon_{J_{\gamma}} + 2 - \frac{1}{N}) - E_{J_{\gamma}}^{B_{\gamma}}} \tilde{G}_{J_{\gamma}}: N-2, N-2(E_{J_{\gamma}}^{B_{\gamma}})| \quad (5.101)
\]

In the remaining part of the proof, we provide an approximated expression, \( \frac{1}{N^{1/2}} \), to \( \tilde{G}_{J_{\gamma}}: N-2, N-2(E_{J_{\gamma}}^{B_{\gamma}}) \) through successive steps. Finally, using this approximation we show that

\[
|E_{J_{\gamma}}^{B_{\gamma}}| \leq O\left(\frac{1}{\epsilon_{J_{\gamma}} N^\beta}\right) + O\left(\frac{1}{\sqrt{\epsilon_{J_{\gamma}}} \epsilon_{J_{\gamma}}} N^{1 - \beta}\right) + O\left(\frac{1}{N}\right). \quad (5.102)
\]
The approximation of $\mathcal{G}_{j, i, \beta} = \mathcal{G}_{j, i, \beta}(E_{j}^{\text{Bog}})$ consists of three steps:

$$
\mathcal{G}_{j, i, \beta} = \mathcal{G}_{j, i, \beta}(E_{j}^{\text{Bog}}) \rightarrow \mathcal{G}_{j, i, \beta}(E_{j}^{\text{Bog}}) r(z)
$$

(5.103)

$$
[\mathcal{G}_{j, i, \beta} : N-2, N-2] r(z)_{z \in E_{j}^{\text{Bog}}} \rightarrow \frac{1}{[Y_{2}]_{s}}
$$

(5.104)

$$
\frac{1}{[Y_{2}]_{s}} \rightarrow \frac{1}{[Y_{2}]_{B}}
$$

(5.105)

where the quantities $[\mathcal{G}_{j, i, \beta} : N-2, N-2] r(z), \frac{1}{[Y_{2}]_{s}}$, and $\frac{1}{[Y_{2}]_{B}}$ are defined at points 1), 2), and 3) below where we outline each step.

For expository convenience, in the following we assume that $N^{1-\beta}$ is an even number and avoid to introduce $[N^{1-\beta}]$ or $[N^{1-\beta}] - 1$.

1) For $z \leq E_{j}^{\text{Bog}} + \sqrt{e_{j}}, \sqrt{e_{j}} \leq 2\epsilon_{j}$, we estimate the difference between $\mathcal{G}_{j, i, \beta} = \mathcal{G}_{j, i, \beta}(E_{j}^{\text{Bog}})$ and $[\mathcal{G}_{j, i, \beta} : N-2, N-2] r(z)$ where $\mathcal{G}_{j, i, \beta}$ is the element corresponding to $i = N-2$ of the sequence defined by

$$
\mathcal{G}_{j, i, \beta} := \sum_{i=0}^{\infty} \left[ W_{j, i, j-2}(z) W_{j, i, j-2}(z) \mathcal{G}_{j, i-2, j-2}(z) \right]^{i}
$$

(5.106)

for $i \geq 2$ with $\mathcal{G}_{j, 0, 0}(z) \equiv 1$, whereas $[\mathcal{G}_{j, i, \beta} : N-2, N-2] r(z)$ is obtained from the same sequence defined in (5.106) but starting from $i = N - N^{1-\beta}$ and with initial condition $\mathcal{G}_{j, N-1, \beta-2, N-1, \beta-2}(z) \equiv 1$.

2) We consider the sequence $[Y_{2}]_{s}$ that is defined by the relation

$$
Y_{2l-2} := 1 - \frac{1}{4(1 + a'_{s} - \frac{2b^{(s)}}{2l} - \frac{1-c^{(s)}}{4l^{2}}) Y_{2l}}, \quad a'_{s} := e^{2} + 2\epsilon, \quad (5.107)
$$

where $b^{(s)}_{s}, c^{(s)}_{s}$ are calculated at $\delta \equiv 1$ and $\epsilon \equiv \epsilon_{s}$, and with initial condition $[Y_{N^{1-\beta}}]_{s} \equiv 1$.

**Warning:** We recall the reader that the index $i$ is increasing, the index $l$ is decreasing, and their relation is $2l = N - i$.

In this step, from the inequality

$$
\left[ W_{j, i, j-2}(z) W_{j, i, j-2}(z) \right]_{z \in E_{j}^{\text{Bog}}} - \left( \frac{1}{4(1 + a'_{s} - \frac{2b^{(s)}}{2l} - \frac{1-c^{(s)}}{4l^{2}}) Y_{2l}} \right) \leq O\left( \frac{1}{N^\beta} \right),
$$

that holds for $i \geq N - N^{1-\beta}$ we infer

$$
\frac{1}{[\mathcal{G}_{j, i, \beta} : N-2, N-2] r(z)_{z \in E_{j}^{\text{Bog}}} - [Y_{2}]_{s}} \leq O\left( \frac{1}{\epsilon_{s}, N^\beta} \right).
$$

3) We construct an explicit solution, $[Y_{2}]_{B}$, of

$$
Y_{2l-2} := 1 - \frac{1}{4(1 + a'_{s} - \frac{2b^{(s)}}{2l} - \frac{1-c^{(s)}}{4l^{2}}) Y_{2l}}, \quad (5.108)
$$
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where \( b_{\eta_j}^{(\delta)}, c_{\eta_j}^{(\delta)} \) are calculated at \( \delta \equiv 1 \). The solution \([Y_{\mathcal{B}}]_B \) of (5.108) has initial condition

\[
[Y_{N^{1-\beta}+2}]_B \equiv \frac{1}{2} \left( 1 + \frac{\sqrt{a_\epsilon}}{\sqrt{1 + a_\epsilon}} \right)^{-1} \left( \frac{1}{(N^{1-\beta} + 3)(1 + a_\epsilon') - \sqrt{a_\epsilon' \sqrt{1 + a_\epsilon'}}} \right)|_{\epsilon = \eta_j},
\]

whereas the solution \([Y_{\mathcal{B}}]_l \) at point \( 2 \) has initial condition \([Y_{N^{1-\beta}+2}]_l = 1 \). Firstly, we compare them at the step \( 2l \equiv 2l_{\eta_j} \) (defined later), secondly we estimate \( \|Y_{\mathcal{B}} - [Y_{\mathcal{B}}]_l \| \) at \( 2l \equiv 2 \).

Now, we implement the three steps outlined above.

1) Assume \( z \leq E_{j_r}^{\text{Bog}} + \sqrt{\eta_j} \phi_j + \sqrt{\eta_j} \psi_j \). We define \( \psi_{N^{-2},1,1} \) the normalized vector with \( N - 2 \) particles in the mode \( 0 \) and one particle in each mode \( j \) and \( -j \). We recall: a) the proof of Proposition 5.7 used in Section 4.1.1 to replace operators with \( c \)-numbers; b) Definition 4.9 and the identity in (4.156). Hence, we observe (and explain later) that, by construction,

\[
\hat{\mathcal{G}}_{j_r ; N^{-2},N^{-2}}(z) = \langle \psi_{N^{-2},1,1}, \sum_{l_{N^{-2}} = 0}^{\infty} \{ (R_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z))^\frac{1}{2} \Gamma_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z)^{\frac{1}{2}} \}^{N^{-2}} \psi_{N^{-2},1,1} \rangle
\]

and

\[
[\hat{\mathcal{G}}_{j_r ; N^{-2},N^{-2}}(z)](z) = \langle \psi_{N^{-2},1,1}, \sum_{l_{N^{-2}} = 0}^{\infty} \{ (R_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z))^\frac{1}{2} \times \right.
\]

\[
\times \sum_{r = N^{-N^{1-\beta}}, r \text{ even}}^{N-4} \{ \Gamma_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z) \}^{l_{N^{-2}},r+2,h_2, \ldots ; N-4, h_4} \} |_{h \equiv \infty} (R_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z))^\frac{1}{2} \}^{N^{-2}} \psi_{N^{-2},1,1} \rangle,
\]

where the symbol \( |_{h \equiv \infty} \) means that \( h \equiv \infty \) in the re-expansion of \( \Gamma_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z) \) (see Definition 4.9).

Regarding the R-H-S of (5.109), this is evident using a). Concerning (5.111), notice that, by construction (see Definition 4.9),

\[
\sum_{r = N^{-N^{1-\beta}}, r \text{ even}}^{N-4} \{ \Gamma_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z) \}^{l_{N^{-2}},r+2,h_2, \ldots ; N-4, h_4} \} |_{h \equiv \infty}
\]

corresponds to the subset of terms obtained from the re-expansion of \( \Gamma_{j_r ; N^{-2},N^{-2}}^{\text{Bog}}(z) \) that do not contain the operators \( W_{j_r ; N^{-2},N^{-2}} \) with \( i < N^{-N^{1-\beta}} \). After the replacement with \( c \)-numbers in the R-H-S of (5.111), those terms must coincide with the R-H-S of (5.106) with initial condition \( \hat{\mathcal{G}}_{j_r ; N^{-1-\beta},N^{-1-\beta}}(z) \equiv 1 \).

Finally, Corollary 5.9 implies

\[
|\hat{\mathcal{G}}_{j_r ; N^{-2},N^{-2}}(z) - [\hat{\mathcal{G}}_{j_r ; N^{-2},N^{-2}}(z)](z)| \leq O \left( \frac{1}{\sqrt{\eta_j}} \left( \frac{1}{1 + c \sqrt{\eta_j}} \right)^{N^{1-\beta}} \right).
\]
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2) For \( i \geq N - N^{1-\beta} \), and for \( \delta \equiv 1 \), we consider the computation in Lemma 5.1 (see (5.7)) with \( \gamma \equiv \beta \) and deduce

\[
\mathcal{W}_{j, N - 2l, N - 2l} = \frac{1}{4((5.24) + (5.25) + (5.26))}
\]

where \( 2l = N - i \) and \( a'_j \) is defined in (5.108). For \( 2l \) even and decreasing from \( N^{1-\beta} \) down to 2, we make use of (5.106) and (5.108) to study the difference

\[
\left[ \mathcal{G}_{j, N - 2l, N - 2l} \right] = 1 - \mathcal{W}_{j, N - 2l, N - 2l} - \mathcal{W}_{j, N - 2l, N - 2l} - \mathcal{W}_{j, N - 2l, N - 2l}
\]

\[
= \left( \frac{1}{4(1 + a'_j, - \frac{2b^{(1)}_{i,j}}{2l} - \frac{1 - c^{(1)}_{i,j}}{2l})} \right) - \mathcal{W}_{j, N - 2l, N - 2l} - \mathcal{W}_{j, N - 2l, N - 2l}
\]

\[
= \left( \frac{1}{4(1 + a'_j, - \frac{2b^{(1)}_{i,j}}{2l} - \frac{1 - c^{(1)}_{i,j}}{2l})} \right) - \mathcal{W}_{j, N - 2l, N - 2l} - \mathcal{W}_{j, N - 2l, N - 2l}
\]

\[
= \left( \frac{1}{4(1 + a'_j, - \frac{2b^{(1)}_{i,j}}{2l} - \frac{1 - c^{(1)}_{i,j}}{2l})} \right) - \mathcal{W}_{j, N - 2l, N - 2l} - \mathcal{W}_{j, N - 2l, N - 2l}
\]

Notice that

\[
\frac{1}{4(1 + a'_j, - \frac{2b^{(1)}_{i,j}}{2l} - \frac{1 - c^{(1)}_{i,j}}{2l})} - \frac{1}{4(1 + a'_j, + O(\frac{1}{N^\beta}) - \frac{2b^{(2)}_{i,j}}{2l} - \frac{1 - c^{(2)}_{i,j}}{4l})} = O\left( \frac{1}{N^\beta} \right).
\]

Next, we split the range \( 2 \leq 2l \leq N^{1-\beta} + 2 \) into two intervals:

\[
2l_{i,j} < 2l \leq N^{1-\beta} + 2 \quad \text{and} \quad 2 \leq 2l \leq 2l_{i,j},
\]

where \( l_{i,j} = O\left( \frac{1}{N^{1-\beta}} \right) \) is chosen so that, in the range \( 2l_{i,j} < 2l \leq N^{1-\beta} + 2 \), both

\[
da'_j - \frac{2b^{(1)}_{i,j}}{2l_{i,j}} - \frac{1 - c^{(1)}_{i,j}}{4l_{i,j}^2} \geq a'_j
\]

and

\[
da'_j - \frac{2b^{(1)}_{i,j}}{2l_{i,j}} + O\left( \frac{1}{N^\beta} \right) - \frac{1 - c^{(1)}_{i,j}}{4l_{i,j}^2} \geq a'_j
\]
This is possible because by assumption \( \frac{1}{N^\beta} = o(e_{\ell_j}) \). Then, in the range
\[
2\ell_{\ell_j} < 2l \leq N^{1-\beta} + 2
\]
we can make use of the lower bound of the type in (5.95) both for \([\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1}\) and \([Y_{2l}]_s\) and estimate
\[
[\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1} [Y_{2l}]_s \geq \frac{1}{4}(1 + c \sqrt{\ell_j})
\]
for some \( c > 0 \). Using this input in (5.119) one can check by induction that the following bound holds as long as \( 2\ell_{\ell_j} < 2l \leq N^{1-\beta} + 2 \)
\[
\frac{1}{[\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1}} [Y_{2l}]_s \leq \frac{C N^{1-\beta + 2-2l}}{(1 + c \sqrt{\ell_j})^2} \leq \frac{C'}{\sqrt{\ell_j} N^\beta}
\]
for some positive constants \( c, C, C' \).

In the range \( 2 \leq 2l \leq 2\ell_{\ell_j} \), we invoke\(^9\) and use the (worse) lower bound of the type in (5.35) and (5.38) to estimate
\[
[\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1} [Y_{2l}]_s \geq \frac{1}{4}(1 - \frac{2 + O(\epsilon_{\ell_j}^\theta)}{2l}) , \quad 2l \geq 4 ,
\]
in expression (5.119). This also implies
\[
4(1+\epsilon_{\ell_{j}}') - \frac{2b_{\ell_{j}}^{(1)}}{2l} - \frac{1 - \epsilon_{\ell_{j}}^{(1)}}{(2l)^2} [\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1} [Y_{2l}]_s \geq 1 - \frac{2 + O(\epsilon_{\ell_j}^\theta)}{2l} + O(\frac{1}{(2l)^2}) > 0 , \quad 2l \geq 4 ,
\]
due to the assumptions on \( \epsilon_{\ell_j} \) and \( 2l \). Starting from the result in (5.123), one can check by induction that the following bound holds for some \( C'' > 0 \) (with \( 2 \leq 2l \leq 2\ell_{\ell_j} \))
\[
\left| [\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1} - [Y_{2l}]_s \right| \leq \frac{C''}{N^\beta} \sum_{j=N^{1-\beta-2l}, \text{ even}}^{N^{1-\beta-2l-2}} \prod_{r=N^{1-\beta-2l}, \text{ even}}^{j} \left( 1 - \frac{2 + O(\epsilon_{\ell_j}^\theta)}{N^{1-\beta-r}} + O(\frac{1}{N^{1-\beta-r}}) \right)
\]
\[
+ \frac{C''}{\sqrt{\ell_j} N^\beta} \sum_{j=N^{1-\beta-2l}, \text{ even}}^{N^{1-\beta-2l-2}} \prod_{r=N^{1-\beta-2l}, \text{ even}}^{j} \left( 1 - \frac{2 + O(\epsilon_{\ell_j}^\theta)}{N^{1-\beta-r}} + O(\frac{1}{N^{1-\beta-r}}) \right)
\]
where both \( r \) and \( j \) are even numbers. Since \( 2 \leq 2l \leq 2\ell_{\ell_j} \), \( \ell_{\ell_j} = O(\frac{1}{\sqrt{\ell_j}}) \), we derive that for \( N^{1-\beta} - 2\ell_{\ell_j} - 2 \leq j \leq N^{1-\beta} - 2l - 2 \)
\[
\prod_{r=N^{1-\beta-2l}, \text{ even}}^{j} \left( 1 - \frac{2 + O(\epsilon_{\ell_j}^\theta)}{N^{1-\beta-r}} + O(\frac{1}{N^{1-\beta-r}}) \right)^{-1} \]
\[\leq \frac{1}{N^\beta} \sum_{r=N^{1-\beta-2l}, \text{ even}}^{j} \left( \frac{2 + O(\epsilon_{\ell_j}^\theta)}{N^{1-\beta-r}} + O(\frac{1}{N^{1-\beta-r}}) \right), \quad 2l \geq 4 ,
\]

\(^9\)See the observation in the last paragraph of Lemma 5.2 and consider that, by construction, \([Y_{2l}]_s \geq X_{N-2l}^{(1)} \) where \( X_{N-2l}^{(1)} \) is defined as \( X_{N-2l}^{(0)} \) except for the coefficient \( a_{\ell_{j}} \) replaced with \( a'_{\ell_{j}} \) and with initial condition \( X_{N-2l}^{(0)} \equiv 1 \).

\( X_{N-2l}^{(1)} \) has the same type of lower bound of \( X_{N-2l}^{(0)} \), that means \( X_{N-2l}^{(1)} \geq X_{N-2l}^{(1)} + \frac{\epsilon_{\ell_j}^{\theta}}{1 + \sqrt{\ell_j} \epsilon_{\ell_j}^{\theta} - \frac{b_{\ell_j}^{(1)}}{\sqrt{\ell_j}} \epsilon_{\ell_j}^{\theta} - \frac{b_{\ell_j}^{(1)}}{\sqrt{\ell_j}} \epsilon_{\ell_j}^{\theta} - \frac{b_{\ell_j}^{(1)}}{\sqrt{\ell_j}} \epsilon_{\ell_j}^{\theta} \)} \) with \( \xi = \epsilon_{\ell_j}^{\theta} \) and \( \eta = 1 - \sqrt{\ell_j} \}. \) Concerning \([\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1}\) consider the inequalities \([\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1} \geq [\tilde{G}_{\ell_j} : N-2l,N-2l]T(E_{\ell_j}^{Bog})^{-1} \geq \frac{1}{||E_{\ell_j}^{Bog}||} X_{N-2l} \) where in the last step we have exploited (3.125).
3) A direct computation shows that (see the supporting file "note-about-exact-solution-relation (5.108).pdf")

\[ [Y_2]_B = \frac{1}{2} \left( 1 + \frac{\sqrt{d'_e}}{\sqrt{1 + d'_e}} - \frac{1}{(2l + 1)(1 + d'_e) - \sqrt{d'_e(1 + d'_e)}} \right)_{e = \epsilon_j}. \]  

fulfills the relation in (5.108).

Using the same argumentation exploited in (5.97) and a lower bound of the type in (5.95), for some \( c > 0 \) we can estimate

\[ ||Y_{2l_{j_1}-2}||_{s} - ||Y_{2l_{j_1}-1}||_{s} \leq \frac{1}{4(1 + d'_e - \frac{2}{2l_j})} \left( ||Y_{2l_{j_1}}||_{s} - ||Y_{2l_{j_1}}||_{B} \right) \]  

\[ \leq \frac{1}{1 + c \sqrt{\epsilon_j}} \left( ||Y_{2l_{j_1}}||_{s} - ||Y_{2l_{j_1}}||_{B} \right) \]  

\[ \leq \frac{1}{1 + c \sqrt{\epsilon_j}} \left( \frac{N^{1-\beta}+2l_{j_1}}{2^{1/2}} \right) \left( ||Y_{N^{1-\beta}+2}||_{s} - ||Y_{N^{1-\beta}+2}||_{B} \right). \]  

Next, we implement an argument analogous to point 2) (see (5.124)-(5.129)) for the range \( 2 \leq 2l < 2l_{j_1} - 2 \). Finally, we can estimate

\[ ||Y_2||_{s} - ||Y_2||_{B} \leq O\left( \frac{1}{\epsilon_j} \left( \frac{1}{1 + c \sqrt{\epsilon_j}} \right) \right). \]

**Conclusion**

The quantity \( \frac{1}{[Y_2]_B} \) that we use to approximate \( \hat{G}_{j, N-2, N-2}(E^B_{j, s}) \) in (5.101) has the following property

\[ \frac{E^B_{j, s}}{\phi_j} - \frac{1}{2\epsilon_j + 2 - \frac{E^B_{j, s}}{\phi_j}} \frac{1}{[Y_2]_B} = 0, \]  

\[ (5.137) \]
that can be verified using
\[
E_j^{Bog} \phi_j = -\left[ \epsilon_j + 1 - \sqrt{\epsilon_j^2 + 2\epsilon_j} \right]
\]
and
\[
[Y_2]_B = \frac{1}{2} \left( \frac{\sqrt{a'_e} + \sqrt{1 + a'_e}}{1 + a'_e} - \frac{1}{3} \left[ \frac{\sqrt{1 + a'_e} - \sqrt{a'_e}}{\sqrt{1 + a'_e}} \right] \right) |e = \epsilon_j|.
\]

Thus, using the successive approximations of $\tilde{G}_j^0 : N-2,N-2(E_j^{Bog})$ obtained at points 1), 2) and 3), we have proven that

\[
(5.101) = | - E_j^{Bog} - (1 - \frac{1}{N}) \phi_j - o_{\phi_j} \tilde{G}_j^0 : N-2,N-2(E_j^{Bog}) | \quad (5.141)
\]
\[
= | - E_j^{Bog} - \frac{\phi_j}{(2\epsilon_j + 2 - \frac{4}{N})} [Y_2]_B | + O\left( \frac{1}{\epsilon_j} (1 + c' \sqrt{\epsilon_j})^{N^{1-\beta}} \right) + O\left( \frac{1}{N} \right) \quad (5.142)
\]
\[
= | - E_j^{Bog} - \frac{\phi_j}{(2\epsilon_j + 2 - \frac{4}{N})} [Y_2]_B | + O\left( \frac{1}{\epsilon_j} |N\beta| \right) + O\left( \frac{1}{\epsilon_j} \right) (\epsilon_j)^{(N^{1-\beta} + 2)} + O\left( \frac{1}{N} \right) \quad (5.143)
\]
\[
= | - E_j^{Bog} - \frac{\phi_j}{(2\epsilon_j + 2 - \frac{4}{N})} [Y_2]_B | + O\left( \frac{1}{\epsilon_j} |N\beta| \right) + O\left( \frac{1}{\epsilon_j} \right) \quad (5.144)
\]
\[
= O\left( \frac{1}{\epsilon_j} |N\beta| \right) + O\left( \frac{1}{\epsilon_j} \right) + o\left( \frac{1}{\epsilon_j} \right) \quad (5.145)
\]

where in the last step from (5.144) to (5.145) we have used (5.137), $\epsilon_j \leq O(\frac{1}{\epsilon_j^s})$, and $\frac{1}{\epsilon_j} = o(\frac{1}{\epsilon_j^s})$. □

**Remark 5.6.** Lemma 5.5 shows that, for any dimension $d \geq 1$, in the mean field limiting regime the difference between the ground state energy, $z_*$, of $H_j^{Bog}$ and $E_j^{Bog}$ is bounded by $O(\frac{1}{\epsilon_j^s})$ for any $0 < \beta < 1$. Notice that, by setting $\beta = \frac{2}{d-2}$, at fixed $\rho$, the R-H-S in (5.98) goes to zero as $L \rightarrow \infty$ in space dimension $d \geq 4$. In space dimension $d = 3$, by setting $\beta = \frac{2}{3}$, Lemma 5.5 ensures the same result provided $\rho = \rho_0(\frac{L_0}{\epsilon_j})^s$ with $s > 0$ where $\rho_0 > 0$ and $L_0 = 1$.

However, starting from the definition and the monotonicity of $\tilde{G}_j^0 : i,i(z)(\geq 1)$ (see (4.28) and Remark 4.1, respectively), making use of the inequality\textsuperscript{10}

\[
\mathcal{W}^i_{j,i-2}(z)^{-\frac{1}{2}} \leq \frac{1}{4(1 + \alpha_e - \frac{2\epsilon_j}{N-i+2} - \frac{1-\epsilon_j}{(N-i+2)^2})},
\]

\textsuperscript{10}This inequality can be derived from the definition of $\mathcal{W}^i_{j,i-2}(z)^{-\frac{1}{2}} \mathcal{W}^i_{j,i-2}(z)$ (see (4.24)) and computations like in Lemma 5.1.
and exploiting the same type of procedure of Lemma 5.2, it is possible to show the inequality (for $0 \leq i \leq N-2$ and even)

$$\frac{1}{\tilde{G}_{j}:i,i(z)} \geq \frac{1}{\tilde{G}_{j}:i,i(z)\delta_{i=1}} \geq \frac{1}{2} \left[ 1 - \frac{1}{N - i + 1} \right] + o_{L \rightarrow \infty}(1)$$

for $z \leq z_{\delta_{i=1}} + \sqrt{\rho} \equiv E_{\rho}^{Bog} + \sqrt{\eps_{j,\phi_{j}}} \sqrt{\eps_{j}^{2} + 2\eps_{j}}$. This inequality and the fixed point equation (see (4.29)) imply

$$-\frac{z_{s}}{\phi_{j}} [2\eps_{j} + 2 - \frac{z_{s}}{\phi_{j}} + O(1)] = \tilde{G}_{j} : N-2, N-2(z_{s}) \leq 3 + o_{L \rightarrow \infty}(1)$$

and, consequently, $-\frac{z_{s}}{\phi_{j}} \geq -1 + o_{L \rightarrow \infty}(1)$. Combining the latter inequality with the bound (4.46) in Theorem 4.1 that holds if $\rho$ is sufficiently large (but fixed), we derive that $z_{s} = -\phi_{j} + o_{L \rightarrow \infty}(1)$. Hence, as expected (see [LSSY]), also in space dimension $d = 3$ the ground state energy tends to the Bogoliubov energy in the thermodynamic limit if the assumptions of Corollary 4.6 are satisfied.

Proposition 5.7. Under the assumptions of Theorem 3.1, the following identity holds true

$$(4.17) = (1 - \frac{1}{N}) \frac{\phi_{j}}{2\eps_{j} + 2 - \frac{z_{s}}{\phi_{j}}} \tilde{G}_{j} : N-2, N-2(z)$$

(5.146)

where $\tilde{G}_{j} : i,i(z)$, with $0 \leq i \leq N-2$ and even, is defined recursively starting from $\tilde{G}_{j} : 0,0(z) \equiv 1$ and

$$\tilde{G}_{j} : i,i(z) := \sum_{l=0}^{\infty} [W_{j} : i,i-2(z)W_{j}^{*} : i,i-2(z)]^{l} \tilde{G}_{j} : i,i-2(z)$$

(5.147)

with $W_{j} : i,i-2(z)W_{j}^{*} : i,i-2(z)$ defined in (4.24).

Proof

First, we use the identity in (4.19) and show by induction that

$$\tilde{I}_{j}^{Bog} : i,i(z) \tilde{Q}_{j}^{(N-i)} = \tilde{G}_{j} : i,i(z) \tilde{Q}_{j}^{(N-i)}$$

(5.148)

where $\tilde{I}_{j}^{(i)}$ projects onto the subspace of vectors with exactly $\frac{N-i}{2}$ particles in the modes $j_{i}$ and $-j_{i}$, respectively, and $\tilde{Q}_{j}^{(N-i)}$ onto the subspace of vectors with $i$ particles in the mode $0$. Due to (3.118), the property holds for $i = 0$. Recall the form of $W_{j} : i,i-2, W_{j}^{*} : i,i-2$ and the fact that $(\tilde{R}_{j}^{Bog} : i,i(z))^{\dagger}$ commutes with each number operator $a_{j}^{\dagger}a_{j}$. Then, assuming that the property is true for $i - 2 \geq 0$, we derive

$$\tilde{G}_{j} : i,i(z) \tilde{Q}_{j}^{(N-i)}$$

(5.149)
\[ \sum_{l=0}^{\infty} \left[ W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} \right] = \sum_{l=0}^{\infty} \left[ W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} \right] \]  

(5.150)  

and even, the estimates hold true for \( z \) the series on the R-H-S of (5.151)

\[ (R_{j,\cdot}^{\text{Bog}}(z))^{l} W_{j,\cdot}^{i-l}(z) (R_{j,\cdot}^{\text{Bog}}(z))^{l} W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} \]  

(5.152)

\[ W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} . \]  

(5.153)

where we have made use of the identity (see the definition of \( W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \) in (4.24))

\[ \sum_{l=0}^{\infty} \left[ W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} \right] = \sum_{l=0}^{\infty} \left[ W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} \right] . \]  

(5.154)

Then, a straightforward computation yields

\[ \langle \eta, W_{j,\cdot}^{i-l}(z) W_{j,\cdot}^{i-l}(z) \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} \rangle = \hat{G}_{j,\cdot}^{(i)} Q_{0}^{(N-i)} . \]  

(5.155)

(5.156)

(5.157)

that concludes the proof. \( \square \)

We recall that in Sections 4.4.1 and 4.4.2 we have dropped the index \( j_{*} \) in the notation used for \( \Gamma_{j_{*},\cdot}^{\text{Bog}}(z), W_{j_{*},\cdot}^{i-l}, \text{ and } \hat{G}_{j_{*},\cdot}^{\text{Bog}}(z) \). The notation in the next proposition is consistent with this choice.

**Proposition 5.8.** Let \( \frac{1}{N} \leq \epsilon_{j_{*}}^{\nu} \) for some \( \nu > \frac{11}{8} \) and \( \epsilon_{j_{*}}^{\nu} = e \) be sufficiently small. For any \( 2 \leq h \in \mathbb{N} \) and for \( N - 2 \geq i \geq 4 \) and even, the splitting

\[ \Gamma_{i,j}^{\text{Bog}}(z) = \sum_{r=2,1 \text{ even}}^{i-2} \Gamma_{i,j}^{\text{Bog}}(z) + \sum_{r=2,1 \text{ even}}^{i-2} \Gamma_{i,j}^{\text{Bog}}(z) \]  

(5.158)

holds true for \( z \leq E_{i}^{\text{Bog}}(h) + (\delta - 1) \phi_{j_{*}} \sqrt{\epsilon_{j_{*}}^{\nu} + 2 \epsilon_{j_{*}}} \) with \( \delta \leq 1 + \sqrt{\epsilon_{j_{*}}} \). Moreover, for \( 2 \leq r \leq i-2 \) and even, the estimates

\[ \left\| (R_{i,j}^{\text{Bog}}(z))^{r} \Gamma_{i,j}^{\text{Bog}}(z) \right\| \]  

(5.159)

\[ \leq \frac{K_{f,e}}{(1 - Z_{f,e})^{2}} \]  

(5.160)
and
\[
\| (R_{i,j}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,j}^{\text{Bog}} (z)]_{(r,h,i\!\!\!,r+2,h,\ldots,i-2,h,\ldots,r)} \|_{(r,h,i\!\!\!,r+2,h,\ldots,i-2,h,\ldots,r)} \leq (Z_{r,e})^h \prod_{f=r+2, f \text{ even}}^{i} \frac{K_{f,e}}{(1-Z_{f-2,e})^2}.
\]

hold true, where
\[
K_{i,e} := \frac{1}{4(1 + a_e - \frac{2h_e}{N-i+1} - \frac{1-c_e}{(N-i+1)^2})}, \quad Z_{i-2,e} := \frac{1}{4(1 + a_e - \frac{2h_e}{N-i+3} - \frac{1-c_e}{(N-i+3)^2})} [1 + \sqrt{\nu a_e - \frac{h_e}{N-i+4-\nu}}].
\]

where \(a_e, b_e,\) and \(c_e\) are defined in (3.71)-(3.72)-(3.73) and \(\Theta := \min\{2(\nu - \frac{1}{8}) ; \frac{1}{8}\}.

Proof
In Section 4.4.1 we have proven that the decomposition in (5.158) holds for \(i = 4\) (see (4.132)). We assume that it holds for all the even numbers \(k\) with \(4 \leq k \leq i - 2 \leq N - 4\) and we show that it is verified for \(i\). Starting from the identity
\[
\Gamma_{i,i}^{\text{Bog}}(z)
\]
we repeat some steps of the informal discussion of Section 4.4.1. First, we isolate
\[
[\Gamma_{i,j}^{\text{Bog}} (z)]_{(i-2,h,v)} := W_{i,i-2} (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} \sum_{l_{i-2}=0}^{\infty} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]_{(i-2,h,v)} \right]^{l_{i-2}} (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i-2,i}^{*}(5.165)
\]

and
\[
[\Gamma_{i,i}^{\text{Bog}}(z)]_{(i-2,h,v)} := W_{i,i-2} (R_{i-2,i-2}^{\text{Bog}}(z)) W_{i-2,i}^{*}(5.166).
\]

Concerning the remaining quantity
\[
W_{i,i-2} (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} \sum_{l_{i-2}=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]_{(i-2,h,v)} \right]^{l_{i-2}} (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i-2,i}^{*}(5.167)
\]

we invoke the inductive hypothesis for \(\Gamma_{i-2,i-2}^{\text{Bog}}(z)\), i.e.,
\[
\Gamma_{i-2,i-2}^{\text{Bog}}(z) := \sum_{r=2, r \text{ even}}^{i-4} [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]_{(r,h,i\!\!\!,r+2,h,\ldots,i-4,h,\ldots,r)} + \sum_{r=2, r \text{ even}}^{i-4} [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]_{(r,h,i\!\!\!,r+2,h,\ldots,i-4,h,\ldots,r)} (5.168)
\]

Making use of of the symbols \(\hat{\Sigma}\) and \(\check{\Sigma}\) introduced in Definition 4.9, we can write
\[
\sum_{l_{i-2}=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]_{(i-4,h,\ldots,i-4,h,\ldots,r)} \right]^{l_{i-2}} (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} \]
\[
= \sum_{l_{i-2}=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]_{(i-4,h,\ldots,i-4,h,\ldots,r)} (R_{i-2,i-2}^{\text{Bog}}(z))^{\frac{1}{2}} \right]^{l_{i-2}} (5.169)
\]
Next, we plug (5.169)-(5.176) into (5.167) and due to Definition 4.9 we derive that

\[
W_{i,2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \sum_{l_1=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]^{(0)}_{(i-4,h_\ast)} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \right]^{L-2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger W_{i,2}^* \\
= \left[ \Gamma_{i,i}^{\text{Bog}}(z) \right]^{(2)}_{(i-2,h_\ast)} = \left[ \Gamma_{i,i}^{\text{Bog}}(z) \right]_{(i-2,h_\ast)} - \left[ \Gamma_{i,i}^{\text{Bog}}(z) \right]^{(0)}_{(i-2,h_\ast)} ,
\]

(5.177)

\[
W_{i,2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \sum_{l_1=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]^{(1)}_{(i-2,h_\ast)} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \right]^{L-2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger W_{i,2}^* \\
= \left[ \Gamma_{i,i}^{\text{Bog}}(z) \right]_{(i-4,h_\ast,i-2,h_\ast)} .
\]

(5.178)

In general, we get

\[
W_{i,2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \sum_{l_1=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]^{(r)}_{(f,h_\ast:i-4,h_\ast)} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \right]^{L-2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger W_{i,2}^* \\
= \left[ \Gamma_{i,i}^{\text{Bog}}(z) \right]_{(f,h_\ast:i-4,h_\ast;i-2,h_\ast)} (5.180)
\]

for \(2 \leq f \leq i-4\) and even, and

\[
W_{i,2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \sum_{l_1=1}^{h-1} \left[ (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger [\Gamma_{i-2,i-2}^{\text{Bog}}(z)]^{(r)}_{(r,h_\ast;i-4,h_\ast)} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger \right]^{L-2} (R_{i-2,i-2}^{\text{Bog}}(z))^\dagger W_{i,2}^* \\
= \left[ \Gamma_{i,i}^{\text{Bog}}(z) \right]_{(r,h_\ast;i-4,h_\ast;i-2,h_\ast)} (5.181)
\]

for \(2 \leq r \leq i-4\) and even. We conclude that

\[
(5.167) = -[\Gamma_{i,i}^{\text{Bog}}(z)]^{(0)}_{(i-2,h_\ast)} + \sum_{r=2, r \text{ even}}^{i-2} [\Gamma_{i,i}^{\text{Bog}}(z)]_{(r,h_\ast:r+2,h_\ast;i-2,h_\ast)} + \sum_{r=2, r \text{ even}}^{i-4} [\Gamma_{i,i}^{\text{Bog}}(z)]_{(r,h_\ast:r+2,h_\ast:i-2,h_\ast)}
\]

(5.182)

By adding the terms in (5.165), (5.166) that have been previously isolated the identity in (5.158) is proven.
Now, we prove the operator norm estimates in (5.159) and (5.161). To this purpose, we recall Lemma 3.3 and (3.130), and observe that for \( \epsilon \) sufficiently small and \( i \leq N - 2 \)

\[
\| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,i}^{\text{Bog}}(z)]_{(i-j,h_{i})}^{(0)} (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \| \leq (5.183)
\]

\[
= \| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i,j-2} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \| \\
\times \sum_{l_{i,j-2}=1}^{h-1} \left[ (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i,j-2} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \right]^{l_{i,j-2}} \times \\
\leq \| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i,j-2} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \| \\
\leq \frac{1}{4(1 + a_{\epsilon} - \frac{2b_{\epsilon}}{N-j+1})} \sum_{l_{i,j-2}=0}^{\infty} \left[ \| (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i,j-2} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \|^{l_{i,j-2}} \right] \leq \frac{1}{4(1 + a_{\epsilon} - \frac{2b_{\epsilon}}{N-j+1})} \left[ 1 - \frac{1}{4(1 + a_{\epsilon} - \frac{2b_{\epsilon}}{N-j+1})} \right] \leq \frac{K_{i,\epsilon}}{(1 - Z_{i-j,\epsilon})^2} .
\]  

(5.184)

For \( r < i - 4 \), using (4.151) we estimate

\[
\| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,i}^{\text{Bog}}(z)]_{(r,h_{i},r+2,h_{i},...,i-4,h_{i},i-2,h_{i})} (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \| \leq (5.185)
\]

\[
= \| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i,j-2} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \times \\
\times \sum_{l_{i,j-2}=1}^{h-1} \left[ (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,j-2}^{\text{Bog}}(z)]_{(r,h_{i},r+2,h_{i},...,i-4,h_{i},i-2,h_{i})} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \right]^{l_{i,j-2}} \times \\
\leq \| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} W_{i,j-2} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \| \times \frac{1}{(1 - Z_{i-j,\epsilon})^2} \| (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,j-2}^{\text{Bog}}(z)]_{(r,h_{i},r+2,h_{i},...,i-4,h_{i},i-2,h_{i})} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \| \leq (5.186)
\]

\[
= \frac{K_{i,\epsilon}}{(1 - Z_{i-j,\epsilon})^2} \| (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,j-2}^{\text{Bog}}(z)]_{(r,h_{i},r+2,h_{i},...,i-4,h_{i},i-2,h_{i})} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \| .
\]  

(5.187)

where the step from (5.186) to (5.187) follows from the definitions in (5.162) and the two observations below:

- By definition of \( \sum_{l_{i,j-2}=1}^{h-1} \),

\[
\sum_{l_{i,j-2}=1}^{h-1} \left[ (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,j-2}^{\text{Bog}}(z)]_{(r,h_{i},r+2,h_{i},...,i-4,h_{i},i-2,h_{i})} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \right]^{l_{i,j-2}} \leq (5.189)
\]

stands for a sum of products where at least one of the factors must contain \( [\Gamma_{i,j-2}^{\text{Bog}}(z)]_{(r,h_{i},r+2,h_{i},...,i-4,h_{i},i-2,h_{i})} \) that, consequently, can be factorized;

- After the factorization, using the argument of Remark 4.12, the norm of the sum in (5.189) can be bounded with

\[
\mathcal{E} \left( \sum_{l_{i,j-2}=0}^{h-2} (l_{i,j-2} + 1) \| (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,i}^{\text{Bog}}(z)]_{(i-j,h_{i})}^{(0)} (R_{i,i}^{\text{Bog}}(z))^{\frac{1}{2}} \|^{l_{i,j-2}} \right) \leq (5.190)
\]

\[
= \sum_{l_{i,j-2}=0}^{h-2} (l_{i,j-2} + 1) \mathcal{E} \left( \| (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} [\Gamma_{i,j-2}^{\text{Bog}}(z)]_{(i-j,j-2,h_{i})}^{(0)} (R_{i,j-2}^{\text{Bog}}(z))^{\frac{1}{2}} \|^{l_{i,j-2}} \right) \leq (5.191)
\]
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where the symbol $\mathcal{E}(\ldots)$ has been defined in Remark 4.12. We know that (see (3.106), (3.125), and (3.130))

$$
\mathcal{E}\left(\|R_{i-2,j-2}(z)\|^2 [I_{i-2,j-2}(z)](R_{i-2,j-2}(z))^2 \right)
$$

(5.192)

$$
= \mathcal{E}\left(\|R_{i-2,j-2}(z)\|^2 W_{i-2,i-4}(R_{i-4,i-4}(z))^2 \right) \mathcal{E}(\|I_{i-4,i-4}(z)\|)
$$

(5.193)

$$
\leq \frac{1}{4(1 + a_e - \frac{2b_2}{N-1-3} - \frac{1-c_e}{(N-1)^2})} \left[ 1 + \sqrt{\frac{a_e}{\frac{b_2}{N-1-3}}} \right]
$$

(5.194)

$$
= Z_{i-2,e}.
$$

(5.195)

The R-H-S of (5.191) is therefore bounded by

$$
\frac{1}{1 - Z_{i-2,e}}.
$$

(5.196)

For $r = i - 4$ the R-H-S in (5.187) is replaced with

$$
\frac{K_{i,e}}{(1 - Z_{i-2,e})^2} \|R_{i-2,i-2}(z)\|^2 [I_{i-2,i-2}(z)](R_{i-2,i-2}(z))^2
$$

(5.197)

By iteration we get

$$
\|R_{i,i}^B(z)\|^2 [I_{i,i}(z)](R_{i,i}^B(z))^2
$$

(5.198)

$$
\leq \frac{K_{i,e}}{(1 - Z_{i-2,e})^2} \left[ (R_{i-2,i-2}(z))^2 [I_{i-2,i-2}(z)](R_{i-2,i-2}(z))^2 \right]
$$

(5.199)

$$
\leq \frac{K_{i,e}}{(1 - Z_{i-2,e})^2} \left[ (R_{i-4,i-4}(z))^2 [I_{i-4,i-4}(z)](R_{i-4,i-4}(z))^2 \right]
$$

(5.200)

$$
\leq \frac{K_{i,e}}{(1 - Z_{i-2,e})^2} \cdots \frac{K_{j,e}}{(1 - Z_{j-2,e})^2} \left[ (R_{r+2,r+2}(z))^2 [I_{r+2,r+2}(z)](R_{r+2,r+2}(z))^2 \right]
$$

(5.201)

$$
\leq \prod_{f=r+2, f_{even}}^{j} \frac{K_{f,e}}{(1 - Z_{f-2,e})^2}
$$

(5.202)

where in the last step we have used the estimate in (5.184).

As for the estimate in (5.161), the argument is very similar. First, we observe that for $\epsilon$ sufficiently small

$$
\|R_{i,i}^B(z)\|^2 [I_{i,i}(z)](R_{i,i}^B(z))^2
$$

(5.203)

$$
= \|R_{i,i}^B(z)\|^2 W_{i,i-2} (R_{i-2,i-2}(z))^2 \left[ (R_{i-2,i-2}(z))^2 [I_{i-2,i-2}(z)](R_{i-2,i-2}(z))^2 \right]^{l_{i-2}}
$$

$$
\times (R_{i-2,i-2}(z))^2 W_{i,i-2}^r (R_{i,i}^B(z))^2
$$

$$
\leq \|R_{i,i}^B(z)\|^2 W_{i,i-2} (R_{i-2,i-2}(z))^2 \left[ (R_{i-2,i-2}(z))^2 [I_{i-2,i-2}(z)](R_{i-2,i-2}(z))^2 \right]^{l_{i-2}}
$$

$$
\leq \frac{1}{4(1 + a_e - \frac{2b_2}{N-1-3} - \frac{1-c_e}{(N-1)^2})} \sum_{l_{i-2}=h}^{\infty} \left[ \|R_{i-2,i-2}(z)^2 W_{i,i-2} (R_{i-2,i-2}(z))^2 \right]^{l_{i-2}}
$$

$$
\leq \left( Z_{i-2,e} \right)^h \frac{K_{i,e}}{1 - Z_{i-2,e}}
$$

(5.204)
Then, we estimate

\[
\| (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}} |_{\delta h, \delta h + 2 h, \delta h + 4 h, \delta h + 2 h}) (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}}) \| \leq \| (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}} W_{i-2, 2} (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}} \| \sum_{i=2}^{h-1} \left( (R_{i-2, i-2}^{\text{Bog}}(z)^{\frac{1}{2}} |_{\delta h, \delta h + 2 h, \delta h + 4 h, \delta h + 2 h}) (R_{i-2, i-2}^{\text{Bog}}(z)^{\frac{1}{2}} \| \times \right.

\times (R_{i-2, i-2}^{\text{Bog}}(z)^{\frac{1}{2}} W_{i-2, i} (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}} \|)
\]

With the same iterative procedure exploited in the previous case, we can conclude that

\[
\| (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}} |_{\delta h, \delta h + 2 h, \delta h + 4 h, \delta h + 2 h}) (R_{ij}^{\text{Bog}}(z)^{\frac{1}{2}} \| \leq (Z_{r, e})^{h} \prod_{f=r+2, f \text{ even}}^{i} \frac{K_{f, e}}{(1 - Z_{f, e})^{2}}
\]

\[
\square
\]

**Corollary 5.9.** Under the assumptions of Proposition 4.10, the following estimate (where for simplicity of the notation \(N^{1-\beta} \) is assumed to be an even number)

\[
\left\| \sum_{l=2}^{\infty} \left( (R_{l, j}^{\text{Bog}}(N-2, N-2)(z)^{1/2} |_{\delta h, \delta h + 2 h, \delta h + 4 h, \delta h + 2 h}) (R_{l, j}^{\text{Bog}}(N-2, N-2)(z)^{1/2}) \right)^{N-2} \right\|
\]

\[
- \sum_{l=2}^{\infty} \left| (R_{l, j}^{\text{Bog}}(N-2, N-2)(z)^{1/2} |_{\delta h, \delta h + 2 h, \delta h + 4 h, \delta h + 2 h}) (R_{l, j}^{\text{Bog}}(N-2, N-2)(z)^{1/2}) \right|^{N-2}
\]

\[
\leq O\left( \frac{1}{\sqrt{\epsilon_{j}}} \left( 1 + c \sqrt{\epsilon_{j}} \right)^{N^{1-\beta}} \right)
\]

holds true for 0 < \(\beta < 1\) and \(\frac{1}{N^{\beta}} = o\left( \sqrt{\epsilon_{j}} \right)\), where \(c\) is a positive constant and the symbol \(|_{h=\infty}\) means that \(h \equiv \infty\) in the expansion of \(\Gamma_{j}^{\text{Bog}}(N-2, N-2)(z)\).

**Proof**

Using the estimates in (4.157)-(4.158) in Proposition 4.10, with the help of Remark 4.11 we estimate

\[
\left( (R_{l, j}^{\text{Bog}}(N-2, N-2)(z)^{1/2} |_{\delta h, \delta h + 2 h, \delta h + 4 h, \delta h + 2 h}) (R_{l, j}^{\text{Bog}}(N-2, N-2)(z)^{1/2}) \right)^{N-2}
\]

\[
\leq \left( \sum_{r=2, r \text{ even}}^{N^{1-\beta} - 2} \int_{r+2}^{N-2} \left( \int_{r+4}^{N-2} \frac{K_{f, e_{h}}}{(1 - Z_{f, e_{h}})^{2}} \right) \right)
\]

\[
\leq C' \sum_{r=2}^{N^{1-\beta} - 2} \left( \frac{1}{1 + c \sqrt{\epsilon_{j}}} \right)^{N^{1-\beta}}
\]

\[
= O\left( \frac{1}{\sqrt{\epsilon_{j}}} \left( 1 + c \sqrt{\epsilon_{j}} \right)^{N^{1-\beta}} \right)
\]
for some positive constants $c, C, C'$, and where we have assumed $\frac{1}{N^{\nu_{\beta}}} = o(\epsilon_{j})$ and $\epsilon_{j}$ sufficiently small. Now, we define

$$ T := (R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} \Gamma_{j_{1},N-2,N-2}^{Bog}(R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} $$

(5.214)

and

$$ S := (R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} \sum_{r=N-N^{1-\beta}, \text{r even}}^{N-4} (\Gamma_{j_{1},N-2,N-2}^{Bog}(z))_{(r,h_{r},r+2,h_{r},\ldots,N-4,h_{r})} l_{h_{\infty}} (R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} $$

(5.215)

Using Remark 4.12 we can estimate $\|T\|, \|S\| \leq \frac{4}{5}$. Then, we can write

$$ \| \sum_{l_{N-2}=0}^{\infty} \left[ (R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} \Gamma_{j_{1},N-2,N-2}^{Bog}(R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} \right]^{l_{N-2}} $$

$$ - \sum_{l_{N-2}=0}^{\infty} \left[ (R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} \sum_{r=N-N^{1-\beta}, \text{r even}}^{N-4} (\Gamma_{j_{1},N-2,N-2}^{Bog}(z))_{(r,h_{r},r+2,h_{r},\ldots,N-4,h_{r})} l_{h_{\infty}} (R_{j_{1},N-2,N-2}^{Bog}(z))^\frac{1}{2} \right]^{l_{N-2}} $$

(5.216)

$$ = \| \sum_{l_{N-2}=1}^{\infty} \sum_{j=0}^{\infty} T^{j}(T - S)S^{l_{N-2} - j - 1} \| $$

(5.217)

$$ \leq \|T - S\| \sum_{l_{N-2}=1}^{\infty} l_{N-2} \left( \frac{4}{5} \right)^{l_{N-2}-1} $$

(5.218)

$$ \leq O(\frac{1}{\sqrt{\epsilon_{j}}}(\frac{1}{1 + c \sqrt{\epsilon_{j}}})^{N^{1-\beta}}). $$

(5.219)
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Note about the solution of the recursive relation in Eq. (5.108) of Lemma 5.5.

We claim that
\[
[y_{2l}]_B = \frac{1}{2} \left(1 + \frac{\sqrt{a'_e}}{\sqrt{1 + a'_e}} - \frac{1}{(2l + 1)(1 + a'_e) - \sqrt{a'_e} \sqrt{1 + a'_e}}\right) \tag{0.1}
\]
solves
\[
y_{2l-2} = 1 - \frac{1}{4(1 + a'_e - \frac{b^{(0)}_e}{2l} - \frac{1 - c^{(0)}_e}{4l^2})y_{2l}}, \quad 2l - 2 \geq 2, \tag{0.2}
\]
where \(a'_e \equiv \varepsilon^2 + 2\varepsilon\), and \(b^{(0)}_e\) and \(c^{(0)}_e\) are calculated at \(\delta = 1\), hence they correspond to
\[
b^{(0)}_e|_{\delta=1} = \left[(1 + \varepsilon)\delta \sqrt{\varepsilon^2 + 2\varepsilon}\right]_{\delta=1} = (1 + \varepsilon) \sqrt{a'_e} \tag{0.3}
\]
\[
c^{(0)}_e|_{\delta=1} = \left[-(1 - \delta^2)(\varepsilon^2 + 2\varepsilon)\right]_{\delta=1} = 0. \tag{0.4}
\]
Using (0.3)-(0.4), the equation in (0.2) can be written
\[
y_{2l-2} = 1 - \frac{1}{4(1 + a'_e - \frac{(1 + \varepsilon) \sqrt{a'_e}}{2l} - \frac{1}{4l^2})y_{2l}}, \tag{0.5}
\]
that is equivalent to
\[
y_{2l}(1 - y_{2l-2}) = \frac{1}{4(1 + a'_e - \frac{(1 + \varepsilon) \sqrt{a'_e}}{2l} - \frac{1}{4l^2})}. \tag{0.6}
\]
We substitute \([y_{2l}]_B\) and \([y_{2l-2}]_B\) (see (0.1)) to the R-H-S of (0.6) and check the equality
\[
\frac{1}{4(1 + a'_e - \frac{(1 + \varepsilon) \sqrt{a'_e}}{2l} - \frac{1}{4l^2})} = \frac{1}{4(1 + a'_e - \frac{(1 + \varepsilon) \sqrt{a'_e}}{2l} - \frac{1}{4l^2})} + \frac{1}{(2l - 1)(1 + a'_e) - \sqrt{a'_e} \sqrt{1 + a'_e}} \tag{0.7}
\]
that is equivalent to
\[
\frac{1}{(1 + a'_e - \frac{(1 + \varepsilon) \sqrt{a'_e}}{2l} - \frac{1}{4l^2})} = \frac{1}{(1 + \frac{\sqrt{a'_e}}{\sqrt{1 + a'_e}} - \frac{1}{(2l + 1)(1 + a'_e) - \sqrt{a'_e} \sqrt{1 + a'_e})}(1 - \frac{\sqrt{a'_e}}{\sqrt{1 + a'_e}} + \frac{1}{(2l - 1)(1 + a'_e) - \sqrt{a'_e} \sqrt{1 + a'_e})}. \tag{0.8}
\]
The L-H-S of (0.8) can be re-written as follows
\[
\frac{1}{(1 + a'_e - \frac{(1 + \varepsilon) \sqrt{a'_e}}{2l} - \frac{1}{4l^2})} = \frac{4l^2}{[4l^2(1 + a'_e) - 4l(1 + \varepsilon) \sqrt{a'_e} - 1]} \tag{0.9}
\]
The first factor of the R-H-S in (0.8) can be written as follows

\[
(1 + \frac{\sqrt{a'_e}}{\sqrt{1 + a'_e}} - \frac{1}{2l + 1}(1 + a'_e) - \sqrt{a'_e}\sqrt{1 + a'_e})
\]

(0.10)

\[
= (2l + 1)(1 + a'_e)\sqrt{1 + a'_e} - (1 + a'_e)\sqrt{a'_e} + (2l + 1)(1 + a'_e)\sqrt{a'_e} - a'_e\sqrt{1 + a'_e} - \sqrt{1 + a'_e}
\]

(0.11)

\[
= (2l + 1)(1 + a'_e) - \sqrt{1 + a'_e}\sqrt{a'_e} + (2l + 1)\sqrt{1 + a'_e} - a'_e - 1
\]

(0.12)

\[
= (2l + 1)(1 + a'_e) + 2\sqrt{1 + a'_e}\sqrt{a'_e} - a'_e - 1
\]

(0.13)

\[
= \frac{2l(1 + a'_e) + 2\sqrt{1 + a'_e}\sqrt{a'_e}}{[(2l + 1)(1 + a'_e) - \sqrt{a'_e}\sqrt{1 + a'_e}]}
\]

(0.14)

where in the step from (0.11) to (0.12) we have divided by \(\sqrt{1 + a'_e}\) both the numerator and the denominator.

The second factor of the R-H-S in (0.8) can be written as follows

\[
(1 - \frac{\sqrt{a'_e}}{\sqrt{1 + a'_e}} + \frac{1}{2l - 1}(1 + a'_e) - \sqrt{a'_e}\sqrt{1 + a'_e})
\]

(0.15)

\[
= (2l - 1)(1 + a'_e)\sqrt{1 + a'_e} - (1 + a'_e)\sqrt{a'_e} - (2l - 1)(1 + a'_e)\sqrt{a'_e} + a'_e\sqrt{1 + a'_e} + \sqrt{1 + a'_e}
\]

(0.16)

\[
= (2l - 1)(1 + a'_e) - \sqrt{1 + a'_e}\sqrt{a'_e} - (2l - 1)\sqrt{1 + a'_e} + a'_e + 1
\]

(0.17)

\[
= \frac{(2l - 1)(1 + a'_e) - 2\sqrt{1 + a'_e}\sqrt{a'_e} + a'_e + 1}{[(2l - 1)(1 + a'_e) - \sqrt{a'_e}\sqrt{1 + a'_e}]}
\]

(0.18)

\[
= 2l(1 + a'_e) - 2\sqrt{1 + a'_e}\sqrt{a'_e}
\]

(0.19)

where in the step from (0.16) to (0.17) we have divided by \(\sqrt{1 + a'_e}\) both the numerator and the denominator.

Multiplying (0.14) and (0.19) we get

\[
\left\{ \frac{2l(1 + a'_e) + 2\sqrt{1 + a'_e}\sqrt{a'_e}}{[(2l + 1)(1 + a'_e) - \sqrt{a'_e}\sqrt{1 + a'_e}]}\right\}
\]

(0.20)

\[
= \frac{4l^2(1 + a'_e)(\sqrt{1 + a'_e} + \sqrt{a'_e}(\sqrt{1 + a'_e} - \sqrt{a'_e})}{(1 + a'_e)[(2l + 1)\sqrt{1 + a'_e} - \sqrt{a'_e][((2l - 1)\sqrt{1 + a'_e} - \sqrt{a'_e}]
\]

(0.21)

\[
= \frac{4l^2[\sqrt{1 + a'_e} + \sqrt{a'_e][\sqrt{1 + a'_e} - \sqrt{a'_e})}{[(2l + 1)\sqrt{1 + a'_e} - \sqrt{a'_e][((2l - 1)\sqrt{1 + a'_e} - \sqrt{a'_e}]
\]

(0.22)
\[ = \frac{4l^2}{[2l \sqrt{1 + a'_\epsilon} + \sqrt{1 + a'_\epsilon} - \sqrt{a'_\epsilon}][2l \sqrt{1 + a'_\epsilon} - \sqrt{1 + a'_\epsilon} - \sqrt{a'_\epsilon}]} \] (0.23)

\[ = \frac{4l^2}{[4l^2(1 + a'_\epsilon) - 4l \sqrt{a'_\epsilon} \sqrt{1 + a'_\epsilon} - 1]} \] (0.24)

that coincides with (0.9) because \( \sqrt{1 + a'_\epsilon} = \sqrt{(1 + \epsilon^2 + 2\epsilon)} = 1 + \epsilon \).