Bayesian Updating of Soil–Water Character Curve Parameters Based on the Monitor Data of a Large-Scale Landslide Model Experiment
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Abstract: It is important to determine the soil–water characteristic curve (SWCC) for analyzing landslide seepage under varying hydrodynamic conditions. However, the SWCC exhibits high uncertainty due to the variability inherent in soil. To this end, a Bayesian updating framework based on the experimental data was developed to investigate the uncertainty of the SWCC parameters in this study. The objectives of this research were to quantify the uncertainty embedded within the SWCC and determine the critical factors affecting an unsaturated soil landslide under hydrodynamic conditions. For this purpose, a large-scale landslide experiment was conducted, and the monitored water content data were collected. Steady-state seepage analysis was carried out using the finite element method (FEM) to simulate the slope behavior during water level change. In the proposed framework, the parameters of the SWCC model were treated as random variables and parameter uncertainties were evaluated using the Bayesian approach based on the Markov chain Monte Carlo (MCMC) method. Observed data from large-scale landslide experiments were used to calculate the posterior information of SWCC parameters. Then, 95% confidence intervals for the model parameters of the SWCC were derived. The results show that the Bayesian updating method is feasible for the monitoring of data of large-scale landslide model experiments. The establishment of an artificial neural network (ANN) surrogate model in the Bayesian updating process can greatly improve the efficiency of Bayesian model updating.
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1. Introduction

The prediction of a landslide and its stability performance have always been key difficulties of engineering. Particularly for the sensitive and landslide-prone areas in reservoir areas or mountain areas, the water migration inside a landslide is very prominent for its stability [1–3]. The soil–water characteristic curve (SWCC) is the cornerstone of the seepage calculation of unsaturated soil. In the analysis of saturated-unsaturated seepage, it is very important to fully describe the function of the slope of the moisture content [4,5]. The preliminary prediction based on the survey data
often deviates from the actual monitoring value. As the real conditions are very complicated, the mechanism cannot be fully grasped through analytical models. Therefore, the trial algorithm is often used to repeatedly correct the soil parameters to obtain results that match the monitoring value [6,7]. The Bayesian method provides an effective way to solve such problems. By using the detection data, a priori information, and model assumptions, the parameter update is realized and the parameter uncertainty is quantified [8,9]. This technique uses a set of output measurement data (such as a point in a multi-dimensional output space) [10,11]. The purpose of this paper is to solve the problem of how to check the parameters of a SWCC model of a landslide using the Bayesian updating method.

The SWCC is a crucial input for modeling the geotechnical problems with unsaturated soil. It can be describing the relationship between matric suction and volumetric water content in unsaturated soils [12]. The main feature of SWCC is that the slope of the residual water content or saturation function in the pore water pressure range is from negative to positive [13]. As a basic equation in unsaturated soil mechanics, it plays an important role in the application of unsaturated soil mechanics for studying the strengths, deformations, and permeabilities of soils [14]. Past studies have shown that these parameters play important roles in the safety of geotechnical engineering [18–21]. Therefore, the SWCC parameters are evaluated as a method to determine the unsaturated soil properties of landslides. In engineering practice, the SWCC is usually measured by field or laboratory tests. The typical methods used are: the tensiometer method, the pressure plate meter method, the cold mirror hygrometer method, and the filter paper method. The limited number of data points are then used to estimate the SWCC by best fitting them with some parametric SWCC models, such as the van Genuchten–Mualem model (VGM), the van Genuchten-Burdine model (VGB), the van Genuchten model (VG), and the Fredlund and Xing model (FX) [14,22].

This paper adopts the Bayesian updating method, which is essentially a Bayesian statistical reasoning problem [23], to study the uncertainty of the parameters involved in the model. The Bayesian method is a probabilistic method based on the application of Bayesian rules. The resulting solution is called the posterior distribution, which is a multi-dimensional probability distribution function in the update parameter space. The posterior distribution is usually a complex distribution, and in principle it is integral in the parameter space. It can be approximated by statistical methods and using modern algorithms, namely, the Markov chain Monte Carlo (MCMC) method [24]. The distribution model, also known as the maximum posterior probability (MAP), defines the updated model, and the distribution around the model provides a measure of confidence in the model. The peak distribution often means a high degree of confidence in the updated model, and shallowness may make uncertain the choice of parameters [25,26]. Bayesian updating and prediction methods are widely used in geotechnical engineering, such as pile bearing capacity analysis, soft soil consolidation inversion analysis, jack-up drilling platform bearing capacity analysis, foundation pit support under normal use protection, and excavation problems and slope stability problems [27]. The key difficulty of the Bayesian method lies in the calculation of the MAP distribution. Because of the complexity of the MAP distribution and the possibility of involving high-dimensional integration problems, the direct numerical integration method is less efficient. To overcome this problem, the MCMC method avoids the computational complexity of directly solving the MAP distribution by generating a large number of random samples that obey the MAP distribution, and then it uses these random samples to characterize the MAP distribution [28,29]. Metropolis–Hastings (M–H) algorithm, as one of the commonly used MCMC methods, has been widely used in geotechnical engineering [30]. In this paper, the M–H method is used to generate a large number of MCMC random samples that follow the MAP distribution parameters, such as the posterior mean, posterior standard deviation, and posterior distribution. These statistics are the basic inputs for reliability analysis of geotechnical engineering [31].

Therefore, the purpose of this article is to show how to use MCMC simulations to effectively describe SWCC parameter uncertainty involving random variables. The structure of this article is as follows. First, the theory of the SWCC and the Bayesian theory of parameter uncertainty are
introduced. Second, the hybrid Markov chain with emphasis on the uncertainty characterization of the geotechnical model is introduced, and a framework for updating the posterior distribution of the parameters of SWCC is introduced. Then, a large-scale landslide model experiment is used to illustrate how to obtain the posterior distribution of the parameters of the SWCC through Bayesian updating. Finally, we analyze the influencing factors of posterior distribution and characterize the uncertainty of SWCC parameters.

2. Theories and Methods

2.1. Soil–Water Characteristic Curve

Among the existing empirical equations for curve-fitting of the SWCC, the most commonly used VG model was adopted in the present study, which is given by [12]:

$$\theta_w = \theta_r + \frac{\theta_s - \theta_r}{[1 + \frac{\lambda}{\theta_s}]^{1/a}}$$  \hspace{1cm} (1)

where \( \theta_w \) is the volumetric water content; \( \theta_r \) is the residual volumetric water content; \( \theta_s \) is the saturated volumetric water content; \( \lambda \) is matric suction; \( a \) and \( n \) are non-negative curve fitting parameters.

To obtain the prior distribution of SWCC parameters, a simple sensitivity analysis of the modeling parameters sheds light on the possible range of the numeric values of the parameters [23]. The morphology of the SWCC between \( a \) from 0.1 to 10 and \( n \) from 1.1 to 5 was studied. Figure 1a describes the influence of the value of \( a \) on the SWCC model when \( n \) is 5. Figure 1b describes the effect of the value of \( n \) on the SWCC model when \( a \) is 2. Each model parameter has a certain physical meaning, except \( a \) and \( n \). From Figure 1, it becomes clear that the parameters \( a \) and \( n \) are critical for SWCC, determining the shape of the curve.

![Figure 1. (a) The influence of parameters \( a \) on the soil–water characteristic curve (SWCC), and the \( n \) is 5 in this figure; (b) The influences of parameters \( n \) on the SWCC equation, and the \( a \) is 2 in this figure.](image)

2.2. Bayesian Model Updating

The principle of Bayesian model updating is the Bayes’ theorem. The pioneering work in the late 1990s attracted the attention of the engineering research community and gave detailed and up-to-date instructions [32,33]. Then, the obstacle to computing in practical engineering applications was the high level of computer resources required. This problem still exists, but there has been great progress in solving it.

The Bayesian model’s updating process is based on Bayes’ theorem. In our case, likelihood is a function of the parameters in the statistical model, which represents the likelihood of model parameters.
The prior distribution is based on existing research assumptions. The posterior distribution can be calculated by combining the prior distribution and the likelihood function. Its general formula is given by:

\[
P(\theta | X_{\text{obs}}) = \frac{P(X_{\text{obs}} | \theta) P(\theta)}{P(X_{\text{obs}})}
\]

where \( P(\theta) \) is the prior distribution representing the initial knowledge about the parameters \( \theta \); \( P(X_{\text{obs}} | \theta) \) is the posterior distribution representing the updated knowledge based on the observation data; \( P(X_{\text{obs}}) \) is the normalization factor; \( P(X_{\text{obs}} | \theta) \) is the likelihood function of \( X_{\text{obs}} \) for an instance of the parameters \( \theta \).

If it is possible to provide an update a prior distribution according the available knowledge, then the MAP distribution can be obtained. The Bayesian updating is a challenging problem, since it is very difficult to directly calculate the posterior probability density over the entire parameter space. However, the well-known M–H algorithm is an effective update tool [15]. The algorithm is essentially an iterative method, sampling from a series of intermediate partial differential equations that gradually converge to the MAP distribution. The \( j \)th intermediate probability density function (PDF) is expressed as a function of the likelihood probability function \( P_L \) as:

\[
P_j = P_L(X_{\text{obs}} | \theta)^{\beta_j} P(\theta)
\]

where the index of likelihood \( \beta_j \) is the so-called reduction factor. Its value gradually increases from \( \beta_0 = 0 \) in the first iteration until it reaches \( \beta_j = 1 \) in the last step [24]. \( \beta_j \) is adaptively calculated based on the sample from the previous step.

The likelihood is a key component of the Bayesian update framework because it quantifies how relevant the model is to a given parameter instance by representing the likelihood of observation. Under the assumption of independence between observations, the probability \( P_L \) is theoretically defined as:

\[
P_L(X_{\text{obs}} | \theta) = \prod_{k=1}^{N_{\text{obs}}} P(X_k | \theta)
\]

where \( P(X_k | \theta) \) is the probability density value at \( X_k \) for a given set of parameters \( \theta \); \( X_k \) is the \( k \)th \( X_{\text{obs}} \). \( \theta \) is a set of parameters—in this analysis, the parameters \( a \) and \( n \). In this process, the PDF should be estimated separately for each instance. However, in a complete Bayesian updating process, the required computation is costly, due to the large number of evaluations that are necessary to obtain to define a statistical sample.

3. The Bayesian Updating Procedure of Monitor Data in the Large-Scale Landslide Model Experiment

In this paper, the above-mentioned Bayesian updating method is used to calculate the SWCC model parameters. Bayesian updating is a method of statistical inference, in which as more evidence or information (in this paper is the observation samples) is obtained, Bayes’ theorem (Equation (2)) is used to update the probability of a hypothesis. First, the prior distribution of the SWCC model parameters is determined through reference research data or data from a SWCC experiment, as done in this work. Then, one uses the M–H method to generate a defined (large) number of random MCMC samples following an iterative calculation until \( \beta_j = 1 \), and the posterior distribution is obtained. The M–H method is a powerful Markov chain method with which to simulate multivariate distributions. The main steps include initialization and iteration [34]. Figure 2 shows a flowchart for implementation of the proposed Bayesian approach schematically. The work done covers both the experimental results to feed the model (left branch on Figure 2), and the analysis methodology (right branch on Figure 2). The experimental data were obtained after basic soil mechanical experiments, to characterize the material of the landslide body, and a large-scale landslide model experiment, including water content.
sensors to measure in real-time the hydrodynamic process. The setup and results of the experiments are described in Sections 4 and 5. Each step and its detailed description are summarized as follows.

1. Regarding the left branch, the main goal was to obtain Bayesian updating evidence (water content observation samples $X_{\text{obs}}$) through the water content detection of large-scale landslide models:

   (a) Infiltration experiments and a triaxial experiment were carried out, and the material ratio of landslide body was determined to be 7:3 for soil:stone through these experiments.

   (b) Large-scale landslide models were built according to the layer-by-layer compaction method. The place where the sensor was buried was carefully compacted to avoid damage to the sensor.

   (c) After the landslide model and sensor were ready, the moisture content sensor was tested to determine the reliability of its data.

2. In the right branch, the main work was to obtain the Bayesian updating simulation samples ($X_k$) through the finite element model:

   (d) The SWCC model was selected (VG model), and we analyzed the two model parameters within its range to observe their influences on the curve shape.

   (e) We assumed the prior distribution as normal or lognormal according to existing research. Then we determined the prior distribution of SWCC for the model parameters $a$ and $n$, based on experimental data and research results.

   (f) A finite element (FE) numerical model was developed according to the large-scale landslide test; we evaluated the seepage flow under the conditions of the reservoir water level.

   (g) In the Bayesian updating process, it is necessary to call the FE model, taking a long time to obtain the large number of output values. Therefore, this paper used an artificial neural network (ANN) as a surrogate model to speed up the analysis.

3. In the lower part of the flowchart, the main work was to perform Bayesian updating by combining the water content observation samples ($X_{\text{obs}}$) of the large landslide model of the left branch and the simulation samples ($X_k$) of the right branch:

   (h) The MCMC algorithm was used to generate $N$ random samples that followed the posterior distribution of SWCC parameters and iteratively continued until $\beta_j = 1$. We got the posterior distribution of SWCC model parameters (posterior most likely value, posterior mean, posterior standard deviation, etc.).

   (i) We analyzed the factors influencing the posterior distribution results, such as the number of observation datums, the prior distribution, and the observation data that changed over time.

   (j) We characterized the uncertainty of the SWCC model. For the parameters of the SWCC, the $N$ samples generated from the MCMC algorithm were ranked, and a 95% confidence interval was obtained.

These steps were programmed, and MATLAB 2019b was used in this process. The programming of the program is divided into three steps: firstly, import the simulated and observed values; then use the MCMC algorithm to generate a large number of samples (100,000 sets of data in this program) to iterate for Bayesian updating; finally, the posterior distribution of the parameters of the SWCC model is visualized. In a different analysis case, the same analysis tools can be used so that geotechnical practitioners only need to provide laboratory or in-situ test results, prior knowledge (e.g., reasonable ranges of model parameters), and candidate SWCC models as inputs. The main advantage of the above method is that it can quickly check distributions of the posterior parameters of the SWCC.
4. The Large-Scale Landslide Model Experiment and Bayesian Updating

A large-scale landslide experiment was conducted using a soil–rock mixture and by monitoring the changes in water content to clarify the water migration during a landslide. The principle of numerical modeling, using an earlier developed model, is briefly explained. Simulations are presented and their results are compared to the experimental ones.

4.1. Experiment Setup

The experiments have been carried out in a large-scale landslide model experiment at The Key Laboratory of Geological Hazards and the Ministry of Education of the Three Gorges Reservoir Area of the Three Gorges University (China); the setup is shown in Figure 3. The model test platform was 6 m long, 0.8 m wide, and 1.5 m high. The door at the right end of the test platform could control the rise and fall of the reservoir water level. The landslide model was connected to external water supply pipes and drainage pipes. The speed at which the water level of the reservoir changed was adjusted by setting a flow valve.
According to the nature of the landslide body in the Three Gorges reservoir area, the material of the landslide body was designed. The material used in the landslide body was composed of soil and small stones, and the ratio was 7:3. The landslide model test was completed according to the principle of landslide model forming. Considering the size of the model and the need to embed sensors, it was decided to choose the tamping method to build the landslide model. The sensors were embedded in the model in advance. The moisture content sensors were arranged in four sections, with 3 sensors in each section. Then we increased the water level of the reservoir to monitor the change of its water content. The overall landslide model is shown in Figure 4. In this figure, instruments for displacement monitoring and high-density electrical methods are included (the results are not used in this article.) In order to obtain the material parameters of the landslide model, a triaxial test and a constant head permeability coefficient experiment were carried out. A pressure plate instrument was used to obtain the characteristic curve of unsaturated soil water, as shown in Figure 5a,b. In this figure, the pressure pump and pressure plate instruments are displayed.

**Figure 3.** The side view of the landslide model and configuration of instruments in the experiment. A drawing of the configuration of the experimental model, showing the bedrock region (within blue lines), the landslide body region (below the green line), and the embedded sensors to monitor the water content.

**Figure 4.** A picture of the landslide model built indoors, from a frontal view: the model was 1.5 m (height) × 0.8 m (width). The water content sensor is inside the landslide body (not visible; the actual water content sensor is shown in Figure 6a).
Sensors were used to obtain water content data in real time. Figure 6a shows the water content sensor. The power supply voltage of the sensor was 5 V, and the output signal type was RS485. The monitoring data of the water content sensor were saved when the water level was from 0.3 to 1 m. Figure 6b shows the sensor data interface. Its function was to convert RS485 signals into USB signals. Based on the Modbus protocol, the data acquisition software was developed using C# to save the water content data to the database. All sensors conducted data sampling and recording every 10 s. Figure 7 is a histogram representation of moisture sensor monitoring data. In this figure, the abscissa represents different moisture content, and the ordinate represents its frequency. These water content data were used as observation samples in Bayesian updating (specifically, as shown in Figure 2).

4.2. FEM Simulation

In the Bayesian updating process, a numerical model of the experimental setup is needed to provide simulation results. The SEEP/W software, a part of Geo Studio is a numerical simulation software for seepage analysis. In this study, Geo Studio software (2007) was used. It can mathematically simulate the real physical process of water flowing through the soil medium based on the finite element model. The equation used in the process is a steady-state seepage equation. The work of this section aims to model the seepage analysis of the landslide model in Figure 3 through the FEM. For this reason, a geometric model of a large-scale landslide model was built in FEM software. The purpose of this research was to study the seepage characteristics of landslides through FEM to simulate the changes in water content of landslides when the water level rises. We used SEEP/W software to develop and calibrate computer models of landslide model, and compare observed data with simulated data.
In the FE model process, the main steps are to establish a landslide model, set material parameters, divide calculation units, and set boundary conditions [35]. Firstly, SEEP/W was used for geometric modeling of the landslide model according to the dimensions in Figure 3. The material models and properties of the soil were put into saturated-unsaturated seepage model, defined with a seepage constitutive relationship requiring two functions: the permeability coefficient function and water content function (SWCC) [35]. In this process, the saturated permeability coefficient was set to $1.6 \times 10^6$, and the SWCC parameters were set according to the prior distribution. Figure 8 shows the geometric model and the mesh used in this work. In this figure, the yellow area represents the landslide body. The unit accuracy of the finite element mesh was set to 0.1 m. The red part represents the boundary conditions. Two boundary conditions were set for the numerical model based on water level changes: water level boundary conditions and pressure boundary conditions. The boundary conditions of the model were a key component of the numerical analysis, and the ability to control the boundary conditions was also a direct reason for the powerful numerical analysis. In this process, the calculation method was the steady-state calculation, and the solver adopted the implicit solution method.

The FEM can evaluate water content values, depending on the input parameters $(a,n)$ of the SWCC model. This results were the simulation samples used in Bayesian updating. The main purpose of this was to obtain the complete results of the FE model evaluation by SEEP/W software calculation, including water pressure, moisture content, etc. The results calculated by the SEEP/W software are analyzed and compared with the monitoring data of the landslide model in Section 4.1 to check for errors. The calculation of the SEEP/W software in this section also provides a model for the establishment of the surrogate model in the next section.
4.3. Surrogate Model

Bayesian updating requires two sets of data: one of experimental data, and the other of simulation data. The experimental data were obtained through the above-mentioned large-scale landslide model experiment, and the data are shown in Figure 7. The simulation data were calculated according to the FEM in Section 4.2. It took 690 h (about 29 days) to perform a complete Bayesian update calculation with the FEM, and 2 h to use the surrogate model (Intel(R) Core(TM) i5-5200U CPU @ 2.20 GHz, RAM 8.00 GB). Therefore, a surrogate model was used in this study to obtain the simulation value. The surrogate model is a commonly used optimization method in engineering problems. When the actual problem is very computationally intensive and difficult to solve, a simplified model with less computational complexity and a rapid solution can be used to replace the original model to speed up the optimization process. In this study, an ANN was used to build the surrogate model.

In order to improve the efficiency of Bayesian updating, we adopted the method of the surrogate model. We used an ANN to train the surrogate model. The ANN is an algorithm whose design is driven by the function of the human brain and its components. ANNs use nonlinear techniques, so they can be used to model highly complex and nonlinear systems. In this study, a fully connected feedforward multi-layer structure using a backpropagation momentum learning algorithm was adopted. This kind of ANN architecture usually consists of an input layer, some hidden layers, and an output layer. For us there were 10 neuron nodes used in each layer. Each node was interconnected to the nodes of the upper layer through adjustable weights, and horizontal, self-direction, or backward connection was not allowed. The calculation and expression ability of a single neuron is limited. However, when they are connected to each other, the entire network can model complex functions. The training pattern consists of a set of matched input and output vectors. The logical sigmoid function was used as the activation function. In order to develop the artificial neural network model, Neural Network Fitting toolbox and MATLAB R2019b were used. The Neural Network toolbox provides various parameters for neural network development, which can be selected flexibly. We set the distribution of the parameters of the SWCC model, and then used the SEEP/W software to calculate the value of the water content. We saved the SWCC model parameters and the generated water content data for the establishment of the surrogate model. The input data selected for this part were a array (2 × 1000) of SWCC parameters \(a\) and \(n\), and the target array was water content data. In the training process, 70% of the data were used for training, 15% of the data for verification, and 15% of the data for testing. The training data were presented to the network during the training process, and the network was adjusted according to its errors. The verification data were used to measure the generalization of the network and stop training when the generalization stopped improving. The test data had no effect on training, so they provide an independent measurement of network performance during and after training. In this section, the number of hidden neurons was 10. Finally, we checked the error of the surrogate model built using an ANN.

Figure 9 shows the regression diagram of the water content and SWCC parameters at specific points of the landslide model. In this figure, we can observe that all datasets were correctly fitted to the row. This shows that our neural network structure was correct, and it can also be used to predict the outputs of other input datasets. Figure 9a is the regression diagram of 70% of the training data. Figure 9b is the regression diagram of the 15% group of the validation data. Figure 9c is the regression diagram of the 15% group of test data. Figure 9d is the regression diagram of all data. The results of ANN prediction quality are detailed in Table 1. The goodness of fit (R) is close to 1 and the expected value of the mean square of the error (MSE) is small. The model results show that the ANN model can be used to predict the relationship between the water content at specific points of the landslide model and the parameters of the SWCC.
Figure 9. Neural network training regression: (a) The regression diagram of the 70% group of the training data; (b) The regression diagram of the 15% group of the validation data; (c) The regression diagram of the 15% group of test data; (d) The regression diagram of all data.

Table 1. The results of the prediction with the artificial neural networks (ANN).

| Samples       | MSE            | R              |
|---------------|----------------|----------------|
| Training      | $1.43430 \times 10^{-7}$ | $9.99991 \times 10^{-1}$ |
| Validations   | $1.67754 \times 10^{-7}$ | $9.99989 \times 10^{-1}$ |
| Testing       | $5.56267 \times 10^{-7}$ | $9.99968 \times 10^{-1}$ |

5. Results

5.1. Effect of Dataset Size on the Outcome of Bayesian Updating

Using the surrogate model and the experimental data, the iterative Bayesian updating was done until the simulated value was close to the observed value. Bayesian updating is an iterative process. First, it sets the prior distribution of SWCC parameters and uses the MCMC algorithm to generate a large number of samples that obey the prior distribution. Then it performs iterative calculations, using surrogate models and experimental water cut monitoring data. Bayesian updating is performed until the simulated value is close to the observed value. For each iteration, a set of samples of SWCC parameters are generated. All the data of the iteration are presented into a plotmatrix, as shown in Figure 10a. In this figure, the top-left figure is the frequency diagram of parameter $a$, the bottom-right figure is the frequency diagram of parameter $n$, and the bottom-left and top-right figures represent the correlation. Figure 10b shows the distribution of SWCC parameters obtained by Bayesian updating, converged after 5 iterations ($j = 5$). This is the plotmatrix of the SWCC parameters after the fifth iteration.
Figure 10. Results of using 1000 sets of water content monitoring data to update: (a) prior distribution; (b) posterior distribution.

In order to study the changes in the posterior distribution when monitoring the increase in the amount of data, we used 200, 500, 1000, 2000, and 5000 sets of monitoring data to calculate the posterior distribution and analyze the results. As the amount of data increased, the trends of Bayesian updating results are shown in Figure 11, and the values of Bayesian updating results are shown in Table 2. In that figure, the red line represents the median, the upper and lower lines of the blue rectangle represent the upper and lower quartiles, the short red lines represent outliers, and the short black lines represent the minimum and maximum values. The trend of the change of parameter $a$ is shown in Figure 11a. It can be seen that the median value of parameter $a$ fluctuates around 1.46 and has a tendency to increase slightly. Outliers are distributed below the minimum value, indicating that the posterior distribution is left skewed. The trend of the change of parameter $n$ is shown in Figure 11b. It can be seen that the median value of the parameter $n$ fluctuated around 3.98. Outliers are distributed over the maximum value, indicating that the posterior distribution skewed right. When the number of data was 1000, the data of the posterior distribution were relatively stable. Therefore, in the following analysis, 1000 sets of observation data were used as samples to study the influence of the distribution type on the posterior distribution.

Figure 11. Impact of data volume on update results: (a) Parameter $a$; (b) parameter $n$. 
Table 2. Impact of dataset size on update results.

| Dataset Size | Most Probable VG Model Parameters | Posterior Mean | Posterior Standard Deviation |
|--------------|-----------------------------------|----------------|-------------------------------|
|              | $a$  | $n$  | $a$  | $n$  | $a$  | $n$  | $a$  | $n$  |
| 200          | 1.47 | 3.94 | 1.459 | 3.981 | 0.048 | 0.363 |
| 500          | 1.48 | 3.92 | 1.460 | 3.980 | 0.048 | 0.359 |
| 1000         | 1.49 | 3.85 | 1.462 | 3.985 | 0.048 | 0.364 |
| 2000         | 1.49 | 3.85 | 1.464 | 3.988 | 0.048 | 0.367 |
| 5000         | 1.50 | 3.84 | 1.468 | 3.978 | 0.048 | 0.364 |

5.2. The Effect of Prior Distribution on the Outcome of Bayesian Updating

In this Bayesian updating process, the prior distribution of SWCC parameters $a$ and $n$ needs to be set first. In the previous analysis (Section 5.1) the prior distribution of variables $a$ and $n$ was adjusted to a lognormal distribution. The converged posterior distribution was analyzed and the most likely value, mean, and standard deviation of the parameter were evaluated. In Table 3, the results for the analysis with dataset size value 1000 are shown.

To investigate the effect that a different prior distribution has on the results, the prior distribution was changed to a normal distribution. The results are plotted in Figure 12, and the distribution parameters are shown in Table 3. Comparing the results of Table 3, the values of the parameters $a$ and $n$ are compatible within the deviations obtained.

| Type               | Most Probable VG Model Parameters | Posterior Mean | Posterior Standard Deviation |
|--------------------|-----------------------------------|----------------|-------------------------------|
|                    | $a$  | $n$  | $a$  | $n$  | $a$  | $n$  | $a$  | $n$  |
| normal distribution | 1.48 | 4.06 | 1.462 | 3.987 | 0.048 | 0.367 |
| lognormal distribution | 1.49 | 3.85 | 1.462 | 3.985 | 0.048 | 0.364 |

Figure 12. Update results when the prior distribution is a normal distribution: (a) prior distribution; (b) posterior distribution.

Table 3. Impact of prior distribution on update results.

5.3. The Effects of Six Stages on the Outcome of Bayesian Updating

During the experiment (see Section 4.1 for details), we set the data collection time interval of the moisture content sensor to 10 s. When the water level changed from 0.3 m to 1 m, six stages were selected to study the trend of the posterior distribution of SWCC parameters when the water level changed. With the monitoring data obtained over time, the trend of Bayesian updating results is shown in Figure 13, and the value of Bayesian updating results is shown in Table 4. In this boxplot, the red line represents the median, the upper and lower lines of the blue rectangle represent the upper
and lower quartiles, the red short lines represent the outliers, and the black short lines represent the minimum and maximum values. The trend of the change of parameter $a$ is shown in Figure 13a. It can be seen that the median value of parameter $a$ fluctuates around 1.47 and has a tendency to increase slightly. Outliers are distributed above the maximum value. The trend of the change of parameter $n$ is shown in Figure 13b. It can be seen that the median value of parameter $n$ fluctuates around 3.98 and has a slightly lower trend.

**Figure 13.** The influence of the monitoring value at different time stages on the update result: (a) parameter $a$; (b) parameter $n$.

**Table 4.** Impacts of different stages on update results.

| Stage | Most Probable VG Model Parameters | Posterior Mean | Posterior Standard Deviation |
|-------|-----------------------------------|----------------|-----------------------------|
|       | $a$  | $n$  | $a$  | $n$  | $a$  | $n$  |
| 1     | 1.49 | 3.85 | 1.462 | 3.985 | 0.048 | 0.364 |
| 2     | 1.483| 4.03 | 1.465 | 3.978 | 0.048 | 0.362 |
| 3     | 1.486| 4.01 | 1.469 | 3.984 | 0.047 | 0.360 |
| 4     | 1.498| 3.98 | 1.472 | 3.983 | 0.048 | 0.369 |
| 5     | 1.508| 3.80 | 1.476 | 3.985 | 0.047 | 0.364 |
| 6     | 1.513| 3.82 | 1.480 | 3.983 | 0.047 | 0.365 |

### 5.4. Characterization of Uncertainty

According to the previous results, it is possible to characterize the uncertainty of the model parameters. For a sufficiently large number of samples, and considering the minor effects caused by the selected prior distribution type and the time stage, the uncertainties obtained are reliable. Considering the VG model for the SWCC, the parameters $a$ and $n$ were evaluated with 100,000 MCMC samples and 95% confidence intervals (for 97.5% and 2.5% upper and lower bounds). The results are plotted on the curves in Figure 14. As can be seen in this figure, the most likely SWCC models were all within the 95% confidence interval. Therefore, the proposed method can reasonably determine the SWCC model based on limited experimental data and quantify the uncertainty of the SWCC model estimate.
6. Discussion

Although slight changes of SWCC parameters have minor effects on the stability of a landslide, they improve the accuracy of landslide reliability calculation. It is very necessary to conduct in-depth research on SWCC parameters. In previous studies, the main focus was on the SWCC model. We used indoor test data to select SWCC model [36]. Compared with the deterministic SWCC model, this paper took into account the uncertain factors caused by soil variability and unstable monitoring data. This paper mainly checked the parameters of SWCC based on the monitoring data of large-scale model tests.

This paper mainly describes the impacts of monitoring data volume, prior distribution type, and different stages on posterior distribution. Figure 11 and Table 2 show the effect of data volume from 200 to 5000 on the posterior distribution of SWCC model parameters. The left figure represents the prior distribution, and it can be clearly seen that the prior distribution is the same. The figure on the right represents the posterior distribution. As the number of observation samples increases, it has little effect on the posterior distribution of SWCC parameters. It can be seen from Table 2 that the results of the posterior distribution are very stable. Therefore, it is feasible to perform Bayesian updating of parameters using monitoring data. This makes it possible to realize the online SWCC parameter monitoring and analysis system. In the research, this study selected 1000 sets of data for Bayesian updating. Figures 10 and 12 compare the effects of the prior distribution type on the results of the SWCC parameters’ posterior distributions. It can be clearly seen that the coefficient of variation is smaller when the prior distribution is lognormal. Therefore, when using monitoring data to perform Bayesian updating of SWCC parameters, it is more reasonable to set the prior distribution to the lognormal distribution to obtain the posterior distribution. Figure 13 and Table 4 show the changes in the posterior distributions of SWCC parameters with different stages. In this figure, it can be seen that the mean value of parameter $a$ in the SWCC posterior distribution increases from 1.462 to 1.480, while the mean value of parameter $n$ fluctuates from 3.985 to 3.983 (the fluctuation range is within 0.1). Due to the short monitoring time, the change to the posterior distribution is very subtle. In the follow-up research, the monitoring time could be extended to obtain the SWCC parameter change rule. Figure 14 shows the 95% confidence interval of the posterior distribution of SWCC. The most likely SWCC falls within the 95% confidence interval of its posterior distribution.

This paper studied the method of using landslide monitoring data to study SWCC parameters. However, due to the influences of many uncertain factors, the simulation model’s prediction and the real structural response often have certain errors. Therefore, it is necessary to verify the prediction accuracy of the simulation model in future research.
7. Conclusions

This paper presents a SWCC parameter calculation framework based on Bayesian landslide monitoring data theory. This method makes full use of prior information and limited monitoring data to determine the posterior information of SWCC model parameters. It characterizes the uncertainty of the SWCC model and is of great significance for reliability analysis. The influences of the dataset size, prior distribution type, and time-varying monitoring data on the result of posterior distribution were studied. Finally, the uncertainty of the SWCC model parameters was characterized. Taking the water content monitoring data of the large-scale landslide model test as an example, the effectiveness of this method is explained. The main conclusions from this study are as follows:

1. This paper proposes a Bayesian-based analysis method that can take the parameters’ uncertainty into account, and is different from conventional deterministic analysis methods. The feasibility of the Bayesian updating method in the monitoring data of a large landslide model was demonstrated. Through the Bayesian updating, the posterior value ranges of the SWCC parameters will be narrowed compared to the prior ones.
2. The Bayesian updating method has good application prospects in landslide monitoring. When the prior distribution is lognormal, the coefficient of variation of the posterior distribution is smaller than that of the normal distribution. The SWCC parameter \( a \) tends to increase when the posterior distribution changes with time.
3. In the process of Bayesian updating, a numerical simulation based in a FE model was used. Alternatively, a ANN surrogate model was also trained based on the FE model. This method can greatly improve the efficiency of Bayesian model updating—its accuracy being acceptable.
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