A CLASS OF CURVATURE FLOWS EXPANDED BY SUPPORT FUNCTION AND CURVATURE FUNCTION IN THE EUCLIDEAN SPACE AND HYPERBOLIC SPACE
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ABSTRACT. In this paper, we first consider a class of expanding flows of closed, smooth, star-shaped hypersurface in Euclidean space $\mathbb{R}^{n+1}$ with speed $u^\alpha f - \beta$, where $u$ is the support function of the hypersurface, $f$ is a smooth, symmetric, homogeneous of degree one, positive function of the principal curvatures of the hypersurface on a convex cone. For $\alpha \leq 0 < \beta \leq 1 - \alpha$, we prove that the flow has a unique smooth solution for all time, and converges smoothly after normalization, to a sphere centered at the origin. In particular, the results of Gerhardt [16] and Urbas [39] can be recovered by putting $\alpha = 0$ and $\beta = 1$ in our first result. If the initial hypersurface is convex, this is our previous work [11]. If $\alpha \leq 0 < \beta < 1 - \alpha$ and the ambient space is hyperbolic space $\mathbb{H}^{n+1}$, we prove that the flow $\frac{\partial X}{\partial t} = (u^\alpha f - \beta - \eta u)\nu$ has a longtime existence and smooth convergence to a coordinate slice. The flow in $\mathbb{H}^{n+1}$ is equivalent (up to an isomorphism) to a re-parametrization of the original flow in $\mathbb{R}^{n+1}$ case. Finally, we find a family of monotone quantities along the flows in $\mathbb{R}^{n+1}$. As applications, we give a new proof of a family of inequalities involving the weighted integral of $k$th elementary symmetric function for $k$-convex, star-shaped hypersurfaces, which is an extension of the quermassintegral inequalities in [20].
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1. Introduction

Flows of convex hypersurfaces by a class of speed functions which are homogeneous and symmetric in principal curvatures have been extensively studied in the past four decades. Well-known examples include the mean curvature flow [21], and the Gauss curvature flow [7, 13]. In [21] Huisken showed that the flow has a unique smooth solution and the hypersurface converges to a round sphere if the initial hypersurface is closed and convex. Later, a range of flows with the speed of homogeneous of degree one in principal curvatures were established, see [1, 3, 9, 10] and references therein.

For star-shaped hypersurface $M_0$, Gerhardt [16, 18] and Urbas [39] studied the flow with concave curvature function $f$ which satisfies $f|_\Gamma > 0$ and $f|_{\partial \Gamma} = 0$ for an open convex symmetric cone $\Gamma$ containing the positive cone $\Gamma^+_{*}$, and proved a similar convergence result. Scheuer [36] improved the asymptotical behavior of the flow considered in [18] by showing that the flow becomes close to a flow of a sphere.

The inverse curvature flow has also been studied in other ambient spaces, in particular in the hyperbolic space and in sphere, See [14, 17, 31, 33, 35] etc..

Flow with speed depending not only on the curvatures has recently begun to be considered. For example, flows that deform hypersurfaces by their curvature and support function were studied in [19, 26, 34, 37]. In [19], they invented a flow and proved longtime existence and smooth convergence to a round sphere when the ambient space is a space form. Meanwhile, they proved a class of Alexandrov-Fenchel inequalities of quermassintegrals. In [34], they deduced a new Minkowski-type inequality in the anti-deSitter Schwarzschild manifolds and a weighted isoperimetric-type inequality in hyperbolic space.

For a certain range of $\alpha, \beta$, the limit of flows with speed $u^\alpha f^\beta$ can be an ellipsoid. For example, Andrews [2] proved that the solution will converge in $C^\infty$ to an ellipsoid along the contracting flow with the speed of $\frac{1}{n+2}$ power of the Gauss-Knonecker curvature after scaling. In [24, 25], the authors studied flows of the convex hypersurfaces at the speeds of $-u^\alpha K^\beta$ and $\phi u^{2-m} K^{-1}$ respectively, where $u$ is the support function, $K$ is the Gauss curvature, $\phi$ is a smooth positive function on $S$, $\alpha = \frac{(n+1)(1-p)}{n+1+p}$, $\beta = \frac{p}{n+1+p}$, $1 \leq p < \frac{n+1}{n-1}$, $-2 \leq m < \infty$ and $m \neq 1$. The solutions converge to an ellipsoid.

A class of curvature flows was introduced by [26, 32], where the speed of the flow depends on an anisotropic factor, support function or radial function, and a curvature function. These flows can solve the $L_p$-Christoffel-Minkowski problems or dual Minkowski problems. Whether the flows can be extended is an interesting problem. In the present work [11] we also consider this kind of flow,

$$\frac{\partial X}{\partial t} = u^\alpha f^{-\beta} \nu,$$

in the Euclidean space $\mathbb{R}^{n+1}$, $n \geq 2$. When $f = (\frac{a}{r})^{\frac{n-1}{n+1}}$, the flow has been studied by Sheng and Yi in [37]. In our above mentioned paper [11], we use the inverse Gauss map to re-parameterize the initial hypersurface, therefore convexity is essential. Now we improve the method for further extension.

Let $M_0$ be a closed, smooth and star-shaped hypersurface in $\mathbb{R}^{n+1}$ ($n \geq 2$), and $M_0$ encloses the origin. In the first result, we study the following expanding flow

$$\begin{aligned}
\frac{\partial X}{\partial t} &= u^\alpha f^{-\beta}(x, t)\nu(x, t), \\
X(\cdot, 0) &= X_0,
\end{aligned}$$

(1.1)
where \( f(x, t) \) is a suitable curvature function of the hypersurface \( M_t \) parameterized by \( X(\cdot, t) : M^n \times [0, T) \to \mathbb{R}^{n+1}, \beta > 0, u \) is the support function defined later and \( \nu(\cdot, t) \) is the outer unit normal vector field to \( M_t \).

To formulate our results, we shall suppose that the curvature function \( f \) can be expressed as \( f(\cdot, t) = f(\kappa_1, ..., \kappa_n) \), where \( \kappa_1, ..., \kappa_n \) are the principal curvatures of the hypersurface \( M_t \).

We obtain convergence results for a large class of speeds and therefore make the following assumption.

**Assumption 1.1.** Let \( \Gamma \subset \mathbb{R}^n \) be a symmetric, convex, open cone containing

\[
\Gamma_+ = \{ (\kappa_i) \in \mathbb{R}^n : \kappa_i > 0 \},
\]

and suppose that \( f \) is positive in \( \Gamma \), homogeneous of degree \( 1 \), and concave with

\[
\frac{\partial f}{\partial \kappa_i} > 0, \quad f|_{\Gamma^0} = 0, \quad f^{-\beta}(1, \cdots, 1) = \eta.
\]  

We first prove the following

**Theorem 1.2.** Assume \( \alpha, \beta \in \mathbb{R} \) satisfying \( \alpha \leq 0 < \beta \leq 1 - \alpha \). Let \( f \in C^2(\Gamma) \cap C^0(\partial \Gamma) \) satisfy Assumption 1.1, and let \( X_0(M) \) be the embedding of a closed \( n \)-dimensional manifold \( M^n \) in \( \mathbb{R}^{n+1} \) such that \( X_0(M) \) is a graph over \( S^n \), and such that \( \kappa \in \Gamma \) for all \( n \)-tuples of principal curvatures along \( X_0(M) \). Then the flow \( (1.1) \) has a unique smooth solution \( M_t \) for all time \( t > 0 \). For each \( t \in [0, \infty) \), \( X(\cdot, t) \) is a parameterization of a smooth, closed, star-shaped hypersurface \( M_t \) in \( \mathbb{R}^{n+1} \) by \( X(\cdot, t) : M^n \to \mathbb{R}^{n+1} \). After a proper rescaling \( X \to \varphi^{-1}(t)X \), where

\[
\begin{align*}
\varphi(t) &= e^t & \text{if } \alpha = 1 - \beta, \\
\varphi(t) &= (1 + (1 - \beta - \alpha)\eta t)^{-\frac{1}{\alpha - \beta}} & \text{if } \alpha \neq 1 - \beta,
\end{align*}
\]

the hypersurface \( \tilde{M}_t = \varphi^{-1}M_t \) converges exponentially to a round sphere centered at the origin in the \( C^\infty \)-topology.

The flow (1.1) can be described by an ODE of the support function if \( \beta = 0 \). So we don’t state that result in here.

The \( k \)th elementary symmetric function \( \sigma_k \) is defined by

\[
\sigma_k(\kappa_1, ..., \kappa_n) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \kappa_{i_1} \cdots \kappa_{i_k},
\]

and let \( \sigma_0 = 1 \).

Let us make some remarks about our conditions. The convex cone \( \Gamma \) that contains the positive cone in (1.2) is decided by \( f \), e. g., \( \Gamma = \{ (\kappa_i) \in \mathbb{R}^n : \sigma_1 > 0 \} \) if \( f = \sigma_1 \); \( \Gamma = \{ (\kappa_i) \in \mathbb{R}^n : \sigma_2 > 0 \) and \( \sigma_1 - \kappa_i > 0 \) \( \forall i = 1, \cdots, n \} \) if \( f = \sigma_2^\perp \); \( \Gamma = \Gamma_+ \) the positive cone if \( f = \sigma_n^\perp \). (1.3) ensures that this equation is parabolic. Star-shaped initial hypersurface means it can be written as a graph over \( S^n \). In particular, for \( \alpha = 0 \) and \( \beta = 1 \), this is the results of Gerhardt \[16\] and Urbas \[39\]. If \( \Gamma = \Gamma_+ \), this is our previous work \[11\].

We give some examples of functions \( f \) satisfying the required hypotheses. For any integer \( k, l \) such that \( 0 \leq k < l \leq n \), \( (\frac{\sigma_k}{\sigma_l})^\frac{1}{l-k} \) is smooth, positive, symmetric function and homogenous of degree one on the convex cone. It is easy to check that (1.2) and (1.3) hold for \( (\frac{\sigma_k}{\sigma_l})^\frac{1}{l-k} \). \( (\frac{\sigma_k}{\sigma_l})^\frac{1}{l-k} \) satisfies the concavity by [22].

The second example is \( f = (\sum_{i=1}^n \kappa_i^k)^\frac{1}{k} \) for \( k \neq 0 \). Then \( f \) is smooth, positive, symmetric functions and homogenous of degree one on the convex cone. It is easily checked that all conditions hold for \( f \).
More examples can be constructed as follows:

If $f_1, \cdots, f_k$ satisfy our conditions, then $f = \prod_{i=1}^k f_i^{\alpha_i}$ also satisfies our conditions, where $\alpha_i \geq 0$ and $\sum_{i=1}^k \alpha_i = 1$. More example can be seen in [4,5].

The study of the asymptotic behaviour of the flow (1.1) is equivalent to the long time behaviour of the normalised flow. Let $\bar{X}(\cdot, \tau) = \varphi^{-1}(t)X(\cdot, t)$, where

$$
\tau = \begin{cases} 
t \log(1-\alpha) \eta^{2n+1}, & \text{if } \alpha = 1 - \beta, \\
(1-\alpha-\beta) \eta, & \text{if } \alpha \neq 1 - \beta.
\end{cases}
$$

(1.5)

Then $\bar{X}(\cdot, \tau)$ satisfies the following normalised flow

$$
\begin{align*}
\frac{\partial \bar{X}}{\partial \tau}(x, \tau) &= \bar{u}^{\alpha} \bar{f}^{-\beta}(x, \tau) \nu - \eta \bar{X}, \\
\bar{X}(\cdot, 0) &= \bar{X}_0.
\end{align*}
$$

(1.6)

For convenience we still use $t$ instead of $\tau$ to denote the time variable and omit the “tilde” if no confusions arise. We can find that the flow (1.6) is equivalent (up to an isomorphism) to

$$
\begin{align*}
\frac{\partial X}{\partial t}(x, t) &= (u^\alpha f^{-\beta}(x, t) - \eta u) \nu(x, t), \\
X(\cdot, 0) &= X_0.
\end{align*}
$$

(1.7)

In order to prove Theorem 1.2, we shall establish the a priori estimates for the normalised flow (1.7), and show that if $X(\cdot, t)$ solves (1.7), then the radial function $\rho$ converges exponentially to a constant as $t \to \infty$.

Secondly, we make a natural extension to the normalized flow (1.7) to Hyperbolic space.

**Theorem 1.3.** Assume $\alpha, \beta \in \mathbb{R}$ satisfying $\alpha \leq 0 < \beta < 1 - \alpha$. Let $f \in C^2(\Gamma) \cap C^0(\partial \Gamma)$ satisfy Assumption 1.1, and let $X_0(M)$ be the embedding of a closed $n$-dimensional manifold $M$ in $\mathbb{H}^{n+1}$, such that $X_0(M)$ is a graph over $\mathbb{S}^n$, and such that $\kappa \in \Gamma$ for all $n$-tuples of principal curvatures along $X_0(M)$. Then any solution $X$ of (1.7) exists for all positive times and smoothly converges exponentially to a geodesic slice in the $C^\infty$-topology.

Remark: The condition $\alpha = 1 + \beta$ will cause the flow (1.7) to contract in $\mathbb{H}^{n+1}$. This will be proved in Section 3. If the ambient space is sphere, the a priori estimates couldn’t be established.

Next, we introduce some monotone quantities involving a weighted $\sigma_k$ integral along inverse curvature flows in the Euclidean space $\mathbb{R}^{n+1}$. We denote that

$$
S_{i,k}(t) = \int_{M_t} u^i p_k d\mu
$$

and

$$
T_{i,k}(t) = \int_{M_t} p_k d\mu,
$$

where $p_k$ is defined as the normalized $k$th elementary symmetric function, i.e. $p_k = \frac{1}{c_n} \sigma_k$, $i \in \mathbb{R}$ and $0 \leq k \leq n$. It is easy to derive that $S_{1,k+1} = S_{0,k} = T_{1,k}$ is $k$th quermassintegrals by Minkowski formulas and $T_{i,0} = T_{0,k} = A(M)$, where $A(M)$ is the area of $M$.

**Theorem 1.4.** Suppose $M_t$ is a smooth solution to the inverse curvature flow

$$
\frac{\partial X}{\partial t} = \frac{p_{k-1}}{p_k} \nu - X \quad \text{or} \quad \frac{\partial X}{\partial t} = \left(\frac{p_{k-1}}{p_k} - u\right) \nu,
$$

where $0 < k \leq n$. Then the following hold:
(i) In the case where \( t > 1 \) and \( M_0 \) is convex, \( S_{i,n} \) is monotone decreasing with \( k = n \) and \( S_{i,n}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

(ii) In the case where \( t = 1 \) and \( M_0 \) is \( k \)-convex, \( S_{1,k} \) is invariant for each \( t \) and \( 0 < k \leq n \);

- \( S_{1,k+1} \) is monotone decreasing for \( 0 < k < n \) and \( S_{1,k+1}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \);

- \( S_{1,1} \) is monotone increasing for \( 0 \leq 1 < k \leq n \) and \( S_{1,1}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

(iii) In the case where \( 0 < t < 1 \) and \( M_0 \) is convex, \( S_{i,n} \) is monotone increasing with \( k = n \) and \( S_{i,n}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

(iv) In the case where \( t = 0 \) and \( M_0 \) is \( k \)-convex, \( S_{0,0} \) is invariant for each \( t \) and \( 0 < k \leq n \). \( S_{0,0} = \omega_n \), where \( \omega_n \) is the area of the unit sphere \( S^n \) in \( \mathbb{R}^{n+1} \);

- \( S_{0,k} \) is monotone decreasing for \( 0 < k < n \) and \( S_{0,k}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \);

- \( S_{0,1} \) is monotone increasing for \( 0 \leq 1 < k - 1 \leq n - 1 \) and \( S_{0,1}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

(v) In the case where \( t < 0 \) and \( M_0 \) is \( k \)-convex, \( S_{i,k} \) is monotone decreasing for \( 0 < k \leq n \) and \( S_{i,k}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

Theorem 1.5. Suppose \( M_t \) is a smooth solution to the inverse curvature flow

\[
\frac{\partial X}{\partial t} = p_k^{-\frac{1}{k}} \nu - X \quad \text{or} \quad \frac{\partial X}{\partial t} = (p_k^{-\frac{1}{k}} - u) \nu,
\]

where \( 0 < k \leq n \). Then the following hold:

(i) In the case where \( t > 1 \) and \( M_0 \) is \( k \)-convex, \( T_{i,k} \) is monotone decreasing with \( 0 < k \leq n \) and \( T_{1,k}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

(ii) In the case where \( t = 1 \) and \( M_0 \) is \( k \)-convex, \( T_{1,k} \) is monotone decreasing with \( 0 < k \leq n \) and \( T_{1,k}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \);

- \( T_{1,k-1} \) is monotone decreasing for \( 1 < k \leq n \) and \( T_{1,k-1}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \);

(iii) In the case where \( 0 < t < 1 \) and \( M_0 \) is convex, \( T_{i,n} \) is monotone increasing with \( k = n \) and \( S_{i,n}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \).

(iv) In the case where \( t = 0 \), \( 0 \leq l \leq n \) and \( M_0 \) is \( k \)-convex, \( T_{0,l} = A(M) \) is monotone increasing for \( 1 < k \leq n \) and \( T_{0,l}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \);

- \( T_{0,1} \) is invariant for each \( t \) and \( k = 1 \).

(v) In the case where \( \forall l \) and \( M_0 \) is \( k \)-convex, \( T_{l,0} = A(M) \) is monotone increasing for \( 1 < k \leq n \) and \( T_{l,0}(t) \) is a constant function if and only if \( M_t \) is a round sphere for each \( t \);

- \( T_{l,0} \) is invariant for each \( t \) and \( k = 1 \).

In 2009, Guan and Li [20] used the flow \( X_t = (\frac{\sigma_{n-1}}{\sigma_{l}} - r(t)u) \nu \) to prove the following isoperimetric inequality for quermassintegrals of non-convex starshaped domains, where \( r(t) \) is a normalization constant to make \( V_{n-k}(\Omega_t) \) invariant under the flow and \( V_{n+1-k}(\Omega_t) \) is nondecreasing.
Theorem 1.6. [20] Suppose $\Omega \subset \mathbb{R}^{n+1}$ is a smooth $k$-convex star-shaped domain. Then there holds
\[
\left( \frac{V_{(n+1)-m}(\Omega)}{V_{(n+1)-m}(B)} \right)^{\frac{1}{n-m}} \leq \left( \frac{V_{n-m}(\Omega)}{V_{n-m}(B)} \right)^{\frac{1}{n-m}}, 0 \leq m \leq k \leq n,
\]
where $V_{(n+1)-m}(\Omega) = \int_{\partial \Omega} \sigma_m(\kappa) d\mu_M$, $B$ is the unit sphere in $\mathbb{R}^{n+1}$. The equality holds if and only if $\Omega$ is a ball.

It will be proved that Theorem 1.6 is a straightforward corollary by (ii) or (iv) of Theorem 1.4. The locally constrained inverse curvature type flow in Theorem 1.4 was introduced in Brendle, Guan and Li in [8].

As natural expansions, we can derive a lot of the extensions of quermassintegral inequalities. These inequalities will be given in section 7.

At last, we list some applications about the more general flows.

Theorem 1.7. Suppose $M_t$ is a smooth solution to the inverse curvature flow
\[
\frac{\partial X}{\partial t} = \frac{p_{n-m-1}}{u^m} \nu - X \quad \text{or} \quad \frac{\partial X}{\partial t} = \left( \frac{p_{n-m-1}}{u^m} - u \right) \nu
\]
for $0 \leq m \leq n-1$. The initial hypersurface $M_0$ is convex. Then the following hold:
(i) For $0 \leq m \leq k \leq n-1$, $\int_M p_k d\mu$ is monotone increasing and $\int_M p_k d\mu$ is a constant function if and only if $M_t$ is a round sphere for each $t$.
(ii) For $1 \geq m + 1$ or $1 \leq 0$, $S_{\text{in}}$ is monotone decreasing and $S_{1,n}$ is a constant function if and only if $M_t$ is a round sphere for each $t$.
(iii) For $0 \leq r \leq 1$, $S_{\text{in}}$ is monotone increasing and $S_{1,n}$ is a constant function if and only if $M_t$ is a round sphere for each $t$. $S_{0,n} = \omega_n$.

According to these monotone quantities, we can get the following inequalities.

For $\forall t \geq 1$ or $t < 0$, we have
\[
\left( \int_M u^r p_n d\mu \right)^{\frac{1}{r}} \geq \omega_n^{\frac{1}{r}} \left( \int_M p_{n-1} d\mu \right)^{\frac{1}{n}} \geq \omega_n^{\frac{1}{n}} \left( \int_M p_k d\mu \right)^{\frac{1}{n-k}}.
\]

For $\forall r \geq 1$ or $r < 0$ and $0 < s \leq 1$, we have
\[
\left( \int_M u^r p_n d\mu \right)^{\frac{1}{r}} \geq \omega_n^{\frac{1}{r}} \left( \int_M u^s p_n d\mu \right)^{\frac{1}{s}}.
\]

The equality holds if and only if $M$ is a round sphere.

The rest of the paper is organized as follows. We first recall some notations and known results in Section 2 for later use. In Section 3, we establish the a priori estimates, which ensure the long time existence of these flows. In Section 4, we show the convergence of the flow (1.7) in $\mathbb{R}^{n+1}$ and $\mathbb{H}^{n+1}$, and complete the proof of Theorem 1.2 and 1.3. In section 5, we give the proof of Theorem 1.4 and 1.5. The proof of Theorem 1.7 is given in Section 6. Finally in Section 7, we prove 1.6 in view of the monotone quantities in Theorem 1.4, and as application, we give a summary of inequalities involving the weighted integral of $k$th elementary symmetric function.

2. Preliminary

2.1. Intrinsic curvature. We now state some general facts about hypersurfaces, especially those that can be written as graphs. The geometric quantities of ambient spaces will be denoted by $(\bar{g}_{\alpha\beta})$, $(\bar{R}_{\alpha\beta\gamma\delta})$ etc., where Greek indices range from 0 to $n$. Quantities for $M$ will be denoted by $(g_{ij})$, $(R_{ijkl})$ etc., where Latin indices
range from 1 to \( n \). In this section, we denote the ambient spaces by \( \mathbb{K}^{n+1} \), which means \( \mathbb{R}^{n+1} \) or \( \mathbb{H}^{n+1} \).

Let \( \nabla, \bar{\nabla} \) and \( D \) be the Levi-Civita connection of \( g, \bar{g} \) and the Riemannian metric \( e \) of \( S^n \) respectively. All indices appearing after the semicolon indicate covariant derivatives. The (1,3)-type Riemannian curvature tensor is defined by

\[
R(U, Y)Z = \nabla_U \nabla_Y Z - \nabla_Y \nabla_U Z - \nabla_{[U, Y]} Z, \tag{2.1}
\]

or with respect to a local frame \( (e_i) \),

\[
R(e_i, e_j) e_k = R_{ijk}^l e_l, \tag{2.2}
\]

where we use the summation convention (and will henceforth do so). The coordinate expression of (2.1), the so-called Ricci identities, read

\[
Y^k_{;ij} - Y^k_{;ji} = -R_{ijkm} Y^m, \tag{2.3}
\]

for all vector fields \( Y = (Y^k) \). We also denote the (0,4) version of the curvature tensor by \( R \),

\[
R(W, U, Y, Z) = g(R(W, U) Y, Z). \tag{2.4}
\]

2.2. **Extrinsic curvature.** The induced geometry of \( M \) is governed by the following relations. The second fundamental form \( h = (h_{ij}) \) is given by the Gaussian formula

\[
\bar{\nabla}_Z Y = \nabla_Z Y - h(Z, Y) \nu, \tag{2.5}
\]

where \( \nu \) is a local outer unit normal field. Note that here (and in the rest of the paper) we will abuse notation by disregarding the necessity to distinguish between a vector \( Y \in T_p M \) and its push-forward \( X^* Y \in T_p \mathbb{K}^{n+1} \). The Weingarten endomorphism \( A = (h^i_j) \) is given by

\[
h^i_j = g^{ki} h_{kj},
\]

and the Weingarten equation

\[
\bar{\nabla}_Y \nu = A(Y), \tag{2.6}
\]

holds there, or in coordinates

\[
\nu^\alpha_i = h^k_i X^\alpha_k.
\]

We also have the Codazzi equation in \( \mathbb{K}^{n+1} \)

\[
\nabla_W h(Y, Z) - \nabla_Z h(Y, W) = -\bar{R}(\nu, Y, Z, W) = 0 \tag{2.8}
\]

or

\[
h_{ij;k} - h_{ik;j} = -\bar{R}_{\alpha\beta\gamma\delta} X^\alpha_i X^\beta_j X^\gamma_k X^\delta_l = 0, \tag{2.9}
\]

and the Gauss equation

\[
R(W, U, Y, Z) = \bar{R}(W, U, Y, Z) + h(W, Z) h(U, Y) - h(W, Y) h(U, Z) \tag{2.10}
\]

or

\[
R_{ijkl} = \bar{R}_{\alpha\beta\gamma\delta} X^\alpha_i X^\beta_j X^\gamma_k X^\delta_l + h_{il} h_{jk} - h_{ik} h_{jl}, \tag{2.11}
\]

where

\[
\bar{R}_{\alpha\beta\gamma\delta} = -K(\bar{g}_{\alpha\gamma} \bar{g}_{\beta\delta} - \bar{g}_{\alpha\delta} \bar{g}_{\beta\gamma}), \tag{2.12}
\]

and

\[
K = \begin{cases} -1 & \text{in } \mathbb{H}^{n+1}, \\ 0 & \text{in } \mathbb{R}^{n+1}. \end{cases}
\]
2.3. Hypersurface in $\mathbb{K}^{n+1}$. It is known that the space form can be viewed as Euclidean space $\mathbb{R}^{n+1}$ equipped with a metric tensor, i.e., $\mathbb{K}^{n+1} = (\mathbb{R}^{n+1}, ds^2)$ with proper choice $ds^2$. More specifically, let $S^n$ be the unit sphere in Euclidean space $\mathbb{R}^{n+1}$ with standard induced metric $dz^2$, then

$$g := ds^2 = d\rho^2 + \phi^2(\rho)dz^2,$$

where

$$\phi(\rho) = \begin{cases} \sinh(\rho) & \text{in } \mathbb{H}^{n+1}, \\ \rho & \text{in } \mathbb{R}^{n+1}, \end{cases}$$

$\rho \in [0, \infty)$. Consider the vector field $V = \phi(\rho)\frac{\partial}{\partial \rho}$ on $\mathbb{K}^{n+1}$. We know that $V$ is a conformal killing field. By [19], we have the following lemma.

**Lemma 2.1.** The vector field $V$ satisfies $\nabla_X V = \phi'(\rho)X$.

We call the inner product $u := \langle V, \nu \rangle$ to be the support function of a hypersurface in $\mathbb{K}^{n+1}$, where $\langle \cdot, \cdot \rangle = g(\cdot, \cdot)$. Then we can derive the gradient and hessian of the support function $u$ under the induced metric $g$ on $M$.

**Lemma 2.2.** The support function $u$ satisfies

$$\nabla_i u = g^{kl}h_{ik}\nabla_\ell \Phi,$$

$$\nabla_i \nabla_j u = g^{kl}\nabla_k h_{ij}\nabla_\ell \Phi + \phi' h_{ij} - (h^2)_{ij}u,$$

where $(h^2)_{ij} = g^{kl}h_{ik}h_{jl}$, and

$$\Phi(\rho) = \int_0^\rho \phi(r)dr = \begin{cases} \cosh(\rho) & \text{in } \mathbb{H}^{n+1}, \\ \frac{1}{2}\rho^2 & \text{in } \mathbb{R}^{n+1}. \end{cases}$$

The proof of Lemma 2.2 can be seen in [6, 19, 27].

2.4. Graphs in $\mathbb{K}^{n+1}$. Let $(M, g)$ be a hypersurface in $\mathbb{K}^{n+1}$ with induced metric $g$. We now give the local expressions of the induced metric, second fundamental form, Weingarten curvatures etc when $M$ is a graph of a smooth and positive function $\rho(z)$ on $\mathbb{S}^n$. Let $\partial_1, \cdots, \partial_n$ be a local frame along $M$ and $\partial_\rho$ be the vector field along radial direction. Then the support function, induced metric, inverse metric matrix, second fundamental form can be expressed as follows ([19]).

$$u = \frac{\rho^2}{\sqrt{\phi^2 + |D\rho|^2}}, \quad \nu = \frac{1}{\sqrt{1 + \phi^{-2}|D\rho|^2}}(\frac{\partial}{\partial \rho} - \phi^{-2}\rho_i\frac{\partial}{\partial x_i}),$$

$$g_{ij} = \phi^2\delta_{ij} + \rho_i\rho_j, \quad g^{ij} = \frac{1}{\phi^2}(\delta^{ij} - \frac{\rho^i\rho^j}{\phi^2 + |D\rho|^2}),$$

$$h_{ij} = \left(\sqrt{\phi^2 + |D\rho|^2}\right)^{-1}(-\phi D_i D_j \rho + 2\phi' \rho_i \rho_j + \phi^2 \delta_{ij}e_{ij}),$$

$$h^i_j = \frac{1}{\phi^2\sqrt{\phi^2 + |D\rho|^2}}(\delta^{ik} - \frac{\rho^i\rho^k}{\phi^2 + |D\rho|^2})(-\phi D_k D_j \rho + 2\phi' \rho_k \rho_j + \phi^2 \delta_{kj}e_{kj}),$$

where $e_{ij}$ is the standard spherical metric. It will be convenient if we introduce a new variable $\gamma$ satisfying

$$\frac{d\gamma}{d\rho} = \frac{1}{\phi(\rho)}.$$

Let $\omega := \sqrt{1 + |D\gamma|^2}$, one can compute the unit outward normal

$$\nu = \frac{1}{\omega}(1, -\frac{\gamma_1}{\phi}, \cdots, -\frac{\gamma_n}{\phi})$$
and the general support function \( u = \langle V, \nu \rangle = \phi \omega \). Moreover,

\[
\begin{align*}
g_{ij} &= \phi^2 (e_{ij} + \gamma_i \gamma_j), \\
g^{ij} &= \frac{1}{\phi^2} (e^{ij} - \frac{\gamma^i \gamma^j}{\omega^2}), \\
h_{ij} &= \frac{\phi}{\omega} (-\gamma_{ij} + \phi' \gamma_i \gamma_j + \phi' e_{ij}), \\
h^i_j &= \frac{1}{\phi \omega} (e^{ik} - \frac{\gamma^i \gamma^k}{\omega^2})(-\gamma_{kj} + \phi' \gamma_k \gamma_j + \phi' e_{kj}) \\
&= \frac{1}{\phi \omega} (\phi' \delta^i_j - (e^{ik} - \frac{\gamma^i \gamma^k}{\omega^2}) \gamma_{kj}).
\end{align*}
\] (2.14)

Covariant differentiation with respect to the spherical metric is denoted by indices.

There is also a relation between the second fundamental form and the radial function on the hypersurface. Let \( \tilde{h} = \phi' \phi e \). Then

\[
\omega^{-1} h = \nabla^2 \rho + \tilde{h}
\] (2.15)
holds; cf. [15]. Since the induced metric is given by

\[
g_{ij} = \phi^2 e_{ij} + \rho_i \rho_j,
\]
we obtain

\[
\omega^{-1} h_{ij} = -\rho_{ij} + \frac{\phi'}{\phi} g_{ij} - \frac{\phi'}{\phi} \rho_i \rho_j.
\] (2.16)

We now consider the flow equation (1.7) of radial graphs over \( S^n \) in \( \mathbb{K}^{n+1} \). It is known ([15]) if a closed hypersurface which is a radial graph and satisfies

\[
\partial_t X = F \nu,
\]
then the evolution of the scalar function \( \rho = \rho(X(z, t), t) \) satisfies

\[
\partial_t \rho = F \omega.
\]

Thus we only need to consider the following parabolic initial value problem on \( S^n \),

\[
\begin{align*}
\partial_t \rho &= (u^a f^{-\beta} - \eta u) \omega, \quad (z, t) \in S^n \times [0, \infty), \\
\rho(\cdot, 0) &= \rho_0,
\end{align*}
\] (2.17)
where \( \rho_0 \) is the radial function of the initial hypersurface.

Equivalently, the equation for \( \gamma \) satisfies

\[
\partial_t \gamma = (u^a f^{-\beta} - \eta u) \frac{\omega}{\phi}.
\] (2.18)

Lastly, we can derive a connection between \( |\nabla \rho| \) and \( |D\gamma| \).

**Lemma 2.3.** If \( M \) is a star-shaped hypersurface, we can derive that \( |\nabla \rho|^2 = 1 - \frac{1}{\omega^2} \).

**Proof.** We can derive this lemma directly via calculations.

\[
|\nabla \rho|^2 = g^{ij} \rho_i \rho_j
\]

\[
= \frac{1}{\phi^2} (e^{ij} - \frac{\rho_i \rho_j}{\phi^2 \omega^2}) \rho_i \rho_j
\]

\[
= \phi^{-2} (|D\rho|^2 - \frac{|D\rho|^4}{\phi^2 \omega^2})
\]

\[
= |D\gamma|^2 (1 - \frac{|D\gamma|^2}{\omega^2})
\]

\[
= 1 - \frac{1}{\omega^2}.
\] (2.19)

\[\square\]
2.5. Elementary symmetric functions. We review some properties of elementary symmetric functions. See [22] for more details.

In Section 1 we give the definition of elementary symmetric functions. The definition can be extended to symmetric matrices. Let \( A \in \text{Sym}(n) \) be an \( n \times n \) symmetric matrix. Denote by \( \kappa = \kappa(A) \) the eigenvalues of \( A \). Let \( p_m(A) = p_m(\kappa(A)) \). We have

\[
p_m(A) = \frac{(n-m)!}{n!} \delta_{i_1 \cdots i_m} A_{i_1,j_1} \cdots A_{i_m,j_m}, \quad m = 1, \ldots, n.
\]

Lemma 2.4. Denote \( p_{ij}^m = \frac{\partial p_m}{\partial A_{ij}} \). Then we have

\[
p_{ij}^m A_{ij} = mp_m, \quad (2.20)
\]

\[
p_{ij}^m \delta_{ij} = mp_{m-1}, \quad (2.21)
\]

\[
p_{ij}^m (A^2)_{ij} = np_1p_m - (n-m)p_{m+1}, \quad (2.22)
\]

where \((A^2)_{ij} = \sum_{k=1}^n A_{ik} A_{kj}\).

Lemma 2.5. If \( \kappa \in \Gamma_m^+ = \{ x \in \mathbb{R}^n : p_i(x) > 0, i = 1, \ldots, m \} \), we have the following Newton-MacLaurin inequalities.

\[
p_{m+1}(\kappa)p_{k-1}(\kappa) \leq p_k(\kappa)p_m(\kappa), \quad (2.23)
\]

\[
p_1 \geq p_2^\frac{1}{2} \geq \cdots \geq p_m^\frac{1}{m}, \quad 1 \leq k \leq m. \quad (2.24)
\]

Equality holds if and only if \( \kappa_1 = \cdots = \kappa_n \).

Let us denote by \( \sigma_{k,i}(\kappa) \) the sum of the terms of \( \sigma_k(\kappa) \) not containing the factor \( \kappa_i \). Then the following identities hold.

Proposition 2.6. [22] We have, for any \( k = 0, \ldots, n \), \( i = 1, \ldots, n \) and \( \kappa \in \mathbb{R}^n \),

\[
\frac{\partial \sigma_{k+1}}{\partial \kappa_i}(\kappa) = \sigma_{k,i}(\kappa), \quad (2.25)
\]

\[
\sigma_{k+1}(\kappa) = \sigma_{k+1,i}(\kappa) + \kappa_i \sigma_{k,i}(\kappa), \quad (2.26)
\]

\[
\sum_{i=1}^n \sigma_{k,i}(\kappa) = (n-k)\sigma_k(\kappa), \quad (2.27)
\]

\[
\sum_{i=1}^n \kappa_i \sigma_{k,i}(\kappa) = (k+1)\sigma_{k+1}(\kappa), \quad (2.28)
\]

\[
\sum_{i=1}^n \kappa_i^2 \sigma_{k,i}(\kappa) = \sigma_1(\kappa)\sigma_{k+1}(\kappa) - (k+2)\sigma_{k+2}(\kappa). \quad (2.29)
\]

3. A Priori Estimates

In this section, we establish the priori estimates and show that the flow exists for long time. For convenience, we denote that \( \Psi = u^\alpha, G = f^{-\beta} \), then the equation (1.1) can be written in the following form

\[
\frac{\partial X}{\partial t} = u^\alpha f^{-\beta}(x,t)\nu(x,t) = \Psi G\nu.
\]

We first show the \( C^0 \)-estimante of the solution to (2.17).

Lemma 3.1. Let \( \rho(x,t), t \in [0,T], \) be a smooth, star-shaped solution to (2.17). If (i) \( 0 < \beta < 1 - \alpha \) in \( \mathbb{H}^{n+1} \) or (ii) \( 0 < \beta \leq 1 - \alpha \) in \( \mathbb{R}^{n+1} \), then there is a positive
constant $C_1$ depending only on $\alpha, \beta$ and the lower and upper bounds of $\rho(\cdot, 0)$ such that
\[
\frac{1}{C_1} \leq \rho(\cdot, t) \leq C_1.
\]

Proof. Let $\rho_{\text{max}}(t) = \max_{x \in \mathbb{S}^n} \rho(\cdot, t) = \rho(z_t, t)$. For fixed time $t$, at the point $z_t$, we have
\[
D_i \rho = 0 \text{ and } D_{ij}^2 \rho \leq 0.
\]
Note that $\omega = 1$, $u = \frac{\phi}{\omega} = \phi$ and
\[
h_j = \frac{1}{\phi^2 \sqrt{\phi^2 + |D\rho|^2}} (e^{i\kappa} - \frac{\phi^\rho k}{\phi^2 + |D\rho|^2}) \left(-\phi D_k D_j \rho + 2 \phi' \rho_k \rho_j + \phi^2 \phi' \epsilon_{k} \right)
\]
\[
= -\phi^{-2} \rho_{ij} + \phi^{-1} \phi' e_{ij}.
\]
(i) In $\mathbb{H}^{n+1}$ case, at the point $z_t$, we have $F^{-\beta}(h_j^i) \leq \eta(\frac{\phi'}{\phi})^{-\beta} \leq \eta$ by $\frac{\phi'}{\phi} \geq 1$. We denote
\[
F([a_{ij}]) = f(\mu_1, \cdots, \mu_n),
\]
where $\mu_1, \cdots, \mu_n$ are the eigenvalues of matrix $[a_{ij}]$. It is not difficult to see that the eigenvalues of $[F^\alpha]$ are $\frac{\partial F}{\partial \mu_1}, \cdots, \frac{\partial F}{\partial \mu_n}$. Thus
\[
d_{\frac{d}{dt}} \rho_{\text{max}} \leq \eta \phi(\phi^{-1} - 1),
\]
where $\phi = \sin h \rho$. Hence there exists a constant $C_0$ such that $\rho_{\text{max}} \leq \max\{C_0, \rho_{\text{max}}(0)\}$.

Similarly, let $\rho_{\text{min}}(t) = \min_{z \in \mathbb{S}^n} \rho(\cdot, t) = \rho(z_t, t)$. By (3.1), we have $F^{-\beta}(h_j^i) \geq \eta(\frac{\phi'}{\phi})^{-\beta}$. Then
\[
d_{\frac{d}{dt}} \rho_{\text{min}} \geq \eta \phi(\phi^{-1} - 1),
\]
where $C_2 \leq \phi^{-\beta}(\rho_{\text{max}}) < 1$. By $\alpha + \beta < 1$ we have $\rho_{\text{min}} \geq \min\{\frac{1}{C_0}, \rho_{\text{min}}(0)\}$.

(ii) In $\mathbb{R}^{n+1}$ case, at the point $z_t$, we have $F^{-\beta}(h_j^i) \leq \eta(\frac{\phi'}{\phi})^{-\beta}$. Then
\[
\frac{d}{dt} \rho_{\text{max}} \leq \eta \rho^{\alpha + \beta - 1} - 1),
\]
hence $\rho_{\text{max}} \leq \max\{C_0, \rho_{\text{max}}(0)\}$. Similarly,
\[
\frac{d}{dt} \rho_{\text{min}} \geq \eta \rho^{\alpha + \beta - 1} - 1).
\]
By $\alpha + \beta \leq 1$ we have $\rho_{\text{min}} \geq \min\{\frac{1}{C_0}, \rho_{\text{min}}(0)\}$. □

Remark: If $\alpha = 1 - \beta$ and the ambient space is the hyperbolic space $\mathbb{H}^{n+1}$, we look at the flow (1.7) with initial hypersurface $X(0) = S_{\rho_0} = \{X^0 = \rho_0\}$. The geodesic spheres are totally umbilical and their second fundamental form is given by $h_j^i = \cot h \rho \delta_j^i$. Then the flow hypersurfaces $M(t)$ will be spheres with radii $\rho(t)$ satisfying the scalar curvature flow equation
\[
\partial_t \rho = \eta \phi(\cosh^{-\beta} \rho - 1) \leq 0,
\]
equality holds if and only if $\rho = 0$. At this situation, the flow will contract and exist for finite time.

If $\alpha + \beta - 1 \leq 0$ and the ambient space is $S^{n+1}$, we also consider (1.7) with $X(0) = S_{\rho_0} = \{X^0 = \rho_0\}$. We have $h_j^i = \cot \rho \delta_j^i$. Then
\[
\partial_t \rho = \eta \sin \rho(\sin^{\alpha + \beta - 1} \rho \cos^{-\beta} \rho - 1) > 0.
\]
At this situation, the flow will expand to infinity. Similarly, if $\alpha + \beta - 1 > 0$, the flow also don’t have a good convergence.
Let $M(t)$ be a smooth family of closed hypersurfaces in $\mathbb{R}^{n+1}$. Let $X(\cdot, t)$ denote a point on $M(t)$. In general, we have the following evolution property.

**Lemma 3.2.** Let $M(t)$ be a smooth family of closed hypersurfaces in $\mathbb{R}^{n+1}$ evolving along the flow

$$\partial_t X = \mathcal{F} \nu,$$

where $\nu$ is the unit outward normal vector field and $\mathcal{F}$ is a function defined on $M(t)$. Then we have the following evolution equations.

$$\partial_t g_{ij} = 2\mathcal{F} h_{ij},$$

$$\partial_t \nu = -\nabla \mathcal{F},$$

$$\partial_t d\mu_g = \mathcal{F} H d\mu_g,$$

$$\partial_t h_{ij} = -\nabla_i \nabla_j \mathcal{F} + \mathcal{F}(h^2)_{ij} - K g_{ij},$$

$$\partial_t u = \phi |\mathcal{F} - \langle \nabla \Phi, \nabla \mathcal{F} \rangle|,$$

where $d\mu_g$ is the volume element of the metric $g(t)$, $(h^2)_{ij} = h^i_k h_k j$.

**Proof.** Proof is standard, see for example, [21]. □

**Lemma 3.3.** Let $0 < \beta < 1 - \alpha$, and $X(\cdot, t)$ be the solution to the flow (1.7) which encloses the origin for $t \in [0, T)$. Then there is a positive constant $C_3$ depending on the initial hypersurface and $\alpha, \beta$, such that

$$\frac{1}{C_3} \leq u^{\alpha - 1} F^{-\beta} \leq C_3.$$

**Proof.** Consider the auxiliary function

$$Q = u^{\alpha - 1} F^{-\beta}.$$

Then $Q = u^{\alpha - 1} G$ and $G$ is homogenous of degree $-\beta$.

$$(u^\alpha G)_{ij} = (Qu)_{ij} = Q_{ij} u + Q_i u_j + Q_j u_i + Q_{ij}.$$

In order to calculate the evolution equation of $Q$, we need to deduce the evolution equations of $u$ and $F$ first. We denote that $\tilde{g}(\cdot, \cdot) = \langle \cdot, \cdot \rangle$.

$$\frac{\partial u}{\partial t} = \frac{\partial}{\partial t} < V, \nu >$$

$$= < \nabla \frac{\partial}{\partial t} V, \nu > + < V, \frac{\partial \nu}{\partial t} >$$

$$= (Qu - \eta u) \phi' - < V, \nabla (Qu - \eta u) >$$

$$= u \phi'(Q - \eta) + \eta < V, \nabla u > - Q < V, \nabla u > - u < V, \nabla Q >$$

$$= u \phi'(Q - \eta) + (\eta - Q) < V, \nabla u > - u < V, \nabla Q > .$$

$$\frac{\partial F}{\partial t} = F^{ij} \frac{\partial h^i_j}{\partial t}$$

$$= F^{ij} \left( - \nabla^i \nabla_j (Qu - \eta u) + (Qu - \eta u)(h^2)^i_j - K (Qu - \eta u) \delta^i_j - 2(Qu - \eta u)(h^2)_{ij} \right)$$

$$= F^{ij} \left( - (u \nabla^i \nabla_j Q + 2 \nabla^i Q \nabla_j u + Q \nabla^i \nabla_j u - \eta \nabla^i \nabla_j u) - K (Qu - \eta u) \delta^i_j - (Qu - \eta u)(h^2)_{ij} \right)$$

$$- (Qu - \eta u)(h^2)_{ij} \right)$$

$$= F^{ij} \left( (\eta - Q) \nabla^i \nabla_j u - 2 \nabla^i Q \nabla_j u - u \nabla^i \nabla_j Q - u(Q - \eta)(K \delta^i_j + (h^2)_{ij}) \right).$$

(3.5)
At the point where $Q$ attains its spatial maximum or minimum, $\nabla Q = 0$. We use (2.13), (3.4) and (3.5) to deduce
\[ \partial_t Q = \partial_t (u^{\alpha-1}G) = (\alpha - 1)u^{\alpha-2}\frac{\partial u}{\partial t} G - \beta u^{\alpha-1}F^{-\beta-1}\frac{\partial F}{\partial t}, \]
\[ a = (\alpha - 1)u^{\alpha-2}G(u\phi'(Q - \eta) + (\eta - Q) < V, \nabla u > - \beta u^{\alpha-1}\frac{G}{F}F^{ij}(\eta - Q)\nabla^i\nabla^{j}, u - u\nabla^i\nabla^{j}Q - u(Q - \eta)(K\delta_j^{\frac{1}{2}} + (h^2)_j) \]
\[ b = (\alpha - 1)\phi'(Q - \eta) + (\alpha - 1)\frac{Q}{u}(\eta - Q) < V, \nabla u > - \beta \frac{Q}{F}(\phi'F + < V, \nabla F > - uF^{ij}(h^2)_j)(\eta - Q) + \beta \frac{u}{F}F^{ij}\nabla^i\nabla^{j}Q + \beta \frac{\partial F}{\partial t} \]

By
\[ < V, \nabla Q > = (\alpha - 1)\frac{Q}{u} < V, \nabla u > - \beta \frac{Q}{F} < V, \nabla F >, \]
we have
\[ \frac{\partial Q}{\partial t} = \beta \frac{u}{F}F^{ij}\nabla^i\nabla^{j}Q + (\alpha + \beta - 1)\phi'(Q - \eta) + K\beta \frac{u}{F}(Q - \eta) \sum_{i=1}^{n} F^{ii} \]
\[ = \beta \frac{u}{F}F^{ij}\nabla^i\nabla^{j}Q - Q(Q - \eta) \left( (1 - \alpha - \beta)\phi' - K\beta \sum_{i=1}^{n} F^{ii} \frac{u}{F} \right). \]

If $1 - \alpha - \beta = 0$ and $K = 0$, the proof is completed by the strong maximum principle. If $K \neq 0$ or $1 - \alpha - \beta > 0$, we get $(1 - \alpha - \beta)\phi' - K\beta \sum_{i=1}^{n} F^{ii} \frac{u}{F} > 0$. It means that the sign of the coefficient of the highest order term $Q^2$ is negative and the sign of the coefficient of the lower order term $Q$ is positive. Applying the maximum principle we know that $\frac{1}{C_3} \leq Q \leq C_3$, where $C_3$ is a positive constant depending on the initial hypersurface and $\alpha, \beta$. \hfill \Box

According to Lemma 3.3 and $u = \frac{\phi}{s} \leq \phi_{\text{max}} \leq C_4$, we can get $f \geq \frac{1}{C_5}$. That is,

**Corollary 3.4.** Let $0 < \beta \leq 1 - \alpha$, and $X(\cdot, t)$ be the solution to the flow (1.7) which encloses the origin for $t \in [0, T)$. Then there is a positive constant $C_5$ depending on the initial hypersurface and $\alpha, \beta$, such that
\[ f \geq \frac{1}{C_5}. \]

We would like to get the upper bound of $|D\gamma|$ to show that $u$ has a lower bound.

**Lemma 3.5.** Let $0 < \beta \leq 1 - \alpha$, and $X(\cdot, t)$ be the solution to the flow (1.7) which encloses the origin for $t \in [0, T)$. Then there is a positive constant $C_6$ depending on the initial hypersurface and $\alpha, \beta$, such that
\[ |D\gamma| \leq C_6. \]

**Proof.** Consider the auxiliary function $O = \frac{1}{2}|D\gamma|^2$. At the point where $O$ attains its spatial maximum, we have
\[ D\omega = 0, \]
\[ 0 = D_t O = \sum_l \gamma_l \gamma_l. \]
\[ 0 \geq D_{ij}^2 O = \sum_l \gamma_l \gamma_{lj} + \sum_l \gamma_l \gamma_{lj}. \]

By (2.14) and (2.18), we deduce
\[
\partial_t \gamma = \omega^{-1} (u^\alpha F - \eta u) \frac{\omega}{\phi} = \frac{\partial^\alpha - 1}{\omega^{\alpha - 1}} F^{-\beta} \left( \frac{1}{\omega} (\phi' \delta_{ij} - (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2}) \gamma_{kj}) \right) - \eta \tag{3.6}
\]
\[
= \frac{\phi^{\alpha + 1 - \beta}}{\omega^{\alpha - \beta - 1}} G - \eta.
\]

We remark that here \( G = F^{-\beta} ((\phi' \delta_{ij} - (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2}) \gamma_{kj}) \) and
\[
G^{ij} = G^{ij} ((\phi' \delta_{ij} - (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2}) \gamma_{kj}).
\]

Due to (3.6), we have
\[
\partial_t O_{\text{max}} = \sum l \gamma_l \gamma_{li}
\]
\[
= \gamma_l \left( \frac{\alpha + \beta - 1}{\omega^{\alpha - \beta - 1}} \left( (\alpha + \beta - 1) \phi^{\alpha + \beta - 1} \phi' \gamma_l G + G^{ij} \gamma_l \gamma_{kj} + \sum_{i=1}^n G^{ii} + G^{ij} \gamma_l \gamma_{kj} (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2}) \right) - G^{ij} \gamma_l \gamma_{kj} (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2}) \right), \tag{3.7}
\]
where we have used \( \sum l \gamma_l \gamma_{li} = 0 \) in the last step. By the Ricci identity,
\[
D_l \gamma_{ij} = D_j \gamma_{il} + e_{il} \gamma_{ij} - e_{lj} \gamma_{il},
\]

we get
\[
-G^{ij} \gamma_l \gamma_{kj} (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2}) = -G^{ij} \gamma_l (\gamma_{lkj} + \gamma_j e_{lk} - \gamma_l e_{kj}) (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2})
\]
\[
\leq -G^{ij} (-\gamma_l \gamma_{lj} + \gamma_l \gamma_j e_{lk} - |D\gamma|^2 e_{kj}) (e^{ik} - \frac{\gamma_i \gamma_k}{\omega^2})
\]
\[
\leq -G^{ij} (-\gamma_l \gamma_{lj} + \gamma_l \gamma_j - |D\gamma|^2 \delta_{lj}). \tag{3.8}
\]

Note that \( [G^{ij}] \) is negative definite. According to \( \phi'' \phi + 1 = \phi'^2 \), (3.7) and (3.8), we can derive
\[
\partial_t O_{\text{max}} \leq \frac{\phi^{\alpha + \beta - 1}}{\omega^{\alpha - \beta - 1}} \left( (\alpha + \beta - 1) \phi' |D\gamma|^2 G + \phi'^2 |D\gamma|\right) \sum_{i=1}^n G^{ii} + G^{ij} \gamma_l \gamma_{lj}
\]
\[
- G^{ij} \gamma_l \gamma_{lj} + |D\gamma|^2 \sum_{i=1}^n G^{ii} \right)
\]
\[
\leq \frac{\phi^{\alpha + \beta - 1}}{\omega^{\alpha - \beta - 1}} \left( (\alpha + \beta - 1) \phi' |D\gamma|^2 G + \phi'^2 |D\gamma|\right) \sum_{i=1}^n G^{ii} + G^{ij} \gamma_l \gamma_{lj} - G^{ij} \gamma_l \gamma_{lj} \right). \tag{3.9}
\]
In terms of the negative definite of the symmetric matrix \([G^{ij}]\), and \(\alpha + \beta - 1 \leq 0\), we have \(G^{ij}\gamma_{ij} \leq 0\) and \(-G^{ij}\gamma_{ij} \leq -\min_i G^{ij}[D\gamma]^2\). Thus
\[
\partial_t O_{\max} \leq 0.
\]
Then we have \(|D\gamma(\cdot, t)| \leq C_6\) for a positive constant \(C_6\).

By Lemma 3.5, we can get the bound of \(u\) and \(f\).

**Corollary 3.6.** Let \(0 < \beta \leq 1 - \alpha\), and \(X(\cdot, t)\) be the solution to the flow \((1.7)\) which encloses the origin for \(t \in [0, T)\). Then there are positive constants \(C_4\) and \(C_5\) depending on the initial hypersurface and \(\alpha, \beta\), such that
\[
\frac{1}{C_4} \leq u \leq C_4 \quad \text{and} \quad \frac{1}{C_5} \leq f \leq C_5.
\]

**Proof.** By Lemma 3.5 and \(u = \frac{\phi}{\omega} \leq \phi_{\max} \leq C_4\), we can derive the bound of \(u\). By Lemma 3.3 and the bounds of \(u\), we can get the bounds of \(f\).

The next step in our proof is the derivation of the principal curvature boundary.

**Lemma 3.7.** Let \(\alpha \leq 0 < \beta \leq 1 - \alpha\), and \(X(\cdot, t)\) be a smooth, closed and star-shaped solution to the flow \((1.7)\) which encloses the origin for \(t \in [0, T)\). Then there is a positive constant \(C_7\) depending on the initial hypersurface and \(\alpha, \beta\), such that the principal curvatures of \(X(\cdot, t)\) are uniformly bounded from above
\[
\kappa_i(\cdot, t) \leq C_7 \quad \forall 1 \leq i \leq n,
\]
and hence, are compactly contained in \(\Gamma\), in view of Corollary 3.6.

**Proof.** First, we shall prove that \(\kappa_i\) is bounded from above by a positive constant. The principal curvatures of \(M_t\) are the eigenvalues of \(\{h_{ij}g^{ij}\}\).

Define the functions
\[
W(x, t) = \max\{h_{ij}(x, t)\zeta_i\zeta_j : g_{ij}(x)\zeta_i\zeta_j = 1\}, \quad (3.10)
\]
\[
p(u) = -\log(u - \frac{1}{2}\min u), \quad (3.11)
\]
and
\[
\theta = \log W + p(u) + N\rho, \quad (3.12)
\]
where \(N\) will be chosen later. Note that
\[
1 + p'u = -\frac{1}{u - \frac{1}{2}\min u} < 0. \quad (3.13)
\]
We wish to bound \(\theta\) from above. Thus, suppose \(\theta\) attains a maximal value at \((\xi_0, t_0) \in M \times (0, T_0]\). Choose Riemannian normal coordinates in \((\xi_0, t_0)\), such that in this point we have
\[
g_{ij} = \delta_{ij}, \quad h^i_j = h_{ij} = \kappa_i\delta_{ij}, \quad \kappa_1 \geq \cdots \geq \kappa_n. \quad (3.14)
\]
Since \(W\) is only continuous in general, we need to find a differentiable version instead. Set
\[
\tilde{W} = \frac{h_{ij}\tilde{\zeta}_i\tilde{\zeta}_j}{g_{ij}\zeta_i\zeta_j},
\]
where \(\tilde{\zeta} = (\tilde{\zeta}^i) = (1, 0, \cdots, 0)\).

At \((\xi_0, t_0)\) we have
\[
h_{11} = h^1_1 = \kappa_1 = W = \tilde{W} \quad (3.15)
\]
and in a neighborhood of \((\xi_0, t_0)\) there holds
\[
\tilde{W} \leq W.
\]
Using $h_1^1 = h_{1k}g^{k1}$, we find that at $(\xi_0, t_0)$
\[
\frac{d\tilde{W}}{dt} = \frac{dh_1^1}{dt}
\]
and the spatial derivatives also coincide. Replacing $\theta$ by $\tilde{\theta} = \log \tilde{W} + p(u) + N\tilde{\rho}$, we see that $\tilde{\theta}$ attains a maximal value at $(\xi_0, t_0)$, where $\tilde{W}$ satisfies the same differential equation in this point as $h_1^1$. Thus, without loss of generality, we may pretend $h_1^1$ to be a scalar and $\theta$ to be given by
\[
\theta = \log h_1^1 + p(u) + N\rho.
\] (3.16)

In order to calculate the evolution equations of $\theta$, we should deduce the evolution equations of $h_1^1$, $u$ and $\rho$. By (3.3), we have
\[
\partial_t h_{ij} = -\nabla_i \nabla_j (u^\alpha f^{-\beta} - \eta u) + (u^\alpha f^{-\beta} - \eta u)(h^2)_{ij} - K(u^\alpha f^{-\beta} - \eta u)g_{ij}. \tag{3.17}
\]

Remark that
\[
G^{ij} = \frac{\partial G}{\partial h_{ij}}, \quad G^{ij,mn} = \frac{\partial^2 G}{\partial h_{ij}\partial h_{mn}}.
\]

For convenience, we denote $F^{ij}, F^{ij,mn}$ by $f^{ij}, f^{ij,mn}$. Using (3.3) and (3.17), we have
\[
\frac{\partial h_1^1}{\partial t} = g^{i1} \frac{\partial h_{1k}}{\partial t} - g^{i1} \frac{\partial g_{ij}}{\partial h_{mn}} g^{jk} h_{1k} = -\nabla_i \nabla_j (\Psi G - \etau) + (\Psi G - \eta u)h_{11}^2 - K(\Psi G - \eta u) - 2(\Psi G - \eta u)h_{11}^2
\]
\[
= -\Psi_{,11}G - 2\Psi_{;1}G_{,1} - \Psi G_{,11} + \eta u_{,11} - K(\Psi G - \eta u) - (\Psi G - \eta u)h_{11}^2
\]
\[
= -(\alpha u^\alpha - u^\alpha - u^\alpha - u^\alpha) G - \Psi (G^{ij} h_{ij,11} + G^{ij,mn} h_{ij,1} h_{mn,1})
\]
\[
- 2\Psi_{,1}G_{,1} + \eta u_{,11} - K(\Psi G - \eta u) - (\Psi G - \eta u)h_{11}^2.
\]

Since $G^{ij,mn} = -\beta f^{-\beta - 1} f^{ij,mn} + \beta(\beta + 1) f^{-\beta - 2} f^{ij} f^{mn}$. And by (2.11), (2.12) and Ricci identity, we have
\[
\nabla_i \nabla_j h_{ij} = h_{11,ij} + R_{ij1^*} h_{a1} + R_{ij1^*} h_{a1} = h_{11,ij} + h_{a1} h_{a1} - K h_{ij} - h_{ij} h_{11}^2 + K \delta_{ij} h_{11} - K \delta_{ij} h_{11} - K \delta_{ij} h_{11}.
\]

Thus
\[
\frac{\partial h_1^1}{\partial t} = (\eta - \alpha u^\alpha - 1 G) u_{,11} - (\alpha - 1) u^\alpha - 2(\nabla_1 u)^2 G
\]
\[
- \Psi G^{ij}(h_{11,ij} + h_{a1} h_{a1} h_{11} + K h_{ij} - h_{ij} h_{11}^2 + K \delta_{ij} h_{11} - K \delta_{ij} h_{11} - 2K \nabla^2 G - \eta u_{,11} - K(\Psi G - \eta u) - (\Psi G - \eta u)h_{11}^2.
\]

Due to (2.13), we have
\[
\frac{\partial h_1^1}{\partial t} = \beta \Psi f^{-\beta - 1} f^{ij} h_{11,ij} + \phi(\eta - \alpha u^\alpha - 1 G) h_{11} - K(1 - \beta) G + K \eta u + K \sum G^{ij} \Psi h_{11} + \beta \Psi f^{-\beta - 1} F^{ij,mn} h_{ij,1} h_{mn,1}
\]
\[
\beta(\beta + 1) \Psi G (\nabla_1 \log f)^2 + 2\alpha \beta \Psi G \nabla_1 \log u \nabla_1 \log f.
\]

Define the operator $\mathcal{L}$ by
\[
\mathcal{L} = \partial_x - \beta \Psi f^{-\beta - 1} f^{ij} \nabla^2_{ij} + \phi(\eta - \alpha u^\alpha - 1 G) \rho k \nabla^k.
\] (3.18)
Since
\[2\alpha \beta \Psi G \nabla_1 \log u \nabla_1 \log f \leq \beta (\beta + 1) \Psi G (\nabla_1 \log f)^2 + \frac{\beta \alpha^2}{\beta + 1} \Psi G (\nabla_1 \log u)^2,\] we have
\[\mathcal{L} h^1_1 \leq \phi'(\eta - \alpha \nu^{-1} G) h_{11} + (\alpha - \beta - 1) \Psi G h^1_1 + \frac{\alpha(\beta + 1 - \alpha)}{\beta + 1} \Psi G (\nabla_1 \log u)^2 - \Psi G h^1_1 h_{11} - K (1 - \beta) \Psi G + K \eta u + K \sum_i G^{ij} h_{11}
+ \beta \Psi f^{-\beta - 1} f^{ij} h_{11} h_{11} h_{11}^{-1}.\] (3.19)

In addition,
\[
\frac{\partial u}{\partial t} - \frac{\partial}{\partial t} < V, \nu > = (\Psi G - \eta u) \phi' + (\eta - \alpha \nu^{-1} G) < V, \nabla u > + \beta \Psi f^{-\beta - 1} < V, \nabla f >.
\] By (2.13), we deduce
\[\mathcal{L} u = [(1 - \beta) \Psi G - \eta u] \phi' + \beta \nu^{-1} f^{ij} (h^2)_{ij} f^{ij} \nabla_i u \nabla_j u.\] (3.21)

By (2.16) and (2.17), we have
\[\mathcal{L} \rho = (\Psi G - \eta u) \omega - \beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} g_{ij} - \phi (\eta - \alpha \nu^{-1} G) |\nabla \rho|^2 + \beta \Psi G \frac{\rho_{ij} \rho_{ij}}{\omega}.\] (3.22)

Note that \(\alpha \leq 0, \beta > 0, 1 - \alpha + \beta > 2 \beta > 0\). If \(\kappa_1\) is sufficiently large, the combination of (3.20), (3.21) and (3.22) gives
\[\mathcal{L} \theta = \frac{\mathcal{L} h^1_1}{h^1_1} + \beta \Psi f^{-\beta - 1} f^{ij} \nabla_i (\log h^1_1) \nabla_j (\log h^1_1) + \rho' \mathcal{L} u - p'' \beta \Psi f^{-\beta - 1} f^{ij} \nabla_i u \nabla_j u
+N \mathcal{L} \rho
\leq \phi'(\eta - \alpha \nu^{-1} G) + (\alpha - \beta - 1) \Psi G h_{11} + \beta \Psi f^{-\beta - 1} f^{ij} (h^2)_{ij} + \frac{c}{\kappa_1}
-K \beta f^{-\beta - 1} \sum_i f^{ij} + \beta \Psi f^{-\beta - 1} f^{ij,mn} h_{11} h_{11} h_{11}
+ \beta \Psi f^{-\beta - 1} f^{ij} (\nabla_i (\log h^1_1) \nabla_j (\log h^1_1)) - p'' \nabla_i u \nabla_j u + p' \left((1 - \beta) \Psi G - \eta u\right) \phi' + \beta u^{-1} f^{-\beta - 1} f^{ij}(h^2)_{ij} + N \left((\Psi G - \eta u) \omega - \beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} g_{ij}
- \phi (\eta - \alpha \nu^{-1} G) |\nabla \rho|^2 + \beta \Psi G \frac{\rho_{ij} \rho_{ij}}{\omega} \right)
\leq c + (\alpha - \beta - 1) \Psi G h_{11} + (1 + \rho' u) \Psi f^{-\beta - 1} f^{ij} (h^2)_{ij} - K \beta f^{-\beta - 1} f^{ij} g_{ij} \Psi
+ \beta \Psi f^{-\beta - 1} f^{ij,mn} h_{11} h_{11} + \beta \Psi f^{-\beta - 1} f^{ij} (\nabla_i (\log h^1_1) \nabla_j (\log h^1_1)) - p'' \nabla_i u \nabla_j u
- N \beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} g_{ij} - N \phi (\eta - \alpha \nu^{-1} G) |\nabla \rho|^2 + N \beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} \rho_{ij} \rho_{ij}.
\] (3.23)
Due to the concavity of $f$ it holds that
\[ f^{kl,rs}_{kl} \xi_{kl} \xi_{rs} \leq \sum_{k \neq l} f^{kk} - f^{ll} \frac{\xi_{kl}^2}{\kappa_k - \kappa_l} \leq \frac{2}{\kappa_1 - \kappa_n} \sum_{k=1}^{n} (f^{11} - f^{kk}) \xi_{1k}^2 \] (3.24)
for all symmetric matrices ($\xi_{kl}$); cf. [15]. Furthermore, we have
\[ f^{11} \leq \cdots \leq f^{nn} \] (3.25)
cf. [12]. In order to estimate (3.23), we distinguish between two cases.
Case 1: $\kappa_n < -\varepsilon_1 \kappa_1$, $0 < \varepsilon_1 < \frac{1}{2}$. Then
\[ f^{ij} (h^2)_{ij} \geq f^{nn} \kappa_n^2 \geq \frac{1}{n} f^{ij} g_{ij} \kappa_n^2 \geq \frac{1}{n} f^{ij} g_{ij} \kappa_1^2. \] (3.26)
We use $\nabla \theta = 0$ to obtain
\[ f^{ij} \nabla_i (\log h^1) \nabla_j (\log h^1) = p'' f^{ij} u_i u_j + 2 N p' f^{ij} u_i \rho_j + N^2 \beta f^{ij} \rho_i \rho_j. \] (3.27)
In this case, the concavity of $f$ implies that
\[ \beta \Psi f^{-\beta - 1} f^{ij} h_{ij,1} h_{mn,1} \leq 0. \] (3.28)
By (2.13) and note that $p' < 0$, we have
\[ 2 N \beta p' \Psi f^{-\beta - 1} f^{ij} u_i \rho_j = 2 N \beta p' \phi \Psi f^{-\beta - 1} f^{ij} \kappa_i \rho_i \rho_j. \] (3.29)
By [38] Lemma 3.3, we know $\frac{H}{n} \geq \frac{f}{\eta} \geq C_9$, where $H = \sum_{i} \kappa_i$ is the mean curvature. Thus $(n - 1) \kappa_1 + \kappa_n \geq H \geq C_9$. We can derive $\kappa_i \geq \kappa_n \geq C_9 - (n - 1) \kappa_1$. For fixed $i$, if $\kappa_i \geq 0$, we derive
\[ 2 N \beta p' \phi \Psi f^{-\beta - 1} f^{ij} \kappa_i \rho_i \rho_j \leq 0. \]
If $\kappa_i < 0$, we have
\[ 2 N \beta p' \phi \Psi f^{-\beta - 1} f^{ij} \kappa_i \rho_i \rho_j \leq 2 N \beta p' \phi \Psi f^{-\beta - 1} f^{ij} \kappa_i g_{ij} \leq C_{10} (C_9 - (n - 1) \kappa_1) f^{ij} g_{ij}, \]
where we have used $f^{ij} \rho_i \rho_j \leq f^{ij} g_{ij} \nabla \rho i^2 \leq f^{ij} g_{ij}$.
Without loss of generality, we can assume that $\kappa_k \geq 0$ and $\kappa_{k+1} \leq 0$, then
\[ 2 N \beta p' \phi \Psi f^{-\beta - 1} f^{ij} \kappa_i \rho_i \rho_j \leq (n - k) C_{10} (C_9 - (n - 1) \kappa_1) f^{ij} g_{ij}. \] (3.30)
Since $p'' = p''$ and $1 + p' u < 0$, by the combination of (2.19), (3.23), (3.26), (3.27), (3.28) and (3.30), in this case (3.23) becomes
\[ \mathcal{L} \theta \leq \beta f^{-\beta - 1} \Psi f^{ij} g_{ij} \left( \frac{1}{n} \kappa_1^2 (1 + p' u) + C_{11} \kappa_1 + C_{12} \right) + (\alpha - \beta - 1) \Psi G \kappa_1 + C_{13}, \] (3.31)
which is negative for large $\kappa_1$. We also use $\alpha - \beta - 1 < -2 \beta < 0$ in there.
Case 2: $\kappa_n \geq -\varepsilon_1 \kappa_1$. Then
\[ \frac{2}{\kappa_1 - \kappa_n} \sum_{k=1}^{n} (f^{11} - f^{kk}) (h_{11,k})^2 k_1^{-1} \leq \frac{2}{1 + \varepsilon_1} \sum_{k=1}^{n} (f^{11} - f^{kk}) (h_{11,k})^2 k_1^{-2}. \]
We deduce further
\[
  f^{ij} \nabla_i (\log h_1^j) \nabla_j (\log h_1^i) + \frac{2}{\kappa_1 - \kappa_n} \sum_{k=1}^n (f^{11} - f^{kk})(h_{11,k})^2 k_{11}^{-1}
\]
\[
  \leq \frac{2}{1 + \varepsilon_1} \sum_{k=1}^n f^{11} (\log h_1^i)_{1k}^2 - \frac{1 - \varepsilon_1}{1 + \varepsilon_1} \sum_{k=1}^n f^{kk} (\log h_1^i)_{1k}^2
\]
\[
  \leq \sum_{k=1}^n f^{11} (\log h_1^i)_{1k}^2
\]
\[
  \leq f^{11} |p|^2 |\nabla u|^2 + 2Np < \nabla u, \nabla \rho > + N^2 |\nabla \rho|^2,
\]
where we have used \( f^{kk} \geq f^{11} \) in the second inequality. Note that
\[
  \beta (1 + p'u) \Psi f^{-\beta - 1} f^{ij} (h_2^i)_{ij} \leq \beta (1 + p'u) \Psi f^{-\beta - 1} f^{11} k_{11}^2, \tag{3.33}
\]
\[
  2Np f^{11} < \nabla u, \nabla \rho > = 2Np' \phi f^{11} k_{11}^2 < -2\varepsilon_1 Np' \phi f^{11} k_{11}^2, \tag{3.34}
\]
\[
  -\beta \Psi f^{-\beta - 1} p'' f^{ij} \nabla_i u \nabla_j u + \beta \Psi f^{-\beta - 1} p'' f^{11} |\nabla u|^2 \leq 0, \tag{3.35}
\]
\[
  N\beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} \rho_{i,j} \leq N\beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} g_{ij} |\nabla \rho|^2. \tag{3.36}
\]
According to (3.36), we have
\[
  -N\beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} g_{ij} + N\beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} \rho_{i,j} \leq -N\beta \frac{\phi'}{\phi} \Psi f^{-\beta - 1} f^{ij} g_{ij} \frac{1}{\omega^2}. \tag{3.37}
\]

By the combination of (3.32), (3.33), (3.34), (3.35), (3.36) and (3.37), (2.33) becomes
\[
  \mathcal{L} \vartheta \leq c + (\alpha - \beta - 1) \Psi G k_1 + \beta \Psi f^{-\beta - 1} f^{11} (1 + p'u) k_1^2 + C_{14} k_1 + C_{15}
\]
\[
  -\beta f^{-\beta - 1} f^{ij} g_{ij} (N \frac{\phi'}{\phi \omega^2} + K), \tag{3.38}
\]
which is negative for large \( k_1 \) after fixing \( N_0 \) large enough to ensure that
\[
  N_0 \frac{\phi'}{\phi \omega^2} + K > 0.
\]

Hence in this case any \( N \geq N_0 \) yields an upper bound for \( k_1 \).

In conclusion, \( k_i \leq C_\tau \), where \( C_\tau \) depends on the initial hypersurface, \( \alpha \) and \( \beta \). Since \( f \) is uniformly continuous on the convex cone \( \Gamma \), and \( f \) is bounded from below by a positive constant. By Corollary 3.6 and Assumption 1.1 imply that \( k_i \) remains in a fixed compact subset of \( \Gamma \), which is independent of \( t \). \( \square \)

The estimates obtained in Lemma 3.1, 3.5, 3.7 and Corollary 3.6 depend on \( \alpha \), \( \beta \) and the geometry of the initial data \( M_0 \). They are independent of \( T \). By Lemma 3.1, 3.5, 3.7 and Corollary 3.6, we conclude that the equation (2.17) is uniformly parabolic. By the \( C^0 \) estimate (Lemma 3.1), the gradient estimate (Lemma 3.5), the \( C^2 \) estimate (Lemma 3.7) and the Krylov’s and Nirenberg’s theory [29, 30], we get the Hölder continuity of \( \nabla^2 \rho \) and \( \rho_t \). Then we can get higher order derivation estimates by the regularity theory of the uniformly parabolic equations. Hence we obtain the long time existence and \( C^\infty \)-smoothness of solutions for the expanding flow (1.7). The uniqueness of smooth solutions also follows from the parabolic theory. In summary, we have proved the following theorem.

**Theorem 3.8.** Let \( M_0 \) be a smooth, closed and star-shaped hypersurface in \( \mathbb{R}^{n+1} \), \( n \geq 2 \), which encloses the origin. If (i) \( \alpha \leq 0 < \beta < 1 - \alpha \) in \( \mathbb{H}^{n+1} \) or (ii)
\[ \alpha \leq 0 < \beta \leq 1 - \alpha \text{ in } \mathbb{R}^{n+1}, \]  

the expanding flow (1.7) has a unique smooth, closed and star-shaped solution \( M_t \) for all time \( t \geq 0 \). Moreover, the radial function of \( M_t \) satisfies the a priori estimates

\[ \| \rho \|_{C^{k, \beta}(\mathbb{S}^n \times (0, \infty))} \leq C, \]

where the constant \( C > 0 \) depends only on \( k, \alpha, \beta \) and the geometry of \( M_0 \).

4. Proof Of Theorem 1.2 and 1.3

In this section, we prove the asymptotical convergence of solutions to the expanding flow (1.7). By Theorem 3.8 it is known that the flow (1.7) exists for all time \( t > 0 \) and remains smooth and star-shaped, provided \( M_0 \) is smooth, star-shaped and encloses the origin. In Section 3, we have the bound of \( \rho, |D\gamma| \) and \( f \). It then follows by (3.9) that \( \partial_t O_{\max} \leq -C_0 O_{\max} \) for some positive constant \( C_0 \), where \( O = \frac{1}{2} |D\gamma|^2 \).

This proves

\[ \max_{\mathbb{S}^n} |D\gamma|^2 \leq C e^{-C_0 t}, \forall t > 0, \tag{4.1} \]

for both \( C \) and \( C_0 \) are positive constants. Meanwhile, according to the bound of \( \phi \), we can derive

\[ \max_{\mathbb{S}^n} |D\rho|^2 \leq C' e^{-C_0 t}, \forall t > 0. \tag{4.2} \]

**Proof of Theorem 1.2 and 1.3.**

By (4.2), we have that \( |D\rho| \to 0 \) exponentially as \( t \to \infty \). Hence by the interpolation and the a priori estimates, we can get that \( \rho \) converges exponentially to a constant in the \( C^\infty \) topology as \( t \to \infty \).

\[ \square \]

5. Proof Of Theorem 1.4 and 1.5

The aim of this section is to prove some monotone quantities involving a weighted \( \sigma_k \) or power of \( \sigma_k \) integral along inverse curvature flows in the Euclidean space \( \mathbb{R}^{n+1} \). In this section we use \( \bar{S}_{i,k}, \bar{T}_{i,k} \) etc. to express the quantities along the flow (1.6) or (1.7), and \( S_{i,k}, T_{i,k} \) etc. express the quantities evolving by the flow (1.1).

First, we derive the evolution equation of \( \bar{S}_{i,k} \) and \( \bar{T}_{i,k} \). In the rest of this paper, without loss of generality, we can let \( f^{-\beta}(1, \cdots, 1) = 1 \), i.e. \( \eta = 1 \).

**Lemma 5.1.** If \( \alpha = 1 - \beta \), Denote \( \mathcal{F} = u^\alpha f^{-\beta} \). Under the flow (1.6) or (1.7) in \( \mathbb{R}^{n+1} \), we have

\[ \partial_t \bar{S}_{i,k} = e^{-(n-k+i)t} \int_{M_t} i(n-k+1)u^{t-1} p_k \mathcal{F} + (1 - i)(n-k)u^i p_k p_{k+1} \mathcal{F} \]

\[ - (n-k+i)u^i p_k + i(t-1)u^{t-2} \mathcal{F}(< \nabla u, \nabla \Phi > p_k - p_k^i \nabla_i u \nabla_j u) d\mu, \tag{5.1} \]

\[ \partial_t \bar{T}_{i,k} = e^{-(n-k)t} \int_{M_t} -(n-k) p_k^i p_k + i(t-1) p_k^{i-2} p_k^j \nabla_i p_k \mathcal{F} + (1 - i) p_k^i \mathcal{H} \]

\[ + (n-k) p_k^{i-1} p_{k+1} \mathcal{F} d\mu, \tag{5.2} \]

where \( \mathcal{H} = np_i \) is the mean curvature.

**Proof.** Note that \( \bar{X} = e^{-t} X \). It is easy to find that \( \bar{S}_{i,k} = e^{-(n-k+i)t} S_{i,k} \) and \( \bar{T}_{i,k} = e^{-(n-k)t} T_{i,k} \). Then by (3.3), we have

\[ \partial_t \bar{S}_{i,k} = \partial_t (e^{-(n-k+i)t} S_{i,k}) \]
\[ = \mathcal{E}^{-(n-k+1)t} \int_{M_t} -(n-k+1)u'p_k + uu^{-1}p_k(\mathcal{F} - <\nabla \Phi, \nabla \Phi>) \\
+ uu^{ij}(-\nabla_i \nabla_j \mathcal{F} - \mathcal{F}(h^2)^{ij}) + uu'p_k \mathcal{F}d\mu. \]

By (2.13) and integral by part, we have
\[
\int_{M_t} uu^{-1}p^{ij}_{k} \nabla_i u \nabla_j \mathcal{F} d\mu = - \int_{M_t} uu^{-1}p^{ij}_{k} \nabla_i u \nabla_j \mathcal{F} d\mu \\
= \int_{M_t} (t-1)uu^{-2}p^{ij}_{k} \nabla_i u \nabla_j u + uu^{-1}p^{ij}_{k} \nabla_i \nabla_j u) d\mu \\
= \int_{M_t} \mathcal{F} (t-1)uu^{-2}p^{ij}_{k} \nabla_i u \nabla_j u \\
+ uu^{-1}(<\nabla \Phi, \nabla \mathcal{F} > + kp_k - u(Hp_k - (n-k)p_{k+1})) d\mu, \\
(5.3) \]

where we use \( p^{ij}_{k} (h^2)^{ij} = Hp_k - (n-k)p_{k+1} \) and \( \sum \nabla_i p^{ij}_{k} = 0. \) By (5.3) and \( \nabla_i \nabla_j \Phi = g^{ij} \phi' = h_{ij} u, \) we have
\[
\partial_t \mathcal{S}_{k} = \mathcal{E}^{-(n-k-1)t} \int_{M_t} -(n-k+1)u'p_k + (1-k)uu^{-1}p_k \mathcal{F} + uu'H\mathcal{F} \\
- (t-1)uu^{-2}p^{ij}_{k} \nabla_i u \nabla_j u d\mu \\
= \mathcal{E}^{-(n-k-1)t} \int_{M_t} -(n-k+1)u'p_k + (1-k)uu^{-1}p_k \mathcal{F} + uu'H\mathcal{F} \\
+ (t-1)(n-k)u^{ij}p_k + (1-1)uu^{-2}p^{ij}_{k} \nabla_i u \nabla_j u d\mu \\
= \mathcal{E}^{-(n-k-1)t} \int_{M_t} t(n-k+1)uu^{-1}p_k \mathcal{F} + (1-k)(n-k)u^{ij}p_k \mathcal{F} \\
- (n-k+1)u'p_k + (1-1)uu^{-2}\mathcal{F}(<\nabla u, \nabla \Phi > p_k - p^{ij}_{k} \nabla_i u \nabla_j u) d\mu. \\
\]

Similarly,
\[
\partial_t \mathcal{T}_{k} = \mathcal{E}^{-(n-k-1)t} \mathcal{T}_{k} \\
= \mathcal{E}^{-(n-k-1)t} \int_{M_t} -(n-k)u'p_k + iu^{-1}p^{ij}_{k}(-\nabla^i \nabla_j \mathcal{F} - \mathcal{F}(h^2)^{ij}) + p^{ij}_{k} \mathcal{F} H d\mu \\
= \mathcal{E}^{-(n-k-1)t} \int_{M_t} -(n-k)u'p_k + i(t-1)p^{ij}_{k} \nabla^i p_k \nabla_j \mathcal{F} + (1-1)p^{ij}_{k} \mathcal{F} H \\
+ (n-k)ip^{ij}_{k} p_{k+1} \mathcal{F} d\mu. \\
\]

Due to the evolution equations in Lemma 5.1, we can prove Theorem 1.4 and 1.5.

**Proof of Theorem 1.4.**
Let \( \alpha = 0, \beta = 1 \) and \( \mathcal{F} = \frac{P_k}{p_k}. \) Denote
\[
I = \int_{M_t} t(n-k+1)uu^{-1}p_k \mathcal{F} + (1-k)(n-k)u^{ij}p_k \mathcal{F} - (n-k+1)u'p_k \\
+ i(t-1)uu^{-2}\mathcal{F}(<\nabla u, \nabla \Phi > p_k - p^{ij}_{k} \nabla_i u \nabla_j u) d\mu. \\
\]
Then the monotonicity of $\widetilde{S}_{i,k}$ is equivalent to the positivity of $I$.

We first consider the case $(v)$. By the bound of $k$, we can derive $n - k + 1 \geq 0$ and $n - k \geq 0$. If $i < 0$ we have $\iota(i - 1) > 0$. By Newton-Maclaurin inequality, we can estimate $I$.

$$I \leq \int_{M_t} \iota(n - k + 1)u^{i-1}(p_{k-1} - up_k)$$
$$+ \iota(i - 1)u^{i-2} < \nabla u, \nabla \Phi > p_{k-1} - \frac{p_{k-1}}{p_k}p_k^j \nabla_i u u^i \mu$$

$$\leq \int_{M_t} \iota(n - k + 1)u^{i-1}p_k^j \nabla_i \nabla^j \Phi$$
$$+ \iota(i - 1)u^{i-2} < \nabla u, \nabla \Phi > p_{k-1} - \frac{p_{k-1}}{p_k}p_k^j \nabla_i u u^i \mu$$

$$\leq \int_{M_t} \iota(i - 1)u^{i-2} \left( - \frac{n - k + 1}{k} p_k^j \nabla_i u u^i \Phi + < \nabla u, \nabla \Phi > p_{k-1} - \frac{p_{k-1}}{p_k}p_k^j \nabla_i u u^i \right) du.$$  \hfill (5.4)

Denote

$$II = - \frac{n - k + 1}{k} p_k^j \nabla_i u u^i \Phi + < \nabla u, \nabla \Phi > p_{k-1} - \frac{p_{k-1}}{p_k}p_k^j \nabla_i u u^i u.$$

The choice of coordinate does not change the sign of $II$. So we can choose coordinates in $(x_0, t_0)$, such that in this point $p_k^j, g_{ij}$ and $h_i^j$ is diagonal. In other words, $h_i^j = \kappa_i \delta_{ij}$. By Lemma 2.2, we have $\nabla_i u = \kappa_i \nabla_i \Phi$. Note that $\frac{C_n^k}{C_n^{k-1}} = \frac{n - k + 1}{k}$, where $C_n^k = \frac{n!}{k!(n-k)!}$. We can derive

$$C_n^{k-1} II = - \sigma_k^{ii} \nabla_i u u^i \Phi + \sigma_{k-1} \nabla_i u u^i \Phi - \sigma_k^{ii} \sigma_k^n \nabla_i u u^i u$$

$$= (\sigma_{k-1} - \sigma_k^{ii}) \nabla_i u u^i \Phi - \frac{\sigma_{k-1}}{\sigma_k} \sigma_k^{ii} \nabla_i u u^i u$$

$$= \sigma_{k-2, i} \kappa_i \nabla_i u u^i \Phi - \frac{\sigma_{k-1}}{\sigma_k} \sigma_k^{ii} \nabla_i u u^i u$$

$$= (\sigma_{k-2, i} - \frac{\sigma_{k-1}}{\sigma_k} \sigma_k^{ii}) (\nabla_i u)^2$$

$$= \frac{1}{\sigma_k} (\sigma_{k-1}^2 \sigma_k - \sigma_{k-1} \sigma_k^{ii}) (\nabla_i u)^2.$$

By \cite{22}, $\frac{\sigma_{k-1}}{\sigma_k}$ is increasing. This also explains $\sigma_{k-1} \sigma_k - \sigma_{k-1} \sigma_k^{ii} \leq 0$. From the above we can get $\partial_t \widetilde{S}_{i,k} \leq 0$. If $M_t$ is a round sphere, $\nabla_i u = 0$ for $\forall i$. Thus, $\widetilde{S}_{i,k}$ is invariant if and only if $M_t$ is a round sphere for each $t$. We complete the proof of the case $(v)$.

The case $(ii)$ and $(iv)$ is obvious by (5.1) and Minkowski formula $\int_M up_k d\mu = \int_M \phi(p_k - 1) d\mu$.

The proof of the case $(i)$ and $(iii)$ is similar to the case $(v)$.

Remark: In case $(i)$ and $(iii)$, we only prove the situation of $k = n$. In fact, if $k < n$, there is no situation where $II$ and the second term of $I$ have upper or lower bounds at the same time. We also consider the monotonicity $\widetilde{S}_{i,l}$ along the flow (1.6) or (1.7) with $\mathcal{F} = p_{k-1}/p_k$ for $l < k$. If $0 < \iota < 1$, the first four terms of $I$ have lower bound at the same time, but whether “$II$” after the same treatment can be estimated is a question.
Proof of Theorem 1.5.
Let $\alpha = 0$, $\beta = 1$ and $\mathcal{F} = p_k^\frac{1}{k}$. Denote

$$III = \int_{M_t} -(n - k) p_k + (n - 1) \bar{p}_k^j \frac{1}{k} p_k^j \nabla_i p_k \mathcal{F} + (1 - \alpha) p_k^j \mathcal{F} H$$

$$+ (n - k) \bar{p}^j \nabla_i p_k^j d\mu.$$ 

Then the monotonicity of $T_{i,k}$ is equivalent to the positivity of $III$.

We first consider the case (i). By the bound of $k$, we can derive $n - k$. If $\ell > 1$ we have $\ell(n - 1) > 0$ and $1 - \ell < 0$. By Newton-Maclaurin inequality and the Positive definiteness of $p_k^j$, we can estimate $III$.

$$III = \int_{M_t} -(n - k) p_k^j - \frac{\ell(n - 1)}{k} p_k^j \frac{1}{k} p_k^j \nabla_i p_k + n(1 - \alpha) p_k^j p_1$$

$$+ (n - k) \bar{p}^j \nabla_i p_k^j d\mu$$

$$\leq \int_{M_t} -(n - k) p_k^j + n(1 - \alpha) p_k^j + (1 - k) p_k^j d\mu = 0.$$ 

This means $\partial_t T_{i,k} \leq 0$. If $M_t$ is a round sphere, $\nabla _ i p_k = 0$ for all $i$. And the equality holds in Newton-Maclaurin inequality if and only if $M_t$ is a sphere. We can deduce $T_{i,k}$ is invariant if and only if $M_t$ is a round sphere for each $t$. We have a complete proof of the case (i).

The case (ii), (iv) and (v) is obvious by (5.2), Lemma 2.5 and Minkowski formula. The proof of the case (iii) is similar to the case (i).

\[\square\]

6. PROOF OF THEOREM 1.7

Along the flow $\frac{\partial X}{\partial t} = (\frac{p_{n-m-1}}{u^m p_n} - u) N$, we can deduce that

$$\frac{\partial}{\partial t} \int_{M_t} p_k d\mu = (n - k) \int_{M_t} p_{k+1} \left( \frac{p_{n-m-1}}{u^m p_n} - u \right) d\mu$$

$$\geq (n - k) \int_{M_t} \frac{p_k - p_{k+1}}{u^m} d\mu,$$

(6.1)

where $0 \leq m \leq k \leq n - 1$.

By [28] Proposition 4.3, we have

$$\int f(u) p_k = \int_0^1 \int_{M_t} f(u) p_{k+1} \frac{1}{(n-k) \mathcal{C}_n^k} f'(u) < T_k A^i (Y^T), Y^T >,$$

(6.2)

where $f$ is a smooth function on $\mathbb{R}$, $Y$ is the position vector and $T_k$ is the $k$th Newton transformation.

We can derive $\frac{\partial}{\partial t} \int_{M_t} p_k d\mu \geq \int \frac{p_k - p_{k+1}}{u^m} d\mu \geq \cdots \geq \int p_k d\mu$ in convex hypersurface. This means that $\frac{\partial}{\partial t} \int_{M_t} p_k d\mu \geq 0$. The proof of (i) has been completed.

To prove (ii) and (iii), we still use the notations in Section 5. By (5.1), we have

$$\partial_t \tilde{S}_{i,n} = e^{-\ell t} \int_{M_t} \bar{u}^{i-1} \frac{p_{n-m-1}}{u^m} - \bar{u}^i p_n$$

$$+ \ell(n - 1) \bar{u}^{i-2} \frac{p_{n-m-1}}{u^m} \left( < \nabla u, \nabla \Phi > p_n - p_n^j \nabla_i u \nabla_j u > d\mu \right).$$

(6.3)

Choose appropriate coordinates to make $[p_n^j]$ diagonal. We can get

$$< \nabla u, \nabla \Phi > p_n - p_n^j \nabla_i u \nabla_j u = p_n \nabla_i u \nabla_j \Phi - p_n^j \nabla_i u \nabla_j u = 0.$$
Thus,
\[ \partial_t \bar{S}_{i,n} = te^{-\frac{t}{2}} \int_M u^{\nu-1-m}p_{n-m-1} - u'p_n d\mu. \]
(6.4)
By (6.2), if \( t - 1 - m \geq 0, \ldots, t - 1 \geq 0 \), we have
\[ \int u^{\nu-1-m}p_{n-m-1} \leq \int u^{\nu-m}p_{n-m} \leq \cdots \leq u'p_n. \]
In other words, if \( t \geq m+1 \), we have
\[ \int u^{\nu-1-m}p_{n-m-1} \leq \int u^{\nu-m}p_{n-m} \leq \cdots \leq u'p_n. \]
This means \( \partial_t \bar{S}_{i,n} \leq 0 \).
Similarly, if \( t \leq 1 \), we have
\[ \int u^{\nu-1-m}p_{n-m-1} \geq \int u^{\nu-m}p_{n-m} \geq \cdots \geq u'p_n. \]
This means \( \partial_t \bar{S}_{i,n} \geq 0 \) for \( 0 \leq t \leq 1 \) and \( \partial_t \bar{S}_{i,n} \leq 0 \) for \( t < 0 \). The proof of (ii) and (iii) has been completed.

The inequalities in Theorem 1.7 is a direct corollary of these monotone quantities. The proof of this inequalities is similar to Theorem 1.6 or Corollary 7.1.

7. Some Applications and Geometric Inequalities

In this section, we give a new proof of a family of inequalities involving the weighted integral of \( k \)-th elementary symmetric function for \( k \)-convex, star-shaped hypersurfaces.

By Theorem 1.4 and 1.5, we can derive a family of straightforward corollaries. The first corollary is Theorem 1.6.

Proof of Theorem 1.6.

By the case (iv) of Theorem 1.4, we have
\[ \frac{d}{dt} S_{0,k-1}(t) = 0 \quad \text{and} \quad \frac{d}{dt} S_{0,k}(t) \leq 0 \]
under the flow \( \frac{dX}{dt} = \left( \frac{p_{k-1}}{p_k} - u \right) \nu \). Theorem 1.2 says that the flow converges to some geodesic ball \( B_r \) with \( S_{0,k-1}(B_r) = S_{0,k-1}(0) = S_{0,k-1}(t) \), where we also denote \( S_{i,k}(B_r) \) by \( \int_{B_r} u'p_k d\mu \). Thus we have
\[ S_{0,k}(t) \geq S_{0,k}(B_r), \quad \text{with} \quad S_{0,k-1}(t) = S_{0,k-1}(B_r) \]
for some \( r > 0 \), which is equivalent to
\[ \left( \frac{V_{(n+1)-k}(\Omega)}{V_{(n+1)-k}(B)} \right)^{\frac{1}{n+1-k}} = r \leq \left( \frac{V_{n-k}(\Omega)}{V_{n-k}(B)} \right)^{\frac{1}{n-k}} \]
by \( S_{i,k}(B_r) = \omega_n r^{n-k} \). Equality holds if and only if \( S_{0,k} \) is a constant function. Namely, equality holds if and only if \( M \) is a round sphere. \( \square \)

We continue to list some direct corollaries of Theorem 1.4 and 1.5, which may not be optimal.

Corollary 7.1. Suppose \( M \) is a smooth, closed, star-shaped and \( k \)-convex hypersurface in \( \mathbb{R}^{n+1} \) for some \( 1 \leq k \leq n \). Then

\[ \left( \int_M u'p_{n-k} d\mu \right)^{\frac{1}{n-k}} \geq \omega_n^{\frac{1}{n-k}} \left( \int_M p_{n-k} d\mu \right)^{\frac{n}{n-k}}, \quad 1 \leq l \leq k \leq n. \]
(7.1)
\[ \left( \int_M u'p_{n-k} d\mu \right)^{\frac{1}{n-k}} \leq \omega_n^{\frac{1}{n-k}} \left( \int_M p_{n-k} d\mu \right)^{\frac{n}{n-k}}, \quad 0 < l \leq k \leq n. \]
(7.2)
\[ \int_M p_{l-k} d\mu \leq \omega_n^{\frac{l-k}{n-k}} \left( \int_M p_{k} d\mu \right)^{\frac{n-l}{n-k}}, \quad 1 \leq l \leq k \leq n. \]
(7.3)
\[ \int_M u'p_{l-k} d\mu \geq \omega_n^{\frac{l-k}{n-k}} \left( \int_M p_{k-l} d\mu \right)^{\frac{n-l}{n-k}}, \quad 1 \leq k \leq n, l \leq 0. \]
(7.4)
\[ \int_M p_{k-l} d\mu \geq A(M) \omega_n^{\frac{k-l}{n-k}}, \quad 1 \leq k \leq n, \ell \geq 1. \]
(7.5)
\[
\left( \int_M p_k^t d\mu \right)^{\frac{1}{n-k}} \leq \frac{\omega_n^{\frac{k}{n-k}}}{\omega_n^{\frac{k}{n-k}}} \int_M p_{n-1} d\mu, \quad k = n, 0 \leq t < 1, \tag{7.6}
\]

where \( A(M) \) is the area of \( M \) and \( \omega_n \) is the area of the unit sphere \( \mathbb{S}^n \) in \( \mathbb{R}^{n+1} \). The equalities of the above inequalities hold if and only if \( M \) is a round sphere.

**Proof.** The proof of Corollary 7.1 is similar to Theorem 1.6. We only prove (7.4) here.

By Theorem 1.4, we have

\[
\frac{d}{dt} S_{0,k-1}(t) = 0 \quad \text{and} \quad \frac{d}{dt} S_{i,k}(t) \leq 0
\]

under the flow \( \frac{\partial X}{\partial t} = \left( \frac{p_{k-1}}{p_k} - u \right) \nu \), where \( \iota \leq 0 \). Theorem 1.2 says that the flow converges to some geodesic ball \( B_r \) with \( S_{0,k-1}(B_r) = S_{0,k-1}(0) = S_{0,k-1}(t) \). Thus we have

\[
S_{i,k}(t) \geq S_{i,k}(B_r), \quad \text{with} \quad S_{0,k-1}(t) = S_{0,k-1}(B_r) \text{ for some } r > 0,
\]

which is equivalent to

\[
\int_M u^t p_k d\mu \geq \omega_n r^{n+1-k} = \omega_n^{\frac{1}{n-k}} \left( \int_M p_{k-1} d\mu \right)^{\frac{n+1-k}{n-k}},
\]

by \( S_{i,k}(B_r) = \omega_n r^{n+1-k} \). Equality holds if and only if \( S_{i,k} \) is a constant function. Namely, equality holds if and only if \( M \) is a round sphere. \( \square \)

By the Hölder inequality, Minkowski formula and Corollary 7.1, we can also get some inequalities.

**Corollary 7.2.** Suppose \( M \) is a smooth, closed, star-shaped and \( k \)-convex hypersurface in \( \mathbb{R}^{n+1} \) for some \( 0 \leq k \leq n \). Then

\[
\int_M u^t p_k d\mu \geq \left( \int_M p_{k-1} d\mu \right)^{\frac{t}{\iota} \left( \int_M p_k d\mu \right)^{1-\frac{t}{\iota}}}, \quad 0 \leq \iota \leq 1.
\tag{7.7}
\]

\[
\int_M u^t p_k d\mu \leq \left( \int_M p_{k-1} d\mu \right)^{\frac{t}{\iota} \left( \int_M p_k d\mu \right)^{1-\frac{t}{\iota}}}, \quad 0 \leq \iota \leq 1.
\tag{7.8}
\]

\[
\int_M p_k^t d\mu \geq \left( \int_M p_{k-1} d\mu \right)^{\frac{t}{\iota} A(M)^{1-\frac{t}{\iota}}}, \quad 0 \leq \iota \leq 1.
\tag{7.9}
\]

\[
\int_M p_k^t d\mu \leq \left( \int_M p_{k-1} d\mu \right)^{\frac{t}{\iota} A(M)^{1-\frac{t}{\iota}}}, \quad 0 \leq \iota \leq 1.
\tag{7.10}
\]

\[
\int_M u^t p_k^t d\mu \geq \left( \int_M p_{k-1} d\mu \right)^{\frac{t}{\iota} \left( (n+1)V(\Omega) \right)^{1-\frac{t}{\iota}}}, \quad 0 \leq \iota \leq 1.
\tag{7.11}
\]

\[
\int_M u^t p_k^t d\mu \leq \left( \int_M p_{k-1} d\mu \right)^{\frac{t}{\iota} \left( (n+1)V(\Omega) \right)^{1-\frac{t}{\iota}}}, \quad 0 \leq \iota \leq 1.
\tag{7.12}
\]

where we denote \( p_{-1} = u \) and \( \Omega \) is enclosed by \( M \). The equalities of the above inequalities hold if and only if \( M \) is a round sphere.

**Proof.** By the Hölder inequality, we can derive

\[
\int_M u^t p_k d\mu \leq \left( \int_M u^t p_k d\mu \right)^{\frac{1}{\iota}} \left( \int_M p_k d\mu \right)^{1-\frac{1}{\iota}}, \quad 0 \leq \iota \leq 1.
\tag{7.13}
\]

\[
\int_M p_k d\mu \leq \left( \int_M u^t p_k d\mu \right)^{\frac{1}{\iota}} \left( \int_M u^t p_k d\mu \right)^{1-\frac{1}{\iota}}, \quad 0 \leq \iota \leq 1.
\tag{7.14}
\]

\[
\int_M u^t p_k d\mu \leq \left( \int_M u^t p_k d\mu \right)^{\frac{1}{\iota}} \left( \int_M p_k d\mu \right)^{1-\frac{1}{\iota}}, \quad 0 \leq \iota \leq 1.
\tag{7.15}
\]
\[
\int_M p_k d\mu \leq \left( \int_M p_k^\iota d\mu \right)^{\frac{\iota - 1}{\iota}}, \quad \iota \geq 1. \tag{7.16}
\]
\[
\int_M p_k^\iota d\mu \leq \left( \int_M p_k d\mu \right)^{\iota - \iota}, \quad 0 \leq \iota \leq 1. \tag{7.17}
\]
These inequalities prove (7.7), (7.8) and (7.10).

\[
A(M)^2 \leq \int_M p_k d\mu \int_M p_k^{-\iota} d\mu, \quad -1 \leq \iota \leq 0. \tag{7.18}
\]
\[
\int_M p_k^{-1} d\mu \leq \left( \int_M p_k^\iota d\mu \right)^{\frac{\iota}{\iota}} A(M)^{1 - \frac{\iota}{\iota}}, \quad \iota \leq -1. \tag{7.19}
\]
Combining (7.16), (7.18) and (7.19), we have the proof of (7.9).

The proof of (7.11) and (7.12) are similar to (7.7) and (7.8).

Remark: Through Corollary 7.1, the quantities in Corollary 7.2 can be connected with \( \int_M p_l d\mu \). If we give a bound of \( \alpha \) and \( \beta \), \( \int_M u^\alpha p_\beta^k d\mu \) may be also estimated by \( \int_M p_l d\mu \) through similarly treatment. We will not elaborate here.
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