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ABSTRACT

Numerous Network Data Visualization Tools have been developed to visually analyze and visualize multivariate data. However, these conventional network data visualization tools are typically designed with network administrators (advanced users) in mind. In this paper, we construct an adaptive visualization tool in order to solve the demands of different computer users. We adopted three supervised algorithms for our framework, namely Naive Bayes (NB), C4.5, and Support Vector Machine (SVM). Our experiment showed that the proposed framework not only managed to produce a usable interface but also has better visualization compared to existing network data visualization applications. Moreover, it is able to present comprehensive network data and is capable of adapting to user feedback during the network data visualization process. This intelligence enables the framework to adjust to the needs of different computer users when they perform network data visualization.
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1. Introduction

A large amount of Network Data Visualization Tools such as Cichlid\(^1\), Net\(^3\), Watch Point\(^15\), NTOP\(^18\), Nodemaps\(^16\), NAV\(^1\), VISUAL\(^2\), SCPD\(^13\), PortVis\(^4\), NVisionIP\(^12\), and NIVA\(^19\), have been widely deployed over the past decade due to the growing demand for network data visualization. These tools typically present network data without taking into consideration the level of the computer user who is operating the program.

The existing Network Data Visualization Tools typically involve the presentation of network data regardless of the level of network data expertise among different levels of computer users. However, with the increasing demand for network data visualization by computer users of various levels, there is a need for new network data visualization tools. This is because the existing tools are useless and meaningless to beginner users who find it difficult to understand complicated and complex visualization. Our previous work has addressed issues including user-centered visualization that shows relevant network information to relevant computer users by classifying network data into three different levels, and providing statistical analysis and learning in visualization\(^20\).

This paper has been organized as follows: We will discuss the existing problems. Furthermore, our proposed framework and methodology will be discussed in the following section. Details on evaluation of the results of our proposed framework will be discussed as well. We concluded the paper with a summary and some research contributions which can lead to future improvements.
2. Existing Problems

A number of visualization tools designed to visualize network data in many ways. For instance, the intrusion detection report from the system when the malicious attacks are detected. However, none of the existing visualization tools are able to present adaptive visualization to different levels of users—a capability that we believe will serve as a unique complement for existing visualization tools. In this section, we will discuss three main problems.

2.1 Interface Usability

Due to the growth of communication network; currently, network data visualization is required by different levels of computer users. However, each user may require a different interface according to his or her perspective, and level of network knowledge. This is because different levels of computer users may require different interfaces according to their different network knowledge level. Different types of users employ different information to tackle different types of problems. Visualization with a comprehensive interface can adapt to various computer users based on their expertise and feedback.

2.2 Visualization Flexibility

Understanding the meaning of large amounts of network data is a difficult task if the visualization is unclear and ambiguous to the computer user. Appropriate network visualization for computer users has become an issue of concern. The visualization without illustrate all network data to particular computer user can improve level of understanding among the diverse computer users. Flexible visualization can be achieved based on user feedback.

2.3 System Adaptability

Current network data visualization presents network data to different levels of computer users, who may give feedback to the system based on their gained knowledge and experience. An adaptive system manages to improve the system by automatically generating appropriate visualization for different levels of computer users based on different data requirements and different feedbacks.

3. Proposed Framework Overview

Figure 1 in shows the structure of the proposed framework which have been implemented into the proposed network data visualization tool, namely dVisStair. The framework is designed to heighten the performance of network data visualization application from the following three main perspectives: interface usability, visualization flexibility, and system adaptability.

4. Methodology

Visualization often tends to be a cyclic process, where each of the iteration will work to provide feedbacks into the system. A typical and conventional problem is the presentation of all types of visualization to beginner users regardless of their ability to understand. Complicated visualization seem only understandable to advanced users. Thus, the most effective way of providing visualizations is to present one that best fits the users’ expertise level. Figure 1 shows the entire process from network data collection to user profile collection and the feedback learning loop. The first step involves classifying the network data into three different levels, which applies to three different categories of users. Meanwhile, user classification will cooperate with data classification in order to avoid unfeasible of visualization. So, once both classifications have been completed, a rule-based system will match them automatically, generating the proposed visualization which will be fed to the users. The feedback learning loop allows the user to provide feedback to the system. The feedback will be processed; thus, producing defined feedback. As a result, the most adaptive
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-fourth-party data to be used. This enhances the feedback learning loop by gaining the feedbacks from the users to be reflected back into the visualization system.

4.1 Data Classification

The process of capturing, decoding and analyzing the network data will be conducted simultaneously. In order to ensure different levels of users have comprehensive visualization on network data, classification of data must be applied. According to the Gulf of Execution problem, it is stated that “It is difficult for users to ask for information or data for what he or she wants to visualize, because they do not, in generally, know what is available”.

IECA is based on one of the classification algorithms, called C4.5. It is a decision tree based classification algorithm that chooses the maximum information gain ratio as the criterion of best split to generate the most meaningful classification automatically.

Two criteria are used in C4.5: information gain and gain ratio. Let \( RF(C,S) \) denote the relative frequency of cases in that belong to class. The information content of a message that identifies the class of a case in is then as follows (1):

\[
I(S) = -\sum_{j=1}^{k} \log_2 \left( RF(C_j,S) \right)
\]

After \( S \) is partitioned into subsets \( S_1, S_2, ..., S_k \) by a test \( A \), the information gained is as follows (2):

\[
G(S,A) = I(S) - \sum_{i=1}^{k} \frac{|S_i|}{|S|} I(S_i)
\]

where \( I(S) \) is the entropy of the \( S \).

The following is the information due to the split of \( S \), \( S(A) \) on the basis of the value of the categorical attribute:

\[
S(A) = \sum_{i=1}^{k} \frac{|S_i|}{|S|} \log_2 \left( \frac{|S_i|}{|S|} \right)
\]

Based on the algorithm, a process has to be run to classify future objects (network data) into different classes (levels). Firstly, one has to decide and assign the type of network data to be grouped as primary, intermediate or tertiary data level. Thus, the algorithm will ensure that different network data is classified completely into different levels. The IECA ensures that different network data is being classified into different levels. This will result in the best network data understanding among different levels of computer users.

4.2 User Classification

When dealing with a large group of users, it is necessary to classify the users. Thus, user classification is performed quickly by applying supervised algorithm. Different levels of computer users require different visualization interface. EACA is introduced and is based on one of the important classification algorithms, called NB.

- Assume \( A_i \) attributes where \( i = 1,2,3,..., n \) and which take values \( a_i \) where \( i = 1,2,3,..., n \).
- Assume \( C \) as class label and \( E = (a_1,a_2,...,a_n) \) as testing instance. \( E \) will be classified into class \( C \) with the maximum posterior probability. Bayes’ rule for this classification is (4);

\[
P(C|E) = \arg \max_c P(E|C) P(C)
\]

Being modified (5) as follows to define the NB;

\[
P(C|E) = \arg \max_c P(C) \prod_{i=1}^{n} P(A_i|C)
\]

For our scenario; \( t_i \) are the features collected from the computer users.

\[
d = t_i
\]
\[
t_1=(t_1,t_2,t_3,t_4)
\]
\[
t_1 = \text{experience}
\]
\[
t_2 = \text{frequency usage per hour}
\]
\[
t_3 = \text{interaction time}
\]
\[
t_4 = \text{age}
\]

Feature \( t_i \) is the attribute feature collected from the different users respectively. We compute probabilities for each class \( C_i \) in(6). For each of class \( C_i \), the probability is calculated that the features \( d \) belong to that class in (7) and (8).

\[
C \in \{\text{beginner, intermediate, advanced}\}
\]
\[
P(C_j|d) = P(C_j|t_i)
\]
\[
P(C_j|t_i) = P(C_j|t_1 \ldots t_4)
\]
The NB classifier classifies new instances (users) by applying equation (9) to compute the probability that feature $t_i$ is a member of class $C_j$. The new instance is assigned to the class with the higher probability from equation (10).

$$P(C_j | t_i) = \frac{P(t_i | C_j) P(C_j)}{P(t_i)}$$ (9)

$$P(C_j | t_1 \ldots t_4) = \frac{P(t_1 \ldots t_4 | C_j) P(C_j)}{P(t_1 \ldots t_4)}$$ (10)

By combining equation (9) and (11), the probability of feature $t(t_1, t_2, t_3, t_4)$ given class $C_j$, defined in (12), as a class membership for all the attributes measurements found in the feature. When many attribute measurements have high rates of membership in class $C_j$, the probability that feature $t_i$ is a member of class $C_j$ increases. Conversely, when few attribute measurements have high rates of membership in class $C_j$, the probability that feature $t_i$ is a member of class $C_j$ decreases.

$$P(C_j | t_i) = \prod_{i=1}^{4} P(t_i | C_j) P(C_j)$$ (11)

$$P(t_i | C_j) = \prod_{i=1}^{4} P(t_i | C_j)$$ (12)

In this method, we construct a rule which will allow us to assign future objects (computer users) to different classes (beginner, intermediate or advanced), given only the vectors of variables a.k.a classification features describing the future objects; as well as optimizing the computer users’ classification. NB may not be the best possible classifier in any particular application, but it can usually be relied on to be robust and to do quite well. NB assists in developing the EACA, thus providing a comprehensive algorithm that ensures complete classification among different levels of computer users.

4.3 Feedback Classification

Next, we will discuss the feedback learning loop which we believe is unique compared to other conventional network data visualization applications. In order to improve the visualization, a capability that enables the system to learn users’ feedbacks was added. This allows the users to submit their feedback back into the system, which is useful for improving and providing adaptive visualization to the users. Regular iterations of this feedback learning loop will refine the visualization, making it more adaptive to the user. And by saving this refined relational data, future feedbacks which contain the same requirements can recall the user defined feedback, providing the user with the most adaptive and comprehensive visualization. In order to learn from the users’ feedbacks, SALA will be applied to generate adaptive visualization for the computer users and improve the usability, flexibility and adaptability of the program. This algorithm which is based on SVM is considered a must try as it offers one of the most robust methods among all well-known algorithms. This research applies supervised methods to determine and learn what the user needs to view and what the user can understand. There are explicit and implicit information from the features to the classification task at hand. The classifier must then be able to take advantage of this information to successfully classify and learn feedbacks with as few labeled training examples as possible.

5. Evaluation

A one-way ANOVA was chosen and conducted for the performance evaluation. A research supported that 40 respondents were sufficient for the evaluation. 40 respondents (computer users) were gathered to conduct the evaluation. They were from different backgrounds: HCI experts with interfaces experience, graphic design experts, network security, network officers, and network administrators. The respondents can be grouped into three levels: advanced, intermediate and beginner level. They helped us to evaluate the dVisStair, iNetmon and Rumint applications. Respondents were given a simple task of rating the usability, flexibility, and adaptability of these applications. Table 1 shows the Likert Scale range. Mean results of interface usability, visualization flexibility, and system adaptability will be discussed in the Results and Discussions section.

| Scale | Rating       |
|-------|--------------|
| 1     | Strongly Agree|
| 2     | Agree        |
| 3     | Neutral      |
| 4     | Disagree     |
| 5     | Strongly Disagree |
5.1 Assessment on Interface Usability

The purpose of this assessment is to determine how useful the interface is in ensuring the full expression of the network data to different levels of computer users. A usable interface will maximize the interface usability among different levels of computer users.

Most visualization works aim to produce a good interactive system with usable interface. However, current technologies have only managed to generate demos that are attractive but have complicated interfaces. The most well developed visual display is ineffective if we have not carefully considered the users’ levels, needs, and system interfaces. Therefore, interface usability plays a vital role in increasing the speed of tasks carried out among computer users. When usability was evaluated, the focus was on improving the user interface. We compared the application interfaces generated among computer users. dVisStair showed three different interfaces based on different levels of computer users. On the other hand, iNetmon showed only the interfaces that can be understood by network administrators. This is similar to the Rumint application.

In our scenario, experts were used to evaluate early prototypes. Then, end users were used to evaluate a refined version. We did not use expert review exclusively as we believe that it is a complement to formal user studies which cannot be replaced.

5.2 Assessment on Visualization Flexibility

The purpose of this assessment is to determine the efficiency of the application in presenting effective visualization of network data to different levels of computer users (compared with iNetmon and Rumint). With effective visualization, both little or large amounts (flexible) of network data can be presented to computer users without burdening them; especially for beginner users.

Most visualization works aim to produce flexible and easy visualization. If the displayed visualization is too complicated or too limited, it might become meaningless to the computer users. Therefore, visualization flexibility is important not only to improve visual representation, but also to ensure clear understanding among computer users. The objective of evaluating visualization flexibility is to improve computer users’ understanding of network data. dVisStair managed to present a visualization that is simple and flexible to computer users of different levels. iNetmon and Rumint are also able to display different visualizations but still leave computer users feeling confused and unable to understand the information from the visualization.

5.3 Assessment on System Adaptability

The purpose of this assessment is to determine whether the system is able to adapt automatically to feedback from individual users. Only an adaptive system can fulfill users’ needs. Most current systems only provide customization for users. This results in complications for users who are not familiar with the network data. Therefore, system adaptability is needed to adopt into the tool. The aim of evaluating the system adaptability is to produce an adaptive system that is able to generate an adaptive interface together with visualization for the user automatically.

6. Results And Discussions

The evaluation from the previous section has proven that, the more feedback we get, the more adaptive visualization can be achieved in order to present greater adaptive visualization to the users. dVisStair has improved interface usability and is more user-friendly. On top of that, the visualization flexibility has been improved as the system has learnt from the users’ feedback and is therefore, able to provide better visualization to the users. System adaptability has also been achieved as the system managed to learn the user’s feedback intelligently and customize adaptive visualization for the computer users. In our scenario, post hoc comparisons using the Tukey HSD test indicated that the mean score for dVisStair on interface usability (Mean = 3.86, SD = 0.93) was significantly different from iNetmon (Mean = 2.35, SD = 0.93). However, the Rumint (Mean = 1.96, SD = 0.97) did not significantly differ from iNetmon. The mean of interface usability is shown in Figure 2. Based on the Tukey HSD test, dVisStair rated as the most flexible visualization (Mean = 3.52, SD = 0.78). iNetmon has the second highest rate (Mean = 2.56, SD = 0.74). The application flexible visualization was Rumint (Mean = 2.13, SD = 0.83). The mean of visualization flexibility is shown in Figure 3. Figure 4 shows the mean of system adaptability of the network data visualization applications. As shown in the Tukey HSD test, the achievements of the dVisStair application (Mean = 3.33, SD = 0.93) were significantly different from iNetmon (Mean = 2.00, SD = 0.80) and Rumint (Mean = 2.09, SD = 0.72).
The capability to illustrate different network data visualization has become extremely important due to the demands from different levels of computer users. We have combined EACA, IECA, and SALA which work together with rule-based algorithm to produce adaptive comprehensive visualization for all users. Evaluations have been carried out among 40 respondents. The results proved that by using the supervised algorithms in our proposed framework, the dVisStair has improved in many aspects; the most important aspects being interface usability, visualization flexibility, and system adaptability. The main contribution of this research work is to ensure that different interfaces and visualizations are available for different levels of computer users. Furthermore, we believe that the results of this research will be a powerful driving force for the network data visualization world to serve the needs of different levels of computer users.
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