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ABSTRACT

Kinetic plasma simulations are nowadays commonly used to study a wealth of non-linear behaviours and properties in laboratory and space plasmas. In particular, in high-energy physics and astrophysics, the plasma usually evolves in ultra-strong electromagnetic fields produced by intense laser beams for the former or by rotating compact objects such as neutron stars and black holes for the latter. In ultra-strong electromagnetic fields, the gyro-period is several orders of magnitude smaller than the timescale on which we desire to investigate the plasma evolution. Some approximations are required like for instance artificially decreasing the electromagnetic field strength which is certainly not satisfactory. The main flaw of this downscaling is that it cannot reproduce single particle acceleration to ultra-relativistic speeds with Lorentz factor above $\gamma \approx 10^3 - 10^4$. In this paper, we design a new algorithm able to catch particle motion and acceleration to Lorentz factor up to $10^{15}$ or even higher by using Lorentz boosts to special frames where electric and magnetic fields are parallel. Assuming that these fields are locally uniform, we solve analytically the equation of motion in a tiny region smaller than the length scale of the gradient of the field. This analytical integration of the orbit severely reduces the constrain on the time step, allowing us to use very large time steps, avoiding to resolved the ultra high frequency gyromotion. We performed simulations in ultra-strong spatially and time dependent electromagnetic fields, showing that our particle pusher is able to follow accurately the exact analytical solution for very long times. This property is crucial to properly capture lepton electrodynamics in electromagnetic waves produced by fast rotating neutron stars.

© 2019 Elsevier Inc. All rights reserved.

1. Introduction

With the advent of numerical simulation techniques and increasing computational power capabilities, plasma physics has benefited from a better and deeper description of its behaviour and properties in many contexts of laboratory experiments and space plasmas. Nowadays numerical simulations play a key role in the development of our knowledges about plasma physics. However, these kinetic simulations still suffers from limits exerted by hardware capabilities. For instance, the Vlasov-Maxwell equations require 3 dimensions in space as well as 3 dimensions in
velocity thus a total 6 dimensions, forbidding us to perform high resolution simulations. Another limitation comes from the different time and space scales to be resolved in order to properly catch the collective plasma effects. The simulation box is usually much larger than the gyro-radius or than the skin depth. Another restriction of particular interest in high-energy physics and astrophysics is the motion of plasmas in ultra-strong magnetic fields. By ultra-strong we mean field strengths about the quantum critical value of $B \approx 4.4 \cdot 10^9$ T. Such fields are commonly met in neutron star magnetospheres like pulsars (2016) and magnetars (Mereghetti et al. 2015). For pulsars, the magnetic field strength is typically $B \approx 10^8$ T whereas for magnetars it easily exceeds $B \approx 10^{10}$ T. These values put stringent constrains on the time step of any numerical algorithm because the gyration period is orders of magnitude smaller than the macroscopic evolution given by the neutron star rotation frequency $\Omega = 2\pi / P$ with $P$ its period of revolution. Indeed, the ratio between the Larmor frequency and the stellar rotation frequency is

$$\frac{\omega_B}{\Omega} = \frac{q B}{m \Omega} = 2.8 \cdot 10^{18} \left( \frac{P}{1 \text{s}} \right) \left( \frac{B}{10^8 \text{T}} \right).$$

$B$ is the stellar magnetic field strength, $\Omega$ its angular velocity, $q$ the particle charge and $m$ its mass. For the above numerical applications, we assumed electrons or positrons to be the main constituents of the magnetospheric plasma. Moreover, the Larmor radius associated to these fields is

$$r_L = \frac{\gamma m c}{q B} = 1.7 \cdot 10^{-5} \text{ m} \left( \frac{\gamma}{10^6} \right) \left( \frac{B}{10^8 \text{T}} \right)^{-1}.$$  

$c$ is the speed of light and $\gamma$ the particle Lorentz factor. This length scale remains much smaller than the typical size of a neutron star estimated to be about $R_{ns} = 10$ km. Thus the ratio between Larmor radius and neutron star radius is about $\epsilon = r_L/R_{ns} = 10^{-10}$, allowing to separate both scales. Note that $R_{ns}$ is also the typical length scale for the electromagnetic field gradient. To a very good approximation, we can assert that leptons orbiting in this field feel an almost constant and uniform electromagnetic field during thousands to millions of gyro periods.

Particle orbits in a plane electromagnetic wave are described by a one parameter family solution given by the so called strength parameter defined by

$$a = \frac{q E}{m c \omega}$$

$(m$ and $q$ are the particle mass and charge respectively, $E$ is the amplitude of the wave electric field and $\omega$ its frequency. This strength parameter is ridiculously small for visible light $a_{\text{light}} \approx 10^{-10}$, but substantial for high intensity laser $a_{\text{laser}} \approx 10^3$ and dramatically high at the surface of neutron stars $a_{\text{ns}} \approx 10^{18}$.

Many kinetic codes have been designed to solve the pulsar magnetosphere problem. Unfortunately, none of the PIC results presented so far have been able to put realistic electromagnetic fields into the simulation box (Belyaev 2015; Philippov and Spitkovsky 2014; Cerutti et al. 2015). This questions the veracity of those works that even add radiation reaction in a regime not corresponding to what is expected in neutron stars (Cerutti et al. 2016). Some scaling technique is proposed to extrapolate simulation results to realistic values (Kalapotharakos et al. 2018) but such assertions must be checked by direct numerical computations in physically self-consistent fields.

Recently, Zenitani and Umeda (2018) improved the standard Boris particle pusher by computing the exact analytical rotation in the magnetic part of the Lorentz force. They showed an improvement in the accuracy. The Boris algorithm is popular because it is simple and accurate. Its stability is accounted for by its phase space volume preserving properties as shown by (Qin et al. 2013). Umeda (2018) proposed an improvement of Boris algorithm by employing a three stage step. Relativistic simulations are even more stringent about numerical error accumulation and volume preserving schemes are highly recommended by (Zhang et al. 2015). However, these recent papers did not address the problem of particle pusher in very strong electromagnetic fields.

Efficient particle pushers in ultra-strong electromagnetic fields are nevertheless a fundamental prerequisite to simulate the true electrodynamics in neutron star magnetospheres such as pulsars and magnetars. Specific algorithms have been designed for motion in strong magnetic fields to solve for kinetic plasma problems via numerical simulations. For instance a Vlasov-Poisson approach was tackled by (Crouseilles et al. 2017) to solve motion in a strong and uniform external magnetic field using a two-scale formalism. The high frequency gyration about the magnetic field is decoupled from the secular evolution occurring on a much longer time scale. Semi-implicit scheme preserving the asymptotic limit of the guiding centre approximation were also investigated by (Filbet and Rodrigues 2015). Geiser and Riedel (2016) discussed the merit of several integrators used in electromagnetic PIC simulations, like the explicit and implicit Boris algorithm and a cyclotronic integrator. An explicit time-reversible cyclotronic integrator has been
derived in Patacchini and Hutchinson (2009) to avoid a fine resolution of the Larmor frequency on some field configurations. Velocity Verlet algorithms for strong homogeneous static external magnetic fields in the context of molecular dynamics have been investigated by Spreiter and Walter (1999) performing a Taylor expansion. For a comprehensive comparison of relativistic particle integrators, see Ripperda et al. (2017). These authors carefully compared the merit of the standard Boris algorithm Boris (1970), the Vay (2008) implicit scheme in space velocity, the Higuera and Cary (2017) second order method and the implicit midpoint method described in Lapenta and Markidis (2011). This leapfrog scheme already appeared in Verboncoeur (2005). A fully implicit update in space and velocity parameters for relativistic particle integrators relying on Vay (2008) velocity advance has been explored by Ptri (2017). There it has been shown that catching properly and accurately the simple electric drift motion in an ultra relativistic regime remains extremely difficult to achieve. Unfortunately, neutron star magnetospheres are common places for such relativistic drift velocities. It is therefore compulsory to design efficient and accurate numerical schemes to faithfully follow these trajectories. This is a crucial step towards realistic particle acceleration and radiation in ultra-strong electromagnetic fields. Some tests of particle acceleration in a plane electromagnetic wave using standard pushers and reported by Arefiev et al. (2015) show severe limitations in the accuracy already for modest strength parameters not above $a \approx 20$. This is unacceptable for our investigation of neutron star magnetospheres.

Moreover, when accelerated to very high energies in the high fields of neutron stars, particles are subject to radiation reaction, a stringent friction damping the motion by limiting the Lorentz factor to $10^8$ or $10^9$ according to current wisdom. Unfortunately, there is no unique model for implementing this damping into a numerical code. Vranic et al. (2016) proposed a careful study of several radiation reaction forces to be used in classical PIC codes. They showed that all prescriptions for this force give similar results. For pulsars, radiation reaction is inescapable for several reason. First, pulsars are known to be very efficient particle accelerators, pushing pairs to Lorentz factors as high as $\gamma \approx 10^9$. See for instance the simulations performed in vacuum by Ptri (2019) assuming radiation reaction force operates in balance with the accelerating electric field. Without radiation reaction, particles would tend to much high Lorentz factors (Finkbeiner et al. 1989). Second, pulsars are also famous for being high energy emitters, producing photons with energy above the GeV even up to TeV ranges for the Crab pulsar (Ansoldi et al. 2016). Therefore radiation inevitably has to impact on the particle dynamics in a non perturbative way. Implementing this additional radiative force into our code is under progress. One approach would be to find exact analytical solutions for constant electromagnetic fields including radiation reaction. Some analytical solutions exist in special cases, for instance in a transverse electromagnetic wave (Hadad et al. 2010). A second approach consist to find an approximate analytical expression for the change in velocity and Lorentz factor during an integration time step for the Lorentz force acting on the particle. The third brute force approach would resolve the full motion including the radiation reaction but at the expense of requiring much smaller time steps. All these options are currently investigated and tested and will be shown in another work.

As particle simulation codes are prone to discrete particle noise scaling as $1/\sqrt{N_{\text{par}}}$ where $N_{\text{par}}$ is the number of particles used in the simulation box, a large number of particles is necessary to achieve low level noise results. High performance computing optimizing memory usage and CPU time is recommended (Bowers et al. 2008). However, in this paper we rather focus on achieving very high accuracy in the numerical solution sticking as close as possible to the analytical solutions of the physical problem. Therefore, in this study, computational time is not an issue but setting realistic ultra-strong electromagnetic fields is a stringent and critical issue to be able to properly capture the correct physics. Actually, having not such a severe restriction on the time step compared to other algorithms, the computational extra cost is largely compensated by taking time steps that are thousands to millions or billions of time larger than those required by explicit time integrators. We also expect that GPGPUs will speed up the extra cost of performing the analytical computations of the solutions.

In this paper, we first expose the general idea, detailing the method and the algorithm in section 2. Then we remind the exact analytical solutions for a charged particle in an arbitrary electromagnetic field in section 3 and show how to switch to a frame where $E$ and $B$ are parallel. We then test our implementation of these equations in several configurations for which exact analytical solutions are known, see section 5. We conclude about our achievements and possible extensions in section 6.

## 2. General method and algorithm

Our main goal in this paper is to use exact analytical expressions for the particle trajectories in a homogeneous and uniform electromagnetic field. As such expressions are known and very handy in a frame where the electric field $E$...
and magnetic field $\mathbf{B}$ are parallel, we introduce two important frames to perform our numerical simulations. First, we denote by $K$ the observer frame in which we want to evolve the particle motion one time step. Second, we consider a new frame $K'$ where the electric field and magnetic field are parallel. We will demonstrate that there always exist one such frame. The only exception is when $E = cB$ and $\mathbf{E} \cdot \mathbf{B} = 0$ corresponding to a plane electromagnetic wave propagating in vacuum. An excellent and very detailed reference one this topic is [Gourgoulhon (2010)], but see also [Sengupta (2007)].

Kinematic and dynamical quantities like position and velocity are transformed according to the special relativistic Lorentz transform valid for any four vector $A$. In our notations, the temporal components are labelled with index 0 whereas the spatial components are labelled with indices running from 1 to 3. The minkowskian metric is given by the diagonal matrix $\eta_{ik} = \delta(+1, -1, -1, -1)$. In particular, the contravariant components $A^i = (A^0, A)$ of this four vector $A$ in both frames are related by

$$A^0 = \Gamma (A^0 - \mathbf{A} \cdot \mathbf{V}/c) \quad (4a)$$

$$A'_0 = \Gamma (A_0 - V_A 0/c) \quad (4b)$$

$$A'_\perp = A_\perp \quad (4c)$$

$A_0$ and $A'_0$ are the components along the relative velocity between both frames, $A_\perp$ and $A'_\perp$ the components perpendicular to this relative velocity, $\mathbf{V}$ is the 3-velocity vector of the frame $K'$ with respect to the frame $K$ and $\Gamma = (1 - V^2/c^2)^{-1/2}$ the associated Lorentz factor. In the following sections, we specialize the basis vectors such that the $z$ and $z'$ axis are aligned along $\mathbf{V}$. Note that the particle proper frame is never used, only its proper time is required to compute the trajectories.

The procedure to advance the particle position and velocity one time step is then the following. Compute both relativistic electromagnetic invariants $I_1 = E^2 - c^2 B^2$ and $I_2 = \mathbf{E} \cdot \mathbf{B}$. If $I_2 = 0$ and $I_1 \neq 0$, then a frame where either the electric field or the magnetic field vanishes exists, depending on the sign of $I_1$. We switch to this new frame $K'$ and solve analytically the equation of motion. If $I_1 = 0$, we have to solve the motion separately as no physical frame $K'$ exist with speed strictly less than $c$ where $\mathbf{E}$ and $\mathbf{B}$ are parallel. This special case is called a null or light like field. If on the other side $I_2 \neq 0$, there always exists a frame $K'$ where $\mathbf{E}$ and $\mathbf{B}$ are parallel. Then if possible switch to the new frame $K'$ by a Lorentz boost. Solve the particle motion in $K'$ and then Lorentz boost back to $K$. In the frame $K'$, if the $z'$ axis is not aligned with the common direction of $\mathbf{E}$ and $\mathbf{B}$, we also apply an Euler rotation to bring the new $z''$ axis along this direction.

To summarize all the cases, we show a pseudo-code explaining how to evolve the particle trajectory depending on the filed configuration in table[I]. The next step requires the solution of the 4-velocity and 4-position in the frame where $\mathbf{E}$ and $\mathbf{B}$ are parallel.

3. Charge in an uniform electromagnetic field

In this section, we derive the exact analytical solution of a charged particle in relativistic motion in an uniform electromagnetic field for an arbitrary geometric configuration. To do this we first find a frame where electric $\mathbf{E}$ and magnetic $\mathbf{B}$ fields are parallel. Next we solve exactly and analytically the equation of motion in the relativistic regime where the electric field and the magnetic field are parallel. These solutions are also presented in [Gourgoulhon (2010)] and in [Jackson (2001)] in a somewhat different way with different integration constants. A direct integration of the equation of motion in the observer frame needs to solve for the eigenvalues and eigenvectors of the antisymmetric electromagnetic tensor $F^{ik}$. This has been performed by [Vandervorst (1960)] but we found it easier to first switch to the special frame where $\mathbf{E}$ and $\mathbf{B}$ are parallel and then compute the solution. This is also the strategy we adopt in our numerical implementation of the algorithm. It is therefore also necessary to readjust the axes to conform to the orientation we employ in the subsequent paragraphs.

3.1. Frame where $\mathbf{E}$ and $\mathbf{B}$ are parallel

A useful way to follow particle trajectories in any prescribed electromagnetic field given in an inertial frame $K$ consists to Lorentz transform the electromagnetic field into a special frame $K'$ in which the electric field is parallel to the magnetic field. In the general case, there is an infinite number of frames for which the electric field is parallel to
The Lorentz factor of the frame in which \( E \) travel exactly at the speed of light. The speed along the common direction is given by Gruzinov (2013). Our velocity prescription is however more general because we do not assume that particles flow outwards. Our expression for the particle velocity resembles to the Aristotelian expression to be determined. The normalized velocity \( \beta = \frac{c E \wedge B}{E^2 + c^2 B^2} \) (5)

neglecting all other curvature, gradient and polarization drifts in the limit of vanishing Larmor radius which is acceptable in a neutron star ultra-strong magnetic field. Let us denote by a prime quantities expressed in the frame \( K' \) moving at velocity \( V_{\|} \) with respect to \( K \).

In the frame \( K' \), the motion is along the common direction of \( E' \) and \( B' \) that is the electromagnetic field as measured in this frame \( K' \). To get the useful solution, we write \( V_{\|} = \alpha E \wedge B \). The constant \( \alpha \) is the solution given by

\[
\alpha = \frac{E^2 + c^2 B^2 - \sqrt{I_1^2 + 4 c^2 I_2^2}}{2(E \wedge B)^2}.
\]

The minus sign in front of the square root enforces a speed less than that of light. The electric and magnetic fields in the frame moving at speed \( V_{\|} \) are found by a special relativistic Lorentz boost of the electromagnetic field and gives

\[
E' = \Gamma_{\|} \left[ (1 - \alpha B^2) E + \alpha (E \cdot B) B \right] \quad (7a)
\]

\[
B' = \Gamma_{\|} \left[ (1 - \alpha E^2/c^2) B + \alpha (E \cdot B) E/c^2 \right].
\]

The Lorentz factor of the frame in which \( E' \) and \( B' \) are parallel is defined by \( \Gamma_{\|} = (1 - \beta_{\|}^2)^{-1/2} \). In this frame, the particle trajectory is decomposed into a motion along the common direction of \( E' \) and \( B' \) and a gyration around the magnetic field \( B' \). Thus the local tangent to the trajectory becomes \( t' = \pm \frac{E'}{\sqrt{E'^2}} / B' \), the sign being chosen such that particles flow outwards. Our expression for the particle velocity resembles to the Aristotelian expression given by Gruzinov (2013). Our velocity prescription is however more general because we do not assume that particles travel exactly at the speed of light. The speed along the common \( E \) and \( B \) direction is constrained by the electric field

---

**Algorithm 1:** The algorithm to solve for particle motion.

| if \( (E == 0 \land B == 0) \) then |
|------------------------------------------|
| Integrate particle trajectory according to eq. (38), no update in velocity. |
| /* Check for zero electromagnetic field \( E == B == 0 \) */ |
| end |

| else if \( (I_1 == 0 \land I_2 == 0) \) then |
|------------------------------------------|
| Integrate particle trajectory according to eq. (34), (35) |
| /* Check for light-like wave \( I_1 == 0 \land I_2 == 0 \) */ |
| end |

| else if \( B == 0 \) then |
|------------------------------------------|
| Integrate particle trajectory according to eq. (23), (24) |
| /* Check for zero magnetic field \( B == 0 \) */ |
| end |

| else if \( E == 0 \) then |
|------------------------------------------|
| Integrate particle trajectory according to eq. (25), (26) |
| /* Otherwise integrate in frame where \( E \) and \( B \) are parallel */ |
| end |

| else |
|------------------------------------------|
| Integrate particle trajectory according to eq. (21), (22) |

---

Table 1. Pseudo-code summarizing the full algorithm. It shows the many special cases to evaluate and handle (light-like fields, orthogonal fields, arbitrary fields).
acceleration along $\mathbf{B}$ contrary to Aristotelian electrodynamics. Gruzinov (2013) introduced two new quantities $E_0 > 0$ and $B_0$ according to the following invariants

\begin{align}
E^2 - B^2 &= E_0^2 - B_0^2 \\
\mathbf{E} \cdot \mathbf{B} &= E_0 B_0.
\end{align}

(8a) (8b)

Solving for the magnetic field strength $B_0$, we get

\begin{equation}
c^2 B_0^4 + I_1 B_0^2 - I_2^2 = 0
\end{equation}

(9)

and by keeping only the real solution with a positive sign

\begin{equation}
B_0^2 = \frac{-I_1 + \sqrt{I_1^2 + 4c^2 I_2^2}}{2c^2}.
\end{equation}

(10)

In such a way, plugging this expression into the electromagnetic field transform given in eq. (7) we find

\begin{align}
\mathbf{E}' &= \frac{\Gamma E_0}{E_0^2/c^2 + B^2} \left[ \frac{E_0}{c^2} E + B_0 \mathbf{B} \right] \\
\mathbf{B}' &= \frac{\Gamma B_0}{E_0^2/c^2 + B^2} \left[ B_0 \mathbf{B} + \frac{E_0}{c^2} E \right]
\end{align}

(11a) (11b)

They are therefore colinear because $E_0 \mathbf{B}' = B_0 \mathbf{E}'$. The frame velocity consequently simplifies into

\begin{equation}
\mathbf{V} = \frac{\mathbf{E} \wedge \mathbf{B}}{E_0^2/c^2 + B^2}
\end{equation}

(12)

Note in this expression the mixing between field strengths in both frames, one with subscript 0 and the other without any subscript. There exists however a symmetry in the sense that $E_0^2 + B^2 = E^2 + c^2 B_0^2$ so we can use either $E_0$ or $B_0$ but not both simultaneously. This velocity is always less than the speed of light if $I_1 \neq 0$ and $I_2 \neq 0$. Therefore, there always exist a frame where $\mathbf{E}$ and $\mathbf{B}$ are parallel, whatever the strength of $\mathbf{E}$ compared to $\mathbf{B}$. The vanishing magnetic $\mathbf{B} = 0$ or electric $\mathbf{E} = 0$ field are special cases of the general treatment presented here the second one reducing to the electric drift motion.

The special case of a null field for which $I_1 = I_2 = 0$ is treated separately because then $E = c B$ and the speed of the frame is exactly equal to $c$ and thus is not a physical frame. It will be treated separately.

### 3.2. Motion in the frame where $\mathbf{E}$ and $\mathbf{B}$ are parallel

In the previous section, we showed that it is always possible to reduce the problem of particle motion into a configuration where $\mathbf{E}$ and $\mathbf{B}$ are parallel except for light like fields. In this frame, integration of the trajectory is particularly simple when expressed in terms of the proper time $\tau$ of the particle. Any electromagnetic field configuration can always be reduced to a parallel electric and magnetic field by an appropriate change of reference. In order not to overload the notations, in this and the following subsections we omit the primes to designate the quantities expressed in the frame $K'$ where $\mathbf{E}$ and $\mathbf{B}$ are parallel. The integration of the equation of motion of a charged particle in such a field is relatively simple and straightforward. Indeed, let’s consider an electromagnetic field such that $\mathbf{E}$ and $\mathbf{B}$ are directed along the $e_z$ axis in a Cartesian coordinate system. The initial position of the particle is $(x_0, y_0, z_0)$ and its initial velocity is $\mathbf{v} = (v_0^x, v_0^y, v_0^z)$. The equation of motion in covariant form is

\begin{equation}
\frac{dp^i}{d\tau} = q F^{ik} u_k
\end{equation}

(13)

or in terms of the 4-velocity only

\begin{equation}
\frac{du^i}{d\tau} = \frac{q}{m} F^{ik} u_k
\end{equation}

(14)
\( u' = (\gamma c, \gamma v) \) is the 4-velocity and \( p' = m u' \) the 4-momentum. In the Cartesian coordinate system, the electromagnetic field tensor is anti-diagonal and given by

\[
F^{ik} = \begin{pmatrix}
0 & 0 & 0 & -E/c \\
0 & 0 & -B & 0 \\
0 & B & 0 & 0 \\
E/c & 0 & 0 & 0
\end{pmatrix}.
\]

(15)

Introducing \( \omega_E = \frac{qE}{mc} \) and \( \omega_B = \frac{qB}{m} \), the equation of motion reduces to

\[
\frac{du^0}{d\tau} = \frac{q}{m} F^{03} u_3 = -\omega_E u_3 \]
\[
\frac{du^1}{d\tau} = \frac{q}{m} F^{12} u_2 = -\omega_B u_2 \]
\[
\frac{du^2}{d\tau} = \frac{q}{m} F^{21} u_1 = +\omega_B u_1 \]
\[
\frac{du^3}{d\tau} = \frac{q}{m} F^{30} u_0 = +\omega_E u_0 \]

(16a–d)

All the components of the 4-velocity are brought back to their contravariant expressions so that by index elevation \( u^i = \eta^{ik} u_k \). This implies that \( u^0 = u_0 \) for the temporal index and \( u^a = -u_a \) for the spatial indices. The system decouples into two size 2 subsystems each so that

\[
\frac{du^0}{d\tau} = \omega_E u^3 \]
\[
\frac{du^1}{d\tau} = \omega_B u^2 \]
\[
\frac{du^2}{d\tau} = -\omega_B u^1 \]
\[
\frac{du^3}{d\tau} = \omega_E u^0 \]

(17a–d)

Two variables are eliminated to reduce the system to the velocity components \( u^0 \) and \( u^1 \) only

\[
\frac{d^2 u^0}{d\tau^2} = \omega_E^2 u^0 \]
\[
\frac{d^2 u^1}{d\tau^2} = -\omega_B^2 u^1 \]

(18a–b)

The general solutions are given by

\[
u^0 = A e^{\omega_E \tau} + B e^{-\omega_E \tau} \]
\[
u^1 = C \cos(\omega_B \tau) + D \sin(\omega_B \tau) \]

(19a–b)

At initial time, we have \( t = t_0 \) corresponding to \( \tau = 0 \) and \( v = v_0 \) thus \( u^0 = \gamma_0 (c, v_0) \) with \( \gamma_0 = (1 - (\beta_0)^2)^{-1/2} \). These initial conditions enforce

\[
A = \gamma_0 \frac{c + v_0^c}{2} \]
\[
B = \gamma_0 \frac{c - v_0^c}{2} \]
\[
C = \gamma_0 v_0^x \]
\[
D = \gamma_0 v_0^y \]

(20a–d)
thus the 4-velocity evolution given in terms of the proper time according to
\[ u^0 = \gamma_0 c \left[ \text{ch}(\omega_E \tau) + \beta_0^x \text{sh}(\omega_E \tau) \right] \]  
\[ u^1 = \gamma_0 c \left[ \text{sh}(\omega_E \tau) + \beta_0^x \text{ch}(\omega_E \tau) \right] \]  
\[ u^2 = \gamma_0 c \left[ \beta_0^x \cos(\omega_B \tau) + \beta_0^y \sin(\omega_B \tau) \right] \]  
\[ u^3 = \gamma_0 c \left[ -\beta_0^x \sin(\omega_B \tau) + \beta_0^y \cos(\omega_B \tau) \right] \]

All that remains is to integrate with respect to the proper time to find the trajectory of the particle
\[ c (t - t_0) = \frac{\gamma_0 c}{\omega_E} \left[ \text{sh}(\omega_E \tau) + \beta_0^x (\text{ch}(\omega_E \tau) - 1) \right] \]  
\[ x - x_0 = \frac{\gamma_0 c}{\omega_B} \left[ \beta_0^x \sin(\omega_B \tau) - \beta_0^y (\cos(\omega_B \tau) - 1) \right] \]  
\[ y - y_0 = \frac{\gamma_0 c}{\omega_B} \left[ \beta_0^x (\cos(\omega_B \tau) - 1) + \beta_0^y \sin(\omega_B \tau) \right] \]  
\[ z - z_0 = \frac{\gamma_0 c}{\omega_E} \left[ (\text{ch}(\omega_E \tau) - 1) + \beta_0^x \text{sh}(\omega_E \tau) \right] \]

The trajectory of the particle is thus entirely determined as a function of proper time \( \tau \) in an analytical way with simple expressions including trigonometric and hyperbolic functions. These equations for 4-velocity and 4-position are implemented in the code.

Note that the equation of motion could be resolved immediately in the observer’s frame of reference by diagonalizing the tensor of the electromagnetic field \( F^{ik} \). This would be the same as the change of reference frame made above (Vandervoort, 1960).

For testing the numerical algorithm and the limiting Lorentz factor due to numerical round off error, we check the implementation on a purely electric and a purely magnetic field.

### 3.3. Vanishing magnetic field

In the case of a vanishing magnetic field \( B = 0 \), the frame \( K \) and \( K' \) are identical and there is no need to boost from one frame to the other. The 4-velocity reduces to
\[ u^0 = \gamma_0 c \left[ \text{ch}(\omega_E \tau) + \beta_0^x \text{sh}(\omega_E \tau) \right] \]  
\[ u^1 = \gamma_0 c \beta_0^x \]  
\[ u^2 = \gamma_0 c \beta_0^y \]  
\[ u^3 = \gamma_0 c \beta_0^z \]

and the trajectory simply into
\[ c (t - t_0) = \frac{\gamma_0 c}{\omega_E} \left[ \text{sh}(\omega_E \tau) + \beta_0^x (\text{ch}(\omega_E \tau) - 1) \right] \]  
\[ x - x_0 = \gamma_0 c \beta_0^x \tau \]  
\[ y - y_0 = \gamma_0 c \beta_0^y \tau \]  
\[ z - z_0 = \frac{\gamma_0 c}{\omega_E} \left[ (\text{ch}(\omega_E \tau) - 1) + \beta_0^x \text{sh}(\omega_E \tau) \right] . \]

### 3.4. Vanishing electric field

In the case of a vanishing electric field \( E = 0 \), the frame \( K \) and \( K' \) are again identical and there is no need to boost from one frame to the other. The 4-velocity reduces to
\[ u^0 = \gamma_0 c \]  
\[ u^1 = \gamma_0 c \left[ \beta_0^x \cos(\omega_B \tau) + \beta_0^y \sin(\omega_B \tau) \right] \]  
\[ u^2 = \gamma_0 c \left[ -\beta_0^x \sin(\omega_B \tau) + \beta_0^y \cos(\omega_B \tau) \right] \]  
\[ u^3 = \gamma_0 c \beta_0^z \]
All that remains is to integrate with respect to the proper time to find the trajectory of the particle

\[ (t - t_0) = \gamma_0 \tau \]  
\[ x - x_0 = \frac{\gamma_0 c}{\omega_B} \left[ \beta_0^2 \sin(\omega_B \tau) - \beta_0^2 (\cos(\omega_B \tau) - 1) \right] \]  
\[ y - y_0 = \frac{\gamma_0 c}{\omega_B} \left[ \beta_0^2 (\cos(\omega_B \tau) - 1) + \beta_0^2 \sin(\omega_B \tau) \right] \]  
\[ z - z_0 = \gamma_0 c \beta_0^2 \tau = v_0 (t - t_0) \] (26a, 26b, 26c, 26d)

Testing our algorithm in a constant and uniform electromagnetic field is meaningless because the solution is known analytically in any reference frame. Even the force-free field test introduced by Ripperda et al. (2017) and not tested in Ptri (2017) is included in this analytical exact solution as demonstrated in the next paragraph. However, for numerical purposes, it is desirable to check the ability of our code to handle very high Lorentz factor above \( \gamma = 10^{12} \) to look for round-off errors and possible issues related to finite digit precision.

3.5. Motion in the frame where \( E \) and \( B \) are perpendicular

When electric and magnetic fields are perpendicular, the second invariant vanishes \( I_2 = 0 \), there exist always a frame where either the electric or the magnetic field vanishes depending on the sign of the invariant \( I_1 \). We are then back to the previous cases for a pure electric or magnetic field. Indeed, if \( I_1 > 0 \) the constant \( \alpha = c^2/E^2 \) and therefore the velocity of the frame where \( B \) vanishes is

\[ V_B = \frac{E \wedge B}{E^2} c^2. \] (27)

If \( I_1 < 0 \) the constant \( \alpha = 1/B^2 \) and therefore the velocity of the frame where \( E \) vanishes is

\[ V_E = \frac{E \wedge B}{B^2} \] (28)

that is the usual electric drift frame. Consequently, the cases \( I_1 \neq 0 \) and \( I_2 = 0 \) are included in the previous sections.

3.6. Light like electromagnetic field

Nevertheless, the case where both electromagnetic invariants vanish \( I_1 = I_2 = 0 \) must be treated separately because there exists no physical frame moving at a speed strictly less than \( c \) where either \( E \) or \( B \) vanishes. Going back to the equation of motion let us assume that the electric field is along \( E = E e_y \) and the magnetic field along \( B = B e_z \). The electromagnetic tensor then reduces to

\[ F^{ik} = \begin{pmatrix} 0 & 0 & -E/c & 0 \\ 0 & 0 & -B & 0 \\ E/c & B & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \] (29)

The equation of motion therefore becomes

\[ \frac{du^0}{d\tau} = \omega_E u^2 \]  
\[ \frac{du^1}{d\tau} = \omega_B u^2 \]  
\[ \frac{du^2}{d\tau} = (\omega_E u^0 - \omega_B u^1) \]  
\[ \frac{du^3}{d\tau} = 0. \] (30a, 30b, 30c, 30d)

The last equation integrates into \( u^3 = u_0^3 = \text{constant} \) and the trajectory is constraint to follow \( z - z_0 = u_0^3 (\tau - \tau_0) \). Eliminating \( u^0 \) and \( u^1 \) from the equation evolving \( u^2 \) we find

\[ \frac{d^2 u^2}{d\tau^2} + (\omega_B^2 - \omega_E^2) u^2 = 0. \] (31)

Three cases must be distinguished
1. a dominant electric field for $\omega_E > \omega_B$.
2. a dominant magnetic field for $\omega_B > \omega_E$.
3. a light like field if $\omega_E = \omega_B$.

Note that $\omega_E^2 - \omega_B^2$ is related to the relativistic invariant $I_1$ through $\frac{\omega_E^2 - \omega_B^2}{c^2} I_1 = \omega_E^2 - \omega_B^2$.

In an light like electromagnetic field, there is no frame where $E$ or $B$ vanishes. A plane electromagnetic wave propagating in vacuum is a typical example. In this field, the two Lorentz invariants vanish $I_1 = I_2 = 0$. The equation for the 4-velocity reduces to

$$\frac{d^2 u_\tau^2}{d\tau^2} = 0$$

whose solution is $u^2 = C \tau + \gamma_0 v_0^\tau$ where $C$ is a constant of integration. The other two components are

$$u^0 = \omega_E (C \frac{\tau^2}{2} + \gamma_0 v_0^\tau \tau) + \gamma_0 c$$  (33a)
$$u^1 = \omega_B (C \frac{\tau^2}{2} + \gamma_0 v_0^\tau \tau) + \gamma_0 v_0^\tau.$$  (33b)

Replacing in $du^2/d\tau$ we find $C = \gamma_0 \omega_B c (1 - \beta_0^\tau)$ because $\omega_E = \omega_B$. The solution is therefore

$$u^0 = \gamma_0 c [1 + (1 - \beta_0^\tau) (\frac{\omega_B \tau^2}{2}) + \beta_0^\tau \omega_B \tau]$$  (34a)
$$u^1 = \gamma_0 c [\beta_0^\tau + (1 - \beta_0^\tau) (\frac{\omega_B \tau^2}{2}) + \beta_0^\tau \omega_B \tau]$$  (34b)
$$u^2 = \gamma_0 c [\beta_0^\tau + (1 - \beta_0^\tau) \omega_B \tau]$$  (34c)
$$u^3 = \gamma_0 v_0^\tau.$$  (34d)

Performing another integration gives the explicit form of the trajectory as

$$c (t - t_0) = \gamma_0 c [\tau + (1 - \beta_0^\tau) (\frac{\omega_B \tau^3}{6}) + \beta_0^\tau \frac{\omega_B \tau^2}{2}]$$  (35a)
$$x - x_0 = \gamma_0 c [\beta_0^\tau \tau + (1 - \beta_0^\tau) (\frac{\omega_B \tau^3}{6}) + \beta_0^\tau \frac{\omega_B \tau^2}{2}]$$  (35b)
$$y - y_0 = \gamma_0 c [\beta_0^\tau \tau + (1 - \beta_0^\tau) \omega_B \tau^2]$$  (35c)
$$z - z_0 = \gamma_0 v_0^\tau \tau.$$  (35d)

These solutions must be included in the algorithm whenever both invariants vanish. Tests will be performed in a linearly and a circularly polarized plane electromagnetic wave in section[5].

3.7. Force-free field

In the special case of a force-free field, the electric and magnetic field are perpendicular according to the expression

$$E + V \wedge B = 0$$  (36)

where $V$ is the particle velocity in the frame $K$. In that case, by construction $E \cdot B = 0$ and $E < c B$. The privileged frame $K'$ according to the general transformation rule is therefore simply the electric drift frame moving at a velocity

$$V_E = \frac{E \wedge B}{B^2} = V = V ||.$$  (37)

Consequently the particle velocity $V$ is equal to the drift velocity $V_E$ and equal to $V ||$ meaning that in the frame where $E$ and $B$ are parallel (actually $E = 0$) the particle is at rest. Thus no Lorentz force acts at all in $K'$ because initially $V' = 0$ and $E' = 0$, the particle remains at rest forever in $K'$ as long as the force-free condition eq. (36) is satisfied, whatever the value of $B'$. This result is analytically exact, there is no numerical error, even to round off accuracy, contrasting severely with other algorithms showing a slowly breaking of the force-free motion (Ripperda et al., 2017).
3.8. Low electric and magnetic field

The expression for particle trajectories given in eq. (22) cannot be applied straightforwardly whenever $\omega_E$ or $\omega_B$ tends to zero because they appear in the denominator of some expressions. However, to include these cases in the general algorithm we designed, we performed a first order expansion whenever required to smoothly join the vanishing electric or magnetic field case presented previously.

In regions where the electric field is weak according to the condition $\omega_E \tau \ll 1$ the time and $z$ components are integrated according to

$$
(t - t_0) = \gamma_0 \tau \tag{38a}
$$

$$
z - z_0 = v^z_0 (t - t_0). \tag{38b}
$$

In regions where the magnetic field is weak according to the condition $\omega_B \tau \ll 1$ the $x$ and $y$ components are integrated according to

$$
x - x_0 = \gamma_0 c \beta^x_0 \tau \tag{38c}
$$

$$
y - y_0 = \gamma_0 c \beta^y_0 \tau. \tag{38d}
$$

Taking into account these two limiting cases of vanishing electric or magnetic field, our algorithm can handle with any field strength and any geometry of the electromagnetic field as long as these fields are constant in time and uniform in space. Thus its robustness must be tested against spatially and temporally varying fields. This is checked in the next section. Nevertheless, our focus in this paper is about ultra-relativistic regime of particle motion, dealing with Lorentz factor as high as $\gamma = 10^{12}$. Although the analytical expressions are obviously valid for any $\gamma$, the finite precision of numerical implementation of any algorithm limits the possible range of Lorentz factor achievable. Therefore, we will also check our code on simple test cases such as purely electric or purely magnetic field in order to assess the stringent limitations of what can be done numerically with ultra-relativistic plasmas.

But before running simulations, we have to properly choose the optimal time step to evolve the particle motion. This crucial problem is addressed in the following section.

4. Simulation time step determination

In the previous section, we showed that the equation of motion is most easily solved by introducing the particle proper time and 4-velocity. Its time evolution could be performed by imposing and advancing the proper time. However, this is not the way numerical simulations are performed. We need to fix the observer time step $\Delta t$ in the frame $K$ and not the proper time step $\Delta \tau$ in the particle rest frame. In this section, we show that the proposed numerical scheme can be used in Particle-In-Cell simulations that is with a fixed observer time step $\Delta t$. A PIC code uses discrete time steps in terms of the time in the frame of the simulation. The proposed scheme, on the other hand, uses discrete time steps in terms of the proper time $\Delta \tau$ of each particle. Now, for a given time step in the frame of the simulation $\Delta t$, we retrieve the corresponding time step in terms of proper time $\Delta \tau$ for each particle. This requires to solve a non-linear equation. To make the scheme applicable to PIC simulations, we include a detailed discussion on this issue, deriving the equation to solve when calculating the time step in terms of proper time for each particle and how to solve it.

4.1. Time step setting in different frames

In a first step, the relation between particle proper time $\Delta \tau$ and the time $\Delta t'$ in frame $K'$, eq. (22) can be inverted analytically to give

$$
\omega_E \Delta \tau = \log \left( \frac{\xi + \sqrt{1 - (\beta^z_0)^2 + \xi^2}}{1 + \beta^z_0} \right) \tag{39}
$$

where we introduced $\xi = \omega_E \Delta t' / \gamma_0 + \beta^z_0$. This expression is optimal for numerical computation, working also when $\beta^z_0$ is nearly one. In a second step, the time $\Delta t'$ must be related to the observer time $\Delta t$ in frame $K$, the one used in the simulation to advance time one time step. $\Delta t$ and $\Delta t'$ are related by a Lorentz boost similar to eq. (4) written most efficiently as

$$
\Delta t = \Gamma \left( \Delta t' - \frac{\mathbf{V} \cdot \Delta \mathbf{r}'}{c^2} \right) \tag{40}
$$
where \( \Gamma = (1 - V^2/c^2)^{-1/2} \). The particle advance in position \( \Delta r' \) in frame \( K' \) is known analytically from eq. (22) if \( \Delta \tau \) is known. Symbolically, we write \( \Delta r'(\Delta \tau) \). Moreover, \( \Delta \tau \) is found from \( \Delta r' \) thanks to eq. (30) or symbolically \( \Delta \tau(\Delta r') \) thus \( \Delta \tau \) is found from solving the non-linear scalar equation \( \Delta \tau = \frac{1}{\Gamma} \) remembering that finally \( \Delta r'(\Delta \tau) \).

This procedure is best understood by a simple example. Let us consider a particle moving along an arbitrary direction in frame \( K \) with constant speed \( V \). In the frame \( K' \), it moves at a constant speed \( V' \), \( K' \) moving with respect to \( K \) at a speed \( V \). How to relate then the speeds \( V \) and \( V' \) knowing the trajectory in \( K' \)?

In this simple case, the vector position is given in frame \( K' \) by \( \Delta r' = V' \Delta \tau' \). Therefore \( \Delta r' \) can be solved with respect to \( \Delta \tau' \) as

\[
\Delta \tau' = \frac{\Delta \tau}{\Gamma (1 + V \cdot V'/c^2)}
\]  
(41)

\( \Delta r \) is then related to \( \Delta r' \) via the spatial part of the Lorentz transformation. In such a way, the velocity

\[
\frac{\Delta r}{\Delta \tau} = \frac{V'}{\Gamma (1 + V \cdot V'/c^2)} + \left( \frac{1}{\Gamma + 1} - \frac{\Gamma}{\Gamma + 1} \frac{V \cdot V'/c^2}{1 + V \cdot V'/c^2} \right) \frac{V}{1 + V \cdot V'/c^2}
\]  
(42)

is computed from the velocity in the frame \( K' \). It can be checked that the results agree with the relativistic composition of velocities. The crucial point in this derivation is the analytical inversion of the relation \( \Delta \tau(\Delta r') \) into \( \Delta r'(\Delta \tau) \). This is no more the case for a particle in an electromagnetic. We therefore have to resort to numerical inversion by some root finding methods like Newton-Raphson scheme or other techniques as described for instance in [Press] (2007).

4.2. Adaptive time steps

The optimal time step strongly depends on the local value of the electromagnetic field and on the particle velocity. Due to the Lorentz transformation of the electromagnetic tensor and because of time dilation, for ultra-relativistic particles, we expect a significant gain in time computation when this time step is adaptively adjusted to the local fields and particle velocities. In order to improve and better control the accuracy of our numerical solution from time step to time step, we implemented also a semi-implicit iterative scheme where the actual constant electromagnetic field employed to advance the particle is the one located midway between the time and position of the particle at the instant \( t^n \) and \( t^{n+1} \). It resembles the algorithm we already used in [Ptri] (2017). If the solution does not converge to a prescribed precision after a limited number of iteration \( N_{\text{max}} \) (we set it to \( N_{\text{max}} = 10 \)), the time step is decreased by a factor 2 and the process starts again with at most \( N_{\text{max}} \) iterations. If necessary the time step is again diminished by a factor 2 until convergence is reached. Table 2 summarized the pseudo-code used to advance the particle position one time step by using the adaptive scheme.

Having one an algorithm to impose a fixed or prescribed observer time step, we can coupling the particle orbit integrator to the field advance like any other existing PIC code. There is not special care to first advance particles and second to compute the new fields. Let us now look at some particular tests of our algorithm.

5. Numerical tests in spatially and temporally varying fields

We extensively tested our new algorithm first against trivial configurations of an uniform electric or magnetic field, then in a cross electric and magnetic field following the electric drift frame. More stringent tests like the electrostatic Kepler problem, the magnetic gradient drift and motion in an ultra-strong linearly or circularly polarized plane wave are also considered.

5.1. Normalisations and adimensionalisations

Before showing some numerical results, we normalize the relevant quantities to characteristic values. As we deal with relativistic motion, the speed is conveniently normalized to the speed of light \( c \). Next we introduce a characteristic frequency \( \omega \) related the electromagnetic frequencies \( \omega_B \) or \( \omega_E \) depending on the problem studied. This naturally leads to a characteristic length given by \( c/\omega \). Moreover, a normalized time is then introduced by \( \bar{t} = \omega t \). In the simulation results shown below, we will always refer to these normalised quantities and plot graphs according to this convention. Concretely, for simulation purposes, we specify the charge \( q \) and mass \( m \) of the particle in the different tests such that \( q = 1 \) and \( m = 1 \).
Algorithm 2: The algorithm to advance the particle position one time step with a prescribed accuracy $\epsilon$.

**Input:** The initial 4-position and 4-velocity of the particle $(\mathbf{x}^0, \mathbf{u}^0)$ at time $t^n$.

**Output:** The final 4-position and 4-velocity of the particle $(\mathbf{x}^{n+1}, \mathbf{u}^{n+1})$ at time $t^{n+1}$.

/* First guess position and velocity */
1. Compute the first guess $(\mathbf{x}^{n+1}, \mathbf{u}^{n+1})$ from $\mathbf{E}^n$ and $\mathbf{B}^n$.
2. Compute the first guess fields $\mathbf{E}^{n+1}$ and $\mathbf{B}^{n+1}$ at $\mathbf{x}^{n+1}$.

/* Number of iterations to converge */
3. $i = 0$

/* The iteration loop until convergence to accuracy $\epsilon$ */
4. do
5. 
6. Compute the midway fields $\mathbf{E}^*$ and $\mathbf{B}^*$ from the midway position $\mathbf{x}^* = (\mathbf{x}^n + \mathbf{x}^{n+1})/2$;
7. Integrate trajectory to guess new $(\mathbf{x}^{n+1}, \mathbf{u}^{n+1})$ from $\mathbf{E}^*$ and $\mathbf{B}^*$;
8. Find the new fields $\mathbf{E}^{n+1}_x$ and $\mathbf{B}^{n+1}_x$ at $\mathbf{x}^{n+1}$;
9. Compute the difference $\Delta \mathbf{E} = \mathbf{E}^{n+1}_x - \mathbf{E}^{n+1}$ and $\Delta \mathbf{B} = \mathbf{B}^{n+1}_x - \mathbf{B}^{n+1}$;
10. Update by setting $\mathbf{E}^{n+1} = \mathbf{E}^{n+1}$ and $\mathbf{B}^{n+1} = \mathbf{B}^{n+1}$;
11. if $(i > N_{\text{max}})$ then
12. 
13. 
14. while $(\Delta \mathbf{E}, \Delta \mathbf{B}) > \epsilon$ // looking for accuracy $\epsilon$

Table 2. Pseudo-code summarizing the Picard iteration scheme.

5.2. Purely electric field

Let us start with a homogeneous and uniform electric field. Take as an initial condition $t_0 = 0$ and the position of the particle to be $x_0 = y_0 = z_0 = 0$ with no initial velocity such that $\beta = 0$ and thus $\gamma_0 = 1$. The particle world line is therefore a straight line parametrized with respect to its proper time $\tau$ according to

$$\omega_E t = \tanh(\omega_E \tau) \quad (43a)$$
$$x = 0 \quad (43b)$$
$$y = 0 \quad (43c)$$
$$\omega_E z = c \left[ \tanh(\omega_E \tau) - 1 \right]. \quad (43d)$$

Expressed in terms of the observer time $t$, the trajectory and velocity become

$$\omega_E z = c \left[ \sqrt{1 + (\omega_E t)^2} - 1 \right] \quad (44a)$$
$$v_z = \frac{\omega_E t}{\sqrt{1 + (\omega_E t)^2}} \quad (44b)$$

The Lorentz factor grows in time $t$ according to

$$\gamma = \tanh(\omega_E \tau) = \sqrt{1 + (\omega_E t)^2}. \quad (45)$$

Note that the only relevant time scale in this problem is the normalized quantity $\tilde{t} = \omega_E t$ or $\tilde{\tau} = \omega_E \tau$.

An example of accelerating electric field is shown in fig. [1] for the position in blue and for the Lorentz factor in red. What matters is not the particle charge and mass, but the quantity $q E/m c = \omega_E$ which gives the typical time scale for acceleration. The time step in the observer frame $\Delta t$ is imposed by the user. We took an initial value of $\omega_E \Delta t = 10^{-6}$ although there is no restriction on $\Delta t$. Indeed, after each iteration we multiplied it by 2 in order to show the flexibility of adapting the observer time step. Then the proper time step $\Delta \tau$ is computed according to eq. [39]. The particle first
accelerates in the Newtonian regime with a quadratic increase in position \( z \) up to the point where it reaches almost the speed of light. After a time \( \omega_E t \gtrsim 1 \) it goes at almost constant speed \( v_z \approx c \). The Lorentz factor then increases almost linearly with time \( \gamma \approx \omega_E t \). We let the particle gain energy up to \( \gamma = 10^{10} \) to check possible issues related to numerical round off and truncation. No special problems were met for these ultra-relativistic speeds.

5.3. Purely magnetic field

Let us go on with a homogeneous and uniform magnetic field. Take as an initial condition \( t_0 = 0 \) and the position of the particle in the \( xOy \) plane such that \( x_0 = z_0 = 0 \) and \( y_0 = 0, v_{\beta_0} = \gamma_0 v_0^* / \omega_B = r_L \) with initial velocity such that \( \beta = (\beta_0^x, 0, \beta_0^z) \). \( r_L = \gamma v^* / \omega_B \) is the Larmor radius of the trajectory. The Lorentz factor is constant and given by \( \gamma = \gamma_0 \).

The particle world line is therefore

\[
\begin{align*}
    t &= \gamma_0 \tau \\
    x &= r_L \sin(\omega_B \tau) \\
    y &= r_L \cos(\omega_B \tau) \\
    z &= v_0^* \tau.
\end{align*}
\]

The particle gyro-frequency is \( \omega_B \) in proper time but reduced to \( \omega_B / \gamma_0 \) in the observer frame as is well known from special relativity. In the observer frame, the relevant normalized time scale is therefore \( \omega_B \tau \). For an ultra-relativistic particle with \( v_x^0 \approx c \), its Larmor radius is \( r_L \approx c / \omega_B \), the expression used in the introduction. An example is shown in Fig. 2 for \( B = 1 \) and \( \gamma = 10^{10} \). The time step is set to \( \omega_B \Delta \tau = 10^{-2} \). The radius of the orbit stay at \( r_L \) to very high accuracy, more than 15 digits of precision. The Lorentz factor remains constant and equal to \( \gamma_0 \) as expected.

5.4. Cross electric and magnetic fields

As another proof of the efficiency of the algorithm, we compute the trajectories in a crossed electromagnetic field \( (E \cdot B = 0) \) where the average motion is an electric drift in the \( E \wedge B \) direction at the electric drift speed \( v_E = E \wedge B / B^2 \). In the frame moving at \( v_E \), the electric field vanishes and the particle simply follows an helicoidal motion along the constant magnetic field, see the case treated in the previous paragraph. This motion is only allowed for weak electric fields satisfying \( E < c B \) thus enforcing \( v_E < c \). For concreteness, let us assume an electric field directed along \( e_y \) and a magnetic field directed along \( e_z \). The electric drift speed becomes \( v_E = (E_y / B_z) e_x \). A Lorentz transformation of the electromagnetic field with Lorentz factor \( \Gamma_E = 1 / \sqrt{1 - v_E^2 / c^2} \) along \( v_E \) shows that in the comoving frame

\[
\begin{align*}
    E' &= 0 \\
    B' &= B / \Gamma_E.
\end{align*}
\]
The electric field vanishes as expected and the magnetic field is decreased potentially by a large ratio equal to the Lorentz factor of the comoving frame. As initial conditions for the particle position and velocity, we choose a helicoidal motion as explained in the previous paragraph and corresponding to an evolution in the solely magnetic field $B'$ as seen in the electric drift frame. These quantities are then transformed to the observer inertial frame according to Lorentz transformations for the three velocity $v$ of the particle. The algorithm is checked by computing the particle trajectory in the drift frame and the corresponding Lorentz factor of the particle that should remain constant in that frame. Using the Lorentz transformation the coordinates in the drift frame are

$$x' = \Gamma_E (x - v_E t)$$  \hspace{1cm} (48a)  
$$y' = y$$  \hspace{1cm} (48b)  
$$z' = z.$$  \hspace{1cm} (48c)

For numerical purposes, the intensity of the electric field is set such that $\Gamma_E = 10^3$, the particle Lorentz factor in this drift frame is $\gamma = 10^{10}$ and that of the magnetic field is $B = 1$. Typical results are depicted in fig. 3 for the trajectory in the electric drift frame which is usually an helicoidal motion and here exactly a circle in the comoving plane $x'O'y'$. The trajectory projected onto the $x'O'y'$ plane remains a circle to very good accuracy with no change in radius within 8 digits, see Fig. 4. The accuracy seems less good than in the previous case for a purely magnetic field. We lost several digits in the computation of the Larmor radius. This loss of precision is imputed to the procedure used to evaluate the trajectory in the drift frame. Indeed, a Lorentz transform is required for the particle position as explained in eq. (48). This coordinate transform induced an additional error to the Larmor radius estimate. We lose several digits during the subtraction for $x'$. We checked that the error does not decrease with decreasing time step.

The most general and realistic fields are spatially and temporally varying. In these cases, the electromagnetic field has to be determined at some position and time during the particle motion. As severe tests of our algorithm, we study four problems of which three have exact analytical relativistic solutions for the particle trajectory. The relativistic electrostatic Kepler two body problem of an electron orbiting around a fixed positive ion is an interesting test for a spatially varying electric field. It is a central force case. The other two solutions correspond to a particle moving in a plane electromagnetic wave linearly or circularly polarized, a light like electromagnetic field. A last less trivial example is depicted by a particle drifting in the equatorial plane of a static magnetic dipole. We discuss in depth these regimes in the following paragraphs. The analytical solutions are described in Uzan and Deruelle (2014) and Gourgoulhon (2010). For completeness we recall them in the following paragraphs.

5.5. *Central electric force*

The two body problem in gravitational physics can be transposed in an equivalent electrostatic problem including relativistic velocity. In this case, a particle with charge $q$ and mass $m$ orbits around a fixed central particle with charge $Q$. For bounded orbits we require $q Q < 0$. Solutions are given by conservation of energy $E$ (not to be
Fig. 3. Gyromotion of an electron in the electric drift frame with $\Gamma_E = 10^3$ and $\gamma = 10^{10}$. The Larmor radius is $r_L = 10^{10}$.

Fig. 4. Relative error in the Larmor radius computed from the transformation in eq. [48]. The proper time $\tau$ is shown on the $x$ normalized to the cyclotron frequency in the electric drift frame.
confused with the electric field strength in this particular example) and angular momentum \( L \). The electric force applied to the orbiting particle is

\[
f = \frac{q Q}{4 \pi \varepsilon_0} r.
\]

(49)

The orbital motion stays in a plane that we choose as the \( xOy \) plane. For \( \frac{q Q}{4 \pi \varepsilon_0 L c} < 1 \), the general solution is

\[
r(t) = \frac{p}{1 + e \cos(\Omega_p (\varphi(t) - \omega))}
\]

(50a)

\[
\Omega_p = \sqrt{1 - \left( \frac{q Q}{4 \pi \varepsilon_0 L c} \right)^2}
\]

(50b)

\[
p = \frac{\Omega_p^2}{\frac{q Q}{4 \pi \varepsilon_0 L c} E}
\]

(50c)

\[
e^2 = \frac{1}{E^2} \left[ m^2 c^4 + \frac{E^2 - m^2 c^4}{\left( \frac{q Q}{4 \pi \varepsilon_0 L c} \right)^2} \right].
\]

(50d)

The particle trajectory is plane and therefore described in a cylindrical coordinate system \( (r, \varphi) \) by the parametric function \( r(\varphi) \). It depends implicitly on time \( t \) because of \( \varphi \) being a function of time \( t \) (the solution for \( \varphi \) is not shown here). Note also that \( \Omega_p < 1 \) meaning that the path is not a closed curved but a prograde precessing ellipse. \( p \) is called the orbital parameter and is related to the semi-major axis \( a \) and eccentricity of the ellipse via \( p = a (1 - e^2) \). The periastron is located at a phase \( \omega \) with respect to the \( x \)-axis. These notations are common when studying stellar orbits in binary systems. This initial phase \( \omega \) is deduced from the initial condition \( r = r_0 \) at \( \varphi = \varphi_0 \). Explicitly, we find

\[
\Omega_p (\varphi_0 - \omega) = \arccos \left( \frac{p/r_0 - 1}{e} \right).
\]

(51)

An example of relativistic particle trajectory showing the precession of the orbit is given in fig. 5. A piece of the exact analytical solution is also shown and matches perfectly the output of the numerical simulations. The total energy \( E \) is split into relativistic kinetic energy \( \gamma m c^2 \) and electrostatic potential energy \( U \). Inspection of fig. 6 demonstrates that the total energy is accurately conserved during time evolution. Angular momentum is also conserved to high accuracy, at least 6 digits, see the relative error evolving in time in fig. 7. Finally, the relative error in the total energy \( \Delta E/E \) depending on time step is shown in fig. 8. We conclude that the scheme is second order in time, decreasing the error according to \( \Delta E/E \propto \Delta t^{-2} \).

5.6. Magnetic drift in a dipole

The magnetic field created by a dipole of magnetic dipole moment \( \mu \) is given by the expression

\[
B = \frac{\mu_0}{4 \pi r^3} \left( \frac{3 (\mu \cdot r) r}{r^2} - \mu \right)
\]

(52)

where \( \mu_0 \) is the magnetic permeability. For a magnetic moment aligned with the \( z \)-axis, the magnetic field in the equatorial plane \( xOz \) is purely vertical and given by

\[
B_z = B \frac{r^3}{r^3}
\]

(53)

where \( B \) is the field strength at a distance \( R \) from the origin.

For non-relativistic particles, the magnetic gradient drift velocity depending on the perpendicular velocity \( v_\perp \) is given by \( \text{Baumjohann and Treumann 1996} \)

\[
v_{VB} = \frac{m v_\perp^2}{2 q B} \frac{B \wedge \nabla B}{B^2}
\]

(54)
Fig. 5. Motion of an electron in the electric field of a fixed proton, black points. The relativistic precession of the orbit is clearly visible. The minimal and maximum radius of the orbit as predicted by the analytical formulae are shown by two circles tangent to the trajectory. A piece of the exact analytical solution is also shown in red.

Fig. 6. Total energy $E$, relativistic kinetic energy $\gamma mc^2$ and electrostatic potential energy $U$ of an electron in the electric field of a fixed proton. $E$ is accurately conserved, being a constant of motion.
Fig. 7. Relative error in the angular momentum $L$. $L$ is conserved within 11 digits.

Fig. 8. Relative error in the total energy depending on time steps $\Delta t$. 
For the above magnetic dipole geometry, in the equatorial plane we find a magnetic gradient velocity of

$$ v_{\nabla B} = \mp \frac{3}{2} \frac{m v^2}{q B r} e_\phi = \mp \frac{3}{2} \frac{v^2}{\omega_B r} e_\phi = \mp \frac{3}{2} \frac{v^2}{r} e_\phi \quad (55) $$

solely directed into the azimuthal direction and decrease with distance as $1/r$.

Magnetic gradient drift motion is important in fields significantly varying on a length scale comparable to the Larmor radius. We study such motion in the equatorial plane of a magnetic dipole. We known that the particle must gyrate around the origin where the dipole is located. This motion is induced by the magnetic gradient drift in the azimuthal direction. The particle stay within two circles. An example of this drift motion is shown in fig. 9 for $B = 10^3$ and $\gamma \approx 71$. The time step is varied and taken such that $\log_{10}(\omega_B \Delta \tau) = \{0, -1, -2, -3\}$. The Lorentz factor is conserved as is easily checked. The observed drift speed is compared to the expected drift speed in fig. 10. For a gyromotion well resolved in the proper time ($\omega_B \Delta \tau \ll 1$, the expected trajectory and drift speed are well reproduced.

We finish our extensive test of the algorithm by considering two time varying electromagnetic field configurations represented by linearly and circularly polarized plane waves.

### 5.7. Linearly polarized plane wave

Consider a linearly polarized plane wave propagating along the $e_x$ direction such that the vector potential is $A^\alpha = (0, 0, \frac{E}{c} \cos \xi, 0)$. The wave vector is therefore $(\frac{\omega}{c}, k, 0, 0)$ from which we deduce the phase $\xi = \omega t - k x$. The electromagnetic field is then given by

$$ E = E \sin \xi e_y \quad (56a) $$

$$ B = \frac{E}{c} \sin \xi e_z. \quad (56b) $$

Initially the particle is at rest with a 4-velocity $u_0^\alpha = (c, 0)$. Introducing the strength parameter of the wave by the ratio

$$ a = \frac{q E}{m c \omega} \quad (57) $$
the 4-velocity has components

\[ u^x = \frac{a^2}{2} c (\cos \xi - 1)^2 \]  
(58a)

\[ u^y = -a c (\cos \xi - 1) \]  
(58b)

\[ u^0 = c + u^x. \]  
(58c)

More generally, exact analytical solutions for plane electromagnetic waves in vacuum (linearly or circularly polarized) have been derived. The methodology using 4-vectors and tensors can be found for instance in Uzan and Deruelle (2014). See also Michel and Li (1999) for typical applications to pulsars. For brevity, we do not reproduce these computations in this work. The mean spatial velocity becomes

\[ \langle v^x \rangle = \frac{3}{4} \frac{a^2 c}{1 + 3 a^2/4} \]  
(59a)

\[ \langle v^y \rangle = \frac{a c}{1 + 3 a^2/4}. \]  
(59b)

After integration, assuming the particle starts at rest at the origin at \( \xi = 0 \), we find

\[ \omega x = \frac{a^2 c}{8} (6 \xi - 8 \sin \xi + \sin 2 \xi) \]  
(60a)

\[ \omega y = a c (\xi - \sin \xi) \]  
(60b)

\[ \omega c t = c \xi + \omega x. \]  
(60c)

The particle motion is completely described by the strength parameter \( a \) (disregarding the initial conditions that are not part of the physical parameters). Examples of motion along the \( x \) axis are shown in fig. [11] for a series of mildly and ultra-relativistic strength parameters \( a = 10^i \) with \( i \in \{0, 3, 6, 9, 12\} \). The mean motion with average velocity \( \langle v_x \rangle \) is also shown as black solid lines. The associated Lorentz factor time evolution is shown in fig. [12]. The numerical integration is compared to the analytical solution depicted by coloured symbols. Both are in perfect agreement. We are able to simulate acceleration to Lorentz factors well above \( \gamma = 10^{12} \). This is compulsory to faithfully study lepton acceleration in neutron star magnetospheres. The true motion in this plane wave is perfectly periodic with a period given by

\[ T_{\text{lin}} = 2 \pi \left( 1 + \frac{3}{4} a^2 \right) \]  
(61)
Fig. 11. Motion of an electron in a linearly polarized plane wave for different strength parameters $a = 10^i$ with $i \in \{0, 3, 6, 9, 12, 15, 18, 21\}$. Symbols correspond to the analytical solution given in eq. (60).

Fig. 12. Lorentz factor of an electron in a linearly polarized plane wave for different strength parameters $a = 10^i$ with $i \in \{0, 3, 6, 9, 12, 15, 18, 21\}$. Symbols correspond to the analytical solution eq. (58).
the particle returning to rest at each period $T_{\text{lin}}$. The maximum Lorentz factor, reached at $t = T_{\text{lin}}/2$ is

$$\gamma_{\text{max}} = 1 + 2a^2. \quad (62)$$

Arefiev et al. (2015) performed similar simulations in a strong plane electromagnetic wave and found significant discrepancies between analytical and numerical results already with strength parameters $a \approx 25$. Moreover the time step criterion for particle pusher they found would be too restrictive in the case of realistic pulsars or magnetars. In order to compare our results with their findings, we computed the invariant quantity (which is another expression of eq. (58c))

$$\gamma m_e c - p_x = m_e c. \quad (63)$$

We found that this invariant is well conserved for the full time of integration for any strength parameter giving always the value 1 in normalized units. We show it however in a different manner compared to Arefiev et al. (2015), instead of the above invariant, we plotted the Lorentz factors in Fig. 12. An estimate of the error is shown in fig. 15. Here also our scheme is second order in time.

5.8. Circularly polarized plane wave

Consider a circularly polarized plane wave propagating in the $e_x$ direction such that the vector potential has components $A^\alpha = (0, 0, E \omega \cos \xi, E \omega \sin \xi)$ and the wave vector $(\omega c, k, 0, 0)$ thus the phase $\xi = \omega t - k x$. The electromagnetic field is then given by

$$E = E (\sin \xi e_y - \cos \xi e_z) \quad (64a)$$

$$B = \frac{E}{c} (\sin \xi e_z + \cos \xi e_y). \quad (64b)$$

Initially the particle is at rest with 4-velocity $u^\alpha_0 = (c, 0)$. The time evolution of the components of this 4-velocity will be

$$u^x = a^2 c (1 - \cos \xi) = a u^y \quad (65a)$$

$$u^y = a c (1 - \cos \xi) \quad (65b)$$

$$u^z = -a c \sin \xi \quad (65c)$$

$$u^0 = c + u^x. \quad (65d)$$

The mean spatial velocity becomes

$$< v^x > = \frac{\frac{a^2 c}{1 + a^2}}{1 + a^2} \quad (66a)$$

$$< v^y > = \frac{a c}{1 + a^2} \quad (66b)$$

$$< v^z > = 0. \quad (66c)$$

After integration, assuming the particle starts at rest at the origin at phase $\xi = 0$, we find

$$\omega x = a^2 c (\xi - \sin \xi) \quad (67a)$$

$$\omega y = a c (\xi - \sin \xi) \quad (67b)$$

$$\omega z = a c (\cos \xi - 1) \quad (67c)$$

$$\omega c t = c \xi + \omega x. \quad (67d)$$

Examples of motion along the $x$ axis are shown in fig. 13 for mildly and ultra-relativistic strength parameters $a = 10^i$ with $i \in \{0, 3, 6, 9, 12\}$. The mean motion with average velocity $< v_x >$ is also shown. The corresponding evolution of the Lorentz factor is given in fig. 14. The numerical integration is compared to the analytical solution depicted by coloured symbols. Here again, both are in perfect agreement. We are even able to push the Lorentz factor limit well above $\gamma = 10^{15}$. Circular polarization is more efficient in accelerating particles to ultra-relativistic speeds.
Fig. 13. Motion of a positron in a circularly polarized plane wave for different strength parameters $a = 10^i$ with $i \in \{0, 3, 6, 9, 12\}$. Symbols correspond to the analytical solution eq. (67).

Fig. 14. Lorentz factor of a positron in a circularly polarized plane wave for different strength parameters $a = 10^i$ with $i \in \{0, 3, 6, 9, 12\}$. Symbols correspond to the analytical solution eq. (65).
Fig. 15. Relative error $\Delta \gamma/\gamma$ on the Lorentz factor at time $t = T/2$ corresponding to the maximum Lorentz factor reachable, depending on observer time step $\Delta t$ on log-log scale for the linearly, solid line, and circularly, dashed line, polarized waves and strength parameter $a$. The black solid line correspond to a $\Delta t^{-2}$ slope.

The true motion in this plane wave is also perfectly periodic with a period given by

$$T_{\text{circ}} = 2\pi \left( 1 + a^2 \right)$$

(68)

the particle returning to rest at each period $T_{\text{circ}}$. The maximum Lorentz factor, reached at $t = T_{\text{circ}}/2$ is the same as eq. (62). Fig. [15] again show the error in the Lorentz factor for a circularly polarized wave, second order in time still holds.

6. Conclusions

We designed a new scheme for particle trajectory integration in any electromagnetic field configuration by analytically solving the relativistic equation of motion for a charged particle. The trajectory is given by an explicit close analytical form free of any approximation as long as the field remains constant and uniform. For spatially and time dependent fields, numerical errors arise from these assumptions of constant fields when advancing to the next time step. Between two integration times, the motion must remains bound to size less than the typical space and time scales. These restrictions limit the size of the time step. Nevertheless, for plasmas with Larmor radii much smaller than the typical length scale of the electromagnetic field, this approximation must be excellent. It avoid resolving the gyro-period, enabling an increase by several orders of magnitude of the time step. Such approximations are particularly well suited for neutron star electromagnetic environments.

Our scheme can be seen as slicing space in small volumes of uniform electromagnetic field entities like finite volume methods (FVM) where the average quantity within one cell is advanced in time. In order to increase the order of the method, as in FVM, we could look for analytical solutions in a electromagnetic field that is linearly varying in space and or time. This should improve the spatial and temporal truncation errors as it does for FVM by reconstruction via WENO methods or using discontinuous Galerkin technique to evolve also the higher order terms instead of reconstructing. It is however not clear if such analytical solutions are tractable for linear field. Therefore we leave this possible extension for future work.
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