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ABSTRACT

We introduce Dreamento (Dream engineering toolbox), an open-source Python package for dream engineering using sleep electroencephalography (EEG) wearables. Dreamento main functions are (1) real-time recording, monitoring, analysis, and sensory stimulation, and (2) offline post-processing of the resulting data, both in a graphical user interface (GUI). In real-time, Dreamento is capable of (1) data recording, visualization, and navigation, (2) power-spectrum analysis, (3) automatic sleep scoring, (4) sensory stimulation (visual, auditory, tactile), (5) establishing text-to-speech communication, and (6) managing annotations of automatic and manual events. The offline functions aid in post-processing the acquired data with features to reformat the wearable data and integrate it with non-wearable recorded modalities such as electromyography (EMG). While Dreamento was primarily developed for (lucid) dreaming studies, its applications can be extended to other areas of sleep research such as closed-loop auditory stimulation and targeted memory reactivation.
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1 Introduction

The gold standard of measuring human sleep is polysomnography (PSG) which consists of electroencephalography (EEG), electromyography (EMG), and electrooculography (EOG) as the primary physiological signals. The American Academy of sleep medicine (AASM) also recommends recording additional modalities such as electrocardiography (ECG), blood oxygen saturation level, and body position when studying sleep (Iber, 2007). Such full PSG setups provide great data quality but are accompanied by several constraints, including limitations of artificial lab environments and the time, effort, and cost invested by researchers attaching electrodes and sensors. Furthermore, standard sleep scoring based on PSG recordings is not only resource demanding but also subject to considerable variability in inter-rater agreement (Rosenberg & Van Hout, 2013; Danker-hopfe et al., 2009).

Based on advancements in miniature electronics, various wearable systems such as smart watches, smart rings, and EEG headbands have recently been launched in the consumer technology market. Given the prominence of scalp EEG in studying sleep, EEG headbands in particular have received substantial attention from sleep researchers. While wearable systems overcome some limitations of PSG, they have their own restrictions. Headbands typically utilize an EEG montage that is different from AASM standards which makes human scoring more challenging. Furthermore, most EEG headbands process the data directly on the device, i.e., onboard processing, preventing more accurate but resource-demanding real-time computations. Automatic sleep scoring and sleep modulation (e.g., to apply sensory stimuli during a specific stage of sleep) using such onboard computations are in most cases not very reliable due to limited onboard computational resources. Less affected by these constraints are wearable systems with cloud computing features or the ability to communicate with a computer in real-time, enabling extensive processing through the use of dedicated computer resources. The ZMax (Hypnodyne Corp., Sofia, Bulgaria) sleep wearable is an example of an EEG headband that employs a transmission control protocol/internet protocol (TCP/IP) to transmit data to a computer in...
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real-time. This gives considerable freedom to developers and researchers to design software for a variety of purposes and can therefore make the performance of wearable systems more reliable.

To serve as a reliable alternative to full PSG setups, supplementary analysis tools are needed so that the output of wearables can make up for their shortcomings compared to full PSG setups. Several open-source sleep analysis toolboxes are available, e.g., tools to visualize and analyze offline sleep data such as SleepTrip (RRID: SCR_017318, https://github.com/Frederik-D-Weber/sleeptrip), Sleep (Combrisson et al., 2017), Visbrain (Combrisson et al., 2019), YASA (Vallat & Walker, 2021), and various open-source automatic sleep scoring algorithms (e.g., Perslev et al., 2021; Supratak & Guo, 2020; Supratak et al., 2017; Vallat & Walker, 2021). The current literature, however, lacks open-source tools to monitor, analyze, and modulate sleep in real-time. To this end we developed an open-source dream engineering toolbox with unique features.

Exploiting the existing features of the ZMax headband, we developed an open-source, Python-based toolbox with graphical user interface (GUI) for dream engineering, dubbed Dreamento (Dream engineering toolbox, https://github.com/dreamento/dreamento) that works both online in real-time and offline. By introducing Dreamento, we intend to facilitate sleep and dream research by providing a standard tool for performing experiments with minimal sensing systems in real-life environments, and with large sample sizes. Real-time Dreamento is developed to record, monitor, analyze, and modulate sleep in real-time, whereas offline Dreamento provides tools for post-processing of the resulting data. The most notable features of real-time Dreamento are (1) data recording, visualization, and navigation, (2) power-spectrum analysis (periodogram and time-frequency representation), (3) automatic sleep scoring, (4) sensory stimulation (visual, auditory, and tactile with the desired properties of the stimulus), (5) text-to-speech communication, and (6) saving annotations of the automatic and manual events. Offline Dreamento enables post-processing of the acquired data (either recorded using real-time Dreamento or the official software of ZMax Hypnodyne headband, i.e., HDRecorder) by employing similar features to real-time Dreamento such as (1) data visualization, navigation, and scalability, (2) power-spectrum analysis, (3) and automatic sleep scoring using more robust algorithms (given that performance speed while post-processing is less critical than in real-time analysis). Additionally, (4) offline Dreamento is capable of integrating the simultaneously acquired data (e.g., EMG recording through another device) with the ZMax data recorded through HDRecorder and real-time Dreamento and (5) exporting the raw and processed results. Importantly, Dreamento is not restricted to the ZMax platform, but will be transferable to other sleep EEG wearables with real-time control functionality.

2 Materials and Methods

2.1 Programming language and dependencies

Dreamento was implemented in Python 3 which has stable open-source packages as a basis to build on and upon. A list of Dreamento’s dependencies on external libraries can be found on the Dreamento Github page (https://github.com/dreamento/dreamento/blob/main/dreamento.yml and https://github.com/dreamento/dreamento/blob/main/offlinedreamento.yml for the real-time and offline Dreamento, respectively). The toolbox can be installed via Conda (https://conda.io), an open-source environment manager to create a virtual environment based on the required dependencies (instructions can be found on the Github page). Our package is developed and tested on a Windows 10, 64 bit computer with 16 GB RAM but is also compatible with macOS, and Linux. Although we developed Dreamento in Python, due to a large number of MATLAB (Mathworks, Natick, Massachusetts, USA) users, we have also given the option to export all raw and processed data from Dreamento into MATLAB for further analysis.

2.2 Documentation

Our toolbox is delivered with a detailed step-by-step documentation, from how to install and use the toolbox, to a detailed description of its programming classes, methods, and functions useful for developers. In this way, we facilitate the contribution of software developers and researchers to extend the applications of Dreamento. The documentation can be found at https://dreamento.github.io/docs/.

2.3 Hypnodyne software suite

The producer of the ZMax headband, Hypnodyne, provides a software suite including HDFormat, HDScorer, HDServer, and HDRecorder (which can be freely downloaded from the official website of the company, https://hypnodynecorp.com). For the purpose of real-time data representation, the ZMax headband can be wirelessly connected to the computer through a USB dongle. The HDServer initiates the TCP/IP server and HDRecorder operates as the main client of the server, capable of displaying and recording various signals such as the two EEG channels, triaxial acceleration,
Table 1: The main functions of different programming classes used in the development of Dreamento.

| Programming class     | Function                                           |
|-----------------------|----------------------------------------------------|
| ZmaxSocket            | Establishing a connection to the TCP/IP server     |
| ZmaxDataID            | Enumerating each data signal with a specific identity number |
| ZmaxHeadband          | Encoding commands to the headband and decoding the received data |
| Window                | Defining the main functionalities of the GUI window |
| RecordThread          | Transmitting data to the main window when ready for plotting and analysis |
| DreamentoScorer       | Offline automatic sleep scoring                    |
| OfflineDreamento      | Post-processing of the recorded data               |

Some functionalities which are desirable for (lucid) dream engineering studies are not supported by HDRecorder and have thus been implemented in Dreamento. (1) In real-time recording, the time and amplitude axes should be adjustable (e.g., to set up the desired amplitude limit dynamically while detecting different microstructural features of sleep). (2) Since some sleep events (e.g., rapid eye movement; REM) are of short duration, the user should be able to navigate back in the data display (at least within the current 30-second epoch) so as to confirm the event. (3) Information regarding the sensory stimulation such as stimulus type, properties, and the exact time of presentation should be automatically stored. (4) For real-time sleep scoring, the experimenter should be able to flexibly implement different autoscoring algorithms. (5) It should be possible to include manual annotations when a remarkable event happens. (6) Additional signal qualities, e.g., power-spectrum and time-frequency representation (TFR) should be provided as complementary information for real-time scoring and analysis of sleep.

2.4 Program structure

As shown in table 1, Dreamento comprises different programming classes, namely ZmaxSocket, ZmaxDataID, ZmaxHeadband, Window, RecordThread, DreamentoScorer, and OfflineDreamento. We defined the configuration of connection to the TCP/IP server (e.g., host IP address and the port number) in ZmaxSocket. In addition, this class is responsible for establishing two-way communication between the client and the server, i.e., data chunk transmission from the server to the client and sending commands/messages such as stimulation properties from the client to the server. To enhance the code’s readability, ZmaxDataID enumerates data that can be collected (e.g., EEG channels and triaxial accelerometer) with a specific identity number. ZmaxHeadband class is capable of either (1) decoding the sensor readings such as the EEG or accelerometer outputs and converting them into interpretable values or (2) encoding communicative messages such as the stimulation commands and sending them to the server. The initialization of buffer sizes for each data channel is also incorporated in this class.

All variables related to the data recording (e.g., which signals to record), monitoring (e.g., time and amplitude scales of signals), analysis (e.g., activation of real-time autoscoring), and stimulation (e.g., stimulus properties) are specified in the Window class. This class also determines the functions associated with all the GUI buttons, from a primary button that activates the connection to the server, to buttons for triggering stimulation commands (see section 2.7). We designed RecordThread as a thread to fetch the data in real-time and send it to the Window as well as to maintain the accurate timing of the processes. This was done so that while displaying data in real-time, the user can simultaneously employ other features of the toolbox, such as stimulation or annotation assignments. The thread keeps track of the received number of samples from the server (as a measure of passed time) and once an epoch of 30 seconds (equivalent to 7680 samples based on 256 Hz sampling rate) is over, activates the corresponding flag to indicate that the buffer to analyze the data is ready. The data chunk will be subsequently sent to the Window where the relevant analysis such as the autoscoring and TFR are performed.

Post-processing functions, from loading the data to the generation of results are integrated in OfflineDreamento class. This class also uses the DreamentoScorer which is implemented for offline autoscoring (see details in section 2.5).

2.5 Automatic sleep scoring

In this research, we have used a validated autoscoring algorithm i.e., TinySleepNet (Supratak & Guo, 2020) for real-time autoscoring in Dreamento. This algorithm is based on a convolutional neural network (CNN) and a long short-term memory (LSTM) stack, and provides sleep stage predictions after completion of each 30-second epoch. This algorithm
was chosen for real-time Dreamento due to its acceptable prediction speed of 13 ms on average (which plays an essential role in real-time analysis).

As for offline Dreamento, given that processing time of the algorithm is less critical and accuracy is more important, we propose DreamentoScorer. This algorithm first extracts various time, frequency, time-frequency, linear, and non-linear features of each epoch of the EEG signals (see Dreamento Github page for a complete list of features). Then, in order to take time dependence into account (as in conventional manual scoring), for the prediction of each epoch’s sleep stage, it concatenates features not only from the currently viewed epoch but also from a few previous epochs (number of epoch is user adjustable). Afterwards, a feature selection algorithm, i.e., Boruta (Kursa & Rudnicki, 2010) keeps the relevant features and removes the redundant ones. Eventually, a LightGBM (Ke et al., 2017) model is used to predict the sleep stage.

To train the current versions of the real-time and offline autoscoring algorithms, we used a dataset consisting of 69 nocturnal sleep datasets collected with ZMax and a standard PSG system simultaneously (publication in preparation). In order to provide the algorithms with accurately labeled data (sleep stages) for training, the PSG data were scored by a human expert, after which the scoring was aligned with the corresponding ZMax recording.

2.6 Experimenter pipeline

Figure 1 shows the experimenter pipeline of real-time Dreamento. Once the connection to the server is established, the recording can be started by clicking the ‘record’ button. After the start of the recording, the user is able to set the desired annotations and apply sensory stimulation at any time. Furthermore, Dreamento updates the analytical outcomes such as autoscoring, power-spectral density, and TFR whenever an epoch of 30 s is over. Once the recording is stopped, the output files comprising the recorded data, annotation files, and real-time scoring results will be generated.

Offline Dreamento provides the user with the opportunity to post-process the data collected by ZMax: (1) either using HDRecorder or real-time Dreamento, or (2) using both HDRecorder and real-time Dreamento (simultaneously), and (3) simultaneous recordings with HDRecorder, real-time Dreamento, and other measurement modalities such as an EMG system (see the pipeline in Figure 2). Depending on the types of input data loaded by the user in Dreamento, the software synchronizes the recordings (see section 2.8 for details), performs the desired analysis and subsequently represents the output (e.g., autoscoring, TFR, annotations, and stimulation markers).
**Figure 1**: Real-time Dreamento experimenter pipeline to record, monitor, analyze, and stimulate sleep. LED: light emitting diode, TFR: time-frequency representation, R: red, G: green, B: blue.
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Figure 2: Offline Dreamento experimenter pipeline. EEG: electroencephalography, EMG: electromyography, TFR: time-frequency representation.
2.7 Graphical user interface (GUI)

The user interfaces of the real-time and offline Dreamento are illustrated in Figures 3 and 4, respectively. In real-time Dreamento, the recording and stimulation panel (Figure 3, panel A) contains the relevant parameters to (1) start a recording (e.g., the type of the data to collect, for instance EEG and temperature) as well as (2) configure and apply sensory stimulation (visual, auditory, tactile), and (3) establish text-to-speech communication. For example, to present a visual stimulus, it is possible to set up the desired color of the light-emitting diodes (LEDs), select the required intensity (brightness) of light, choose the number of LED blinks, determine whether the two LEDs of the headband should blink simultaneously or alternatively, and set the on/off timing of the LEDs. As shown in Figure 3, panel B, the real-time analysis panel consists of the TFR, periodogram, and the autoscoring predictions. The autoscoring and periodogram keep the outcome of the last 30-second epoch only, whereas the TFR maintains the output from the last four epochs (approximately two minutes). This helps the experimenter to have an estimate of the sleep stage transitions over the past few epochs. While recording, the software depicts real-time EEG signals with adjustable scales for time and amplitude axes as shown in Figure 3, panel C.

Figure 3: GUI of real-time Dreamento. (A) the recording and stimulation panel: this panel is used for connecting Dreamento to the server, selecting the desired signals to record (e.g., EEG and temperature), activating the autoscoring, and both configuring and presenting the desired sensory stimulation. (B) analysis panel: where the autoscoring, power spectral analysis and TFR update after every 30-second epoch completion (the TFR keeps the data from approximately last 2 minutes for a better representation of the recent sleep stage transitions), and (C) real-time data representation panel: the real-time EEG data are depicted in this panel. The time (x-axis) and amplitude (y-axis) ranges can be changed while recording data.

By stopping the data recording, the software generates three output files, namely, the actual recorded raw data (.txt), annotations (.json), and real-time scoring (.txt) results. Given the inconsistency of the sampling rates during a wireless communication (the fluctuations from the actual 256 Hz sampling rate of the headband), for an accurate estimation of actual time, the number of transmitted samples per second is stored in addition to the recorded data. The annotation file stores all manually set annotations (e.g., remarkable events) and stimulation markers, properties, and their corresponding time stamps.

Offline Dreamento integrates different sources of data/information and represents them in a GUI (Figure 4). The top three rows of the window (Figure 4, panel A) are assigned to the annotations, stimulation markers, and TFR of the complete recording. Thus, with a glance at the first three rows of the display, the user gains an overview of the annotation distributions, stimulation types and timing (shown with red, blue, and green for visual, auditory, and tactile
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stimulations, respectively), as well as an estimate of sleep stage transitions using the TFR. All the rest of the rows (Figure 4 panels B to D) correspond to the single epoch determined by the black vertical line shown in the overall TFR (Figure 4 A-3). These rows represent the annotations (Figure 4 B-1), stimulation markers (Figure 4 B-2), triaxial acceleration (Figure 4 B-3), ambient noise (Figure 4 B-4), three EMG channels recorded simultaneously using another device (Figure 4 panel C), TFR (Figure 4 D-1), and the two EEG channels (Figure 4 D-2) of the selected 30-second epoch. For a better mapping between the annotation descriptions and their corresponding time stamps, a specific color and a number are assigned to each (Figure 4 panel E).

Figure 4: GUI of offline Dreamento (units, values, and labels on the vertical axes are removed for a clearer representation). Panel (A) depicts the overall recording representation of (1) manual annotations, (2) automatic annotations, i.e., stimulus presentation (red: visual, green: tactile, blue: auditory stimulus), and (3) the corresponding TFR of the complete recording. The black line in the TFR shows the currently selected epoch. Panels (B) to (D) refer to the current epoch, as indicated at the bottom, from the second n to n + 30. Panel (B) shows the distribution of the (1) manual annotations, (2) stimulus presentation, (3) triaxial acceleration indicated by red, green, and blue (for the x, y, and z axes), and (4) ambient noise (the flat black line represents no ambient noise/sound). Panel (C) shows three EMG channels recorded by a BrainAmp ExG system simultaneously with ZMax integrated into offline Dreamento for post-processing. The EEG representation of the selected epoch together with its corresponding TFR is shown in panel (D). The list of manual annotations is shown in panel (E).

2.8 Data synchronization

Dreamento is capable of recording a subset of the data that the ZMax headband can provide (e.g., EEG and acceleration). To record all data available on the device (i.e., EEG, acceleration, ambient noise, light, temperature, and heart rate), the experimenter can simultaneously record with HDRecorder (see Figure 1). As there will always be a time difference between the initialization of the two programs, we developed a post-processing synchronization algorithm to align Dreamento and HDRecorder recordings (Figure 5 - left panel). The synchronization process starts by loading EEG data recorded by both programs. Next, Dreamento selects a portion of the recorded data (e.g., from 100 - 130 seconds as in default settings) and computes a cross-correlation analysis, under the assumption that the difference between the start of recordings is less than 30 seconds. Otherwise, the user can adjust the number of seconds based on an overview of the recorded data. Dreamento identifies the lag corresponding to the maximum amplitude of the cross-correlation function and shifts the HDRecorder recording to align it with Dreamento’s recording.
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In addition to the data provided by the ZMax headband, Dreamento enables the user to synchronize and integrate different physiological signals such as EMG that have been recorded simultaneously with real-time Dreamento through other devices, e.g., BrainAmp (Brainproducts GmbH, Gilching, Germany) systems (see Figure 5 right panel). The synchronization process between EEG and EMG starts by searching for a user-defined annotation, e.g., teeth clenching, which corresponds to an event that presents in a relatively similar way in both EEG and EMG. Next, the toolbox depicts the actual EEG and EMG signals in the vicinity of the synchronization event (Figure 5 right panel A to D) without any alignment attempt and asks the user whether the signals need further alignment. If the user selects to proceed with the synchronization, Dreamento provides two options of either automatic or manual alignment. The former is similar to the correlation-based analysis for aligning HDRecorder and Dreamento signals with some differences. Given that the EMG signal includes high-frequency activities (typically above 10 Hz), Dreamento applies a band-pass filter on the EEG and EMG signals (e.g., between 10 – 100 Hz), determines the absolute values of signals, applies a moving average filter to smoothen the data, and finally, a correlation-based analysis computes the lag between the signals. Nonetheless, if the events in either the EEG and EMG signals are not entirely clear (e.g., when the baseline EMG activity during the emergence of the events is relatively high), the automatic alignment may need some manual adjustments. Therefore, the user is also provided with a manual alignment option. The manual alignment option asks the user to click on the starting points of the same events presented in both EEG and EMG and then compensates for the lag between the recordings based on the selected time points.

3 Discussion

Research into lucid dreaming typically faces one of the following limitations: (1) being constrained to self-reports and lacking physiological measurements for verification, (2) small sample sizes (low power), and (3) lack of generalizability by being constrained to a laboratory environment (Estahani et al., 2022a). The complexity of standard PSG systems and the need for sleep research personnel in particular makes studying lucid dreaming in the laboratory very resource-intensive, which can explain the small sample sizes typically encountered in the literature. Given the availability of minimal sensing systems such as wearable EEG headbands and thanks to recent developments in artificial intelligence, these systems could now extensively be used to resolve some of the controversial findings in the field by conducting large-scale (and even at-home) studies. To date no software package exists that allows researchers to easily interface with EEG wearables and analyze sleep data in real-time. To this end, we developed Dreamento in order to simplify sleep and (lucid) dreaming research. Dreamento is an all-in-one package for recording, monitoring, stimulating, and analyzing sleep data in real-time in addition to post-processing the collected data.
Recently, we have started a multi-center lucid dreaming induction study using Dreamento (pre-registered on the Open Science Framework, https://osf.io/u5m3z) to assess the applicability of a combination of cognitive training and sensory stimulation approach to induce lucid dreams (Esfahani et al., 2022a). In addition to evaluating a novel approach to induce lucid dreams, the performance of Dreamento will be validated in this multi-center study, which comprises the largest sample size for a lucid dreaming induction study including physiological measures to date (overall 60 planned participants). This in-lab study will then be followed by a multi-center, fully automatic lucid dreaming induction study which participants conduct at home using features of Dreamento.

Other areas of research that can be explored using the sensory stimulation features of Dreamento are dream communication studies that aim at establishing a medium between the (lucid) dreamer and the outside world (Konkoly et al., 2021) or even non-REM sleep modulation studies that employ techniques such as targeted memory reactivation (TMR), e.g., (Rudoy et al., 2009; Rasch et al., 2007) or closed-loop auditory stimulation (CLAS) (Ngo et al., 2013). Of note, the potential clinical applications of these non-invasive stimulation techniques already magnified the importance of developing open hardware (e.g., ZMax headband) and software (e.g., Dreamento) to translate these methods into a naturalistic home setting (Esfahani et al., 2022b).

Real-time sleep data analysis faces certain challenges. Real-time algorithms need to be both accurate and fast enough to keep up with the incoming data stream. In our study, real-time analysis comprised autoscoring, time-frequency representations, and periodogram updates after every epoch of 30 seconds. This means that every 30 seconds, the toolbox does not receive new input from the server for a short period of time (e.g., 15 ms), during which it runs the relevant analysis on the last epoch. While the program is busy with the real-time analysis and thus closes the port for new data entry, the data transmitted from the server remains in the queue to enter the program as soon as the analysis is completed. Therefore, if we simply let the queued data (which will be accumulated over time) enter the software, the program will no longer work in actual ‘real-time’. To solve this limitation, Dreamento ignores the small portion of the data that remains in queue during the processing time (e.g., 15 ms) of real-time analysis and thus always remains in sync with the real-time data received from the server, regardless of the duration of recording. Nevertheless, we recommend parallel data recording using HDRecorder in order to also store the small missing data chunks in Dreamento’s recording.

Despite the fact that a variety of automatic sleep scoring algorithms have been presented to date, it is still not possible to nominate one as superior to the rest. This is mainly due to the fact that each algorithm is sensitive to a specific EEG montage and measurement system. To tackle this limitation, recently a few autoscoring algorithms such as (Perslev et al., 2021; Vallat & Walker, 2021) have been validated on large datasets comprising a combination of EEG data collected from different locations, with various EEG systems and based on different montages. Although these algorithms were shown to be effective on various EEG systems and montages, their performance on wearable EEG systems (which typically employ non-conventional EEG montages, e.g., F7/F8 – Fpz as in ZMax) remains unknown. This demonstrates the importance of developing an autoscoring algorithm specifically for wearable EEG systems. In this study, we introduced DreamentoScorer as an open-source tool for autoscoring of the ZMax headband (autoscoring validation publication in preparation) and retrained a validated model, i.e., TinySleepNet based on ZMax recordings. Nevertheless, the generalizability of these algorithms can still be enhanced in future work by considering larger training sets.

4 Conclusions

In this paper, we present a new open-source dream engineering toolbox, Dreamento (https://github.com/dreamento/dreamento) that provides a range of tools for recording, monitoring, stimulating, and analyzing sleep data in real-time. The toolbox also includes post-processing functions that allow users to analyze the collected data. Minor changes in Dreamento code can make it compatible with other EEG systems (particularly wearables) that are able to transmit real-time data to Python. This means that sleep researchers interested in real-time signal analyses such as spectrogram or power-spectrum analysis may adapt Dreamento to their use case. Dreamento’s user-friendly interface allows experimenters to conduct sleep experiments in an interactive and intuitive manner. Of note, the application of Dreamento is not limited to (lucid) dreaming studies as it can assist with sensory stimulation in other research areas such as in closed-loop auditory stimulation or targeted memory reactivation during non-REM sleep.
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