Comparing multidimensional sensor data from vehicle fleets with methods of sequential data mining
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Abstract
Reading and understanding large amounts of sensor data from vehicle test drives becomes more and more important. In order to test vehicle components or analyze exhaust emissions in real test drives, the sensor data obtained from these test drives have to be comparable. Otherwise components or exhaust emissions are tested and analyzed under false conditions. The sensor data obtained during test drives are highly multidimensional which makes it even more complicated to identify recurring patterns. We present a process model to compare different test drives according to their sensor data and so give an answer to the question whether or not test drives in different cities, locations and environments are representative to real driving scenarios. The algorithms we use focus on segmentation of the individual multivariate test drive data and on clustering of the segments according to different methods. We present several segmentation and cluster methods and compare which of them is best suited for comparing test drives. The segmentation method we identified as best suited is based on principal component analysis. As cluster methods we examine hierarchical, partitioning and density-based clustering in detail.
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1 Introduction
Analyzing and comparing multivariate vehicle sensor data has many applications. In order to compare test drives in various cities or environments according to the interaction of the different sensor data, recurring patterns have to be found, measured and in the best of all cases classified [1]. The aim of this paper is to present and evaluate several algorithms for this task. Based on cluster analysis the algorithm verifies whether the representativeness of certain test drives is provided. This is important for evaluating signs of wear and tear of certain components of specific vehicles, as well as exhaust emission values. Without being representative of all urban test drives the obtained values would not be comparable. Finally our analysis helps in simulating vehicle sensor data as in [13], since it gives knowledge about vehicle dynamics and the generation of common and anomalous driving scenarios.

In order to find patterns in sequential data, different approaches can be found in the literature depending on whether the data in use is a time series or a sequence. Whereas a time series is an ordered list of numbers, a sequence is an ordered list of symbols [8]. For sequences or for time series, which are transformed to sequences,
sequence mining is used i.e. in [8, 23]. However, transforming a multivariate time series into a sequence is difficult. When a time series is transformed into a sequence a SAX algorithm is used (i.e. [20]), which works only on a time series in one dimension. In [34] therefore a principal component analysis is used to transform multi-dimensional time series data into one-dimensional time series data. They applied their algorithm to a three-dimensional times series data set of human motion. We take a different route based on the work by [1, 32] in order to find relevant patterns in multivariate sensor data. In this approach, a multivariate time series is divided in different subseries by the use of principal component analysis (PCA). We use PCA specifically for segmentation and not for dimensionality reduction. In order to compare the different data, after segmentation a cluster algorithm must be used. In general, time series clustering methods can be divided in time series clustering by features, model based time series clustering and time series clustering by dependence, see for example in [1, 2, 19], where clustering algorithms have been extensively studied. In our paper we investigate time series clustering by features and time series clustering by dependence and compare different cluster algorithms with different input data for the use of showing the representativeness or non-representativeness of certain test drives. The goal of our work is application-driven and specifically geared towards vehicle sensor data. In several papers vehicle sensor data is used to identify drivers i.e. [10]. However, our focus is not on identifying drivers, rather we want to find out about different types of segmentation and subsequent clustering, so that a comparison of different test drives is possible. We claim that a real drive is representative to the test drive if each cluster combines almost equally many segments of the test drive in Stuttgart as well as segments of the real drives in other cities. For a definition of test drives and real drives we refer to chapter 3, where the used data is explained in detail.

2 Related work

Finding representative time series or representative time series patterns has been a topic in many papers. Most of the time, this is done in order to classify a time series, i.e. class-specific representative patterns have to be found [9, 12, 27, 36]. Another motive to discover representative patterns in time series is the detection of anomalies or the forecasting of trends [11]. These patterns are sometimes called motifs and are detected by transforming the time series into a sequence of symbols. This can even be done in the multidimensional case [17, 34]. Finding ordinal patterns in one- or multidimensional time series data is another possibility to determine representative patterns in times series, see [30].

With our application scenario we are committed to vehicle sensor data. However, we do not want to identify drivers or a certain driving behaviour, such as it is done in [10, 18]. For our purpose it is not important how a certain pattern looks like, rather that it appears in a similar way in all of the reference data sets. The identification of certain driving scenarios is rather a by-product, i.e. Table 2, for our analysis. We use the three clustering algorithms agglomerative hierarchical clustering, k-means++ and Density Based Spatial Clustering of Applications with Noise (DBSCAN) as described in [22, 33] and [6] respectively and feed them with different input data, we obtained by segmentation of the test drives and the real drives. For the segmentation of the time series of the test drive and the real drives we use the method of Krzanowski in [16] as it was already done in [1, 32] or in a recent work for visual localization in [21].

3 Data and data preparation

The time series database we analyze, contains a large number of different vehicle sensor data of several plug-in hybrid vans. In the first step, we select a subspace of relevant signals based on expert knowledge and statistical properties as for example the correlation coefficient between individual sensor data time series. In this way, nine signals are selected and used for the analysis. For data pre-processing, among other things, a Savitzky–Golay filter is used [28]. It removes the noise by polynomial regression and tries to keep the characteristics of the distribution of the time series like minima, maxima and scatter as best as possible [4, 28]. In addition, pre-processing steps such as resampling, linear interpolation and z-score normalization are performed.

For an efficient runtime and a better overview only 4 h and 12 min of driving time are analyzed with a sampling rate of 0.1 s. Half of the data is taken from measurements on test vehicles, which are equipped with extensive measurement technology and driven by specially trained test drivers on a defined test track in public road traffic in the city of Stuttgart. This data is called test drives. In contrast, there are measurements of vehicle fleets in real operation in another large city. These measured journeys are carried out by normal drivers in everyday operation, we call this data real drives. In both cases the same plug-in hybrid vehicle type is used.

4 Segmentation of input data

In this and the following section the concept of pattern identification on input data and the aggregation of the data are investigated. The data analysis algorithm we perform focuses on the segmentation of the individual
multivariate driving data and is followed by the clustering of the segments according to different clustering methods. The multivariate time series are divided into smaller sections with a focus on identifying homogeneous time intervals and recurring segments. We use a bottom-up approach as in [15], therefore we start with a very fine segmentation of the multivariate time series, from which we fuse neighboring segments according to a prespecified rule.

In the bottom segmentation, the segments are separated based on extreme values of each individual signal. Other critical points could also be used for fine segmentation i.e. inflection points or saddle points. However, due to the number of dimensions and many extreme values of the signals, we believe that extreme values provide a bottom segmentation which is fine enough to start with (see also [32]). An exemplary signal with the marked extreme values is shown in Fig. 1. To prevent small fluctuations and residual noise from being evaluated as extreme points, the search algorithm is set to a span of 5 s. This means that a segment of an individual signal can not be smaller than 5 s. The value is based on the duration of typical change in a driving situation and was determined by try and error. The segment limits of individual signals are transferred to all signals afterwards. This results in bottom segments with an average duration of 0.8 s in our use case.

When combining the individual bottom segments, the effects of all dimensions as well as their correlations must be taken into account. Only by considering the overall condition of the vehicle, meaningful segments can be formed [1]. In order to consider all dimensions, a principal component analysis (PCA) is carried out on each segment resulting from the fine segmentation. The reconstruction error of the principal component projection as in (1) is used as the reconstruction error, which is defined as the square distance between the original values of the time series and the projected values.

\[
\text{error}(s_i(a_i, b_i)) = \frac{1}{b_i - a_i + 1} \sum_{j=a_i}^{b_i} (x_j - p_j)^2
\]

By comparing the error of the individual segments \(s_i(a_i, b_i)\) and \(s_{i+1}(a_{i+1}, b_{i+1})\) with the error of the larger segment \(s_i(a_i, b_{i+1})\) containing the two neighboring segments with starting point \(a_i\) and endpoint \(b_{i+1}\), information about the homogeneity of neighboring time series segments can be obtained. Combining the segments, in cases where the error in the linked segments is smaller than the sum of the errors of the individual segments, will merge very similar segments [32]. This way a fusion of the segments takes place, whenever

\[
\text{error}(s_i(a_i, b_{i+1})) < (\text{error}(s_i(a_i, b_i)) + \text{error}(s_{i+1}(a_{i+1}, b_{i+1}))) \cdot M.
\]

\(M\) denotes a threshold which can also be allowed to be greater than 1, i.e. \(M > 1\). Since the bottom segmentation already forms homogeneous segments, it is sufficient to use only a few principal components (PC) for a meaningful projection of the individual segments. With the vehicle data we used, a sufficient cumulative variance of more than 97% is already achieved with \(m = 2\) principal components.

Different approaches are possible to compare and summarize the neighboring segments of the fine segmentation with the error function defined in (1). On the one hand it is possible to use an iterative bottom-up algorithm which compares the neighboring segments in iterative passages and fuses them if necessary. On the other hand

---

**Fig. 1** Small section of one-dimensional signal with marked extreme values after pre-processing
an algorithm based on the sliding-window approach was tested in our work, which, starting with the first segment, enlarges a segment by further segments until a threshold limit is exceeded. If this occurs, the process repeats with the next segment that is not contained in the newly combined segment. When a segment is not combined with the following segment, it is assumed that there is a boundary between the two segments that does not have homogeneity of signals and signal correlations (see also [1] and [15]). An advantage of this algorithm is that it runs through all of the time series only once from left to right and therefore the entire time series does not already have to be considered at the beginning of the segment fusion. This makes it an algorithm which is also online-capable, as it is stressed out by [15]. In addition, our tests have shown that a better homogeneity of the segments is achieved, which is why the non-iterative algorithm based on sliding-window approach is used for the fusion of our segments.

For a better understanding, we refer to the pseudo-code in Algorithm 1.

**Algorithm 1: Segment Fusion**

1. **Input:** \( S = [s_1; s_2; \ldots; s_n] \) stream of input segments, with each \( s_i = [a_i; b_i; \text{error}(a_i; b_i; m)] \) where \( a_i \) is the starting time and \( b_i \) the end time of segment \( s_i \) and \( \text{error}(a_i; b_i; m) \) the reconstruction error of \( s_i \) when projected to the first \( m \) principal components
2. **Constants:**
   - \( m = 2 \) number of principal components
   - \( M = 1.03 \) threshold for segment fusion
3. **Initialize** \( i = 1 \)
4. **for** \( j = 1 \) to \( n - 1 \) **do**
   - \( \text{loss}_\text{fusion} = \text{error}(a; b_{j+1}; m) \)
   - if \( (\text{error}(a; b_j; m) + \text{error}(b_{j+1}; b_{j+1}; m)) \cdot M \geq \text{loss}_\text{fusion} \)
     - \( b_i = b_j \)
     - \( \text{error}(a; b_i; m) = \text{loss}_\text{fusion} \)
     - **else**
     - \( \tilde{s}_j = s_i \)
     - \( i = j \)
5. **Output** \( \tilde{S} = [\tilde{s}_1; \tilde{s}_2; \ldots; \tilde{s}_k] \) stream of output segments, where again each \( \tilde{s}_i \) is defined of three components \( \tilde{s}_i = [a_i; b_i; \text{error}(a_i; b_i; m)] \)

For the segment fusion a threshold value of \( M = 1 + 3\% \) is defined, such that the reconstruction error of the merged segment may exceed the sum of the errors of the individual segments by 3%. The threshold value is determined by comparing the results of different threshold values. In our case the number of segments is reduced to about one third compared to the segment division after fine segmentation. Figure 2 shows sections of exemplary signals with their defined segment boundaries.

### 5 Input parameter for clustering

After segmentation of the vehicle sensor data for the test drives and the real drives we use clustering in order to find patterns, which can be identified with a certain driving manoeuvre. Thus, the previously aggregated segments are regarded as input parameters for the various cluster procedures, which cluster the segments of the test drives as well as the segments of the real drives in one algorithm. A distinction must be made between similarity-based and
feature-based clustering. Similarity-based clustering, i.e. hierarchical clustering, requires a distance matrix as input parameter. The \( n \times n \)-distance matrix, which is also called independence matrix, contains the distances between the individual data segments. The parameter \( n \) reflects the number of data segments, which are already fused, of the data sets \([14]\). In feature-based clustering, an \( n \times D \)-feature matrix, also known as design matrix, is used. The parameter \( n \) represents again the number of data segments and \( D \) represents the dimensionality of each data segment, as is pointed out in \([14]\). Since different cluster methods are compared in Sect. 6 of this article, the input parameters for the different cluster methods must be created, which is described in more detail in Sects. 5.1 and 5.2.

**5.1 Distance matrix**

Similarity-based clustering requires a distance matrix. The distances between the individual segments can be calculated in several ways.

A method developed by \([16]\) for measuring the distance of two segments uses again principal component analysis for a holistic approach. The PC reflect the data alignment and thus enable a similarity comparison of the segments. The data sets to be compared must contain the same number of \( D \) input dimensions but are allowed to have different lengths. They can then be compared using the similarity factor \( S_{PCA} \) calculated as in \([31]\).

\[
S_{PCA} = \frac{1}{m} \text{trace}(L^TMM^T) \tag{3}
\]

where \( m \) is the number of the relevant principal components in both segments and the \((D \times m)\)-matrices \( L \) and \( M \) contain the PC as column vectors for the comparing segments \( s_i \) and \( s_j \), respectively. Since the PC are normalized to the length of one, the scalar product \( L_r \cdot M_r \) of their column vectors \( L_r \) and \( M_r \) can always be simplified to

\[
L_r \cdot M_r = \cos(\theta_{L_r,M_r}) \tag{4}
\]

where \( \theta_{L_r,M_r} \) denotes the angle between the PC vectors \( L_r \) and \( M_r \). Thus the formula of \( S_{PCA} \) can be written as

\[
S_{PCA} = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} \cos^2(\theta_{L_i,M_j}) \tag{5}
\]

In our application we use \( m = 2 \), so the first two PC of each segment are used for our calculations.

The advantage of Krzanowski’s methodology is that the similarity between the data segments is described by a single number in which all dimensions as well as all data points are taken into account. In the following, this kind of input parameter is referred to as *distance matrix PCA*.

An alternative way is to build the distance matrix on the basis of feature vectors. There the distances are determined by the euclidean distance between the vectors \( f_i \) containing several features of segment \( s_i \), i.e. mean values, standard deviations, minimum values, maximum values, etc. of each of the \( D \) dimensions, and the feature vector \( f_j \) containing the same features of segment \( s_j \).

\[
d_{\text{eucl.}} = ||f_i - f_j||_2 = \sqrt{\sum_k (f_{ik} - f_{jk})^2} \tag{6}
\]

In the following, this input parameter is called *distance matrix PCA*.

**5.2 Feature matrix**

In contrast the feature-based clustering e.g. \( k \)-means and DBSCAN is based on a feature matrix \([14]\). This matrix is created by linking the feature vectors of the segments. For a better illustration and interpretation of the cluster divisions, only two features for each dimension based on statistical values are calculated and linked in a feature vector in our use case. Two different definitions for the feature vectors are tested in this paper and the results are compared after clustering the feature vectors. One definition contains the statistical values mean and standard deviation of each of the \( D \) different dimensions for each segment \( s_i \). This input parameter is called *feature matrix dimension* in the following.

Alternatively, a feature vector definition based on the principal components of the segments is used. For each segment the PC are calculated first. Statistical values are then formed based on the first PC and linked in a feature vector. In this case the statistical values median and kurtosis are used, because the PC were formed on standardized values and thus the mean value always assumes the value zero. It results in a two-dimensional feature-vector. This input parameter is named *feature matrix PCA*.

**6 Clustering**

Clustering comprises the grouping of similar objects which require a high interclass similarity and a low intraclass similarity, see for example \([29]\). There are different types of cluster paradigms, i.e. hierarchical, partitioning and density-based clustering as it is described in \([32]\)). In this paper we investigate in detail the following clustering methods

– agglomerative hierarchical clustering \([22]\),
– \( k \)-means++ \([33]\) and
– Density Based Spatial Clustering of Applications with Noise, called DBSCAN \([6]\).
They are based on the various distance or feature matrices explained in Sect. 5. In the end, it must be decided which cluster method in combination with the proposed distance or feature matrices is best suited for comparing test drives and measure their representativeness in different cities [35]. Thus each of the three clustering methods works on the respective distance matrices or on the respective feature matrices which are calculated out of segments from the test drives and the real drives. We claim that a real drive is representative to the test drive if each of the obtained clusters contains segments from the test drives from Stuttgart and the real drives from other cities.

Depending on each of the three cluster methods, hyperparameters must be defined. For example, in agglomerative hierarchical clustering or \( k\)-means++ the number of clusters must be defined in advance. We will apply necessary algorithms for the selection of optimal hyperparameters. The various cluster methods are then compared and evaluated on the basis of statistical cluster values, graphical cluster visualization and intra- and inter-polar cluster distances in Sect. 7.

### 6.1 Hierarchical clustering

Hierarchical clustering is divided into the two essential approaches of divisive and agglomerative clustering [14]. Since, in our case, smaller clusters are intended, agglomerative clustering is chosen. In hierarchical clustering, the linkage method for calculating the cluster distance as well as the number of clusters to be formed must be specified as hyperparameters.

Agglomerative clustering acts according the “rich get richer“ behaviour, which has the consequence that cluster sizes are often unbalanced. This effect is additionally favored by the cluster distance calculation according to the average method and is best avoided by the ward linkage method, see for example [37]. In addition, the clustering algorithm operates according to the greedy principle, which means that only the next step is considered when forming clusters. Within the framework of cluster analysis, clusters should be as compact and meaningful as possible. We follow therefore the investigations of [26], where the two linkage methods average and ward are preferred. The average method is well suited for non-euclidean distances and for data sets containing outliers. The calculation is based on the average distance \( d_{av}(u, v) \) of all element pairs of two clusters \( u \) and \( v \) with accordingly \( n_u \) and \( n_v \) elements [14].

\[
d_{av}(u, v) = \frac{1}{n_un_v} \sum_{i=1}^{n_u} \sum_{j=1}^{n_v} d(u_i, v_j)
\]

With the ward method, also called the minimum variance method, the distance between two clusters \( u \) and \( v \) is defined as the increase of the error sum of squares (ESS) by merging the two clusters \( u \) and \( v \) [37].

\[
d_{ward}(u, v) = ESS_{uv} - ESS_u - ESS_v
\]

where the respective ESS for the single cluster with \( c = u \) and \( c = v \) and the merged cluster with \( c = uv \) is defined by

\[
ESS_c = \sum_{i=1}^{n_c} x_i^2 - \frac{1}{n_c} \left( \sum_{i=1}^{n_c} x_i \right)^2
\]

for \( x_i \) being an element of cluster \( c \). The ward method is mainly used to form small and compact clusters. Because it is not clear which of the two linkage methods is best suited for comparing the test drives of different cities, both, the average and the ward method are used in this paper. The distance calculation according to the ward method can only be applied if the segment distance is calculated as euclidean distance. Therefore, only the distance matrix calculated on the basis of the dimension feature vectors using the euclidean distance is used as the input parameter for the method with ward linkage. For average linkage, both distance matrices presented in Sect. 5.1 are used. In chapter 8 their results are compared.

To determine the optimum number of clusters, the cost function of the dendrogram (Fig. 3) is used. It subtracts the interclass similarity of each cluster from the intraclass similarity of all clusters, thus making the costs for combining two clusters visible. The limit for a certain number of clusters is set, whenever there is a noticable jump from small intraclass distances to large intraclass distances. This point can be recognized graphically as an elbow in the cost function, shown in Fig. 4 for the hierarchical clustering with average linkage on the first two PC at a value of 5 clusters. Thus the cut is selected in such a way that within cluster-like segments can be grouped, which have a small distance to each other. Between the clusters a high dissimilarity and thus large distances is aimed at.

### 6.2 \( k\)-means++

The \( k\)-means algorithm has prevailed in various studies against the other participating cluster methods, see for example [26]. However, the most common disadvantage of this algorithm is the randomly chosen starting point,
which is improved by the k-means++ algorithm. The k-means++ algorithm optimizes the selection of starting points by increasing the probability of distant data points being initial cluster centers [3]. For this reason k-means++ is used for our use case.

The optimal number of clusters can be determined using the scree test, also called elbow test, which compares the variability of the clusters with the number of clusters. The cluster variability is defined by the average distance of the cluster values to the cluster center [25]. The optimal number of clusters exists when the variability has decreased and no longer changes significantly when more clusters are formed. This position is characterized by an elbow in the scree plot. In our case the cluster variability is calculated for 1, 2, ..., 9 clusters. Then the values are plotted in the scree plot and the elbow is located automatically via the maximum point of the 2nd derivation of the variability of the clusters as in Fig. 4.

In Fig. 5 for the k-means++ on PC values, the optimal number of clusters would be $k = 2$, because there a clear kink in the function is recognizable. However, since 2 clusters represent a very small cluster division and the scattering within a cluster continues to decrease, a further bend is searched for. It is located at $k = 4$ clusters.

### 6.3 DBSCAN

Density-based clustering is suitable for applications where the clusters cannot be described by a slight dissimilarity within the cluster [7]. In DBSCAN two data points are considered to be connected in one cluster if there is a chain of
dense data points connecting them. The DBSCAN cluster method requires the parameters $Eps$, a distance for the neighborhood of datapoints and $MinPts$, which specifies the number of datapoints in a neighborhood of maximum distance $Eps$ [6]. A data point is called dense if there exist at least $MinPts$ in its $Eps$ neighborhood. DBSCAN often requires the knowledge of domain experts for a good parameter selection, since the parameters depend on the investigated database [5]. We use a heuristic approach to calculate these hyperparameters.

The parameter $Eps$ is defined according to the $k$-nearest neighbor methodology. The distances of the data points to the $k$-nearest neighbors are calculated, sorted by size and plotted in a diagram. The optimal value for $Eps$ is located at the position of the elbow of the kNN distance function, shown in Fig. 6, where the DBSCAN algorithm is applied to the feature matrix PCA. There the elbow is located at the 19th segment, which leads to a distance value for $Eps = 2.58$. We use the same method when applying the DBSCAN algorithm to the feature matrix dimension.

The hyperparameter $MinPts$ can be set to the value 4 as in [6]. Another approach to calculate the parameter is using the formula $\ln(n)$ where $n$ reflects the number of segments to be grouped [5], which are in our case 11,357 segments. The defined value for $MinPts$ is also used for the parameter $k$ of the kNN algorithm to determine the parameter $Eps$. The definition of $MinPts = 4$ according to [6] was originally done for the two-dimensional space. Since our feature vector on a segment signal basis has far more than two dimensions, we use $MinPts = \ln(n)$, which leads to a value of $MinPts = \ln(11,357) \approx 9$.

### 6.4 Cluster models

Within the scope of this work, different models are created and their cluster results are compared. The models differ in the choice of the cluster method and the type of segment description. The different combinations are shown in Table 1. The definition of the hyperparameters is implemented for all models according to the same procedure depending on the cluster method presented above. The number of clusters definition is exemplary shown for the hierarchical clustering with average linkage on the distance matrix PCA in Fig. 4 and for the $k$-means++ on the feature matrix PCA in Fig. 5. DBSCAN calculates the number of clusters during clustering based on the hyper parameters $Eps$ and $MinPts$. The definition of $Eps$ is shown in Fig. 6 for the algorithm on the feature matrix PCA. The number of clusters is not specified in any method by the user.

### 7 Data interpretation

The formed clusters and their characteristics are visualized with different methods, e.g. histogram and box plot.

When interpreting the cluster results of the different models, the clusters formed on the basis of a distance matrix with dimensional features can more easily be described by known driving manoeuvre than the clusters which were calculated by models based on PCA. In order to establish a direct relationship between the PC and the original signals, the composition of the PC would have to be recalculated. However, the PC describe the segments more precisely than the dimension feature vectors.

![kNN distance function with optimal Eps, DBSCAN, feature matrix PCA](image)

**Fig. 6** kNN distance function with optimal $Eps$, DBSCAN, feature matrix PCA

| Table 1 Cluster model combinations |
|-----------------------------------|
| Method               | Distance calc. | Input parameter | Num clust. |
|-----------------------|----------------|-----------------|------------|
| Aggl. hierarchical     | Average        | Distance matrix PCA | 5          |
|                       | Average        | Distance matrix dimension features | 4          |
|                       | Ward           | Distance matrix dimension features | 6          |
| $k$-means++            | Feature matrix PCA | Feature matrix dimension | 4          |
|                       | Feature matrix PCA | Feature matrix dimension | 5          |
| DBSCAN                 | Feature matrix PCA | Feature matrix dimension | 1          |
The model of hierarchical clustering with average linkage on the signal features and both DBSCAN models all form only one main cluster which contains most of the data. The models may show that all data are very similar, but they are useless overall for showing the representativeness of certain test drives or driving characteristics. We therefore suggest that models with more balanced cluster ratios should be used, as is the case in any of the other models. The cluster shares of the test drive data and the fleet data are shown in Figs. 7, 8, 9, 10, 11, 12, 13. On the x-axis, a distinction is made between the internal test drives and the fleet data, while the proportion of segments per cluster is represented by the bars on the y-axis.

While all of the clusters are constructed only with analytical methods of segmentation and clustering, they can be characterized by their different signal behavior. When interpreting for example the division of the torque signal, statements can be made about the vehicle acceleration within the clusters. So each cluster shows different driving characteristics and behaviors. As an example we present in Figs. 14, 15, 16, 17, 18, 19 box plot diagrams of different signals divided into the clusters according to k-means++ based on dimension features. This algorithm is user-friendly because driving situations can be easily allocated. The signal values are divided into clusters 1–5 on the x-axis of the box plot diagrams. In Fig. 14 one can see that, while acceleration is strong in the second cluster, it is usually zero in the first and third clusters. The zero values indicate a vehicle standstill or a constant speed. In Fig. 15 the negative torque values in cluster 4 indicate regenerative braking processes. Similar to these analysis, further statements about the driving situations could be obtained on the basis of the box plot diagrams of the other signals. Table 2 contains the summarized cluster interpretation based on the box plot diagrams of the different signals.
Our results show that the representativeness of a particular test drive compared to fleet data can be determined by using the following cluster methods based on a distance or feature matrix of constructed segments:

- aggl. hierarchical clustering, average linkage, distance matrix calculated on PCA values

**8 Results and evaluation**

Our results show that the representativeness of a particular test drive compared to fleet data can be determined by using the following cluster methods based on a distance or feature matrix of constructed segments:

- aggl. hierarchical clustering, average linkage, distance matrix calculated on PCA values
aggl. hierarchical clustering, ward linkage, distance matrix calculated on dimension values
- $k$-means++, feature matrix calculated on PCA values
- $k$-means++, feature matrix calculated on dimension values

If each cluster consists of similar parts of the test drives and the fleet data, the representativeness is confirmed. Otherwise, it is shown which cluster is not present in a certain time series or test drive.

The runtime of hierarchical clustering is much worse than that of the other applied cluster methods. Its greatest strength, which involves working out hierarchical structures of the data, finds little usage in our use case. Although the developed methodology does not represent a real-time-critical application, it should be able to analyze large amounts of data. Therefore, the performance of the cluster methods must not be ignored.

The $k$-means++ algorithm based on feature vectors is strongly oriented to the individual signal values when clustering. This makes the algorithm very user-friendly, since known driving situations can be easily recognized and abstracted by the user. The $k$-means++ algorithm based on the features of the principal components has abstracted the segment description by extracting and aggregating the data to such an extent that a meaningful interpretation and assignment to driving manoeuvre is more difficult. In addition, the interaction between the individual signals is taken into account and the cluster classifications cannot be easily traced back to individual signals. Due to the holistic approach this method is best suited for comparing the test drives and the fleet data and makes the most exact statement about their similarity.

### 9 Conclusion

The results show that the representativeness of our test drive data was confirmed by all examined cluster models except for the two DBSCAN models and hierarchical clustering with average linkage on the signal features, which

| Cluster | Characteristics | Interpretation                        |
|---------|-----------------|---------------------------------------|
| Cluster 1 | Decreasing/lower voltage values | Stand, roll, slow driving |
|          | Often approximately zero in torque, acceleration, speed, filtered effective current | |
| Cluster 2 | Torque, acceleration and current in the higher value range | Drive, acceleration |
| Cluster 3 | Decreasing/lower voltage values | Stand, roll, slow driving |
|          | Often approximately zero in torque, acceleration, speed, filtered effective current | |
| Cluster 4 | Higher speed | Regenerative braking, braking |
|          | Low/negative values in current, torque, acceleration | |
| Cluster 5 | Torque and current distributed over the full value range | Constant travel, propulsion |
we called distance matrix dimension features. These three models can not be used for an analysis since all of them result in only one cluster, which could not be associated with a driving scenario. In our use case the user’s easiest to interpret description was achieved with k-means++ algorithm on the feature matrix dimension, whereas the most comprehensive analysis is achieved with k-means++ based on feature matrix PCA.

In this paper, the description of the segments was implemented using two alternative approaches. On the one hand, the segments were described on the basis of signal features. In order to make the dimensions smaller and more descriptive and to make the result more interpretable, the feature selection was limited to two features. In a further analysis, other or more features could also be considered. For further literature see [24]. The second approach in this paper is to reduce the signal dimensions by PCA. Subsequently, the PC are described by statistical quantities. Here, too, further quantities can be used for a more precise description.

By analyzing the cluster characteristics different groupings within the time series data can be identified. The developed methodology in this paper is heuristic and can therefore be used for further analysis. It is suitable for the verification of representativeness and for a general comparison of multivariate time series data. It is also possible to compare more than two different input data sources. By grouping the data into different clusters, the procedure also provides information about different characteristics of the time series segments. Finally, our analysis helps simulating vehicle sensor data since it gives knowledge about vehicle dynamics and the generation of common and anomalous driving scenarios.
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