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ABSTRACT
The use of ML methods to dynamically steer ensemble-based simulations promises significant improvements in the performance of scientific applications. We present DeepDriveMD, a tool for a range of prototypical ML-driven HPC simulation scenarios, and use it to quantify improvements in the scientific performance of ML-driven ensemble-based applications. We discuss its design and characterize its performance. Motivated by the potential for further scientific improvements and applicability to more sophisticated physical systems, we extend the design of DeepDriveMD to support stream-based communication between simulations and learning methods. It demonstrates a 100x speedup to fold proteins, and performs 1.6x more simulations per unit time, improving resource utilization compared to the sequential framework. Experiments are performed on leadership-class platforms, at scales of up to O(1000) nodes, and for production workloads. We establish DeepDriveMD as a high-performance framework for ML-driven HPC simulation scenarios, that supports diverse simulation and ML back-ends, and which enables new scientific insights by improving length- and time-scale accessed.
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1 INTRODUCTION
Scientific high-performance computing (HPC) has traditionally focused on enhancing the scale and performance of a single large task. However, the end of Dennard scaling and the realities of post-Moore parallelism place increasingly severe limitations on the ability of single monolithic applications to achieve significant performance gains on large-scale parallel machines. A fundamental re-examination of computational methods and application architectures and how they overcome performance and heterogeneity barrier of future platforms is required.
In response, HPC scientific applications are seeking new methods for reducing time to scientific insight, such as the use of ensemble simulations [1, 2] and the integration of artificial intelligence (AI) and machine learning (ML) methodologies with traditional HPC applications. AI/ML methods are being used, for example, to steer ensembles of multiscale molecular dynamics (MD) simulations [3, 4] and to dynamically steer or drive simulations to enable efficient exploration of phase space. These and other application scenarios have spurred a growing variety of MD-driven simulation workflows [5, 6], including the use of a single ML model to drive multiple (ensemble) simulations and the use of an ensemble of models, varying, for example, in their parameterization or neural architecture, each steering distinct ensemble simulations concurrently. In these and other scenarios, the ML model may be trained dynamically, or even retrained periodically, typically in a streaming or in situ manner. ML and simulation phases may be linked either synchronously or asynchronously. In general, ML-driven workflows are characterized by a wide variety of temporal and data coupling between simulations and ML components, introducing a variety of resource and task execution management, scalability, and performance challenges.

We present here DeepDriveMD, a high-performance tool designed to support a wide range of ML-driven HPC simulation scenarios and their different types, frequencies, and strengths of coupling of ML methods and HPC simulations. In particular, we examine two design strategies: (1) sequential implementation of the DeepDriveMD, called DeepDriveMD-F, where the MD simulations are followed by AI/ML training and subsequent inference runs; and (2) streaming implementation of DeepDriveMD, referred to as DeepDriveMD-S, that enables the independent and concurrent runs of MD and AI/ML tasks, however, with the ability that the individual tasks may exchange data at runtime. In DeepDriveMD-S, the tasks can still be interdependent, based on how simulations are selected using AI/ML methods to run next, since the process remains iterative. We evaluate DeepDriveMD for two different application scenarios, where we demonstrate how ML-driven HPC workflows provide at least an order of magnitude performance improvement over traditional (i.e., non-ML driven) simulation techniques. The scientific performance enhancement is computed by examining equivalence between physical phenomenon investigated for given computational resources [7].

2 RELATED WORK

Enhanced sampling methods and, more generally, adaptive sampling techniques utilize an ensemble of molecular dynamics (MD) simulations [8]. As summarized in Fig. 1, these methods include a general computational motif consisting of a parallel set of N MD simulations, from which different ‘views’ of the data are extracted. Extracting views from the simulation data can involve pre-processing steps that include actions such as filtering only a subset of atoms of interest, or calculating physical parameters (e.g., root-mean squared deviations to a protein’s native state, or radius of gyration, etc.), or simply aggregating conformations from the simulations as they are running. Optionally, various artificial intelligence (AI)/machine learning (ML) techniques can be run across the collective views to guide the next set of simulations to be run.

For example, an AI agent can guide the decisions of which set of simulations must be run next or simply terminating various MD simulations that may not be as productive. More generally, it is also possible to substitute generative models as well as surrogate models that provide access to new conformations from which simulations can be started. This constitutes a continual learning loop, providing successive iterations of MD simulations that can be eventually driven automatically, based on AI/ML controls.

While enhanced sampling methods have been widely popular, these methods have only recently been augmented with AI/ML techniques [9, 10, 11, 12, 13]. AI/ML techniques such as reinforcement learning and/or other complementary approaches are discussed elsewhere [14]; however, those earlier reports focused primarily on prototypical systems such as small peptides/proteins to demonstrate this general workflow’s feasibility.

Previous tools for building ML-coupled simulation workflows have focused on integrating popular ML backends, Tensorflow and Pytorch, with simulation toolkits [15, 16, 17]. These frameworks mainly provide a configurable API to specify workflow parameters that optimize the resource utilization of parallel computing resources. Tools such as SmartSim [18] incorporate an HPC job scheduler to orchestrate task assignment and resource allocation through Slurm, Cobalt, or PBSPro. Within multiscale bio-molecular simulations, the recently developed MuMMI [3] framework enables unprecedented sampling capabilities through an iterative combination of multi-scale models, which are “linked” via ML techniques, while simultaneously optimizing HPC resource utilization. Other frameworks, such as NVIDIA SimNet [19] enable AI-driven acceleration of forward and inverse problems in multi-physics (e.g., turbulence), with a particular focus on solving partial differential equations. Much of the recent developments focus on accelerating drug discovery workflows given the immediacy of the ongoing novel coronavirus pandemic (COVID-19) [20, 21, 22, 23].

DeepDriveMD allows users to encapsulate continual learning loops for bio-molecular (and with reasonable extensions to materials science) simulations, and supports a wide range of use cases (see §3). Further, DeepDriveMD can be easily configured to support a variety of AI/ML (including linear, non-linear and hybrid) approaches, AI/ML frameworks (e.g., TensorFlow, PyTorch) as well as simulation backends (e.g., OpenMM, AMBER, NAMD), while allowing for flexible composition between these elements. In this paper, we evaluate the design trade-offs, highlighting scientific and computational performance gains when (even simple) ML methods are used to guide the simulation phase space. We hope that such evaluations will provide a baseline for illustrating how HPC workloads coupled to AI/ML approaches accelerate time-to-solution for studying complex/emergent phenomena. Overall, we have built a framework to tightly couple ML to simulation ensembles with flexible configurations and HPC resource management.

3 SCIENCE DRIVERS

We outline three representative science drivers that capture the scientific diversity and broad computational requirements. Use case one (UC1) investigates complex/emergent phenomena such as protein folding; UC2 protein-ligand complexes (PLC); and UC3 corresponds to multi-scale modeling, where simulations include the
modeling of an entire virus/viral envelope [24]. UC1 is primarily concerned with studying a single protein system of interest; where as UC2 studies a large number of ligands that interact with and bind to the protein. UC3 includes aspects of scaling simulations to larger systems (i.e., $O(100 \times 10^6)$ atoms). UC2 is timely, given the recent COVID-19 pandemic where virtual screening and free energy computations for $O(10^9)$ ligands has been necessary to identify viable treatments against the virus [22].

**UC1: Protein folding.** Protein folding is a prototypical application for evaluating adaptive sampling techniques. In spite of significant advances in advanced sampling, the state-of-the-art is still several orders of magnitude away what is needed. We posit that machine ML techniques in tandem with simulations, will accelerate the sampling of folding events. To evaluate this postulate, we use a small protein, namely the FSD-EY protein that adopts a ββα/βBα fold, consisting of 28 amino acid residues, to characterize the performance considerations of our ML-integrated workflow. The advantage of using BBA is that it is a relatively fast-folding protein (within $O(\mu s)$ folding timescales). Further, long timescale simulations of this protein using Anton-1 [25] hardware are readily available to benchmark our ML-integrated workflow against baseline implementations where no ML approaches are used. 

**UC2: Protein Ligand Complex.** For studying PLC simulations, our design only considers the aspects of running (and scaling) the number of individual tasks (MD, ML) independently since each ligand is unique and hence there is no need to exchange any information among the tasks explicitly. For this usecase implementation, we consider the novel coronavirus disease/COVID-19 (caused by the severe acute respiratory syndrome coronavirus/SARS-CoV-2) related drug target, papain-like protease (PLPro) against which a number of ligands are evaluated for their binding potency. If a ligand stabilizes the protein when bound, that provides a means to evaluate how it may interact and potentially inhibit PLPro. Although detailed thermodynamic quantities such as free energy of binding are often used to evaluate how ligands interact, to keep our application simpler, we chose to evaluate just the stability of the ligand in PLPro’s binding site. In this use case, the number of ligands ($l$) can vary; and simulations per ligand system ($s$) can vary between 1 to $O(1000)$, depending on how the simulations are chosen by the ML approach. However, between the runs, there is no information that is exchanged and can be considered essentially as independent DeepDriveMD runs.

**UC3: Multi-scale modeling and simulations of bio-molecular complexes.** The increasing complexity within biological systems has also motivated the development of multiscale simulations, where information from one scale of simulations (e.g., atomistic scale) is transferred to a different scale (e.g., coarse-grained simulation) or between different spatial scales (e.g., individual spike protein vs. spike proteins embedded within a whole virus). These simulations also use ML methods to transfer information across scales; however, given the large number of simulations to be carried out as well as the fact that these bio-molecular systems represent $O(10^2 \sim 10^3)$ atoms, we did not explore this workflow in this paper. They do serve as a strong driver for the need for improved scientific and computation efficiency, and thus represent a motivation for DeepDriveMD-S, which we plan to address in future work.

### 4 DESIGN AND IMPLEMENTATION

Coupling ML with HPC simulation ensembles can be visualized as a computational motif highlighted in Fig. 1. In this section, we describe how this general computational motif is realized within DeepDriveMD (§4.1) while also outlining the details of its implementation (§4.3–4.4).

#### 4.1 Design

DeepDriveMD supports a class of workflow applications that combine simulation ensembles and ML training computations into a single ML-guided computation. Specifically, DeepDriveMD focuses on workflow applications with five logical components: a **Simulation** component, in which MD simulations are used to explore possible trajectories of a protein (or in general a bio-molecular system of interest); an **Aggregation** component, in which the results of those simulations are combined; an **ML Training** component, in which aggregated trajectories are used to train ML models; a **Selection** component that decides the best model(s) to be used in further iterations or even decide to retrain; and, finally, an **Agent/Surrogate**, in which the trained ML model is used in an ‘inference’ mode to decide the next set of conformations for further simulations. Since these decisions can be made using AI approaches such as reinforcement learning, we generally refer to this step as an Agent. Furthermore, one may also generalize the instance to include surrogate models, which either accelerate an expensive computational kernel (e.g., modeling electrostatics) or switch between (spatial or temporal) resolution as simulations are running (e.g., learning force field parameters between all-atom and coarse-grained representations).

DeepDriveMD realizes a Python application framework for executing the workflows of the science drivers presented in UC1–UC3 §3 at scale on HPC platforms. Those properties translate to requirements, including: (i) large dynamic range of concurrent simulations that couple to single ML models; (ii) frequency and degree of coupling between simulations and ML models, including switching of HPC and ML tasks; and (iii) coupling a varying number of ML models to ensemble simulations. Put together, these requirements necessitate the design of an extensible software system that supports the generalized coupling of ML with HPC simulations tasks for a range of frequency and volume. For example, in UC1, this may correspond to a measure of sampling effectiveness, which may include how well we capture the final folded state measured by a structural similarity such as the root-mean squared deviation (RMSD). RMSD measures the average distance between the atoms, the reference (folded) structure and a simulated structure. Other use cases may include additional quantitative measures (such as free energy of binding, or radius of gyration) as well as metrics that capture agreement between experimental and simulation datasets.

DeepDriveMD allows users to set diverse configuration parameters of the workflow, without having to implement single-point solution applications for each use case. Among the main configuration parameters, users can define: the number of ligands, and the number and type of models to train to drive the simulations of MD. Further, DeepDriveMD enables users to specify arbitrary algorithms for feeding data to ML models, to make inferences via one or more of those models and subsequently drive MD simulations. In Fig. 1 is implemented, how and when data are exchanged among different components and components through data aggregation
components, and how and where such data are stored. Users can use arbitrary algorithms to implement each component, including using one or more tasks to implement those algorithms. For example, users may choose to implement a parallel algorithm that scales via MPI or OpenMP, and/or leverage concurrency by implementing a distributed algorithm via multiple independent tasks. Analogously, tasks may store their input/output data into an arbitrary number of files, with the size of each file bounded by the platform capabilities and resource availability. Further, the design space of DeepDriveMD allows for defining arbitrary coordination protocols among its logical components, and mandates nor the degree of concurrency with which those components should be executed, nor the number of instances executed for each type of component.

We present two designs of DeepDriveMD, each supporting a different coordination protocol, and different degrees of concurrency among the tasks implementing the four logical components. In the first design, called DeepDriveMD-F, tasks have input/output dependencies, execute sequentially to satisfy those dependences, and coordinate by writing output files and reading input files. In the second design, called DeepDriveMD-S, tasks execute concurrently, exchanging data while executing, either via network streams or via files that enable concurrent and time-stepped writing/reading operations.

The differences between the design of DeepDriveMD-F and S have profound consequences on how and when data is assumed to be available, how computation is distributed across available resources and, ultimately, how the implementations of those designs perform on HPC resources. For some use cases, data streaming can enable better resource utilization as all the available resources can be used concurrently. Nonetheless, data streaming poses requirements on the task itself as, for example, it has to be coded to produce usable data at runtime, and other tasks need to be able to ingest and use those partial data.

### 4.2 Workflow Engine and Runtime System

DeepDriveMD uses RADICAL-Cybertools (RCT), a package developed to support the execution of heterogeneous workflows and workloads on HPC infrastructures, as workflow engine, runtime system, and batch-systems interface. RCT comprises three components: RADICAL-SAGA (RS) [26], RADICAL-Pilot (RP) [27, 28] and RADICAL-Ensemble Toolkit (EnTK) [29]. RS is a Python implementation of the Open Grid Forum SAGA standard GFD.90, a high-level interface to distributed infrastructure components like job schedulers, file transfer and resource provisioning services. RS enables interoperability across heterogeneous distributed infrastructures.

RP is a Python implementation of the pilot paradigm and architectural pattern [30]. Pilot systems enable users to submit pilot jobs to computing infrastructures and then use the resources acquired by the pilot to execute one or more workloads. Tasks are executed concurrently and sequentially, depending on the available resources. RP can execute single or multi core tasks within a single compute node, or across multiple nodes. RP isolates the execution of each tasks into a dedicated process, enabling concurrent execution of heterogeneous tasks.

EnTK is a Python implementation of a workflow engine, designed to support the programming of applications comprised of ensembles of tasks [29]. EnTK executes tasks concurrently or sequentially, depending on their arbitrary priority relation. Tasks are grouped into stages and stages into pipelines, depending on the priority relation among tasks. Tasks without reciprocal priority relations can be grouped into the same stage; tasks that need to be executed before other tasks have to be grouped into different stages. Stages are grouped into pipelines and, in turn, multiple pipelines can be executed either concurrently or sequentially. EnTK uses RP, allowing the execution of workflows with heterogeneous tasks.

In EnTK, tasks are executables, not functions. Task executables are self-contained programs that execute on the operating system of the target HPC platforms. Tasks can be algorithmically heterogeneous, executing simulation, ML training, aggregation, selection and other arbitrary types of operations. Further, tasks may require different types and amounts of resources (e.g., CPU cores, GPUs, amount of ram or file system space), and take different amounts of time to complete their execution. EnTK hides resource acquisition and management, and workflow execution orchestration, allowing users to code arbitrary workflow applications and domain-specific algorithms against its application program interface.

### 4.3 MD and ML implementations

MD simulations are carried out with OpenMM [31] on GPUs. The BBA protein has a total of 505 atoms from 28 residues and is set up with the Amberff99sb-ilmd force field [32], using the implicit GBSA-OBC solvation model [33]. The PLpro protein is setup with the Amberff14sb force field [34], using the tip3p water model. The simulation setup has been detailed in Refs. [35, 22]. The solvated PLpro system has ∼132,000 atoms and 309 residues. The simulations are maintained at 300 K with a Langevin integrator of 2 fs time step and a heat bath friction coefficient of 1. The ligand partial charges are built with Antechamber [36], and atomic interactions are assigned using the General Amber Force Field [37]. The non-bonded interactions are cutoff at 10 Å, calculating the long range interaction with the Particle Mesh Ewald [38]. The PLpro systems are solvated in 1103 Å3 box with periodic boundary condition. Each simulation reports a configuration every 50 ps.

Currently, we support two prototypical unsupervised generative ML models: a convolutional variational autoencoder (CVAE) [39] written in Keras/TensorFlow 2.1.2 [40, 41], and a 3D adversarial autoencoder (3dAAE) [4] written in PyTorch 1.6.0 [42]. Both models...
Learning Continual which orchestrates the execution and I/O dependencies of the learning loop. The network, which measures local deviation using the k-nearest latent vectors. In order to search for undersampled regions of the conformational space, we use traditional outlier detection methods on the latent vectors produced by the generative models. Since the CVAE tends to form well defined clusters, we found it best to use Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [43] implemented in scikit-learn [44] to discover points outside the main clusters. As a result of the adversarial training, 3dAAE has a smoother latent space.

Figure 2: DeepDriveMD-F architecture. Circed numbers indicate the order of components execution. In blue are EnTK stages; green are EnTK tasks.

4.4.1 DeepDriveMD-F. DeepDriveMD-F uses a single EnTK Pipeline which orchestrates the execution and I/O dependencies of the learning loop. The pipeline contains 4 EnTK Stages: MD, Preprocess, ML training, Selection, and Agent in Fig. 2. Each Stage executes serially, spawning at least one EnTK Task which receives input from upstream tasks and writes its output to disk. The five Stages repeat in a loop until some conditions on the simulation space or a given objective are met.

To create a uniform interface between Stages, DeepDriveMD-F uses a single YAML configuration file containing both system- and task-level parameters. The YAML configuration is parsed, typed, and validated using Pydantic [47], enabling on-the-fly generation of task configuration files. In that way, users can develop arbitrary task code and pass the necessary parameters via the YAML configuration file. In turn, DeepDriveMD-F uses a -c argument for each task’s executable to receive the YAML file. To further abstract the code from the specifics of each target HPC platform, users are required to include stage-level parameters in the input YAML file, such as pre_exec commands, the executable to run, executable’s arguments, and hardware requirements for each task.

On start, DeepDriveMD-F creates an experiment root directory and a subdirectory for each stage. At the beginning of each pipeline iteration, a stage directory labeled with the iteration is created in each of the stage subdirectories. Task directories are also created within each of the stage directories for each task specified in the YAML configuration. DeepDriveMD-F then writes the YAML file for each task to the task’s directory and, finally, the stages and tasks are executed using EnTK.

The first stage (MD) runs a user-specified number of MD simulation tasks in parallel and the flexibility of the framework allows for the use of an arbitrary simulation engine. When using the OpenMM [31] engine, we take advantage of its reporter mechanism, preprocessing each frame of the simulation on the fly to a format that can be inputted into the chosen ML model. We write the preprocessed data into an HDF5 [48] file and the raw simulation data to a DCD file at the end of the MD stage. This avoids I/O bottlenecks by processing the simulation data while it’s still in memory into a much smaller dataset stored in the HDF5 file. Once the MD stage finishes, an optional Preprocessing stage runs. This enables
the use of simulation engines without a reporter mechanism by allowing arbitrary preprocessing of the simulation output files.

Once the simulation data is preprocessed, the ML stage retrieves the resulting datasets for training. The ML stage allows for arbitrary ML algorithms to be run on one or several CPU/GPUs, allowing for both data and model parallelism to train a deep neural network. The ML stage can be configured to train for more epochs on the first iteration, fewer epochs in following iterations, and can optionally skip training on selected iterations. In addition, a pretrained model can be used to initialize the weights, which can accelerate the ML stage by avoiding the need to train a model from scratch.

After the ML stage, the model selection stage selects the model weights to use during inference. In principle, one could specify any model selection criterion, e.g., the most accurate model. In practice, we simply select the most recent weights outputted by the ML stage.

The final stage acts as an agent which selects the portions of simulation space to sample in order to further explore the space or optimize a given objective. The Agent stage receives the model weights and HDF5 files from the latest iteration of the DeepDriveMD-F pipeline, as well as an arbitrary selection of previous HDF5 files. Then, it searches the data for the points that would optimize a user specified objective when restarting the simulation. In its current form, the Agent stage consists of an outlier detection routine which runs on a generative models latent space. This unsupervised criterion can be optionally augmented with domain-specific objectives, e.g., in the protein folding use case, minimizing the RMSD between the current and folded structure. Once the outliers are selected, a JSON file is written containing metadata about the outlying frames of the simulations. This file is subsequently read by each MD task to initialize the next round of MD simulations.

4.4.2 DeepDriveMD-S. As illustrated in Fig. 3, DeepDriveMD-S runs all logical components (Simulation, Aggregation, ML Training, Agent) continuously and in parallel, exchanging data using the Adaptable Input/Output System (ADIOS) [49]. Data exchanges use either the network (Simulation to Aggregator) or ADIOS BP files (Aggregator to ML Training; Aggregator to Agent).

ADIOS allows for exchanging data between producer and consumer via either network or ADIOS BP files. The application deals with streams and needs not to know if data are written to or read from network or a file. This is configured in an XML file. ADIOS has a notion of time steps which allows, for example, for blocking or non-blocking communication via network. BP is a native ADIOS output format similar to HDF5 and convertible to HDF5.

EnTK acquires the requested resources and launches RADICAL-Pilot which pulls the tasks specified via DeepDriveMD-S and then executes them all concurrently as the amount of requested resources allows for maximal execution concurrency.

Instead of one EnTK Pipeline with four sequential Stages, DeepDriveMD-S uses four parallel pipelines, each with one Stage to allow parallel execution of all the tasks. The MD Simulation Pipeline and the Aggregator Pipeline concurrently execute multiple Simulation and Aggregator tasks respectively. Simulation tasks are partitioned, and each partition is assigned to an Aggregator task. Each Aggregator continuously collects data from its subset of simulations, simultaneously evaluating from each simulation some physical observables. In this way, an Aggregator could stop and replace a simulation that is no longer producing relevant results. The ML Pipeline uses data from the Aggregators to train the CVAE, and the Agent Pipeline uses data from this Aggregator and ML tasks to derive the initial configuration of new simulation tasks.

Each MD simulation continuously sends data to its aggregator via the network, using ADIOS. Each aggregator collects data from its subset of simulations and saves them to a single ADIOS BP file. We configure ADIOS network data exchange to be blocking: MD simulation cannot write to an ADIOS stream until the aggregator picks up the data. For performance reasons, a buffer of 50,000 elements is used between a simulation and an aggregator.

Each task has its own independent infinite loop of iterations. There is no global loop that coordinates tasks but just a partial synchronization among different types of tasks, via ADIOS blocking or via file locking. At each iteration, the ML and Agent tasks read from the aggregators’ BP files only the new data produced since the last iteration. All the necessary old data is kept in memory since a task never stops until the end of the workflow execution. We use here streaming via files and not via the network, as we did between simulations and aggregators, because we want to save the reported states for possible subsequent analysis. However, if all the analysis were done online, we could configure ADIOS to stream via network between the ML and Agent tasks as well. That would require a small change to the ADIOS XML configuration file and not to the DeepDriveMD-S implementation.

Once one ML task finishes training, the best model — evaluated in terms of validation loss — is moved from a temporary directory to a directory checked by the Agent task. The next training iteration starts immediately, using the weights from the previous iteration as an initial condition and utilizing all the available data, including

Figure 3: DeepDriveMD-S architecture. Circled numbers indicate the data flow. In purple are DeepDriveMD-S components; blue are EnTK pipelines which; green are EnTK Tasks; red is the ADIOS BP stream; yellow is the file system. Pipelines and tasks run concurrently.
those accumulated in the previous iteration. If necessary, the ML Task can use the last $N$ reported states from each aggregator instead of using all the reported states.

The Agent task uses up to 80,000 recently reported conformations and selects outliers based on the DBSCAN approach. The RMSD between the folded state and the outliers are computed and stored in a Python pickle object, serving as an outlier catalog from which simulations randomly pick up the next initial state. To avoid race conditions, the access to the pickled class is file-locked for the Agent and Simulations tasks. While an iteration is running, the outliers and catalog files are written into a temporary directory and, only at the end of an iteration, the files are moved into the directory which is checked by the simulation Tasks. Also in this case, the moving operation is file-locked to avoid race conditions.

5 SCIENTIFIC VALIDATION

In light of the methodological novelty of ML-driven ensemble simulations, we assess the biophysical (scientific) validity of results, in addition to the performance enhancement.

5.1 Validation

For UC1, we measure the convergence to the folded state, or how well we can access the final folded state(s) of the protein as determined with structural biology experimental techniques, e.g., X-ray crystallography or nuclear magnetic resonance. As the ML progressively learns a latent representation (based on the CVAE) and guides the selection of conformations to be simulated next through successive iterations, we posit that the RMSD of the selected conformations (as part of the agent) must progress towards lower RMSDs. Hence we plot a histogram of the RMSDs from the Agent stage of the simulations with a color scheme corresponding to the successive iterations of our continual learning loop, where blue represents earlier iterations and subsequent iterations progress towards green and yellow colors. As shown in Fig. 4, both DeepDriveMD-F/S sample lower RMSD states. Despite a slight difference in the RMSDs, both folded ensembles, shown in blue (DeepDriveMD-F) and orange (DeepDriveMD-S), depict considerable agreement in terms of the formation of secondary structural features such as the core $\alpha$-helix and more flexible $\beta$ sheet, with respect to the final folded state of the protein (solid colors). This entails that both approaches can indeed result in valid sampling of the final folded state of BBA.

For UC2, we compare the learned representations between the control simulations (no ML) vs. DeepDriveMD-F. The 64 dimensional latent space summarized from the simulations can be projected using principal component analysis (PCA) to visualize the top
three dimensions of the control (Fig. 5.a) and for the DeepDriveMD-F (Fig. 5.e) simulations. It is important to note that the objective of the PLC simulations is different than in UC1, where the criterion for selection of the states is based on the stability of how well the ligand interacts with the protein active site. Hence the selection strategy ‘rewards’ the ligands that stabilize the protein, in contrast to a plain MD simulation which does not pay any attention to ligand stability. Confirming this, one can observe that the RMSD distribution in the control simulations are significantly larger (varying between 0.85 Å to 6.85 Å) than the DeepDriveMD-F simulations (0.85 Å to 4.6 Å). A subset of conformations drawn from the distribution of the control simulations (Fig. 5.b) and DeepDriveMD-F (Fig. 5.d) depict significant fluctuations in PLPro’s ligand-binding pocket for the control simulations compared to the DeepDriveMD-F simulations (indicated by rounded red rectangles).

### 5.2 Scientific Performance
We measure the sampling effectiveness by using the fraction of the total population explored— with and without ML approaches— as a function of time [50]. To achieve this, we selected the states sampled at some time and compare it against all states obtained with respect to reference simulations. For UC1, we compare our simulations to long timescale simulations of the FSD-EY (BBA) system (O(100μs)) using the Anton-1 hardware, providing extensive information on all possible states sampled for its folding process [25]. The conformers from the three simulations (DeepDriveMD-F/S and Anton-1 run of 102μs) are used to train a CVAE network with a 10 dimension latent space. The embeddings are then clustered with MiniBatchKmeans, with k = 100. This set up allows us to compare the states sampled by each simulation, while keeping a consistent definition of the conformational states sampled in the simulations. In Fig. 6, the ratio of sampled states in a simulation at certain time T is defined as how many clusters the simulation has traversed before T divided by total number of states (100).

Fig. 6 indicates that ML-driven methods enhance sampling from O(10) to O(100). As the red arrow indicates in Fig. 6, it takes the ML-driven ensemble ~ 18 ns to cover 50% of conformational states covered, while the Anton-1 simulation takes nearly 1.69 µs. Compared to UC3 in Ref. [4] where a (lower bound) performance improvement of O(10) was reported, one can reasonably conclude at least an order of magnitude speedup with DeepDriveMD simulations.

### 6 PERFORMANCE CHARACTERIZATION
We use the two use cases outlined to measure the performance of the two implementations of DeepDriveMD described in §4: the protein ligand complex (PLC) use case (UC2) for DeepDriveMD-F, and the protein folding use case (UC1) for comparing DeepDriveMD-F and DeepDriveMD-S. In each case, we measure performance for different numbers of ligands and proteins to fold.

#### 6.1 DeepDriveMD-F performance
Table 1 shows the parameters used for the PLC use case experiments. Those experiments show the scaling behavior of DeepDriveMD when varying four configuration parameters: (1) the HPC platform used for the experiments; (2) the number of ligands; (3) the number of tasks executed; and (4) the amount of resources requested. All the experiments measure how overheads and resource utilization vary as a function of different values for those configuration parameters.

Experiments PLC-1–4 evaluate between one and eight ligands, using between 20 and 160 compute nodes on Summit, and 30 and 240 nodes on Lassen. Experiment PLC-5 evaluates 51 ligands, using 1020 compute nodes on Summit, while experiments PLC-6–7 uses 20 and 240 to evaluate 120 and 960 ligands on Summit. The amount of data aggregated by the aggregation stage increases with the number of simulations and, as a consequence, the amount of data on which to train the ML models also increases.

In experiments PLC-1–7, overhead indicates all the time spent not executing any workflow task when resources are available. It includes the time taken by DeepDriveMD and RADICAL-Cybertools to resolve the tasks dependences, prepare the execution environment and submit the tasks for execution. Overhead is relatively invariant of the number of ligands analyzed, averaging ~ 310 seconds across the PLC experiments. PLC-1–7 have different total execution times, indicating that overheads are also invariant of the time taken by all the workflow tasks to execute. Finally, overheads are invariant across HPC platforms as their value are comparable between Summit and Lassen. Together, those invariances show that the scaling behavior of DeepDriveMD-F is decoupled from the configuration of the use cases it supports, the time taken to execute the workflows and the HPC platform on which it executes.

![Figure 6: Comparing the sampling efficiency of DeepDriveMD-F and DeepDriveMD-S with long time-scale simulations using Anton-1 for FSD-EY folding.](image)

### Table 1: Configuration & overhead, PLC-1–7 experiments.

| Exp. | Ligands | Nodes | Tasks | Platform | Overhead |
|------|---------|-------|-------|----------|----------|
| PLC-1 | 1 | 20 | 250 | Summit | 334.21s |
| PLC-2 | 1 | 30 | 250 | Lassen | 302.34s |
| PLC-3 | 8 | 160 | 2000 | Summit | 265.05s |
| PLC-4 | 8 | 240 | 960 | Lassen | 314.83s |
| PLC-5 | 51 | 1020 | 6120 | Summit | 254.01s |
| PLC-6 | 120 | 20 | 120 | Summit | 325.84s |
| PLC-7 | 960 | 240 | 960 | Summit | 375.98s |
Note that we reduced the total time taken to execute all workflow tasks so as to reduce allocation usage. With UC2, DeepDriveMD-F would run for ∼12 hours in production, making the mean 310 seconds of overhead insignificant for resource usage considerations.

Fig. 7 shows some relevant difference in resource utilization for experiments PLC-2, 4, 5 and 7 — the plots of PLC-1, 3 and 6 are similar to those we show in the figure. The purple boxes indicate the resources used by each workflow task over time while the white space indicates either resources not required by the tasks (e.g., GPU-only tasks do not require the available CPU cores), or resources that DeepDrive-F was not able to use due to the time taken to schedule, place and launch the tasks.

We annotated Fig. 7a to show the types of tasks being executed. First Simulation tasks execute concurrently on all GPUs (Fig. 7a, red box); then a Preprocessing task runs on enough CPUs to balance parallelism and communication overhead (Fig. 7a, blue box); then three ML Training tasks execute on three GPUs (Fig. 7a, green box); and finally a large MPI Agent task executes on all CPUs and GPUs (Fig. 7a, black box). In the PLC experiments, this cycle repeats twice to limit resource consumption, but in production runs the cycle may repeat up to tens of times until convergence is reached.

The disparity between the duration of the Simulation tasks and that of the other tasks allows DeepDriveMD-F to be relatively efficient despite executing each stage sequentially. Nonetheless, resource utilization decreases with the scale of the workflow executed due to the time taken to schedule an increasing number of tasks on an increasing number of resources. This is best showed by comparing Fig. 7a and Fig. 7c. In the latter, scheduling time accumulates, determining a shift to the right of all the tasks, ultimately increasing execution time and reducing resource utilization. Note that this is different from the overheads reported above, as the overhead metric takes into account only the time in which no task is executing but resources are available.

Ultimately, Fig. 7 shows that, in order to reach better resource utilization, DeepDriveMD might have to use a task coordination protocol that enables higher concurrency among tasks. In that way, as soon as the first MD task execution ends, its data could be processed without waiting for all other MD tasks to terminate. Further, improvement of resource utilization could be achieved by enabling data to be processed while MD simulations are still executing. Both those capabilities are implemented by DeepDriveMD-S.

6.2 DeepDriveMD Performance: F vs. S

Table 2 shows the parameters used for the UC1 experiments. These experiments measure the scaling behavior of DeepDriveMD-F and DeepDriveMD-S on LLNL Lassen, when folding the BBA protein on 30 and 33 compute nodes respectively. Measuring overheads and resource utilization for both experiments, enables a direct comparison between the performance of the file- and streaming-based coordination patterns for UC1.

As described in §4, DeepDriveMD-S uses streaming communication among tasks to enable more efficient workflow execution via increased concurrency and to reduce the potential of I/O bottlenecks caused by writing intermediate files in numbers that grows proportionally with the number of tasks executed concurrently. For example, in the PLC use case, each simulation tasks write both intermediate HDF5 and trajectory files, creating a pressure on the network filesystem that increases with the number of concurrent MD simulation executed.

The performance of DeepDriveMD-F and DeepDriveMD-S are compared when folding BBA protein. In the simulation stage of both implementations, 120 MD simulation tasks are running in parallel. However, as one can see from Fig. 8, in DeepDriveMD-S simulations run continuously without gaps while in DeepDriveMD-F a simulation stage is followed sequentially by ML stage (every other iteration) and the Agent stage (as already seen in Fig. 7). This allows DeepDriveMD-S to perform 1.6 times more simulations per unit of time than DeepDriveMD-F (orange bars in Fig. 8).

DeepDriveMD-S also executed more ML Training, and Agent tasks than did DeepDriveMD-F. While DeepDriveMD-F avoids executing Aggregation tasks, Fig. 8 clearly shows how DeepDriveMD-S executes many more ML Training tasks (Fig. 8 red) and Agent tasks (Fig. 8 green). This is because DeepDriveMD-S enables the analysis of partial simulation data while simulations are executing, further speeding up the execution of the overall workflow compared to DeepDriveMD-F.

From a resource utilization perspective, DeepDriveMD-S utilizes the computing resources allocated via EnTK more effectively while the sequential Stages of DeepDriveMD-F use a lower amount of resources, periodically leaving some of the nodes idle. For example, to implement UC1, DeepDriveMD-F concurrently executes 120 Simulation tasks, utilizing 120 GPUs but the ML Training task utilizes only 1 GPU, leaving the rest of the available GPUs idling. Further, DeepDriveMD-S avoids saving intermediate data to disk, using ADIOS as described in §4. For UC1, DeepDriveMD-S avoids writing ~50GB to disk by streaming them across the concurrently executing tasks. This will be especially important for use cases like UC3, where data from large simulations across O(100) nodes would create an I/O bottleneck without streaming capabilities.

We estimate the overall percentage of time spent on ADIOS I/O by adding ADIOS I/O times from all the tasks and dividing it by total wall time for all the tasks: 0.8%. However, most of this time is hidden from the end user due to the fact that the components run concurrently. The only thing that the end user would really see is the ADIOS overhead in simulations which is 0.3%. The performance of the other components might affect the speed of convergence but not the total number of executed simulations.

7 CONCLUSIONS

AI/ML methods have an increasingly visible and important role in smarter computational campaigns and accelerating scientific discovery. The main reason for the success of such techniques is that they offer simple, scalable and fairly general means to deal with high-dimensional, potentially high volume and velocity of scientific datasets. Bio-molecular simulations necessitates the use of AI/ML techniques to automatically analyze such datasets, and to guide ensembles of HPC bio-molecular simulations through a high-dimensional search-space effectively and efficiently.

We identify a general computational motif coupling AI/ML to HPC simulation ensembles, and implement DeepDriveMD — an application framework to support a variety of AI-driven simulations
scenarios. We evaluated the design, implementation, and performance of DeepDriveMD, and demonstrate that driving ensembles of MD simulations with AI/ML approaches, one can expect to easily achieve 1-2 orders of magnitude improvement in time-to-solution, while covering the same conformational landscape as quantified by the states sampled during the actual simulation.

Motivated by the potential scientific impact and applicability to a range of physical systems, we evaluated two distinct design paradigms of coupling AI/ML with HPC simulation ensembles — sequential (DeepDriveMD-F), and streaming (DeepDriveMD-S). While both approaches provide similar scientific end points (i.e., in UC1, they resulted in sampling similar folded states with well defined secondary structural features), the learning strategy (streaming vs. sequential) offers unique takeaways. The streaming approach lets us run more simulations per unit time (at least 1.6x) and offers better resource utilization just because the various jobs can be run in parallel and continuously.

DeepDriveMD-F provides biophysically relevant insights into conformational landscapes of complex bio-molecular systems as observed in Fig. 5 for UC2 and as seen in UC3 [4]. As a baseline from UC1, DeepDriveMD provides at least O(10-100) speedup in time-to-solution for conventional MD simulations. It must be noted here that we used a single starting structure (with different velocity initialization) for our ensemble simulations; we expect that with a diverse pool of starting structures (with random velocity initialization) this speedup would be only further accelerated. Although we used different force-fields for modeling the individual use cases, a systematic evaluation across diverse force-field and initial condition remains to be evaluated.

Table 2: Performance and resource utilization for DeepDrive-F/S on Lassen. 30/33 nodes are used for 120 MD tasks.

| System        | 10ns Simulation Task | Aggregator Task |
|---------------|----------------------|-----------------|
|               | duration | #iter./h | #CPU;GPU | #instance | duration | #iter./h | #CPU;GPU |
| DeepDriveMD-F | 591 s     | 3.9      | 1; 1     | N/A       | N/A      | N/A      | N/A      |
| DeepDriveMD-S | 576 s     | 6.1      | 1; 1     | 10        | 3.2 s    | 1091     | 1; 0      |

| System        | ML Task | duration | #iter./h | #CPU;GPU | #samples/iter. | #epochs |
|---------------|---------|----------|----------|----------|----------------|---------|
| DeepDriveMD-F | 282 s   | 2        | 1; 1     | 24,000; 48,000 | 15; 20  |
| DeepDriveMD-S | 393 s   | 9.2      | 1; 1     | 80,000   | 20             |

| System        | Agent Task | duration | #iter./h | #CPU;GPU | #samples/iter. | #outliers |
|---------------|------------|----------|----------|----------|----------------|-----------|
| DeepDriveMD-F | 111 s      | 3.7      | 1; 1     | 24,000; 48,000 | 500–700 |
| DeepDriveMD-S | 116 s      | 31       | 39; 1    | <80,000  | 4000–4500       |
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