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SUMMARY Image quality assessment (IQA) is a fundamental metric for image processing tasks (e.g., compression). With full-reference IQAs, traditional IQAs, such as PSNR and SSIM, have been used. Recently, IQAs based on deep neural networks (deep IQAs), such as LPIPS and DISTS, have also been used. It is known that image scaling is inconsistent among deep IQAs, as some perform down-scaling as pre-processing, whereas others instead use the original image size. In this paper, we show that the image scale is an influential factor that affects deep IQA performance. We comprehensively evaluate four deep IQAs on the same five datasets, and the experimental results show that image scale significantly influences IQA performance. We found that the most appropriate image scale is often neither the default nor the original size, and the choice differs depending on the methods and datasets used. We visualized the stability and found that PieAPP is the most stable among the four deep IQAs.
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1. Introduction

This paper discusses full-reference image quality assessment (IQA), which aims to predict how humans perceive the visual quality of distorted images by comparing them to non-distorted references. Full-reference IQA provides evaluation criteria for image processing tasks, such as image compression and image restoration. Recently, the full-reference IQA has also been used as a loss function for such tasks \([1,2]\).

Peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) index metrics \([3]\) are widely used full-reference IQAs. Despite their popularity, they do not accurately model human perception. To better model our complex visual system, IQAs using deep neural networks (deep IQAs) have recently been investigated \([4,6]\), achieving a better correlation to human perception. Specifically, learned perceptual image patch similarity (LPIPS) \([4]\), a deep IQA, is widely used as the evaluation metric in computer vision tasks \([1]\).

This study examines the image scale used when predicting image quality. Many traditional IQAs \([3,7,8]\) down-scale images to a specific size for pre-processing. However, the process is inconsistent among deep IQAs, as some \([6,9]\) perform down-scaling and others \([4,5,10]\) use the original size.

In this paper, we consider the image scale as the independent variable and empirically evaluate its effect on IQA performance. Notably, a few other researchers have investigated this effect. Joy et al. \([11]\), for example, studied the effect of image scale on SSIM \([3]\) and feature similarity index (FSIM) metrics \([7]\). Gao et al. \([9]\) used the distance between intermediate representations extracted by a VGG network \([12]\) pre-trained on ImageNet \([13]\) for IQA. They investigated two image sizes: original (e.g., 384 × 512 pixels in the TID2013 \([14]\) dataset) and resized (224 × 224 pixels), empirically demonstrating that using the resized version improved performance. However, their investigation was limited to these two sizes.

In our experiments, we evaluate four deep IQAs: Alex-lin and VGG-lin of LPIPS \([4]\), the perceptual image-error assessment through pairwise preference (PieAPP) \([5]\), and deep image structure and texture similarity (DISTS) \([6]\). We apply each of these IQAs to the same five datasets. Through comprehensive experimentation, we show the effect of image scale on IQA performance.

Our contributions are summarized as follows:

- Using the image scale as the independent variable, we evaluate deep IQAs with different image scales and comprehensively measure their effect on performance. To the best of our knowledge, this is the first work to do so.
- We empirically show that the image scale greatly affects deep IQA performance and that the most desirable image scale is often neither the default nor the original size; it differs depending on the deep IQAs and the datasets used.
- We visualize the stability of the deep IQAs with respect to their scales and performance scores and found that PieAPP is the most stable.

2. Related Works

IQA is a fundamental image processing task that has been studied for several decades. The simplest IQA is the mean squared error (MSE). It averages the squared errors of pixel values to obtain pixel-level errors. PSNR is a different representation of MSE. SSIM \([3]\) is also widely used. It captures the structural similarity of images instead of their pixel-level errors. FSIM \([7]\) uses phase congruency and gradient magnitude as features to calculate similarity. Multi-scale
SSIM (MS-SSIM) \[15\] calculates SSIM at multiple scales by down-scaling the image.

With the development of deep IQAs, several related studies have been published. Zhang et al. \[4\] constructed a large-scale patch dataset for examining perceptual loss \[16\], which is the computed distance between intermediate representations of models pre-trained on ImageNet \[13\]. They also proposed LPIPS, which performs a weighted summation of the distance across channels. Prashnani et al. \[5\] presented a pairwise-learning framework using their PieAPP dataset. Ding et al. \[6\] focused on image textures and trained an invariant model under texture shifts. Their model computes similarity not only in the feature space, but also in the image space to obtain an injective function. Notably, the image scaling used for these IQAs was inconsistent.

3. Method

We illustrate the flow of our evaluation procedure in Fig. 1. Given a reference and distorted image pair, we perform down-scaling on both using various scales for preprocessing. We then apply IQAs to the pair to obtain the IQA score.

We use four deep IQAs (i.e., Alex-lin and VGG-lin of LPIPS \[4\], PieAPP \[5\], and DISTS \[6\]) for evaluation. We list the training data and initial weights of these IQAs in Table 1. PieAPP is initialized with random weights, whereas the others are initialized with ImageNet \[13\] pretrained weights that are fixed during training.

LPIPS \[4\] extracts intermediate representations from an image pair using a backbone network and computes their weighted distance per channel. Alex-lin and VGG-lin respectively use AlexNet \[17\] and VGG \[12\] as the backbone network. LPIPS does not perform down-scaling during training and inference.

PieAPP \[5\] leverages a VGG-based network architecture on the PieAPP dataset \[5\] using multiple random 64×64 cropped patches. During inference, PieAPP is applied to the image patches cropped using sliding window. PieAPP does not perform down-scaling during training and inference.

DISTS \[6\] uses a VGG network as the backbone network. It calculates the global similarity between intermediate representations of the backbone network extracted from an image pair. It is applied to scaled image pairs whose shorter side is set to 256 pixels during training and inference.

4. Experiments

4.1 Experimental Settings

We evaluated the four deep IQAs using the same five datasets: TID2013 \[14\], PieAPP \[5\], KADID-10k \[18\], PIPAL \[20\], and CLIC2021 validation dataset for perceptual metrics (CLIC2021) \[21\]. For reference, we evaluated three traditional methods: PSNR, SSIM \[3\], and MS-SSIM \[15\]. In Table 2, we list the properties of these datasets (i.e., image size, number of images, and metric used). PieAPP and PIPAL datasets comprise patch images, whereas TID2013, KADID-10k, and CLIC2021 datasets comprise whole images. The CLIC2021 dataset contains higher-resolution images than the other datasets. We used images of uniform size from the CLIC2021 dataset by removing five reference images and their corresponding distorted images, whose sizes were not 768×768 pixels.

The TID2013 and KADID-10k datasets contain distortions applied by traditional operations, such as color change and JPEG compression. PieAPP and PIPAL datasets contain distortions applied by traditional operations as well as obtained by algorithm outputs such as super-resolution. The PIPAL dataset includes the output of a trained model with adversarial loss.

The TID2013, PieAPP, KADID-10k, and PIPAL datasets comprise pairs of reference and distorted images. Because each pair is annotated with its relative image quality in the dataset, we used Spearman’s rank correlation coefficients (SRCC) as the evaluation metric for these datasets. The CLIC2021 dataset comprises sets containing a reference image and two distorted images. Because each set was annotated to identify the distorted image with better quality, we used accuracy (ACC) as the evaluation metric for CLIC2021 dataset.
We down-scaled the images using 10 different ratios: \(\{x/9, x/2/9, x/3/9, x/4/9, x/1/2, x/5/9, x/7/9, x/8/9, x/9\}\). \(x/9\) is the original size. These scales included the default scale for each method in each dataset. We used bilinear down-scaling and evaluated the IQA performance when the image size was larger than the minimum size for each IQA model.

### 4.2 Experimental Results

We present the experimental results in Table 3. The results show that the appropriate image scale differs depending on the IQA and evaluation dataset.

Interestingly, the best image scale, where the SRCC or ACC are the best, differs from the default scale and the original size in most cases. For example, the best image scale for LPIPS is \(x/1/2, x/7/9, x/6/9, x/1/2,\) and \(x/5/9\) for TID2013, PieAPP, KADID-10k, PIPAL, and CLIC2021, respectively. These scales differ from the original image size and the default scale.

Down-scaling improves the score in most cases, but discrepancies tend to depend on the method and dataset. Specifically, the difference in LPIPS is large. The SRCC of LPIPS (VGG-lin) when using the TID2013 dataset differs from the default scale by 0.172.

We evaluate the stability of the deep IQAs. We evaluate the stability in the image scale by computing the absolute differences between the default scale and the best scale. The absolute differences are normalized by the best scale and represented by percentage. We also evaluate the stability in the performance score by computing the absolute differences between the scores at the default scale and the best scale. We show the results in Fig. 3. PieAPP is the most stable among the deep IQAs.

We consider the stability depends on the initial weights and the training data. It is because these conditions are the main differences except the network architecture between PieAPP and the other three deep IQAs as shown in Table 4. To validate this, we add experiments of...
LPIPS-RND-BAPPS

LPIPS (VGG-lin) default / best\[4\]

0.034 (1) / 0.004 (1)

0.106 (2) / 0.008 (1)

0.451 (1) / 0.304 (1)

0.024 (1) / 0.014 (1)

LPIPS (Alex-lin) default / best\[4\]

0.189 (3) / 0.030 (2)

0.285 (3) / 0.037 (2)

1.436 (3) / 0.891 (2)

1.012 (2) / 1.250 (3)

Fig. 2: Qualitative results. The images in the far-left column are reference images. The remaining columns contain samples of distorted images sorted by annotated IQA scores. “Default” denotes the default scale, and “best” denotes the best scale for each IQA. The value in parentheses denotes the ranking of the annotated or predicted image quality. The underline denotes that the predicted IQA scores are in the correct order.

Fig. 3: The stability of each IQA. The difference is shown in relative percentage. The IQA is stable if the differences for scales and scores are small.

LPIPS under different conditions. We train LPIPS with a backbone of AlexNet initialized with random weights on the PieAPP dataset (LPIPS-RND-PieAPP) and the BAPPS dataset (LPIPS-RND-BAPPS), respectively. We show the results in Fig. 4. LPIPS-RND-PieAPP is more stable than LPIPS-RND-BAPPS and LPIPS (Alex-lin) and competitive with PieAPP. These results suggest that training deep IQAs on the PieAPP dataset from random initial weights contributes to the stability.

We show the qualitative results of the four IQAs on the TID2013 dataset in Fig. 4. The results demonstrate that the order of IQAs with the best scale is correct, whereas the order of IQAs with the default scale is incorrect. This may be because the IQAs are sensitive to fine and sharp distortions, such as multiplicative Gaussian noise.

Fig. 4: The stability of LPIPS\[4\] with a backbone of AlexNet under different conditions. The difference is shown in relative percentage. The IQA is stable if the differences for scales and scores are small.

5. Conclusions

In this paper, we have analyzed the effect of image scale on performance. Experimental results demonstrated that downscaling images has a large impact on performance and that the best image scale often differs from the default scale and the original size. The best image scale differs depending on the model and the evaluation dataset. We also found that PieAPP was the most stable among the deep IQAs. Further investigation of the factor of stability is the future work.
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