Abstract

In order to investigate the protection of human self-determination within algorithmic sociotechnical systems, we study the relationships between the concepts of mutability, bias, feedback loops, and power dynamics. We focus on the interactions between people and algorithmic systems in the case of Recommender Systems (RS) and provide novel theoretical analysis informed by human-in-the-loop system design and Supervisory Control, in order to question the dynamics in our interactions with RSs. We explore what meaningful reliability monitoring means in the context of RSs and elaborate on the need for metrics that encompass human-algorithmic interaction. We derive a metric we call a barrier-to-exit which is a proxy to the amount of effort a user needs to expend in order for the system to recognize their change in preference. Our goal is to highlight the assumptions and limitations of RSs and introduce a human-centered method of combating deterministic design.

Introduction

The heart of our research is the concept of human self-determination, self-actualization, identity, agency, and our ability to change while participating in a world where AI is ubiquitous (Bruni and Teli 2007). The issue of self-determination is not an external thing which can be handled or hold in hand easily. This however doesn’t allow us to ignore it as some form of intellectual or technical debt (Zittrain 2019; Sculley et al. 2015).

We analyze the co-evolution of the interaction between users and a RS in its time domain. Usually, digital footprints, logs of user interaction data over time is fed into those systems and used as "implicit" ratings. As described by Seaver, users stopping a video partway through, skipping over recommended items, or listening to songs multiple times are being interpreted as ratings data. A user seen through activity logs is "a ghostly presence who left traces over time" (Seaver 2018). The collection of traces could never accurately represent a real person’s human preferences. It is those imperfections and the consecutive errors, that lead to reduction of human self-determination.

The main contribution of our work is (1) to bring critical considerations from the field of Human Factors and Supervisory Control to question who is the entity who takes the supervisory role in the repeated interactions between a single user and an algorithmic system, (2) to identify a gap in the evaluation metrics that are widely used to measure performance, and (3) to derive a human-algorithmic interaction metric called a barrier-to-exit which aims to be a proxy for quantifying the ability of the AI model to recognize and allow for a change in user preference.

We choose to focus on RSs as a target AI System in this work in order to make it more concrete and actionable, however we think that the methodologies and the metric we develop could be applied towards other kinds of AI Systems. We hope our work will provoke meaningful discussions and inspire change in the design of AI Systems, that will ultimately positively contribute to a world where algorithmic outcomes are responsive to but cognizant of their influence on human self-determination.

Related work

Drawing from the fields of Science and Technology Studies (STS) and Anthropology, it is imperative for Computer Scientists to consider their work within a broad sociotechnical context. Engineers, Data Scientists, and AI System designers should understand the notions of algorithms as culture, institutions, ideologies, infrastructure, and actors (Seaver 2017; Just and Latzer 2017). STS scholars Stark and Hoffmann demonstrate that "the metaphors we deploy to make sense of new tools and technologies serve the dual purpose of highlighting the novel by reference to familiar, while also obscuring or abstracting away from some features" (Stark and Hoffmann 2019). The metaphor which we chose to depict in our analysis is that of RS as ‘traps’. We build on prior work by Selbst et al. which has outlined ‘five traps’ that fair-ML work can fall into even as it attempts to be more context-aware in comparison to traditional data science” (Selbst and Hoffmann 2019). The metaphor which we chose to depict in our analysis is that of RS as ‘traps’. We build on prior work by Selbst et al. which has outlined ‘five traps’ that fair-ML work can fall into even as it attempts to be more context-aware in comparison to traditional data science” (Selbst et al. 2019). Ultimately, "traps offer a powerful vocabulary for articulating sociotechnical concerns” (Seaver 2018). We see a close connection between the anthropological notion of traps, algorithms as infrastructure, and the emergence of self-reinforcing feedback loops in RSs, lead-
ing to the formation of filter bubbles and echo chambers (Jiang et al. 2019). As demonstrated by Corsín Jiménez, "an infrastructure is a trap in slow motion. Slowed down and spread out, we can see how traps are not just devices of momentary violence, but agent of "environmentalization" (Corsín Jiménez 2017), making worlds for the entities they trap". In that context, "to be caught is to be enclosed, known, and subject of manipulation" (Seaver 2018).

While there is a wealth of literature demonstrating that AI algorithms don’t operate in vacuum but are instead part of complex sociotechnical systems, the debate about their consecutive unintended consequences is much more difficult and underdeveloped. Aragon et al. have identified the need for the development of a research agenda for Human-Centered Data Science employing qualitative methods to study the interdependencies between algorithms and the social context within which they operate (Aragon et al. 2016). The recently developed fields of Critical Data Studies and Critical Data Science have studied the dynamic relationship between data and its users, through communication, sensemaking, following how data changes through time, and storytelling (Neff et al. 2017; Tanweer, Fiore-Gartland, and Aragon 2016). We are inspired by these recent developments in understanding data assemblages (Tanweer, Fiore-Gartland, and Aragon 2016) and choose to further investigate the longitudinal aspects of data and its users through the concept of mutability. We focus on Recommender Systems as the algorithmic actor in our analysis and also show how a similar approach could be applied in other AI-enabled systems. Recommender System algorithms are becoming ever more deeply embedded in the life of people - choosing what to experiences (movies, music, products to buy, etc), having access to employment opportunities, selecting a doctor or a hospital, choosing a drug or a treatment, or whether to participate in a medical trial, and many others. A substantial body of research has been developed in the related field of bandit problems where practitioners study sequential decision making with limited information and address the trade-off between exploration and exploitation. Some of the early work in that field by Thompson, has been motivated by clinical trials - being able to decide which treatment to use for a certain disease (Thompson 1933).

Nguyen et al. have studied the effect of RS on Content Diversity, and demonstrated that recommendation-following users on the MovieLens platform (Harper and Konstan 2015) were exposed to slightly more diverse content than non-recommendation-following users, therefore "taking recommendations lessened the risk of a filter bubble" (Nguyen et al. 2014). However the comparative analysis in their experiment excludes users who were in the middle group of sometimes following and sometimes not following recommendations. Learning from the body of work on user preferences and user behavior, we believe its critically important to include that group in the analysis.

Jiang et al. have introduced an interaction model between users and RSs to study the formation of echo chambers and filter bubbles. They develop a metric to measure the speed of degeneracy of feedback loops and study how does the system design influence it. We build on that work, by applying the interaction model they proposed in the context of the MovieLens dataset. We leverage the field of Supervisory Control to link that interaction model to the concept of mutability of user preferences. Human preferences and identity are interdependent concepts. We see user revealed preferences in the form of different kinds of user-feedback to be an imperfect proxy to a user’s actual preference as well as their identity. We leverage prior work studying the ethics and consequences of online identity enforcement for users with multifaceted, changing, or non-normative identities (Haimson and Hoffmann 2016; Haimson et al. 2016).

Herlocker et al. have developed a taxonomy of RSs evaluation metrics, including measuring regret, serendipity, novelty, the Magic Barrier and others (Herlocker et al. 2004). We build on that work and demonstrate the need for a barrier-to-exit evaluation metric. Building on the work of Mitchell et al. on developing a framework for transparent model reporting, we identify (1) the need for more granular evaluation metrics for the interaction between a RS and a dynamic user identity, as well as (2) organizational changes in the RSs system design.

### Mutability

The concept of the mutability and immutability of data variables has had a wide-spread impact in the development of Computer Programming Languages. One of the foundational design paradigms in Computer Science is that of Object-Oriented Programming, originally introduced by Alan Kay in the early 70s. In object-oriented programming, an immutable object (unchangeable object) is an object whose state cannot be modified after it is created. This is in contrast to a mutable object (changeable object), which can be modified after it is created. Mutability helps Computer Scientists specify and regulate how data variables (objects) change thought the interactions between different function calls. It is one of the foundational concepts in Computer Science and object-oriented programming and without its understanding we wouldn’t be able to have the AI systems of today.

From a Social Science perspective, mutability is closely connected to our ability to change, our dynamic and multifaceted human preferences, as well as multiplicity of identities. We leverage the framework of thinking of the data measurements being made in the context of Machine Learning systems as sampling from distributions which approximate unobservable mutable and immutable statistical variables. The concept of mutability is closely related to the concept of identity transitions - our ability to adapt to different life situations, such as gender transitions, divorce, career change. Identities are dynamic and mutable (Crown 1989; Ashforth 2000; Pratt, Rockmann, and Kaufmann 2006; Reay et al. 2017) - they change and evolve over time and that allows us to develop a more coherent sense of self (Watson 2008). We argue that the AI Systems we interact with should inform but not interfere with our personal sensemaking process. If they ignore the importance of mutability of data variables, RSs creators and designers, might unintentionally create systems that employ a form of algorithmic determinism which precludes our need for experimentation.
Algorithmic Determinism is the idea that probabilistic machine learning systems can create immutable classifications of individuals, reinforcing these classifications through feedback loops, resulting in the formation of filter bubbles and so-called self-fulfilling prophecies. We argue for the need for RSs design to allow for identity transitions. Haimson et al. who analyzed open-ended survey responses from 283 participants, transgender people who transitioned while active on Facebook, highlight the types of data considered problematic when separating oneself from a past identity (Haimson et al. 2016). We look into that study as quantitative and qualitative evidence to support the case that mutability should be taken into account when designing RSs.

In what follows, we assume that:

• User’s preferences are mutable (not constant).
• User’s implicit and explicit feedback (in terms of the log of user actions such as clicks, ratings, etc.) are an imperfect measure of the user’s actual preferences.
• Accumulated selection, measurement and other kinds of bias will inevitably impact the way users interact with RSs.

**Critical considerations from a human-in-the-loop system design perspective**

In a human-in-the-loop system, a human operator is a crucial part of an automated control process, handling the tasks of supervision, exception control, optimization and maintenance. It has been studied in the theory of Supervisory Control within the field of Human Factors and Ergonomics (Sheridan 1992; 2012). Relevant to our discussion here is specifically the concept of human supervisory control (see Figure 1a), which is a process by which “one or more human operators are intermittently programming and continually receiving information from a computer that itself closes an autonomous control loop through artificial effectors to the controlled process or task environment” (Sheridan 1992). In order to understand if and how this field has underlined the kinds of AI systems we have today, it is important to understand the context out of which it emerged: “the term supervisory control is derived from the close analogy between the characteristics of a supervisor’s interaction with subordinate human staff members and a person’s interaction with “intelligent” automated subsystems” (Sheridan 2012). In this section we first introduce some notation in order to model the interactions between a user and a RSs. We then reformulate that model in time and compare it to the human supervisory control model in order to reveal some key challenges in the design of RSs.

We start by building on the interaction model introduced by Jiang et al. in their analysis of degenerate feedback loops in RSs (Figure 1b). We focus on the case of a single user interacting with a RS model and leave the case of multi-user interactions for future work. At every time step $t$, the model serves $t$ items to a user from a finite or countably infinite list of items $M$. Given the recommended items at time step $t$ as $\alpha_t=(\alpha^1_t, ..., \alpha^l_t) \in M^l$, the user provides feedback (in terms of clicks) $c_t$ based on their current user preferences $\mu_t=(\mu_t(\alpha^1_t), ..., \mu_t(\alpha^l_t))$. The objective of the RS model $\Theta_t$ at time step $t$ is to provide items which the user is ultimately interested in. At the next time step, $t + 1$, the model $\Theta_{t+1}$ will be updated accordingly, to take into account $\alpha_t$ as well as $c_t$ (see Figure 1b). In their work, Jiang et al. have shown that a feedback loop exists and the user’s interaction with the RS may change their interest in different items for the next interaction. The user interest $\mu_{t+1}$ may be influenced by $\mu_t$ as well as the previously recommended items $\alpha_2$ and the previous user feedback $c_t$. They measure change in user’s interest by quantifying the speed of degeneration of that feedback loop and explore degeneration at the cost of (1) compromising the model accuracy, (2) increasing the amount of exploration through randomness, as well as (3) a growing candidate pool of items recommended to the user. By monitoring of implicit and explicit user preferences through user’s interactions with the RS, system designers could track the degeneracy of feedback loops and ”slow them down” (remedy and mitigate the formation of filter bubbles and echo chambers) through different strategies such as those explored by Jiang et al.

We now leverage the field of Supervisory Control and human-in-the-loop systems in order to demonstrate that it is beneficial for AI system designers to create interaction interfaces which allow for mutability. Figure 1a represents a supervisory control diagram as defined in the field of Human Factors and Ergonomics (Sheridan 2012). It has been studied and applied broadly to vehicle control (aircraft and spacecraft, ships, and undersea vehicles), continuous process control (oil, chemicals, power generation), and robots and discrete tasks (Sheridan 2012).

The human supervisor’s roles are ”(1) planning offline what task to do and how to do it; (2) teaching (or program-
AI Model Supervisor preferences. The user acts on making a choice following or not following the recommendation - represented by the edge \((\alpha_{t-1}, c_t)\). All other edges in the user supervisor model follow from the interaction model in Figure 1b. The model \(\Theta_{t-1}\) influences the set of items that are shown to the user \(\alpha_{t-1}\). The user’s actions, the previous version of the model, as well as the previously recommended items will influence \(\Theta_{t+1}\). The \(\Theta_t, \Theta_{t+1}\) layer represents the "Computer" as introduced in the human supervisory control model (Figure 1a), and that layer is connected to the user through the "Display" and "Controller" nodes - the list of recommendations and user’s feedback respectively.

Figure 2b shows another reformulation of the same interaction model, however the model is seen as the supervisor. At time step \(t\), the user has interest \(\mu_t\) which is inevitably influenced by the recommended list of items at the previous time step \(\alpha_{t-1}\). This follows from the edge \((\alpha_{t-1}, \mu_t)\) in Figure 1b. The user acts on making a choice following or not following the recommendation - represented by the edge \((\mu_t, c_t)\). All other edges in the user supervisor model follow from the interaction model in Figure 1b. The model \(\Theta_{t-1}\) influences the set of items that are shown to the user \(\alpha_{t-1}\). The user’s actions, the previous version of the model, as well as the previously recommended items will influence \(\Theta_{t+1}\). The \(\Theta_t, \Theta_{t+1}\) layer represents the "Computer" as denoted the human supervisory control model (Figure 1a), and that layer is connected to the AI model through the "Display" and "Controller" nodes - the user’s feedback and the list of recommendations respectively.

Based on this analysis we see that both of these scenarios are an adequate representation of the original interaction model introduced by Jiang et al.. Both the user, as well as the AI model, could take the role of the supervisor in the sense introduced by the worldview of human-in-the-loop and Supervisory Control system design.

**Evolving Evaluation Metrics**

In this section we briefly introduce RSs performance evaluation metrics in order to identify a gap which we think is important to address. We follow by developing a metric we call a barrier-to-exit and demonstrate how it could be applied practically. Our goal is to describe the need for it conceptually and invite researchers and practitioners to help us address that need.

Broadly speaking there are two main types of evaluation metrics - metrics that evaluate algorithmic outputs and those related to quantifying human behavior (for example using click rate as a proxy for user preference). We elaborate the need for evaluation metrics that analyze the interactions between people and algorithmic systems. Herlocker et al. have developed a taxonomy of Collaborative Filtering RS evaluation metrics collapsed into three equivalence classes - predictive accuracy metrics, classification accuracy metrics, and rank accuracy metrics. To the best of our knowledge, those metrics fail to consider mutability and the dynamics of changing user preference. According to multiple studies (Amatriain, Pujol, and Oliver 2009; Amatriain et al. 2009; Hill et al. 1995), user feedback and preferences are inconsistent - users may rate the same item differently at different points in time. Less well-studied are the reasons for these inconsistencies and behavioral aspects of using RSs, including anchoring effects (Zhang 2011), the implications of bias (Tsinzou, Pitoura, and Tsaparas 2018) which may lead to contamination of the inputs of the RSs, artificially improving accuracy scores, and providing ways for the model to manipulate the system in order to optimize certain quantities. Said et al. have derived a metric they call a magic barrier - the lower bound on the root-mean-square error that can be attained by an optimal RS (Said et al. 2012; Krishnan et al. 2014). The magic barrier marks the point at which user accuracy cannot be enhanced due to the noise and inconsistencies in the data, any further enhancement will lead to overfitting.

Schmit and Riquelme propose to measure RS performance by adapting the notion of regret from the multi-armed bandit literature. In the traditional contextual bandit literature, in order to analyze the behavior of a user (referred to as an agent or a forecaster), we compare its performance with that of an optimal strategy, that consistently plays the arm that results in the most reward. Then the notion of regret roughly refers to the difference between the optimal strategy and the agent’s strategy in terms of reward. The formalization of this concepts allows us to distinguish between two notions of averaged regret - expected regret and pseudo-regret, and bound the pseudo-regret within a logarithmic function of the time horizon (number of time steps we’re interested in) (Bubeck and Cesa-Bianchi 2012).
Schmit and Riquelme have done extensive simulations to study how to incentivize exploration from the perspective of the algorithm, referred to as a social planner who is interacting with self-interested decision-makers. In our research and work we argue that this view is helpful but very difficult to apply in practical settings due to our inability to create reward functions which are capable to approximate users’ real-world preference. We therefore see a need for the development of RSs evaluation metrics which take a human-centered point of view vs algorithm-centric-point of view.

RSs researchers and developers have worked on incorporating the notions of diversity, popularity and serendipity in the evaluation of RS models (Nguyen et al. 2018). Nguyen et al. have done that through qualitative studies where users were asked to measure on a 5-point scale:

- (Diversity) How dissimilar are the movies in the list from each other?
- (Popularity) How popular are the movies in the list?
- How surprised are you to see these movies being recommended to you?

We build on that work and perform multiple experiments that aim to help RSs researchers and developers frame the notion of mutability and human self-determination in the way users interact with a RS model.

We argue that the AI System evaluation metrics should not treat data as static artifacts, instead, as in the case of identity transitions, data should be seen as a part of a dynamic and multifaceted process. For example, in gender transitions, “there’s rarely a linear path from one gender to another - it instead may include pauses, regression and tangents - and identity continuous to adjust post-transition” (Haimson et al. 2016). Moreover, we need hybrid evaluation metrics that operate on the level of human-algorithmic interaction. The quality and availability of that data will inevitably depend on the design of the AI system. As explored by Schnabel, Bennett, and Joachims, “changes in the user interface can impact the quality and quantity of user feedback - and therefore the learning accuracy” (Schnabel, Bennett, and Joachims 2018).

We argue that implicit and explicit feedback data, which is part of what we call human-algorithmic interaction data, need to be carefully considered as it cannot be separated from the design choices which were employed in the development of the systems that produced them. Furthermore, rather than focusing only on output oriented metrics such as accuracy, we need to develop metrics which understand what is the user’s true preference as a function of the human-algorithmic system.

**Barrier to Exit**

We start by recognizing that a user’s identity, self identification, and their preferences are ultimately impossible to quantify. As studied by Haimson et al., identities are socially constructed (Berger and Luckmann 1991; Mayer-Schonberger 2009) and identity transitions are social (Haimson et al. 2015a; 2015b; Haimson and Hoffmann 2016). The field of Social Constructionism within Critical Sociology provides us with important perspectives on mutability. If we show that a certain phenomenon that we are trying to measure (directly or through proxies) is socially constructed than it follows that it could be constructed differently, which shows that it is mutable. In its most extreme form, everything becomes a social construct, and there is nothing else we can know of the world. However, such a view undermines the reliability of all knowledge claims and all ethical claims itself and therefore it also undermines its own knowledge claims and ethical claims. Therefore not all concepts are subject to Social Constructionism (Elder-Vass 2012).

In what follows we aim to analyze identity transitions on a more granular level - What is the effort that a user needs to expend in order for the system to recognize their change in preference? We set out to create a conceptual model where we are able to quantify that effort for specific categories and call it a *barrier-to-exit* (BtE) from each respective category of items. The *barrier-to-exit* for a RS as a whole we define as the average of the BtEs for all represented categories. We acknowledge the complexity of measuring this concept as, if we are to fully analyze it, we’d need to have the possibility to play out scenarios in counterfactual worlds. To develop one possible proxy to the BtE, we develop a metric that incorporates the change in user’s revealed preferences over time.

We carry out our research experiments on MovieLens’s 1M dataset (GroupLens 2003). MovieLens is a well-known movie RS that has been in continuous use since 1997 with more than 200,000 users providing more than 20 million ratings. Since 2003, it uses a well-known and widely used recommendation algorithm based on item-item collaborative filtering. The platform provides a “Top Picks for You” feature which shows users recommended movies they have not seen ordered accordingly to their prediction ratings. The recommendation lists data is not publicly available and therefore we were not able to incorporate it into our experiments. The publicly available data consists of metadata about the list of movies users have rated - timestamp, headline, and rating (on a scale from 0.5 to 5), as well as a user-generated dataset called tag-cloud which gives us a list of tags (short phrases) associated with specific movies. We use the tag-cloud data to extract a set of finite or countably infinite possible categories $\kappa_1, \ldots, \kappa_l \in K$, where $l$ is the number of categories. At every time step $t$ the RS serves the user the Top Picks for You set of recommended items. We denote $c_i$ to be the user feedback in the form of the set of movie ratings the user has given at that time step: $c_t = \{c_{i1}, \ldots, c_{il}\} \in \mathbb{R}^l$, where $c_{ij}$ represents the user’s revealed preference in category $i$ at time step $t$. If $n$ is the number of movies the user has rated at time step $t$, we denote the rating received for those movies as $(r_{i1}, \ldots, r_{in})$, and the tag-relevance score between each of the movies and the tag(category) $\kappa_i$, as $(m_{i1}, \ldots, m_{in})$. We calculate the notion of user feedback or revealed preferences in the following way:

$$c_{ij} = \sum_{j=1}^{n} m_{ij} \cdot r_{ij} \tag{1}$$

We extract an upper($X$) and lower($Y$) interaction thresholds.
per category at each time step, considering a past time horizon of length $\nu$:

$$X_i^t = \text{mean}(c_{i-\nu}^t, ..., c_i^t) + 2 \times \text{std}(c_{i-\nu}^t, ..., c_i^t)$$  \hspace{1cm} (2)

$$Y_i^t = \text{mean}(c_{i-\nu}^t, ..., c_i^t) - 2 \times \text{std}(c_{i-\nu}^t, ..., c_i^t)$$  \hspace{1cm} (3)

Let $X_i$ and $Y_i$ be the averaged values of the thresholds across all categories $i \in K$. We are interested in the time steps where the user feedback is above the upper threshold $X_i$ and those where it is below the lower threshold $Y_i$, for $t=1,...$. We denote a time step where these cases have occurred as $t_x$ and $t_y$ respectively. This would mean that:

$$Y_t < c_t^i < X_\tau, \text{ for } \tau \in (t_x, t_y)$$  \hspace{1cm} (4)

For the time period $(t_x, t_y)$ we denote the barrier-to-exit $BtE(t_x, t_y, i)$ to be the area under the curve defined by $(c_{t-x}^i, ..., c_y^i)$ which in the discrete case is the sum $\sum_{\tau=t_x}^{t_y} c_{\tau}^i$. The mean of all available $BtE(t_x, t_y, i)$ within a certain time frame we define as the overall barrier-to-exit $BtE^i$ for category $i$. Figure 3a plots the barrier-to-exit derived through this methodology for the categorical tags: cult, film, satire, dark comedy, based on a book, dystopia, quirky, violence, horror, time travel, drugs, black comedy, animation, disturbing, space, post-apocalyptic, and adventure, for an individual user with user id = 3841, belonging to the MovieLens’s 1M dataset (GroupLens 2003). Figure 3b shows the interaction thresholds $X$ and $Y$, as well as the raw movie ratings the user has given for movies labeled with tags violence and animation.

![Figure 3a: Per category BtE scores](image)

![Figure 3b: Raw movie ratings data for specific categories](image)

Figure 3: The barrier-to-exit from specific categories of movies - considering the user’s ratings of specific movies within a category, weighted by the movies’ relevance score to that category.

We have no way to know the user’s true preference, but only have access to longitudinal data of movie ratings. Still, we propose that a RS which has a lower overall $BtE$ score would more readily allow for the user to change their preference at their own will. Moreover a human-centered RS design could continuously monitor the per user per category $BtE$ scores and provide the user additional explanatory information when certain thresholds are reached. Leveraging the body of work in Explainability and Interpretability of AI Systems, the barrier-to-exit metric could be used as a way for the users themselves to monitor the behavior of the AI System (and not the other way around). The RS could allow for the user to monitor and adjust the interaction thresholds according to their true preference. By incorporating these design recommendations, the RS creators could engineer negative feedback loops that provide the needed checks and balances and signal the user when those thresholds have been reached.

**Discussion and Future Work**

When interacting with technology, we cannot change or reverse the digital artifacts that we leave - we cannot unclick a link or unwatch a movie. For individual users, the digital artifacts link the past and the present in ways that may be problematic when we want to actively separate ourselves from our past. As explored by Haimson et al., system design which supports the separation between users’ past and present identities, through a form of "intentional forgetting" (Haimson et al. 2016), could allow for mutability and benefit those who have decided to make identity transitions. We go on to propose that the barrier-to-exit metric described here could give users more visibility and control over the impact that an AI System has on their true user preferences.

As shown by Milano, Taddeo, and Floridi, we need an overarching framework to help us "reconstruct the whole debate, understand its main issues, and hence offer a starting point for better ways of designing RS and regulating their use” (Milano, Taddeo, and Floridi 2019). A collaborative and multi-stakeholder approach could allow us to distribute agency across multiple human and non-human actors (Bruni and Teli 2007). In the case of RSs, this would include the people creating and publishing the content being recommended, the people who are users of the platform, the people who are part of dynamic and likely ongoing data annotation process, the developers and maintainers of the RS itself, the RSs model, the people and organizations who are consuming the digital traces produced by the users of the system for other purposes, and others.

Going beyond RSs, our research could meaningfully contribute to the field of investigating the implications and trustworthiness of data and AI models. An evolution of the barrier-to-exit concept and metric may give us an axis on which to compare and study the interactions between pre-existing social categories, in that sense it aims to be intersectional. As Hoffmann points out intersectionality (Carastathis 2016; Mitchell, Potash, and Barocas 2018) “is concerned with both the production and hierarchical ordering of identity categories” (Hoffmann 2019) such as race, gender, and many others. Looking at the interactions between pre-existing categories gives us new insights about data and
We propose a new metric (barrier-to-exit) valuation metrics which operate on human-algorithmic interaction within Human Factors and Ergonomics, and Science and prior work by Jiang et al. and the fields of Supervisory Control between a single user and a RS model in time, building on a longitudinal approach to research. In this work, we provide a theoretical analysis of the human-algorithmic interaction between a single user and a RS model in time, building on prior work by Jiang et al. and the fields of Supervisory Control within Human Factors and Ergonomics, and Science and Technology Studies. We show that there’s a need for evaluation metrics which operate on human-algorithmic interaction data and consider mutability and identity transitions. We propose a new metric (barrier-to-exit) and demonstrate how it can be used in the context of the MovieLens Recommender System. Going beyond movie recommendations, we identify key areas where improvements in the design of RSs could allow for their users to more readily change and have agency over their true user preference. Our work has two main limitations. First, the barrier-to-exit metric proposed here cannot be easily generalized across multiple users but instead is meant to be used on the level of an individual user. At the same time, it is a metric that measures the ability of a RS model to allow for mutability in user preference and therefore it is meant to bring visibility and inform multiple stakeholders including the AI System designers. Second, the list of social categories that is used when deriving the metric is not fixed but will differ in different cases. Future work needs to further our understanding of the interaction between social categories.

**Conclusion**

Defining the concepts of human self-determination, mutability, and identity, in the language of AI Systems is challenging. It requires us to take an interdisciplinary and longitudinal approach to research. In this work, we provide a theoretical analysis of the human-algorithmic interaction between a single user and a RS model in time, building on prior work by Jiang et al. and the fields of Supervisory Control within Human Factors and Ergonomics, and Science and Technology Studies. We show that there’s a need for evaluation metrics which operate on human-algorithmic interaction data and consider mutability and identity transitions. We propose a new metric (barrier-to-exit) and demonstrate how it can be used in the context of the MovieLens Recommender System. Going beyond movie recommendations, we identify key areas where improvements in the design of RSs could allow for their users to more readily change and have agency over their true user preference. Our work has two main limitations. First, the barrier-to-exit metric proposed here cannot be easily generalized across multiple users but instead is meant to be used on the level of an individual user. At the same time, it is a metric that measures the ability of
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