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We carry out extended symmetry analysis of the (1+2)-dimensional Boiti–Leon–Pempinelli system, which corrects, enhances and generalizes many results existing in the literature. The point-symmetry pseudogroup of this system is computed using an original megaideal-based version of the algebraic method. A number of meticulously selected differential constraints allow us to construct families of exact solutions of this system, which are significantly larger than all known ones. After classifying one- and two-dimensional subalgebras of the entire (infinite-dimensional) maximal Lie invariance algebra of this system, we study only its essential Lie reductions, which give solutions beyond the above solution families. Among reductions of the Boiti–Leon–Pempinelli system using differential constraints or Lie symmetries, we identify a number of famous partial and ordinary differential equations. We also show how all the constructed solution families can significantly be extended by Laplace and Darboux transformations.

1 Introduction

Inspired by the inverse scattering method applied in [27] for determining integrability of the Korteweg–de Vries equation, the theory of integrable systems was rapidly developed. It turned out that the cubic Schrödinger equation, the sine-Gordon equation, the Dym equation, the Camassa–Holm equation, the hierarchies related to these equations, and many other (1+1)-dimensional models are integrable. At the same time, even the question whether there exist integrable systems of partial differential equations with more than two independent variables was open. This is why finding new integrable systems at least in dimension 1+2, studying them within the framework of integrability theory and integrating them by various methods specific for this theory, like the inverse scattering transform, became urgent. In a few years, the integrability of several existing multidimensional systems was revealed and a number of new integrable multidimensional systems were constructed, which includes the Kadomtsev–Petviashvili equation, the Davey–Stewartson equation and the Nizhnik equation.

One of the first (1+2)-dimensional integrable systems, now commonly known as the Boiti–Leon–Pempinelli system,

\[
\begin{align*}
  u_{ty} &= (u^2 - u_x)_{xy} + 2v_{xxx}, \\
  v_t &= v_{xx} + 2uv_x,
\end{align*}
\]

was suggested in [11, Eq. (2.16)] as a generalization of the sinh-Gordon equation to the case of more dimensions, see also [26, Eq. (2.3)]. In fact, an equivalent system was originally presented in [11],

\[
\begin{align*}
  u_{ty} &= (u^2 - u_x)_{xy} + 2w_{xx}, \\
  w_t &= w_{xx} + 2(uw)_x,
\end{align*}
\]

was suggested in [11, Eq. (2.16)] as a generalization of the sinh-Gordon equation to the case of more dimensions, see also [26, Eq. (2.3)]. In fact, an equivalent system was originally presented in [11],
where \( w = v_x \), although now the system (1) is more widespread in the literature as a form of the Boiti–Leon–Pempinelli system.\(^1\) Another form of this system,

\[
\begin{align*}
\ddot{u} - \dot{w} &= -\frac{1}{2}(\dddot{u}^2)_{xy}, \\
\ddot{w} &= -(\dddot{u} \dot{w} + \ddot{u} + \dddot{u} \dot{w} x),
\end{align*}
\]

was studied in [45] and called the “integrable dispersive long-wave equations in two space dimensions” therein. It is obviously reduced to the system (2) by the invertible differential substitution \( \ddot{u} = -2u, \ddot{w} = 4w - 1 - 2uy \). As a regular integrable system, the system (1) possesses the Lax pair \( L = \partial_x \partial_y + u \partial_y + v_x \) and \( P = -\partial_x^2 + p \), where \( p_y = -2v_{xx} \) [11]. In other words, this system is the compatibility condition for the linear system of partial differential equations

\[
\psi_{xy} + u\psi_y + v_x \psi = 0, \quad \psi_t + \psi_{xx} - p\psi = 0
\]

with respect to the auxiliary unknown function \( \psi = \psi(t, x, y) \). The system (1) admits a Hamiltonian structure, and the Painlevé test is fulfilled for it [26], see also Remark 10. The initial-value problem for the system (1) was studied in [55] using the inverse scattering transform. Two Darboux transformations and two Laplace transformations for an equivalent form of (1) as well as the iterated versions of these transformations were constructed in [65] (see Section 8) but, unfortunately, they are not of common usage.

First exact solutions of (1) were constructed in the original paper [11] after deriving a Bäcklund transformation for (1). Lie reductions of the form (3) of the Boiti–Leon–Pempinelli system were carried out in [45]. Some exact solutions were also found in [26, 65]. Over the past decade, dozens of papers exclusively devoted to finding exact solutions of (1) using various methods have been published but vast majority of the constructed solutions are trivial or even incorrect, and their construction implicitly involved two obvious reductions of (1) to the Burgers’ equation or simple Lie reductions, see also the discussion in [33]. In particular, a partial classification of Lie reductions of the system (1) was attempted in [66]. More specifically, a seven-dimensional subalgebra \( \mathfrak{c} \) of the (infinite-dimensional) maximal Lie invariance algebra \( \mathfrak{g} \) of (1) was merely used for a partial Lie-reduction procedure. Nevertheless, even the first step of this procedure, which is the classification of one- and two-dimensional subalgebras of \( \mathfrak{c} \), was carried out incorrectly. Moreover, all the correct exact solutions presented therein satisfy the differential constraint \( u_y = v_x \), which reduces (1) to the Burgers equation.

In the present paper, we carry out the enhanced and extended symmetry analysis of the Boiti–Leon–Pempinelli system (1). This includes the computation of the point-symmetry pseudogroup \( G \) of this system, the construction of whole families of its exact solutions satisfying simple non-Lie differential constraints, the exhaustive classification of Lie reductions of the system (1) in the optimal way, the complete study of Lie reductions of this system to ordinary differential equations and the generation of wide families of its exact solutions using Darboux and Laplace transformations.

More specifically, the megaideal-based\(^2\) version [7, 9, 22] of the algebraic method [29, 30] is applied in Section 2 for finding the pseudogroup \( G \). This version is convenient in view of the fact that the maximal Lie invariance algebra \( \mathfrak{g} \) of the system (1) is infinite-dimensional. We additionally modify this version of the algebraic method via pushing forward a proper finite-dimensional subalgebra of \( \mathfrak{g} \) instead of the entire algebra \( \mathfrak{g} \). We also analyze the properties of the action of the pseudogroup \( G \) on the algebra \( \mathfrak{g} \) that underlie the proposed modification.

In Section 3, we construct optimal lists of one- and two-dimensional subalgebras of the algebra \( \mathfrak{g} \). There are exactly eight \( G \)-inequivalent one-dimensional subalgebras of \( \mathfrak{g} \). (Note that

\(^1\)A modification of (2) by means of alternating the sign of \( t \) is often, but unjustifiably, called the (2+1)-dimensional Broer–Kaup–Kupershmidt system/equation(s).

\(^2\)A **megaideal** \( \mathfrak{m} \) [7, 51] (or a **fully characteristic ideal** [28, Exercise 14.1.1]) of a Lie algebra \( \mathfrak{g} \) is a linear subspace of \( \mathfrak{g} \) such that \( \mathfrak{Tm} \subseteq \mathfrak{m} \) for any transformation \( \mathfrak{T} \) from the automorphism group \( \text{Aut}(\mathfrak{g}) \) of \( \mathfrak{g} \). Each megaideal of \( \mathfrak{g} \) is a characteristic ideal and thus an ideal of \( \mathfrak{g} \).
the “optimal” list of one-dimensional subalgebras of a seven-dimensional subalgebra of \( \mathfrak{g} \) that was given in [66] consists of 29 elements each of which ranges between one and four subalgebras.) The list of \( G \)-inequivalent two-dimensional subalgebras of \( \mathfrak{g} \) include eighteen families of subalgebras, among which there are eight families of non-Abelian algebras and ten families of Abelian algebras. Most of these families are singletons or parameterized by discrete parameters and thus include only a few subalgebras; five families are parameterized by arbitrary smooth unary functions. The presented lists of subalgebras is additionally refined for convenience in carrying out Lie reductions of the system (1). Since the algebra \( \mathfrak{g} \) is infinite-dimensional, we use an alternative method for finding the adjoint action of the pseudogroup \( G \) on the algebra \( \mathfrak{g} \) via pushing forward the vector fields from \( \mathfrak{g} \) by elements of \( G \). This also allows us to take into account discrete point symmetries of the system (1) from the very beginning when classifying \( G \)-inequivalent subalgebras of \( \mathfrak{g} \). The computations are simplified by the fact that the algebra \( \mathfrak{g} \) can be represented as a direct sum of two ideals.

Before proceeding with Lie reductions of the system (1), in Section 4 we apply the method of differential constraints to this system, selecting various simple differential constraints. Most of them are \( G \)-invariant, which allows us to simplify the computations and the form of the constructed solutions and to avoid analyzing a large number of special cases that arise when deriving solutions. Each of the constraints \( u_x = 0 \) and \( u_y = v_x \) leads to reducing the system (1) to a family of inhomogeneous Burgers equations, which is linearized by the Hopf–Cole transformation to a family of heat equations with potentials, and the independent variable \( y \) plays the role of an implicit parameter. This family contains a family of Bernoulli equations, which are easily integrable. Note that the selection of \( G \)-invariant differential constraints leading to nontrivial solutions of (1) is by no means a simple problem. For instance, we show that the constraint \( u_x u_y = u_x u_y \) does not result in new solutions of (1) in comparison with the above simpler constraints. We also consider the non-\( G \)-invariant constraint \( v = u \). Among solutions of the corresponding overdetermined system, there is a new solution family of the system (1), which is parameterized by an arbitrary smooth function of the variable \( y \).

In Section 5, we carry out the Lie reductions of the system (1) with respect to the seven appropriate \( G \)-inequivalent one-dimensional subalgebras listed in Section 3. Only the first four reductions may lead to solutions of (1) that do not belong to solution families constructed in Section 4. The most interesting is the Lie reduction of (1) to the corresponding stationary system, which possesses wide families of explicit solutions expressed in terms of the general solutions of the Liouville, sinh-Gordon and cosh-Gordon equations. Another reduced system is equivalent to the dispersive long-wave equations, which are further reduced to the Burgers equation using a simple differential constraint. To look for hidden symmetries of the system (1), we compute the normalizers of the considered one-dimensional subalgebras and the maximal \( G \) invariance algebras of the corresponding reduced systems. The system (1) admits a great number of hidden symmetries associated with Lie reductions of codimension one but these symmetries are not useful since they are Lie symmetries of trivially integrable reduced systems.

Although the complete list of \( G \)-inequivalent two-dimensional subalgebras of the algebra \( \mathfrak{g} \) that is presented in Section 3 is large, in fact it suffices to carry out Lie reductions only with respect to five families from the list, the non-Abelian subalgebras \( s_{2.1}, s_{2.2}, s_{2.3}, s_{2.4} \) and the Abelian subalgebras \( s_{3.1} \), which is done in Section 6. The families \( \{s_{2.1}\} \) and \( \{s_{2.4}\} \) are singletons, whereas each of the families \( \{s_{2.2}\}, \{s_{2.3}\} \) and \( \{s_{2.9}\} \) is parameterized by the single parameter.
\( \delta \in \{0, 1\} \). The other listed subalgebras either do not satisfy the rank condition [12] and are thus not appropriate for Lie reductions at all or the corresponding Lie reductions of the system (1) can be represented as two-step reductions, where the first steps are trivial codimension-one Lie reductions discussed in Section 5. The reduced system obtained with the subalgebra \( \mathfrak{s}_{2,3}^9 \) is inconsistent if \( \delta = 1 \) and, if \( \delta = 0 \), gives a trivial solution of (1) satisfying the differential constraint \( \nu_x = 0 \). For each of the reduced systems constructed with the subalgebras \( \mathfrak{s}_{9,1}, \mathfrak{s}_{9,2}, \mathfrak{s}_{1,4}^1 \) and \( \mathfrak{s}_{2,9}^1 \), we find three independent first integrals, thus lowering its order by three, and derive a single second-order ordinary differential equation for \( \varphi \) and an expression for \( \psi \) as a differential function of \( \varphi \), which both are parameterized by integration constants. Here \( \varphi \) and \( \psi \) are the chosen invariant dependent variable that are associated with \( u \) and \( v \), respectively. Modulo the \( G \)-equivalence, some integration constants are not significant and can be set to be equal values. For the subalgebra \( \mathfrak{s}_{2,1} \) (resp. \( \mathfrak{s}_{2,2}^9 \)) and for each value of the tuple of integration constants, the above equation for \( \varphi \) is reduced by a differential substitution to a fifth (resp. third) Painlevé equation, whereas in the case of the subalgebra \( \mathfrak{s}_{2,4}^1 \) (resp. \( \mathfrak{s}_{2,9}^3 \)) it is similar with respect to a simple point transformation to a fourth (resp. second) Painlevé equation. An exception is a singular solution subset of the reduced system corresponding to the subalgebras \( \mathfrak{s}_{9,1}^9 \), where the unknown function \( \varphi \) is expressed in terms of either Weierstrass elliptic functions or, in degenerate cases, elementary functions; the expression for \( \psi \) contains a quadrature and can respectively be represented in terms of Weierstrass elliptic functions and Weierstrass \( \zeta \)-functions or elementary functions. As a result, all the significant inequivalent reduced systems of ordinary differential equations obtained from the system (1) using Lie reductions are exhaustively solved in terms of Painlevé transcendents, Weierstrass \( \varphi \)- and \( \zeta \)-functions and elementary functions.

Symmetry properties of several equivalent forms of the Boiti–Leon–Pempinelli system are discussed in Section 7.

We show in Section 8 that the constructed families of exact solutions of the system (1) can be significantly extended using the aforementioned Laplace and Darboux transformations, which were found in [65].

Section 9 is devoted to the discussions of the results obtained in the paper. In particular, we pose several problems concerning optimization of the algebraic method for computing the complete point-symmetry (pseudo)group of a system of differential equations. We also list all the well-known differential equations that arise as various reductions of the Boiti–Leon–Pempinelli system.

In Section A, we recall how to integrate general autonomous first-order ordinary differential equations of the form (76) and special equations of this form in terms of Weierstrass elliptic functions and elementary functions, respectively.

The reduced conservation-law characteristics up to order four of the system (1) are presented in Section B. In fact, they are exhausted by those up to order one, and each of the corresponding conservation law contains a “short” conserved current.

For readers’ convenience, throughout the paper we marked constructed solutions of the Boiti–Leon–Pempinelli system by bullets.

2 Point-symmetry pseudogroup

The maximal Lie invariance algebra \( \mathfrak{g} \) of the system (1) is infinite-dimensional and is spanned by the vector fields

\[
D(f) = f \partial_t + \frac{1}{2} f_x \partial_x - \left( \frac{1}{2} f_u + \frac{1}{4} f_{tt} x \right) \partial_u, \quad S(\alpha) = \alpha \partial_y - \alpha_y v \partial_v, \\
P(g) = g \partial_x - \frac{1}{2} g_u \partial_u, \quad Z(\beta) = \beta \partial_v,
\]

where \( f = f(t), g = g(t), \alpha = \alpha(y), \beta = \beta(y) \) are arbitrary smooth functions of their arguments,

\[
\mathfrak{g} = \langle D(f), S(\alpha), P(g), Z(\beta) \rangle.
\]
Up to antisymmetry of Lie brackets, the nonzero commutations relations between vector fields spanning \( \mathfrak{g} \) are exhausted by
\[
[D(f^1), D(f^2)] = D(f^1 f^3_t - f^1_t f^2), \quad [S(\alpha^1), S(\alpha^2)] = S(\alpha^1 \alpha^2_y - \alpha^1_2 \alpha^2), \quad [P(g), D(f)] = P(\frac{1}{2} f g_2 - f g_1), \quad [S(\alpha), Z(\beta)] = Z((\alpha \beta)_y).
\]

Hence the algebra \( \mathfrak{g} \) can be represented as the direct sum of its ideals \( t_1 := \langle D(f), P(g) \rangle \) and \( t_2 := \langle S(\alpha), Z(\beta) \rangle \), \( \mathfrak{g} = t_1 \oplus t_2 \). The spans \( t_3 := \langle P(g) \rangle \) and \( t_4 := \langle Z(\beta) \rangle \) are ideals of \( \mathfrak{g} \) as well. The question whether the above ideals are megaideals of \( \mathfrak{g} \) remains open. At the same time, we can prove that the sum \( t_3 \oplus t_4 \) is a megaideal of \( \mathfrak{g} \).

**Lemma 1.** \( R_g = \langle P(g), Z(\beta) \rangle \), where \( R_g \) denotes the radical of \( \mathfrak{g} \).

**Proof.** Let \( s := \langle P(g), Z(\beta) \rangle \). It is obvious from the commutation relations (5) that \( s \) is a solvable (more precisely, Abelian) ideal of \( \mathfrak{g} \). Moreover, \( s \) is the maximal solvable ideal of \( \mathfrak{g} \). Indeed, let \( s_1 \) be an ideal of \( \mathfrak{g} \) properly containing \( s \). This means that there exists a vector field \( Q^1 := D(f^1) + S(\alpha^1) \) in \( s_1 \), where at least one of the parameter functions \( f^1 = f^1(t) \) and \( \alpha^1 = \alpha^1(y) \) does not identically vanish. Suppose that the function \( f^1 \) does not identically vanish. Let \( I \) be an interval contained in the domain of \( f^1 \) such that \( f^1(t) \neq 0 \) for any \( t \in I \). We restrict all the parameter functions of \( t \) in \( \mathfrak{g} \) on the interval \( I \). Since \( s_1 \) is an ideal of \( \mathfrak{g} \), the commutator \( [D(f), Q^1] = D(\tilde{f}) \), where \( \tilde{f} := f f^1_t - f_t f^1 \), belongs to \( s_1 \) for all \( f \in C^\infty(I) \). In view of the existence theorem for first-order linear ordinary differential equations, the function \( \tilde{f} \) runs through \( C^\infty(I) \) if the function \( f \) runs through \( C^\infty(I) \). Therefore, \( s_1 \supset \langle D(f) \rangle \) and thus \( s^{(n)} \supset \langle P(g), D(f) \rangle \neq \langle 0 \rangle \) for all \( n \in \mathbb{N} \), i.e., the ideal \( s_1 \) is not solvable. The proof in the case when the function \( \alpha^1 \) does not identically vanish is similar. Therefore, \( s = R_g \).

**Theorem 2.** The point-symmetry pseudogroup \( G \) of the Boiti–Leon–Pempinelli system (1) consists of the transformations of the form
\[
\begin{align*}
\tilde{t} &= T(t), \quad \tilde{x} = \epsilon T_t^{1/2} x + X^0(t), \quad \tilde{y} = Y(y), \\
\tilde{u} &= \frac{\epsilon T}{T_t} u - \frac{\epsilon T_t}{4T^{3/2}} x - \frac{X^0}{2T_t}, \quad \tilde{v} = \frac{1}{Y_y} u + V^0(y),
\end{align*}
\]

where \( T, X^0, Y \) and \( V^0 \) are arbitrary smooth functions of their arguments with \( T_t > 0 \) and \( Y_y \neq 0 \), and \( \epsilon = \pm 1 \).

**Proof.** Since the maximal Lie invariance algebra \( \mathfrak{g} \) of the system (1) is infinite-dimensional, we compute the pseudogroup \( G \) using the megaideal-based version [7, 9, 22] of the algebraic method [29, 30], additionally modifying it. The application of this method to the system (1) is based on the following fact. Let a point transformation \( \Phi \) in the space with the coordinates \( (t, x, y, u, v) \), \( \Phi : (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{u}, \tilde{v}) = (T, X, Y, U, V) \), where \((T, X, Y, U, V)\) is a tuple of smooth functions of \((t, x, y, u, v)\) with nonvanishing Jacobian, be a point symmetry of the system (1). Then \( \Phi_* \mathfrak{g} \subseteq \mathfrak{g} \) and \( \Phi_* \mathfrak{g} \subseteq \mathfrak{g} \), where \( \Phi_* \) is the pushforward of vector fields by \( \Phi \), and \( R_g \) is the radical of \( \mathfrak{g} \), see Lemma 1. We take five linearly independent vector fields \( Q^1, \ldots, Q^5 \) from \( R_g \) and four linearly independent vector fields \( Q^6, \ldots, Q^9 \) from \( \mathfrak{g} \setminus R_g \),
\[
\begin{align*}
Q^1 &: = Z(1), \quad Q^2 : = Z(y), \quad Q^3 : = P(1), \quad Q^4 : = P(t), \quad Q^5 : = P(t^2), \\
Q^6 &: = S(1), \quad Q^7 : = S(y), \quad Q^8 : = D(1), \quad Q^9 : = D(t),
\end{align*}
\]

and expand the conditions \( \Phi_* Q^i \in \mathfrak{g}, i = 1, \ldots, 5 \), and \( \Phi_* Q^i \notin \mathfrak{g}, i = 6, \ldots, 9 \),
\[
\begin{align*}
\Phi_* Q^i &= \tilde{P}(\tilde{g}^i) + \tilde{Z}(\tilde{\alpha}^i), \quad (\tilde{g}^i, \tilde{\alpha}^i) \neq (0, 0), \quad i = 1, \ldots, 5, \\
\Phi_* Q^i &= \tilde{D}(\tilde{f}^i) + \tilde{S}(\tilde{\alpha}^i) + \tilde{P}(\tilde{g}^i) + \tilde{Z}(\tilde{\alpha}^i), \quad (\tilde{f}^i, \tilde{\alpha}^i) \neq (0, 0), \quad i = 6, \ldots, 9.
\end{align*}
\]

(6)
For each \( i \in \{1, \ldots, 9\} \), we expand the corresponding equation in (6) and split it componentwise. We simplify the obtained constraints, taking into account constraints derived in the same way for preceding values of \( i \) and omitting the constraints satisfied identically in view of other constraints. Thus, for \( i = 1, 2 \), we get

\[
\begin{align*}
T_v &= 0, \quad X_v = \tilde{g}^1(T), \quad Y_v = 0, \quad U_v = -\frac{1}{2}\tilde{g}_1^3(T), \quad V_v = \tilde{\beta}^1(Y), \\
y\tilde{g}^2(T) &= \tilde{g}^2(T), \quad y\tilde{g}_1^4(T) = \tilde{g}_1^2(T), \quad y\tilde{\beta}^1(Y) = \tilde{\beta}^2(Y).
\end{align*}
\]

(7)

Since \( \partial_y(y\tilde{g}^2(T) - \tilde{g}^2(T)) = T_y(y\tilde{g}^1(T) - \tilde{g}^1(T)) = \tilde{g}^1 \), a differential consequence of the above system is \( \tilde{g}^1 = 0 \), and thus \( \tilde{g}^2 = 0 \) as well, i.e., \( X_v = U_v = 0 \). Then \( \tilde{\beta}^1 \neq 0 \) and \( y = \tilde{\beta}^2(Y)/\tilde{\beta}^1(Y) \). The derivative \((\tilde{\beta}^2/\tilde{\beta}^1)\tilde{g}\) does not vanish since \( y \) cannot be a constant. Therefore, the inverse function theorem implies that \( Y = Y(y) \).

The subsystem of equations from (6) with \( i = 3, 4, 5 \) give

\[
\begin{align*}
T_x &= 0, \quad T_u = 0, \quad X_x = \tilde{g}^3(T), \quad X_u = 2t\tilde{g}^3(T) - 2\tilde{g}^4(T), \\
U_x &= -\frac{1}{2}\tilde{g}^1_3(T), \quad U_u = \tilde{g}^1_1(T) - t\tilde{g}^1_3(T), \quad V_x = \tilde{\beta}^3(Y), \quad V_u = 2t\tilde{\beta}^3(Y) - 2\tilde{\beta}^4(Y), \\
t^2\tilde{g}^3(T) - 2t\tilde{g}^4(T) + \tilde{g}^5(T) &= 0, \quad t^2\tilde{g}_1^3(T) - 2t\tilde{g}_1^4(T) + \tilde{g}_1^5(T) = 0, \\
t^2\tilde{\beta}^3(Y) - 2t\tilde{\beta}^4(Y) + \tilde{\beta}^5(Y) &= 0.
\end{align*}
\]

(8a)

Since the \( \tilde{\beta}^3(Y) \) depend at most on \( y \), we can split the equation (8d) with respect to \( t \), obtaining \( \tilde{\beta}^3(Y) = 0 \), i.e., \( X_x = V_x = 0 \) and \( \tilde{g}^3(T) \neq 0 \). A differential consequence of the equations (8c) is \( t\tilde{g}^3(T) - \tilde{g}^4(T) = 0 \), and hence \( X_u = 0 \) in view of the last equation in (8a). The equation \( t = \tilde{g}^4(T)/\tilde{g}^3(T) \) implies that the derivative \((\tilde{g}^4/\tilde{g}^3)\tilde{g}\) does not vanish since otherwise we would have the inconsistent condition that \( t \) is a constant. In view of the inverse function theorem, we derive that \( T = T(t) \).

Considering the equations from (6) with \( i = 6, 7 \) and with \( i = 8, 9 \), we get

\[
\begin{align*}
X_y &= \tilde{g}^6(T), \quad Y_y = \tilde{\alpha}^6(Y), \quad U_y = -\frac{1}{2}\tilde{g}^6_1(T), \\
V_y &= -\tilde{\alpha}^1_6(Y) V + \tilde{\beta}^6(Y), \quad vV_v = (\tilde{\alpha}^6_0(Y) - y\tilde{\alpha}^6_0(Y))V + y\tilde{g}^6(Y) - \tilde{\beta}^7(Y), \\
y\tilde{\alpha}^6(Y) = \tilde{\alpha}^7(Y), \quad f^6(T) = f^7(T) = 0, \quad y\tilde{g}^6(T) = \tilde{g}^7(T), \quad y\tilde{g}_1^6(T) = \tilde{g}_1^7(T), \\
T_t &= \tilde{f}^8(T), \quad X_t = \frac{1}{2}\tilde{f}^8_1(T)X + \tilde{g}^8(T), \\
xX_x &= -(t\tilde{f}^8_1(T) - \tilde{f}^9_1(T))X - 2(t\tilde{g}^8(T) - \tilde{g}^9(T)), \\
U_t &= -\frac{1}{2}\tilde{f}^8_1(T)U - \frac{1}{4}\tilde{f}^{10}_1(T) - \frac{1}{2}\tilde{g}^8_1(T), \\
xU_x - U_u &= (t\tilde{f}^8_1(T) - \tilde{f}^9_1(T))U - \frac{1}{2}(t\tilde{f}^8_1(T) - \tilde{f}^9_1(T))X + t\tilde{g}_1^8(T) - \tilde{g}_1^9(T), \\
V_t &= \tilde{\beta}^8(Y), \quad \tilde{\alpha}^8(Y) = \tilde{\alpha}^9(Y) = 0, \quad t\tilde{f}^8(T) = \tilde{f}^9(T), \quad t\tilde{\beta}^8(Y) = \tilde{\beta}^9(Y).
\end{align*}
\]

(9)

(10)

Splitting the equations \( y\tilde{g}^8(T) = \tilde{g}^7(T) \) and \( t\tilde{\beta}^8(Y) = \tilde{\beta}^9(Y) \) with respect to \( y \) and \( t \), respectively, leads to the equations \( \tilde{g}^8(T) = \tilde{g}^7(T) = 0 \) and \( \tilde{\beta}^8(Y) = \tilde{\beta}^9(Y) = 0 \), i.e., \( X_y = U_y = V_t = 0 \).

Jointly to the conditions \( T = T(t) \) and \( Y = Y(y) \), we collect and then integrate the simplest derived equations for the \((x, u, v)\)-components,

\[
\begin{align*}
X_y &= X_u = X_v = 0, \quad X_x = \tilde{g}^3(T), \\
U_y &= U_v = 0, \quad U_x = -\frac{1}{2}\tilde{g}^3_1(T), \quad U_u = \tilde{g}^4_1 - t\tilde{g}_1^4(T), \\
V_t &= V_x = V_u = 0, \quad V_v = \tilde{\beta}^1(Y).
\end{align*}
\]

(6)
As a result, we obtain the following representation for the components of point symmetry transformations of the system (1):

\[
T = T(t), \quad X = X^1(t)x + X^0(t), \quad Y = Y(y), \\
U = U^2(t)u + U^1(t)x + U^0(t), \quad V = V^1(y)v + V^0(y),
\]

where \(X^0, X^1, U^0, U^1, V^0, V^1\) are smooth functions of their arguments.

Continuing the computation within the framework of the algebraic method, we can derive more constraints on elements of the pseudogroup \(G\). At the same time, as will be discussed in Remark 6 below, this computation is quite cumbersome and, moreover, does not give all the constraints on the transformations constituting the pseudogroup \(G\). Since the form (11) is sufficiently restrictive to simplify the expressions for transformed derivatives, this is an appropriate point to start using the direct method. It is based on the fact that, by the definition of point symmetries, the transformation \(\Phi\) maps the system (1) to the system of the same form in the variables with tildes,

\[
\tilde{u}\tilde{t}\tilde{y} = (\tilde{u}^2 - \tilde{u}\tilde{x})\tilde{y} + 2\tilde{u}\tilde{x}\tilde{z}, \\
\tilde{u}\tilde{t} = \tilde{u}\tilde{x} + 2\tilde{u}\tilde{z},
\]

Therefore, expressing derivatives with tildes in (12) in terms of the original variables in view of the chain rule,

\[
\partial_t = \frac{1}{T_t} \partial_t - \frac{X^1_t x + X^0_t}{X^1 T_t} \partial_x, \quad \partial_x = \frac{1}{X^1_t} \partial_x, \quad \partial_y = \frac{1}{Y_y} \partial_y,
\]

we should obtain a system identically satisfied on the solution set of the system (1). Thus, substituting the expression for the leading derivatives \(u_{ty}\) and \(v_t\) in view of the system (1) into the second equation of (12) results in the identity

\[
V^1 \left( \frac{1}{T_t} (v_{xx} x + 2v_{x}) - \frac{X^1_t x + X^0_t}{X^1 T_t} v_x \right) = \frac{V^1}{(X^1)^2} v_{xx} + 2(U^2 u + U^1 x + U^0) \frac{V^1}{X^1} v_x.
\]

After collecting the coefficients of \(v_{xx}, v_x, x v_x, \) and \(w_x\), we derive

\[
T_t = (X^1)^2, \quad U^0 = -\frac{X^0_t}{2 T_t}, \quad U^1 = -\frac{X^1_t}{2 T_t}, \quad U^2 = \frac{X^1_t}{T_t}.
\]

It is obvious from the first equation that \(T_t > 0\) and \(X^1 = \varepsilon \sqrt{T_t}\), where \(\varepsilon = \pm 1\). In a similar way, the first equation of (12) implies only one more constraint for point symmetry transformations of (1), \(V^1 = 1/Y_y\), obtained by collecting the coefficients of \(v_{xxx}\) in view of (13).

Thus, the transformation \(\Phi\) has the form declared in the statement of the theorem, and any point transformation of this form is a point symmetry transformation of the system (1). \(\Box\)

Each transformation \(\Phi\) from the point-symmetry pseudogroup \(G\) of the system (1) can be represented as a composition

\[
\Phi = S(Y) \circ Z(Y^0) \circ \delta(\varepsilon) \circ D(T) \circ P(\varepsilon T^{-1/2} X^0)
\]

of transformations from (pseudo)subgroups each of which is parameterized by a single functional or discrete parameter,

\[
D(T): \quad \tilde{t} = T, \quad \tilde{x} = T^{1/2} x, \quad \tilde{y} = y, \quad \tilde{u} = T^{-1/2} u - \frac{1}{2} T_{tt} T^{-3/2} x, \quad \tilde{v} = v, \\
S(Y): \quad \tilde{t} = t, \quad \tilde{x} = x, \quad \tilde{y} = Y, \quad \tilde{u} = u, \quad \tilde{v} = Y^{-1} v, \\
P(X^0): \quad \tilde{t} = t, \quad \tilde{x} = x + X^0, \quad \tilde{y} = y, \quad \tilde{u} = u - \frac{1}{2} X^0, \quad \tilde{v} = v, \\
Z(V^0): \quad \tilde{t} = t, \quad \tilde{x} = x, \quad \tilde{y} = y, \quad \tilde{u} = u, \quad \tilde{v} = v + V^0, \\
\delta(\varepsilon): \quad \tilde{t} = t, \quad \tilde{x} = \varepsilon x, \quad \tilde{y} = y, \quad \tilde{u} = \varepsilon u, \quad \tilde{v} = v.
\]
where \( T = T(t), \ X^0 = X^0(t), \ Y = Y(y) \) and \( V^0 = V^0(y) \) are arbitrary smooth function of their arguments with \( T > 0 \) and \( Y_\varepsilon \neq 0 \), and \( \varepsilon \in \{-1, 1\} \). We will call transformations from the families (14) elementary point symmetry transformations of the system (1). Note that the (pseudo)subgroups \( \{D(T)\}, \ \{S(Y)\}, \ \{P(X^0)\} \) and \( \{Z(V^0)\} \) of \( G \) are associated with the subalgebras \( \{D(f)\}, \ \{S(\alpha)\}, \ \{P(g)\} \) and \( \{Z(\beta)\} \) of \( \mathfrak{g} \), respectively. Here all the parameter functions run through the specified sets of their values.

**Corollary 3.** A complete list of discrete point symmetry transformations of the Boiti–Leon–Pempinelli system (1) that are independent up to combining with each other and with continuous point symmetry transformations of this system is exhausted by two involutions alternating signs of variables, \( \mathcal{I}(-1): (t, x, y, u, v) \mapsto (t, -x, y, -u, v) \), \( \mathcal{S}(-y): (t, x, y, u, v) \mapsto (t, x, -y, u, -v) \).

**Corollary 4.** The factor group of the point-symmetry pseudogroup \( G \) of the system (1) with respect to its identity component is isomorphic to the group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \).

**Remark 5.** Corollaries 3 and 4 become completely rigorous after assuming each of the listed discrete transformations to be defined on the entire corresponding underlying space and to absorb its restrictions.

**Remark 6.** Substituting the form (11) into the system (7)–(10) and integrating the remaining equations, we obtain that

\[
C_1 T_i = (X^1)^2, \quad U^0 = \frac{X^0}{2T_i}, \quad U^1 = \frac{X^1}{2T_i}, \quad U^2 = \frac{X^2}{T_i}, \quad V^1 = \frac{C_2}{Y_\varepsilon},
\]

(15)

where \( C_1 \) and \( C_2 \) are nonzero constants. The vector fields \( Q^1, \ldots, Q^9 \) span a subalgebra \( \mathfrak{s} \) of \( \mathfrak{g} \), \( \mathfrak{s} = \langle Q^1, \ldots, Q^9 \rangle \). The system (7)–(10) is the expansion of the condition (6), which can be briefly written as

\[
\Phi_* (\mathfrak{s} \cap \mathfrak{R}_g) \subseteq \mathfrak{R}_g \quad \text{and} \quad \Phi_* \mathfrak{s} \subseteq \mathfrak{g}.
\]

(16)

One can check that the complete condition \( \Phi_* \mathfrak{g} \subseteq \mathfrak{g} \) is satisfied by any point transformation \( \Phi \) of the form (11) with the additional constraints (15). In other words, no more restrictions on elements of \( G \) can be obtained using the algebraic method. The condition \( \Phi_* \mathfrak{g} \subseteq \mathfrak{g} \) is equivalent to the condition (16), i.e., it suffices to check the former condition only for a basis of the finite-dimensional subalgebra \( \mathfrak{s} \) of the infinite-dimensional algebra \( \mathfrak{g} \), but taking into account the megaideal structure of \( \mathfrak{g} \). It is also clear that using merely the algebraic method does not allow one to find all the restrictions on the form of point symmetry transformations of the system (1), although the direct method in fact adds only simple constraints for the constants \( C_1 \) and \( C_2 \), \( C_1 = C_2 = 1 \).

In fact, each point transformation \( \Phi \) with \( \Phi_* \mathfrak{s} \subseteq \mathfrak{g} \) respects the megaideal \( \mathfrak{R}_g \).

**Proposition 7.** The condition \( \Phi_* \mathfrak{s} \subseteq \mathfrak{g} \) for a point transformation \( \Phi \) implies \( \Phi_* (\mathfrak{s} \cap \mathfrak{R}_g) \subseteq \mathfrak{R}_g \), and hence \( \Phi_* \mathfrak{R}_g \subseteq \mathfrak{R}_g \) and \( \Phi_* \mathfrak{g} \subseteq \mathfrak{g} \) as well.

**Proof.** In the notation of the proof of Theorem 2, the condition \( \Phi_* \mathfrak{s} \subseteq \mathfrak{g} \) expands to \( \Phi_* Q^i \in \mathfrak{g}, \ i = 1, \ldots, 9 \), i.e.,

\[
\Phi_* Q^i = \tilde{D}(f^i) + \tilde{S}(\alpha^i) + \tilde{P}(g^i) + \tilde{Z}(\beta^i), \quad (f^i, \alpha^i, g^i, \beta^i) \neq (0, 0), \quad i = 1, \ldots, 9.
\]

(17)

We have to show that \( f^i = 0 \) and \( \alpha^i = 0 \), \( i = 1, \ldots, 5 \).

We split the equality \( \Phi_* Q^2 = y\Phi_* Q^1 \) componentwise and take into account the first two equations in (17). As a result, we derive the system

\[
\begin{align*}
\hat{f}^2(T) &= y\hat{f}^1(T), \quad \hat{f}^2_1(T)X + 2\hat{g}^2(T) = y(\hat{f}^1_1(T)X + 2\hat{g}^1(T)), \\
2\hat{f}^2_1(T)U + \hat{f}^2_2(T)X + 2\hat{g}^2_1(T) &= y(2\hat{f}^1_1(T)U + \hat{f}^1_2(T)X + 2\hat{g}^1_1(T)), \\
\hat{\alpha}^2(Y) &= y\hat{\alpha}^1(Y), \quad \hat{\alpha}^2_1(Y) = y(\hat{\alpha}^1_1(Y) - \hat{\beta}^1(Y)).
\end{align*}
\]

(18)
Suppose that \( \tilde{f}^1 \neq 0 \). Then the first equation of (18) implies that \( T \) is a function only of \( y, T = T(y) \) with \( T_y \neq 0 \). After differentiating this equation with respect to \( y \), we also obtain \( \tilde{f}_y^2(T) - y \tilde{f}_y^1(T) = \tilde{f}^1(T)/T_y \neq 0 \). Hence the second equation of (18) implies that \( X \) is a function only of \( y \) as well, which contradicts the nondegeneracy of \( \Phi \). Therefore, \( \tilde{f}^1 = f^2 = 0 \).

Similarly, supposing \( \tilde{\alpha}^1 \neq 0 \), we derive from the last two equations of (18) that both \( Y \) and \( V \) are functions only of \( y \), which again contradicts the nondegeneracy of \( \Phi \). Hence \( \tilde{\alpha}^1 = \tilde{\alpha}^2 = 0 \).

The second and the third equations of (18), which respectively reduce to \( \tilde{g}^2(T) = y \tilde{g}_1^1(T) \) and \( \tilde{g}^2(T) = y \tilde{g}^1_1(T) \), imply the differential consequence \( \tilde{g}^1(T) = (\tilde{g}^2(T) - y \tilde{g}^1_1(T))T_y = 0 \), and thus \( \tilde{g}^2(T) = 0 \) as well. Then the two first inequalities from (17) mean that \( \tilde{\alpha}^1 \beta^2 \neq 0 \), and we obtain from the last equation of (18) that \( Y \) is a function only of \( y, Y = Y(y) \) with \( Y_y \neq 0 \).

In view of the equations in (17) with \( i = 3, 4, 5 \), the componentwise splitting of the equality \( \Phi_s Q^5 - 2t \Phi_s Q^4 + t^2 \Phi_s Q^3 = 0 \) leads, in particular, to the equations

\[
\tilde{f}^5(T) - 2t \tilde{f}^4(T) + t^2 \tilde{f}^3(T) = 0, \\
(\tilde{f}^5(T) - 2t \tilde{f}^4(T) + t^2 \tilde{f}^3(T))X + 2(\tilde{g}^5(T) - 2t \tilde{g}^4(T) + t^2 \tilde{g}^3(T)) = 0, \\
2(\tilde{f}^5(T) - 2t \tilde{f}^4(T) + t^2 \tilde{f}^3(T))U + (\tilde{f}^5(T) - 2t \tilde{f}^4(T) + t^2 \tilde{f}^3(T))X \\
+ 2(\tilde{g}^5(T) - 2t \tilde{g}^4(T) + t^2 \tilde{g}^3(T)) = 0, \\
\tilde{\alpha}^5(Y) - 2t \tilde{\alpha}^4(Y) + t^2 \tilde{\alpha}^3(Y) = 0.
\]

Since \( Y = Y(y) \), the last equation directly implies that \( \tilde{\alpha}^5 = \tilde{\alpha}^4 = \tilde{\alpha}^3 = 0 \).

Let us suppose that \( (\tilde{f}^3, \tilde{f}^4) \neq (0, 0) \). Then we get from the first equation of (19) that \( T \) is a function only of \( t, T = T(t) \) with \( T_t \neq 0 \). In view of this condition, it follows from the next two equations of (19) that

\[
\tilde{f}^5_i(T) - 2t \tilde{f}^4_i(T) + t^2 \tilde{f}^3_i(T) = 0, \\
\tilde{f}^5_i(T) - 2t \tilde{f}^4_i(T) + t^2 \tilde{f}^3_i(T) = 0.
\]

(Otherwise, \( X \) is also a function only of \( t \), which contradicts the nondegeneracy of \( \Phi \).) As differential consequences of the obtained equations for \( (\tilde{f}^3, \tilde{f}^4, \tilde{f}^5) \), we successively derive \( \tilde{f}^4(T) = t \tilde{f}^3(T), \tilde{f}^4(T) = t \tilde{f}^3(T), \) and then \( \tilde{f}^3 = 0, \tilde{f}^4 = 0 \) and \( \tilde{f}^5 = 0 \).

3 Classification of subalgebras

To carry out Lie reductions of codimension one and two for the system (1) in the optimal way, we should classify one- and two-dimensional subalgebras of the algebra \( \mathfrak{g} \) up to \( G^s \)-equivalence. Instead of the classical approach for finding inner automorphisms [41, Section 3.3], we act on \( \mathfrak{g} \) by \( G \) via pushing forward of vector fields by elements of \( G \). Recall that this way is more convenient for computing in the infinite-dimensional case [8, 21]. Moreover, it also allows us to properly use the entire point-symmetry pseudogroup \( G \) and not be limited to its connected component of the identity transformation. Thus the non-identity adjoint actions of elementary transformations from \( G \) on vector fields spanning \( \mathfrak{g} \) are merely

\[
D_s(T)D(f) = D(\tilde{T}^{-1} f(\tilde{T})), \\
S_s(Y)S(\alpha) = S(Y^{-1} \alpha(Y)), \\
D_s(T)P(g) = P(\tilde{T}^{-1/2} g(\tilde{T})), \\
S_s(Y)Z(\beta) = Z(Y \beta(Y)), \\
P_s(X^0)D(f) = D(f) + P(fX^0 - \frac{1}{2} f_t X^0), \\
Z_s(V^0)S(\alpha) = S(\alpha) + Z(\alpha V^0 - \alpha_y V^0), \\
I_s(\varepsilon)P(g) = P(\varepsilon g),
\]

where \( \tilde{T} \) and \( \tilde{Y} \) are the inverses of the functions \( T \) and \( Y \), respectively.

Classifying of subalgebras of the algebra \( \mathfrak{g} \), we implicitly use its representation as the direct sum \( \mathfrak{g} = \mathfrak{i}_1 \oplus \mathfrak{i}_2 \) of its ideals \( \mathfrak{i}_1 := \langle D(f), P(g) \rangle \) and \( \mathfrak{i}_2 := \langle S(\alpha), Z(\beta) \rangle \). In fact, we weave
complete lists of \( G \)-inequivalent subalgebras of dimension not greater than two for the ideals \( i_1 \) and \( i_2 \) into an analogous list for the entire algebra \( \mathfrak{g} \). The Goursat method for classifying discrete subgroups of direct products of continuous and discrete groups was adapted by Patera, Winternitz and Zassenhaus in [46] to classify subalgebras of Lie algebras that are direct sums of their ideals; see also [63]. Since we need to classify only one- and two-dimensional subalgebras of \( \mathfrak{g} \), we do not follow this method precisely.

**Lemma 8.** A complete list of \( G \)-inequivalent one-dimensional subalgebras of the algebra \( \mathfrak{g} \) is exhausted by the following algebras:

\[
\begin{align*}
\mathfrak{s}_{1,1} &= \langle D(1) - S(1) \rangle, \quad \mathfrak{s}_{1,2} = \langle D(1) + Z(1) \rangle, \quad \mathfrak{s}_{1,3} = \langle D(1) \rangle, \quad \mathfrak{s}_{1,4} = \langle P(1) - S(1) \rangle, \\
\mathfrak{s}_{1,5} = \langle S(1) \rangle, \quad \mathfrak{s}_{1,6} = \langle P(1) + Z(1) \rangle, \quad \mathfrak{s}_{1,7} = \langle P(1) \rangle, \quad \mathfrak{s}_{1,8} = \langle Z(1) \rangle.
\end{align*}
\]

**Proof.** Let \( \mathfrak{s}_1 \) be a one-dimensional subalgebra of \( \mathfrak{g} \), which is spanned by a nonzero vector field \( Q^1 = D(f^1) + S(\alpha^1) + P(g^1) + Z(\beta^1) \) from \( \mathfrak{g}, \) \( \mathfrak{s}_1 = \langle Q^1 \rangle, \) where \( f^1 = f^1(t), \) \( g^1 = g^1(t), \) \( \alpha^1 = \alpha^1(y) \) and \( \beta^1 = \beta^1(y) \) are arbitrary smooth functions of their arguments that are not simultaneously zero. If the function \( f^1 = f^1(t) \) does not vanish, we use \( \mathcal{D}_s(T) \) with \( T_1 = 1/f^1 \) to set \( f^1 = 1 \) and then act on the (new) vector field \( Q^1 \) by \( \mathcal{D}_s(X^0) \) with \( X^0_t = -g^1 \) to set \( g^1 = 0. \) Similarly, if the function \( \alpha^1 = \alpha^1(y) \) does not vanish, we can set \( \alpha^1 = 1 \) (or, equivalently, \( \alpha^1 = -1 \)) and \( \beta^1 = 0, \) successively acting on \( Q^1 \) by \( \mathcal{S}_s(Y) \) with \( Y_y = 1/\alpha^1 \) and on new \( Q^1 \) by \( \mathcal{Z}_s(V^0) \) with \( V^0_y = -\beta^1. \) If both the functions \( f^1 \) and \( \alpha^1 \) vanish, each nonzero function from \( \{g^1, \beta^1\} \) can be set to 1 by \( \mathcal{D}_s(T) \) with \( T_1 = (g^1)^{-2} \) or \( \mathcal{S}_s(Y) \) with \( Y_y = \beta^1, \) respectively. This is why the proof splits into the cases

1. \( f^1 \neq 0, \alpha^1 \neq 0; \quad 2. \ f^1 \neq 0, \alpha^1 = 0, \beta^1 \neq 0; \quad 3. \ f^1 \neq 0, \alpha^1 = 0, \beta^1 = 0; \)
2. \( f^1 = 0, \alpha^1 \neq 0, g^1 \neq 0; \quad 5. \ f^1 = 0, \alpha^1 \neq 0, g^1 = 0; \quad 6. \ f^1 = 0, \alpha^1 = 0, g^1 \neq 0, \beta^1 \neq 0; \)
3. \( f^1 = 0, \alpha^1 = 0, g^1 \neq 0, \beta^1 = 0; \quad 8. \ f^1 = 0, \alpha^1 = 0, g^1 = 0, \beta^1 \neq 0. \)

They lead to the subalgebras \( \mathfrak{s}_{1,1}, \ldots, \mathfrak{s}_{1,8}, \) respectively. In each of these cases, we reduce the basis element \( Q^1 \) to a maximum simple form, pushing forward \( Q^1 \) by elements of \( G. \) In fact, we do not need to change the basis of \( \mathfrak{s}_1 \) here.

**Lemma 9.** A complete list of \( G \)-inequivalent two-dimensional subalgebras of the algebra \( \mathfrak{g} \) is exhausted by the non-Abelian algebras

\[
\begin{align*}
\mathfrak{s}_{2,1} &= \langle D(1) + S(1), D(t) + S(y) \rangle, \\
\mathfrak{s}_{2,2}^\delta &= \langle D(1) + Z(\delta), D(t) - S(y) \rangle, \quad \mathfrak{s}_{2,3}^\delta = \langle D(1), D(t) + Z(\delta) \rangle, \\
\mathfrak{s}_{2,4}^\delta &= \langle S(1) - P(\delta), D(2t) + S(y) \rangle, \quad \mathfrak{s}_{2,5}^\delta = \langle S(1), S(y) + P(\delta) \rangle, \\
\mathfrak{s}_{2,6}^{\delta\delta'} &= \langle P(\delta) + Z(\delta'), D(2t) - S(y) \rangle_{(\delta,\delta') \neq (0,0)}, \\
\mathfrak{s}_{2,7}^{\delta\delta'} &= \langle P(1), D(2t) + Z(\delta) \rangle, \quad \mathfrak{s}_{2,8}^{\delta\delta} = \langle Z(1), -S(y) + P(\delta) \rangle
\end{align*}
\]

and the Abelian algebras

\[
\begin{align*}
\mathfrak{s}_{2,9}^{\delta\delta'} &= \langle D(1) + Z(\delta), S(1) - P(\delta') \rangle, \quad \mathfrak{s}_{2,10}^{\delta\delta'} = \langle D(1) + S(1), P(\delta) + Z(\delta') \rangle_{(\delta,\delta') \neq (0,0)}, \\
\mathfrak{s}_{2,11}^\delta &= \langle D(1) + Z(\beta), P(\delta) + Z(1) \rangle, \quad \mathfrak{s}_{2,12}^\delta = \langle D(1) + Z(\delta), P(1) \rangle, \\
\mathfrak{s}_{2,13}^\delta &= \langle S(1) + P(g), P(1) + Z(\delta) \rangle, \quad \mathfrak{s}_{2,14}^\delta = \langle S(1) - P(\delta), Z(1) \rangle, \\
\mathfrak{s}_{2,15} &= \langle P(1), Z(1) \rangle, \quad \mathfrak{s}_{2,16}^{\delta\delta} = \langle P(1) + Z(\delta), P(\delta) \rangle_{g \neq \text{const}}, \\
\mathfrak{s}_{2,17}^\delta &= \langle P(\delta) + Z(\beta), Z(1) \rangle_{\beta \neq \text{const}}, \quad \mathfrak{s}_{2,18}^{\delta\beta} = \langle P(1) + Z(1), P(g) + Z(\beta) \rangle_{g, \beta \neq \text{const}},
\end{align*}
\]

where \( \beta = \beta(y) \) and \( g = g(t) \) are arbitrary functions of their arguments that satisfy the indicated constraints, and \( \delta, \delta' \in \{0, 1\}. \)
Proof. An arbitrary subalgebra \( \mathfrak{s} \) of \( \mathfrak{g} \) is spanned by two linearly independent vector fields from \( \mathfrak{g} \),

\[
Q^1 = D(f^1) + S(\alpha^1) + P(g^1) + Z(\beta^1), \\
Q^2 = D(f^2) + S(\alpha^2) + P(g^2) + Z(\beta^2).
\]

The classification procedure reduces to the consideration of different cases of possible simplifications of the form of the basis elements \( Q^1 \) and \( Q^2 \) using basis changes and pushforwards of \( (Q^1, Q^2) \) by transformations from \( G \). We also need to take into account the closedness of \( \mathfrak{s} \) with respect to the Lie bracket of vector fields, i.e., the condition \([Q^1, Q^2] = \langle Q^1, Q^2 \rangle \). Therefore, the above procedure essentially depends on whether or not the subalgebra \( \mathfrak{s} \) is Abelian.

I. Suppose that the subalgebra \( \mathfrak{s} \) is not Abelian. Up to changing the basis \( (Q^1, Q^2) \), we can assume that \([Q^1, Q^2] = Q^1 \). This commutation relation implies that for \( f^2 = 0 \) we have \( f^1 = g^1 = 0 \) as well, and similarly \( \alpha^1 = \beta^1 = 0 \) if \( \alpha^2 = 0 \). Hence \((f^2, \alpha^2) \neq (0, 0)\).

Analogously to the proof of Lemma 8, in the case \( f^1 \neq 0 \), modulo the \( G \)-equivalence we can set \( f^1 = 1 \) and \( g^1 = 0 \). Then we get from the commutation relation \([Q^1, Q^2] = Q^1 \) that \( f^2 = t + C_1 \) and \( g^2 = C_2 \) with constants \( C_1 \) and \( C_2 \). The pushforward of vector fields by the transformation \( \mathcal{P}(2C_2) \circ \mathcal{D}(t + C_1) \) preserves \( Q^1 \) and sets \( C_1 = C_2 = 0 \) in \( Q^2 \). If \( f^1 = 0 \) and \( f^2 \neq 0 \), then we choose \( f^2 = 2t \) and \( g^2 = 0 \) up to the \( G \)-equivalence, and thus \( g^1 = 0 \). The commutation relation \([Q^1, Q^2] = Q^1 \), which allows us to set \( g^1 = \delta \in \{0, 1\} \) (mod \( G \)). The condition \( f^1 = f^2 = 0 \) gives that \( g^1 = 0 \), and we set \( g^2 = \delta \in \{0, 1\} \) modulo the \( G \)-equivalence.

If \( \alpha^1 \neq 0 \), then we can set \( \alpha^1 = 1 \) and \( \beta^1 = 0 \) up to the \( G \)-equivalence, and hence \( \alpha^2 = y + C_1 \) and \( \beta^2 = C_2 \) with constants \( C_1 \) and \( C_2 \) in view of the commutation relation \([Q^1, Q^2] = Q^1 \). Acting by \( \mathcal{Z}_*(C_2) \) and \( \mathcal{S}_*(y + C_1) \), we preserve the form of \( Q^1 \) and set \( C_1 = C_2 = 0 \) in \( Q^2 \). If \( \alpha^1 = 0 \) and \( \alpha^2 = 0 \), then we choose \( \alpha^2 = y \) and \( \beta^2 = 0 \) up to the \( G \)-equivalence, and thus it follows from the commutation relation \([Q^1, Q^2] = Q^1 \) that \( \beta^1 = \delta \in \{0, 1\} \) (mod \( G \)). The consequence of the condition \( \alpha^1 = \alpha^2 = 0 \) is \( \beta^1 = 0 \), and the \( G \)-equivalence allows us to make \( \beta^2 = \delta \in \{0, 1\} \).

As a result, the proof is partitioned into the following cases, each of which results in a family of non-Abelian subalgebras from the lemma’s statement:

1. \( f^1 \neq 0, \alpha^1 \neq 0; \)
2. \( f^1 \neq 0, \alpha^1 = 0, \alpha^2 \neq 0; \)
3. \( f^1 \neq 0, \alpha^1 = \alpha^2 = 0; \)
4. \( f^1 = 0, f^2 \neq 0, \alpha^1 \neq 0; \)
5. \( f^1 = f^2 = 0, \alpha^1 \neq 0; \)
6. \( f^1 = 0, f^2 \neq 0, \alpha^1 = 0, \alpha^2 \neq 0; \)
7. \( f^1 = 0, f^2 \neq 0, \alpha^2 = 2; \)
8. \( f^2 = 0, \alpha^1 = 0, \alpha^2 \neq 0. \)

Here and in what follows, the numeration of cases corresponds to the numeration of subalgebra families in the lemma’s statement.

II. Let the subalgebra \( \mathfrak{s} \) be Abelian. It follows from the commutation relations \([Q^1, Q^2] = 0 \) that \( f^1 f^2 - f^2 f^1 = 0 \) and \( \alpha^1 \alpha^2 - \alpha^2 \alpha^1 = 0 \), i.e., the functions in each of the pairs \((f^1, f^2)\) and \((\alpha^1, \alpha^2)\) are linearly dependent. Therefore, we can assume up to the \( G \)-equivalence that all these functions are constants. We need to consider different cases depending, in particular, on whether or not the tuples \((f^1, \alpha^1)\) and \((f^2, \alpha^2)\) are linearly dependent.

9. \( f^1 \alpha^2 - f^2 \alpha^1 \neq 0 \). Linearly recombining the basic elements \( Q^1 \) and \( Q^2 \), we can reduce \((f^1, \alpha^1, f^2, \alpha^2)\) to \((1, 0, 0, 1)\), and then \( g^1 = 0 \) and \( \beta^2 = 0 \) (mod \( G \)). The commutation relation \([Q^1, Q^2] = 0 \) implies that the parameters \( \beta^1 \) and \( g^2 \) are arbitrary constants. To set them to \((\delta, \delta')\), we act by the transformation \( \mathcal{S}_* \left( \text{sgn}(\beta^1)^2 \right) \circ \mathcal{D}_* \left( (\beta^1/g^2)^{2/3} t \right) \circ \mathcal{S}_* \left( (\beta^1)^{1/3} (g^2)^{2/5} y \right) \) (resp. either \( \mathcal{S}_* \left( \text{sgn}(g^2)^2 \right) \circ \mathcal{D}_* \left( (g^2)^{2/3} t \right) \) or \( \mathcal{S}_* \left( (\beta^1) y \right) \)) if \( \beta^2 g^2 \neq 0 \) (resp. either \( \beta^1 = 0 \) or \( g^2 = 0 \)), and we additionally scale the basic elements if necessary.
10. \(f^1 \alpha^2 - f^2 \alpha^1 = 0\), \((f^1, f^2) \neq (0, 0)\), \((\alpha^1, \alpha^2) \neq (0, 0)\). Changing the subalgebra basis, we make \(f^2 = \alpha^2 = 0\), and thus \(f^1 \alpha^1 \neq 0\). Then \(g^1 = 0\) and \(g^2 = 0\) \((\mod G)\), \(g^3 = 0\) and \(g^4 = 0\) in view of the commutativity of \(s\), and \((g^2, \beta^2) \neq (0, 0)\). In the case \(g^2 \beta^2 = 0\), scalings of \(Q^2\) suffices for reducing \(s\) to the corresponding canonical form. If \(g^2 \beta^2 \neq 0\), then we push forward the basic elements by \(s_\epsilon \circ D_\epsilon ((\beta^2/g^2)^2/\delta t) \circ s_\epsilon ((\beta^2/g^2)^2/\delta y)\) with \(\epsilon = \text{sgn}(\beta^2 g^2)\) and scale them to set \((g^2, \beta^2) = (\delta, \delta')\).

11–12. \((f^1, f^2) \neq (0, 0)\), \((\alpha^1, \alpha^2) = 0\). The pair \((f^1, f^2)\) can be reduced to \((1, 0)\), and \(g^1 = 0\) \((\mod G)\). The commutuation relation \([Q^1, Q^2] = 0\) implies that \(g^2\) is a constant, and thus we can assume up to scalings of \(Q^2\) that \(g^2 = \delta\). The further consideration splits into two cases depending on whether or not \(\beta^2\) is nonzero, which corresponds to the conditions \(f^1 \beta^2 - f^2 \beta^1 \neq 0\) and \(f^1 \beta^2 - f^2 \beta^1 = 0\) on the initial values of parameters. Acting by the transformation \(Z(Y)\) with \(Y_y = \beta^2\) in the first case, we map the subalgebra \(s\) to the subalgebra \(s_{12, 11}\). Otherwise, \(g^2 \neq 0\), i.e., \(g^2 = 1\), and we use the transformation \(Z(Y)\) with \(Y_y = \beta^1\) and obtain the subalgebra \(s_{2, 12}\).

13–14. \(f^1 = f^2 = 0\), \((\alpha^1, \alpha^2) \neq (0, 0)\). Similarly to the previous case, separately considering the subcases \(g^1 \alpha^2 - g^2 \alpha^1 \neq 0\) and \(g^1 \alpha^2 - g^2 \alpha^1 = 0\), we obtain the subalgebras \(s_{2, 13}^{35}\) and \(s_{2, 144}^{5}\), respectively.

For all the other cases, \(f^1 = f^2 = 0\) and \(\alpha^1 = \alpha^2 = 0\), and thus the commutativity of \(s\) implies no more constraints on subalgebra’s parameters. Therefore, the consideration depends on whether or not the Wronskians \(W(g^1, g^2)\) and \(W(\beta^1, \beta^2)\) vanish.

15. \(g^1 g^2_1 - g^1_1 g^2 = 0\), \(\beta^1 \beta^2_y - \beta^2_y \beta^2 = 0\). We linearly recombine the basis elements to \(Q^1 = P(g^1)\) and \(Q^2 = Z(\beta^2)\), where the pair \((g^1, \beta^2)\) can be reduced to \((1, 1)\) via pushing forward the subalgebra \(s\) by \(D(T) \circ S(Y)\) with \(T_1 = (g^1)^{-2}\) and \(Y_y = \beta^2\).

16. \(g^1 g^2_1 - g^1_1 g^2 = 0\), \(\beta^1 \beta^2_y - \beta^2_y \beta^2 = 0\). Recombining the basis elements, we can obtain \(\beta^2 = 0\). The transformation \(D(T) \circ S(Y)\) with \(T_1 = (g^1)^{-2}\) and \(Y_y = \beta^1\) sets \(g^1 = 1\) and \(\beta^1 = \delta\).

17. \(g^1 g^2_1 - g^1_1 g^2 = 0\), \(\beta^1 \beta^2_y - \beta^2_y \beta^2 \neq 0\). This case is considered similarly to the previous case. Only the roles of \(P\) and \(Z\) should be swapped.

18. \(g^1 g^2_1 - g^1_1 g^2 = 0\), \(\beta^1 \beta^2_y - \beta^2_y \beta^2 \neq 0\). We get the canonical form of the subalgebra \(s\) corresponding to this condition by using the same transformation as in Case 16.

\[\square\]

4 Solutions by the method of differential constraints

The method of differential constraints [58, 64] (or “side conditions” [42]) is to attach additional differential equations, which are called differential constraints, to the original system of differential equations and then to integrate the obtained overdetermined system. Instances of the general method of differential constraints are the method of Lie reductions and its generalizations, including the methods of nonclassical reductions [6] and reductions with respect to generalized, conditional [25, Chapter 5], generalized conditional [67] and weak [54] symmetries; see related discussions in [12, 34, 35]. A disadvantage of the general method of differential constraints is that, given a system of differential equations to be solved, there is no efficient way for a priori selecting differential constraints that are compatible with this system, except symmetry-related differential constraints. Another problem is to integrate the obtained overdetermined system if it is compatible.

We consider several simple differential constraints for the system (1). Each of them is invariant with respect to the pseudogroup \(G\), and hence this pseudogroup is a point-symmetry pseudogroup for the corresponding overdetermined system. A distinguished feature of these differential constraints is that they single out subsets of solutions of the system (1) that are parameterized by solutions of linear differential equations. We call such solution subsets linearizable.
\( v_x = 0 \). This is the condition for the solutions to the system (1) that are partially invariant\(^3\) of rank one and defect one with respect to the subalgebra \( \mathfrak{g}_2^{0,16} \) with any nonconstant value of the parameter function \( g = g(t) \), e.g., \( g(t) = t \). The joint system of (1) and the constraint \( v_x = 0 \) reduces to the system \( (u_t - 2uu_x + u_{xx})_y = 0 \), \( u_t = v_x = 0 \), which integrates to \( v = W(y) \) and

\[
u_t - 2uu_x + u_{xx} = F(t,x),
\]

where \( F = F(t,x) \) and \( W = W(y) \) are arbitrary (sufficiently smooth) functions of their arguments. Modulo the \( G \)-equivalence, we can set \( W = 0 \), preserving \( F \), i.e., here \( v = 0 \) (mod \( G \)). Solutions, for which additionally \( u_y = 0 \) and thus \( u \) is an arbitrary (sufficiently smooth) function of \((t, x)\), are trivial. The class constituted by the equations of the form (20), where the tuple of arbitrary elements consists of the single parameter function \( F \), is normalized, and its equivalence pseudogroup is induced by the point-symmetry pseudogroup \( G \) of the system (1), cf. [47, Section 3]. For each fixed value of the parameter function \( F \), the corresponding equation of the form (20) is an inhomogeneous (backward) Burgers equation, where the independent variable \( y \) should be treated as a parameter. The Hopf-Cole transformation \( u = -\Phi_x/\Phi \) reduces this equation to the linear backward heat equation with potential

\[
\Phi_t + \Phi_{xx} - H\Phi = 0
\]

for the new unknown function \( \Phi = \Phi(t,x,y) \), where the potential \( H \) is an antiderivative of \( F \) with respect to \( x \), \( H_x = -F \). Due to the indeterminacy of \( \Phi \) up to an arbitrary nonvanishing multiplier depending on \((t,y)\), we can gauge the potential \( H \) and assume that it is a function merely of \((t,x)\). Under this gauge, the function \( \Phi \) is still defined up to an arbitrary nonvanishing multiplier \( \theta = \theta(t) \), which leads to equivalence transformations \((\tilde{t}, \tilde{x}, \tilde{y}) = (t, x, y), \tilde{\Phi} = \theta\Phi, \tilde{H} = H + \theta_t/\theta \) between equations of the form (21). As a result, we obtain the class (21) of the \((1+1)\)-dimensional linear backward heat equations with potentials, where the potential \( H \) depends on \((t,x)\), and thus only \( t \) and \( x \) are the true independent variables whereas \( y \) is rather an implicit parameter. This class is normalized as well, cf. [52, Section 2], and the quotient of its equivalence pseudogroup \( G_{\text{hh}} \) by the normal pseudosubgroup of the above transformations parameterized by \( \theta \) is induced by the pseudogroup \( G \). Therefore, to construct \( G \)-inequivalent solutions of the system (1) with the constraint \( v_x = 0 \), we should consider \( G_{\text{bh}} \)-inequivalent equations of the form (21) and for each of them, take solutions of this equation that are inequivalent with respect to its point-symmetry pseudogroup. Alternating the sign of \( t \), one can transform backward heat equations to forward ones. Wide families of closed-form solutions in terms of elementary and special functions are known for \((1+1)\)-dimensional linear heat equations with potentials, especially for the classical heat equation \((H = 0)\). For the latter equation, such solutions are comprehensively listed in [41, Example 3.17] and in [31, 62]; see also a review in [60, Section A]. For Kolmogorov equations that are equivalent to equations of the form (21) with \( H = h(t)x^{-2} \), infinite families of such solutions were constructed in [23, 50] using Lie reductions for constant \( h \) and recursive nonclassical reductions for general values of the parameter function \( h \). For equations of the form (21) with other potentials \( H \), exact solutions can be found using the Darboux transformation [40, 52]. In view of linearity of the equations discussed, elements of an arbitrary finite set of solutions of the same equation can be linearly combined with arbitrary constant coefficients, and then all parameters of solutions can be considered to depend on \( y \). Mapping the described solutions by the Hopf-Cole transformation, one can construct huge families of exact solutions of the system (1), in particular, those parameterized by an arbitrary finite number of functions of \((t,y)\). These solutions are, modulo the \( G \)-equivalence, of the form

\[
\bullet \quad u = -\frac{\Phi_x}{\Phi}, \quad v = 0,
\]

\(^3\)See [44] for the definition of partially invariant solutions.
where $\Phi = \Phi(t, x, y)$ is an arbitrary solution of any linear backward heat equations with potentials from the class (21).

$u_y = v_x$. This constraint means that (at least locally) the tuple $(u, v)$ is the gradient of a potential $\Psi = \Psi(t, x, y)$, $u = \Psi_x$ and $v = \Psi_y$. The substitution of this representation for $(u, v)$ into (1) leads to the equations $(\Psi_t - \Psi_x)^2 - \Psi_{xx} = 0$ and $(\Psi_t - \Psi_x^2 - \Psi_{xx})y = 0$. It is obvious that the former equation is a differential consequence of the latter one and can hence be neglected.

The latter equation integrates to the class of inhomogeneous potential Burgers equations of the form

$$\Psi_t - \Psi_x^2 - \Psi_{xx} = -H(t, x),$$

where $H = H(t, x)$ is an arbitrary (sufficiently smooth) function of $(t, x)$. Here again only $t$ and $x$ are the true independent variables whereas $y$ is an implicit parameter. The substitution $\Psi = \ln \Phi$ establishes the similarity of this class to the class of all linear heat equations with potentials

$$\Phi_t - \Phi_{xx} + H\Phi = 0$$

(23)

with the same roles of $(t, x)$ and $y$. Analogously to the consideration of the constraint $v_x = 0$, this results in huge families of exact solutions of the system (1) in terms of the “two-dimensional” Hopf–Cole transformation,

$$u = \frac{\Phi_x}{\Phi}, \quad v = \frac{\Phi_y}{\Phi},$$

(24)

where $\Phi = \Phi(t, x, y)$ is an arbitrary solution of any linear heat equation with potential from the class (23). All the solutions found in Sections V and VI of [66] are isolated instances of such families.

The family of stationary solutions of (1) that satisfy the differential constraint $u_y = v_x$ are expressed in terms of the general solution of the Liouville equation. Under the stationarity condition $u_t = v_t = 0$, we can assume the potential $\Psi$ is stationary as well, $\Psi_t = 0$, and the system (1) reduces to the single equation $\Psi_{xx} + 2\Psi_x \Psi_{xy} = 0$. We integrate this equation as a linear first-order ordinary differential equation with respect to $\Psi_{xy}$, where $x$ is treated as the only independent variable, and $y$ is again assumed as a parameter. This gives the equation $\Psi_{xy} = \beta(y)e^{-2\Psi}$ for $\Psi$. The parameter function $\beta = \beta(y)$ can be assumed nonvanishing since otherwise the associated solution of (1) is trivial. Thus, we set $\beta = -\frac{1}{2}$ by a transformation $S(Y)$ trivially prolonged to $\Psi$ and, denoting $\hat{\Psi} = -2\Psi$, obtain the classical Liouville equation $\hat{\Psi}_{xy} = e^{\hat{\Psi}}$ for $\hat{\Psi}$. The well known formula for the general solution of the Liouville equation leads via the representation $u = -\frac{1}{3} \hat{\Psi}_x$, $v = -\frac{1}{3} \hat{\Psi}_y$ to a family of solutions of the system (1) that is parameterized by an arbitrary (sufficiently smooth) function of $x$, where the second parameter function, which depends on $y$, can be gauged by point symmetry transformations of (1). We derive a representation for this family directly from the equation $(\Psi_{xx} + \Psi_x^2)_y = 0$. The substitution $\Psi = \ln \hat{\Psi}$ reduces it to $(\Psi_{xx}/\Psi)_y = 0$, which integrates to $\Psi_{xx} = h(x)\hat{\Psi}$, where $h$ is an arbitrary (sufficiently smooth) function of $x$. The general solution of the last equation is represented in the form $\hat{\Psi} = \alpha_1^2(y)\zeta^4(x) + \alpha_2^2(y)\zeta^2(x)$, where $\zeta^2 \alpha_1^2 - \zeta_1^2 \alpha_2^2 = 1$, and we assume that $\alpha_1^2 \alpha_2^2 - \alpha_2^2 \alpha_1^2 \neq 0$ (otherwise we have a trivial solution with $u_y = v = 0$).

Without loss of generality, modulo the $G$-equivalence we can set $\alpha_1 = 1$ and $\alpha_2 = y$. After denoting $\zeta := \zeta^2/\zeta^4$, we obtain $\zeta_x = (\zeta^4)^{-1}$, and thus $\zeta^4 = \zeta_x^{-1/2}$. In view of the representation $u = \hat{\Psi}_x/\hat{\Psi}$ and $v = \hat{\Psi}_y/\hat{\Psi}$, the above implies that, up to the $G$-equivalence, stationary solutions of the system (1) with $u_y = v_x$ and $v \neq 0$ are exhausted by

$$u = -\frac{\zeta_x(x)}{2\zeta^2_x(x)} + \frac{\zeta_x(x)}{y + \zeta(x)}, \quad v = \frac{1}{y + \zeta(x)},$$

where $\zeta$ is an arbitrary (sufficiently smooth) function of $x$.
Remark 10. It is no coincidence that attaching each of the differential constraints \( v_x = 0 \) and \( v_y = u_y \) to the system (1) leads to an integrable differential equation. The Painlevé test of the system (1) was made by Garagash [26]. In its standard formulation, it is assumed that solutions of the system of partial differential equations under consideration can be represented in the form of a truncated formal Laurent series in powers of a smooth function. For solutions of system (1), the following representation was initially used in [26]:

\[
    u = \sum_{k=N_u}^{\infty} u^k(t, x, y)(\Phi(t, x, y))^k, \quad v = \sum_{k=N_v}^{\infty} v^k(t, x, y)(\Phi(t, x, y))^k
\]

in a neighborhood of a smooth two-dimensional surface \( S \), where \( \Phi \) is an arbitrary smooth function of \((t, x, y)\) that has first-order zeros along \( S \), the expansion coefficients \( u^k \) and \( v^k \) are of smooth function of \((t, x, y)\), and \( N_u \) and \( N_v \) are integers. For two possible expansion branches, \((N_u, N_v) = (-1, -1)\) and \((N_u, N_v) = (-1, 0)\), the series (25) can simultaneously be truncated only for the solutions of (1) respectively satisfying the differential constraints \( v_x = u_y \) and \( v_x = 0 \), which have been studied above. To prevent additional differential constraints in the course of series truncation, the Painlevé test was modified in [26]. Namely, the function \( u \) was further re-expanded with respect to a function \( \Psi \) instead of \( \Phi \), where \( \Psi = \Phi \sum_{k=0}^{\infty} \Psi^k(t, x, y)(\Phi)^k \), and \( \Psi^k, k = 0, 1, \ldots \), are smooth functions of \((t, x, y)\) with \( \Psi^0 \neq 0 \), i.e., \( \Psi \) has first-order zeros along the same surface \( S \) as \( \Phi \). This allowed Garagash to construct two Lax pairs and two Bäcklund transformations for the system (1).

\[ u_y = 0. \]

This constraint singles out the solutions to (1) that are partially invariant with respect to the subalgebra \( sl_2 \) with rank one and defect one. The differential consequence \( v_{xxx} = 0 \) of the first equation of (1) under the constraint \( u_y = 0 \) implies \( v = v^2(t, y)x^2 + v^1(t, y)x + v^0(t, y) \).

Since the constraint \( v_x = 0 \) has been considered above, here we assume that \( v_x \neq 0 \), i.e., \( (v^1, v^2) \neq (0, 0) \). Then from the second equation of the system (1) we derive an expression for \( u \),

\[
    u = \frac{v^2 x^2 + v^1 x + v^0 - 2v^2}{2(2v^2 x + v^1)}. \tag{26}
\]

We substitute this expression into the constraint \( u_y = 0 \) and split the resulting equation with respect to \( x \). This gives an overdetermined system of four differential equations for \((v^0, v^1, v^2)\). In particular, we have the equation \( v^2 v_{y}^0 = v^2 v_{y}^2 \), which integrates to \( v^2 = v^0(t) v^1(y) \).

Any solution for which additionally \( v^2 = 0 \) is \( G \)-equivalent to the trivial solution

- \( u = 0, \quad v = x \).

Suppose that \( v^2 \neq 0 \), and thus both the functions \( v^{20} \) and \( v^{21} \) do not vanish. We can assume without loss of generality that \( v^{20} > 0 \). Using equivalence transformations from the pseudosubgroups \( \{D(T)\} \) and \( \{S(Y)\} \), we respectively set \( v^{20} = 1 \) and \( v^{21} = 1 \), i.e., \( v^2 = 1 \) (mod \( G \)). Then, another equation is simplified to \( v_{y}^1 = 0 \). Therefore, \( v_{y}^1 = 0 \) (mod \( \{P(X^0)\} \)), which allows us to make more simplifications and derive the equation \( v_{y}^0 = 0 \), giving \( v_{y}^0 = 0 \) (mod \( \{Z(V^0)\} \)). The last simplified equation is \( v_{y}^0 (v_{y}^0 - 2) = 0 \). As a result, we derive two families of \( G \)-inequivalent solutions,

- \( u = 0, \quad v = x^2 + \zeta(y)x + 2t \) and \( u = \frac{\theta(t)}{2x}, \quad v = x^2 + 2\theta(t) \),

where \( \zeta \) and \( \theta \) are arbitrary (sufficiently smooth) functions of their arguments.

To exclude the already considered cases, we further assume that \( v_x u_y \neq 0 \).
\( v_{xxx} = 0 \). That is, \( v = v^2(t, y) x^2 + v^1(t, y) x + v^0(t, y) \). Since the constraint \( v_x = 0 \) has been considered above, here we assume that \( v_x \neq 0 \), i.e., \((v^1, v^2) \neq (0, 0)\). Then the second equation of the system (1) implies the expression (26) for \( u \), and hence we can represent \( u \) in the form

\[
\begin{align*}
u = u^1(t, y) x + u^0(t, y) + \frac{w^1(t, y)}{x + w^0(t, y)}.
\end{align*}
\]

Substituting this representation into the first equation of the system (1) and splitting with respect to \( x \), we derive a system for the coefficients \( u^0, u^1, w^0 \) and \( w^1 \),

\[
\begin{align*}
(u^1 - 2u^1) &= 0, \quad (u^0 - 2u^1) = 0, \quad (2w^1(u^0 - w^1) - w^1w^0 = w^1w^0, \\
\end{align*}
\]

\[
\begin{align*}
w^1y &= 0, \quad (2w^1(u^0 - u^1w^0) - w^1w^0y = (w^1(1 + 1))y, \quad w^1(1 + 1)w^0 = 0.
\end{align*}
\]

The last two equations imply that \( w^1 = 0 \). We exhaustively solve the system (27) under the assumption \( w^1 \neq 0 \), analyzing different cases. Then we substitute each of the obtained solutions jointly with the representation for \( v \) into the second equation of the system (1), split the resulting equation with respect to \( x \) and integrate the derived system to find \((v^0, v^1, v^2)\) when \((v^1, v^2) \neq (0, 0)\). Whenever it is possible, we use transformations from the pseudogroup \( G \) for gauging parameter functions arising in the course of integration, which leads to simplifying the form of constructed exact solutions.

Let \( u^1 \neq 0 \). The first equation of the system (27) integrates once with respect to \( x \) to the Riccati equation \( u^1 - 2(u^1)^2 = \zeta(t) \), where \( \zeta \) is an arbitrary (sufficiently smooth) function of \( t \). Here and in what follows, the independent variable \( y \) plays the role of an implicit parameter. The substitution \( u^1 = -\varphi/2\varphi \) with \( \varphi = \varphi(t, y) \) reduces this Riccati equation to the second-order linear ordinary differential equation \( \varphi + 2\varphi = 0 \) with respect to \( \varphi \). The general solution of the latter equation takes the form \( \varphi = \beta^1(y)\varphi^1(t) + \beta^2(y)\varphi^2(t) \), where \( \beta^1 \) and \( \beta^2 \) are arbitrary (sufficiently smooth) functions of \( y \), and \( \varphi^1 \) and \( \varphi^2 \) are functions of \( t \) satisfying the conditions \( \varphi^1\varphi^2 - \varphi^1\varphi^2 = 1 \) and \( \zeta = \frac{1}{2}(\varphi^1\varphi^2 - \varphi^1\varphi^2) \). Without loss of generality, we can assume that \( \beta^2 \neq 0 \), and \( \varphi^2 \) is a parameter function instead of \( \zeta \). Then we set \( \varphi^1 = t \) using a transformation \( D(T) \), and thus \( \varphi^1 = 1 \) (up to combining \( \varphi^1 \) with \( \varphi^2 \)), \( \zeta = 0 \), and \( u^1 = -\frac{1}{2}(t + \beta(y))^{-1} \). In the case \( w^1 = 0 \), we need to additionally solve only the second equation among those from the system (27), which gives, up to transformations from \( \{P(X^0)\} \), that \( u^0 = -\frac{1}{2}\alpha(y)(t + \beta(y))^{-1} \) with an arbitrary (sufficiently smooth) function \( \alpha \) of \( y \). If \( w^1 \neq 0 \) and \( w^0 \neq 0 \), then we set \( w^0 = 0 \) using an equivalence transformation \( P(X^0) \), and the system (27) degenerates to the equations \( u^0 = u^0u^1 = 0 \), i.e., \( u^0 = 0 \) in view of the inequality \( u^1 \neq 0 \). For \( w^1 = 0 \) and \( w^0 = 0 \), the system (27) implies that \( w^1 = -1, u^0 = -\frac{1}{2}\alpha(y)(t + \beta(y))^{-1} \) (mod \( \{P(X^0)\} \)), and then \( w^0 = \alpha(y) + \gamma(y)(t + \beta(y)) \), where \( \alpha \) and \( \gamma \) are arbitrary (sufficiently smooth) functions of \( y \).

Now suppose that \( u^1 = 0 \). We set \( u^1 = 0 \) using a transformation \( D(T) \) from \( G \). Then, the second equation of the system (27) takes the form \( u^0 = 0 \). It is obvious that \( u = \alpha(y) \) (mod \( \{P(X^0)\} \)) if \( w^1 = 0 \), where \( \alpha \) is an arbitrary (sufficiently smooth) function of \( y \). All solutions with \( w^1 \neq 0 \) and \( u^0 = 0 \) additionally satisfy the constraint \( u^0 = 0 \) and hence they are neglected here. If \( u^1 \neq 0 \) and \( w^0 \neq 0 \), then the system (27) reduces to the system \( w^1 = -1, u^0 = -\frac{1}{2}w^0, w^0w^0 = 0 \), and thus \( w^0 = 2\alpha(y)t + \beta(y) \) (mod \( \{P(X^0)\} \)).

As a result, we construct the following \( G \)-inequivalent families of solutions of the system (1):

\[
\begin{align*}
&u = -\frac{x + \alpha(y)}{2} + \frac{1}{2}t + \beta(y), \quad v = \delta \left( \frac{x + \alpha(y)}{t + \beta(y)} \right)^2 + \gamma(y) \frac{x + \alpha(y)}{t + \beta(y)} - \frac{2\delta}{t + \beta(y)}, \\
u = -\frac{x + \alpha(y)}{2} + \theta(t), \quad v = \frac{x^2}{(t + \beta(y))^2} + 2 \int_{t_0}^{t} \frac{2\theta(t')} + 1 \frac{1}{(t' + \beta(y))^2} dt',
\end{align*}
\]

\[
\begin{align*}
u = -\frac{x + \alpha(y)}{2} + \frac{1}{x + \alpha(y) + \gamma(y)(t + \beta(y))}, \quad v = \left( \frac{x + \alpha(y)}{t + \beta(y)} + \gamma(y) \right)^2 + \frac{2}{t + \beta(y)}.
\end{align*}
\]
\[ u = \alpha(y), \quad v = \alpha(y)(x + 2\alpha(y)t)^2 + \gamma(y)(x + 2\alpha(y)t) - x, \tag{31} \]

\[ u = \alpha(y) - \frac{1}{x + 2\alpha(y)t + \beta(y)}, \quad v = (x + 2\alpha(y)t + \beta(y))^2 - 2t. \tag{32} \]

Here, \( \alpha, \beta, \gamma \) and \( \theta \) are arbitrary functions of their arguments. In the first solution, \( \delta \in \{0, 1\} \) and, if \( \delta = 0, \gamma = 1 \mod \{8(Y)\} \).

**u_{xx} = 0, v_{4x} = 0.** This two-component differential constraint integrates to the generalized ansatz

\[ u = u^1(t, y)x + u^0(t, y), \quad v = \sum_{k=0}^{3} v^k(t, y)x^k \]

for \((u, v)\). Substituting the ansatz into the system (1) and splitting the resulting equations with respect to \( x \), we derive a system for the coefficients \( u^0, u^1 \) and \( v^k, k = 0, \ldots, 3, \)

\[
\begin{align*}
(u^1_0 - 2(u^1)^2)_y &= 0, \quad (u^0_0 - 2u^1u^0)_y = 12\nu^3, \\
v^k_t &= 2ku^1v^k + 2(k + 1)u^0v^{k+1} + (k + 2)(k + 1)v^{k+2}, \quad k = 0, \ldots, 3,
\end{align*}
\]

\[ v^4, v^3 := 0. \tag{33} \]

In other words, we reduce the system (1) to the well-defined system (33) with fewer independent variables but more unknown functions. Such a property is common for reductions with respect to generalized conditional symmetries (here the corresponding generalized conditional symmetry could be the generalized vector field \( u_{xx}\partial_u + v_{4x}\partial_v \)) but, unfortunately, a proper theory of these symmetries has been developed only for single (1+1)-dimensional evolution equations [36, 67].

Since the solutions of the system (1) with the differential constraint \( u_{xx} = 0 \) have exhaustively been described above, we can assume that \( v_{xx} \neq 0 \) here, i.e., \( v^3 \neq (0, 0) \).

If additionally \( u_{xy} = u^1_y = 0 \), then \( u^1 = 0 \mod \{D(T)\} \), the system (33) implies \( v^3 = u^0_y = 0 \), and we can set \( v^3 = 1 \) and \( u^0 = 12t\alpha(y) + \alpha(y) \) using transformations \( S(Y) \) and \( P(X^0) \).

Otherwise, we successively integrate some equations of (33) and simultaneously simplify the obtained expressions using equivalence transformations if possible; in this way we get

\[ u^1 = -\frac{1}{2}(t + \beta(y))^{-1} \mod \{D(T)\} \] from the first equation,

\[ v^3 = \beta_y(y)(t + \beta(y))^{-3} \mod \{S(Y)\} \] from the equation with \( k = 4 \), and

\[ u^0 = -\frac{1}{2}(\alpha(y) + 12\ln|t + \beta(y)| - 12)(t + \beta(y))^{-1} \mod \{P(X^0)\} \] from the second equation;

see the above consideration of the differential constraint \( u_{xx} = 0 \) with \( u^1_y \neq 0 \) for deriving the expression for \( u^1 \).

Integrating the other equations from (33) in each of the above cases and substituting the found values for \( u^0, u^1 \) and \( v^k \) into the ansatz, we respectively construct the following solutions of the system (1):

- **u = 12t\alpha(y),**
  \[ v = (x + 12t^2y + 2t\alpha(y) + \beta(y))^3 + (6t + \gamma(y))(x + 12t^2y + 2t\alpha(y) + \beta(y)), \]

- **u = \omega \frac{6}{t + \beta(y)},**
  \[ v = \beta_y(y)\omega^3 + \gamma(y)\omega^2 + \lambda(y)\omega - \frac{\beta_y(y)\omega}{t + \beta(y)} + \frac{2\gamma(y)}{t + \beta(y)}, \]

where \( \omega := \frac{x + \alpha(y)}{t + \beta(y)} + 12\ln|t + \beta(y)| \).

Here \( \alpha, \beta, \gamma \) and \( \lambda \) are arbitrary functions of \( y \).
\(u_{xx} = 0\). We weaken the previous differential constraint \(u_{xx} = 0\), \(u_{4x} = 0\), neglecting its second equation. The first equation of the system (27) implies \(v_{5x} = 0\), i.e., in this case we have an analogous generalized ansatz with one more unknown function \(v^4\),

\[
u = u^1(t, y)x + u^0(t, y), \quad v = \sum_{k=0}^{4} v^k(t, y)x^k. \tag{34}\]

The corresponding reduced system in \(u^0, u^1\) and \(v^k\), \(k = 0, \ldots, 4\), is an extension of the system (33),

\[
\begin{align*}
(u_t^1 - 2(u^1)^2)_y &= 48v^4, \quad (u_t^0 - 2u^1u^0)_y = 12v^3, \\
v_t^k &= 2ku^1v^k + 2(k + 1)u^0v^{k+1} + (k + 2)(k + 1)v^{k+2}, \quad k = 0, \ldots, 4, \quad v^5, v^6 := 0. \tag{35}
\end{align*}
\]

Similarly to the system (33), the system (35) is well defined, and hence the generalized vector field \(u_{xx}\partial_x + u_{5x}\partial_y\) also can be interpreted as a generalized conditional symmetry of the original system (1). In view of the above consideration of the constraint \(u_{xx} = u_{4x}\), here we can assume that \(u_{4x} \neq 0\), i.e., \(v^4 \neq 0\) and thus \(u^1_y \neq 0\). In contrast to all the previous differential constraints, we could not find the general solution of the system (35) in an explicit form but we reduce it to a family of Abel equations of the first kind, where \(y\) is the only independent variable, and \(t\) plays the role of an implicit parameter.

We make the differential substitution \(u^1 = -\varphi_t/(2\varphi),\ u^2 = \psi_t\varphi\) with \(\varphi = \varphi(t, y) \neq 0\) and \(\psi = \psi(t, y)\). Then the equation of the system (35) with \(k = 4,\ v^4 = 8u^1v^4\), can be integrated to \(v^4 = \alpha^4(y)\varphi^{-1},\) where \(\alpha^4 = \alpha^4(y) \neq 0\) and thus \(\alpha^3 = 1 \mod \{8(Y)\}\), i.e., we can set \(v^4 = \varphi^{-4}\). Solving the equation of the system (35) with \(k = 3,\ v^3 = 6u^1v^3 + 8u^0v^4\), with respect to \(v^3\), we derive the representation \(v^3 = 8\varphi\psi^{-3}\), where the “constant of integration” \(\alpha^3 = \alpha^3(y)\) is incorporated into \(\psi\) due to the indeterminacy of \(\psi\) up to a summand depending on \(y\). The first two equations of the system (35) take the form

\[
\left(\frac{\varphi_t}{\varphi}\right)_y = -\frac{96}{\varphi^2}, \quad (\psi_t\varphi + 2\psi\varphi_t)_y = \frac{96\psi}{\varphi^3}. \tag{36}\]

Rewriting the first equation of (36) as \((\varphi\varphi_y - \varphi_t\varphi_y)_t = -96\varphi^{-2}\), we integrate it to \(\varphi\varphi_y - \varphi_t\varphi_y = -96\chi\), where \(\chi\) is an antiderivative of \(\varphi^{-2}\) with respect to \(t\), \(\chi_t = \varphi^{-2}\). We divide the integration result by \(\varphi^2\) to represent it as \((\varphi_t/\varphi)_t = -96\chi_t\) via replacing \(\varphi^{-2}\) with \(\chi_t\) on the right hand side and to integrate once more with respect to \(t\), which gives \(\varphi_y/\varphi = -48\chi^2 - \mu^1/2\) with \(\mu^1 = \mu^1(y)\). We repeat the trick with dividing by \(\varphi^2\) and replacing \(\varphi^{-2}\) with \(\chi_t\) for the last equation, deriving the equation \(\chi_{ty} = (96\chi^2 + \mu^1)\chi_t\), and integrating it again with respect to \(t\).

Thus, we obtain \(\chi_y = 32\chi^3 + \mu^1(y)\chi + \mu^0(y)\). In other words, the function \(\chi = \chi(t, y)\) runs through the union of the solution sets of the Abel equations of the first kind of the above form parameterized by two arbitrary sufficiently smooth functions \(\mu^0\) and \(\mu^1\) of \(y\), where \(t\) plays the role of an implicit parameter, and additionally \(\chi_t > 0\). The substitution \(\psi = \psi_t/(2\varphi)\) reduces the second equation of (36), in view of the first equation of (36), to \((\varphi\varphi_t - \varphi_t\varphi_y)_t = 0\). We integrate the last equation once with respect to \(t\), divide the result by \(\varphi^2\) and integrate once more with respect to \(t\), taking into account that \(\varphi^{-2} = \chi_t\). Then we solve the obtained expression with respect to \(\varphi_y\) and integrate with respect to \(y\). This leads to the expression for \(\psi\). Finally, we successively integrate the equations from the system (35) with \(k = 2,\ k = 1\) and \(k = 0\) with respect to \(v^2, v^1\) and \(v^0\), respectively,

\[
\begin{align*}
v^2 &= \frac{1}{\varphi^2}(24\psi^2 + 12\chi^2 + \alpha^2), \quad v^1 = \frac{1}{\varphi}(32\psi^3 + 48\psi\psi + 4\alpha^2\psi + \alpha^1), \\
v^0 &= 16\psi^4 + 48\chi\psi^2 + 4\alpha^2\psi^2 + 2\alpha^1\psi + 12\chi^2 + 2\alpha^2\chi + \alpha^0.
\end{align*}
\]
Here \( \alpha^0, \alpha^1 \) and \( \alpha^2 \) are arbitrary sufficiently smooth functions of \( y \), and \( \alpha^0 = 0 \) (mod \( \{\mathcal{Z}(V^0)\} \)). The substitution of the found expressions for \( u^0, u^1 \) and \( v^k, k = 0, \ldots, 4 \) into the ansatz (34) gives the following solutions of the system (1):

\[
\begin{align*}
\bullet \quad u &= -\frac{\omega_l}{2\sqrt{\chi_l(t, y)}}, \\
v &= \omega^4 + (12\chi(t, y) + \alpha^2(y))\omega^2 + \alpha^1(y)\omega + 2\chi(t, y)(6\chi(t, y) + \alpha^2(y)), \\
\text{where} \quad \omega := \frac{x + \tilde{\psi}(t, y)}{\sqrt{\chi_l(t, y)}}, \quad \tilde{\psi}(t, y) := \int_{y_0}^{y} \frac{\lambda^1(y')\chi(t, y') + \lambda^0(y')}{\sqrt{\chi_l(t, y')}} \, dy'.
\end{align*}
\]

Here \( \chi = \chi(t, y) \) is an arbitrary solution of the equation

\[
\chi_y = 32\chi^3 + \mu^1(y)\chi + \mu^0(y)
\]

with \( \chi_t > 0 \) and \( t \) playing the role of an implicit parameter, and \( \alpha, \mu^0, \mu^1, \lambda^0 \) and \( \lambda^1 \) are arbitrary functions of \( y \). For each value of the parameter function tuple \( (\mu^1, \mu^0) \), the equation (37) is an Abel equation of the first kind.

If \( \mu^0 = 0 \), then the equation (37) is a Bernoulli equation, which can be easily integrated to \( \chi = \frac{1}{8}\sqrt{\beta_y(y)/(\theta(t) - \beta(y))} \), where \( \theta(t) \neq 0 \) and \( \beta_y \neq 0 \) in view of \( \chi_t \neq 0 \), and \( \mu^1 = \beta_y/(4\beta_y) \). Hence \( \theta = t \) (mod \( \{\mathcal{D}(T)\} \)). As a result, we construct a subfamily of the above family of solutions of the original system (1) in a completely explicit form, where

\[
\chi = \frac{1}{8}\sqrt{\frac{\beta_y(y)}{t - \beta(y)}}.
\]

One can consider other differential constraints, including \( G \)-invariant ones, but most of them do not lead to new explicit solutions of the system (1).

For instance, consider the \( G \)-invariant differential constraint \( v_{xu}v_y = v_xv_{ugt}, v_{xy}u_y = v_xu_{yy} \). We can suppose here that \( u_yv_x \neq 0 \) since the entire set of solutions of the system (1) under the \( G \)-invariant differential constraint \( u_y = 0 \) (resp. \( v_x = 0 \)) has been constructed above. Then we can write the constraint \( v_{xu}v_y = v_xv_{ugt}, v_{xy}u_y = v_xu_{yy} \) in the form \( (v_x/u_y)t = (v_x/v_y) \) and subtracting the result from the first equation of the system (1), in view of \( v = u \) we obtain the equation \( u_{xxy} = u_{xy} \). The general solution of the last equation is

\[
u = \chi(t, z) + u^1(t, y)z + u^0(t, y),
\]

where \( z := x + y \), and \( \chi, u^0 \) and \( u^1 \) are arbitrary sufficiently smooth functions of their arguments. Since \( \chi_{zzz} = u_{xxx} \) and \( \chi, u^0 \) and \( u^1 \) are arbitrary sufficiently smooth functions of their arguments. Since \( \chi_{zzz} = u_{xxx} = v_{xxx} \), for finding new solutions it suffices to study the case \( \chi_{zzz} \neq 0 \). Similarly, \( (u^0_y, u^1_y) \neq (0, 0) \) since otherwise \( u \) is a function of \( (t, z) \) and thus \( u_y = u_x = v_x \). Under the last inequality, the compatibility conditions of the system \( u_t = u_{xx} + 2uu_x \) and \( u_{xxx} = u_{xy} \), which were computed using the package rif [56] for Maple, imply the equation
Reduced system and derive one more consequence of the compatibility conditions, and thus constructed for \( \chi + u^1 z \). Then another consequence of the compatibility conditions is the equation \( z^2 \chi_z = z \chi - 2 \) with the general solution \( \chi = z^{-1} + g(t)z \), where the “integration constant” \( g \) can be absorbed by the \( u^1 \). In other words, up to the \( G \)-equivalence we can set \( \chi = z^{-1} \) and derive one more consequence of the compatibility conditions, \( u^1 = (2u^1)^2 \). Therefore, 

\[
\begin{align*}
u = v &= \frac{1}{x+y} + \frac{x+y}{-2t+\alpha(y)}
\end{align*}
\]

where \( \alpha \) is an arbitrary function of \( y \).

## 5 Lie reductions of codimension one

\( G \)-inequivalent codimension-one Lie reductions of the system (1) are collected in Table 1. There, for each of the one-dimensional subalgebras of \( g \) listed in Lemma 8, we present an ansatz constructed for \( (u,v) \), the corresponding reduced system of partial differential equations in two independent variables, where \( \varphi = \varphi(z_1, z_2) \) and \( \psi = \psi(z_1, z_2) \) are the new unknown functions of the invariant independent variables \( (z_1, z_2) \). The subscripts 1 and 2 of \( \varphi \) and \( \psi \) denote the differentiation with respect to \( z_1 \) and \( z_2 \), respectively.

### Table 1: \( G \)-inequivalent Lie reductions with respect to one-dimensional subalgebras of \( g \)

| \( C \) | \( g \) | \( u \) | \( v \) | \( z_1 \) | \( z_2 \) | Reduced system |
|---|---|---|---|---|---|---|
| \( s_{1,1} \) | \( \varphi \) | \( \psi \) | \( t+y \) | \( x \) | \( \varphi_{11} = (\varphi^2 - \varphi_2)_{12} + 2\psi_{222}, \ \psi_1 = \psi_{22} + 2\varphi\psi_2 \) |
| \( s_{1,2} \) | \( \varphi \) | \( \psi + t \) | \( x \) | \( y \) | \( (\varphi^2 - \varphi_1)_{12} + 2\psi_{111} = 0, \ \psi_{11} + 2\varphi\psi_1 = 1 \) |
| \( s_{1,3} \) | \( \varphi \) | \( \psi \) | \( x \) | \( y \) | \( (\varphi^2 - \varphi_1)_{12} + 2\psi_{111} = 0, \ \psi_{11} + 2\varphi\psi_1 = 0 \) |
| \( s_{1,4} \) | \( \varphi \) | \( \psi \) | \( t \) | \( x+y \) | \( \varphi_{12} = (\varphi^2 - \varphi_2)_{22} + 2\psi_{222}, \ \psi_1 = \psi_{22} + 2\varphi\psi_2 \) |
| \( s_{1,5} \) | \( \varphi \) | \( \psi \) | \( t \) | \( x \) | \( \psi_{222} = 0, \ \psi_1 = \psi_{22} + 2\varphi\psi_2 \) |
| \( s_{1,6} \) | \( \varphi \) | \( \psi + x \) | \( t \) | \( y \) | \( \varphi_{12} = 0, \ \psi_1 = 2\varphi \) |
| \( s_{1,7} \) | \( \varphi \) | \( \psi \) | \( t \) | \( y \) | \( \varphi_{12} = 0, \ \psi_1 = 0 \) |

We index each of the listed reduced systems by the number of the corresponding one-dimensional subalgebra of \( g \). The maximal Lie invariance algebras \( a_{1,m} \) of reduced systems \( 1.m, m = 1, \ldots, 7 \), are

\[
\begin{align*}
a_{1,1} &= \langle \partial_{z_1}, \partial_{z_2}, 2z_1\partial_{z_1} + z_2\partial_{z_2} - \varphi\partial_{\varphi} - 2\psi\partial_{\psi}, \partial_{\varphi} \rangle, \\
a_{1,2} &= \langle \partial_{z_1}, \partial_{z_2}, z_1\partial_{z_1} - 2z_2\partial_{z_2} - \varphi\partial_{\varphi} + 2\psi\partial_{\psi}, \beta\partial_{\psi} \rangle, \\
a_{1,3} &= \langle \partial_{z_1}, z_1\partial_{z_1} - \varphi\partial_{\varphi} - 2\varphi\partial_{\psi}, \partial_{\psi}, \partial_{\varphi} \rangle, \\
a_{1,4} &= \langle \partial_{z_1}, 2z_1\partial_{z_1} + z_2\partial_{z_2} - \varphi\partial_{\varphi} - \psi\partial_{\psi}, g\partial_{z_2} - \frac{1}{2}g_{z_1}\partial_{\varphi}, \partial_{\varphi} \rangle, \\
a_{1,5} &= \langle f\partial_{z_1} + \frac{1}{2}z_2f_1\partial_{z_2} - \frac{1}{2}f_{z_1}\varphi + \frac{1}{2}f_{z_1z_2}\partial_{\varphi}, g\partial_{z_2} - \frac{1}{2}g_{z_1}\partial_{\varphi}, \psi\partial_{\psi}, \partial_{\varphi} \rangle, \\
a_{1,6} &= \langle \partial_{z_1}, z_1\partial_{z_1} - \varphi\partial_{\varphi}, \varphi\partial_{\varphi} + \psi\partial_{\psi}, \gamma\partial_{\psi} + 2\gamma_1\partial_{\varphi} - \frac{1}{2}g_{z_1}\partial_{\varphi} + g\partial_{\psi}, \beta\partial_{\psi} \rangle, \\
a_{1,7} &= \langle f\partial_{z_1}, \alpha\partial_{z_2}, g\partial_{\varphi}, \gamma\partial_{\varphi}, \varphi\partial_{\varphi}, \partial_{\varphi} \rangle, \end{align*}
\]
respectively. Here \( f \) and \( g \) run through the set of smooth functions of \( z_1, \alpha, \beta \) and \( \gamma \) run through the set of smooth functions of \( z_2 \), and \( \Upsilon \) runs through the set of smooth functions of \( (z_2, \psi) \).

Lie symmetries of a reduced system that are not induced by Lie symmetries of the original system are called additional or hidden; see [2] and [48] for references. The algebra of Lie symmetries of reduced system \( 1.m \) that are induced by Lie symmetries of the system (1) is canonically isomorphic to the quotient algebra \( N_\mathfrak{g}(s_{1,m})/s_{1,m} \), where

\[
N_\mathfrak{g}(s_{1,m}) = \{ Q \in \mathfrak{g} \mid [Q, Q'] \in s_{1,m} \text{ for all } Q' \in \mathfrak{g}_{1,m} \}
\]

is the normalizer of the subalgebra \( s_{1,m} \). This property allows us to check whether the system (1) admits hidden symmetries associated with reduced system \( 1.m \). By the definition of normalizer, we obtain

\[
N_\mathfrak{g}(s_{1,1}) = \langle D(t) + S(y), D(1), S(1), P(1), Z(1) \rangle,
\]

\[
N_\mathfrak{g}(s_{1,2}) = \langle D(t) - S(y), D(1), S(1), P(1), Z(\beta) \rangle,
\]

\[
N_\mathfrak{g}(s_{1,3}) = \langle D(t), D(1), S(\alpha), P(1), Z(\beta) \rangle,
\]

\[
N_\mathfrak{g}(s_{1,4}) = \langle D(2t) + S(y), D(1), S(1), P(g), Z(1) \rangle,
\]

\[
N_\mathfrak{g}(s_{1,5}) = \langle D(f), S(1), S(y), P(g), Z(1) \rangle,
\]

\[
N_\mathfrak{g}(s_{1,6}) = \langle D(2t) - S(y), D(1), S(1), P(g), Z(\beta) \rangle,
\]

\[
N_\mathfrak{g}(s_{1,7}) = \langle D(t), D(1), S(\alpha), P(g), Z(\beta) \rangle.
\]

If both the algebra \( a_{1,m} \) and the normalizer \( N_\mathfrak{g}(s_{1,m}) \) are finite-dimensional, which is the case only for \( m = 1 \), the equality \( \dim N_\mathfrak{g}(s_{1,m}) - 1 = \dim s_{1,m} \) is equivalent to the claim that all element of \( a_{1,m} \) are induced by elements of \( N_\mathfrak{g}(s_{1,m}) \). In other words, the system (1) admits no hidden symmetries corresponding to the Lie reduction with respect to the subalgebra \( s_{1,1} \) of \( \mathfrak{g} \).

For all the other values of \( m, m = 2, \ldots, 7 \), both the dimensions of \( a_{1,m} \) and \( N_\mathfrak{g}(s_{1,m}) \) are infinite. Therefore, to check the presence of hidden symmetries for such a value of \( m \), we need to directly compute the quotient algebra \( N_\mathfrak{g}(s_{1,m})/s_{1,m} \). In this way, we show that the algebra \( N_\mathfrak{g}(s_{1,m})/s_{1,m} \) is canonically isomorphic to \( a_{1,m} \) if \( m \in \{2, 3, 4, 5\} \), i.e., the Lie reductions with respect to the subalgebras \( s_{1,m} \) with \( m \in \{2, 3, 4, 5\} \) give no hidden symmetries for the system (1).

For \( m \in \{6, 7\} \), elements of the normalizer \( N_\mathfrak{g}(s_{1,m}) \) induces only a proper subalgebra of \( a_{1,m} \). Thus, the vector fields \( D(2t) - S(y), D(1), S(1), P(g) \) and \( Z(\beta) \) spanning \( N_\mathfrak{g}(s_{1,6}) \) induce \( 2(z_1 \partial_{\alpha} - \varphi \partial_{\varphi}) + (\varphi \partial_{\varphi} + \psi \partial_{\psi}) - z_2 \partial_{z_2}, \partial_{z_1}, \partial_{z_2}, \frac{1}{2}g_2 \partial_{\varphi} + g \partial_{\psi} \) and \( \beta \partial_{\psi} \) from the algebra \( a_{1,6} \). The vector fields \( D(t), D(1), S(\alpha), P(g) \) and \( Z(\beta) \) spanning \( N_\mathfrak{g}(s_{1,7}) \) induce \( z_1 \partial_{z_1} - \frac{1}{2}g \partial_{\varphi}, \partial_{z_1}, \alpha \partial_{z_2} - \frac{1}{2}z_2 \frac{1}{2}g \partial_{\varphi} + \frac{1}{2}g \partial_{\psi} \) and \( \beta \partial_{\psi} \) from the algebra \( a_{1,7} \). All the other vector fields from the algebra \( a_{1,6} \) and \( a_{1,7} \) are hidden symmetries of the system (1) associated with reduced systems 1.6 and 1.7.

As a result, it is needless to carry out further Lie reductions of reduced systems 1.1–1.7 since all the solutions of the system (1) that can be constructed by such reductions satisfy differential constraints considered in Section 4 or are invariant with respect to two-dimensional subalgebras of \( \mathfrak{g} \) and, therefore, can be obtained using direct codimension-two Lie reductions of the system (1), which is done in the next Section 6.

We discuss some properties of nontrivial reduced systems 1.1–1.4 that are not related to their Lie symmetries.

1.1. The first equation of the reduced system can be represented in conserved form in two ways, \( (\varphi_1 - (\varphi^2 - \varphi_2)2) = 2(\varphi_2)2 \) and \( (\varphi_1)1 = ((\varphi^2 - \varphi_2)1 + 2\varphi_2)2 \). These conserved forms can be used for introducing potentials although all the potential symmetries of (1) associated with these potential systems are trivial.

1.2. We assume that \( \psi_{111} \neq 0 \) and \( \varphi_{11} \neq 0 \) (otherwise we have solutions exhaustively studied in Section 4). The first reduced equation integrates once with respect to \( z_1 \) to \( (\varphi^2 - \varphi_1)2 + 2\psi_{11} = \delta \), where \( \delta \) is an arbitrary function of \( z_2 \).
1.3. Similar to the previous case, we can assume \( \psi_{111} \neq 0 \) and \( \varphi_{11} \neq 0 \) and integrate the first reduced equation to \((\varphi^2 - \varphi_1) + 2\psi_{11} = \delta \). If the “integration constant” \( \delta \), which is a function of \( z_2 \), is nonzero, then it can be set to 1 by a point symmetry transformation of reduced system 1.3, which is induced by a transformation \( S(Y) \). Therefore, we can assume that \( \delta \in \{ 0, 1 \} \) (mod \( S(Y) \)).

The differential substitution \( \varphi = -\tilde{\varphi}/\varphi \) allows us to integrate the second equation with respect to \( \varphi \), giving \( \psi_1 = \gamma(z_2)\tilde{\varphi}^2 \). The “integration constant” \( \gamma \), which is a function of \( z_2 \) as well, is nonzero in view of nonvanishing \( \psi_1 \) and thus can be set to 1 since the function \( \tilde{\varphi} \) from the differential substitution is defined up to a nonvanishing multiplier that is a function of \( z_2 \). If \( \gamma \) is negative, we need to additionally alternate the signs of \((z_1, \varphi)\), which is the point symmetry transformation of reduced system 1.3 and is induced by the transformation \( \mathcal{I}(-1) \). Thus, \( \psi_1 = \tilde{\varphi}^2 \). The integrated first reduced equation takes the form \((\tilde{\varphi}_{12} - \tilde{\varphi}_1\tilde{\varphi}_2) = \delta\tilde{\varphi}^2 - 2\tilde{\varphi}^2(\tilde{\varphi}_{12})_1 = \delta \), which can be written as \((\tilde{\varphi}_{12} - \tilde{\varphi}_1\tilde{\varphi}_2) = \delta\tilde{\varphi}^2 - 2\tilde{\varphi}^2(\tilde{\varphi}_{12})_1 = \delta \). If \( \delta = 0 \) and \( \alpha \neq 0 \) and \( \psi = 0 \), then it can be set to 1 since the function \( \tilde{\varphi} \) is negative, we need to additionally alternate the signs of \((\tilde{\varphi}_{12} - \tilde{\varphi}_1\tilde{\varphi}_2) = \delta\tilde{\varphi}^2 - 2\tilde{\varphi}^2(\tilde{\varphi}_{12})_1 = \delta \). As a result, we obtain \( \tilde{\varphi}_{12} = -4\cos \theta \) and integrate once more with respect to \( z_1 \). As a result, we obtain \( \tilde{\varphi}_{12} = -4\cos \theta \) and integrate once more with respect to \( z_1 \). As a result, we obtain \( \tilde{\varphi}_{12} = -4\cos \theta \) and integrate once more with respect to \( z_1 \). As a result, we obtain \( \tilde{\varphi}_{12} = -4\cos \theta \) and integrate once more with respect to \( z_1 \).

The equation (39) can be immediately written in terms of the initial dependent variables \( \varphi \) and \( \psi \). Thus, \( \psi_1 = \tilde{\varphi}^2 \). The last equation can be represented as

\[
\left( \frac{\tilde{\varphi}_1}{\tilde{\varphi}} \right)_2 = -\varphi^2 + \frac{\delta \psi + \alpha}{\varphi^2}.
\]  \( \text{(39)} \)

Note that the equation (39) can be immediately written in terms of the initial dependent variables \( \varphi \) and \( \psi \). Therefore, we can assume that \( \delta = \alpha = 0 \) and set the parameter function arising in the course of integration to zero by a point symmetry transformation of reduced system 1.3. If \( \delta = 0 \) and \( \alpha \neq 0 \) and \( \psi = 0 \), then it can be set to 1 since the function \( \tilde{\varphi} \) is negative, we need to additionally alternate the signs of \((\tilde{\varphi}_{12} - \tilde{\varphi}_1\tilde{\varphi}_2) = \delta\tilde{\varphi}^2 - 2\tilde{\varphi}^2(\tilde{\varphi}_{12})_1 = \delta \). As a result, we can assume that \( \delta = \alpha = 0 \) and set the parameter function arising in the course of integration to zero by a point symmetry transformation of reduced system 1.3.

The case \( \delta = \alpha = 0 \) corresponds to the family of stationary solutions of (1) satisfying the differential constraint \( u_y = v_x \), which has been exhaustively studied in Section 4.

Suppose that \( \delta = 0 \) and \( \alpha \neq 0 \) and \( \psi = 0 \). Using a point symmetry transformation of reduced system 1.3, which is induced by a transformation \( S(Y) \), we set \( \alpha = \varepsilon \in \{-1, 1\} \). The substitution \( \tilde{\varphi} = \varepsilon' e^{\theta/2} \) with \( \varepsilon' = \text{sgn} \tilde{\varphi} \) directly reduces the equation (39) to the sinh-Gordon equation \( \theta_{12} = -4\sinh \theta \) if \( \varepsilon = 1 \) or the cosh-Gordon equation \( \theta_{12} = -4\cosh \theta \) if \( \varepsilon = -1 \). See [49, Section 7.3.1.1] and references therein for exact solutions and other properties of the sinh-Gordon equation. As a result, we construct the following family of solutions of the system (1):

\[ u = -\frac{1}{2} \theta_x(x, y), \quad v = \int_{x_0}^{x} e^{\theta(x', y)} dx', \]

where \( \theta = \theta(x, y) \) is an arbitrary solution of the sinh-Gordon equation \( \theta_{xy} = -4\sinh \theta \) or the cosh-Gordon equation \( \theta_{xy} = -4\cosh \theta \).

If \( \delta = 1 \), the parameter function \( \alpha \) can be set to zero by a point symmetry transformation of reduced system 1.3, which is induced by a transformation \( 2(V^0) \). We solve the second equation of reduced system 1.3 with respect to \( \varphi \), \( \varphi = -\psi_{11}/(2\psi_1) \), and substitute the obtained expression into the equation \( \psi_1(\varphi_2 - \psi_1) + \psi = 0 \), which gives the equation

\[ \psi_1 \left( \frac{\psi_{11}}{\psi_1} \right)_2 + 2(\psi_1)^2 = 2\psi \]

with respect to \( \psi \). Multiplying the last equation by \( \psi_{11}/(\psi_1)^2 \), we can represent it in the conserved form

\[ \left( \frac{\psi_{11}}{\psi_1} \right)_2^2 + 4 \left( \psi_1 + \frac{\psi}{\psi_1} - z_1 \right)_1 = 0. \]

1.4. As was remarked in [11], reduced system 1.4 is equivalent to the dispersive long-wave equations [37]. We integrate the first equation and differentiate the second equation with respect to \( z_2 \). Then we re-define \( \psi_2 := \psi \) and set the parameter function arising in the course of integration to zero by a point symmetry transformation of reduced system 1.4, which is induced by
a point symmetry transformation of the initial system (1). As a result, we derive the system
\( \varphi_1 = (\varphi^2 - \varphi_2 + 2\dot{\varphi})_2, \varphi_1 = (\dot{\varphi} + 2\varphi\dot{\psi})_2, \) which has, up to scaling of dependent variables, the form [37, Eq. (1.3)].

A big set of explicit solutions of reduced system 1.4 can be obtained after posing the constraint 
\( \psi = \varphi, \) under which the first equation from this system becomes a differential constraint for the second one, and the system reduces to the single Burgers equation \( \varphi_1 = \varphi_2 + 2\varphi^2. \)

**Remark 11.** The integration of reduced systems 1.5–1.7 is trivial. Moreover, the corresponding
invariant solutions of the system (1) satisfy the differential constraints \( v_{xxx} = 0, v_{xx} = 0 \) and
\( v_3 = 0 \) for \( m = 5, 6, 7, \) respectively. Therefore, the Lie reductions of the system (1) with respect
to the subalgebras \( \mathfrak{s}_{1,m}, m = 5, 6, 7, \) do not result in new exact solutions of this system.

6 Essential Lie reductions of codimension two

Most of \( G \)-inequivalent codimension-two Lie reductions of the system (1) are not interesting in
the sense that each of them can be represented as a two-step reduction, where the first step is a
codimension-one Lie reduction mentioned in Remark 11. The solutions constructed using such
reduction-two Lie reductions are trivial and belong to families of exact solutions obtained in
Section 4. The subalgebras listed in Lemma 9 that satisfy the rank condition [12] and contain
the vector fields \( S(1), P(1) \) and \( P(1) + Z(1) \) are associated with the above trivial codimension-
two Lie reductions. Moreover, some of the other subalgebras listed in Lemma 9 do not satisfy
the rank condition [12] and are thus not appropriate for Lie reductions at all. These are the
subalgebras containing vector fields from \( \{ Z(\beta) \} \) and the subalgebras \( s_{2,18}^3. \)

This is why, modulo the \( G \)-equivalence, we need to only carry out Lie reductions with respect
to the two-dimensional non-Abelian subalgebras \( s_{2,1}, s_{2,2,}^2, s_{2,3}, s_{2,4} \) and the Abelian subalgebras
\( s_{2,0}^1, \delta \in \{0, 1\}. \) Below, for each of these subalgebras we present an ansatz for the related
invariant solutions and the corresponding reduced system, where \( \varphi \) and \( \psi \) are the new unknown
functions of the single invariant variable \( \omega. \)

2.1. \( s_{2,1} = \langle D(1) + S(1), D(t) + S(y) \rangle: \)
\[
\begin{align*}
u & = \frac{x}{|t-y|^{1/2}} - \frac{x}{4(t-y)}, \\
v & = \frac{\psi}{t-y}, \quad \text{where} \quad \omega = \frac{x}{|t-y|^{1/2}}, \\
\omega(\varphi^2 - \varphi_\omega)_\omega + 3(\varphi^2 - \varphi_\omega) + 4\psi\psi_\omega = \frac{1}{2}\varphi_\omega + 2\varphi\psi_\omega + \varepsilon \psi = 0.
\end{align*}
\]

2.2. \( s_{2,2} = \langle D(1) + Z(\delta), D(t) - S(y) \rangle, \delta \in \{0, 1\}: \)
\[
\begin{align*}
u & = |y|^{1/2}\varphi, \quad v = y^{-1}\psi + \delta t, \quad \text{where} \quad \omega = |y|^{1/2}x, \\
\omega(\varphi^2 - \varphi_\omega)_\omega + 3(\varphi^2 - \varphi_\omega) + 4\psi\psi_\omega = 0, \\
\psi_\omega + 2\varphi\psi_\omega + \varepsilon \delta = 0.
\end{align*}
\]

2.3. \( s_{2,3} = \langle D(1), D(t) + Z(\delta) \rangle, \delta \in \{0, 1\}: \)
\[
\begin{align*}u & = x^{-1}\varphi, \quad v = \psi + 2\delta \ln |x|, \quad \text{where} \quad \omega = y, \\
(\varphi^2 + \varphi)_\omega + 4\varepsilon \delta = 0, \quad 2\varphi = 1.
\end{align*}
\]

2.4. \( s_{2,4}^1 = \langle S(1) - P(1), D(2t) + S(y) \rangle: \)
\[
\begin{align*}
u & = |t|^{-1/2}\varphi, \quad v = |t|^{-1/2}\psi, \quad \text{where} \quad \omega = |t|^{-1/2}(x + y), \\
(\varphi^2 - \varphi_\omega)_\omega + 2\psi\psi_\omega + \frac{1}{2}\varepsilon(\omega \varphi)_\omega = 0, \\
\psi_\omega + 2\varphi\psi_\omega + \frac{1}{2}\varepsilon(\omega \psi)_\omega = 0.
\end{align*}
\]

2.9. \( s_{2,9}^3 = \langle D(1) + Z(\delta), S(1) - P(1) \rangle, \delta \in \{0, 1\}: \)
\[
\begin{align*}
u & = \varphi, \quad v = \psi + \delta t, \quad \text{where} \quad \omega = x + y, \\
(\varphi^2 - \varphi_\omega)_\omega + 2\psi\psi_\omega = 0, \\
\psi_\omega + 2\varphi\psi_\omega = \delta.
\end{align*}
\]
Here \( \varepsilon \) denotes the sign of the value whose modulus arise in the corresponding ansatz, \( \varepsilon = \text{sgn}(t - y) \), \( \varepsilon = \text{sgn} y \), \( \varepsilon = \text{sgn} t \) for reductions 2.1, 2.2 and 2.4, respectively. We select the ansatzes in such a way that the obtained reduced systems are of the simplest form.

Let us discuss lowering the order and integrating the above reduced systems. Reductions 2.1, 2.2, 2.3, 2.4 and 2.9 correspond, in the notation of [45], to reductions of the system (3) with respect to the subalgebras \( L_{2.15} \), \( L_{2.14} \), \( L_{2.13} \), \( L_{2.16}(\varepsilon) \) and \( L_{2.7}(\varepsilon) \), where \( \varepsilon \in \{-1, 1\} \), of the maximal Lie invariance algebra \( L_1 \) of this system, respectively. We use [45, Section 5.1] as a source of hints for studying some of the above reduced systems. However, the equivalence with respect to the corresponding point-symmetry pseudogroup is more systematically involved in our consideration than in the consideration in [45]. In particular, the parameter \( \varepsilon \) in the subalgebras \( L_{2.16}(\varepsilon) \) and \( L_{2.7}(\varepsilon) \) is in fact inessential since it can be set to a fixed value, 1 or \(-1\), by discrete point symmetry transformations of the system (3), which are discussed in Section 7. Moreover, we systematically compute nontrivial integrating factors of reduced systems of ordinary differential equations or related single ordinary differential equations by hand and using the package Jets [4], which is based on theoretical results of [39]. We advance integrating reduced systems further in comparison with [45] and completely solve all the reduced systems.

Below, \( C_0 \), \( C_1 \) and \( C_2 \) are arbitrary constants arising in the course of integration.

2.1. \( N^\mu_\nu(s_{2.1}) = s_{2.1} \), which agrees with the fact that the maximal Lie invariance algebra of reduced system 2.1 is zero. The tuples \((1,0)\), \((\omega^2, 0)\) and \((\psi, \omega \varphi_\omega + \varphi + \frac{3}{2} \varepsilon \omega)\), constitute a basis of the space of integrating factors of this system that depend at most on \((\omega, \varphi, \psi, \varphi_\omega, \psi_\omega)\). Therefore, we have found two more first integrals in comparison with the corresponding case in [45]. Admitting the first two integrating factors by reduced system 2.1 is equivalent to the fact that its first equation alone admits two obvious integrating factors, 1 and \( \omega^2 \), which corresponds to the two once integrated equations

\[
\begin{align*}
\omega(\varphi^2 - \varphi_\omega)_\omega + 2(\varphi^2 - \varphi_\omega) + 4\psi_\omega \omega = \frac{1}{4} \omega^2 + C_1, \quad (40a) \\
\omega^3(\varphi^2 - \varphi_\omega)_\omega + 4\omega^2 \psi_\omega \omega - 8\omega \psi_\omega + 8\psi = \frac{1}{8} \omega^4 - C_2. \quad (40b)
\end{align*}
\]

Combining these equations for canceling second-order derivatives, we derive

\[
2\omega^2(\varphi^2 - \varphi_\omega) + 8\omega \psi_\omega - 8\psi = \frac{1}{8} \omega^4 + C_1 \omega^2 + C_2.
\]

Another way for obtaining the last equation is to integrate the equation (40a) once more with the integrating factor \(2\omega\), which is a display of admitting the integrating factors 1 and \( \omega^2 \) by the first equation of reduced system 2.1. The third integral of this system, which is associated with the integrating factor \((\psi, \omega \varphi_\omega + \varphi + \frac{3}{2} \varepsilon \omega)\), leads to the equation

\[
\left(\omega(\varphi^2 - \varphi_\omega)_\omega + 2(\varphi^2 - \varphi_\omega) + 4\psi_\omega \omega + \varepsilon \omega \varphi - \frac{\varepsilon}{2}\right) \psi + (\omega \varphi)_\omega \psi_\omega + \frac{\varepsilon}{2} \omega \psi_\omega - 2\psi_\omega^2 = C_0
\]

or, in view of (40a), \((\varepsilon \omega \varphi + \frac{1}{4} \omega^2 + C_1 - \frac{1}{2} \varepsilon) \psi + (\omega \varphi)_\omega \psi_\omega + \frac{3}{2} \varepsilon \omega \psi_\omega - 2\psi_\omega^2 = C_0\). The transformation \( \tilde{\varphi} := \omega \varphi + \frac{1}{4} \varepsilon \omega^2 \) simplifies the integrating factor and the last equation to a nicer form, \((\psi, \tilde{\varphi}_\omega)\) and

\[
\left(\varepsilon \tilde{\varphi} + C_1 - \frac{\varepsilon}{2}\right) \psi + \tilde{\varphi}_\omega \psi_\omega - 2\psi_\omega^2 = C_0. \quad (41)
\]

Reduced system 2.1 is equivalent to a single second-order ordinary differential equation for \( \tilde{\varphi} \). To show this, we substitute the expression \( \varphi = \omega^{-1} \tilde{\varphi} - \frac{1}{4} \varepsilon \omega \) into the system consisting of the equations (40a) and (40b) and the second equation of reduced system 2.1 in terms of \( \tilde{\varphi} \) and
solve this system as a system of linear algebraic equations with respect to \((\psi, \psi_\omega, \psi_\omega)\). Then we substitute the derived expressions for \(\psi\) and \(\psi_\omega\) into (41). Thus, we obtain

\[
\psi = -\frac{\omega^2 \hat{\psi}_\omega}{2(4\hat{\psi} + \epsilon \omega^2)} - \omega^2 \frac{3\epsilon \omega^4 - 4(2C_1 \epsilon + 1) \omega^2 - 8(\epsilon C_2 - 2C_1 + \epsilon)}{32(4\hat{\psi} + \epsilon \omega^2)} + \frac{1}{4} \epsilon^2 - \frac{\epsilon \omega^2 - 1}{4} \hat{\psi} + \frac{3}{32} \omega^4 - \frac{2C_1 + 3\epsilon}{16} \omega^2 - \frac{C_2}{8}
\]

and

\[
\left(\hat{\psi}_\omega - \frac{1}{2} \hat{P}_\psi\right) = \left(\frac{2\hat{\psi}}{\omega} + \frac{\epsilon}{2} \hat{\omega}\right)^2 (\hat{\psi}_\omega^2 - \hat{P})
\]

with \(P = P(\hat{\psi}) := -2\epsilon \hat{\psi}^3 - (2C_1 + \epsilon) \hat{\psi}^2 + (\epsilon C_2 - 2C_1 + \epsilon) \hat{\psi} + C_1 C_2 - \frac{1}{2} \epsilon C_2 + 8C_0\). By the simple transformation \(\hat{\omega} = 2^{-1/2} \omega\), \(\hat{\psi} = -\epsilon \hat{\psi}\), \(\hat{P} = 2P\), the equation (42) is reduced to one in the fourth family of second-degree Painlevé equations in Chazy’s system (II),

\[
\left(\hat{\psi}_\omega - \frac{1}{2} \hat{P}_\psi\right) = \left(\frac{2\hat{\psi}}{\omega} - \hat{\omega}\right)^2 (\hat{\psi}_\omega^2 - \hat{P}),
\]

see [19, Eq. (1.20)], [19, Eq. (A.8)] and [14, Eq. (18.6)]. In the notation of [19], here

\[
\hat{P}(\hat{\psi}) = 4\hat{\psi}^3 + \alpha_1 \hat{\psi}^2 + 2\beta_1 \hat{\psi} + \gamma_1 \quad \text{with}
\]

\[
\alpha_1 = -2(2C_1 + \epsilon), \quad \beta_1 = -(C_2 - 2C_1 + 1), \quad \gamma_1 = 2C_1 C_2 - \epsilon C_2 + 16C_0.
\]

According to [19, Appendix], the equation (43) is further reduced by a differential substitution with the simultaneous change \(\tau = \hat{\omega}^2/2 = \omega^2/4\) of independent variable to a fifth Painlevé equation. Therefore, all the solutions of reduced systems 2.1 are expressed in terms of the fifth Painlevé transcendent. This can be verified via relating the general initial value problem for each equation of the form (44) with an initial value problem for the corresponding Painlevé equation.

As a result, the constructed family of solutions of the system (1) can be represented in the form

- \(u = \frac{\epsilon}{x} \hat{\psi}(\tau) - \frac{x}{2(t - y)}\), \(v = \frac{\psi(\tau)}{t - y}\) with \(\tau = \frac{x^2}{4[t - y]}\),

where \(\epsilon = \text{sgn}(t - y)\),

\[
\hat{\psi} = \frac{\epsilon_1 \chi \tau + \chi}{\chi(\chi - 1)} + \frac{4\lambda + \alpha_1 - 4\epsilon_1}{8\chi} - \frac{4\lambda + \alpha_1}{8},
\]

\[
\psi = -\frac{\tau^2\hat{\psi}\tau + \hat{\psi}_\tau}{4\phi - \tau} + \frac{\tau^2 \epsilon_1 \hat{\psi}_\tau + \hat{\psi}_\tau}{4\phi - \tau} + \frac{\hat{\psi}_\tau^2}{4} + \frac{4\tau - \epsilon}{4} \hat{\psi} + \frac{3}{2} \hat{\tau}^2 - \frac{2C_1 + 3\epsilon}{4} \hat{\tau} - \frac{C_2}{8},
\]

**Note:** The polynomial \(\hat{P}\) and its coefficients \(\alpha_1\), \(\beta_1\) and \(\gamma_1\) are defined in (44), \(\lambda\) is any root of the polynomial, and \(\chi = \chi(\tau)\) is an arbitrary solution of the fifth Painlevé equation

\[
\chi_\tau = \frac{1}{2\chi} + \frac{1}{\chi - 1}\]

\[
\chi_\tau^2 - \frac{\chi_\tau}{\tau} + \frac{(\chi - 1)^2}{\tau^2} \left(\alpha \chi + \frac{\beta}{\chi}\right) + \frac{\gamma}{\tau} + \delta \frac{\chi(\chi + 1)}{\chi - 1}
\]

with

\[
\alpha = \frac{(12\lambda - \alpha_1)^2 + 96\beta_1 - 4\alpha_1^2}{384}, \quad \beta = \frac{(4\lambda + \alpha_1 - 4\epsilon_1)^2}{128}, \quad \gamma = \lambda - \frac{\epsilon_1}{2}, \quad \delta = \frac{1}{2}.
\]

Note that for avoiding the solution of the cubic equation \(\hat{P}(\lambda) = 0\), we can reparameterize the constructed family solution of the system (1), assuming the roots of \(\hat{P}\) as three arbitrary constants and expressing other constant parameters in terms of these roots.
2.2. $N_0(s_{2,2}^0) = \langle D(1) + Z(\delta), D(t), S(y), Z(y^{-1}) \rangle$, $N_0(s_{2,2}^1) = \langle D(1) + Z(\delta), D(t) - S(y), Z(y^{-1}) \rangle$. The maximal Lie invariance algebra of reduced system 2.2 is $a_{2,2}^0 = \langle \partial_y, \omega \partial_\omega - \varphi \partial_\varphi \rangle$ if $\delta = 0$ and $a_{2,2}^1 = \langle \partial_y \rangle$ if $\delta = 1$. In both the cases, the basis vector field $\partial_y$ is induced by the Lie-symmetry vector field $Z(y^{-1})$ of the original system (1), and the basis vector field $\omega \partial_\omega - \varphi \partial_\varphi$ of $a_{2,2}^0$ is induced by the Lie-symmetry vector field $S(y)$ of this system.

The first equation of reduced system 2.2 possesses the same two integrating factors as in the previous case, 1 and $\omega^2$. The equations with the associated first integrals are

\begin{align}
\omega(\varphi^2 - \varphi_\omega)_\omega + 2(\varphi^2 - \varphi_\omega) + 4\psi_\omega = 2C_1, \\
\omega^3(\varphi^2 - \varphi_\omega)_\omega + 4\omega^2\psi_\omega\omega - 8\omega\psi_\omega + 8\psi = -2C_2.
\end{align}

(45a) (45b)

We combine these equations, obtaining

$$
\omega^2(\varphi^2 - \varphi_\omega) + 4\omega\psi_\omega - 4\psi = C_1\omega^2 + C_2.
$$

The same equation can be derived by integrating the equation (45a) once more with the integrating factor $\omega$, which is another display of the existence of the two integrating factors for the first equation of reduced system 2.2.

The integration constant $C_2$ can be set to be equal zero using a transformation $\omega = \tilde{\omega}$, $\varphi = \tilde{\varphi}$, $\psi = \tilde{\psi} - \frac{1}{2}C_2$ from the one-parameter group generated by the induced Lie-symmetry vector field $\partial_y$. In other words, up to the $G$-equivalence the constant $C_2$ is inessential, and thus below it is assumed to be equal to zero.

We solve the system consisting of the equations (45a) and (45b) and the second equation of reduced system 2.2 as a system of algebraic equations with respect to $(\psi, \psi_\omega, \psi_\omega\omega)$. The computed expression for $\psi$ is

$$
\psi = -\frac{\omega}{8\varphi}(\omega\varphi_\omega\omega + 2\varphi_\omega - 2\varphi\varphi^3 - 2\varphi^2 + 2C_1\omega\varphi + 2C_1 - 4\varepsilon\delta).
$$

The consistency of the expressions for $\psi$, $\psi_\omega$ and $\psi_\omega\omega$ implies the single equation for $\varphi$,

$$
\omega\varphi\varphi_\omega\omega\omega - (\omega\varphi_\omega - 3\varphi)\varphi_\omega\omega - 2\varphi_\omega^2 - (4\omega\varphi^3 + 2C_1 - 4\varepsilon\delta)\varphi_\omega - 4\varphi^4 + 4C_1\varphi^2 = 0.
$$

This equation admits a single independent integrating factor that is affine in $\varphi_\omega\omega$ with coefficients depending on $(\omega, \varphi, \varphi_\omega)$, $\varphi^{-3}(\omega\varphi_\omega\omega + 2\varphi_\omega + 2C_1\omega\varphi + 2C_1 - 4\varepsilon\delta)$. The corresponding integrated equation can be represented in the form

$$
(\varphi_\omega\omega - \alpha_1\tilde{\varphi} - \beta_1)^2 = 4\tilde{\varphi}^2\omega^2(\tilde{\varphi}_\omega^2 - \alpha_1\tilde{\varphi}^2 - 2\beta_1\tilde{\varphi} - \gamma_1),
$$

(46)

where $\tilde{\varphi} := \omega\varphi$, $\alpha_1 = -4C_1$, $\beta_1 = -2(C_1 - 2\varepsilon\delta)$ and $\gamma_1 = -C_0$. This is one in the third family of second-degree Painlevé equations in Chazy’s system (II); see the equations (1.19) and (A.5) in [19], which in fact coincide to each other up to a scaling, as well as [14, Section 23]. The equation (46) is further reduced by a differential substitution, whose form depends on equation parameters to a third Painlevé equation. Recall that the general form of third Painlevé equations is

$$
\chi_{\omega\omega} = \frac{\chi_\omega^2}{\chi} - \frac{\chi_\omega}{\omega} + \frac{\alpha\chi^2 + \beta}{\omega} + \frac{\gamma\chi^3 + \delta}{\chi},
$$

(47)

where $\alpha$, $\beta$, $\gamma$ and $\tilde{\delta}$ are constant parameters. The differential substitutions used in [19, Appendix] and the corresponding values of the parameters $\alpha$, $\beta$, $\gamma$ and $\delta$ are

$$
\varphi = \varepsilon \frac{\omega}{2}\left(\frac{\chi_\omega}{\chi} - \frac{\alpha_1}{2\chi} + \frac{\chi}{2}\right),
$$

(48a)
\[
\alpha = -\frac{2\varepsilon_1 \lambda + 1}{2}, \quad \beta = 2\varepsilon_1 \beta_1 + \alpha_1 \frac{2\varepsilon_1 \lambda + 1}{2}, \quad \gamma = \frac{1}{4}, \quad \delta = -\frac{\alpha_1^2}{4}
\]  
(48b)

if \((\alpha_1, \beta_1) \neq (0, 0)\), where \(\lambda\) is any root of the equation \(\alpha_1 \lambda^2 + 2\beta_1 \lambda + \gamma_1 = 0\), or

\[
\varphi = \varepsilon_1 \frac{\omega}{2} \left( \frac{\lambda \omega}{\chi} + \beta_1 \chi \right), \quad \omega = \sqrt{\chi}, \quad \gamma = 0, \quad \delta = 0.
\]  
(49a)

if \(\alpha_1 = 0\) and \((\beta_1, \gamma_1) \neq (0, 0)\). The other differential substitution \(\varphi = \omega (\chi - \beta_1)/(2\chi)\) reduces the equation (46) with \(\alpha_1 = 0\) to the third Painlevé equation with \(\alpha = 1, \beta = \beta_1 + \gamma_1, \gamma = 0\) and \(\delta = -\beta_1^2\) [14, Section 23].

Thus, all the solutions of reduced systems 2.2 are expressed in terms of the third Painlevé transcendent. This can be verified via relating the general initial value problem for each equation of the form (46) with an initial value problem for the corresponding Painlevé equation. Note that the counterpart of the case \(C_1 \neq 0\) was not studied in [45], cf. [45, Section 5.1.3].

As a result, we construct the following family of solutions of the system (1):

- \(u = x^{-1}\varphi(\omega), \quad v = y^{-1}\psi(\omega) + \delta t,\)

where \(\omega = |y|^{1/2}, \varepsilon = \text{sgn} y, \delta \in \{0, 1\}\), the function \(\varphi\) is defined by \((48a)\) or \((49a)\) with an arbitrary solution \(\chi\) of the third Painlevé equation \((47)\) in which the parameter tuple \((\alpha, \beta, \gamma, \delta)\) is given by \((48b)\) or \((49b)\) if \((\alpha_1, \beta_1) \neq (0, 0)\) or \(\alpha_1 = 0\), respectively, \(\alpha_1 = -4C_1, \beta_1 = -2(C_1 - 2\varepsilon\delta), \gamma_1 = -C_0, \) and

\[
\psi = -\frac{\omega^2}{8\varphi}(\varphi_{\omega\omega} - \beta_1) + \frac{1}{4}(\varphi^2 + \varphi - C_1\omega^2).
\]

In the case \(\alpha_1 = \beta_1 = \gamma_1 = 0\) or, equivalently, \(C_1 = C_0 = \delta = 0\), the equation (46) is directly integrated, after presenting in the form \(\omega \varphi_{\omega\omega} = 2\varepsilon_1 \varphi \varphi_{\omega}\) with \(\varepsilon_1 = \pm 1\), to a family of Riccati equations, which are easily integrated further. The corresponding solutions of the system (1) are expressed in terms of elementary functions and can in addition be simplified by scaling transformations from \(G\),

- \(u = -\frac{\varepsilon_1}{x^\tau}, \quad \frac{\varepsilon_1}{2x}, \quad v = \frac{1 - \varepsilon_1}{4y^\tau} + \frac{1 - 2\varepsilon_1}{16y},\)
- \(u = \frac{\varepsilon_1}{x} \tan(\kappa \tau) - \frac{\varepsilon_1}{2x}, \quad v = \frac{1 - \varepsilon_1}{4y} \tan(\kappa \tau) + \frac{1 - 2\varepsilon_1 - 4\kappa^2}{16y},\)
- \(u = -\frac{\varepsilon_1}{x} \frac{e^{2\kappa \tau}}{\sqrt{\kappa}} + \frac{\varepsilon_1}{2x}, \quad v = \frac{1 - \varepsilon_1}{2y} \frac{\kappa \nu}{e^{2\kappa \tau}} + \frac{1 - 2\varepsilon_1 + 4\kappa(\kappa + 1 - \varepsilon_1)}{16y},\)

where \(\varepsilon_1 = \pm 1, \tau = \ln |x| + \frac{1}{2} \ln |y|, \) and \(\kappa \) and \(\nu\) are arbitrary constants. All these solutions with \(\varepsilon_1 = 1\) as well as the solutions, where \(\varphi = \text{const},\) satisfy the differential constraint \(v_x = 0\) and can thus be considered as trivial.

The performed integrations can be interpreted in terms of first integrals of the entire reduced system 2.2. The counterparts of the above integrating factors of single differential equations for it are the tuples \((1, 0), (\omega^2, 0)\) and \((\psi, \omega \varphi_{\omega} + \varphi) = (\psi, \varphi_{\omega})\), which constitute a basis of the space of its integrating factors that depend at most on \((\omega, \varphi, \psi, \varphi_{\omega}, \psi_{\omega})\).

2.3. This reduced system is overdetermined. It is inconsistent if \(\delta = 1\). If \(\delta = 0\), then it has the trivial solution \(\varphi = 1/2, \psi = \psi(\omega)\), where \(\psi\) is an arbitrary sufficiently smooth function of \(\omega := y\), which can be set to zero modulo \(\mathcal{Z}(V^0)\). In Section 4, we have considered the solutions of the system (1) with the differential constraint \(v_x = 0\), which have been expressed via solutions of the equation (21). The solutions invariant with respect to the algebra \(\mathfrak{g}_{2,3}^0\) satisfy
this constraint and thus are among solutions constructed under this constraint. Indeed, the value \( \varphi = 1/2 \) corresponds to \( u = 1/(2x) \), which is related via the Hopf–Cole transformation to the solution \( \Phi = |x|^{-1/2} \) of the heat equation (21) with the potential \( H = 3x^{-2}/4 \).

2.4. \( N_2(s^4, t^4) = (D(2t) + S(y), S(1) - P(1), P(|t|^{1/2})) \). The maximal Lie invariance algebra of reduced system 2.4 is \( a_2 = (\partial_x - \frac{1}{4} \varepsilon \partial_y) \), and its basis vector field \( \partial_x - \frac{1}{4} \varepsilon \partial_y \) is induced by the Lie-symmetry vector field \( P(|t|^{1/2}) \) of the original system (1).

It is obvious that the first equation of reduced system 2.4 admits two integrating factors, 1 and \( \omega \), and we can integrate this equation twice, obtaining

\[
2(\varphi^2 - \varphi_\omega) + 4\psi_\omega + \varepsilon \omega \varphi = C_2 \omega + C_1. \tag{50}
\]

The integration constant \( C_2 \) can be set to be equal zero using a transformation \( \omega = \dot{\omega} - 4C_2 \), \( \varphi = \dot{\varphi} + \varepsilon C_2 \), \( \psi = \dot{\psi} \) from the one-parameter group generated by the induced Lie-symmetry vector field \( \partial_x - \frac{1}{4} \varepsilon \partial_y \) and re-denoting the arbitrary constant \( C_1 \). In other words, up to the \( G \)-equivalence the constant \( C_2 \) is inessential and thus assumed to be equal zero below. We solve the equation (50) with respect to \( \psi_\omega \), substitute the derived expression into the second equation of reduced system 2.4 and solve the resulting equation with respect to \( \psi \),

\[
\psi = -\varepsilon \varphi_\omega + 2 \varepsilon \varphi^3 + \frac{3}{2} \omega \varphi^2 + \left( \frac{1}{4} \varepsilon \omega^2 - \varepsilon C_1 + \frac{1}{2} \right) \varphi - \frac{1}{4} C_1 \omega. \tag{51}
\]

Substituting the expression (51) for \( \psi \) into the equation (50), we obtain a single third-order ordinary differential equation for \( \varphi \),

\[
\varphi_\omega \omega - \left( 6 \varphi^2 + 3 \varepsilon \omega \varphi + \frac{1}{4} \omega^2 - C_1 \right) \varphi_\omega - 2 \varepsilon \varphi^2 - \frac{3}{4} \omega \varphi + \frac{1}{2} \varepsilon C_1 = 0, \tag{52}
\]

which belongs the Chazy VIII class \([18, \text{Eq. (A11)}]\). This equation admits the integrating factor \( \varphi + \frac{1}{2} \varepsilon \omega \). The corresponding integrated equation is

\[
\left( \varphi + \frac{1}{2} \varepsilon \omega \right) \varphi_\omega - \frac{1}{2} \varepsilon \varphi^2 - \frac{1}{2} \varphi_\omega - \frac{3}{2} \varphi^4 - 2 \varepsilon \omega \varphi^3 - \left( \frac{7}{8} \omega^2 - \frac{1}{2} C_1 \right) \varphi^2 - \frac{1}{8} \varepsilon \omega (\omega^2 - 4C_1) \varphi + \frac{1}{8} C_1 \omega^2 = C_0. \tag{53}
\]

The change of the unknown function

\[
\varphi(\omega) = -\frac{1}{2} \varepsilon \left( \dot{\varphi}(\omega) + \omega \right) \quad \text{with} \quad \dot{\omega} = \frac{1}{2} \omega \tag{54}
\]

reduces the equation (53) to the fourth Painlevé equation

\[
\ddot{\varphi} \dot{\varphi} \omega = \frac{1}{2} \dot{\varphi}^2 + \frac{3}{2} \dot{\varphi}^4 + 4 \dot{\omega} \dot{\varphi}^3 + 2 (\omega^2 - C_1) \dot{\varphi}^2 + \dot{C}_0, \tag{55}
\]

where the arbitrary constant \( C_0 \) is replaced by the arbitrary constant \( \dot{C}_0 \), which are related by \( \dot{C}_0 = 16C_0 - 2 \). Thus, \textit{the general solution of reduced system 2.4 is expressed in terms of the fourth Painlevé transcendent via the change of variables (54) and the formula (51), cf. [45, Section 5.1.2].} Note that another way of reducing the equation (52) to the equation (55), which is followed in [45, Section 5.1.2], is to first change variables according (54) and then integrate the resulting equation once using the correspondingly transformed integrating factor, see also \([13, \text{p. 74, Eq. (35.11)}]\) and \([18, \text{Section 8}\].

This result can be interpreted in terms of first integrals of the entire reduced system 2.4. The counterparts of the above integrating factors of single differential equations for this system are the tuples \((1, 0), (\omega, 0)\) and \((\psi, \varphi_\omega + \frac{1}{2} \varepsilon) \). It turns out that they constitute a basis of the space of
integrating factors of reduced system 2.4 that depend at most on $\omega, \varphi, \psi, \varphi_\omega$, and $\psi_\omega$. Equating each the associated first integrals to an arbitrary constant and solving the obtained equations jointly with the second equation of reduced system 2.4 with respect to $(\varphi_\omega, \psi, \psi_\omega, \psi_{\omega\omega})$, we in particular derive equations that are equivalent to the equations (51) and (55).

The constructed family of solutions of the system (1) can be represented in the form

$$ u = -\frac{1}{2}v^2t^{-1/2} \tilde{\varphi}(\tilde{\varphi}) - \frac{1}{2}t^{-1}(x+y), \quad v = |t|^{-1/2} \psi(\tilde{\varphi}), $$

where $\tilde{\varphi} = \frac{1}{2}t^{-1/2}(x+y)$, the function $\tilde{\varphi}$ is an arbitrary solution of the fourth Painlevé equation (55), and

$$ \psi = \frac{1}{8} \tilde{\varphi}^2 \tilde{\varphi}^3 - \frac{1}{4} \tilde{\varphi}^3 - \frac{3}{2} \tilde{\varphi} \tilde{\varphi}^2 - \left( \frac{1}{2} \tilde{\varphi}^2 - \frac{1}{4} C_1 + \frac{1}{4} \tilde{\varphi} \right)^2 \tilde{\varphi} + \frac{1}{2} (C_1 - \varepsilon) \tilde{\varphi}. $$

2.9. $N_9(\theta_{2,0}) = \langle D(1), S(1), P(1), Z(1), D(2t) + S(y) \rangle$, $N_9(\theta_{11}) = \langle D(1), S(1), P(1), Z(1) \rangle$. The maximal Lie invariance algebra of reduced system 2.9 is $a^0_{2,9} = \langle \partial_\omega, \partial_\psi, \omega \partial_\omega - \varphi \partial_\varphi - \psi \partial_\psi \rangle$ if $\delta = 0$ and $a_{1,9} = \langle \partial_\omega, \partial_\psi \rangle$ if $\delta = 1$. In both the cases, the basis vector fields $\partial_\omega$ and $\partial_\psi$ are induced by the Lie-symmetry vector fields $P(1)$ and $Z(1)$ of the original system (1), respectively, and the basis vector field $\omega \partial_\omega - \varphi \partial_\varphi - \psi \partial_\psi$ of $a_{2,4}$ is induced by the Lie-symmetry vector field $D(2t) + S(y)$ of this system.

Reduced system 2.9 admits three independent integrating factors depending at most on $(\omega, \varphi, \psi, \varphi_\omega, \psi_\omega)$, which are $(1,0)$, $(\omega,0)$ and $(\psi, \varphi_\omega)$. This fact underlies all the possible integrations related to this system. Integrating the first equation of the reduced system twice with respect to the variable $\omega$ and thus using the first two integrating factors, we obtain the expression for $\psi_\omega$ in terms of $\varphi, 2\psi_\omega = \varphi - \varphi^2 - C_1 \omega - C_0$. Substituting this expression into the second equation of the system leads to the equation

$$ \varphi_{\omega\omega} = 2\varphi^3 + 2(C_1 \omega + C_0) \varphi + C_1 + 2\delta. $$

We equate the first integral associated with the third integrating factor to an arbitrary constant $C_2$ and successively exclude the derivatives $\psi_{\omega\omega}, \psi_\omega$, and $\varphi_{\omega\omega}$ from the obtained equation using the above expression for $\psi_\omega$ and the equation (56). This leads to the equation

$$ \varphi^2_\omega = (\varphi^2 + C_1 \omega + C_0)^2 + 4\delta \varphi + 4C_1 \psi + C_2. \quad (57) $$

Further analysis depends on whether or not the constant $C_1$ is zero. $C_1 = 0$. Then the equation (57) is the first-order ordinary differential equation with respect to $\varphi$, which, takes, after re-denoting $C_0^2 + C_2$ by $C_2$, the form

$$ \varphi^2_\omega = F(\varphi) := \varphi^4 + 2C_0^2 \varphi^2 + 4\delta \varphi + C_2. \quad (58) $$

It can also be derived by multiplying the equation (56) by $2\varphi_\omega$ and integrating it once with respect to $\omega$. For each fixed value of the parameter tuple $(0, \delta, C_2)$, the general solution of the equation (58) is expressed via its particular nonconstant solution, where the argument $\omega$ is shifted with one more arbitrary constant $C_3$. Since the shifts of $\omega$ are induced by shifts of $x$ (or $y$) and we present solutions of the system (1) up to the $G$-equivalence, this constant is neglected below.

Consider a general value of $(0, \delta, C_2)$, for which $F$ has no multiple roots. The corresponding equation (58) is solvable in terms of Jacobi elliptic functions or, even more conveniently, in terms of Weierstrass elliptic functions, see Section A. Let $\wp(\omega) = \wp(\omega; g_2, g_3)$ denote the Weierstrass elliptic function, where

$$ g_2 = C_2 + \frac{1}{3}C_0^2, \quad g_3 = \frac{1}{3}C_0C_2 - \frac{1}{27}C_0^3 - \delta^2. \quad (59) $$
are the invariants of the quartic polynomial $F$ with the indeterminate $\varphi$. If at least one root $\lambda$ of $F$ is real and is known, then the equation (58) has the particular (nonconstant) solution

$$\varphi = \frac{1}{4} F_\varphi(\lambda) \left( \varphi(\omega) - \frac{1}{2} F_{\varphi \varphi}(\lambda) \right)^{-1} + \lambda.$$  

We can avoid working with roots of the polynomial $F$ using the Weierstrass representation [61, Section 20.6, Example 2] for a particular (nonconstant) solution of (58),

$$\varphi = 6 \frac{48 \sqrt{F(a)} \varphi_\omega(\omega) + F_\varphi(a)(24 \varphi(\omega) - F_{\varphi \varphi}(a)) + 48 a F(a)}{(24 \varphi(\omega) - F_{\varphi \varphi}(a))^2 - 144 F(a)} + a,$$  

(60)

where $a$ is a constant with $F(a) \geq 0$, which can be selected in order to better express this solution. It is obvious that such a constant always exists. Thus, if $C_2 \geq 0$, then we can set $a = 0$, and the expression for $\varphi$ takes the simpler form

$$\varphi = 6 \frac{3 C_2^{1/2} \varphi_\omega(\omega) + \delta (6 \varphi(\omega) - C_0)}{(6 \varphi(\omega) - C_0)^2 - 9 C_2}.$$  

(61)

Otherwise, the polynomial $F$ has a positive root, and hence we can choose a value of $a$ that exceeds the maximum positive root of $F$, i.e., it suffices to take $a \geq 2 |C_0| + |C_2|$. The particular case of (58) with $C_0 = \delta = 0$ was considered in [33].

Up to the $G$-equivalence, the corresponding family of solutions of the system (1) is

- $u = \varphi(\omega), \quad v = -\frac{1}{2} \int_{\omega_0}^\omega (\varphi(\omega'))^2 \, d\omega' + \frac{1}{2} \varphi(\omega) - \frac{1}{2} C_0 \omega + \delta t,$

where $\omega = x + y$, $\delta \in \{0, 1\}$, the function $\varphi$ satisfies the equation (58) with an arbitrary value of $(C_0, \delta, C_2)$, for which $F$ has no multiple roots. Thus, the function $\varphi$ is, e.g., of the form (60), and then the corresponding expression for $v$ takes, up to shifts of $v$, the form

$$v := \frac{4 \varphi_\omega(\omega) + \delta (6 \varphi(\omega) - C_0)}{24 \varphi(\omega) - F_{\varphi \varphi}(a) - 12 \sqrt{F(a)}} + \zeta(\omega) - \frac{C_0}{3} \omega + \delta t.$$  

Here $\zeta(\omega) := \zeta(\omega; g_2, g_3)$ denotes the Weierstrass $\zeta$-function with the same values (59) of the invariants $g_2$ and $g_3$ as those in the Weierstrass elliptic function $\varphi(\omega) = \varphi(\omega; g_2, g_3)$, $\zeta(\omega)_\omega = \varphi(\omega)$. If $C_2 \geq 0$ and the simplified expression (61) for $\varphi$ is used, then the expression for simplifies to

$$v := \frac{3 \varphi_\omega(\omega) + \delta}{6 \varphi(\omega) - 3 \sqrt{C_2} - C_0} + \zeta(\omega) - \frac{C_0}{3} \omega + \delta t.$$  

If $F(\varphi)$ has multiple roots, then all solutions of the differential equation (58) are expressed in terms of elementary functions. For finding such solutions, we use, as ansatzes, the solutions of equations of the more general form (76), which are presented in Section A. Up to the $G$-equivalence, the corresponding nontrivial solutions of the system (1) are exhausted by

- $u = \frac{1}{\omega - 1} - \frac{1}{\omega + 1} + \frac{1}{2}, \quad v = \frac{1}{\omega - 1} + \omega + t, \quad v = \frac{1}{\omega - 1} + \frac{\omega + t}{4}$,

- $u = \frac{4 e^{\omega}}{4 (e^{\omega} + \kappa)^2 - 1} - \kappa, \quad v = -\frac{2 \kappa - 1}{2 e^\omega + 2 \kappa - 1} + \frac{4 \kappa^2 - 1}{4} (\omega - 2 \kappa t),$

- $u = \frac{\sin \nu}{\sin \omega + \cos \nu} + \frac{1}{2} \cot \nu, \quad v = \frac{1 - \sin(\omega - \nu)}{2 \cos(\omega - \nu)} + \frac{\omega + t \cot \nu}{4 \sin^2 \nu},$
where \( \omega = x + y \), and \( \kappa \) and \( \nu \) are arbitrary constants with \( \sin \nu \neq 0 \). We have not included the solutions \( (u,v) = (-\omega^{-1},0) \), \( u = v = \omega^{-1}, (u,v) = (\tan \omega, 0) \) and \( u = v = -\tan \omega \) in the above list since each of them satisfies one of the differential constraints \( v_x = 0 \) and \( u_y = v_x \), which are comprehensively studied in Section 4.

\( C_1 \neq 0 \). The point transformation \( \tilde{\omega} = (2C_1)^{1/3}(\omega + C_0/C_1) \), \( \tilde{\varphi} = (2C_1)^{-1/3}\varphi \) reduces the equation (56) to the second Painlevé equation

\[
\tilde{\varphi}_\omega \tilde{\varphi} = 2\tilde{\varphi}^3 + \tilde{\omega}\tilde{\varphi} + \tilde{\nu}, \quad \text{where} \quad \tilde{\nu} := \frac{1}{2} + \frac{\delta}{C_1}.
\]

As a result, we construct the following family of solutions of the system (1):

- \( u = \varphi(\omega), \quad v = \frac{1}{4C_1}\left(\varphi^2(\omega) - (\varphi^2(\omega) + C_1\omega + C_0)^2 - 4\delta\varphi(\omega) - C_2\right) + \delta t, \)

where \( \omega = x + y, \delta \in \{0, 1\}, \varphi(\omega) = (2C_1)^{1/3}\tilde{\varphi}(\tilde{\omega}) \) with \( \tilde{\omega} = (2C_1)^{1/3}(\omega + C_0/C_1) \) and \( \tilde{\varphi} \) satisfying the second Painlevé equation (62), and up to the \( G \)-equivalence \( C_0 = C_2 = 0 \) and, if \( \delta = 0, C_1 = 1 \).

Summing up both the cases \( C_1 = 0 \) and \( C_1 \neq 0 \), we conclude that all the solutions of reduced systems 2.9 are expressed in terms of Weierstrass elliptic functions (resp. elementary functions in degenerate cases) or the second Painlevé transcendent.

**Remark 12.** There are many known particular Painlevé equations admitting at least particular solutions that are expressed in terms of elementary or classical special functions, see, e.g., [17] and references therein. In this way, reductions 2.2, 2.4 and 2.9 gives families of solutions of the system (1) in such terms.

### 7 On equivalent forms of the Boiti–Leon–Pempinelli system

There are other equivalent forms of the Boiti–Leon–Pempinelli system in the literature, which are nonlocally related to the forms (1) and (2). One of such forms is

\[
\begin{align*}
u_t &= (u^2 - u_x)x + 2qu_{xx}, \\
q_y &= (qx + 2uq_y)x,
\end{align*}
\]

which coincides with the system (2) in [65] up to notation and alternating the sign of \( t \). (The system (2) analogously coincides with the system (1) in [65].) The system (2) is related to the systems (1) and (63) via the differential substitutions \( w = v_x \) and \( w = q_y \), respectively. To derive the system (1) from the system (2), one should substitute \( v_x \) for \( w \) and then integrate the second equation with respect to \( x \). The “integration constant”, which is an arbitrary sufficiently smooth function of \( (t,y) \), can be neglected due to the fact that \( v \) is defined by the equation \( v_x = w \) up to adding an arbitrary sufficiently smooth function of the same arguments. The inverse transition can be performed via differentiating the second equation of (1) with respect to \( x \) and then substituting \( w \) for \( v_x \). Similarly, substituting \( q_y \) for \( w \) into the system (2) and integrating the first obtained equation with respect to \( y \) result to the system (63) since the indeterminateness of \( q \) up to adding an arbitrary sufficiently smooth function of \( (t,x) \) allows for neglecting an arbitrary function of the same arguments that arises in the course of the integration. Hence for the transition from the system (63) back to the system (2) it suffices to differentiate the first equation of (63) with respect to \( y \) and then substitute \( w \) for \( q_y \). Given a solution \( (u,q) \) the system (63), the \( v \)-component of the corresponding solution of the systems (1) is found, mod \( \{Z(V^0)\} \), by

\[
v = \int_{x_0}^{x} q_y(t,x',y) \, dx' + \int_{t_0}^{t} (q_{xy} + 2uq_y)|_{(t,x_0,y)} \, dt'.
\]
The maximal Lie invariance algebra $\mathfrak{g}$ of the system (2) can be obtained from the maximal Lie invariance algebra $\mathfrak{g}$ of the system (1) by prolonging to $w$ according to the equality $w = u_x$ and then projecting from the space with the coordinates $(t, x, u, v, w)$ onto the space with the coordinates $(t, x, u, w)$. Thus, $\mathfrak{g} = \langle \mathcal{D}(f), \mathcal{S}(\alpha), \mathcal{P}(g) \rangle$, where

$$
\mathcal{D}(f) = f \partial_t + \frac{1}{2} f_t x \partial_x - \left( \frac{1}{2} f_t u + \frac{1}{2} f_t x \right) \partial_u - \frac{1}{2} f_t w \partial_w, \quad \mathcal{S}(\alpha) = \alpha \partial_y - \alpha_y w \partial_w,
$$

$$
\mathcal{P}(g) = g \partial_x - \frac{1}{2} g_t \partial_u,
$$

and the parameter functions $f = f(t)$, $g = g(t)$ and $\alpha = \alpha(y)$ run through the sets of smooth functions of their arguments. Then the maximal Lie invariance algebra $\mathfrak{g}$ of the system (3) can be derived from the algebra $\mathfrak{g}$ via computing the $(\tilde{u}, \tilde{w})$-components in view of the invertible differential substitution $\tilde{u} = -2u$, $\tilde{w} = 4w - 1 - 2u_y$. As a result, we have $\mathfrak{g} = \langle \mathcal{D}(f), \mathcal{S}(\alpha), \mathcal{P}(g) \rangle$ with the same notation of parameters, and

$$
\mathcal{D}(f) = f \partial_t + \frac{1}{2} f_t x \partial_x - \frac{1}{2} (f_t \tilde{u} - f_t u_x) \partial_u - \frac{1}{2} f_t (\tilde{w} + 1) \partial_w, \quad \mathcal{S}(\alpha) = \alpha \partial_y - \alpha_y (\tilde{w} + 1) \partial_w,
$$

$$
\mathcal{P}(g) = g \partial_x + g_t \partial_u.
$$

The algebra $\mathfrak{g}$ also agrees with the maximal Lie invariance algebra $\mathfrak{g}$ of the system (63), $\mathfrak{g} = \langle \mathcal{D}(f), \mathcal{S}(\alpha), \mathcal{P}(g), \mathcal{Z}^1(h^1), \mathcal{Z}^2(h^2) \rangle$, where

$$
\mathcal{D}(f) = f \partial_t + \frac{1}{2} f_t x \partial_x - \left( \frac{1}{2} f_t u + \frac{1}{2} f_t x \right) \partial_u - \left( \frac{1}{2} f_t g + \frac{1}{2} f_t x^3 \right) \partial_q, \quad \mathcal{S}(\alpha) = \alpha \partial_y,
$$

$$
\mathcal{P}(g) = g \partial_x - \frac{1}{2} g_t \partial_u - \frac{1}{2} g_t \partial_q, \quad \mathcal{Z}^1(h^1) = h^1 \partial_q, \quad \mathcal{Z}^2(h^2) = h^2 x \partial_q,
$$

and the parameter functions $f = f(t)$, $g = g(t)$, $h^1 = h^1(t)$, $h^2 = h^2(t)$ and $\alpha = \alpha(y)$ run through the sets of smooth functions of their arguments. More specifically, the algebra $\mathfrak{g}$ is obtained from the algebra $\mathfrak{g}$ by prolonging to $w$ according to the equality $w = q_y$ and then projecting from the space with the coordinates $(t, x, u, v, q)$ onto the space with the coordinates $(t, x, u, w)$. In other words, all Lie symmetries of the systems (2) and (63) are quite expectable when knowing Lie symmetries of the system (1).

It is obvious that the discrete point symmetry transformations $\mathcal{S}(-y)$ and $\mathcal{J}(-1)$ of the system (1) (see Corollary 3) are prolonged to the dependent variables $(w, \tilde{u}, \tilde{w}, q)$ in a pointwise way, namely

$$
\mathcal{J}(-1): \quad (t, x, y, u, v, w, \tilde{u}, \tilde{w}, q) \mapsto (t, -x, y, -u, -v, -w, -\tilde{u}, -\tilde{w} - 2, -q),
$$

$$
\mathcal{S}(-y): \quad (t, x, y, u, v, w, \tilde{u}, \tilde{w}, q) \mapsto (t, x, -y, u, -v, -w, \tilde{u}, -\tilde{w} - 2, -q).
$$

Each of the equivalent forms (1), (2), (3) and (63) of the Boiti–Leon–Pempinelli system admits the projections of these prolonged transformations to the space coordinatized by the corresponding independent and dependent variables as its discrete point symmetry transformations. It can be expected that a complete list of discrete point symmetry transformations of the system (3) that are independent up to combining with each other and with continuous point symmetry transformations of this system is exhausted by three commuting involutions, which are the two described projections of the prolonged transformations $\mathcal{S}(-y)$ and $\mathcal{J}(-1)$ and the transformation $\mathcal{J}$ simultaneously alternating the signs of $t$ and $\tilde{u}$. In [45], only two independent discrete point symmetry transformations of (3) were indicated, $\mathcal{J}$ and the composition $(t, x, y, \tilde{u}, \tilde{w}) \mapsto (t, -x, -y, -\tilde{u}, \tilde{w})$ of the above projections. The counterparts of the transformation $\mathcal{J}$ for the system (1), (2) and (63) are not too simple; in particular, the transformation $\mathcal{J}$ cannot be prolonged to $v$ and $w$ in a pointwise way and, moreover, the prolongation to $v$ is nonlocal and needs the construction of a covering of the system (1),

$$
\mathcal{J}: \quad (t, x, y, u, v, w, \tilde{u}, \tilde{w}, q, \varphi) \mapsto (-t, x, y, -u, v - \varphi y, w - u_y, -\tilde{u}, \tilde{w}, q - u, -\varphi),
$$

where $\varphi_x = u$ and $\varphi_{ty} = (u^2 - u_x)_y + 2x_{xx}$. 
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8 Laplace and Darboux transformations

It is convenient to present the known Lax pair of the Boiti–Leon–Pempinelli system as well as the corresponding Laplace and Darboux transformations for the form (63) of this system [65, Section 2]. Thus, the Lax representation (4) takes, in terms of \((u, q)\), the form

\[
\psi_{xy} + u\psi_y + q_y\psi = 0, \quad \psi_t + \psi_{xx} + 2q_x\psi = 0. \tag{64}
\]

8.1 Generating new solutions with Laplace transformations

In terms of \((u, q)\), one has the following forward and inverse Laplace transformations for the Boiti–Leon–Pempinelli system:

\[
\tilde{\psi} = \frac{\psi_y}{q_y}, \quad \tilde{u} = u + \frac{q_{xy}}{q_y}, \quad \tilde{q} = q + u + \frac{q_{xy}}{q_y}, \tag{65}
\]

\[
\tilde{\psi} = \psi_x + u\psi, \quad \tilde{u} = u - \frac{q_{xy} - u_{xy}}{q_y}, \quad \tilde{q} = q - u. \tag{66}
\]

Explicit expressions for the iterated Laplace transformations were presented in [65, Section 3].

The Laplace transformations (65) and (66) lead to two ways of generating new solutions from known ones for the Boiti–Leon–Pempinelli system in the form (1),

\[
\tilde{u} = u + \frac{v_{xx}}{v_x}, \quad \tilde{v} = v + \frac{v_{xy}}{v_x} + \int_{x_0}^x u_y |_{(t, x', y)} dx' + \int_{t_0}^t \left( (u^2 - u_x)_y + 2v_{xx} \right) |_{(v, x_0, y)} dt', \tag{67}
\]

\[
\tilde{u} = u - \frac{u_{xy} - v_{xx}}{u_y - v_x}, \quad \tilde{v} = v - \int_{x_0}^x u_y |_{(t, x', y)} dx' - \int_{t_0}^t \left( (u^2 - u_x)_y + 2v_{xx} \right) |_{(v, x_0, y)} dt'. \tag{68}
\]

Acting on the exact solutions found in Sections 4, 5 and 6 by the Laplace transformations, it is easy to construct new solutions of the system (1). Indeed, let us apply the forward Laplace transformation (67) to the solutions (28)–(32), which are rational at least with respect to \(x\). Thus, from (28) with \(\delta = 1\) and from (31), we respectively obtain the families of solutions

- \(u = -\frac{x + \alpha}{2t + \beta} + \frac{2}{2(x + \alpha) + \gamma(t + \beta)}\)
- \(v = \frac{\beta y + 4}{4}\left(\frac{x + \alpha}{t + \beta}\right)^2 + \frac{2\gamma - \alpha y x + \alpha}{2t + \beta} - \frac{3\beta y}{2t + \beta} - \frac{2\beta y (x + \alpha) - 2\alpha y \gamma - \beta y \gamma^2}{2\gamma(x + \alpha) + \gamma^2(t + \gamma)}\) if \(\gamma \neq 0\),
- \(v = \frac{\beta y + 4}{4}\left(\frac{x + \alpha}{t + \beta}\right)^2 + \frac{2\gamma - \alpha y x + \alpha}{2t + \beta} - \frac{3\beta y}{2t + \beta} + \frac{\alpha y}{x + \alpha}\) if \(\gamma = 0\),

- \(u = \alpha + \frac{2\alpha}{2\alpha(x + 2\alpha t) + \gamma - 1}\)
- \(v = \alpha(x + 2\alpha t)^2 + \gamma(x + 2\alpha t) + (\alpha y - 1)(x + t) + 3t - \frac{2\alpha y (x + \alpha + 1) - \alpha \gamma y}{2\alpha^2(x + 2\alpha t) + \alpha(\gamma - 1)}\)

of the system (1), where \(\alpha, \beta, \gamma\) are sufficiently smooth functions of \(y\), and \(\alpha \neq 0\) in the second family. Solutions from these families satisfy none of the differential constraints considered in Section 4 if, e.g., \(\delta_0 \neq 0\) in the first family and \(\beta_0 \neq 0, \beta_0 \neq -4\) and \(\gamma_0 \neq 0\) under \(\alpha \neq 0\) in the second one. For \(\alpha = 0\), the counterpart of the second family is a trivial subfamily of (31).

In fact, not all transformed solutions are new. In particular, the forward Laplace transformation maps the solution (28)\(\delta_0 = 0\) to (28)\(\delta_0 = 1\) with \(\tilde{\gamma} = 2(2 - \alpha y)/\beta y \mod \{S(Y)\}\), the solution (30) to (28)\(\delta_1 = 1\) with \(\tilde{\gamma} = -2(\alpha y - 4\gamma)/\beta y - 4 \mod \{S(Y)\}\), the solution (32) to (31) with \(\tilde{\gamma} = \alpha(\alpha y + 2\beta)\), and the solution family (29) to itself with \(\theta\) shifted by 1.
Analyzing the above generation of solutions by the forward Laplace transformation, it becomes obvious that (28), (29) and (31) do not leave, under the action of the inverse Laplace transformation, the family of solutions satisfying the differential constraint \( v_{xxx} = 0 \). Indeed, the solution (28) at \( \delta = 0 \) with \( \beta_y \neq 4 \) and \( \beta_y = 4 \) is mapped to (30) with \( \gamma = -(\alpha_y + 2\gamma)/(\beta_y - 4) \) and to (28) at \( \delta = 0 \) (mod \( \{8(Y)\} \)), respectively, whereas (30) at \( \delta = 0 \) is mapped to (28) with \( \gamma = -(2 + \alpha_y)/\beta_y \).

The parameter function \( \theta \) in the solution (29) is shifted by \(-1\) and the solution (31) is transformed to (31) with \( \beta = -((\alpha_y + 1 - \gamma)/2\alpha) \). The use of the inverse Laplace transformation is justified only for the solutions (30) and (32) from the set (28)–(32) since only with them we go beyond the set of solutions satisfying the differential constraint \( v_{xxx} = 0 \).

- \( u = \frac{1}{2} \frac{x + \alpha}{t + \beta} \frac{1}{\omega} \left( \frac{\beta_y - 4}{4} \frac{(x + \alpha)}{t + \beta} \right)^2 \frac{\omega}{(\beta_y - 4)\omega^3 - (\alpha_y + \beta_y\gamma)(t + \beta)\omega^2 + 2\omega(t + \beta)^2}, \)
- \( v = -\frac{\beta_y - 4}{4} \frac{(x + \alpha)}{t + \beta} + \frac{\alpha_y + 4\gamma}{2} \frac{x + \alpha}{t + \beta} \frac{3 \beta_y - 4}{2} \frac{t + \beta}{\omega} + \frac{\alpha_y + \beta_y\gamma}{\gamma} \frac{x + \alpha}{\omega} \) if \( \gamma \neq 0 \),
- \( v = -\frac{\beta_y - 4}{4} \frac{(x + \alpha)}{t + \beta} + \frac{\alpha_y + 4\gamma}{2} \frac{x + \alpha}{t + \beta} - \frac{3 \beta_y - 4}{2} \frac{t + \beta}{\omega} + \frac{\alpha_y}{x + \alpha} \) if \( \gamma = 0 \),

where \( \omega := x + \alpha + \gamma(t + \beta) \) and \((\gamma, \alpha_y, \beta_y) \neq (0, 0, 4)\).

- \( u = \frac{1}{2} \frac{2\tau}{x^2 - 2(t + 4y)} - \frac{1}{2} \frac{x}{t + 4y}, \quad v = \frac{1}{2} \frac{x}{t + 4y} \) if \((\gamma, \alpha_y, \beta_y) = (0, 0, 4)\),

- \( u = \frac{4\omega^3 - \alpha_y\omega^2 + 2\alpha_y t + \beta_y}{\omega(\alpha_y \omega^2 - 2\omega^2 + 2\alpha_y t + \beta_y)}, \quad v = \omega^2 - 6t + \frac{2\alpha_y t + \beta_y}{\omega} \) with \( \omega := x + 2\alpha t + \beta \).

Here, \( \alpha, \beta \) and \( \gamma \) are again sufficiently smooth functions of \( y \) satisfying the indicated constraints.

The forward and inverse Laplace transformations (67) and (68) can be used iteratively for finding new solutions for the system (1). In particular, the double forward Laplace transformation maps the simple solution (38), that satisfies the constraint \( u = v \), contains the arbitrary parameter function \( \alpha \) of \( y \) and is rational with respect to \((t, x)\), to a much more complicated solution of similar structure,

- \( u = \frac{2z}{z^2 + \tau} - \frac{z}{\tau} - \frac{1}{z}, \quad v = \frac{2z - \alpha_y}{z^2 + \tau} \frac{z^2}{2} \frac{\tau}{\tau} - \frac{3 \alpha_y}{2} \frac{\tau}{\tau}, \)

- \( u = -\frac{z}{\tau} - \frac{2z}{z^2 + \tau} + \frac{2(z^2 + \tau)(2z \alpha_y + 3\tau)}{(z^2 + \tau)^2 - 2\tau z^2 + 2\tau}, \quad v = \frac{\alpha_y - 6}{\alpha_y - 6z} + \frac{5\alpha_y - 3z}{\tau} - \frac{\alpha_y z^2}{\tau^2} \frac{2z^3(3\tau z^2 + 7\tau \alpha_y) + (2z^2 - 2\tau)\alpha_y^3 - 2z(7z^2 - 10\tau)\alpha_y^2 + 6z^2(2z^2 - 11\tau)\alpha_y + 24z^3\tau}{((z^2 + \tau z^2 - \tau^2)\alpha_y + 2z\tau(z^2 + 3\tau))(6z - \alpha_y)}, \)

where \( z := x + y \) and \( \tau := 2t - \alpha \).

In fact, it is more convenient to construct new solution families for the equivalent system (63) using (65) or (66) instead of (67) or (68), thus avoiding the integration operation.

Consider the solution (24), which satisfies the differential constraint \( u_y = v_x \) and is parameterized by an arbitrary nonzero solution \( \Phi = \Phi(t, x, y) \) of the heat equation \( \Phi_t - \Phi_{xx} + H \Phi = 0 \) with potential \( H = H(t, x) \). In view of the relation \( v_x = q_y \), the differential constraint \( u_y = v_x \) in terms of \((u, q)\) takes the form \( u_y = q_y \). The solution (24) of (1) corresponds to the solution \( u = \Phi_x/\Phi \) and \( q = \Phi_x/\Phi + L \) of (63), where \( L = L(t, x) \) is an antiderivative of \(-H/2\) with respect to \( x \), \( L_x = -H/2 \). The inverse Laplace transformation (66) is not defined for such solutions,
whereas the multiple application of the forward Laplace transformation \((65)\) gives the following recursive formulas for a chain of solutions:

- \( u = \frac{\Phi^n}{\Phi_n} - \frac{\Phi^{n-1}}{\Phi_{n-1}}, \quad q = \frac{\Phi^n}{\Phi_n} + L, \quad n \geq 0, \)

where

\[
\Phi^{-1} := 1, \quad \Phi^0 := \Phi, \quad \Phi^n := \frac{\Phi^{n-1}\Phi_{n-1} - \Phi^{n-1}\Phi_{n-1}}{\Phi_{n-2}}, \quad n \geq 1,
\]

\(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t - \Phi_{xx} - 2L_x \Phi = 0\), and \(L\) is an arbitrary sufficiently smooth function of \((t, x)\). The \(n\)-fold forward Laplace transformation is defined for a function \(\Phi\) if and only if all the recursively computed functions \(\Phi^1, \ldots, \Phi^n\) do not vanish. In other words, for each \(i \in \{0, \ldots, n\}\), the variables \(x\) and \(y\) are not separated in \(\Phi^i\), i.e., \((\ln |\Phi^i|)_{xy} \neq 0\).

The inverse Laplace transformation \((66)\) can also be applied for finding new solutions of the Boiti–Leon–Pempinelli system that are parameterized by the general solutions of the heat equation with potential. Indeed, the family of solutions \((22)\), which satisfy the differential constraint \(v_x = 0\), takes the form \(u = -\Phi_x/\Phi, \quad q = L\) in terms of \((u, q)\), and the corresponding differential constraint is \(q_y = 0\). Here the function \(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t + \Phi_{xx} - H \Phi = 0\) with potential \(H = -2L_x\), and \(L = L(t, x)\) an arbitrary sufficiently smooth function. Then the \(n\)-fold inverse Laplace transformation for the above family is given by

- \( u = -\frac{\Phi^n}{\Phi_n} \quad q = S^n + L, \quad n \geq 0, \)

where

\[
S^0 := 0, \quad \Phi^0 := \Phi, \quad S^n := \sum_{i=0}^{n-1} \frac{\Phi^i}{\Phi^n}, \quad \Phi^n := \Phi^{-1} S^n, \quad n \geq 1,
\]

\(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t + \Phi_{xx} + 2L_x \Phi = 0\), \(L\) is an arbitrary sufficiently smooth function of \((t, x)\), and all the recursively computed auxiliary functions \(\Phi^1, \ldots, \Phi^n\) do not vanish. Note that the forward Laplace transformation \((65)\) is not defined for the solutions with \(q_y = 0\).

8.2 Generating new solutions with Darboux transformations

For each solution \((u, q)\) of the system \((63)\) and for each fixed nonzero solution \(\varphi\) of the corresponding system of the form \((64)\), there are two types of Darboux transformations \([65, \text{Section 3}],\)

\[
\begin{align*}
\text{DT}_1[\varphi]: & \quad \tilde{\psi} = \psi - \frac{\varphi}{\varphi_y} \psi_y, \quad \tilde{u} = u + \frac{\varphi_{xy}}{\varphi_y} - \frac{\varphi_x}{\varphi}, \quad \tilde{q} = q - \frac{\varphi}{\varphi_y} q_y, \\
\text{DT}_2[\varphi]: & \quad \tilde{\psi} = \psi x - \frac{\varphi_x}{\varphi} \psi, \quad \tilde{u} = u - \frac{(u + \varphi_x/\varphi)_x}{u + \varphi_x/\varphi}, \quad \tilde{q} = q + \frac{\varphi}{\varphi_y} \varphi.
\end{align*}
\]

It is easy to check by direct computation that such Darboux transformations “commute”. More specifically, given linearly independent solutions \(\varphi^1\) and \(\varphi^2\) of the system \((64)\) for a solution \((u, q)\) of the system \((63),\) one has

\[
\begin{align*}
\text{DT}_1[\text{DT}_1[\varphi^1] \varphi^2] \circ \text{DT}_1[\varphi^1] = \text{DT}_1[\text{DT}_1[\varphi^2] \varphi^1] \circ \text{DT}_1[\varphi^2], \\
\text{DT}_2[\text{DT}_1[\varphi^1] \varphi^2] \circ \text{DT}_2[\varphi^1] = \text{DT}_2[\text{DT}_1[\varphi^2] \varphi^1] \circ \text{DT}_2[\varphi^2], \\
\text{DT}_2[\text{DT}_2[\varphi^1] \varphi^2] \circ \text{DT}_1[\varphi^1] = \text{DT}_1[\text{DT}_2[\varphi^2] \varphi^1] \circ \text{DT}_2[\varphi^2],
\end{align*}
\]

whenever the involved expressions are defined.
Explicit expressions for the iterated Darboux transformations were presented in [65, Section 3] as well. Thus, given linearly independent solutions \( \varphi^1, \ldots, \varphi^n \) of the system (64) for a solution \((u, q)\) of the system (63), the associated \(n\)-times iterated Darboux transformations of the first and the second kinds respectively take the form

\[
\begin{align*}
\text{DT}_1[\varphi^1, \ldots, \varphi^n]: & \quad \tilde{\psi} = (-1)^n \frac{W(\varphi^1, \ldots, \varphi^n, \psi)}{W(\varphi^1_y, \ldots, \varphi^n_y)}, \quad \tilde{u} = u - \partial_x \ln \frac{W(\varphi^1, \ldots, \varphi^n)}{W(\varphi^1_y, \ldots, \varphi^n_y)}, \\
& \quad \tilde{q} = (-1)^n \frac{W(\varphi^1, \ldots, \varphi^n, q)}{W(\varphi^1_y, \ldots, \varphi^n_y)},
\end{align*}
\tag{72}
\]

\[
\begin{align*}
\text{DT}_2[\varphi^1, \ldots, \varphi^n]: & \quad \tilde{\psi} = \frac{W(\varphi^1, \ldots, \varphi^n, \psi)}{W(\varphi^1, \ldots, \varphi^n)}, \quad \tilde{u} = q_y u - n q_{xy} + A_{n+1}^1 A_{n+1}^2 + A_{n+2}^1 q_y + A_{n+2}^2, \\
& \quad \tilde{q} = q - A_{n+1}^1, \\
& \quad A_{n+1}^1 := -\partial_x \ln |W(\varphi^1, \ldots, \varphi^n)|, \quad A_{n+2}^2 := \frac{W(\varphi^1, \ldots, \varphi^n)^{n-1}}{W(\varphi^1, \ldots, \varphi^n)},
\end{align*}
\tag{73}
\]

where \( W \) and \( \tilde{W} \) denote the Wronskians of the indicated function tuples with respect to \( y \) and \( x \), respectively, \( W(f^1, \ldots, f^k) := \det(\partial_y^{-1} f^j)_{j=1,\ldots,k} \) and \( \tilde{W}(f^1, \ldots, f^k) := \det(\partial_x^{-1} f^j)_{j=1,\ldots,k} \). \( W(\varphi^1, \ldots, \varphi^n, \psi) \) is the minor of the Wronskian \( W(\varphi^1, \ldots, \varphi^n, \psi) \) obtained by deleting the \((n-1)\)th row and the \((n+1)\)th column, \( W(\varphi^1_y, \ldots, \varphi^n_y) \neq 0 \) for the first transformation and \( W(\varphi^1, \ldots, \varphi^n) \neq 0 \) for the second transformation. (We have checked and enhanced the derivation of the iterated Darboux transformations that was carried out in [65, Section 3]. We have also modified the representation of these transformations.)

Given a solution \((u, q)\) of the system (63) and linearly independent solutions \( \varphi^1, \ldots, \varphi^n, \chi^1, \ldots, \chi^m \) of the system (64) with these \( u \) and \( q \), it follows from the “commutation” property (71) that the various compositions, in any order, of the Darboux transformations of the first kind that are constructed with the functions \( \varphi^1, \ldots, \varphi^n \) and their relevant images and of the Darboux transformations of the second kind that are constructed with the functions \( \chi^1, \ldots, \chi^m \) and their relevant images lead to the same result. There are two convenient representation for the joint transformations,

\[
\begin{align*}
\text{DT}_2[\chi^1, \ldots, \chi^m] \circ \text{DT}_1[\varphi^1, \ldots, \varphi^n], \quad & \text{where} \quad \chi^j = \text{DT}_1[\varphi^1, \ldots, \varphi^n] \chi^j, \quad j = 1, \ldots, m, \\
\text{DT}_1[\varphi^1, \ldots, \varphi^n] \circ \text{DT}_2[\chi^1, \ldots, \chi^m], \quad & \text{where} \quad \varphi^i = \text{DT}_2[\chi^1, \ldots, \chi^m] \varphi^i, \quad i = 1, \ldots, n,
\end{align*}
\]

and explicit expressions can be derived via composing (72) and (73).

The application of the Darboux transformations (69) and (70) is not so easy as that of the Laplace transformations (65) or (66) since the former relies on finding solutions \( \psi \) of the overdetermined linear system of partial differential equations (64).

An obvious simple choice for a seed solution of the Boiti–Leon–Pempinelli system is \( u = q = 0 \) since the general solution of the corresponding system \( \psi_{xy} = 0, \psi_t + \psi_{xx} = 0 \) is presented in the form \( \psi = \chi(t, x) + \alpha(y) \), where \( \chi = \chi(t, x) \) is the general solution of the backward linear heat equation, \( \chi_t + \chi_{xx} = 0 \), and \( \alpha = \alpha(y) \) is an arbitrary sufficiently smooth function of \( y \). Nevertheless, using the seed solution \( u = q = 0 \) in is not efficient since even its multifold version only leads to solutions that satisfy the constraint \( q = 0 \) or, in terms of \((u, v)\), \( v_x = 0 \). Similarly, the multifold version of the Darboux transformation (70) maps the seed solution \( u = q = 0 \) only to solutions that satisfy the differential constraint \( u_y = q_y \) or, in terms of \((u, v)\), \( u_y = u_x \). In particular, the solutions of the form (31) in [65] are exactly of this kind, where \( H = 0 \) in the corresponding linear heat equation (23). To construct solutions out of the sets of solutions satisfying the constraints \( q = 0 \) or \( u_y = q_y \), one should combine the Darboux transformations (69) and (70) or, more generally, their multifold versions. The above claims on the seed solution \( u = q = 0 \) fol-

36
are arbitrary solutions of the equation

\[ f(t, x) = 0 \]

families of the system \((t, x)\) iterated Darboux transformations of the second (resp. first) kind gives two series of solutions by the Darboux transformations of the first (resp. second) kind, and the application of the differential constraint \(q_y = 0\) or \(u_y = q_y\) as seed solutions for the Darboux transformations.

As shown above, every solution of the system (63) with the differential constraint \(q_y = 0\) takes the form \(u = -\Phi_x/\Phi\), \(q = L\), where \(L = L(t, x)\) is an arbitrary sufficiently smooth function of \((t, x)\), and \(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t + \Phi_{xx} + 2L_x \Phi = 0\).

After substituting this pair \((u, q)\) into the system (64), we integrate the first equation and use the second equation for deriving the equations that should be satisfied by the functions \(\zeta = \zeta(t, y)\) and \(\theta = \theta(t, x)\) arising in the course of the integration, \(\zeta_l = 0\) and \(\theta_l + \theta_{xx} + 2L_x \theta = 0\). As a result, we derive the following representation for every solution of the system (64) with these values of \(u\) and \(q\):

\[ \psi = \frac{1}{\Phi} \int_{y_0}^y \zeta(y') \Phi(t, x, y') \, dy' + \theta(t, x), \]

where \(\zeta = \zeta(y)\) is an arbitrary sufficiently smooth function of \(y\), and \(\theta = \theta(t, x)\) is an arbitrary solution of the equation \(\theta_t + \theta_{xx} + 2L_x \theta = 0\).

Analogously, every solution of the system (63) with the differential constraint \(u_y = q_y\) admits the representation \(u = \Phi_x/\Phi\) and \(q = \Phi_x/\Phi + L\), where \(L = L(t, x)\) is an arbitrary sufficiently smooth function of \((t, x)\), and \(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t - \Phi_{xx} - 2L_x \Phi = 0\).

The system (64) with these values of \(u\) and \(q\) reduces, via integrating the first equation with respect to \(y\) and recombining the equations, to the system

\[ \psi_x = -u \psi + \theta, \quad \psi_t = (u^2 - u_x) \psi + \theta_x - \theta u, \]

where \(\theta = \theta(t, x)\) is the parameter function arising in the course of the integration. The consistency of the last system with respect to \(\psi\) implies that the function \(\theta\) satisfies the equation \(\theta_t + \theta_{xx} + 2L_x \theta = 0\). The further integration of the system (74) leads to the following representation for its solutions:

\[ \psi = \frac{1}{\Phi} \int_{x_0}^x \theta(t, x') \Phi(t, x', y) \, dx' + \frac{1}{\Phi} \int_{t_0}^t \theta \Phi_x(t, y) \, dt' + \frac{\zeta}{\Phi}, \]

where the description of the functions \(\zeta\) and \(\theta\) is the same as above.

The constructed representations for the solutions of systems of the form (64) imply that the solution set of the system (63) with the differential constraint \(q_y = 0\) (resp. \(u_y = q_y\)) is preserved by the Darboux transformations of the first (resp. second) kind, and the application of the iterated Darboux transformations of the second (resp. first) kind gives two series of solution families of the system (63),

- \((\tilde{u}, \tilde{q})\) of the form (73), where \(u = -\Phi_x/\Phi\), \(q = L\),

\[ \varphi^i = \frac{1}{\Phi} \int_{y_0}^y \zeta^i(y') \Phi(t, x, y') \, dy' + \theta^i(t, x), \quad i = 1, \ldots, n, \]

\(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t + \Phi_{xx} + 2L_x \Phi = 0\);

- \((\tilde{u}, \tilde{q})\) of the form (72), where \(u = \Phi_x/\Phi\), \(q = \Phi_x/\Phi + L\),

\[ \varphi^i = \frac{1}{\Phi} \int_{x_0}^x \theta^i(t, x') \Phi(t, x', y) \, dx' + \frac{1}{\Phi} \int_{t_0}^t \theta^i \Phi_x(t', y) \, dt' + \frac{\zeta^i}{\Phi}, \quad i = 1, \ldots, n, \]

\(\Phi = \Phi(t, x, y)\) is an arbitrary nonzero solution of the equation \(\Phi_t - \Phi_{xx} - 2L_x \Phi = 0\).

In both the series, \(\zeta^i = \zeta^i(y)\) are arbitrary sufficiently smooth functions of \(y\), and \(\theta^i = \theta^i(t, x)\) are arbitrary solutions of the equation \(\theta_t + \theta_{xx} + 2L_x \theta = 0\) such that \(W(\varphi^1, \ldots, \varphi^n) \neq 0\) and \(W(\varphi^1, \ldots, \varphi^n) \neq 0\) for the first and second series, respectively, and for the first series in addition \(q_y \neq A_n y = -\partial x \partial y \ln |W(\varphi^1, \ldots, \varphi^n)|\).
9 Conclusion

In the course of proving Theorem 2, we have computed the point-symmetry pseudogroup $G$ of the system (1) using an original version of the algebraic method, which is based on pushing forward, instead of the maximal Lie invariance algebra $g$ of (1), its proper subalgebra $s$. In contrast to the algebra $g$, which is infinite-dimensional, the subalgebra $s$ is finite-dimensional and, moreover, its dimension $\dim s = 9$ is not too great. Since the method proved very efficient, we have additionally analyzed certain aspects related to it in Remark 6 and Proposition 7. In particular, it was unexpected that the conditions $\Phi_* g \subseteq g$ and $\Phi_* s \subseteq g$ for a point transformation $\Phi$ are equivalent.

In the context of Remark 6 and Proposition 7, the consideration of Section 2 has led to several interesting questions within the theory underlying the algebraic method of finding point-symmetry (pseudo)groups of systems of differential equations. Let $g$ be the maximal Lie invariance algebra of a system $L$ of differential equations. For a proper subalgebra $s$ of $g$, consider the following property:

(P) The conditions $\Phi_* g \subseteq g$ and $\Phi_* s \subseteq g$ for point transformations $\Phi$ in the space coordinatized by the independent and dependent variables of the system $L$ are equivalent.

What are (necessary or sufficient) conditions on $L$ for the existence of a proper subalgebra of $g$ with the property (P)? This question is especially relevant for systems with infinite-dimensional maximal Lie invariance algebras and can even be strengthened for this particular case. If $\dim g = \infty$, does there necessarily exist a finite-dimensional subalgebra of $g$ with the property (P)? How can one estimate the dimensions of such subalgebras? Can such subalgebras be found algorithmically? Is there an easy method for selecting, among such subalgebras, a subalgebra of minimal dimension?

One more question – about respecting megaideals – can be formulated in a more general framework. Given a Lie algebra $g$ of vector fields on a (finite-dimensional) manifold $M$, a family $\{i_\gamma | \gamma \in \Gamma\}$ of megaideals of $g$ with some index set $\Gamma$ and $i_{\gamma_0} = g$ for some $\gamma_0 \in \Gamma$, and a proper subalgebra $s$ of $g$ with the property

$$\{ \Phi \in \text{Diff}(M) | \forall \gamma \in \Gamma: \Phi_* (s \cap i_\gamma) \subseteq i_\gamma \} = \{ \Phi \in \text{Diff}(M) | \Phi_* g \subseteq g \}.$$  

The question is whether all $\Phi \in \text{Diff}(M)$ with $\Phi_* s \subseteq g$ respect the megaideals $i_\gamma$, $\gamma \in \Gamma$, i.e., $\Phi_* (s \cap i_\gamma) \subseteq i_\gamma$ for all $\gamma \in \Gamma$, and thus $\Phi_* i_\gamma \subseteq i_\gamma$ for all $\gamma \in \Gamma$.

Another interesting result of the present paper is the identification of a number of famous partial and ordinary differential equations among reductions of the Boiti–Leon–Pempinelli system (1) using differential constraints or Lie symmetries. In Calogero’s terminology [15], some of these reductions are S-integrable, which means the solvability via the scattering transform, but most of them are C-integrable, i.e., they are linearized by a change of variables, although the original system (1) is not C-integrable. The Riccati (Hopf–Cole) transformation is especially relevant for reductions of this system. Using various differential constraints, we have reduced the system (1) to

- the classical Burgers equation and, more generally, general inhomogeneous Burgers equations and inhomogeneous potential Burgers equations, which are respectively linearized by the Hopf–Cole transformation and by a point transformation to $(1+1)$-dimensional linear heat equations with potentials,
- the $(1+1)$-dimensional Liouville equation, which is linearized by a differential substitution to the $(1+1)$-dimensional linear wave equation,
- quite general families of Riccati equations, of Bernoulli equations and of Abel equations of the first kind, where one of the independent variables plays the role of an implicit parameter,
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○ ordinary differential equation for Weierstrass elliptic functions and the second, third, fourth and fifth Painlevé equations,

○ the sinh-Gordon and cosh-Gordon equations, both of which are S-integrable,

○ the system of dispersive long-wave equations, which is S-integrable as well.

In the literature, there are a number of papers devoted to finding exact solutions of the system (1) by various methods, where all the constructed solutions satisfy the differential constraint $u_y = v_x$, and thus they can be easily derived from solutions of (1+1)-dimensional linear heat equations with potentials via the two-dimensional version of the Hopf–Cole transformation. In many papers, attempts to construct exact invariant solutions were made using weakened versions of the method of Lie reductions, and again all found solutions turn out $G$-equivalent to simple members of families of solutions presented in Section 4. In other words, these solutions satisfy one of the simplest differential constraints that are consistent with the system (1). Both the above two sets of papers include [66], and we would not like to cite more such papers. Moreover all or at least substantial part of solutions presented in them are not solutions at all, and other solutions are just different representations of known ones. This resulted from making common errors in finding exact solutions of nonlinear differential equations, which were analyzed in [32, 53]. Multiple flaws of one of such papers were discussed in [33].

As we have shown in Section 8, new large families of exact solutions of the Boiti–Leon–Pempinelli system can efficiently be generated from known solutions of this system via iteratively applying the forward and inverse Laplace transformations (65) and (66) or the Darboux transformations (69) and (70). In particular, in Section 8.2 we have constructed huge solution families of the Boiti–Leon–Pempinelli system. Each of these families is parameterized by

○ an arbitrary solution $\Phi = \Phi(t, x, y)$ of the (1+1)-dimensional linear heat equation with an arbitrary potential depending on $(t, x)$, where $t$ and $x$ are the only genuine independent variables and $y$ plays the role of an implicit parameter,

○ an arbitrary (finite) number of functions of $(t, x)$ that are arbitrary solutions of the same equation (resp. its adjoint), and

○ an arbitrary (finite) number of arbitrary sufficiently smooth functions of $y$.

In group analysis of differential equations, it is often required to classify low-dimensional subalgebras of infinite-dimensional Lie algebras of vector fields. Nevertheless, there are not too many papers in which such classifications have correctly been carried out. The main kinds of problems, where such classifications are necessary solution steps, are given by classifications of Lie reductions of systems of differential equations with infinite-dimensional Lie invariance algebras [3, 10, 16, 20, 23, 24, 38, 43, 45] and by group classifications of classes of such systems whose equivalence algebras are infinite-dimensional, see [8, 59] and references therein. In the present paper, we have completely solved the problem of the former kind for the Boiti–Leon–Pempinelli system (1).

We have also exhaustively integrated all inequivalent essential reduced systems of ordinary differential equations for the system (1) in terms of the second, third, fourth and fifth Painlevé transcendents, Weierstrass $\wp$- and $\zeta$-functions and elementary functions, and the way of integration is nontrivial. This result well agrees with the known general observation [1] on a connection between nonlinear partial differential equations that can be solved by the inverse scattering transform and nonlinear ordinary differential equations without movable critical points. So deep and complete analysis of all systems of ordinary differential equations related to a particular multidimensional system of partial differential equations with the framework of Lie reduction is rather exceptional in the literature. Similar studies were carried out for the (much simpler) three-wave resonant interaction system in [38] and, partly, for the system (3) in [45].
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A  Integration of ordinary differential equations related to elliptic functions

The general solution of the autonomous ordinary differential equation

\[ \psi_z^2 = P(\psi) := 4\psi^3 - g_2\psi - g_3 \]  \hspace{1cm} (75)

for the unknown function \( \psi = \psi(z) \) (over \( \mathbb{C} \)) with constant (complex) coefficients \( g_2 \) and \( g_3 \) is expressed in terms of the (doubly periodic) Weierstrass elliptic function \( \wp(z; g_2, g_3) \) if and only if all the roots of the polynomial \( P \) are simple, \( \psi = \wp(z + C; g_2, g_3) \), where \( C \) is an arbitrary constant. If the polynomial \( P \) has a multiple root, i.e., its discriminant \( \text{Disc}_\psi(P) \) is zero,

\[ \Delta := \text{Disc}_\psi(P)/16 = g_2^3 - 27g_3^2 = 0, \]

then at least one of the two solution periods degenerates, and the general solution of (75) is expressed in terms of elementary functions. (This degeneration can be considered as the degeneration of the Weierstrass elliptic functions.) In particular, the general solution of (75) with \( g_2 = g_3 = 0 \) is \( \psi = (z + C)^{-2} \), and thus, roughly speaking, both the periods are infinite. See, e.g., [68, Section 4.16] for more details.

Consider the ordinary differential equations of the form

\[ \varphi_z^2 = F(\varphi) := a_0\varphi^4 + 4a_1\varphi^3 + 6a_2\varphi^2 + 4a_3\varphi + a_4, \]  \hspace{1cm} (76)

where \( a_0, \ldots, a_4 \) are (complex) constants with \( a_0 \neq 0 \).

If the polynomial \( F \) has a simple root \( \lambda \), then the equation (76) is reduced using the fractional linear change

\[ \varphi = \frac{l}{4\psi} - m + \lambda, \quad \text{where} \quad l := F_\varphi(\lambda), \quad m := \frac{1}{6}F_\varphi\varphi(\lambda), \]

of the dependent variable \( \varphi \) by \( \psi \) [61, Section 20.6] to the equation of the form (75), where \( g_2 \) and \( g_3 \) are the invariants of the quartic polynomial \( F \) that are given by

\[ g_2 = a_0a_4 - 4a_1a_3 + 3a_2^2, \quad g_3 = \begin{vmatrix} a_0 & a_1 & a_2 \\ a_1 & a_2 & a_3 \\ a_2 & a_3 & a_4 \end{vmatrix}. \]  \hspace{1cm} (77)

Since \( \text{Disc}_\varphi(F) = 16\text{Disc}_\psi(P) = 256\Delta \), the polynomial \( F \) has multiple roots if and only if the corresponding polynomial \( P \) does. In other words, the degenerate cases of equations of the form (76) with \( F \) having simple roots correspond to those of equations of the form (75).

Therefore, if all the roots of the polynomial \( F(\varphi) \) are simple, the general solution of the equation (76) can be represented via the Weierstrass elliptic functions [61, Section 20.6],

\[ \varphi = \frac{1}{4}F_\varphi(\lambda) \left( \wp(z + C; g_2, g_3) - \frac{1}{24}F_\varphi\varphi(\lambda) \right)^{-1} + \lambda, \]

where \( \lambda \) is a (simple) root of \( F \), \( C \) is an arbitrary constant, and the constant parameters \( g_2 \) and \( g_3 \) are the invariants (77) of \( F \).

For our purpose, we integrate the degenerate equation (76) over \( \mathbb{R} \) for all the real values of the coefficients \( a_0, \ldots, a_4 \), neglecting the condition \( a_0 \neq 0 \).

If the polynomial \( F \) has a multiple real root \( \lambda \), then the equation (76) can be represented as

\[ \varphi_z^2 = (\varphi - \lambda)^2(\hat{a}\varphi^2 + \hat{b}\varphi + \hat{c}) \]  \hspace{1cm} (78)
with \((\hat{a}, \hat{b}, \hat{c}) := (a_0, 2a_0\lambda + 4a_1, 3a_0\lambda^2 + 8a_1\lambda + 6a_2)\), and the equalities

\[
\hat{c}\lambda^2 = a_4, \quad 2\hat{c}\lambda = 2a_0\lambda^3 + 4a_1\lambda^2 - 4a_3
\]

follow from the multiplicity of the root \(\lambda\). To conveniently integrate the last ordinary differential equation, we make the change \(\tilde{\varphi} = (\varphi - \lambda)^{-1}\), which leads to the equation

\[
\tilde{\varphi}_x^2 = c\tilde{\varphi}^2 + b\tilde{\varphi} + a,
\]

where \(a := \hat{a} = a_0, \quad b := \hat{b} + 2\hat{a}\lambda = 4(a_0\lambda + a_1), \quad c := \hat{c} + \hat{b}\lambda + \hat{a}\lambda^2 = 6(a_0\lambda^2 + 2a_1\lambda + a_2)\). After integrating the last equation, we return to the old dependent variable \(\varphi\). As a result, in addition to the obvious constant solutions, \(\varphi = \nu\), where \(\nu\) is an arbitrary root of \(F\) if \((c, b, a) \neq (0, 0, 0)\), or \(\varphi\) is an arbitrary constant if \(c = b = a = 0\), we obtain the following cases for the general solutions of the degenerate ordinary differential equation (78):

\[
\varphi = \frac{\varepsilon a^{-1/2}}{z + C} + \lambda \quad \text{if} \quad c = b = 0, \quad a \neq 0, \quad \text{and thus} \quad a > 0,
\]

\[
\varphi = \frac{4b}{b^2(z + C)^2 - 4a} + \lambda \quad \text{if} \quad c = 0, \quad b \neq 0,
\]

\[
\varphi = \frac{4c}{4Ce^\varepsilon\sqrt{c}z + DC^{-1}e^{-\varepsilon}\sqrt{c}z - 2b} + \lambda \quad \text{if} \quad c > 0 \quad (\text{here} \quad C \neq 0),
\]

\[
\varphi = \frac{\varepsilon\sqrt{D}\sin(\sqrt{-c}z + C) - b}{2c} + \lambda \quad \text{if} \quad c < 0, \quad D > 0,
\]

where \(D := b^2 - 4ac\), \(C\) is an arbitrary constant, and \(\varepsilon = \pm 1\).

One more case of degenerating equations of the form (76) over \(\mathbb{R}\) is associated with \(F\) having a multiple root from \(C \setminus \mathbb{R}\). Then the multiplicity of this root is equal to two, and its conjugate is a root of \(F\) as well. Then the polynomial \(F\) can be represented in the form \(F = (a\varphi^2 + b\varphi + c)^2\) for some real constants \(a, b\) and \(c\) with \(D := b^2 - 4ac < 0\). The corresponding general solution is

\[
\varphi = \frac{\varepsilon\sqrt{|D|}}{2a} \tan \left(\frac{\sqrt{|D|}}{2} z + C\right) - \frac{b}{2a}.
\]

### B Conservation laws

When studying cosymmetries\(^4\) of the system (1), in view of their equivalence on the solution set of (1) it suffices to consider only cosymmetries that do not depend on the derivatives of \(u\) simultaneously involving differentiations with respect to \(t\) and \(y\) and on the derivatives of \(v\) involving differentiations with respect to \(t\). We call such cosymmetries reduced. Computing with the package Jets [4], which is based on theoretical results of [39], we checked that the reduced cosymmetries at least up to order four for the system (1) are exhausted by the pairs of differential functions of \((u, v)\) of the form \(\Lambda^0(h^0) + \Lambda^1(h^1) + \Lambda^2(h^2) + \Lambda^4(\mu) + \Lambda^5(\nu)\), where

\[
\Lambda^0(h^0) = (h^0, 0), \quad \Lambda^1(h^1) = (h^1x, 0), \quad \Lambda^2(h^2) = (h^2x^2, 0),
\]

\[
\Lambda^4(\mu) = (\mu, 0), \quad \Lambda^5(\nu) = (\nu, \nu u_y),
\]

and the parameter functions \(h^i = h^i(t), \quad i = 0, 1, 2, \quad \mu = \mu(y)\) and \(\nu = \nu(y)\) run through the sets of sufficiently smooth functions of their arguments. Each of these cosymmetries is a conservation-law characteristic of the system (1).

\(^4\)Given a system \(L\) of differential equation, a cosymmetry of \(L\) is a differential function [41, p. 288] that satisfies the adjoint [41, Eq. (5.83)] to the condition for generalized symmetries of \(L\) [41, Definition 5.2]. Cosymmetries are also called adjoint symmetries [57], see [5, p. 107] for further references A characteristic of a conservation law of \(L\) is necessarily a cosymmetry of \(L\) but the converse is not true.
We conjecture that the above cosymmetries constitute the entire space of reduced cosymmetries of this system and thus the entire space of its reduced conservation-law characteristics. The associated conservation laws of (1) contain the following conserved currents:

\[
F^0(h^0) = (0, -2h^0 v_{xx}, h^0(ut - 2uu_x + u_x x)),
\]

\[
F^1(h^1) = (0, -2h^1(xv_{xx} - v_x), h^1 x(ut - 2uu_x + u_x x)),
\]

\[
F^2(h^2) = (0, -2h^2(x^2 v_{xx} - 2xv_x + 2v), h^2 x^2(ut - 2uu_x + u_x x)),
\]

\[
F^4(\mu) = (\mu uy, \mu (uxy - 2uu_y - 2v_x), 0),
\]

\[
F^5(\nu) = (\nu vu_y, \nu (vu_{xy} - uyv_x - 2vuu_y - 2v^2 v_{xx} + v_x^2), 0).
\]

As representatives of the conservation laws as equivalence classes of conserved currents, we choose the “short” conserved currents, each of which have only two nonvanishing components. Moreover, selected conserved currents do not involve derivatives of the parameter functions (of order one and higher).
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