Strong-field response time and its implications on attosecond measurement
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To measure and control the electron motion in atoms and molecules by the strong laser field on the attosecond time scale is one of the research frontiers of atomic and molecular photophysics. It involves many new phenomena and processes and raises a series of questions of concepts, theories and methods. Recent studies show that the Coulomb potential can cause the ionization time lag (about 100 attoseconds) between instants of the field maximum and the ionization-rate maximum. This lag can be understood as the response time of the electronic wave function to the strong-field-induced ionization event. It has a profound influence on the subsequent ultrafast dynamics of the ionized electron and can significantly change the time-frequency properties of electron trajectory (an important theoretical tool for attosecond measurement). Here, the research progress of response time and its implications on attosecond measurement are briefly introduced.

I. ATTOSECOND MEASUREMENT

Introduction.-Attosecond optics is a subject rising with the rapid development of ultraintense and ultrashort laser pulse technology in recent 20 years. It can realize the real-time measurement and ultrafast control of motion of electrons in atoms and molecules, and provides a new tool for human to understand the micro world. Attosecond optics is closely associated with strong-field physics. The interaction of intense laser fields with atoms and molecules [1, 2] produces abundant ultrafast physical phenomena, such as above-threshold ionization (ATI) [3–6], high-order harmonic generation (HHG) [7–10] and non-sequential double ionization (NSDI) [11–13], etc. These phenomena have been further applied to ultrafast measurements of electron dynamics in atoms and molecules [14, 15], with achieving unprecedented time resolution of attosecond. For example, scientists have developed attoclock technology for studying tunneling time [16], high-order harmonic spectroscopy technology for monitoring the trajectories of scattered electrons [17], and attosecond streaking technology for probing Wigner time delay of electrons [18].

Although attosecond measurement has made impressive discoveries and achievements, it is still in the primary stage of development [19]. 1) Theoretically, according to the principle of quantum mechanics, there is no time operator, and the “measurement” of time is the basic problem of quantum mechanics [20, 21, 22]. This makes the interpretation of the new attosecond measurement results very complicated even for simple systems, leading to many conceptual and theoretical problems, such as which time information can be obtained, which processes can be manipulated, and so on. One of the basic conceptual problems is whether there is a response time of the electronic wave function to the photoabsorption event in the interaction of a weak laser field and an atom or a molecule. The experimental measurement of Wigner time delay gives a positive answer to this question, but leads to a series of other conceptual questions [21, 22], such as whether the response time corresponds to the eigenvalue of a quantum time operator, the relationship between the response time and the energy-time uncertainty principle, whether the absolute value of the response time can be measured, and so on. 2) In terms of method, the current ultrafast measurement technology is not directly achieved on the attosecond time scale. After the end of the interaction between light and matter, the frequency domain (energy domain) information of the system is observed, such as photoelectron spectrum, harmonic radiation spectrum or optical absorption spectrum. After obtaining these information, people use the established classical, semiclassical or quantum theoretical models to retrieve the time information of electron motion, and then realize attosecond-resolved measurement [16, 17]. Therefore, the theoretical model plays an important role in the current attosecond measurement scheme. The accuracy of the theoretical model will determine the accuracy of the inversion information [22], which will directly affect the interpretation of the experimental results or the description of the measured process. 3) Currently, attosecond measurement is mainly focused on atoms, and attosecond probing of more widely distributed and more abundant molecules needs to be deepened. Molecules, especially polar molecules [24, 25], have more degrees of freedom, so they will present many new effects in the intense laser field, such as two-center interference [26], alignment and orientation [27, 28], permanent dipole (PD) [29] and nuclear vibration [30]. For complex molecules, such as top molecules, they also have different configurations. In the attosecond measurement of molecules, it is necessary to fully consider these effects related to molecules, develop suitable theoretical models to describe, find suitable characteristic quantities to characterize and construct suitable probing schemes to measure these effects. These effects can be used not only as the “object” of attosecond measurement, but also as an effective means to obtain the structural or dynamical information of the target.

Theoretical tools.-As mentioned above, the theoretical
II. STRONG-FIELD RESPONSE TIME AND ITS EFFECTS ON ATTOSECOND MEASUREMENT

Semiclassical and quantum pictures.-Recently, through numerical solution of time-dependent Schrödinger equation (TDSE) and using modified SFA (MSFA) that includes the Coulomb effect, studies on the influence of coulomb potential on the time-domain properties of the electron trajectory show that \cite{23}, the Coulomb effect can lead to a significant lag of the ionization time of the system (about 100 attoseconds) relative to the peak time of the laser electric field (Fig. 1). From the semiclassical point of view, the lag means that the electron does not escape immediately after tunneling out of the laser-Coulomb-formed barrier, but vibrates near the parent nucleus for a period of time under the combined action of Coulomb field and laser electric field, and then escapes. From the quantum point of view, the ionization time lag can be understood as the response time of the electron wave function to the ionization event when an atom or

model plays an important role in the current attosecond measurement experiments. Next, we introduce the strong-field theory model and the basic idea of attosecond measurement. At present, the commonly used models include semiclassical models \cite{3,9} and quantum models based on strong-field approximation (SFA) \cite{5,6}. Using these models, the motion of electrons can be described by the concept of electron trajectories which can be divided into the types of long trajectory and short trajectory. These trajectories are characterized by the frequency-domain observable such as photoelectron momentum (harmonic energy) and the ionization time (the ionization time and the return time) of the electron, with establishing a connection between the frequency domain and the time domain of the observing process \cite{23}. By virtue of these electron trajectories, the time information of the system can be retrieved from the observables. The Coulomb effect is not considered in the usual strong-field model, but it has been shown that \cite{31,32} this effect has an important influence on the photoelectron energy spectrum \cite{33}, photoelectron momentum distribution (PMD) \cite{34} and photoelectron angular distribution \cite{35}. In recent years, semiclassical theoretical models for strong-field ionization including Coulomb effect have been developed \cite{31,34,35}. These models play an important role in understanding the ultrafast dynamics of electrons under the action of laser field and Coulomb field. However, previous studies mainly focus on the influence of Coulomb potential on the frequency-domain properties of the electron trajectory, while there are few studies on the time-domain ones. As mentioned above, the time-frequency properties of the electron trajectory are the key to establish the corresponding relationship between observable and time.
Figure 2: Effects of strong-field response time on HHG. Left: (a) The HHG return energy versus the tunneling-out time predicted by different models. (b) The HHG return energy versus the return time predicted by different models. (c) The wavelet-analysis result of TDSE dipole acceleration for the short HHG electron trajectory. (d) The HHG return probability versus the return time predicted by different models. Here, MSFA refers to the modified SFA with long-range Coulomb potential, and MCM refers to the semiclassical three-step model with considering the exit position. It can be seen from (a) that the tunneling-out time of the MSFA prediction is more than ten attoseconds earlier than that of the SFA prediction. Correspondingly, in (d), the short-trajectory HHG amplitude of the MSFA prediction is one order of magnitude higher than the SFA one, and is closer to the TDSE result in (c). The HHG return time predicted by different methods is also different. Compared to SFA, the return time predicted by MSFA is also earlier, as shown in (b). In particular, due to the Coulomb-induced ionization time lag, electrons tunneling out of the laser-Coulomb-formed barrier at the rising part of the laser field can also contribute to the HHG. As seen in (a), the MSFA predicts some long trajectories which begin at times somewhat earlier than 5.25T, while such trajectories are prohibited in SFA and MCM. Right: (e)-(j) Comparisons for short-trajectory HHG return energy versus return time, calculated with MSFA, SFA and TDSE at different laser parameters. The TDSE results are obtained with finding the local maximal amplitudes from the wavelet-analysis results of TDSE dipole acceleration as shown in (c) on the left. They provide a reference for checking the predictions of MSFA. In all cases, the MSFA results are nearer to the TDSE ones than the SFA predictions. Linearly-polarized single-color laser fields are used here. (see Ref. [23])

a molecule with long-range Coulomb potential interacts with the strong laser field.

This lag is different from the theoretical Wigner time delay, which is only related to the interaction between electrons and Coulomb potential, and essentially belongs to the steady-state problem [18]. Compared with the experimental Wigner time delay probed by attosecond streaking technique, this lag (which can be termed as strong-field response time) exists in the middle of the strong-laser-induced physical process (such as ATI and HHG), and has a profound influence on the subsequent ultrafast dynamics of the electron after tunneling, while the experimental Wigner time delay (weak-field response time) exists at the end of the whole process of bound-continuum transition triggered by a weak attosecond pulse, then is probed with a weak infrared (IR) laser pulse. More properties of strong-field response time will be discussed later.

Effect on ATI.-Next, we discuss the important effect of Coulomb-induced ionization time lag on the subsequent ultrafast dynamics of the system. This lag can significantly change the time-frequency characteristics of the electron trajectory, and change a large number of short trajectories (related to the directly ionized electrons) into long ones (related to the ionized electrons with a scattering event). As a result, the contribution of the long trajectory to the ionization of the system is enhanced by more than 20%, which significantly changes the structure of the PMD (for example, leading to the significant up-down asymmetry of the PMD in the orthogonal two-color field as shown in [23], and the significant deflection of the PMD in the elliptical field). In particular, further studies show that the theoretical prediction of the Coulomb-induced ionization time lag depends on the form of the Coulomb potential used in the theoretical calculation, and different Coulomb potentials will lead to different ionization time lags. This dependence gives suggestions for experiments of attosecond measurement based on photoelectron spectroscopy. For example, in the exquisite attoclock experiment [10], in order to extract the tunneling-time information, people need to subtract the offset angle obtained by semiclassical simulations from the offset angle obtained by experiments (this operation can be understood as eliminating the in-
Figure 3: Effects of strong-field response time on ATI of polar molecules. **Left:** In (a), the PMD of HeH$^+$ calculated by TDSE under Born-Oppenheimer (BO) approximation shows a significant left-right asymmetry, which is absent in predictions of SFA-PD and MSFA without PD in (b) and (d). This asymmetry is reproduced in (c) by MSFA-PD including both Coulomb and PD. **Right:** Due to the PD induced Stark shift, in the first half of the laser period in (e), the ground-state energy is dressed upward and the excited-state energy is dressed downward, and the system is easier to ionize. The situation reverses in the second half cycle in (f). The laser electric field $E_x(t)$ and negative vector potential $-A_x(t)$ used in calculations are shown in (g), assuming that the laser polarization is along the $x$ axis. Classically, the drift momentum of the electron in the $x$ direction satisfies $p_x = -A_x(t)$. The time-dependent ionization probabilities calculated are shown in (h). The TDSE results here also show a significant time lag. In the first (second) half of the period, the ionization probability is large (small) and the time lag is also significant (small). The typical phenomena are only reproduced by MSFA-PD. In (g) and (h), the region of a laser cycle is divided into four parts (I-IV). In regions I and IV, $p_x = -A_x(t) < 0$, while in regions II and III, $p_x = -A_x(t) > 0$. The time-dependent ionization probabilities of TDSE and MSFA-PD show that the amplitudes of photoelectrons with momentum $p_x > 0$ (produced in regions II and III) are significantly larger than those with momentum $p_x < 0$ (produced in regions I and IV). This indicate that the asymmetry of PMD in (a) on the left is due to the interaction between Coulomb-induced ionization time lag (response time) and PD-induced asymmetric ionization. Linearly-polarized single-color laser fields are used here. (see Ref. [25])

fluence of strong-field response time). A natural problem is which form of Coulomb potential should be selected in semiclassical simulations, and how can one ensure that the influence of response time is completely eliminated. In addition, the orientation, the PD and the vibration of nuclei for molecules may also affect the form of the effective potential, which needs to be fully considered in the future theoretical research. Recent experimental studies also show that the measurement of tunneling time in attosecond experiment is affected by the theoretical model used in inversion [36, 37].

**Effects on HHG.** In addition to strong-field ionization, the Coulomb-induced ionization time lag also has an important influence on the time-domain properties of HHG electron trajectory [23]. It leads to more than ten attoseconds advance of the tunneling-out time of the HHG electron trajectory, and makes the tunneling-out time closer to the peak-value time of the external field. As a result, the contribution of the short trajectory (corresponding to the trajectory with a shorter excursion time) to the harmonic radiation is increased by an order of magnitude (Fig. 2). These effects also give suggestions for experiments of attosecond measurement based on high-order harmonic spectroscopy (HHS). For example, in the beautiful HHS experiment in [17], the reconstruction scheme of “rescattering electron trajectory” is designed based on the electron trajectory without Coulomb effect. A natural problem is that if the response time is included in the reconstruction scheme (if there is no special explanation, the later mentioned response time refers to the Coulomb-induced strong-field ionization time lag), what will happen? It can be expected that there will be attosecond-scale differences between HHG electron trajectories of atoms and molecules with the same ionization potential but different forms of the Coulomb potential. Future HHS measurement schemes need to be able to distinguish these differences. In addition, how to design an experimental scheme to extract the effect of response time on the HHG yields is also an interesting and challenging work. Recent studies based on R-matrix theory that considers the Coulomb effect have also shown that the Coulomb potential induces an important temporal correction to HHG electron trajectory [38].

**Effects on ATI of polar molecules.** Finally, recent stud-
ies on strong-field ionization of polar molecules show that \cite{28}, the PMD of HeH$^+$ in the linearly-polarized monochromatic laser field presents a significant left-right asymmetry, which is due to the complex interaction between the Coulomb potential and the PD of polar molecules, and the response time is the basis of this typical feature (Fig. 3). Further studies also show that due to the PD effect, there is a difference of the response time of polar molecules between the first half of the laser cycle and the second half. The difference can be characterized by the ratio of the PMD in different quadrants in the orthogonal two-color field \cite{39}, and also by the offset angle of the PMD in the elliptically-polarized laser field \cite{40}. Considering the Coulomb-induced temporal correction to electron trajectory, the usual attoclock can be calibrated to establish a direct one-to-one correspondence between time and photoelectron momentum. Then the response time can be read directly from the Coulomb-corrected attoclock, especially the relative response time between different electronic states \cite{40}.

The response time also plays an important role in strong-field double ionization of HeH$^+$ \cite{11}. Due to the existence of the response time, when the single ionization of HeH$^+$ is preferred for the first electron escaping along the He side, these two electrons in double ionization prefer to release together along the H side.

Due to the effect of permanent dipole, the dynamics of polar molecules in the intense laser field includes the basic quantum mechanical processes such as tunneling, excitation and Stark shift, and the motion of electrons relative to different nuclei forms a natural contrast. This provides an ideal platform for the study of response time, which is not only convenient to study the internal relationship between these basic processes and response time, but also convenient to study the relative response time, and to test the applicability of the strong-field theoretical model \cite{39, 40}.

Properties.-It should be emphasized that the response time is a relative quantity, which is defined by the comparison between the results with and without Coulomb effect. This point is somewhat similar to the case of Wigner delay. Therefore, strictly speaking, the absolute value of response time cannot be measured experimentally. Theoretically, the response time can be obtained by comparing the simulation results including long-range Coulomb potential with short-range ones, but the absolute value of the response time is still uncertain. In TDSE simulations, the response time is analyzed by the instantaneous ionization probability, which is evaluated by the whole populations of continuum states at the instant $t$. But there is uncertainty about how to define the continuum state in a time-dependent system. The results of the MSFA including Coulomb effect depend on the form of Coulomb potential used in the simulation (this dependence partly arises from the classical description of the motion of electrons in the external field and the Coulomb field), so there are also uncertainties. However, the MSFA simulation including Coulomb effect indeed reveals that the response time has the classical correspondence, which is characterized by the time difference between the instants of electrons exiting the barrier and having instantaneous energy larger than zero, so it has the physical property of observable time since time in classical mechanics has a clear definition and significance. This is different from the Wigner delay. As mentioned earlier, the Wigner delay itself corresponds to the steady-state problem, in which the state of the system in space (described by the space wave function) is independent of time. The attosecond streaking experiment of the Wigner delay involves bound-continuum transition, and there is no classical correspondence for quantum transition. The tunneling time is related to the motion of electrons in the barrier formed by Coulomb potential and external field, while the tunneling itself has no classical correspondence.

Relative response time.-The relative value of Coulomb-induced ionization time lag (strong-field response time) is also of great significance. For example, under the same laser conditions, the difference of the response time of different atoms and molecules reflects the intrinsic difference of the Coulomb potential of the systems, or the difference of the response time of polar molecules in the first and the second half cycles of one laser cycle reflects the intrinsic difference of the sub-cycle dynamics of the system. Therefore, the relative value of the response time can be used to identify the small differences in the internal structure of atoms and molecules at the atomic scale, as well as the subtle differences in the ultrafast dynamics of electrons in the sub-cycle time scale. Although the absolute value of strong-field response time has larger uncertainty, the uncertainty of its relative value is limited in a small range. Therefore, we propose to use a simple and convenient Coulomb-corrected attoclock \cite{40} to read the absolute value of the response time corresponding to the most probable trajectory, and then evaluate the relative value of the response time.

III. EXTENDED DISCUSSIONS

Universality.-The strong-field response time discussed here exists in the interaction of strong laser fields with gases of atoms or molecules. However, we believe that the existence of the response time is general in the interaction of light and matter, such as the interaction between laser and solid \cite{42, 43}, laser and liquid \cite{46, 48}, laser and cluster \cite{49, 50}, laser and plasma \cite{51, 52}, etc. For these cases, we anticipate that when the laser field is strong enough and the interaction can be described semiclassically, the response time and its important effects on the dynamics of the studied system will be easy to identify. When the laser field is weak and the interaction has to be described quantum mechanically, the situation reverses. As discussed above, time is difficult to define in quantum mechanics due to the absence of a quantum time operator. However, the definition of time is unambiguous in classical mechanics.
Strong-field four-step model.-The existence of the strong-field response time also strongly suggests the use of a four-step model including tunneling, response, propagation and rescattering, instead of the well-known three-step one, to describe strong-field induced ultrafast physical processes of atoms and molecules such as ATI, HHG and NSDI. It allows a great deal of electrons which exit the barrier at the rising part of the laser field also to contribute to the rescattering event, with remarkably changing the characteristics of observables such as PMD and HHG spectrum. Such trajectories are prohibited in the general three-step model.

IV. CONCLUSION

In summary, 1) the Coulomb-induced ionization time lag (about 100 attoseconds) is not fully considered in the current strong-field experiments of attosecond measurement. The amount of this lag depends on the form of Coulomb potential of atoms and molecules, and has an important effect on the accuracy of the current schemes of attosecond measurement. 2) This lag reflects the response time of the electron wave function to the ionization event in strong-laser-matter interactions. The response time is general and has a profound influence on the dynamics of atoms and molecules in the intense laser field. The understanding and quantitative description of the response time need continuous theoretical and experimental efforts. 3) Molecules, especially polar molecules, have complex effects in the external field, such as orientation, alignment, permanent dipole and vibration. These effects may have an important influence on the response time itself or on the observable characteristic quantities characterizing the response time, such as the offset angle of PMD in the elliptical laser field. To understand and probe the response time of electrons in molecules to strong-laser-induced ionization events, it is necessary to develop appropriate strong-field theoretical models and measurement schemes including these effects. 4) Attosecond measurement involves the basic problem of quantum mechanics, which takes time as observation. The basic theory is not perfect, and many concepts are still controversial. Attosecond measurement needs to answer such questions as “what attosecond-scale process can be measured, what attosecond-scale process can be controlled, and the means and target of attosecond measurement and control”.

Research prospects.-In the future research on the response time of atoms and molecules in the intense laser field, through solving TDSE numerically, extracting the real-time information allowed by the numerical experiments, and taking the time-domain analysis of system dynamics as the key breakthrough point, one can deeply study the properties and characterization of response time and its extensive influence on attosecond measurement. By developing the strong-field theory model including the unique effects of molecules, one can study the influences of these effects on the response time, and explore the ultrafast measurement scheme suitable for molecules. On this basis, with the help of the special platform of polar molecules, one can deeply discuss some basic concepts and theoretical problems of attosecond measurement, such as the internal relationship between attosecond measurement and energy-time uncertainty principle, the correspondence between attosecond measurement and classical measurement, the nature of measurable process, and the nature and characterization of response time, etc. These studies will enhance people’s understanding of the role of time in quantum mechanics, clarify some controversial conceptual issues in attosecond measurement, and vigorously promote the research of attosecond probing of atoms and molecules.
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