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Abstract—Topological Data Analysis (TDA) has emerged recently as a robust tool to extract and compare the structure of datasets. TDA identifies features in data (e.g., connected components and holes) and assigns a quantitative measure to these features. Several studies reported that topological features extracted by TDA tools provide unique information about the data, discover new insights, and determine which feature is more related to the outcome. On the other hand, the overwhelming success of deep neural networks in learning patterns and relationships has been proven on various data applications including images. To capture the characteristics of both worlds, we propose TDA-Net, a novel ensemble network that fuses topological and deep features for the purpose of enhancing model generalizability and accuracy. We apply the proposed TDA-Net to a critical application, which is the automated detection of COVID-19 from CXR images. Experimental results showed that the proposed network achieved excellent performance and suggested the applicability of our method in practice.

I. INTRODUCTION

Deeply concerned by the alarming levels of spread and severity, the World Health Organization (WHO) declared COVID-19 as an ongoing pandemic in March 11, 2020. Since then, there have been more than 195 millions confirmed cases and over four millions reported deaths worldwide [18]. The real time reverse transcriptase polymerase chain reaction (RT-PCR) remains the current standard for diagnosing COVID-19 disease [34]. Other diagnostic tests for COVID-19 include the loop-mediated isothermal amplification (LAMP), the lateral flow, and enzyme-linked immunosorbent assay (ELISA) [34].

In addition to these techniques, imaging techniques, such as Chest X-ray (CXR) and computed tomography (CT), have been used for early COVID-19 diagnosis and prediction of disease progression [31]. While CT scans have shown higher sensitivity in detecting pneumonia infection and pulmonary manifestations [31] as compared to CXR, CT imaging techniques is not widely used for COVID-19 diagnosis due to several issues including the high cost of CT, non-portability, and cross-contamination issues [31]. CXR imaging technique provides a cheaper alternative that facilitates the diagnosis of patients who cannot move, and hence reduces cross-contamination. Since the pandemic started, the shortage of expert radiologists has been increasing especially in third-world countries [14]. To mitigate this shortage and speedup the diagnosis of COVID-19, artificial intelligence (AI) driven computer-aided diagnostic (CADx) tools can be used for Point-of-Care Testing (POCT).

Deep learning provides powerful tools for extracting features that carry rich texture information about the images. Since early this year, Covid-19 has attracted much attention from the deep learning community. Numerous works (e.g., [5], [25], [29], [36]) propose to use convolutional neural network (CNN) for detecting COVID-19 viral pneumonia from CXR [28], [29] and CT images [5], [25], [36]. On the other hand, TDA [8], [17] has emerged recently as a robust tool to extract and compare the structure of datasets. TDA identifies specific features (e.g., connected components and holes) and describes the extent to which they persist across the image. Several studies reported that [22], [26] topological features extracted by TDA tools (e.g., persistent homology [16] and Mapper [33]) provide unique information about the data, and determine which predictors are more related to the outcome. These characteristics allow TDA to provide better explainability as compared to deep learning methods. In addition, the topological analysis of the image allows to extract features that are invariant to the spatial transformation and more robust to noise [4], [37]. TDA-based methods have shown excellent performance in several applications including neuroscience [13], [20], [24], bioscience [15], [21], and images [11], [19], among others.

This work is the first that utilizes the quantitative power available in TDA tools and applies it to detect COVID-19 from CXR images. The main contribution of this paper can be summarized as follows:

• We propose TDA-Net, a novel network that fuses topological and deep features. TDA-Net contains two branches: a deep branch that takes a raw image as input and a topological branch that takes a topological feature vector as input. The outputs of both branches are then fused and used to perform classification. The deep branch provides rich texture information while the topological branch provides rich representation of the data shape, and extract invariant and robust features. To the best of our knowledge, we are the first to fuse topological and deep learning features extracted from medical images.

• We propose to apply our proposed network to a critical application, which is the automated detection of COVID-19 from CXR images. The experimental results with two publicly available datasets showed the effectiveness of the proposed network as compared to baseline models.
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II. Background

In this section, we provide technical background and explain the process of converting a given tensor (i.e., a multidimensional array such as a 2d image), to a vectorized representation of its persistence diagram.

A. Homology

Homology deals with the topological features of a space. Given a topological space \( X \), the 0-, 1-, and 2-dimensional homology groups, denoted as \( H_0(X) \), \( H_1(X) \), and \( H_2(X) \) respectively, correspond to (connected) components, tunnels, and voids of \( X \). In general, the \( k \)-th homology group \( H_k(X) \) describes the \( k \)-dimensional holes in \( X \); the \( k \)-th Betti number \( \beta_k \) is the rank of this group, that is, \( \beta_k \) is the number of components, \( \beta_1 \) is the number of 1-dimensional (circular) holes/tunnels, and \( \beta_2 \) is the number of 2-dimensional holes/voids.

For example, a circle contains a single component and a 1-dimensional tunnel, but no higher-dimensional holes—\( \beta_0 = 1, \beta_1 = 1 \) and \( \beta_i = 0 \) (\( i > 1 \)); a sphere (Figure 1) contains a single component and a 2-dimensional void, but no 1-dimensional tunnel—\( \beta_0 = 1, \beta_1 = 0, \beta_2 = 1 \) and \( \beta_i = 0 \) (\( i > 2 \)); and a torus (Figure 1) contains a single component, 2 tunnels (Figure 1 (bottom) one in blue and one in pink), and a void—\( \beta_0 = 1, \beta_1 = 2, \beta_2 = 1 \) and \( \beta_i = 0 \) (\( i > 2 \)).

B. Persistent Homology on Tensors

While homology is applicable on simplicial complexes, it is not immediately applicable to real-world data such as images, and hence, persistent homology comes into play. Essentially, persistent Homology quantifies the same topological information in data by transforming them into a filtration (a nested sequence of spaces), and then performing persistent homology computation on the filtration followed by storing the final result into a multi-set structure called the persistence diagram \( P^d(\phi) \). Specifically, for any integer \( d \geq 0 \), the \( d \)-persistence diagram of the filtration \( \phi \) is a collection of pairs \((i, j)\) in the plane where each \((i, j)\) indicates a \( d \)-homology class that is created at time \( i \) in the filtration \( \phi \) and killed entering time \( j \).

Persistent homology can be defined given any filtration. For the purpose of this work, we assume that the input is a 2-d tensor and utilize this tensor to build a lower-star filtration which reflects sublevel topology of this tensor. We illustrate next how to convert a tensor to a simplicial complex.

From a tensor \( M \) specified as an 2-d array, we build a 1-d simplicial complex \( K(M) = (V(M), E(M)) \) as follows. Every pixel in the tensor is a vertex \( v \) in filtration \( V(M) \), and every vertex \( v \) in \( V(M) \) is connected to the set of neighbor pixels in \( M \) that are immediately adjacent to \( v \). In our case, we connect every pixel to the 8 other vertices obtained by considering the 8 immediate neighbors of the pixel that this vertex represents. Clearly, at the boundary of a tensor, every vertex is connected to fewer vertices. See Figure 2 for an example of converting 2d-tensor \( M \) to the complex \( K(M) \).

Using the above construction, we can think about a single channel image \( M \) as a piecewise linear function \( f_M : K(M) \to \mathbb{R} \) defined on the vertices of complex \( K(M) \) where the value of \( f_M \) at the a certain vertex is simply the value of the corresponding pixel. We extend \( f \) to each edge of \( K(M) \) by considering the value of that edge to be the maximum of the two values it connects. Now, let \( V(M) = \{v_1, \cdots , v_n\} \) be the set of vertices of \( K(M) \) sorted in non-decreasing order of their \( f \)-values, and let \( K_i(M) := \{\sigma \in K(M) | \max_{v \in \sigma} f_M(v) \leq f_M(v_i)\} \). The lower-star filtration of \( K(M) \) with respect to \( f \), denoted by \( F_f(K(M)) \), is defined as:

\[
\phi = \bigcap_{i=0}^{n} (K_i(M) \subset \cdots \subset K_1(M) \subset K_0(M) = K(M)). \tag{1}
\]

The lower-star filtration reflects the topology of the function \( f_M \) in the sense that the persistence homology induced

---

\[\beta_0 = 1, \beta_1 = 1, \beta_2 = 1, \beta_3 = 0, \beta_4 = 0\text{ (topology)}

\[\beta_0 = 1, \beta_1 = 2, \beta_2 = 1, \text{ and } \beta_3 = 0, \beta_4 = 0\text{ (topology)}

Fig. 1: Betti numbers for a sphere and torus.

Fig. 2: Example of converting an image \( M \) to a 1-d simplicial complex \( K(M) \).

---

This method can be generalized to n-d multidimensional tensors. Moreover, there are multiple ways to build a complex out of a tensor. Typically, in the context of images, cubical complexes are popular because they are more efficient [3]. For our particular case study, the difference in complex size is negligible.
by filtration \[1\] is identical to the persistent homology of the sublevel sets of the function \(f_M\).

In this work, we only consider the 0-dimensional persistence diagram of the lower-star filtration of \(M\), which we denote by \(PD_0(M)\). Figure 3 shows an example of computing the 0-persistence diagram of a 1-d tensor.

![Fig. 3: An example of computing the persistence diagram of a 1-d tensor.](image)

Choose to utilize the betti curves [35] representation of the persistence diagram.

### III. APPROACH

#### A. TDA-Net

As shown in figure 5, the proposed TDA-Net consists of two sub-neural networks with two different data inputs: the raw pixel image, denoted by \(x\), and the vector version of the persistence diagram of the input image \(x\). The sub-network of TDA-Net that takes the raw data is called the deep stream and the sub-network that takes the persistence diagram is called the topological stream. Note that Figure 5 illustrates an abstraction for a general purpose TDA-net and the design of the network admits multiple variations. In particular, the persistence diagram can be injected into the topological stream immediately as an input (as indicated in the yellow arrow labeled by "2" in Figure 5) or concatenated to a later activation (as indicated by the red arrow labeled by "3" in Figure 5) or both. Moreover, one can add various connections between the two streams. In this work, we explore multiple versions of TDA-Nets as presented in Section 4.

#### IV. EXPERIMENTS AND RESULTS

In this section, we evaluate 3 different versions of TDA-Nets against a simple base CNN model. Figure 6 presents all the models used in this work.
We choose all the models to be simple with a small number of parameters for three reasons. First, simple and smaller models are efficient and more suitable for analysis in embedded real-time systems. Second, the complexity of the model makes it hard to analyze which features are more useful and effective for the learning application at hand. Finally, TDA-Net can be considered as a type of an ensemble model where a simple deep stream and a simple topological stream are combined together to enhance generalizability and performance.

A. Dataset & Prepossessing

We evaluate the proposed approach using two publicly available Chest X-ray datasets. The first dataset [12] contains 351 chest X-ray images labeled as normal and COVID-positive (287 images). We only selected the COVID-positive images from this dataset. The other dataset is a Kaggle dataset [27] that has 112120 chest X-ray images labeled as COVID-negative (i.e., bacterial and non COVID viral pneumonia). To obtain a balanced dataset for evaluation, we used 287 images from this dataset as COVID-negative class. Thus, the final dataset has 287 COVID-negative images and 287 COVID-positive images. This dataset was divided into a training set and a leave-Out set. The leave-Out set consists of ≈ 20% of the total dataset, which is 116 samples divided equally between the positive and the negative classes. During training, all images were scaled to 128 × 128.

In order to incorporate the data for the topological stream of TDA-Net, we compute the persistence diagrams of all images in the constructed data followed by computing the betti curve vector representations of these diagrams. We chose to embed the betti curve vector in $\mathbb{R}^{100}$. The pipeline of converting a dataset into its topological incarnation is described in Figure 3.

B. Networks Design and Configuration

Four networks were trained to test our method. The first one is the base neural network, which is a simple CNN model that consists of 4 convolutional layers and two dense layers. Specifically, the input for the neural network is input layer $128 \times 128 \times 3$. This input then goes through 4 convolutional layers of the sizes indicated in Figure 6 part (a). The final layer is a softmax layer. In the second network, we use a TDA-net that only consists of a topological stream. For this network, we only use the betti-curve of the image $x$ as an input and we do not use any raw data information. Since the betti curve is essentially a vector, we choose a fully connected neural network architecture on this type of data. The details of this network, which we call TDA − Net$_1$, is given in Figure 6. We call this network TDA − Net$_1$ because it only has a connection of type 1 as indicated in Figure 5.

The third network is a TDA-Net that has both topological stream and deep stream. The architecture of the deep stream is identical to the architecture of the base network. However, the layers in the topological stream are chosen to be dense layers since the input (betti-curve) is essentially a vector. The design of this network is given in Figure 6 part (c). We denote this network by TDA − Net$_1,2$, because it has connections of type 1 and 2 as indicated in Figure 5. The forth network is similar to the third one but it also injects the betti-curve to a later activation as indicated in the Figure 6 part (d). We denote this network by TDA − Net$_1,2,3$. All our networks have been trained using Keras [10] with TensorFlow backend [1]. The computation of the persistence diagram and its vectorized version were performed using scikit-tda [30].

C. Results

We evaluated the different variations of TDA-Net using the validation set, and reported the results Table I. From the table, we can observe that the model that considers topological features only (i.e., $TDA−Net_1$) achieved similar performance to the base CNN model which only uses the raw data. We can also observe that the ensemble TDA-nets models (i.e., $TDA−Net_1,2$, and $TDA−Net_1,2,3$) achieved the best results as compared to base model and $TDA−Net_1$. Further, while $TDA−Net_1,2,3$ achieved the highest accuracy, we can observe that model $TDA−Net_1,2$ achieved similar accuracy to $TDA−Net_1,2,3$ while maintaining lower specificity or true negative rate (TNR). These results are promising and suggest the superiority of using TDA-Net with two streams (deep and topological) as compared to TDA-Net with a single stream and the base CNN. This is attributed to the fact that each stream provides unique information, which allows the extraction of better feature representation.

V. CONCLUSION AND FUTURE WORK

In this work, we proposed TDA-Net, an ensemble deep learning network that fuses topological and deep learning features into one network for the purpose of enhancing...
generalizability and accuracy. The initial study on Covid-19 x-ray images is promising and suggests the applicability of the proposed method in practice.

The study herein has multiple limitations that should be addressed in future work. For example, a larger dataset must be selected to further establish the applicability of our method in a practical setting. Furthermore, the four models that we selected were trained from scratch on our dataset. A transfer learning comparison utilizing base classical CNN models such as VGG-16 [32] would most likely improve the results for all models.
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| Base model   | TDA - N(A) | TDA - N(A)_2 | TDA - N(A)_2,3 |
|--------------|------------|--------------|---------------|
| Accuracy     | 0.85       | 0.89         | 0.92          |
| Precision    | 0.84       | 0.84         | 0.95          |
| Recall       | 0.87       | 0.87         | 0.95          |
| f-1 score    | 0.86       | 0.86         | 0.92          |
| TNR          | 0.89       | 0.88         | 0.91          |

TABLE I: Performance of the baseline and different variations of TDA-Net on COVID Chest X-ray images.