GAN meets chemometrics: Segmenting spectral images with pixel2pixel image translation with conditional generative adversarial networks
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ABSTRACT

In analytical chemistry, spectral imaging of complex analytical systems is commonly performed. A major task in spectral imaging analysis is to extract signals related to important analytes present in the imaged scene. Hence, the first task of spectral image analysis is to perform an image segmentation to extract the relevant signals to analyze. In the chemometric domain, the traditional image segmentation methods are limited either to threshold-based or pixel-wise classification, therefore, no approach uses the contextual information present in the imaging scene. This study presents for the first time a pixel2pixel (p2p) image translation using conditional generative adversarial networks (cGAN) for the segmentation of spectral images. The p2p cGAN trains two neural models simultaneously where one model (generator) learns to segment and the other model learns to detect if the segmentation performed by the generator model is correct. During the process of generation and detection, the model automatically learns to segment the spectral images accurately. As an application of the p2p cGAN, a case of segmenting visible and near-infrared spectral images of plants was presented. Furthermore, as a comparison, threshold-based and pixel-wise image classification based on partial least-square discriminant analysis were also presented. The results showed that the p2p cGAN based image translation performed the best segmentation task with an intersection over union score of 0.95 ± 0.04. The advanced new DL based image processing approaches can complement spectral image processing.

1. Introduction

In analytical chemistry domain, spatially distributed spectral properties of complex analytical systems are widely explored with spectral imaging. For example, detection of microplastics [1], analysis of fish [2, 3] and meats [4,5], pharmaceutical formulations [6,7], and many more [8–11]. Spectral imaging captures information in two modes, i.e., imaging as well as spectroscopy, where the spatial information captured by imaging carries the context information of the imaged scene, while the spectral information captures the physicochemical properties of the samples [8,12].

The rich spatial and spectral information captured by spectral imaging is alone of no use and requires extensive data processing to derive conclusions from the data [8,13]. The major processing steps of spectral images are radiometric correction, pre-processing, segmentation, and data modelling [14,15]. The two primary steps, radiometric correction and pre-processing are standard procedures. For radiometric correction, the same white and dark references are used for all images, while the pre-processing actions are versatile as they are image specific. For example, if the image is noisy then denoising can be performed [16] and in the case of pixels having additive and multiplicative effects, spectral normalization and derivatives can be deployed [14,17]. After radiometric correction and pre-processing resulted in high-quality spectral imagery, the main task is to extract the relevant spectral data for model training [12,14]. Hence, the segmentation of spectral images is of crucial importance as the next step of data modelling is highly dependent on the quality of the segmentation. Poor segmentation might include pixels in the training stage which were not related to the analytes of interest, hence, can complicate or deteriorate further data modelling and model use [15].

In the domain of chemometrics, several approaches are used for the segmentation of spectral images, the easiest approach is to set a threshold on some specific contrasting band images or use classical Otsu based image segmentation methods [12]. When the number of spectral images to analyze is low then a manual region of interest selection with polygon drawing can also be performed [12,14]. In more complex scenarios,
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pixel-based classifiers can be trained and used for pixel-based segmentation of spectral images [18]. The main challenge with threshold, Otsu and pixel classifier-based segmentation methods is that in many cases there are multiple analytes present in the imaged scene that may have similar spectral signatures, hence, in that case, the classical approaches can lead to poor segmentation of spectral images. However, in such a case, using the spatial contextual information present in the imaged scene can play a key role to achieve an efficient segmentation [19], as different analytes may have similar spectral signal and may appear in a different context in the imaged scene.

Although the widely used approaches to spectral image segmentation and modelling are limited to pixel-based modelling without considering the spatial context in the images [8,14,17], some recent works have realized the value of spatial information and have proposed approaches to combine the spatial and spectral information to achieve improved results which were otherwise unachievable with modelling solely on the spectral data. For example, a work prosed butterfly approach to learn from both topological and latent space of the spectral information to perform the segmentation of the spectral images [20]. Another recent work proposed to extract the textual features from the averaged (in the bands) spectral images and stacked them with the spectral planes to train a new pixel-based classifier [21]. Similarly, another recent work proposed to use 2D-wavelet decomposition where the spectral band images were decomposed to horizontal, vertical, diagonal, and approximate component and later stacked with the spectral planes to train pixel-based classifiers [22]. Recently, another work has realized the importance of spatial context and has proposed a method for posterior analysis of predicted spectral maps to evaluate their quality [23]. The main challenge with the currently used spatial-spectral analysis (segmentation/modelling) for spectral imaging is that they extract the spatial and spectral information in separate steps, further some methods only aims to extract the spatial information but later requires a new modelling step to use the extract information [21,22]. However, with the recent advancement in the computer vision domain and deep learning (DL) algorithms, several approaches are now available that jointly learns the spatial context and spectral patterns. For examples, the 2D and 3D convolution-based DL models are widely used to extract deep contextual and band-related information to achieve efficient modelling tasks [24].

Concerning image segmentation with joint spatial context and bands information, the DL domain provides a variety of flexible methods. Furthermore, approaches to both instance and semantic segmentation are available [25,26]. The first and the easiest to implement approach is the fully connected convolutional neural network that allows training the convolutional filters to learn the segmentation task on a set of training images and later segment new test images with the trained model weights [26]. Recently, a new DL architecture based on contracting and expansive path was proposed for the segmentation of biomedical images [27]. The new architecture was called the U-net as it was based on a set of down-sampling and up sampling convolutions, which make the network architecture appears like a U shape architecture. With further advancements, new segmentation approaches based on atrous and dilated convolutions were proposed, such as DeepLab [28,29]. Apart from the standard convolution-based networks, recently generative models were proposed for images translation tasks. In an easy language, image translation can be understood as tasks such as transforming satellite photographs to street maps, coloring black and white photographs, and transforming sketches of products to product photographs. An example of images translation can be understood as the image segmentation where a spectral image can be translated to either binary or multi-instance segmentation maps. A recently developed image translation approach is the pixel2pixel (p2p) conditional generative adversarial network (cGAN) [30], where two separate models are trained simultaneously in an adversarial process i.e., one generator model for synthesizing images, and a discriminator model that classifies images as from the dataset or synthesized by the generator model. With training, the model learns to discriminate the synthesized images with the use of the discriminator model and eventually the generator model learns the image translation to fool the discriminator model [30]. Once trained, the generator model can be used to perform the p2p translation of images. A key point to note that, unlike the traditional GAN based image translation which can synthesize output of any given random input, the p2p cGAN is a conditional framework [30], where the output to the generator is conditioned on the input image. Several applications of p2p cGAN for image translation can be found elsewhere [30]. To the best of our literature search, this is the first work proposing the concept of image translation for segmentation of the spectral images to the analytical chemistry and chemometrics community.

The study aims to present p2p image translation using cGAN for segmenting spectral images. The p2p cGAN trains two neural models simultaneously where one model (generator) learns to segment the spectral images and the other model learns to detect if the segmentation performed by the generator model is correct. Along the process of generation and detection, the model automatically learns to segment the spectral images accurately. A case study of segmenting visible and near-infrared spectral images of plants was presented and compared with threshold-based segmentation and pixel-wise image classification with partial least-square discriminant analysis (PLS-DA).

2. Materials and methods

2.1. Data set

To explore the potential of p2p cGAN for segmenting spectral images, a spectral image of 36 Arabidopsis italiana (ecotype Columbia) plants was used. The plants were sown inside a growth chamber with 16h: 8h light: dark cycle, air temperature of 25 °C and light intensity of 300 μmol·m⁻²s⁻¹. The image was acquired with a HySpeX VNIR-1800 (Norsk Elektro Optikk, Oslo, Norway) from a 1 m distance from the top view. The spectral range was 407–997 nm in a sampling interval of 3.26 nm making a total of 186 bands. The raw data were converted into radiance using the HySpeX rad software (Norsk Elektro Optikk, Oslo, Norway) and then converted into relative reflectance by the HySpeX ref software (Norsk Elektro Optikk, Oslo, Norway) based on a reference panel imaged before plant scan. The total image data was 3000 × 2796 × 186 (first two dimensions were spatial and the third dimension was spectral). The imaged vegetation scene consists of 36 individual potted plants imaged from top view. The size of the complete image data was 3000 × 2796 × 186 where, the first two dimensions were the spatial dimensions and the third was the spectral dimension. We divided the imaged data into a model training part which was the image scene of 1976 × 2796 × 186 consisting of 24 plants in total, and an independent test part which was an image scene of 1024 × 2796 × 186 consisting of 12 plants. All model training and validation were performed on the calibration set and the final model testing were performed on the independent test set. Since, the training and validation of the semantic segmentation model require a ground truth segmentation mask against which the model performance can be judged, hence, the ground truth labels were generated manually in the MATLAB 2018b (The MathWorks, Natick, MA, USA). The ground truth masks were generated using the ‘roipoly’ function in MATLAB that allows to draw-free hand polygons to generate segmentation masks.

The images were pre-processed with variable sorting for normalization (VSN) [31] to correct for the illumination effects caused by the local curvature of plant leaves and geometries. The need for such a pre-processing is recently highlighted in the scientific literature [11,52]. Further, a principal component analysis (PCA) [53] was performed to reduce the total number of variables from 186 bands to 4 components. The PCA compression was required as otherwise, the computer can run out of memory during computation. After compression, the sizes of the calibration and independent test set were 1976 × 2796 × 4 and 1024 × 2796 × 4, respectively. Further, to train and test the model, random images patches of size 512 × 512 × 4, were extracted from calibration.
tries to maximize it as Eq. (2).

\[ \arg\min_{G} \mathcal{L}_{cGAN}(G, D) = \mathbb{E}_{z \sim p(z)} \log D(x, z) + \mathbb{E}_{y \sim p(y)} \log (1 - D(x, G(y, z))) \]

where G tries to minimize this objective against an adversarial D that tries to fool the discriminator. Eventually, after training, the G model learn to synthesize plausible segmentation mask.

\[ \mathcal{L}_{cGAN}(G, D) = \mathbb{E}_{x, z \sim p(x, z)} \log D(x, z) + \mathbb{E}_{y \sim p(y)} \log (1 - D(x, G(y, z))) \]

\[ \mathcal{L}_L(G) = \mathbb{E}_{x, z \sim p(x, z)} \left[ y - G(x, z) \right] \]

A key point to note is that unlike the cGAN model presented in this study, the p2p cGAN model was trained via adversarial loss, which encourages the G model to generate plausible segmentation maps. The G model is also updated via L1 loss measured between the generated segmentation and the manually labelled segmentation maps. The “U-net” based G model has an encoder part: C64-C128-C256-C512-C512-C512-C512 and a decoder part: CD512-CD512-CD512-CD512-C256-C128-CD64, where C means convolution, CD means transpose convolution and the number means convolutional filters. The D model architecture was: C64-C128-C256-C512, where C stands for convolution and the number stands for convolutional filters. For D model, the convolutional layers were connected with LeakyReLU with $\alpha = 0.2$, while the final layer was fed to a sigmoid activation function for binary classification related to detecting real or fake. The D model was compiled with adaptive moment (ADAM) optimizer [34], with a learning rate (LR) = 0.0002 and the loss function as ‘binary_crossentropy’ as the task was a binary classification of real or fake. The final cGAN model combines the G and the D model and uses the ‘binary_crossentropy’ to update the D model and the ‘mean absolute error’ to update the G model. The final cGAN model was compiled with ADAM optimizer with a LR = 0.0002. The total number of epochs were 100 and the batches per epoch were equal to the number of training samples, hence, the total number of training iterations were 100 × number of training samples. Once the model was trained, the sole G model was used for synthesizing the segmentation masks. The performance of the segmentation was assessed with the intersection over union (IoU) scores calculated based on the synthesized segmentation mask and the ground truth segmentation masks. The final IoU score was reported as the mean and standard deviation of IoUs estimated on 1000 randomly extracted image patches from the test set image and the ground truth segmentation masks. The codes of the p2p cGAN model implemented in this study will be made available at: https://github.com/puneetmishra2.

2.3. Baseline comparison

As a baseline comparison to the p2p cGAN model, a commonly used threshold-based approach called normalized difference vegetation index (NDVI) was used [35,36]. The NDVI approach was used as the spectral images used for the demonstration were of plants that exhibit an extreme contrast after NDVI estimation. With extreme contrast between plant and background, a threshold can be decided to segment the plants from the background. The second baseline comparison was performed with a pixel-wise binary partial least-square discriminant analysis (PLS-DA) [37,38]. The PLS-DA model was calibrated on manually extracted plant and background spectra, and later, the PLS-DA model was used to generate the binary segmentation mask for the complete spectral image pixel-wise. A key point to note is that unlike the cGAN model presented in this study, a key drawback of the pixel-wise PLS-DA modelling was that it does not take the spatial context of the images into account and its training was limited only to the spectral information present in the scene. The p2p cGAN modelling was performed in the Python (3.6) language, while the

\[ \lambda \mathcal{L}_L(G) \]

The G model in this study was a “U-net” architecture [27] and the D model was a convolutional ‘PatchGAN’ classifier. The ‘PatchGAN’ classifier was used to capture local style statistics [30]. The G model is

\[ \mathcal{L}_L(G) = \mathbb{E}_{x, z \sim p(x, z)} \left[ y - G(x, z) \right] \]
NDVI estimation and PLS-DA analysis were performed in MATLAB 2018b (The Mathworks, Natick, MA, USA).

3. Results and discussion

3.1. Baseline analysis with threshold and pixel-wise PLS-DA classification

As a baseline, two approaches were used for comparing the performance of the p2p cGAN based image translation. The first approach was the threshold-based segmentation of NDVI images, and the second approach was the pixel-wise segmentation based on the PLS-DA analysis. The results of the threshold-based segmentation are shown in Fig. 2. For exemplary purpose, a single plant was cropped from the large image scene and shown in Fig. 2. The NDVI estimated image is shown in Fig. 2A. The NDVI images attained high-intensity pixels for the plants while for the background the pixel has lower NDVI values. Although some pixels in the background seem to have high-intensity values which could be due to the presence of materials having similar spectral properties as leaves (e.g., moss). Overall, it can be noted that the plant attained a higher NDVI value which agrees with the NDVI range of −1 to 1, where the healthy green plants attain values near 1. The histogram of pixel intensities of the NDVI image shows separate peaks that can be related to the plant and the background part of the images (Fig. 2B). For example, the peak near 0.8 is related to the plant (Fig. 2A) as the NDVI values are higher for the healthy green plant, while the peak near 0.4 can be related to the background which contains pixels also for material having similar spectral properties as plants. Based on two peaks in Fig. 2B, a threshold at 0.69 was set to segment the image (Fig. 2C). Several background pixels were segmented as plant pixels and several plant pixels especially related to the plant stem were segmented as background pixels. The inferior performance of the threshold-based segmentation was due to two reasons. First was the presence of materials having a similar spectral properties as the plant which made it difficult to set a suitable threshold. The second reason was that the threshold-based approach was a pixel-based approach and do not use the spatial context of the image, for example, in layperson terms, how a plant looks like.

After showing the drawbacks of pixel-based image segmentation, the results of pixels-based classification based on PLS-DA analysis are shown in Fig. 3. Fig. 3A shows the mean spectra for plant and background, (B) Explained variance plot from PLS decomposition where 6 LVs were selected as optimal, (C) the PLS regression vector for binary classification, (D) PLS scores corresponding to first two principal components, and (E) confusion matrix for a argmax based pixel classification based on PLS prediction.
mean spectra of the plant (green) resemble the spectra of healthy green vegetation with a peak at 550 nm and a valley at 670 nm corresponding to the plant pigments such as chlorophylls [39]. Further, changes in the sharp rise of the reflectance between 670 and 720 nm (in the red-edge region), were related to plant photosynthetic activity [11]. Changes in reflectance in the region of >720 nm, were related to the leaf structure that was affected by moisture [36,40]. Then, to develop a pixel-based classifier, PLS analysis was carried out on a set of random 3000 spectra, where 1500/1500 belonged to plants/background pixels. The explained variance plot from PLS decomposition is shown in Fig. 3B. Visualizing the explained variance curve for classes (red), it can be noted that around 6 latent variables (LVs) the explained variable stabilizes, hence, 6 LVs were chosen to develop the final PLS model. The regression vector for the 6 LVs PLS model is shown in Fig. 3C. The regression vector received higher weights in the visible and the red-edge regions which can be related to the pigments present in the plants but absent in the background (excluding the moss). Further, the scores corresponding to the pigments present in the plants and background pixels misclassified as the plants. Overall classification accuracy of 98.4% was achieved where 1.6% of pixels were misclassified.

To have a visual understanding of the performance of the PLS-DA approach the model was applied to the independent test image and the segmentation mask was estimated. An exemplary plant from the segmented test image is shown in Fig. 4. To have a comparative statistical measure for the segmentation performance of the PLS-DA based pixel classification, the intersection over union (IoU) scores for the 1000 sub-samples images (512 × 512) from the independent test set was estimated. The IoU score for the PLS-DA based classification was 0.77 ± 0.10. A key point to note was that the same set of 1000 samples images will be used for accessing the performance of the p2p cGAN based image segmentation, hence, the IoU score for the PLs-DA analysis can be directly compared with the IoU score of the p2p cGAN in the following section.

3.2. Pixel2pixel conditional generative adversarial network-based image translation for segmentation

The training performance of the p2p GAN model for segmenting plants from the background is shown in Fig. 5. Inside p2p GAN, there were two main models trained, i.e., discriminator model which detect is the synthesized images are real or fake, and the generator model which learns to synthesize the segmentation masks during training. In Fig. 5, it can be noted that the discriminator model attained a low loss compared to the generator model after some initial runs, however, the generator model loss was initially higher and slowly decreased as it learned to synthesize the segmentation masks. Finally, after 50,000 runs, the discriminator and generator model achieved an equilibrium, after which the generator model showed no further improvement. Hence, the final generator model was used to synthesize the segmentation mask for the independent test set image. Four exemplary images subsamples from the independent test set image are shown in Fig. 6. The p2p cGAN performed well and the results were remarkably like the ground truth segmentation masks. The IoU score estimated on 1000 subsamples images from the independent test set image was 0.95 ± 0.04, higher compared to the performance of the pixels based PLS-DA classification.

4. Conclusions

In the domain of chemometrics, during spectral image processing, contextual information is minimally used and most of the times images are unfolded to matrices and pixel-wise data processing is performed. After performing the pixel-wise analysis, the matrices are usually reshaped to images and presented as spatial maps. However, unfolding the spectral images into matrices and processing data pixel-wise has a major drawback that it does not take the spatial context of the spectral
images into account and the operation of data unfolding loses the spatial context information present in the imaged scene. This study for the first time showed the novel implementation of pixel2pixel conditional generative adversarial networks (p2p cGAN) for processing spectral images using the spatial context and spectral information. A novel use case of translation spectral images to segmentation maps was presented. The results showed that the advanced method p2p cGAN using both the spatial context and spectral information outperformed the pixel-wise data processing approaches to spectral image processing. In the presented case of plants segmentation, the two pixel-based approaches i.e., threshold-based and pixels-based classification segmentation approaches suffered when the background has materials with similar spectral properties as the object to be segmented. However, p2p cGAN method using both the spatial context and spectral information was unaffected by the presence of unrelated pixels with similar spectral properties. Thus, it is concluded that the advanced image processing methods based on deep learning have brilliant potential to improve the processing of spectral images and particularly by using both the spatial context and spectral information.

![Image](image_url)

**Fig. 6.** The performance of pixel2pixel conditional generative adversarial network (cGAN) for segmenting spectral images. From left to right, the 1st column represents false color spectral images, the 2nd column represents the ground truth segmentation masks, and the 3rd column represents the segmentation synthesized by the pixel2pixel cGAN. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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