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Abstract

Recently, pre-trained language models (PLMs) have shown effectiveness in domain transfer and task adaption. However, two major challenges limit the effectiveness of transferring PLMs into math problem understanding tasks. First, a math problem usually contains a textual description and formulas. The two types of information have a natural semantic gap. Second, textual and formula information is essential to each other, it is hard but necessary to deeply fuse the two types of information. To address these issues, we enrich the formula information by combining the syntax semantics of the text to construct the math syntax graph, and design the syntax-aware memory networks to deeply fuse the characteristics from the graph and text. With the help of syntax relations, the token from the text can trace its semantic-related nodes within the formulas, which is able to capture the fine-grained correlations between text and formulas. Besides, we also devise three continual pre-training tasks to further align and fuse the representations of the text and graph. Experimental results on four tasks in the math domain demonstrate the effectiveness of our approach.

1 Introduction

Understanding math problems via automated methods is a desired machine capacity for artificial intelligence assisted learning. Such a capacity is the key to the success of a variety of education applications, including math problem retrieval (Reusch et al., 2021), problem recommendation (Liu et al., 2018), and problem solving (Huang et al., 2020).

To automatically understand math problems, it is feasible to learn computational representations from problem statement texts with pre-trained language models (PLMs) (Shen et al., 2021; Peng et al., 2021). Pre-trained on the large-scale general corpus, PLMs (Devlin et al., 2018) can be effectively transferred into new domains or tasks by continual pre-training on task-specific datasets. Different from traditional text comprehension tasks, as shown in Figure 1, math problems usually involve a complex mixture of mathematical symbols, logic and formulas, which becomes a barrier to the accurate understanding of math problems.

However, previous works (Reusch et al., 2021; Shen et al., 2021) mostly oversimplify the issues of math problem understanding. They directly concatenate the formulas with the textual description as an entire sentence, and then perform continual pre-training and encoding without special considerations. Therefore, two major shortcomings that are likely to affect the understanding of math problems. First, formulas (the most important elements of the problem) contain complex mathematical logic, and modeling them as plain text may incur the loss of valuable information. Second, the textual description contains essential explanations or hints about the symbols and logic within the formulas, hence it is necessary to accurately capture fine-grained correlations between words from description text and symbols from math formulas.

To better model the formulas, operator trees have been introduced to represent the math formulas (Zanibbi and Blostein, 2012), which are sub-
sequentially encoded by graph neural network (GNN). Although these methods can improve the comprehension capacity to some extent, there exists a semantic gap between graph encoding and text encoding due to the heterogeneity of formulas and texts. Even with concatenation and self-attention mechanisms (Peng et al., 2021), it is still hard to capture the fine-grained associations among tokens and symbols, e.g., the dependency relation between math symbols and corresponding explanation tokens.

In order to better fuse the information from formulas and texts, our solutions are twofold. First, we construct a syntax-aware memory network based on a structure called math syntax graph (Figure 1), which integrates operator trees from formulas and syntax trees from texts. The key point lies in that we store the node embeddings from the GNN and dependency relation embeddings as entries of memory networks, and then design the corresponding read and write mechanism by taking token embeddings from the PLM (for formulas) as queries, which can effectively associate the representation spaces of text and formulas. Second, we devise specific continual pre-training tasks to further enhance and fuse the text and graph data. These tasks not only improve the understanding of math symbols in text and formulas logic in the syntax graph, but also directly align and unify the representations of the text and graph.

To this end, we propose COMUS, to continually pre-train language models for math problem understanding with syntax-aware memory network. In our approach, we first encode the textual description and math syntax graph via PLM and GAT, respectively. Then, we add syntax-aware memory networks between the last $k$ layers of PLM and GAT. In each layer, we first conduct the multi-view read and write operation to interact and fuse the token and node representations, respectively, and then consolidate the fused representation by passing the next layers from PLM and GAT. All parameters of our model will be initialized from PLMs and be continually pre-trained by our devised three tasks, namely masked language model, memory triplet completion and text-graph contrastive learning. Experimental results on four tasks in the math domain have demonstrated the effectiveness of our approach, especially when training data is limited.

Our contributions can be summarized as follows: (1) We construct a novel syntax-aware memory network to capture the fine-grained interactions between the text and formulas. (2) We design three continual pre-training tasks to further align and fuse the representations of the text and graph data. (3) Experiments on four tasks in the math domain demonstrate the effectiveness of our model.

2 Preliminaries

Problem Statement. Generally, a math problem consists of a textual description $d$ and several formulas $\{f_1, f_2, \cdots, f_m\}$. The textual description provides necessary background information for the math problem. It is formally denoted as a sequence of tokens $q = \{t_1, t_2, \cdots, t_l\}$, where $t_i$ is either a word token or a mathematical symbol (e.g., a number or an operator). The formulas describe the relationship among mathematical symbols, which is the key to understand and solve the math problem. Each formula consists of a sequence of mathematical symbols, denoted as $f_i = \{s_{1i}, \cdots, s_{ni}\}$. Based on the above notations, this work focuses on continually pre-training a PLM on unsupervised math problem corpus for domain adaptation. After that, the PLM can be fine-tuned on various tasks from the math domain (e.g., knowledge point prediction), and improve the task performance.

Math Syntax Graph. The understanding of mathematical text and formulas requires capturing the complex correlations within words, symbols and operators. Inspired by previous works (Mansouri et al., 2019; Peng et al., 2021), we construct a syntax graph, where the textual description is represented as a syntax dependency tree and the formulas are represented as operator trees (OPT).

Specifically, given a math problem consisting of a textual description $d$ and several formulas $\{f_1, f_2, \cdots, f_m\}$, we first utilize the toolkit TangentS\footnote{https://github.com/BehrouzMansouri/TangentCFT} to convert each formula into an OPT, and Stanza\footnote{https://stanfordnlp.github.io/stanza/} to convert the textual description into a syntax dependency tree. Then, we add a special token “[MATH]” to link each OPT with a specific slot in the syntax dependency tree, to construct the syntax graph $G$ of the math problem. Let $\mathcal{N}$ and $\mathcal{R}$ denote the set of nodes and relations on $G$, respectively. We further extract dependency triplets from $G$, where a dependency triplet $(h, r, t)$ denotes there exists an edge with the relation $r \in \mathcal{R}$ to link the head node $h \in \mathcal{N}$ to the tail node $t \in \mathcal{N}$. 

1. https://github.com/BehrouzMansouri/TangentCFT
2. https://stanfordnlp.github.io/stanza/
3 Methodology

As shown in Figure 2, our approach aims to effectively encode textual description and formulas, and fuse the two kinds of information for understanding math problems. In what follows, we first present the base models for encoding math problems, and then introduce our improvements on syntax-aware memory networks and continual pre-training tasks.

3.1 Base Models

Encoding Math Text. We use BERT (Devlin et al., 2018) as the PLM to encode the math text, i.e., the textual description \( d \). Given \( d = \{t_1, t_2, \cdots, t_L\} \) of a math question, the PLM first projects these tokens into corresponding embeddings. Then, a stack of Transformer layers will gradually encode the embeddings to generate the \( l \)-th layer representations \( \{h_1^{(l)}, h_2^{(l)}, \cdots, h_L^{(l)}\} \). Since the textual description \( q \) may contain specific math symbols that were not seen during pre-training, we add them into the vocabulary of the PLM and randomly initialize their token embeddings. Such new embeddings will be learned during continual pre-training.

Encoding Math Syntax Graph. We incorporate a graph attention network (GAT) (Veličković et al., 2018) to encode the math syntax graph, it is composed of an embedding layer and a stack of graph attention layers. Given a math syntax graph \( G \) with \( N \) nodes, GAT first maps the nodes into a set of embeddings \( \{\mathbf{n}_1, \mathbf{n}_2, \cdots, \mathbf{n}_N\} \). Then each graph attention layer aggregates the neighbourhood’s hidden states using multi-head attentions to update the node representations as:

\[
\mathbf{n}_i^{(l+1)} = \sigma \left( \sum_{j \in \mathcal{N}_i} \alpha_{ij}^{(l)} \mathbf{W}_h^{(l)} \mathbf{n}_j^{(l)} \right),
\]

where \( \mathbf{n}_i^{(l+1)} \) is the representation of the \( i \)-th node in the \( l+1 \) layer, \( \sigma \) denotes the concatenation operation, \( \alpha_{ij}^{(l)} \) denotes the sigmoid function, \( K \) is the number of attention heads and \( \mathcal{N}_i \) is the neighbourhoods of node \( i \) in the graph, \( \mathbf{W}_h^{(l)} \) is a learnable matrix, \( \alpha_{ij}^{(l)} \) is the attention value of node \( i \) to its neighbour \( j \) in attention head \( k \).

3.2 Syntax-Aware Memory Network

To improve the semantic interaction and fusion of representations from math text and the syntax graph, we add \( k \) syntax-aware memory networks between the last \( k \) layers of PLM and GAT. In the memory network, node embeddings (from the math syntax graph) with dependency relations are considered as slot entries, and we design multi-view read/write operations to allow token embeddings (explanation tokens or hints) to attend to highly related node embeddings (math symbols).

Memory Initialization. We construct the memory network based on the dependency triplets and representations of the math syntax graph. Given the dependency triplets \( \{(h, r, t)\} \), we treat the head and relation \( (h, r) \) as the key and the tail \( t \) as the value, to construct a syntax-aware key-value memory. The representations of the heads and tails are the corresponding node representations from GAT, while the relation representations are randomly initialized and will be optimized by continually pre-training. Finally, we concatenate the representations of heads and relations to compose the representation matrix of Keys as

\[
\mathbf{K}^{(l)} = \left\{ \{\mathbf{n}_{h_1}^{(l)}, \mathbf{r}_1\}, \{\mathbf{n}_{h_2}^{(l)}, \mathbf{r}_2\}, \cdots, \{\mathbf{n}_{h_N}^{(l)}, \mathbf{r}_N\} \right\},
\]

and obtain the representation matrix of Values as

\[
\mathbf{V}^{(l)} = \{\mathbf{n}_{v_1}^{(l)}, \mathbf{n}_{v_2}^{(l)}, \cdots, \mathbf{n}_{v_N}^{(l)}\}.
\]

Multi-view Read Operation. We read the useful semantics within the syntax-aware memory to update the token representations from PLM. Since a token can be related to several nodes within the math syntax graph, we design a multi-view read operation to capture these complex semantic associations. Concretely, via different bilinear transformation matrices \( \{\mathbf{W}_{S_1}, \mathbf{W}_{S_2}, \cdots, \mathbf{W}_{S_m}\} \), we first generate multiple similarity matrices \( \{\mathbf{S}_1, \mathbf{S}_2, \cdots, \mathbf{S}_m\} \) between tokens and keys (head and relation) within the memory, and then aggregate the values (tail) to update the token representations. Given the token representations from the \( l \)-th layer of PLM \( \mathbf{H}^{(l)} = \{\mathbf{h}_1^{(l)}, \mathbf{h}_2^{(l)}, \cdots, \mathbf{h}_L^{(l)}\} \), the similarity matrix \( \mathbf{S}_i \) is computed as

\[
\mathbf{S}_i = \mathbf{H}^{(l)} \mathbf{W}_i^S \mathbf{K}^{(l)T}
\]

where \( \mathbf{W}_i^S \) is a learnable matrix, and an entry \( \mathbf{S}_i[j, k] \) denotes the similarity between the \( j \)-th token and the \( k \)-th head (head and relation) in the \( i \)-th view. Based on these similarity matrices, we update the token representations by aggregating the value representations as

\[
\tilde{\mathbf{H}}^{(l)} = \mathbf{H}^{(l)} + [\alpha_1 \mathbf{V}; \alpha_2 \mathbf{V}; \cdots; \alpha_h \mathbf{V}] \mathbf{W}_i^O
\]

\[
\alpha_i = \text{softmax} (\mathbf{S}_i)
\]
where $W^O$ is a learnable matrix, $\alpha_i$ is the attention scores along the key dimension. In this way, the token representation can directly trace into multiple semantic-related values via the keys, so that the complex fine-grained correlations between tokens and nodes can be captured. The updated token representations $\hat{H}^{(l)}$ will be fed into the next layer of PLM to consolidate the fused information.

**Multi-View Write Operation.** After update the token representations, we also consider to write the memory for updating the representations of nodes from GAT. We also utilize the multi-view similarity matrices $\{S_1, S_2, \ldots, S_h\}$. Concretely, we compute the attention scores $\beta$ via softmax along the token dimension of the similarity matrices, and then aggregate the token representations as

$$V_{\text{rew}}^{(l)} = [\beta_1 \mathbf{H}^{(l)}; \beta_2 \mathbf{H}^{(l)}; \ldots; \beta_h \mathbf{H}^{(l)}] W^R$$

$$\beta_i = \text{softmax}(S_i^T)$$

where $W^R$ is a learnable matrix. Based on the aggregated token representations, we incorporate a gate to update the representation of the values as

$$z = \sigma(V_{\text{rew}}^{(l)} W^A + V^{(l)} W^B)$$

$$\hat{V}^{(l)} = z \ast V_{\text{rew}}^{(l)} + (1 - z) \ast V^{(l)}$$

where $W^A$ and $W^B$ are learnable matrices. The updated representations $\hat{V}^{(l)}$ will be also fed into the next layer of GAT for consolidation.

### 3.3 Continual Pre-training

Continual pre-training aims to further enhance and fuse the math text and math syntax graph. To achieve it, we utilize the masked language model and dependency triplet completion tasks to improve the understanding of math text and math syntax graph, respectively, and the text-graph contrastive learning task to align and fuse their representations.

**Masked Language Model (MLM).** Since math text contains a number of special math symbols, we utilize the MLM task to learn it for better understanding the math text. Concretely, we randomly select 15% tokens of the input sequence to be masked. Of the selected tokens, 80% are replaced with a special token [MASK], 10% remain unchanged, and 10% are replaced by a token randomly selected from vocabulary. The objective is to predict the original tokens of the masked ones as:

$$L_{\text{MLM}} = \sum_{t_i \in V_{\text{mask}}} - \log p(t_i)$$

where $V_{\text{mask}}$ is the set of masked tokens, and $p(t_i)$ denotes the probability of predicting the original token in the position of $t_i$.

**Dependency Triplet Completion (DTC).** Within the math syntax graph, the relationships with the dependency triplet $(h, r, t)$ are essential to understand the complex math logic of the math problem. Thus, inspired by TransE (Bordes et al., 2013), we devise the dependency triplet completion task to improve the correlations within the triplets. Specifically, for...
each triplet \((h, r, t)\) within the math syntax graph, we minimize the DTC loss by

\[
L_{DTC} = \max(\gamma + d(n_h + r, n_t) - d(n_h + r', n_t), 0)
\]

where \(\gamma > 0\) is a margin hyper-parameter, and \(d\) is the Euclidean Distance. \(r'\) is the randomly sampled negative relation embedding. In this way, the head and relation embeddings can learn to match the semantics of the tail embedding, which enhances the node and relation representations to capture the graph structural information.

**Text-Graph Contrastive Learning (TGCL).** Having enhanced the representations of math text and math syntax graph via MLM and DTC respectively, we further consider to align and unify the representation of the two different views of the math problem. We adopt contrastive learning to pull the representations of text and graph of the same math problem together, and push apart negatives. Concretely, given a text-graph pair of a math problem \((q_i, G_i)\), we utilize the representation of the [CLS] token \(h^q_i\) as the sentence representation of \(q_i\), and the meanpooling of the node representations \(n^G_i\) as the graph representation of \(G_i\). Then, we adopt the cross-entropy contrastive learning objective with in-batch negatives to align the two representations

\[
L_{TGCL} = -\log \frac{\exp(f(h^q_i, n^G_i) / \tau)}{\sum_{i \neq j} \exp(f(h^q_i, n^G_j) / \tau)}
\]

where \(f(\cdot)\) is a dot product function and \(\tau\) denotes a temperature parameter. Since the TGCL task is able to unify the representations of text and graph, it can also benefit for the fusion and interaction of the information from text and graph.

### 3.4 Overview and Discussion

**Overview.** Our approach focuses on continually pre-training PLMs for improving the understanding of math problems. We adopt PLM and GAT to encode the math text and math syntax graph of the math problem, respectively, and design syntax-aware memory networks between the last \(k\) layers of PLM and GAT for capturing complex fine-grained correlations between the text and graph. In each of the last \(k\) layers, we first interact and fuse the representations of tokens from the math text and nodes from the math syntax graph, then feed the updated representations into the next layers of PLM and GAT for consolidation. To continually pre-train our model, we propose MLM, DTC and TGCL tasks to further enhance and fuse the representations of math text and math syntax graph. For downstream tasks, we fine-tune our model with specific data and objectives, and concatenate the representations of text \(h^q\) and graph \(n^G\) from the last layer for prediction.

**Discussion.** The key of our approach is to deeply interact and fuse the math text and formula information of the math problem via syntax-aware memory networks and continual pre-training tasks. Recently, MathBERT (Peng et al., 2021) is proposed to continual pre-train BERT in math domain corpus, which applies self-attention mechanism to interact formulas with text and learns similar tasks as BERT. As a comparison, we construct the math syntax graph to enrich the formula information and design a syntax-aware memory network to fuse the text and graph information. Via the syntax-aware memory network, the token from math text can trace its related nodes along the relations in the math syntax graph, which can capture fine-grained correlations between tokens and nodes. Besides, we explicitly model the syntax graph via GAT, and devise the DTC task to improve the correlations within triplets from the math syntax graph, and the TGCL task to align the representations of graph and text. In this way, we can better capture graph structural information and fuse it with textual information. It is beneficial for understanding logical semantics from formulas of math problems.

### 4 Experiment

#### 4.1 Experimental Setup

We conduct experiments on four tasks in the math domain to verify the effectiveness of our approach.

**Evaluation Tasks.** We construct four tasks based on the collected math exercise problems of high school students, which cover math problem classification, solving, and recommendation. The statistics of these tasks are summarized in Table 1.

- **Knowledge Point Classification (KPC)** is a multi-class classification task. Given a math ques-

| Task     | Train | Dev | Test |
|----------|-------|-----|------|
| KPC      | 8,721 | 991 | 1,985|
| QRC      | 10,000| 2,000| 4,000|
| QAM      | 14,000| 2,000| 4,000|
| SQR      | 250,000| 11,463| 56,349|

Table 1: Statistics of the datasets.


| Tasks          | KPC     | QAM     | QRC     | SQR     |
|----------------|---------|---------|---------|---------|
| Metrics        | Accuracy| F1-macro| Accuracy| F1-macro| HR@3   | NDCG@3 |
| TextCNN        | 51.2    | 31.7    | 91.6    | 91.6    | 75.1   | 55.8   | 0.321   | 0.301   |
| TextRCNN       | 56.8    | 40.3    | 89.3    | 89.2    | 80.3   | 62.9   | 0.334   | 0.317   |
| R-GCN          | 42.5    | 28.5    | 90.0    | 89.9    | 66.6   | 45.4   | 0.315   | 0.300   |
| BERT-Base      | 74.7    | 65.7    | 91.6    | 91.5    | 70.4   | 50.0   | 0.316   | 0.298   |
| BERT+GAT       | 73.4    | 64.5    | 91.6    | 91.5    | 70.4   | 50.0   | 0.316   | 0.298   |
| TAPT-BERT      | 72.6    | 63.6    | 91.6    | 91.5    | 70.4   | 50.0   | 0.316   | 0.298   |
| TAPT-BERT+GAT  | 72.6    | 63.6    | 91.6    | 91.5    | 70.4   | 50.0   | 0.316   | 0.298   |
| MathBert       | 72.6    | 63.6    | 91.6    | 91.5    | 70.4   | 50.0   | 0.316   | 0.298   |

Table 2: Main results on four downstream tasks. The best and the second best methods are denoted in bold and underlined respectively. "∗" indicates the statistical significance for p < 0.01 compared to the best baseline.
### 4.2 Main Results

The results of all methods on four tasks are shown in Table 2. Based on these results, we can find:

As for non-pre-training methods, text-based methods (i.e., TextCNN and TextRCNN) outperform GNN-based methods (i.e., GAT and R-GCN). It indicates that textual description is more important than formulas to understand math problems. In general, non-pre-training methods perform worse than pre-training methods, since pre-trained models have learned sufficient general knowledge during pre-training on large-scale corpus.

Among five pre-training methods, we can observe two trends. First, combining PLMs with GNN mostly yields improvement. The reason is that GNN can capture the structural semantics from formulas as auxiliary information to help PLM model the math problem, but the improvement is unstable since these methods just concatenate the representations of text and graph but not deeply fuse them. Secondly, continual pre-training brings a significant improvement on all tasks. The reason is that there are a number of specific symbols and terms in math text that PLMs haven’t learned before, but continual pre-training can solve it.

Finally, by comparing our approach with all the baselines, it is clear to see that our model performs consistently better than them on four tasks. We utilize the syntax-aware memory network to fuse and interact the representations of textual descriptions and formulas, and adopt three continual pre-training tasks to further align and enhance these representations. Among these results, we can see that our model achieves a large improvement on the KPC task. The possible reason is that detecting knowledge points depends more on the deep understanding of formulas and text.

| Tasks  | KPC          | QRC          |
|--------|--------------|--------------|
| Ratio  | Accuracy     | F1-macro     | Accuracy     | F1-macro     |
| 40%    | 53.1 27.9    | 38.6 15.2    | 26.4 7.7     | 16.8 4.2     |
| 20%    | 53.3 27.5    | 38.3 15.5    | 26.2 6.8     | 11.8 2.5     |
| 10%    | 49.6 32.1    | 31.2 11.1    | 19.5 5.7     | 8.4 1.9      |
| 5%     | 62.7 41.5    | 52.2 27.8    | 36.9 15.0    | 22.1 7.1     |

| Tasks  | QRC          | KPC          |
|--------|--------------|--------------|
| Ratio  | Accuracy     | F1-macro     | Accuracy     | F1-macro     |
| 40%    | 78.8 59.7    | 73.5 52.7    | 65.5 46.1    | 61.4 40.3    |
| 20%    | 81.4 62.3    | 73.3 53.1    | 69.1 48.5    | 61.8 38.4    |
| 10%    | 80.5 60.9    | 73.3 47.9    | 65.6 38.3    | 58.0 22.6    |
| 5%     | 82.6 67.4    | 77.7 57.1    | 69.8 49.6    | 64.6 40.7    |

### 4.3 Few-shot Learning

To validate the reliability of our method under the data scarcity scenarios, we conduct few-shot experiments on KPC and QRC tasks by using different proportions of the training data, i.e., 5%, 10%, 20% and 40%. We compared our model with TAPT-BERT, TAPT-BERT+GAT and MathBERT.

Figure 3 shows the evaluation results. We can see that the performance substantially drops when the size of training data is reduced. However, our model performs consistently better than others across different tasks and metrics. This result shows that our model leverage the data more effectively with the novel syntax-aware memory network and continual pre-training tasks. With 5% training data, our model exceeds the best baseline by a large margin. It further indicates that our model have better robustness.

### 4.4 Ablation and Variation Study

Our proposed approach contains several complementary modules and pre-training tasks. Thus, we conduct experiments on KPC and QRC tasks to verify the contribution of these modules and tasks. Concretely, we remove the module GAT, BERT, Syntax-Aware Memory Network, or the task MLM, DTC and TGCL, respectively.

![Table 3: Performance comparison w.r.t. different amount of training data on KPC and QRC tasks.](image)

![Table 4: Ablation and variation study of our approach on the KPC and QRC tasks.](image)
In Table 4, we can see that the performance drops with any modules or pre-training tasks removed. It shows the effectiveness of each part of our proposed model. Among all the modules, it is clearly to see that model’s performance drops a lot after removing BERT, which implies that the textual descriptions are more important for math problem understanding. Besides, we can see that removing MLM also results in a larger performance drop. The reason may be that MLM can enhance the representations of math text, which is important for math problem understanding.

### 4.5 Hyper-Parameters Analysis

Our proposed model contains a few parameters to tune. In this part, we tune two parameters, i.e., the number of GAT Layer and the continual pre-training steps. We conduct experiments on KPC and QRC tasks and show the change curves of Accuracy in Figure 3.

We can observe that our model achieves the best performance in 80k steps. It indicates that our model can be improved by continual pre-training gradually and may overfit after 80k steps. Besides, our model achieves the best performance with 6 GAT layers, which shows that 6 GAT layers are sufficient to capture the information in syntax graph.

### 5 Related Work

**Math Problem Understanding** Math problem understanding task focuses on understanding the text, formulas and symbols in math domain. A surge of works aim to understand the math formulas for problem solving or mathematical information retrieval. In this way, the formula is usually transformed as a tree or graph (e.g., Operator Tree (Zanibbi and Blostein, 2012)), then network embedding methods Mansouri et al. (2019) and graph neural network Song and Chen (2021) are utilized to encode it. Besides, a number of works focus on understanding math problem based on the textual information. Among them, Math Word Problem (MWP) Solving is a popular task that generates answers of math word problems. Numerous deep learning based methods have been proposed to tackle MWP, ranging from Seq2Seq (Chiang and Chen, 2019; Li et al., 2019), Seq2Tree(Wang et al., 2019; Qin et al., 2020), to Pre-trained Language Models(Kim et al., 2020; Liang et al., 2021). More recently, several works attempt to modeling more complex math problems (Huang et al., 2020; Hendrycks et al., 2021) that require to understand both textual and formula information.

**Continual Pre-training of Language Models** Continually pre-training can effectively improve pre-trained model’s performance on new domain or downstream tasks (Gururangan et al., 2020). To achieve it, most of previous works either continually optimize the model parameters with BERT-like tasks on domain or task related corpus (e.g., scientific (Beltagy et al., 2019) and bio-media (Lee et al., 2020)), or design new pre-training objectives for task adaption (e.g., commonsense reasoning (Zhou et al., 2020) and dialogue adaption (Li et al., 2020)). Besides, several works (Wang et al., 2020; Xiang et al., 2020) utilize both domain-related corpus and new pre-training objectives for continual pre-training, and even revise the Transformer structure of PLMs for better adaption (Ghosal et al., 2020). For math problem understanding, the recently proposed MathBERT (Peng et al., 2021) adopts math domain corpus and formula-related pre-training tasks for continually pre-training.

### 6 Conclusion

In this paper, we propose COMUS, to continually pre-train PLMs for math problem understanding. By combining the formulas with the syntax tree of mathematical text, we constructed the math syntax graph and designed the syntax-aware memory network to fuse the information from the text and formulas. Along the syntax relations within the memory network, the token can directly trace into its semantic-related nodes from the graph, so that the fine-grained correlations between nodes and tokens can be well captured. Besides, we devised three continual pre-training tasks to further enhance and align the representations of the text and graph. Experimental results have shown that our approach outperforms several competitive baselines on four tasks in the math domain.
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