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Abstract

Witten-Sakai-Sugimoto model is used to study two flavour Yang-Mills theory with large number of colours at finite temperature and in presence of chemical potential for baryon number and isospin. Sources for $U(1)_B$ and $U(1)_3$ gauge fields on the flavour 8-branes are D4-branes wrapped on $S^4$ part of the background. Here, gauge symmetry on the flavour branes has been decomposed as $U(2) \equiv U(1)_B \times SU(2)$ and $U(1)_3$ is within $SU(2)$ and generated by the diagonal generator. We show various brane configurations, along with the phases in the boundary theory they correspond to, and explore the possibility of phase transition between various pairs of phases.
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1 Introduction

Being a strong/weak duality, AdS/CFT correspondence offers an ideal setting for exploring hot and dense QCD. There have been various attempts towards holographic nuclear matter, through bottom-up as well as top-down approaches. Witten [2] proposed an approach to study non-supersymmetric Yang-Mills theory starting from an instance of AdS/CFT conjecture involving M-theory in $AdS_7 \times S^4$ and a six-dimensional field theory on M5-branes. It has been understood that flavours can be added in the boundary theory through open string sector of D-branes. Sakai-Sugimoto model [7, 8] extends Witten’s construction by adding, in probe approximation, D8-D8 brane pairs in $N_c$ D4-brane solution of type IIA SUGRA. D4-D8 strings have colour and flavour quantum numbers on the two ends. These 8-branes extend over all coordinates other than $x_4$, which is compactified over a supersymmetry breaking circle. The boundary theory is $SU(N_c)$ Yang-Mills with fundamental quarks. Though $x_4$ direction comes in picture at higher energy scale, the model shows reasonable agreement with lattice results [23]. It also has a geometrical interpretation of chiral symmetry breaking. For a partial list of some other studies involving holographic nuclear matter, see [5]-[20].

The motivation for this work partly comes from [27], which is a top-down approach to holographic superconductor. For some other work on holographic superconductivity, see [24, 25, 26].

Reference [27] has in bulk two coincident D8-D8 pairs arranged as probes in the background generated by the supergravity solution of $N_c$ D4-branes with one dimension compactified on a circle as in [7]. The 8-8 strings (strings with ends on D8-branes) transform under $U(2)$ gauge group. In [22], a study of holographic QCD was done at finite chemical potential for baryons. The authors have used wrapped 4-branes on $S^4$ (or equivalently, 4-branes dissolved in D8-branes represented as instantons in the 9-dimensional world-volume theory [7, 21]) as the source for the electric potential on the 8-branes, which, to leading order, is the chemical potential in boundary theory. The authors of [27] have used two such sources, in Sakai-Sugimoto model with two D8-branes, to introduce baryon and isospin chemical potentials (corresponding to $U(1)_B$ and $U(1)_3$ where $U(2) \sim U(1)_B \times SU(2)$ and $U(1)_3$ is the subgroup of $SU(2)$ corresponding to the diagonal generator) to understand superconductivity in the boundary. Since this $t_3$ charge (where $t_3$ is the diagonal generator of $SU(2)$ group) acts differently on the two D8-branes, they separate with an opening angle in the bulk, as shown in Figure 3. This amounts to breaking of $SU(2)$ symmetry to $U(1)_3$. A comparison of actions shows that the phase with $t_3$ charge turned on is favoured over the phase without it. The tachyonic instability of this intersecting D8-brane configuration is proposed to be the dual of the pairing instability in superconductors.

The work in [27] described above has been done in confined phase with time coordinate Euclidean and compact with periodicity identified by inverse temperature (equation (2.1)). However, there is another background, asymptotically similar to the previous one, which has the roles of $x_0$ and $x_4$ circles interchanged, in the sense that the blackening function $f(u)$ multiplies $dx_0^2$. This spacetime has a black brane in the bulk and corresponds to, at the boundary, the deconfined phase. In this work, we aim to explore all the phases of large $N_c$ Yang-Mills theory with two flavours at finite baryon number and isospin chemical potential. Further, the configuration of Figure 3 is not the only way to introduce isospin chemical potential. We introduce another brane configuration with baryon number and isospin chemical potentials in the boundary dual theory (see Figure 4), albeit with UV asymptotics different from that of the configuration in Figure 3. With tuning parameters as temperature (in the deconfined phase) and chemical potential of the second D8-brane (in both confined and de-confined phases), we compare the actions for various configurations with same UV behaviour to infer which phase is favoured and explore phase transitions between various phases.

The setup of [27] is not symmetric with respect to branes and anti-branes since only the fields on
D8-branes (and not on D8) are taken into consideration. (However, the presence of these anti-branes is important for force balance and charge balance.) Accordingly, the boundary theory in [27] has bound states of only left-handed flavours. In our case, there are both left and right handed flavours in the boundary theory. One subtlety concerns the presence of chiral symmetry broken phase after deconfinement transition. It is assumed that this is indeed the case and a justification is given later in section 4. An attempt at analysing phases in the boundary dual of Witten-Sakai-Sugimoto model at finite baryon and isospin chemical potential was made in [20]. However, there were no sources used for the gauge fields $U(1)_B$ and $U(1)_3$. In present work, D4-branes wrapped on $S^4$ part of the background spacetime source $U(1)_B$ and $U(1)_3$ gauge fields as point-like instantons through the Chern-Simons term in the D8-brane action. However, the interactions between these 4-branes are ignored. The non-Abelian gauge field enters the picture by considering each 8-brane to be a stack of $N_f$ of them. For all other purposes, the stack behaves as a single brane as in [22, 27].

Comparing the configurations with same UV behaviour, confined phase analysis shows that the nuclear matter phases (Figures 3 and 4) are uniformly favoured over vacuum. In the deconfined phase, nuclear matter phases E and F (Figure 8) and chiral symmetry restored phase G (corresponding to the parallel brane configuration in Figure 7) are preferred over vacuum. Comparison of phase F with phase G shows various phase transitions with phase G being favoured at higher temperatures.

We start with confined phase analysis in section 2. We first discuss the brane configurations resulting from just the baryon number in the theory in section 2.1. In section 2.2, we discuss isospin chemical potential and free energy of the corresponding brane configurations. Section 2.3 shows results for the confined phase. Section 3 shows the analysis for the deconfined phase with section 3.1 showing the results. Discussion is given in section 4.

2 Analysis in the cigar topology background

This section is devoted to exploring various brane configurations for the setup in the spacetime background of equation (2.1) and analysing their thermodynamics. The $x_4 - u$ subspace of this spacetime has a cigar topology as shown in Figure 2. The geometrical picture consists of D8-D8 pairs embedded in the 10-dimensional D4-brane background given as

$$ds^2 = R^2 \left\{ u^\frac{3}{2} (\eta_{\mu\nu} dx^\mu dx^\nu + f(u) dx_4^2) + u^{-\frac{3}{2}} \left( \frac{du^2}{f(u)} + u^2 d\Omega_4^2 \right) \right\}$$

with

$$f(u) = 1 - \frac{u^3_{KK}}{u^3}, \quad e^0 = g_s u^3, \quad dc_3 = \frac{2\pi N_c R^4}{\Omega_4} c_4, \quad R^3 = \pi g_s N_c (\alpha')^{3/2}.$$  (2.1)

Here, $\mu = 0, 1, 2, 3$ and all coordinates have been made dimensionless by using appropriate powers of $R$, radius of the background spacetime. Temporal coordinate is compactified on a circle, circumference of which is identified as inverse temperature, $\beta$. $\phi$ is the dilaton field and $c_3$ is the dimensionless three-form field on the D4-brane. $x_4$ direction is compactified on $S^1$ and has a period

$$\delta x_4 = \frac{4\pi}{3} \frac{1}{u_{KK}^{1/2}}.$$  (2.2)
The scale of compactification is then $\frac{2\pi}{\delta x_4 \cdot R}$ and Yang-Mills coupling constant at this scale is given by

$$g_{YM}^2 = (2\pi)^2 \frac{g_s \alpha'^{1/2}}{\delta x_4 \cdot R}.$$  

(2.3)

It is below this scale that the dual theory is effectively large $N_c$ QCD. To avoid $\alpha'$ corrections and loop corrections in string theory one needs to impose the limits where radius of the background spacetime is much larger than string length and string coupling is small. (A detailed analysis of supergravity approximation for this case can be found in [6].)

To see how this background corresponds to the confined phase, consider a Wilson loop of heavy quark-antiquark separated by a large distance on the boundary. The tendency of the string connecting quark and antiquark is to minimise its tension, which gets a contribution from $g_{00} g_{11}$. This happens at the lowest value of $u$ making the tension constant, which indicates confinement.

2.1 Finite baryon density

Let us first consider that the theory on the boundary has only baryon number chemical potential as in [22]. As explained in section 1, for writing action of this configuration, each D8-brane is considered to be a stack of $N_f$ of them. Since baryon chemical potential is equal (to leading order) to the boundary value of the temporal component of $U(1)_B$ gauge field on the D8-brane, we shall consider only the Abelian gauge field (equation (A.2)) in the DBI action. In the following analysis, we write the action for embedding of only D8-branes. Action for anti-branes can be written on similar lines.

Action for the embedding of $N_f$ D8-branes is

$$\tilde{S}^{D8} = C^{D8} \int du \left\{ u^3 f(u) (x'_4(u))^2 + \frac{1}{f(u)} \right\}^{\frac{1}{2}} \left\{ u^5 + (d(u))^2 \right\}^{\frac{1}{2}}$$  

(2.4)

with

$$C^{D8} = \frac{N_f \Omega_4 V_3 \beta R^5}{(2\pi)^8 \alpha'^{1/2} g_s}$$

and $d$ is the canonical conjugate of the zeroth component of the dimensionless $U(1)$ gauge field on D8-branes

$$a_M = \frac{2\pi \alpha' A_M}{\sqrt{2} R}$$  

(2.5)

(where $M$ runs over the coordinates of D8-brane),

$$d(u) \equiv - \frac{1}{C^{D8} \delta a'_0(u)}.$$  

(2.6)

See Appendix 11 for more details. $V_3$ the spatial volume of the boundary theory spacetime and $\Omega_4$ is the volume of the $S^4$ part of the background.

A non-trivial $d$ can be sourced by instantons of the non-Abelian gauge theory on the 8-brane stack. Part of the action, relevant for us, in the corresponding Chern-Simons term is given by [7]

$$\frac{N_c}{8\pi^2} \int_{R^4 \times R_+} a_0 \text{Tr} \hat{F}^2.$$  

(2.7)
We assume point-like instantons ignoring $\alpha'$ corrections. This assumption is, however, validated by the alternate description of baryons as D4-branes wrapped on $S^4$ part of the background. In this description, action for baryon vertex is the standard DBI action, which evaluates to (see Appendix A.1 for formal calculation)

$$S^{D4} = \frac{1}{3} G^{D8} u_c d. \quad (2.8)$$

Assuming these 4-branes to be smeared over the 3-volume $V_3$ at $u = u_c$,

$$\text{Tr} \hat{F}^2 = 8\pi^2 n_4 \delta(u - u_c) d^3 x du, \quad (2.9)$$

where $n_4$ is the dimensionless density of these 4-branes. Equations (2.4), (2.7) and (2.9) give the relevant terms in the action of this theory. Equations of motion are given by

$$x_4(u): \left( x_4'(u) \right)^2 = \frac{1}{u^3 (f(u))^2} \left\{ f(u)(u^8 + u^3 d^2) \right\}^{-1} \quad (2.10)$$

and

$$d(u): d'(u) = \frac{\beta V_3 N_c}{2\pi^3 R^2 G^{D8} n_4} \delta(u - u_c). \quad (2.11)$$

For $d = 0$, the brane configuration is shown in Figure 1. For a non-zero $d$, it is clear from the geometry of embedding of 8-branes in the background (equation (2.1)) and the arrangement of 4-branes wrapped on $S^4$ (equation (2.9)) that the latter appear as a cusp in $x_4 - u$ plane as in Figure 2. $u_0$ in equation (2.10) parametrises the curve; it is the lowest point D8-branes would extend to, if they did not terminate at $u_c$.

The asymptotic separation between the D8-$\bar{D}8$ pair can be written as

$$l = 2 \int_{u_c}^{\infty} du \ x_4'(u). \quad (2.12)$$
As mentioned in section §1, the idea is to compare grand canonical potential for various configurations. To study thermodynamics of this system, free energy needs to be calculated. For this purpose, we shall implement baryons as D4-branes wrapped on $S^4$. These 4-branes apply force on the D8-branes, which balances the tension in the latter. The proper tension along D8-brane is given by

$$f_{D^8} = C_{D^8} u_c^{13/4} \left(1 + \frac{d^2}{u_c^5}\right)^{1/2},$$

(2.13)

and the force due to D4-branes is given by

$$f_{D^4} = \frac{\partial S_{D^4}}{\partial u_c} \frac{1}{\sqrt{g_{uu}}} \bigg|_{u=uc} = \frac{1}{3} C_{D^8} d u_c^{3/4} \sqrt{f(u_c)}. \quad (2.14)$$

For detailed calculation, see Appendix A.2. Equilibrium of this configuration demands

$$f_{D^8} \cos \theta = f_{D^4},$$

(2.15)

where angle $\theta$, in Figure 2, is given by

$$\cos \theta = \left\{1 - \frac{g(u_0)}{g(u_c)}\right\}^{1/2},$$

(2.16)

with

$$g(u) \equiv f(u)(u^8 + u^3d^2).$$

(2.17)

This gives a relation between $u_0$, $u_c$,

$$g(u_0) = g(u_c) \left\{1 - \frac{d^2 f(u_c)}{g(d^2 + u_c^5)}\right\}.$$
2.2 Introducing isospin chemical potential

We now have two coincident D8-D8 brane pairs with the wrapped 4-branes appearing as a cusp as in Figure 2. Let us now discuss how the isospin chemical potential can be implemented in the boundary. We shall review the corresponding brane configuration of [27] and then introduce another one with different UV asymptotics.

Isospin chemical potential corresponds to the zeroth component of the $U(1)_{B(3)}$ gauge field on D8-branes at the boundary, the one corresponding to diagonal generator of $SU(2)$. Since this gauge field acts on the two D-branes with opposite sign, the charges on the two D8-branes are $d_1 = d_0 + \frac{d_3}{2}$ and $d_2 = d_0 - \frac{d_3}{2}$ (where $d_0$ is the $U(1)_{B}$ charge and $d_3$ is the $U(1)_{3}$ charge). A non-zero value of $d_3$ makes the two D8-branes separate and cross each other in the bulk leading to breaking of the $U(2)$ symmetry to $U(1)_{B} \times U(1)_{3}$. (Here, $u_c$ is kept same for both the branes.) The corresponding configuration is shown in Figure 3 [27]. As stated earlier, for the purpose of instantons, each 8-brane is considered to be a stack of $N_f$ of them. Then, the breaking of symmetry goes as $U(2N_f) \to U(1) \times U(1)_{3} \times SU(N_f) \times SU(N_f)$.

Now, we introduce a different brane configuration (shown in Figure 4) with the boundary theory having baryon and isospin chemical potentials. It is constructed in such a way that turning on the isospin chemical potential preserves the boundary conditions while the D8-branes separate. This configuration, however, also needs the sources to be separated. Accordingly, we have $u_{c1}$ different from $u_{c2}$.

Next, we’d like to study thermodynamics of these separated brane configurations, for which the grand canonical ensemble is a natural choice. Our aim is to evaluate the grand canonical potential function for configurations ‘b’ and ‘c’. As expected, this is given by the action evaluated at the solution. However, it is convenient to use canonical ensemble for this analysis, the reason for which will be clear later. Accordingly, we have

$$F(n_1, n_2, t) = \Omega(\mu_1, \mu_2, t) + \mu_1 n_1 + \mu_2 n_2. \quad (2.19)$$

Here, $F(n, t)$ is the free energy in the boundary theory, identified with the Legendre transformed action of
Figure 4: Configuration ‘c’ showing a possible arrangement of flavour $8 - \bar{8}$ branes (in blue) once the isospin chemical potential is turned on. The branes are asymptotically coincident.

the bulk configuration

$$F(t, d_1, d_2) = \frac{1}{C_{D8}} \left( \tilde{S}_1^{D8}[t, x_4(u), d_1(u)]_{solution} + S_1^{D4}(t, d_1, u_{c_1}) + \tilde{S}_2^{D8}[t, x_4(u), d_2(u)]_{solution} + S_2^{D4}(t, d_2, u_{c_2}) \right),$$

(2.20)

with the subscripts distinguishing the two $8$-branes and the corresponding $4$-branes of equation (2.8). $\mu_1$, $\mu_2$ are the baryon chemical potentials corresponding to the two different species of particles with densities proportional to $d_1$ and $d_2$ in the bulk (or $n_1, n_2$ in the boundary),

$$\mu_1 = \left. \frac{\partial F(d_1, d_2, t)}{\partial d_1} \right|_{d_2, t}, \quad \mu_2 = \left. \frac{\partial F(d_1, d_2, t)}{\partial d_2} \right|_{d_1, t},$$

(2.21)

identified by the boundary value of (a linear combination of) the zeroth component of the $U(1)$ gauge fields on the $D8$-brane. For the configuration of Figure 3, we have $u_{c_1} = u_{c_2}$. To calculate $\mu_1$ and $\mu_2$, we make use of the equations written above. Calculation is shown in Appendix [A.3] and the results are

$$\mu_{1_b} = \int_{u_c}^{\infty} du \frac{d_1}{\sqrt{f(u)\left(u^5 + d_1^2 \right) - \frac{g(u_c)}{u^3} \left\{ 1 - \frac{d_1^2 f(u_c)}{9(d_1^2 + u_c^2)} \right\}}} + \frac{1}{3} u_c,$$

$$\mu_{2_b} = \int_{u_c}^{\infty} du \frac{d_2}{\sqrt{f(u)\left(u^5 + d_2^2 \right) - \frac{g(u_c)}{u^3} \left\{ 1 - \frac{d_2^2 f(u_c)}{9(d_2^2 + u_c^2)} \right\}}} + \frac{1}{3} u_c,$$

(2.22)

where equation (2.18) has been used to eliminate $u_0$. Using equations (2.19), (2.20) and (2.22), while
eliminating $u_0$ using equation (2.18), grand potential for this configuration can be calculated. The result is

$$\Omega_b = \int_{u_c}^{\infty} du \left[ \frac{u^{5/2}}{\sqrt{f(u) \left(1 + \frac{d_1^2}{u^3}\right) - \frac{g(u_c)}{u^8} \left\{1 - \frac{d_1^2 f(u_c)}{9(d_1^2 + u_c^2)}\right\}}} + \frac{u^{5/2}}{\sqrt{f(u) \left(1 + \frac{d_2^2}{u^3}\right) - \frac{g(u_c)}{u^8} \left\{1 - \frac{d_2^2 f(u_c)}{9(d_2^2 + u_c^2)}\right\}}} \right],$$

(2.23)

Calculation for chemical potential and grand canonical potential for configuration in Figure 4 goes on the same lines as before, with the modification that $u_{c_1}$ and $u_{c_2}$ are different. The results are

$$\mu_{1c} = \int_{u_{c_1}}^{\infty} du \left[ \frac{d_1}{\sqrt{f(u) \left(u^5 + d_1^2\right) - \frac{g(u_{c_1})}{u^8} \left\{1 - \frac{d_1^2 f(u_{c_1})}{9(d_1^2 + u_{c_1}^2)}\right\}}} + \frac{1}{3} u_{c_1} \right],$$

$$\mu_{2c} = \int_{u_{c_2}}^{\infty} du \left[ \frac{d_2}{\sqrt{f(u) \left(u^5 + d_2^2\right) - \frac{g(u_{c_2})}{u^8} \left\{1 - \frac{d_2^2 f(u_{c_2})}{9(d_2^2 + u_{c_2}^2)}\right\}}} + \frac{1}{3} u_{c_2} \right],$$

(2.24)

and

$$\Omega_c = \int_{u_{c_1}}^{\infty} du \left[ \frac{u^{5/2}}{\sqrt{f(u) \left(1 + \frac{d_1^2}{u^3}\right) - \frac{g(u_{c_1})}{u^8} \left\{1 - \frac{d_1^2 f(u_{c_1})}{9(d_1^2 + u_{c_1}^2)}\right\}}} + \int_{u_{c_2}}^{\infty} du \left[ \frac{u^{5/2}}{\sqrt{f(u) \left(1 + \frac{d_2^2}{u^3}\right) - \frac{g(u_{c_2})}{u^8} \left\{1 - \frac{d_2^2 f(u_{c_2})}{9(d_2^2 + u_{c_2}^2)}\right\}}} \right].$$

(2.25)

The corresponding result for configuration ‘a’ in Figure 1 is given by

$$\Omega_a = 2 \int_{u_0}^{\infty} du \frac{u^{5/2}}{\sqrt{f(u) - \frac{u_0^8}{u^8} f(u_0)}}.$$  

(2.26)

2.3 Results

In the spacetime background of equation (2.1), we have seen three configurations. These correspond to various phases in the dual theory on the boundary as shown in Table 1. The idea is to compare the

| Configuration | Phase identifier | Description of phase |
|---------------|-----------------|----------------------|
| Configuration ‘a’ (Figure 1) | Phase A | Vacuum |
| Configuration ‘b’ (Figure 3) | Phase B | $U(2)$ symmetry broken to $U(1)_B \times U(1)_3$ |
| Configuration ‘c’ (Figure 4) | Phase C | $U(2)$ symmetry seemingly restored asymptotically |

Table 1: Various configurations in bulk and the corresponding phases in the boundary theory in confined phase
phases represented by brane configurations with same boundary conditions. All calculations are done for $u_{KK}^3 = 1/2$ and $l = 1$.

Let first consider phases A and B. Figure 5 shows the plots of $\Omega_{ba}(=\Omega_b - \Omega_a)$ vs $\mu_2$ with $d_{1b}$ held fixed at 1 (in red), at .7 (in blue) and of $\mu_2$ vs $d_{2b}$. (The first subscript in $d_{1b}$ stands for first 8-brane and the second one is for configuration b.) $\mu_2$ is varied by varying $d_{2b}$, which is taken from 0 to $d_{1b}$ so that the difference ($d_{3b} = d_{b1} - d_{2b}$), remains positive. We observe that phase B is uniformly preferred over vacuum.

![Figure 5: $\Omega_{ba}$ vs $\mu_2$. Red and blue curves are plotted at $d_{1b} = 1$ and $d_{1b} = .7$ respectively. Phase B is preferred over phase A (vacuum).](image)

We look at the comparison of phases A and C now. Figure 6 shows the plots of $\Omega_{ca}$ vs $\mu_2$ for $d_{1c} = 1$ (red) and $d_{1c} = .7$ (blue). We observe that phase C is also uniformly preferred over vacuum.

![Figure 6: $\Omega_{ca}$ vs $\mu_2$. Red and blue curves are plotted at $d_{1c} = 1$ and $d_{1c} = .7$ respectively. Phase C is preferred over phase A (vacuum).](image)

All these results are summarised in the Table 2.

| | $\Omega_a$ | $\Omega_b$ | $\Omega_c$ |
|---|---|---|---|
| $\Omega_a$ | 0 | $> 0$ | $> 0$ |
| $\Omega_b$ | < 0 | 0 | - |
| $\Omega_c$ | < 0 | - | 0 |

Table 2: Summary of confined phase results. Results in various boxes show quantity in first row subtracted out of the quantity in first coloumn.
3 Analysis in black brane background

Let us now explore various configurations for this system in the spacetime of equation (3.1). Background metric in this phase is given as

$$ds^2 = R^2 \left\{ u^3 (f(u) dx_0^2 + dx_i^2 + dx_4^2) + u^{-\frac{3}{2}} \left( \frac{du^2}{f(u)} + u^2 d\Omega_4^2 \right) \right\},$$

with

$$f(u) = 1 - \frac{u^3}{u^*}, \quad u_T = \left( \frac{4\pi}{3} \right)^{\frac{2}{3}} t^2, \quad t = RT. \quad (3.1)$$

$t$ is the dimensionless temperature. Since there is a horizon, the quark-antiquark string tension (mentioned in the confined phase) vanishes, signalling deconfinement.

The action for D8-brane embedding is given by

$$S^{D8} = C^{D8} \int du \left\{ u^8 f(u) (x'_4(u))^2 + u^5 \left( 1 - (a'_0(u))^2 \right) \right\}^{\frac{1}{2}}, \quad (3.2)$$

which after Legendre transform becomes

$$\tilde{S}^{D8} = C^{D8} \int du \left\{ u^3 f(u) (x'_4(u))^2 + 1 \right\}^{\frac{1}{2}} \left\{ u^5 + (d(u))^2 \right\}^{\frac{1}{2}}. \quad (3.3)$$

Here, $d$ is given by

$$d(u) = \frac{u a'_0(u)}{[f(u)(x'_4(u))^2 + u^{-3} (1 - (a'_0(u))^2)]^{\frac{1}{2}}}. \quad (3.4)$$

First, we consider only baryon number density in the boundary theory. Just as in the confined phase, the source for non-trivial $d$ can be wrapped 4-branes as instantons on the D8-branes. Accordingly, the equation of motion for $d$ remains the same as in equation (2.11). For $x_4(u)$, there are two possible solutions,

$$x'_4(u) = 0$$

and

$$(x'_4(u))^2 = \frac{1}{u^4 f(u)} \left\{ \frac{f(u)(u^8 + u^3 d^2)}{f(u_0)(u_0^8 + u_0^3 d^2)} - 1 \right\}^{-1}.$$

Various brane configurations, with and without sources, are shown in Figure 7. The dimensionless asymptotic separation between the D8-$\overline{D8}$ pair is again

$$l = 2 \int_{u_c}^\infty du \; x'_4(u). \quad (3.5)$$

However, in this case, there are two values of $u_c$ for each $l$, upto $l_{\text{max}}$, beyond which there is no solution. Accordingly, there are two "cusp" (or "U", for $d = 0$) solutions.

\footnote{In the deconfined phase, strings stretching between the 8-branes and the horizon can also source the gauge field. However, it has been shown in [22] that the corresponding brane configuration is unstable to density fluctuations.}
Figure 7: Brane configurations for the bulk setup in deconfined phase with only baryon chemical potential. Flavour 8 – 8 branes are shown in blue while the topology of spacetime is in black. Presence of sources does not change parallel branes configuration.

The analysis for force balance goes on the same lines as in the confined phase. The proper tension in D8-brane can be calculated using the derivative of the action equation (3.3) wrt $u_c$, on the lines of appendix A.2. This is given as

$$f_{D8} = C^{D8} u_c^{13/4} \sqrt{f(u_c)} \left( 1 + \frac{d^2}{u_c^5} \right)^{1/2}.$$  \hfill (3.6)

Action for the D4-branes wrapped on $S^4$ part of the background evaluates to

$$S_{D4} = \frac{1}{3} C^{D8} u_c \sqrt{f(u_c)} \, d,$$  \hfill (3.7)

which gives

$$f_{D4} = \frac{1}{3} C^{D8} d \frac{3 - f(u_c)}{2} u_c^{3/4}$$  \hfill (3.8)

for the force due to D4-branes. The relation between $u_0$ and $u_c$ now reads

$$g(u_0) = g(u_c) \left\{ 1 - \frac{d^2(3 - f(u_c))^2}{36 f(u_c)(d^2 + u_c^5)} \right\}.$$  \hfill (3.9)

Once the isospin chemical potential is turned on, the two D8-branes will separate, as explained in section 2.2. Again, we have two possible curved brane configurations with different UV asymptotic behaviour as shown in Figure 8. For parallel brane configuration, giving different densities to different branes does not make them separate any further than they already are, since their profile is independent of density. The analysis for calculating chemical potential for the two 8-branes for the confined phase in section 2 also holds for deconfined phase. The results are

$$\mu_{1_e} = \int_{u_c}^{\infty} du \frac{d_1 \sqrt{f(u)}}{\sqrt{f(u)(u_5 + d_1^5)}} - \frac{g(u_c)}{u_c^5} \left\{ 1 - \frac{d_1^2(3-f(u_c))^2}{36 f(u_c)(d_1^2 + u_c^5)} \right\} + \frac{1}{3} u_c \sqrt{f(u_c)},$$
Figure 8: Configurations ‘e’ and ‘f’, showing possible arrangement of flavour 8 = \bar{8} branes (in blue) in the deconfined phase of the theory with baryon number and isospin chemical potential.

\[
\mu_{2e} = \int_{u_c}^{\infty} du \frac{d_2 \sqrt{f(u)}}{\sqrt{f(u) (u^5 + d_2^2)}} - \frac{g(u_c)}{u^8} \left\{ 1 - \frac{d_2^2 (3-f(u_c))^2}{36 f(u_c)(d_2^2+u_c^2)} \right\} + \frac{1}{3} u_c \sqrt{f(u_c)} \tag{3.10}
\]

for configuration ‘e’ and

\[
\mu_{1f} = \int_{u_{c1}}^{\infty} du \frac{d_1 \sqrt{f(u)}}{\sqrt{f(u) (u^5 + d_1^2)}} - \frac{g(u_{c1})}{u_{8}} \left\{ 1 - \frac{d_1^2 (3-f(u_{c1}))^2}{36 f(u_{c1})(d_1^2+u_{c1}^2)} \right\} + \frac{1}{3} u_{c1} \sqrt{f(u_{c1})} \tag{3.11}
\]

\[
\mu_{2f} = \int_{u_{c2}}^{\infty} du \frac{d_2 \sqrt{f(u)}}{\sqrt{f(u) (u^5 + d_2^2)}} - \frac{g(u_{c2})}{u_{8}} \left\{ 1 - \frac{d_2^2 (3-f(u_{c2}))^2}{36 f(u_{c2})(d_2^2+u_{c2}^2)} \right\} + \frac{1}{3} u_{c2} \sqrt{f(u_{c2})} \tag{3.12}
\]

for configuration ‘f’ in Figure 8 and

\[
\mu_{1g} = \int_{u_{T}}^{\infty} du \frac{d_1}{\sqrt{u^5 + d_1^2}},
\]

\[
\mu_{2g} = \int_{u_{T}}^{\infty} du \frac{d_2}{\sqrt{u^5 + d_2^2}} \tag{3.12}
\]

for parallel branes configuration (‘g’) in Figure 7. Note, that this parallel brane configuration can have non-zero \(d\) without sources since the strings from D8-branes can end at the horizon. Grand canonical potentials for these solutions can be calculated using equations (2.19), (2.20), (3.10), (3.11), (3.12) and (3.9). The expressions are written next.

\[
\Omega_e = \int_{u_c}^{\infty} du \left[ \frac{u^{5/2} \sqrt{f(u)}}{\sqrt{f(u) (1 + \frac{d_2^2}{u^8}) - \frac{g(u_c)}{u^8} \left\{ 1 - \frac{d_2^2 (3-f(u_c))^2}{36 f(u_c)(d_2^2+u_c^2)} \right\}}} + \frac{u^{5/2} \sqrt{f(u)}}{\sqrt{f(u) (1 + \frac{d_1^2}{u^8}) - \frac{g(u_{c1})}{u_{8}} \left\{ 1 - \frac{d_1^2 (3-f(u_{c1}))^2}{36 f(u_{c1})(d_1^2+u_{c1}^2)} \right\}}} \right]. \tag{3.13}
\]
\[ \Omega_f = \int_{u_{c1}}^{\infty} du \frac{u^{5/2} \sqrt{f(u)}}{\sqrt{f(u)} \left(1 + \frac{d_1^2}{u^2} \right) - \frac{g(u_{c1})}{u^8} \left\{ 1 - \frac{d_1^2 (3 - f(u_{c1}))^2}{36 f(u_{c1}) (d_1^2 + u_{c1}^2)} \right\}} + \int_{u_{c2}}^{\infty} du \frac{u^{5/2} \sqrt{f(u)}}{\sqrt{f(u)} \left(1 + \frac{d_2^2}{u^2} \right) - \frac{g(u_{c2})}{u^8} \left\{ 1 - \frac{d_2^2 (3 - f(u_{c2}))^2}{36 f(u_{c2}) (d_2^2 + u_{c2}^2)} \right\}}. \]  
\[ \Omega_g = \int_{u_T}^{\infty} du \left( \frac{u^5}{\sqrt{u^5 + d_1^2}} + \frac{u^5}{\sqrt{u^5 + d_2^2}} \right). \]

The corresponding expression for the U-shaped configuration ('d') in Figure 7 is

\[ \Omega_d = 2 \int_{u_0}^{\infty} du \frac{u^{5/2} \sqrt{f(u)}}{\sqrt{f(u)} - \frac{u_0}{u^2} f(u_0)}. \]

### 3.1 Results

Various phases corresponding to the configurations seen in this section are summarised in Table 3. Our task is to thermodynamically compare these phases. We can already infer, from equation (3.16), that for parallel brane configuration, non-zero \(d\) is preferred over \(d = 0\). Hence, parallel brane configuration with \(d = 0\) can not represent vacuum phase of the boundary theory and it need not be considered. For numerics, we again keep \(l = 1\) and consider the solution with larger value of \(u_{c}\) (or \(u_0\)) as in [22] since it lies lower on the energy scale than the solution with smaller \(u_{c}\).

Let us first compare phases D and E. Figures 9 and 10 show the plots for \(\Omega_{ed} vs \mu_2\) and \(\mu_2 vs d_2\), with \(d_{1e}\) held fixed at 1 in the first plot and at \(A\) in the second plot of Figure 9. It should be noted that though red and blue curves are at the same value of \(d_{1e}\), \(\mu_1\) for the two plots is not same. This happens because on changing temperature, the configuration itself changes. Accordingly, \(\Omega\) changes not only with temperature directly, but also indirectly. Phase E is uniformly preferred over phase D.

| Configuration          | Phase identifier | Description of phase |
|------------------------|------------------|----------------------|
| Configuration 'd' (U-shaped) (Figure 7) | Phase D | Vacuum |
| Configuration 'e' (1st diagram in Figure 8) | Phase E | \(U(2)\) symmetry broken to \(U(1)_B \times U(1)_3\) |
| Configuration 'f' (Figure 8) | Phase F | \(U(2)\) symmetry seemingly restored asymptotically |
| Configuration 'g' (parallel brane) (Figure 7) | Phase G | \(U(2)\) symmetry restored |

Table 3: Various configurations in bulk and the corresponding phases in the boundary theory in confined phase
Figure 9: $\Omega_{ed}$ vs $\mu_2$. Red and blue plots are at $t = .1$ and $t = .14$ respectively.

Figure 10: $d_2$ vs $\mu_2$ at $t = .1$ (red) and $t = .135$ (blue).

Figure 11: $\Omega_{fd}$ vs $\mu_2$. Red and blue plots are at $t = .1$ and $t = .13$ respectively.

Figure 11 shows plots for the comparison of phases D and F with $d_{1f} = 1$ and $d_{1f} = .4$ respectively. Phase F is preferred over phase D with no phase transition.

Next, we compare phases D and G. Plots are shown in Figure 12. There is no phase transition and phase G is preferred over phase D.

Figures 13 and 14 show plots of $\Delta \Omega_{fg}$ (phases F and G) vs $\mu_2$ for various $t$ and $d_{1f}$ values. As before, to vary $\mu_2$, $d_{2f}$ is varied from 0 to $d_{1f}$. Shape of the plots and behaviour with temperature is in line with the plots for nuclear vs QGP phases in [22]. This is expected since configurations ‘f’ and ‘g’ are analogous to cusp and parallel brane configurations of [22]. At low temperatures, phase F is favoured over the phase
G. Then there is a range of higher temperature with re-entrant phase transition, that is phase F to phase G and then back to phase F. As temperature is raised further, we see that the curve starts at a positive value, implying that phase G is favoured over phase F. However, for a large value $\mu_2$, there is a transition to phase F. For temperatures higher than this, phase G is favoured over phase F. On reducing the value of $d_{1f}$, we see that the whole pattern shifts anti-clockwise and the curves are closely spaced implying that the ranges of temperatures for which there are phase transitions become smaller. Caricatures of the corresponding phase diagrams with the coordinates of the end points are shown in Figure 15.

These results are summarised in the Table 4.
4 Discussion

In this work, we have considered phases of $SU(N_c)$ gauge theory with large number of colours and two
flavours at finite baryon and isospin chemical potential raised to finite temperature using Witten-Sakai-
Sugimoto model. Each phase corresponds to a particular brane configuration obtained after introducing
sources for $U(1)_B$ and $U(1)_3$ gauge fields in the bulk, which are 4-branes wrapped on $S^4$ part of the
background spacetime and dissolved in flavour 8-branes. Temperature is introduced by using imaginary
time formalism in the confined phase and through black brane background in the deconfined phase. Further,
phase transitions are studied by comparing the actions of various configurations.

Let us first justify the assumption that the working temperature in the deconfined phase is larger than
the deconfinement transition temperature. There are two spacetime metrics considered in this work. At
low temperatures, the spacetime of equation (2.1) is energetically preferred over that of equation (3.1), and
the temperature is given by the inverse of the periodicity of $x_0$ circle. As temperature is increased, $x_0$ circle shrinks. At certain temperature, the period of $x_0$ circle becomes equal to that of the $x_4$ circle (which is written in equation (2.2)), beyond which the spacetime of equation (3.1) is favoured over that of equation (2.1). This phase transition $\Box$ is analogous to Hawking-Page transition $\Box$ in asymptotic AdS spacetimes and corresponds to deconfinement transition in the gauge theory. Deconfinement transition temperature is given by $\frac{\partial \Omega}{\partial T} = \delta x_4$, or $t_d = \frac{3}{4} u_{KK}^{1/2}$. To ensure that the working temperature in the deconfined phase is larger than deconfinement temperature, one can go back to the confined phase and simply change $u_{KK}$ to make the $x_4$ circle larger, so that the circumference of the $x_0$ circle crosses that of the $x_4$ circle at a smaller
temperature.

We have assumed that the deconfinement transition happens at a temperature lower than the temperature of chiral symmetry restoration. Reference [18] shows that this is the case below a critical value of the asymptotic brane-anti-brane separation, \( l \), implying that \( l = 1 < l_{cr} \). To justify this, note that deconfinement temperature depends on \( u_{KK} \) while chiral symmetry restoration temperature depends on \( l \) (or \( u_0 \)). In the case of \( l = 1 \) being greater than \( l_{cr} \), one can go back to the confined phase and change \( u_{KK} \) such that the deconfinement transition happens at a lower temperature.

With isospin chemical potential in the theory, there are two ways for the D8-branes to separate. The configurations ‘b’ and ‘e’, shown in Figures 3 and 8, have 8-branes crossing in the bulk. It has been shown [28, 29, 30] that such non-BPS intersecting brane configurations have a tachyonic instability. A series of papers [31, 32, 33] discusses such tachyons in flat background and in Yang-Mills approximation. It was shown, using a finite temperature field theory calculation, that the tachyons disappear beyond a certain critical temperature \( (T_c) \), thereby stabilising the configuration. Accordingly, the configurations ‘b’ and ‘e’ do not exist for \( T < T_c \).

In configuration ‘c’ of Figure 4, the two sources are separated. The exact mechanism of this separation is not clear. However, this does represent a boundary theory with baryon number and isospin chemical potential. Ideally, one would like to consider energy required for separation of the sources while calculating the free energy difference. Here, we assume that the sources are separated by hand and leave further analysis for future.

On the gauge theory side, vacuum (which is the phase with no baryon number and isospin chemical potential, \( d_0 = d_3 = 0 \), and corresponds to the U-shaped configurations of Figures 1 and 7) is the least favoured, in both confined and deconfined phases, with comparison of all other phases with vacuum showing no phase transition. This is contrary to [22], which has phase transition between U-shaped and parallel brane configurations. However, in the present work, \( \Omega_{dg} \) is explored by fixing \( d_{1g} \) (see Figure 12). It is expected that changing the value of \( d_{1g} \) further below 0.4 will bring a phase transition between the phases D and G, though these values have not been explored.

Confined phase has chiral symmetry broken and there are two nuclear matter phases, B and C, corresponding to the two connected brane configurations, ‘b’ (Figure 3) and ‘c’ (Figure 4). Phase B has \( U(2) \) symmetry broken \( [27] \) while phase C appears to have \( U(2) \) symmetry restored in the UV. Configurations ‘b’ and ‘c’ have different UV asymptotics, accordingly phases B and C have not been compared. The deconfined phase also has two nuclear matter phases, E and F, with broken chiral symmetry. There is also a phase G, corresponding to the parallel brane configuration ‘g’ (Figure 7), which has chiral symmetry restored. Comparing phases F and G shows phase transitions (Figures 13, 14, 15) with phase F favoured at lower temperatures and phase G favoured at higher temperatures, implying restoration of chiral symmetry at temperatures beyond this transition, as expected in QCD. This phase transition is on the same lines as the one between nuclear matter and QGP phases in [22] and is expected because the corresponding brane configurations ‘f’ and ‘g’ are generalisations, to two pairs of D8-D8, of the cusp and parallel-brane configurations respectively in [22]. Phase E has not been compared with phases F and G on account of the corresponding brane configuration ‘e’ having UV asymptotic behaviour different from that of ‘f’ and ‘g’.

An important quantity is the grand potential function for a brane configuration. Though this is an infinite quantity, the corresponding difference for the two configurations is finite. To compare phases, we have plotted this difference, \( \Delta \Omega \), vs \( \mu_2 \) (chemical potential for the second 8-brane for the two configurations), for various temperatures \( t \) (in deconfined phase) and various values of \( \mu_1 \) (chemical potential for the first 8-brane for the two configurations). Ideally, one would like to have a three-dimensional plot, \( t - \mu_1 - \mu_2 \). However, because of the complexity of expressions, we have considered only a few values of \( \mu_1 \) and \( t \).
Further, note that $\mu_1$ and $\mu_2$ are the chemical potentials for the two flavours in the boundary theory. To get back baryon number and isospin chemical potential ($\mu_0$ and $\mu_3$), the $\mu_1 - \mu_2$ plane (in the $t - \mu_1 - \mu_2$ plot) needs to be rotated about $t$ axis by $\frac{\pi}{4}$ radians.

To explore the phase transitions further, one can consider free energy as a function of an order parameter. This corresponds to writing the effective action as a function of some bulk field. Another possible direction is to calculate transport coefficients in this model.
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A Confined phase

A.1 Action

Action for embedding of \( N_f \) D8-branes in the background generated by equation (2.1) can be written using the non-Abelian generalisation of the DBI action \[4\],

\[
S_{D8} = \frac{1}{(2\pi)^8 \alpha'^6/2} \int d^9X \ e^{-\Phi} STr \sqrt{-\det(g_{MN} + 2\pi \alpha' F_{MN})}, \tag{A.1}
\]

with \( F \) being the \( U(N_f) \) field strength and \( g_{MN} \) the pull-back of the background spacetime. The \( U(N_f) \) field can be decomposed as

\[
A = \hat{A} + \frac{A}{\sqrt{2N_f}}, \tag{A.2}
\]

with \( \hat{A} \) being the \( SU(N_f) \) field and \( A \) the \( U(1) \) field. As explained in section 1, since the motivation is to study a theory with chemical potential in the boundary, we concern ourselves with the Abelian gauge field and use that in the DBI action.

\[
S_{D8} = C_{D8} \int du \left\{ u^8 f(u)(x'_4(u))^2 + u^5 \left( \frac{1}{f(u)} - (a'_0(u))^2 \right) \right\}^{1/2}, \tag{A.3}
\]

where \( a'_0 \) is the dimensionless Abelian gauge field from equation (2.5). To implement finite baryon density in the boundary theory, it is useful to Legendre transform away the \( U(1) \) gauge field and work with the canonical conjugate,

\[
d(u) \equiv - \frac{1}{C_{D8}} \frac{\partial L_{D8}}{\delta a'_0(u)}. \tag{2.6}
\]

This gives the Legendre transformed action in equation (2.4).

Next, we evaluate the action for the 4-branes. Integrating equation (2.11), one obtains

\[
n_4 = \frac{2\pi \alpha' R^2 C_{D8}}{\beta V_3 N_c} d. \tag{A.4}
\]

DBI action for \( N_4 \) of D4-branes described in section 2 is

\[
S_{D4} = N_4 \cdot \frac{1}{(2\pi)^4 \alpha'^8/2} \int d\Omega_4 d\tau e^{-\Phi} \sqrt{g} \bigg|_{u=u_c},
\]

where \( g \) is the determinant of the metric induced on these 4-branes courtesy background spacetime in equation (2.1), and is diagonal. Further, \( N_4 \) is related to \( n_4 \) as \( n_4 = \frac{N_4}{\sqrt{g} u_c} \). The integral above evaluates to \( \frac{\Omega_4 R^4}{g} u_c \), which gives (using equations (2.1) and (A.4)),

\[
S_{D4} = \frac{1}{3} C_{D8} u_c d. \tag{2.8}
\]
A.2 D8-brane tension

Let the distance along the brane be denoted by \( x \). Now,

\[
-\frac{1}{\sqrt{g_{uu}}} \frac{\partial S_{D8}}{\partial u_c} = C^{D8} u_c^4 \times \frac{1}{u_c^{3/2} \sqrt{f(u_c)}} \left\{ 1 + f(u_c)^2 u_c^3 (x'_4(u_c))^2 \right\}^{1/2} \times \left( 1 + \frac{d^2}{u_c^5} \right) u_c^{3/4} \sqrt{f(u_c)}
\]

\[
= C^{D8} u_c^{13/4} \left( 1 + \frac{d^2}{u_c^5} \right)^{1/2} \frac{1}{\cos \theta}
\]

The proper tension along D8-brane is then given by

\[
\frac{1}{\sqrt{g_{uu}}} \frac{\partial S_{D8}}{\partial x} = f^{D8} = u_c^{13/4} \left( 1 + \frac{d^2}{u_c^5} \right)^{1/2}.
\]  \( \text{(A.5)} \)

A.3 Chemical potential

Shown next is the calculation for the chemical potential for the first D8-brane in configuration ‘c’.

\[
\delta L_{D8}^{1c} \delta x_{41} \text{ is constant, since there is no } x_{41} \text{ dependence in action equation (2.4). Further, } \int_{u_{c1}}^{\infty} du \frac{\delta L_{D8}^{1c}}{\delta x_{41}} \text{ gives } -\delta \frac{\delta L_{D8}^{1c}}{\delta d_1}, \text{ which evaluates to zero at constant } l_1. \text{ The sum } \left( \frac{\partial S_{D8}^{1c}}{\partial u_{c1}} + \frac{\partial S_{D4}^{1c}}{\partial u_{c1}} \right) \text{ needs to vanish for the first D8-brane and the corresponding baryon vertex to be in equilibrium. This gives}
\]

\[
\mu_{1c} = \int_{u_{c1}}^{\infty} du \ a'_{10}(u) + \left( \frac{C^{D8}}{\partial d_1} \right)_{t,l_1,l_2,u_{c2}} \text{.}
\]  \( \text{(A.7)} \)

\( \mu_{2c} \) can be calculated similarly. The corresponding quantities for configuration ‘b’, \( \mu_{1b} \) and \( \mu_{2b} \), have \( u_{c1} = u_{c2} \). Results are written in equations (2.22) and (2.24).
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