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Abstract. Rough sets were proposed to deal with the vagueness and incompleteness of knowledge in information systems. There are many optimization issues in this field such as attribute reduction. Matroids generalized from matrices are widely used in optimization. Therefore, it is necessary to connect matroids with rough sets. In this paper, we take field into consideration and introduce matrix to study rough sets through vector matroids. First, a matrix representation of an equivalence relation is proposed, and then a matroidal structure of rough sets over a field is presented by the matrix. Second, the properties of the matroidal structure including circuits, bases and so on are studied through two special matrix solution spaces, especially null space. Third, over a binary field, we construct an equivalence relation from matrix null space, and establish an algebra isomorphism from the collection of equivalence relations to the collection of sets, which any member is a family of the minimal non-empty sets that are supports of members of null space of a binary dependence matrix. In a word, matrix provides a new viewpoint to study rough sets.
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1 Introduction

The vagueness and incompleteness of knowledge are common phenomena in information systems. Rough set theory [22], based on equivalence relations (resp. partitions), was proposed by Pawlak in hybrid approaches to improve the performance of data analysis tools. This technique has led to many practical applications in various areas, such as attribute reduction [7,19,20,31], feature selection [4,18,25], rule extraction [13,35,26], and so on. In order to generalize the rough set theory’s applications, some scholars have extended rough sets to generalized rough sets based on tolerance relation [23], similarity relation [24] and arbitrary binary relation [18,33,37]. Through extending a partition to a covering, rough sets have been extended to covering-based rough sets [29,34,35,36]. Matroid theory also has been promoted further to study rough set theory and its applications [6].

Matroid theory [11,21] borrows extensively from linear algebra theory and graph theory. There are dozens of equivalent ways to define a matroid. Significant definitions of a matroid include those in terms of independent sets, bases, circuits, closed sets (resp. flats) and rank functions, which provides well-established platforms to connect with other theories. In applications, matroids have been widely used in many fields such as combinatorial optimization, network flows and algorithm design, especially greedy algorithm design [6,12]. In recent years, there are many fruitful achievements about the connection between matroids and rough sets [29,14,27,28,29,32].

Matrix, which is a good computational tool and easy to represent, compute and accelerate, finds many applications in most scientific fields. In physics, it is used to study physical phenomena, such as the motion of rigid bodies. In computer graphics, it is used
to project a 3-dimensional image onto a 2-dimensional screen. In probability theory and
statistics, stochastic matrices are used to describe sets of probabilities; for instance, they
are used within the PageRank algorithm that ranks the pages in a Google search. As an
approach to study rough sets, matrix has existed in many papers [10][15][16][17].

In this paper, through another way, namely vector matroids, we introduce matrix
to study rough sets. First, an approach to construct a matroid is introduced from the
viewpoint of set theory, and a matrix representation of an equivalence relation was
proposed. Over a field, though proving the matroid is the same as the one induced by the
matrix through vector matroids, we construct a matroidal structure of rough sets over a
field from matrix. Second, we introduce two special matrix solution spaces, especially
null space, to study the characteristics of the matroid. Over a field, one matrix with
entries can induce a vector matroid. It is interesting that the circuits of the matroid
are the minimal non-empty sets that are supports of members of the null space of the
matrix over the field. Third, we take binary field into consideration and construct an
equivalence relation from a matrix null space. Moreover, we find that a collection of
equivalence relations and a collection of sets, which any member is a collection of
the minimal non-empty sets that are supports of members of null space of a binary
dependence matrix, are algebra isomorphism. In a word, this work indicates that we
can study rough sets from the viewpoint of matrix.

The rest of this paper is arranged as follows. Section 2 reviews some fundamental
concepts related to rough set theory, matroid theory and linear algebra theory. In section
3 we study a matroidal structure of rough sets over a field through matrix. Section 4
introduces two special matrix solution spaces, especially null space, to study the ma-
troidal structure. In section 5 we construct an equivalence relation from the matrix null space over binary field and obtain an algebra isomorphism system between a collection of equivalence relations and a collection of sets which any member is a family of the minimal non-empty sets that are supports of members of null space of a binary dependence matrix. Section 6 concludes this paper.

2 Basic definitions

In this section, we present some fundamental concepts about rough set theory, matroid theory and linear algebra theory. First of all, we review some basic concepts of rough set theory.

2.1 Rough set theory

In Pawlak’s rough set theory, the lower and upper approximation operations are two key concepts. An equivalence relation, that is, a partition, is the simplest formulation of the lower and upper approximation operations.

Let $U$ be a finite set and $R$ an equivalence relation on $U$. $R$ will generate a partition $U/R = \{P_1, P_2, \cdots, P_s\}$ on $U$, where $P_1, P_2, \cdots, P_s$ are the equivalence classes generated by $R$. $\forall X \subseteq U$, the lower and upper approximations of $X$ are defined as follows, respectively.

- $R_*(X) = \bigcup\{P_i \in U/R : P_i \subseteq X\}$,
- $R^+(X) = \bigcup\{P_i \in U/R : P_i \cap X \neq \emptyset\}$. 

2.2 Linear algebra theory

In this subsection, we introduce some basic concepts of linear algebra theory used in this paper. Field plays an important role in linear algebra theory, we introduce the concept firstly.

**Definition 1. (Field)** A field is defined as a set together with two operations, usually called addition and multiplication, and denoted by $+$ and $\cdot$, respectively, such that the following axioms hold (subtraction and division are defined implicitly in terms of the inverse operations of addition and multiplication):

1. For all $a, b \in F$, $a + b \in F$ and $a \cdot b \in F$.
2. For all $a, b, c \in F$, $a + (b + c) = (a + b) + c$ and $(a \cdot b) \cdot c = a \cdot (b \cdot c)$.
3. For all $a, b \in F$, $a + b = b + a$ and $a \cdot b = b \cdot a$.
4. There exists an element of $F$, called the additive identity element and denoted by $0$, such that for all $a \in F$, $a + 0 = a$. Likewise, there is an element, called the multiplicative identity element and denoted by $1$, such that for all $a \in F$, $a \cdot 1 = a$.
5. For every $a \in F$, there exists an element $-a \in F$ such that $a + (-a) = 0$. Similarly, for any $a \in F$ other than 0, there exists an element $a^{-1} \in F$ such that $a \cdot a^{-1} = 1$.
6. For all $a, b, c \in F$, the following equalities holds: $a \cdot (b + c) = (a \cdot b) + (a \cdot c)$ and $(b + c) \cdot a = (b \cdot a) + (c \cdot a)$.

A field is therefore an algebraic structure $\langle F, +, \cdot, -^{-1}, 0, 1 \rangle$. Generally, for a field $F$ and positive integer $n$, $V(n, F)$ denotes the $n$–dimensional vector space over $F$. Any element of $V(n, F)$ is denoted as $\mathbf{v} = (v_1, v_2, \cdots, v_n)^T$ where $v_i \in F$ ($1 \leq i \leq n$). The operations on $V(n, F)$ are established as follows. For all $\mathbf{v} = \mathbf{v}$...
Null space, as an important concept in linear algebra theory, provides us a method to study rough sets in this paper.

**Definition 2.** [13] Let $F$ be a field and $A$ a $m \times n$ matrix over $F$. The null space of an $m \times n$ matrix $A$, written as $\mathcal{N}_F(A)$, is the set of all solutions to the homogeneous equation $Ax = 0$. In set notion, $\mathcal{N}_F(A) = \{x \in V(n,F): Ax = 0\}$.

Vectors $v_1, v_2, \cdots, v_n \in V(n,F)$ are said to be linearly independent over $F$ if there exist $x_1, x_2, \cdots, x_n \in F$ such that the vector equation $x_1v_1 + x_2v_2 + \cdots + x_nv_n = 0$ has only the trivial solution, and are said to be linearly dependent over $F$ if there exist $c_1, c_2, \cdots, c_p \in F$, not all zero, such that $c_1v_1 + c_2v_2 + \cdots + c_nv_n = 0$.

The rank of matrix $A$ over $F$ is the maximum number of linearly independent columns in $A$ and the maximum number of linearly independent columns in $A^T$ (rows in $A$), and we denote it by $r_F(A)$.

**Definition 3.** (Algebra isomorphism) [30] Let $(\mathbb{A}, \cdot)$ and $(\mathbb{B}, \circ)$ be two closed algebraic systems. If there exists a bijection $f$ from $A$ to $B$ such that $f(A_1 \cdot A_2) = f(A_1) \circ f(A_2)$ for all $A_1, A_2 \in A$, then we say $f$ is an isomorphism, and $A, B$ are isomorphic, denoted by $A \cong B$.

### 2.3 Matroid theory

Matroid theory borrows extensively from the terminology of linear algebra theory and graph theory, largely because it is the abstraction of various notions of central im-
portance in these fields, such as independent set, base, rank function. For convenience, we introduce some symbols firstly.

**Definition 4.** \([11,21]\) Let \(\mathcal{A}\) be a family of subsets of \(U\). One can denote
\[
\text{Low}(\mathcal{A}) = \{X \subseteq U : \exists A \in \mathcal{A} \text{ such that } A \subseteq X\};
\]
\[
\text{Min}(\mathcal{A}) = \{X \subseteq U : \forall A \in \mathcal{A}, \text{ if } Y \subseteq X, \text{ then } X = Y\};
\]
\[
\text{Max}(\mathcal{A}) = \{X \subseteq U : \forall A \in \mathcal{A}, \text{ if } X \subseteq X, \text{ then } X = Y\}.
\]

**Definition 5.** (Matroid) \([11,21]\) A matroid is an ordered pair \((U, \mathcal{I})\) consisting of a finite set \(U\) and a collection \(\mathcal{I}\) of subsets of \(U\) satisfying the following three conditions:

1. \(\emptyset \in \mathcal{I}\);
2. If \(I \in \mathcal{I}\) and \(I' \subseteq I\), then \(I' \in \mathcal{I}\);
3. If \(I_1, I_2 \in \mathcal{I}\) and \(|I_1| < |I_2|\), then there is an element \(e \in I_2 - I_1\) such that \(I_1 \cup e \in \mathcal{I}\), where \(|X|\) denotes the cardinality of \(X\).

Let \(M(U, \mathcal{I})\) be a matroid. The members of \(\mathcal{I}\) are the independent sets of \(M\). A set in \(\mathcal{I}\) is maximal, in the sense of inclusion, is called a base of the matroid \(M\). If \(A \notin \mathcal{I}\), \(A\) is called dependent set. In the sense of inclusion, a minimal dependent subset of \(U\) is called a circuit of the matroid \(M\). The collections of the bases, the dependent sets and the circuits of a matroid \(M\) are denoted by \(\mathcal{B}(M), \mathcal{D}(M)\) and \(\mathcal{C}(M)\), respectively.

Matroids can be defined in many different but equivalent ways. The following definition defines a matroid from the viewpoint of circuit.

**Definition 6.** (Circuit axiom)\([11,21]\) Let \(\mathcal{C}\) be a family of subset of \(U\). There exists a matroid \(M\) such that \(\mathcal{C} = \mathcal{C}(M)\) if and only if \(\mathcal{C}\) satisfies the following conditions:

1. \(\emptyset \in \mathcal{C}\);
(C2) for all $C_1, C_2 \in \mathcal{C}$, if $C_1 \subseteq C_2$, then $C_1 = C_2$;

(C3) for all $C_1, C_2 \in \mathcal{C}$, if $C_1 \neq C_2$ and $x \in C_1 \cap C_2$, then there exists $C_3 \in \mathcal{C}$ such that $C_3 \subseteq C_1 \cup C_2 - \{x\}$.

The name "matroid" was coined by Whitney because a class of fundamental examples of such objects arises from matrices in the following way.

**Definition 7. (Vector matroid)** Let $U$ be the set of column labels of an $m \times n$ matrix $A$ over a field $F$, and $\mathcal{I}$ the set of subsets $X$ of $U$ for which the columns labeled by $X$ is linearly independent in the vector space $V(m, F)$. Then $(E, \mathcal{I})$ is a matroid. It is called the vector matroid of $A$, which denoted by $M_F[A]$.

**Example 1.** Let $\mathbb{R}$ be a real number field and $A$ a matrix over $\mathbb{R}$.

$$A = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1
\end{bmatrix}$$

Then $U = \{1, 2, 3, 4, 5\}$ and $M_{\mathbb{R}}[A] = (E, \mathcal{I})$, where $\mathcal{I} = \{\emptyset, \{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{1, 2\}, \{1, 4\}, \{1, 5\}, \{2, 3\}, \{3, 4\}, \{3, 5\}\}$.

**Definition 8. (Isomorphism)** Let $M_1 = M(U_1, \mathcal{I}_1)$ and $M_2 = M(U_2, \mathcal{I}_2)$ be two matroids. $M_1$ and $M_2$ are isomorphic, denoted as $M_1 \cong M_2$, if there is a bijection $\varphi : U_1 \to U_2$ such that $I \in \mathcal{I}_1$ if and only if $\varphi(I) \in \mathcal{I}_2$.

### 3 Matrix to matroidal structure of rough sets over a field

Matrix, which is a good computational tool and easy to represent, compute and accelerate, finds many applications in most scientific fields. As an important branch
of matroid theory, vector matroid, which is defined on the set of columns of matrix, provides good tool to study rough sets. In this section, we will construct matroidal structures of rough sets over a field from matrices through vector matroid. First, an existing matroidal structure of rough sets is provided, and a matrix representation of an equivalence relation is established. Given a field, through proving the existing matroidal structure is the same as the one induced by the matrix representation through vector matroids, we construct a matroidal structure of rough sets over a field from matrix. First of all, an approach to induce a matroidal structure from an equivalence relation is provided.

**Proposition 1.** [28] Let $R$ be an equivalence relation on $U$ and $U/R = \{P_1, P_2, \cdots, P_s\}$.

$$C(R) = \{\{x, y\} \subseteq U | \{x, y\} \subseteq P_i, \forall i \in \{1, 2, \cdots, s\}\}$$

satisfies circuit axiom $(C1), (C2)$ and $(C3)$. Moreover, there exists a matroid $M$ such that $C(M) = C(R)$, and we denote this matroid as $M(R)$.

The above proposition proposes an approach to induce a matroidal structure of rough sets from the viewpoint of set theory. Matrix as a research tool has existed in most scientific fields. We also want to use matrix to study rough sets. Therefore, we define a matrix representation of an equivalence relation firstly.

**Definition 9.** Let $R$ an equivalence relation on $U = \{x_1, x_2, \cdots, x_n\}$ and $U/R = \{P_1, P_2, \cdots, P_s\}$. We denote a matrix $B(R) = (b_{ij})_{s \times n}$ as follows:

$$b_{ij} = \begin{cases} 1 & x_j \in P_i, \\ 0 & x_j \notin P_i. \end{cases}$$ (1)
Remark 1. $B(R)$ does not contain zero rows and zero columns, and any column of it has only one non-zero component. If we denote 1 and 0 as the multiplicative and additive identity elements of $F$, respectively, then $B(R)$ can be regarded as a matrix over $F$.

For any element of $U$, we can denote it by $x_i (i \in \mathbb{N}_+)$, For any element of $U/R$, we can denote it by $P_i (i \in \mathbb{N}_+)$. In above definition, we label the columns of $B(R)$ by the elements of $U$ (in the sequential order of $\Gamma_U$) and the rows of $B(R)$ by the elements of $U/R$ (again, in the sequential order of $\Gamma_{U/R}$), where $\Gamma_U$ indicates the index set of all elements of $U$ and $\Gamma_{U/R}$ indicates the index set of all elements of $U/R$. If the order of $\Gamma_U$(resp. $\Gamma_{U/R}$) changes, then $B(R)$ changes accordingly. An example is provided to illustrate the statements.

Example 2. Suppose $R$ is an equivalence relation on $U = \{x_1, x_2, x_3, x_4, x_5\}$ and $U/R = \{P_1, P_2\}$, where $P_1 = \{x_1, x_3\}$ and $P_2 = \{x_2, x_4, x_5\}$. Then $\Gamma_U = \{1, 2, 3, 4, 5\}$ (sequential order) and $\Gamma_{U/R} = \{1, 2\}$. We also can obtain one matrix representation of $R$ as follows:

$$B(R) = \begin{bmatrix} P_1 & \begin{bmatrix} 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 1 \end{bmatrix} \\ P_2 & \end{bmatrix}.$$ 

If $U = \{x_1, x_3, x_2, x_4, x_5\}$ and $U/R = \{P_1, P_2\}$, then $\Gamma_U = \{1, 3, 2, 4, 5\}$ and $\Gamma_{U/R} = \{1, 2\}$. We also can obtain the other matrix representation of $R$ as follows:

$$B(R) = \begin{bmatrix} P_1 & \begin{bmatrix} 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 \end{bmatrix} \\ P_2 & \end{bmatrix}.$$
If $U = \{x_1, x_3, x_2, x_4, x_5\}$ and $U/R = \{P_2, P_3\}$, then $\Gamma_U = \{1, 2, 3, 4, 5\}$ and $\Gamma_{U/R} = \{2, 1\}$. We also can obtain another matrix representation of $R$ as follows:

$$B(R) = \begin{bmatrix}
    x_1 & x_3 & x_2 & x_4 & x_5 \\
    P_1 & 0 & 0 & 1 & 1 & 1 \\
    P_2 & 1 & 1 & 0 & 0 & 0
\end{bmatrix}.$$ 

Therefore, different orders of $\Gamma_U$ (resp. $\Gamma_{U/R}$) determine different matrix representations of $R$.

As we know, a matrix with entries in a field gives rise to a matroid on its set of columns through vector matroids. The dependent sets of the matroid are those columns of the matrix that are linearly dependent as vectors over the field. Let $M = M_F[A]$. In general, $M$ does not uniquely determine $A$. One can obtain a matrix from $A$ by using some row elementary transformations which root in matroid theory. It is not difficult to check that $M$ remains unchanged through these transformations. In addition to that, if we interchange any two columns of $A$ with the labels of them, then $M$ remains unchanged. Once the labels change but the columns labeled by them dose not change accordingly, then these two vector matroids may not be the same one. In order to understand the above standpoints better, we take the following matrix for example.

**Example 3.** Let us revisit Example 2. Suppose $U = \{x_1, x_2, x_3, x_4, x_5\}$ and $U/R = \{P_1, P_2\}$. We obtain a matrix $B(R)$ (the first one in Example 2). If we interchange the 2th column and the 3th column of $B(R)$ but the labels of them remain unchanged, then
we obtain the other matrix as follows:

\[
B' (R) = \begin{bmatrix}
x_1 & x_2 & x_3 & x_4 & x_5 \\
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 \\
\end{bmatrix}
\]

If we interchange the 2th column and the 3th column of \(B(R)\) with the labels of them, then we obtain another matrix (the second one in Example 2) and we denote it by \(B''(R)\). It is clear that \(M_R[B'(R)] = (U, \mathcal{I}')\), where \(\mathcal{I}' = \{\emptyset, \{x_1\}, \{x_2\}, \{x_3\}, \{x_4\}, \{x_5\}, \{x_1, x_3\}, \{x_1, x_4\}, \{x_1, x_5\}, \{x_2, x_3\}, \{x_2, x_4\}, \{x_2, x_5\}\} \) and \(M_R[B''(R)] = (U, \mathcal{I}'')\), where \(\mathcal{I}'' = \{\emptyset, \{x_1\}, \{x_2\}, \{x_3\}, \{x_4\}, \{x_5\}, \{x_1, x_2\}, \{x_1, x_4\}, \{x_1, x_5\}, \{x_2, x_3\}, \{x_2, x_4\}, \{x_3, x_5\}\} \). One can define a mapping \(\varphi : U \rightarrow U\) as follows: \(\varphi(x_2) = x_3, \varphi(x_3) = x_2\) and \(\varphi(x_i) = x_i(i = 1, 4, 5)\). It is obvious that the mapping \(\varphi\) is bijection. Thus \(M_R[B(R)] = M_R[B''(R)] \cong M_R[B'(R)]\).

As the order of row labels of a matrix dose not change the vector matroid induced by the matrix, we will not take them into consideration in the following discussion. For a ground set \(U\), we denote the \(i\)th element of \(U\) by \(x_i\) (\(i \in \mathbb{N}_+\) and \(1 \leq i \leq |U|\)) and we obtain \(\Gamma_U\). For an order of \(\Gamma_U\), we obtain one matrix representation of an equivalence relation. Changing the order of \(\Gamma_U\), we obtain the other matrix. Essentially, the latter matrix is obtained from the former matrix through exchanging some columns with the labels of them. Therefore, for arbitrary order of \(\Gamma_U\), we obtain different \(B(R)\). However, these matrices induce the same matroid over the same field. In a word, in order to study the relation between the matroid and \(M(R)\), we just need to study the relation between \(M(R)\) and the vector matroid induced by \(B(R)\) which defined in Definition 9. The following theorem indicates that the matroid is the same as \(M(R)\) over any field.
Theorem 1. Let $R$ be an equivalence relation on $U$ and $B(R)$ a matrix representation of $R$ over $F$. $M(R) = M_F[B(R)]$.

Proof. Let $U = \{x_1, x_2, \cdots, x_n\}$. We can obtain $B(R) = [\beta_1, \beta_2, \cdots, \beta_n]$ and we know the columns of $B(R)$ are labeled, in order, by $x_1, x_2, \cdots, x_n$. Since a set of circuits decides only one matroid, we need to prove only $C(R) = C(M_F[B(R)])$, i.e., $C(R) = \text{Min}(\{X \subseteq U : \text{The columns of } B(R) \text{ labeled by } X \text{ are linearly dependent in } V(n, F)\})$. Suppose $U/R = \{P_1, P_2, \cdots, P_s\}$, $\forall \{x_i, x_j\} \in C(R)$, there exists $P_k \in U/R$ such that $\{x_i, x_j\} \subseteq P_k$. According to the definition of $B(R)$, we know that $\beta_i = \beta_j$. Thus $\beta_i$ and $\beta_j$ are linearly dependent in $V(n, F)$.

Because $B(R)$ does not contain zero columns, the column labeled by $x_i$ or $x_j$ is linearly dependent in $V(n, F)$. Hence $C(R) \subseteq \text{Min}(\{X \subseteq U : \text{The columns of } B(R) \text{ labeled by } X \text{ are linearly dependent in } V(n, F)\})$. For all $X \in \text{Min}(\{X \subseteq U : \text{The columns of } B(R) \text{ labeled by } X \text{ are linearly dependent in } V(n, F)\})$, then $X$ is a dependent set in $M(R)$; otherwise, $X$ does not contain circuits. According to the definition of $B(R)$, we know the columns of $B(R)$ labeled by $X$ are different and these columns form a $|X| \times |X|$ identity matrix, where $|X|$ denotes the cardinality of $X$. Hence these columns are linearly independent in $V(n, F)$, which implies contradictory. Now we need to prove $X$ is a circuit of $M(R)$. From above proof, we know $X$ is circuit of $M(R)$; otherwise, there exists $C \in C(M(R))$ such that $C \subset X$, i.e., $C \in \{X \subseteq U : \text{The columns of } B(R) \text{ labeled by } X \text{ are linearly dependent in } V(n, F)\}$ such that $C \subset X$ because $C(R) \subseteq \text{Min}(\{X \subseteq U : \text{The columns of } B(R) \text{ labeled by } X \text{ are linearly dependent in } V(n, F)\})$. That contradicts the fact that $X \in \text{Min}(\{X \subseteq U : \text{The columns of }$
$B(R)$ labeled by $X$ are linearly dependent in $V(n, F)$. Hence, $\text{Min}\{X \subseteq U : \text{The columns of } B(R) \text{ labeled by } X \text{ are linearly dependent in } V(n, F)\} \subseteq C(R)$.

As we know, a common field is finite field or Galois field which contains a finite number of elements. Now we introduce the simplest field, i.e., binary field.

**Definition 10. (Binary field)** Let $GF = \{0, 1\}$. If the addition and multiplication of $GF$ are defined in Table 1, then $(GF, +, \cdot)$ is called binary field and we denote it as $GF(2)$.

| + | 0 | 1 |
|---|---|---|
| 0 | 0 | 1 |
| 1 | 1 | 0 |

| - | 0 | 1 |
|---|---|---|
| 0 | 0 | 0 |
| 1 | 0 | 1 |

$GF(2)$ is a special field. Based on Theorem 11 it is not difficult for us to obtain the following corollary.

**Corollary 1.** Let $R$ be an equivalence relation on $U$. $M(R) = M_{GF(2)}[B(R)]$.

For an order of $\Gamma_U$, we can obtain a matrix $B(R)$. From above theorem, we find that the matrix induces the same matroid over different fields, which is determined by the particularity of the matrix. However, in many cases, the vector matroids induced by the same matrix over different fields may not be the same one. The example below illustrates this viewpoint.
Example 4. Suppose

\[
A = \begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}.
\]

We may as well suppose \( A = [\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6] \) which are labeled, in order, by \( x_1, x_2, x_3, x_4, x_5, x_6 \). Then \( \alpha_4, \alpha_5, \alpha_6 \) are linearly independent over real number field because \( \det([\alpha_4, \alpha_5, \alpha_6]) = -2 \neq 0 \). However, \( \det([\alpha_4, \alpha_5, \alpha_6]) = 0 \) over \( GF(2) \), i.e., \( \alpha_4, \alpha_5, \alpha_6 \) are linearly dependent over binary field. In addition to that, any two columns of \( \alpha_4, \alpha_5 \) and \( \alpha_6 \) are linearly independent over \( GF(2) \) because the determinant of them is not zero over \( GF(2) \). Therefore, \( \{x_4, x_5, x_6\} \in \mathcal{C}(M_{GF(2)}[A]) \) but \( \{x_4, x_5, x_6\} \notin \mathcal{C}(M_R[A]), \) i.e., \( M_{GF(2)}[A] \neq M_R[A] \).

4 Matroidal structure of rough sets over a field to two special matrix solution spaces

In section 3, we has obtained a matroidal structure of rough sets over a field from matrix. In this section, we will study some characteristics of the matroidal structure through two matrix solution spaces, especially matrix null space. First of all, an operator is proposed to connect vector space with set theory.

Definition 11. \([17,27]\) Let \( F \) be a field and \( U = \{x_1, x_2, \ldots, x_n\} \). We define a mapping \( \theta : V(n, F) \to 2^U \) as follows: for all \( \mathbf{v} = (v_1, v_2, \ldots, v_n)^T \in V(n, F) \),

\[
\theta(\mathbf{v}) = \{x_i \in U : v_i \neq 0, 1 \leq i \leq n\},
\]

where 0 is the additive identity element of \( F \). we call \( \theta(\mathbf{v}) \) the support of \( \mathbf{v} \).
Example 5. Let $F$ be a field and $U = \{x_1, x_2, x_3, x_4, x_5\}$. If $v_1 = (1, -1, 3, 0, 4)^T \in V(5, F)$ and $v_2 = (1, 1, 0, 0, 1)^T \in V(5, F)$, then $\theta(v_1) = \{x_1, x_2, x_3, x_5\}$ and $\theta(v_2) = \{x_1, x_2, x_5\}$.

Matrix null space is an important concept in linear algebra theory. According to the characteristic of it and the definition of vector matroid, it is natural for us to combine them with each other.

Proposition 2. Let $F$ be a field and $A$ an $m \times n$ matrix over $F$. If $M = M_F[A]$, then $\{\theta(N_F(A)) - \emptyset\} \subseteq D(M)$.

Proof. It is well known that, by row elementary transformations and some column elementary transformations which root in matroid theory, one can reduce any matrix $G$ to the form $[I_r | D]$, where $r = r_F(G)$, $I_r$ is the $r \times r$ identity matrix and $D$ is a $r \times (n - r)$ matrix over $F$. Then we may as well suppose $A = [I_r | D] = [\alpha_1, \alpha_2, \ldots, \alpha_n]$. And the columns of $A$ are labeled, in order, by $x_1, x_2, \ldots, x_n$. If $r = n$, then $A = I_n$. Since $r_F(A) = n$. Thus $D(M) = \emptyset$, and $Av = 0$ has only trivial solution, i.e., $\{\theta(N_F(A)) - \emptyset\} = \emptyset$. Hence we obtain the result. If $r < n$, then $Av = 0$ has nontrivial solution, i.e., $\{\theta(N_F(A)) - \emptyset\} \neq \emptyset$. For all $D = \{x_{i_1}, x_{i_2}, \ldots, x_{i_s}\} \in \{\theta(N_F(A)) - \emptyset\}$, there exists $v_D = (v_{i_1}, v_{i_2}, \ldots, v_{i_s})^T \in V(n, F)$ such that $Av_D = 0$ and $\theta(v_D) = D$. Then $v_{i_1}, v_{i_2}, \ldots, v_{i_s} (1 \leq s \leq n)$ are non-zero components of vector $v_D$. Thus $0 = Av_D = \sum_{i=1}^n v_i \alpha_i = \sum_{j=1}^s v_i \alpha_{i_j}$, that is, the columns of $A$ labeled by $D$ are linearly dependent over $F$. Hence, $\{\theta(N_F(A)) - \emptyset\} \subseteq D(M)$.

Conversely, the collection of dependent sets of $M_F[A]$ may not be contained in $\{\theta(N_F(A)) - \emptyset\}$. The following example illustrates that viewpoint.
Example 6. Let us revisit Example 2. We may as well suppose $B(R) = [β_1, β_2, β_3, β_4, β_5]$ (the first one in Example 2). We know that the columns of $B(R)$ are labeled, in order, by $x_1, x_2, x_3, x_4, x_5$. It is easy to check that $β_1, β_2, β_4$ are linearly dependent in $V(n, GF(2))$, that is, $\{x_1, x_2, x_4\} \in D(M_{GF(2)}[B(R)])$. Suppose $x = (1, 1, 0, 1, 0)^T \in V(5, GF(2))$. We know that $\{x_1, x_2, x_4\} = \theta(x)$, but $B(R)x = (1, 0)^T \neq 0$ over binary field. Thus $\{x_1, x_2, x_4\} \notin \{\theta(N_{GF(2)}(B(R))) - \emptyset\}$.

What about the relation between the matrix null space and the circuits of a vector matroid? In order to solve this problem, we present the following proposition firstly.

**Proposition 3.** Let $F$ and $S$ are two families of subsets of $U$. If $F \subseteq S$ and $\text{Min}(S) \subseteq \text{Min}(F)$, then $\text{Min}(S) = \text{Min}(F)$.

**Proof.** We need to prove $\text{Min}(F) \subseteq \text{Min}(S)$. If $\text{Min}(F) \nsubseteq \text{Min}(S)$, then there exists $F \in \text{Min}(F) - \text{Min}(S)$. Since $F \subseteq S$, $\text{Min}(F) \subseteq S$, i.e., $F \in \text{Min}(F) - \text{Min}(S) \subseteq S - \text{Min}(S)$. Thus there exists $S \in S$ such that $S \subset F$. Denote $W = \text{Min}\{W \in S : W \subset F\}$. For all $W \in W$, we know $W \in \text{Min}(S)$; otherwise, there exists $W_1 \in S$ such that $W_1 \subset W$. Since $W \subseteq F$, $W_1 \subset F$. Thus there exists $W_1 \in \{W \in S : W \subset F\}$ such that $W_1 \subset W$, which contradicts $W \in W$. Therefore we have $W \in \text{Min}(F)$ according to $\text{Min}(S) \subseteq \text{Min}(F)$, which contradict the fact that $F \in \text{Min}(F)$. Hence we prove $\text{Min}(F) \subseteq A$, that is, $A = \text{Min}(F)$.

**Remark 2.** For any two family of sets $F$ and $S$, if $F \subseteq S$, then we may not have the result $\text{Min}(F) \subseteq \text{Min}(S)$.

Example 7. Let $F = \{\{2, 3\}\}$ and $S = \{\{2\}, \{3\}, \{2, 3\}\}$. It is obvious that $F \subseteq S$, but $\text{Min}F = \{\{2, 3\}\} \nsubseteq \text{Min}(S) = \{\{2\}, \{3\}\}$. 
The following theorem indicates that, over a field, the collection of circuits of the vector matroid induced by a matrix is just the collection of the minimal non-empty sets that are supports of members of null space of the matrix.

**Theorem 2.** Let $F$ be a field and $A$ an $m \times n$ matrix over $F$. If $M = M_F[A]$, then $C(M) = \text{Min}(\{\theta(N_F(A)) - \emptyset\})$.

**Proof.** It is well known that, by row elementary transformations and some column elementary transformations which root in matroid theory, one can reduce matrix $G$ to the form $[I_r|D]$, where $r = r_F(G)$, $I_r$ is the $r \times r$ identity matrix and $D$ is a $r \times (n-r)$ matrix over $F$. Then we may as well suppose $A = [I_r|D] = [\alpha_1, \alpha_2, \cdots, \alpha_n]$ of which the columns are labeled, in order, by $x_1, x_2, \cdots, x_n$. If $r = n$, then $C(M) = \emptyset$ and $Av = 0$ has only trivial solution, i.e, $\{\theta(N_F(A)) - \emptyset\} = \emptyset$. Thus we obtain the result.

If $r < n$, then $Av = 0$ has nontrivial solution, i.e., $\{\theta(N_F(A)) - \emptyset\} \neq \emptyset$. We may as well suppose $C = \{x_{i_1}, x_{i_2}, \cdots, x_{i_s}\}$ is a circuit of $M$, where $1 \leq s \leq n$. According to the definition of vector matroid, we know the columns of $A$ which are labeled by the elements of $C$ are linearly dependent, that is, there exist some elements $k_{i_1}, k_{i_2}, \cdots, k_{i_s}$ of $F$ which all are not equal to zero such that $0 = k_{i_1}\alpha_{i_1} + k_{i_2}\alpha_{i_2} + \cdots + k_{i_s}\alpha_{i_s} = \sum_{j=1}^{s} k_{i_j}\alpha_{i_j} + \sum_{t \neq i_j, 1 \leq j \leq s} 0 \cdot \alpha_t = Av$, where $v = (v_1, v_2, \cdots, v_n)^T \in V(n, F)$.

If $p \neq i_j (1 \leq j \leq s)$, then $v_p = 0$. Of course, if $p = i_j (1 \leq j \leq s)$, then $v_p$ may equal to 0. Next, we want to prove that $k_{i_j} \neq 0$ for all $j \in \{1, 2, \cdots, s\}$; otherwise, we may as well suppose $k_{i_1}, k_{i_2}, \cdots, k_{i_t} \neq 0 (t < s)$, then $\theta(v') \subset C$, where $v' = (v'_1, v'_2, \cdots, v'_n)^T$, and $v'_p \neq 0$ if and only if $p \in \{i_1, i_2, \cdots, i_t\}$. Moreover, $0 = k_{i_1}\alpha_{i_1} + k_{i_2}\alpha_{i_2} + \cdots + k_{i_s}\alpha_{i_s} = k_{i_1}\alpha_{i_1} + k_{i_2}\alpha_{i_2} + \cdots + k_{i_t}\alpha_{i_t}$, then the columns $\alpha_{i_1}, \alpha_{i_2}, \cdots, \alpha_{i_s}$ are linearly dependent in $V(n, F)$, hence $\theta(v')$ is a dependent set of
According to the definition of dependent set of matroid, there exists \( C_1 \in C(M) \) such that \( C_1 \subseteq \theta(v') \subset C \). According to the (2) of circuit axiom, we can obtain the contradictory. Hence, \( \theta(v) = C \), that is, \( C \in \{\theta(N_F(A)) - \emptyset\} \). Moreover, \( C \in Min(\{\theta(N_F(A)) - \emptyset\}) \); otherwise, there exists \( D \in \{\theta(N_F(A)) - \emptyset\} \) such that \( D \subset C \). According to Proposition 2 we have \( \{\theta(N_F(A)) - \emptyset\} \subseteq D(M) \). Thus \( D \in D(M) \), that is, there exists \( C_2 \in C(M) \) such that \( C_2 \subseteq D \subset C \) which contradicts the (2) of circuit axiom. Therefore \( Min(D(M)) = C(M) \subseteq Min(\{\theta(N_F(A)) - \emptyset\}) \). Combing with \( \{\theta(N_F(A)) - \emptyset\} \subseteq D(M) \) and Proposition 3 we can obtain \( Min(D(M)) = Min(\{\theta(N_F(A)) - \emptyset\}) = C(M) \).

As we know, over the same field, any two matrices which have the same number of columns may generate the same vector matroid. Theorem 2 indicates that the families of the minimal non-empty sets that are supports of members of null space of these matrices are unique. Combining with Theorem 1 and 2 we obtain the following two corollaries.

**Corollary 2.** \( C(R) = Min(\{\theta(N_F(B(R))) - \emptyset\}) \).

For a field, the addition and multiplication of it are uncertain, we can not compute the circuits of a matroid easily. Binary field is the simplest field and the operations of it are clear. Hence we can obtain the circuits of \( M(R) \) easily through calculating null space of \( B(R) \) over the field.

**Corollary 3.** \( C(R) = Min(\{\theta(N_{GF(2)}(B(R))) - \emptyset\}) \).

According to the particularity of binary field, we may consider whether we can characterize \( M(R) \) by using other solution spaces. Inspired by the null space, we introduce the other matrix solution space to study \( M(R) \).
Definition 12. Let $F$ be a field and $A$ an $m \times n$ matrix over $F$. We denote the set of all solutions to the non-homogeneous equation $Ax = 1$ by $I_F(A)$. In set notion, $I_F(A) = \{ x \in V(n,F) : Ax = 1 \}$.

So how do you use the space to characterize matroid $M(R)$ over binary field? Firstly, we establish the relation between $\{ \theta(I_{GF(2)}(B(R))) \}$ and the family of sets of which the upper approximations are equal to ground set.

Proposition 4. Let $R$ be an equivalence relation on $U$ and $B(R)$ a matrix representation of $R$. $\{ \theta(I_{GF(2)}(B(R))) \} \subseteq \{ X \subseteq U : R^*(X) = U \}$.

Proof. Suppose $U = \{ x_1, x_2, \cdots, x_n \}$ and $U/R = \{ P_1, P_2, \cdots, P_s \}$. We can obtain $B(R) = [\beta_1, \beta_2, \cdots, \beta_n]$ of which the columns are labeled, in order, by $x_1, x_2, \cdots, x_n$.

For all $X \in \{ \theta(I_{GF(2)}(B(R))) \}$, we may as well suppose $X = \{ x_{i_1}, x_{i_2}, \cdots, x_{i_t} \}$ and $v \in V(n, GF(2))$ such that $\theta(v) = X$. Then we can obtain $\beta_{i_1} + \beta_{i_2} + \cdots + \beta_{i_t} = 1$.

Assume $A = [\beta_{i_1}, \beta_{i_2}, \cdots, \beta_{i_t}]$. In order to satisfy the equality $\beta_{i_1} + \beta_{i_2} + \cdots + \beta_{i_t} = 1$ over binary field, the $jth (j \in \{ 1, 2, \cdots, s \})$ row of $A$ has odd number of 1. Combining with the definition of $B(R)$, we have $X \cap P_i \neq \emptyset$ for all $i \in \{ 1, 2, \cdots, s \}$, that is, $R^*(X) = U$. Thus $X \subseteq \{ X \subseteq U : R^*(X) = U \}$, that is, $\{ \theta(I_{GF(2)}(B(R))) \} \subseteq \{ X : R^*(X) = U \}$.

However, there exists a subset $X$ of $U$ satisfies $R^*(X) = U$ but $B(R)v \neq 1$ over binary field, where $v \in V(n, GF(2))$ and $\theta(v) = X$.

Example 8. Let us revisit Example 2. We take the first one matrix $B(R)$ for example.

Suppose $X = \{ x_1, x_2, x_3 \}$. Then $v = (1, 1, 1, 0, 0)^T \in V(5, GF(2))$ and $\theta(v) = X$. 
It is clear that $R^*(X) = U$, but $B(R)v = \beta_1 + \beta_2 + \beta_3 = (0, 1)^T$, i.e., $X \notin \{\theta(I_{GF(2)}(B(R)))\}$ over binary field. Hence \(\{X : R^*(X) = U\} \notin \{\theta(I_{GF(2)}(B(R)))\}\).

In order to characterize $M(R)$ by using $I_{GF(2)}(B(R))$, we need to search a certain characteristic of the matroid which has close relation with the set \(\{X \subseteq U : R^*(X) = U\}\). According to the peculiarity of $B(R)$, the following proposition establishes the bases of $M(R)$.

**Proposition 5.** Let $R$ be an equivalence relation on $U$ and $U/R = \{P_1, P_2, \cdots, P_s\}$.

\[
B(M(R)) = \{X \subseteq U : |X \cap P_i| = 1, \forall i \in \{1, 2, \cdots, s\}\}.
\]

**Proof.** Let $U = \{x_1, x_2, \cdots, x_n\}$. we obtain the $B(R) = [\beta_1, \beta_2, \cdots, \beta_n]$ of which the columns are labeled, in order, by $x_1, x_2, \cdots, x_n$. According to the definition of matrix $B(R)$, we know $r_F(B(R)) = s$. Since $M(R) = M_F([B(R)])$, $B$ is a base of $M(R)$ if and only if the columns of $B(R)$ labeled by the elements of $B$ is a maximal independent subset of the matrix. Since $r_F(B(R)) = s$, any linearly independent columns of $B(R)$ with the cardinality $s$ form a maximal independent subset of $B(R)$. For all $B \in B(M(R))$, we may as well suppose $B = \{x_{i_1}, x_{i_2}, \cdots, x_{i_s}\}$.

Then $x_{i_j} \in P_j$ for all $j \in \{1, 2, \cdots, s\}$; otherwise, we may as well suppose there exist $x_{i_1}$ and $x_{i_2}$ such that $x_{i_1}, x_{i_2} \in P_1$, then $\beta_{i_1} = \beta_{i_2}$. Thus $\beta_{i_1}$ and $\beta_{i_2}$ are linearly dependent in $V(n, F)$, which makes the columns labeled by $B$ are linearly dependent in $V(n, F)$. That contradicts $B \in B(M([B(R)]))$. Hence $|B \cap P_i| = 1$ for all $i \in \{1, 2, \cdots, s\}$, i.e., $B(M(R)) \subseteq \{X \subseteq U : |X \cap P_i| = 1, \forall i \in \{1, 2, \cdots, s\}\}$.

Conversely, $\forall X \in \{X \subseteq U : |X \cap P_i| = 1, \forall i \in \{1, 2, \cdots, s\}\}$, then the cardinality of $X$ is $s$ and the columns of $B(R)$ labeled by $X$ are linearly independent over $F$, hence
\( X \in B(M_{F|B(R)}) \). According to Theorem 1, we have \( B(M_{F|B(R)}) = B(M(R)) \).

Thus we obtain the result.

According to the relation between the independent sets and the bases of a matroid, we obtain the following corollary.

**Corollary 4.** Let \( R \) be an equivalence relation on \( U \) and \( U/R = \{P_1, P_2, \cdots, P_s\} \).

\[ \mathcal{I}(M(R)) = \{X \subseteq U : |X \cap P_i| \leq 1, \forall i \in \{1, 2, \cdots, s\}\}. \]

Combining Proposition 5 with the definition of upper approximation of any subset of ground set, we can obtain the following proposition.

**Proposition 6.** Let \( R \) be an equivalence relation on \( U \). \( B(M(R)) = \text{Min}(\{X \subseteq U : R^*(X) = U\}) \).

Based on the above three propositions, the following theorem connects the bases of \( M(R) \) with the solution space \( I_{GF(2)}(B(R)) \). It is interesting to find that, over binary field, the collection of bases of the vector matroid induced by a matrix is just the collection of the minimal non-empty sets that are supports of members of \( I_{GF(2)}(B(R)) \).

**Theorem 3.** Let \( R \) be an equivalence relation on \( U \) and \( B(R) \) a matrix representation of \( R \). \( B(M(R)) = \text{Min}(\{\emptyset(I_{GF(2)}(B(R)))\}) \).

**Proof.** Let \( U = \{x_1, x_2, \cdots, x_n\} \) and \( U/R = \{P_1, P_2, \cdots, P_s\}(s \leq n) \), we obtain the \( B(R) = [\beta_1, \beta_2, \cdots, \beta_n] \) of which the columns are labeled, in order, by \( x_1, x_2, \cdots, x_n \). For all \( B \in B(M(R)) \), we may as well suppose \( B = \{x_{i_1}, x_{i_2}, \cdots, x_{i_s}\} \). According to Proposition 5 we know that \( x_{i_j} \in P_j \) for all \( j \in \{1, 2, \cdots, s\} \).

Let \( v = (v_1, v_2, \cdots, v_n)^T \in V(n, GF(2)) \), where \( v_i = 1 \) if and only if \( x_i \in \).
\( B \). Then \( \theta(v) = B \). According to the definition of \( B(R) \), we know \( B(R)v = 1 \). Thus \( B(M(R)) \subseteq \{ \theta(I_{GF}(2)(B(R))) \} \). Next, we prove the minimality of \( B \). If \( B \notin Min(\{ \theta(I_{GF}(2)(B(R))) \}) \), then there exists \( B_1 \in \{ \theta(I_{GF}(2)(B(R))) \} \) such that \( B_1 \subset B \). However, for all \( x_{i,j} \in B, B - \{ x_{i,j} \} \notin \{ \theta(I_{GF}(2)(B(R))) \} \) which implies contradiction. Hence, we have \( B(M(R)) \subseteq Min(\{ \theta(I_{GF}(2)(B(R))) \}) \). Combining with Proposition 3, 4 and 6 we have \( B(M(R)) = Min(\{ \theta(I_{GF}(2)(B(R))) \}) \).

As we know, any independent set of matroid \( M(R) \) are those columns of \( B(R) \) that are linearly independent as vectors over a field. The following proposition establishes another representation of the independent sets of \( M(R) \) by using the solution space \( I_{GF}(2)(B(R))) \).

**Proposition 7.** Let \( R \) be an equivalence relation on \( U \) and \( B(R) \) a matrix representation of \( R \). \( I(M(R)) = Low(Min(\{ \theta(I_{GF}(2)(B(R))) \})) \).

Characterizing the circuits, the bases and the independent sets of the matroid induced by an equivalence relation by matrix approaches lays the sound foundation for us to study the characteristics of the matroidal structure of rough sets from the viewpoint of matrix.

## 5 Matrix null space over binary field to rough sets

In section 3 we has obtained a matroidal structure of rough sets from matrix. Over any field, the matroid induced by an equivalence relation is the one induced by a matrix representation of the equivalence relation. Section 4 has studied certain characteristics of the matroid through matrix solution space such as null space. In this section, we
study how to construct an equivalence relation from matrix null space over binary field, and establish an isomorphism from a family of equivalence relations to a family of sets which any member is a collection of the minimal non-empty sets that are supports of members of null space of a binary dependence matrix.

In the following discussion, for any $m \times n$ matrix $A$, we suppose the columns of it are, in order, labeled by $x_1, x_2, \ldots, x_n$, and we denote the collection of the column labels as $U$. Over binary field, we define a relation on $U$ by the null space of matrix as follows.

**Definition 13.** Let $F$ be a field and $A$ be an $m \times n$ matrix over $F$. One can define a relation $R_F(A)$ on $U$ as follows: for all $x_i, x_j \in U$,

$$
(x_i, x_j) \in R_F(A) \iff x_i = x_j \text{ or } e_i + e_j \in N_F(A),
$$

where $U$ is a collection of column labels of $A$ and $e_i, e_j \in V(n, F)$ satisfy $\theta(e_i) = \{x_i\}$ and $\theta(e_j) = \{x_j\}$.

**Remark 3.** If $F$ is a binary field, then $\forall x_i, x_j \in U$ and $x_i R_F(A) x_j$ implies $x_i = x_j$ or the columns of $A$ labeled by $x_i$ and $x_j$, respectively, are equivalent.

**Example 9.** Suppose

$$
A = \begin{bmatrix}
    x_1 & x_2 & x_3 \\
    1 & -1 & 1 \\
    1 & -1 & 1
\end{bmatrix}.
$$

According to the above definition, we know $U = \{x_1, x_2, x_3\}$ and $(x, x) \in R$ for all $x \in U$. Since $e_1 = (1, 0, 0)^T$, $e_2 = (0, 1, 0)^T$ and $e_3 = (0, 0, 1)^T$, $\theta(e_i) = \{x_i\}$ for all $x_i \in U$. We can find that $e_1 + e_2 \in N_{R}(A)$ and $e_2 + e_3 \in N_{R}(A)$. Thus we know...
\((x_1, x_2) \in R(A), (x_2, x_3) \in R(A), (x_2, x_1) \in R(A)\) and \((x_3, x_2) \in R(A)\).

Therefore \(R(A) = \{(x_1, x_1), (x_2, x_2), (x_3, x_3), (x_1, x_2), (x_2, x_1), (x_2, x_3), (x_3, x_2)\}\).

It is clear that \(R(A)\) is not an equivalence relation on \(U\) because \((x_1, x_2) \in R(A)\) and \((x_2, x_3) \in R(A)\) but \((x_1, x_3) \notin R(A)\). Similarly, if \(F\) is binary field, then 
\(R_{GF(2)}(A) = \{(x_1, x_1), (x_2, x_2), (x_3, x_3), (x_1, x_3), (x_3, x_1)\}\). It is clear that \(R_{GF(2)}(A)\) is an equivalence relation on \(U\).

Form above example, we find that, over a field, the relation defined in Definition \[\text{(13)}\] may not be an equivalence relation. However, it inspires us to consider whether the relation is an equivalence relation over binary field or not. For convenience, we take \(R(A)\) instead of \(R_{GF(2)}(A)\) in the following section.

**Proposition 8.** Let \(A = (a_{ij})_{m \times n} = [\alpha_1, \alpha_2, \cdots, \alpha_n]\) be a matrix over binary field and \(U\) the collection of the column labels of \(A\). \(R(A)\) is an equivalence relation on \(U\).

**Proof.** The reflexivity and symmetry of \(R(A)\) are obvious. Now we prove the transitivity of \(R(M)\). \(\forall x_i, x_j, x_k \in U\), there exist identity vectors \(e_i, e_j, e_k \in V(n, GF(2))\) such that \(\theta(e_i) = \{x_i\}, \theta(e_j) = \{x_j\}\) and \(\theta(e_k) = \{x_k\}\). \(x_iRx_j\) and \(x_jRx_k\), if \(x_i = x_j\) and \(x_j = x_k\), then we obtain the result. If \(x_i = x_j\) and \(A(e_j + e_k) = 0\), then \(e_i = e_j\) and \(A(e_j + e_k) = 0\), thus we have \(A(e_i + e_k) = 0\), hence we obtain the result.

If \(A(e_i + e_j) = 0\) and \(A(e_j + e_k) = 0\), then \(0 = 0 - 0 = A(e_i + e_j) - A(e_j + e_k) = Ae_i + Ae_j - Ae_j - Ae_k = Ae_i - Ae_k = Ae_i + A(-e_k) = Ae_i + Ae_k = A(e_i + e_k)\), then \(e_i + e_k \in N_{GF(2)}(A)\), thus we obtain the result that if \(x_iRx_j\) and \(x_jRx_k\), then \(x_iRx_j\). Therefore, \(R(A)\) is an equivalence relation on \(U\).
As we know, over a field, any two matrices which have the same number of columns may generate the same vector matroid. However, the following proposition indicates that the equivalence relation induced by these two matrices are the same over binary field.

**Proposition 9.** Let $A_1$ and $A_2$ be two matrices which have not zero columns over binary field. If $M_{GF(2)}[A_1] = M_{GF(2)}[A_2]$, then $R(A_1) = R(A_2)$.

**Proof.** Suppose the columns of $A_1 = [\alpha_1, \alpha_2, \cdots, \alpha_n]$ are, in order, labeled by $x_1, x_2, \cdots, x_n$, so does $A_2 = [\alpha'_1, \alpha'_2, \cdots, \alpha'_n]$. We know $U = \{x_1, x_2, \cdots, x_n\}$. First, we prove $R(A_1) \subseteq R(A_2)$. For all $(x_i, x_j) \in R(A_1)$, then $x_i = x_j$ or $e_i + e_j \in \mathcal{N}_{GF(2)}(A_1)$, where $e_i, e_j \in V(n, GF(2))$ satisfy $\theta(e_i) = \{x_i\}$ and $\theta(e_j) = \{x_j\}$. If $x_i = x_j$, then we obtain the result. If $e_i + e_j \in \mathcal{N}_{GF(2)}(A_1)$, then $\theta(e_i + e_j) = \{x_i, x_j\} \in \mathcal{D}(M_{GF(2)}[A_1]) = \mathcal{D}(M_{GF(2)}[A_2])$ according to Proposition 2. Thus the columns of $A_2$ labeled by $x_i$ and $x_j$, respectively, are linearly dependent in $V(n, GF(2))$.

Since $A_2$ has not zero columns, $\alpha'_i + \alpha'_j = 0$, that is, $A_2(e_i + e_j) = 0$. Thus $e_i + e_j \in \mathcal{N}_{GF(2)}(A_2)$ which implies $(x_i, x_j) \in R(A_2)$. Hence $R(A_1) \subseteq R(A_2)$. Similarly, we can prove $R(A_2) \subseteq R(A_1)$.

Over binary field, for an equivalence relation, one can obtain a matrix through Theorem 1 and then obtain the other equivalence relation through Definition 13. What about the relationship between these two equivalence relations?

**Proposition 10.** Let $R$ be an equivalence relation on $U$. If $M(R) = M_{GF(2)}[A(R)]$, then $R(A(R)) = R$. 
Proof. We may as well suppose the columns of \( A(R) \) are, in order, labeled by \( x_1, x_2, \cdots, x_n \). Thus \( U = \{x_1, x_2, \cdots, x_n\} \). Since for all \( i \in \{1, 2, \cdots, n\} \), \( \{x_i\} \) is an independent set of \( M(R) \). Thus \( A(R) \) dose not contain zero columns. For all \( (x_i, x_j) \in R(A(R)) \), then \( x_i = x_j \) or \( e_i + e_j \in N_{GF(2)}(A(R)) \), where \( e_i, e_j \in V(n, GF(2)) \) satisfy \( \theta(e_i) = \{x_i\} \) and \( \theta(e_j) = \{x_j\} \). If \( x_i = x_j \), then \( (x_i, x_j) \in R \) for \( R \) is an equivalence relation. If \( x_i \neq x_j \), then \( e_i + e_j \in N_{GF(2)}(A(R)) \). According to Proposition\(^2\) then \( \theta(e_i + e_j) = \{x_i, x_j\} \in D(M(R)) \). But \( \{x_i\} \) or \( \{x_j\} \) is an independent set of \( M(R) \). Thus \( \{x_i, x_j\} \in C(M(R)) \), that is, there exists \( P \in U/R \) such that \( \{x_i, x_j\} \in P \) which implies \( (x_i, x_j) \in R \). Conversely, \( \forall (x_i, x_j) \in R \), then there exists \( P \in U/R \) such that \( \{x_i, x_j\} \in P \), that is, \( \{x_i, x_j\} \in C(M(R)) \). According to Theorem\(^2\) then \( e_i + e_j \in N_{GF(2)}(A(R)) \), that is, \( (x_i, x_j) \in R(A(R)) \). Thus \( R(A(R)) = R \).

Since \( B(R) \) is a matrix which can generate matroid \( M(R) \) over binary field, we can obtain the following corollary.

**Corollary 5.** Let \( R \) be an equivalence relation on \( U \) and \( B(R) \) a matrix representation of \( R \). \( R(B(R)) = R \).

Next, we define a special type of matrix. Over binary field, the null space of this type of matrix has close relation with equivalence relation.

**Definition 14.** Let \( F \) be a field and \( A = (a_{ij})_{m \times n} = [\alpha_1, \alpha_2, \cdots, \alpha_n] \) a matrix over \( F \). If \( A \) satisfies the following conditions:

1. for all \( i \in \{1, 2, \cdots, n\} \), \( \alpha_i \neq 0 \).
2. for all \( k \in \{2, \cdots, n\} \), if \( r_F[\alpha_{i_1}, \alpha_{i_2}, \cdots, \alpha_{i_k}] < k \), then there exists \( \{\alpha_{i_p}, \alpha_{i_q}\} \subseteq \{\alpha_{i_1}, \alpha_{i_2}, \cdots, \alpha_{i_k}\} \) such that \( r_F[\alpha_{i_p}, \alpha_{i_q}] < 2 \).
then $A$ is called a binary dependence matrix and we denote the set of this type of matrices as $\mathcal{A}$.

The following proposition shows the relation between the matroid $M(R)$ induced by an equivalence relation and the collection of binary dependence matrices $\mathcal{A}$.

**Proposition 11.** Let $R$ be an equivalence relation on $U$. If $M(R) = M_F[A(R)]$, then $A(R) \in \mathcal{A}$.

**Proof.** Suppose $U = \{x_1, x_2, \cdots, x_n\}$, $U/R = \{P_1, P_2, \cdots, P_s\}$ and the columns of $A(R) = [\alpha_1, \alpha_2, \cdots, \alpha_n]$ are labeled, in order, by $x_1, x_2, \cdots, x_n$. According to Proposition [1] we know that $\alpha_i \neq 0$ for all $i \in \{1, 2, \cdots, n\}$; otherwise, $M(R)$ has single-point sets as its circuits which implies contradictory. Since $M(R) = M_F[A(R)]$, for all $k \geq 2$, if $\beta_{i_1}, \beta_{i_2}, \cdots, \beta_{i_k}$ are linearly dependent over $F$, then $\{x_{i_1}, x_{i_2}, \cdots, x_{i_k}\} \in D(M(R))$. Thus there exists $C \in C(M(R))$ such that $C \subseteq \{x_{i_1}, x_{i_2}, \cdots, x_{i_k}\}$. According to Proposition [1] we may as well suppose $C = \{x_{i_p}, x_{i_q}\}$. Then the columns labeled by the elements of $C$ are linearly dependent over $F$, i.e., $\beta_{i_p}, \beta_{i_q}$ are linearly dependent over $F$. Hence $A(R) \in \mathcal{A}$.

Over a field, matrix $B(R)$ can induce a matroid and the matroid is $M(R)$. Based on the above proposition, we can obtain the following result.

**Corollary 6.** Let $R$ be an equivalence relation on $U$ and $B(R)$ a matrix representation of $R$. $B(R) \in \mathcal{A}$.

If we first convert a binary dependence matrix into an equivalence relation, then covert the equivalence relation into a matrix. The matroid induced by the second conversion over binary field is the one induced by the first conversion.
**Proposition 12.** Let \( A \in \mathcal{A} \). \( M_{GF(2)}[A(R(A))] = M_{GF(2)}[A] \).

**Proof.** Suppose the columns of \( A \) are labeled, in order, by \( x_1, x_2, \cdots, x_n \), so dose \( A(R(A)) \). Then \( U = \{x_1, x_2, \cdots, x_n\} \). For all \( C \in \mathcal{C}(M_{GF(2)}[A(R(A)]) \), according to Proposition\[\text{11}\] we may as well suppose \( C = \{x_i, x_j\} \) and there exists \( P_1 \in U/R(A) \) such that \( \{x_i, x_j\} \in P_1 \), that is, \( (x_i, x_j) \in R(A) \). Then for \( e_i, e_j \in V(n, GF(2)) \) satisfying \( \theta(e_i) = \{x_i\} \) and \( \theta(e_j) = \{x_j\} \), we have \( A(e_i + e_j) = 0 \), that is, the columns of \( A \) labeled by \( x_i \) and \( x_j \) are linearly dependent in \( V(n, GF(2)) \). Since \( A \in \mathcal{A} \), \( A \) dose not contain zero columns, thus the column of \( A \) labeled by \( x_i \) or \( x_j \) is linearly independent in \( V(n, GF(2)) \). Hence \( C \in \mathcal{C}(M_{GF(2)}[A]) \), that is, \( \mathcal{C}(M_{GF(2)}[A(R(A)]) \subseteq \mathcal{C}(M_{GF(2)}[A]) \). Conversely, \( \forall C \in \mathcal{C}(M_{GF(2)}[A]) \), the columns of \( A \) labeled by the elements of \( C \) are linearly dependent in \( V(n, GF(2)) \). Since \( A \in \mathcal{A} \), then there exists \( C_1 \) which has only two elements such that \( C_1 \subseteq C \). We may as well suppose \( C_1 = \{x_i, x_j\} \). Since \( A \in \mathcal{A} \), the column of \( A \) labeled by \( x_i \) or \( x_j \) is linearly independent in \( V(n, GF(2)) \). Thus \( C_1 \in \mathcal{C}(M_{GF(2)}[A]) \). Based on circuit axiom and Theorem\[\text{2}\] we can obtain \( C = C_1 = \{x_1, x_j\} \in \min\{\theta(N_{GF(2)}(A)) - \emptyset\} \), that is, \( e_i + e_j \in N_{GF(2)}(A) \). Hence, \( (x_i, x_j) \in R(A) \), that is, there exists \( P_1 \in U/R(A) \) such that \( \{x_i, x_j\} \subseteq P_1 \), thus \( C = \{x_i, x_j\} \in \mathcal{C}(M_{GF(2)}[A(R(A)]) \). Therefore, we obtain \( \mathcal{C}(M_{GF(2)}[A]) \subseteq \mathcal{C}(M_{GF(2)}[A(R(A)]) \), that is, \( M_{GF(2)}[A(R(A)]) = M_{GF(2)}[A] \).

The following result is the combination of Theorem\[\text{2}\] and Proposition\[\text{12}\].

**Proposition 13.** Let \( A \in \mathcal{A} \). \( \min(\theta(N_{GF(2)}(A(R(A)))) - \emptyset) = \min(\theta(N_{GF(2)}(A)) - \emptyset) \).
Suppose $NS = \{Min(\theta(NGF(2)(A)) - \emptyset) : A \in \mathcal{A}\}$ and $\mathbb{R} = \{R : R$ is an equivalence relation on $U\}$. Proposition 10 [11] and [13] indicate that there is a one-to-one correspondence between $\mathbb{R}$ and $NS$. The following theorem shows a deeper relation between them. In fact, $(\mathbb{R}, \cap)$ and $(NS, \cap)$ are algebra isomorphism.

**Theorem 4.** $(\mathbb{R}, \cap) \cong (NS, \cap)$.

**Proof.** For any equivalence relation, we can obtain a matrix $A(R)$ through Theorem 1 [11]. Based on Proposition 11 we know $A(R)$ is a binary dependence matrix, thus we define an operator $f : \mathbb{R} \to NS$ as follows: $f(R) = Min(\theta(NGF(2)(A(R)) - \emptyset)$. First we need to prove $f$ is bijection. According to Theorem 2 [12] we know $Min(\theta(NGF(2)(A)) - \emptyset) \in NS$, let $R = R(A)$. According to Proposition 1 [13], $f(R(A)) = Min(\theta(NGF(2)(A) - \emptyset)$, that is, $f$ is a surjection. In the following, we need to prove $f(R_1 \cap R_2) = f(R_1) \cap f(R_2)$, that is, $Min(\theta(NGF(2)(A(R_1 \cap R_2)) - \emptyset) = Min(\theta(NGF(2)(A(R_1)) - \emptyset) \cap Min(\theta(NGF(2)(A(R_2)) - \emptyset)$. For all $\{x_i, x_j\} \in Min(\theta(NGF(2)(A(R_1 \cap R_2)) - \emptyset)$, then $\{x_i, x_j\} \in C(R_1 \cap R_2)$, i.e., there exists $P_k \in U/(R_1 \cap R_2)$ such that $\{x_i, x_j\} \in P_k$. Thus there exist $P^1 \in U/R_1$ and $P^2 \in U/R_2$ such that $\{x_i, x_j\} \in P^1$ and $\{x_i, x_j\} \in P^2$. Hence, $\{x_i, x_j\} \in C(R_1) \cap C(R_2) = Min(\theta(NGF(2)(A(R_1)) - \emptyset) \cap Min(\theta(NGF(2)(A(R_2)) - \emptyset)$. Therefore, $Min(\theta(NGF(2)(A(R_1 \cap R_2)) - \emptyset) \subseteq Min(\theta(NGF(2)(A(R_1)) - \emptyset) \cap Min(\theta(NGF(2)(A(R_2)) - \emptyset)$. For all $\{x_i, x_j\} \in Min(\theta(NGF(2)(A(R_1)) - \emptyset) \cap Min(\theta(NGF(2)(A(R_2)) - \emptyset)$, that is, $\{x_i, x_j\} \in C(R_1 \cap C(R_2)$, then there exist $P^1 \in U/R_1$ and $P^2 \in U/R_2$ such that $\{x_i, x_j\} \in P^1$ and $\{x_i, x_j\} \in P^2$, i.e., $(x_i, x_j) \in R_1 \cap R_2$. Hence there exists $P_k \in U/(R_1 \cap R_2)$ such that $\{x_i, x_j\} \in P_k$, that is, $\{x_i, x_j\} \in C(R_1 \cap R_2)$. Therefore, $Min(\theta(NGF(2)(A(R_1))$
\( -\emptyset \cap \text{Min}(\theta(N_{GF}(2)(A(R_2) - \emptyset)) \subseteq \text{Min}(\theta(N_{GF}(2)(A(R_1 \cap R_2)) - \emptyset). \) In a word, 

\( (\mathbb{R}, \cap) \cong (\text{Min}(\theta(N_{GF}(2)(A)) - \emptyset), \cap). \)

Isomorphisms are studied in mathematics in order to extend insights from one phenomenon to others. If two algebra systems are isomorphic, then they can be regarded as similarity. Hence, the study of the rough sets is equal to the study of the family of sets which any member is a collection of the minimal non-empty sets that are supports of members of null space of a binary dependence matrix.

6 Conclusions

In this paper, we employed the matrix approach to study rough sets over a field. A matroidal structure of rough sets was constructed through matrix, and the matrix approaches such as null space were employed to study the characteristics of the matroidal structure. We also found that a family of equivalence relations and a family of sets, which any member is a collection of the minimal non-empty sets that are supports of members of null space of a binary dependence matrix, are algebra isomorphism. Though some works have been studied in this paper, there are also many interesting topics deserving further investigation. In the future, we will study rough sets from the following two aspects. On one hand, nullity which an important concept in matroid theory will be introduced to study rough sets. On the other hand, matrix will be promoted to study covering-based rough sets and relation-based rough sets.
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