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Abstract—Dynamic relation repair aims to efficiently validate and repair the instances for knowledge graph enhancement (KGE), where KGE captures missing relations from unstructured data and leads to noisy facts to the knowledge graph. With the prosperity of unstructured data, an online approach is asked to clean the new RDF tuples before adding them to the knowledge base. To clean the noisy RDF tuples, graph constraint processing is a common but intractable approach. Plus, when adding new tuples to the knowledge graph, new graph patterns would be created, whereas the explicit discovery of graph constraints is also intractable. Therefore, although the dynamic relation repair has an unfortunate hardness, it is a necessary approach for enhancing knowledge graphs effectively under the fast-growing unstructured data. Motivated by this, we establish a dynamic repairing and enhancing structure to analyze its hardness on basic operations. To ensure dynamic repair and validation, we introduce implicit graph constraints, approximate graph matching, and link prediction based on local graph patterns. To validate and repair the RDF tuples efficiently, we further study the cold start problems for graph constraint processing. Experimental results on real datasets demonstrate that our proposed approach can capture and repair instances with wrong relation labels dynamically and effectively.

Index Terms—data quality, graphs.

1 INTRODUCTION

Knowledge graph has been the backbone of many information systems for searching the dependency relationship of entities [1], [2], [3]. They are constructed in large size to cover more information to provide a better performance, such as YAGO [4], Freebase [5], and WikiData. Knowledge acquisition applies relation extraction or information extraction on three main sources, unstructured data (plain text), HTML schemas, and human-annotated pages [6]. Unlike other sources of knowledge graphs being seen plateaued [7], knowledge acquisition from plain text is always used to build large and scalable knowledge bases [6]. Both knowledge acquisition tools and knowledge databases are seeking online obtaining and enhancing approaches as unstructured data has been seen growing at a rapid speed [8].

In this paper, we construct RDF knowledge database from scalable unstructured data [9], [10], [11] with each tuple in the form of \( \langle \text{head}, \text{relation}, \text{tail} \rangle \). RDF tuples composed by Top-1 relations will be the most fundamental part of the knowledge graph. However, according to the Top-1 statistics provided by recent works [12], [13] and HIT@N [10], [11], [14], knowledge acquisition tools often generate noisy and unreliable facts [15]. Some facts would even introduce violations to the knowledge graph affecting the applications of knowledge graph. We use Example 1 to illustrate the conflicts brought by relation extracting.

Example 1. Consider the linkage between “India” and “Leander Paes” in Figure 1. Given a sentence \( c \): “Leander Paes won a bronze medal for India in singles in the 1996 Atlanta Olympic Games.” and a pair of entities \( \langle h, t \rangle = \langle \text{Leander Paes, India} \rangle \), a knowledge acquisition tool would consider both \( c \) and \( \langle h, t \rangle \) to generate its prediction on the relation label between \( h \) and \( t \). The prediction is a map between relation labels and their probabilities e.g., \( P = \{(\text{contains}, 0.42), (\text{medals\_won}, 0.33), \ldots\} \). Under this prediction, we would consider an addition of RDF tuple with Top-1 probability relation: \( \langle \text{Leander Paes, contains, India} \rangle \) instead of the true label \( \text{medals\_won} \). The insertion would cause violations in the knowledge graph like Figure 1, because relation label-contains should not exist as an edge label from a person to a country, which could be caught by a graph constraint [16].

As shown by Example 1 new instances by knowledge acquisition without consistency checking may cause consistency and stability issues in the knowledge database. As knowledge databases confront an online addition with large amount of RDF tuples acquiring from prosperous unstructured data recently, an online consistency checking is important for knowledge enhancement.

Existing works involving graph relation repair can be...
classified into two main approaches i.e., graph constraints [15], [17], [18] and linkage prediction through graph representation [6], [19], [20]. Given a set of graph constraints, rule based graph instance repairing involves the problem of graph validation, which is proved intractable under general case [16]. Moreover, to capture new graph patterns in graph constraints from KG, the graph constraint discovery relates to the intractable satisfiability and implication problems [16], which also leads to dynamic hardness. Knowledge graph representation mostly relates to path ranking or neural network, which requires a pretraining process and would fail on both real-time instance updating and cold start problem e.g., a new entity to KG. In conclusion, the existing works fail on solving the dynamic relation repair problem. In this paper, we combine the above two kinds of approaches together by dynamically considering potential relation labels based on linkage prediction and graph constraint validation.

As one of our main motivations, we firstly notice that besides applying existing constraints for graph quality, the discovery of newly formed constraints is also important for efficient relation repair. Moreover, as constraints processing would confront dynamic hardness, simplifying instance validation and constraint discovery is a must. In this study, we build an algorithmic structure on repairing and enhancing under dynamic situation. Implicit graph constraint avoids the discovery operation and converts the validation into an optimizable process i.e., subgraph matching. To advance graph matching in dynamic KG, we propose a graph embedding method based on the label information in subgraphs. To achieve relation repair on conflict instances, we could naively enumerate possible instances generated by knowledge acquisition and validate them based on graph constraints. Since linkage prediction is only based on the knowledge graph and can identify impossible relation labels, we use linkage prediction as a supervisor to prune impossible instances. Our repair model is launched based on the above motivations by optimizing the knowledge acquisition results with linkage prediction and validating possible instances.

Contributions

Our major contributions in this paper are summarized as follows.

1. We propose an algorithmic structure over graph constraints for dynamic knowledge graph enhancing as the first structure considering all three operations - validation, repair, and discovery for sustainability and consistency of the knowledge graph.

2. We formalize and devise an optimize-validate model for the relation label repair problem. In this model, we optimize the knowledge acquisition results with linkage prediction and validate the generated instances with graph constraints. We propose an evaluation for linkage prediction based on graph matching, which is optimizable.

3. We introduce implicit graph constraints to eliminate graph constraints discovery operation and convert instance validation into an optimizable process involving graph matching.

4. We notice the hardness brought by the cold start problem during knowledge enhancement and propose applicable solutions, where two possible situations are discussed including fresh entities and rare relation labels.

5. Finally, experimental results on real datasets show our approach is a dynamic process with an evident improvement on precision and F-score of Top-1 possible relation. The performance of relation repair on scalable datasets indicates that our approach can aid both sustainability and consistency of knowledge database.

2 Problem Statement and Overview

In this section, we formalize the problem of repairing relation for knowledge enhancement (Section 2.1). To analyze the dynamic situation under scalable unstructured data source, we propose a general structure for dynamic repairing and enhancing (Section 2.2). As a part of the dynamic structure, the optimize-validate relation repair model is proposed for repairing the violated instances (Section 2.3). We analyze the hardness we meet for dynamically repairing and enhancing the knowledge graph in Section 2.2 and Section 2.3.

2.1 Background and Problem Definition

We analyze the notations and the dynamic relation repair problem in this section.

Graph Database. Graph database $G$ is a collection of RDF tuples $s = \langle h, r, t \rangle \in G$ and also written as $G = \{V, E, L\}$, where $V$ indicates the set of nodes and $E$ is the set of directed edges. Label function $L$ is a mapper $L : V \cup E \rightarrow L_G$, where $L_G = L_v \cup L_e$ denotes the union of edge and vertex labels, respectively. We consider $|G| = |G, V|$ as the size of $G$. Given tuple $s \in G$, we denote $G(s) \subseteq G$ as a subgraph containing $s$.

Knowledge Acquisition. Given each sentence $c_i$ in corpus $C$ with a pair of entities $(h_i, t_i)$, knowledge acquisition is a classifier on multiple relation labels, which generates a projection between relation labels and their probabilities i.e., $\mathcal{P}_t = \{(r_j, p_j)p_j = Pr(r_j|(h_i, r_i), c_i), c_i \in C\}$, where the relation labels are taken from $r \in L_G \cup \{NA\}$. NA is a negative label indicating that no relation could be detected between $h_i$ and $t_i$ in sentence $c_i \in C$. When considering a deletion on tuple $\langle h, r, t \rangle \in G$, we modify $r$ into NA. $m_i$ holds the projections from $\mathcal{P}_t$ with Top-k probabilities i.e., $m_i \subseteq \mathcal{P}_t, |m_i| = k$. Therefore, we obtain a candidate set $\mathcal{M} = \{m_i|c_i \in C\}$ and an instance set $\mathcal{I} = \{(h_i, r_i, t_i)|r_i, p_i = \arg \max_{(r_j, p_j) \in m_i}p_j \land p_i \geq p_{th}, m_i \in \mathcal{M}\}$. We use $p_{th}$ as the threshold for the predicting probability of relation labels to become candidates, and we will not add a tuple when $p_{ij} < p_{th}, \forall r_j \in L_G$ given sentence $c_i$ and entities $(h_i, t_i)$.

Graph Matching. A match $\gamma$ considers the isomorphism between two subgraphs $G_1$ and $G_2$, i.e., $\gamma$ is a bijection between two vertex sets $G_1.V$ and $G_2.V$ with $\forall u \in G_1.V, \gamma(u) \in G_2.V$ and $\forall v \in G_2.V, \gamma^{-1}(v) \in G_1.V$. The match $\gamma$ preserves the equivalence on labels and vertex neighborhood i.e., $\forall u \in G_1.V, G_1.L(u) = G_2.L(\gamma(u))$ and $\forall e(u_1, u_2) \in G_1.E, \gamma(e) = e(\gamma(u_1), \gamma(u_2)) \in G_2.E \land G_1.L(e) = G_2.L(\gamma(e))$. 
Graph Constraints. Before constructing a graph database, a set of constraints $\Sigma$ is predefined for database consistency. $\varphi$, one of the elements in $\Sigma$, can be written in the form as $\varphi = Q[\pi](X \Rightarrow Y)$, where $Q[\pi]$ is a connected graph pattern, $X, Y$ are sets of literals and $X \rightarrow Y$ is the logic expression in a graph constraint. Variables involved in $X, Y$ are listed in $\pi$. The size of $Q[\pi]$ is equal to the number of vertices i.e., $|Q[\pi]| = |\pi|$. We use $G^r \models X$ or $G^r \models Y$ when the related variables satisfy the literals in $X$ or $Y$, respectively. $G^r \models \varphi$ is to express that $G^r$ is a match of $Q[\pi]$ and when $G^r \models X, G^r \models Y$ should also be satisfied ($G^r \models X \rightarrow Y$). We say $G^r \models \varphi$ only when for each matched subgraph $G^r \models \varphi, Q, G^r \models X \rightarrow Y$. Given graph $G$ and a set of graph constraints $\Sigma$, $G \models \Sigma$ is satisfied only when each constraint is satisfied ($G \models \varphi, \forall \varphi \in \Sigma$).

Relation Label Repair. Relation repair aims to find a repair $T'$ for $I$ w.r.t. the graph database $G$ and a set of graph constraints $\Sigma$ over $G$ i.e., $T' \cup G \models \Sigma$. The repair modifies a subset of $I$ with each RDF tuple choosing a new relation label from $L_E \cup \{N,A\}$.

Knowledge Enhancement. Knowledge enhancement is a process of generating and adding validated instance set $I$ into $G$, written as $G' \leftarrow G \cup I$ s.t. $G \cup I \models \Sigma$. When $G \cup I$ violates the graph constraints $\Sigma$ defined over $G$, a repair $T'$ based on $I$ is required to make $G \cup T' \models \Sigma$ satisfied.

Problem 1. Dynamic Relation Repair. Given the stream $F$ of noisy RDF tuples based on corpus stream $C$, dynamic relation repair aims to find a clean RDF stream $F'$ as real-time KG enhancement without causing violations to database $G$.

Dynamic relation repair could advance the applicability of multiple approaches such as knowledge enhancement and dynamic event graph repairing [21], which involves the violation detection and repair over noisy graph data stream. The naïve approach to dynamic relation repair is to find a violation-free enhancement at each time slot by checking and repairing the enhanced graph $G(T + \Delta T) \leftarrow G(T) \cup F(\Delta T)$ with a set of predefined graph constraints $\Sigma$. Unfortunately, the naïve approach is highly intractable under current graph quality approaches. The validation problem aims to check whether the graph database satisfies a set of graph constraints i.e., $G \models \Sigma$, which is proved to be coNP-complete under graph functional dependencies (GFDs) [16]. To capture new graph patterns generated by incremental graphs, the update of graph constraints involves the satisfiability and implication problems. Among them, the satisfiability problem finds the support of $\forall \varphi \in \Sigma$ in graph $G$ and detects conflict among $\varphi \in \Sigma$, which is intractable (coNP-complete) even under GFDs with constant literals; the implication problem prunes unnecessary graph quality rules, which is NP-complete under general GFDs.

2.2 Overview of Dynamic Relation Repair

We introduce this section to analyze the hardness of processing repair and enhancement under scalable unstructured data. As knowledge acquisition can produce noisy results and introduce violations to the graph database, we consider a dynamic relation repair over knowledge acquisition results.

While merging new RDF tuples into the graph database $G$, the structural information of $G$ is updated and so as the structural feature embedded in $G$. Moreover, due to the hardness of graph constraint discovery, limited constraints can be defined or inherited when initializing the knowledge database, and most of the constraints are needed to be discovered after the database is effectively enhanced [4, 5, 17]. Therefore, we need to take a discovery approach for possible new constraints formed during the enhancing process. Dynamic repair and enhancement should include a circle formed by four operations i.e. acquisition-validate/repair-enhance-discovery. Motivated by this, dynamic repairing algorithms for knowledge enhancement need to follow a common structure in Algorithm 1.

Algorithm 1 Dynamic repair and enhancing structure

Require: Initial graph $G_0$, Graph constraints $\Sigma_0$ and Corpus stream $C$.

Ensure: Enhanced graph after $T$ iterations $G_T$ and Constraints $\Sigma_T$.
1: $G := G_0$.
2: $\Sigma := \Sigma_0$.
3: for streaming slice index $i$ do
4:   Fetch current corpus $C_i$.
5:   Generate prediction $M_i := KnowledgeAcquire(C_i)$.
6:   Initialize instance $I_i$ with $M_i$.
7:   if Validation($G \cup I_i \models \Sigma$) then
8:     Find a repair $I_i := Repair(I_i, G, \Sigma)$.
9:     Update graph $G := G \cup I_i$.
10:  Constraint update $\Sigma := Discovery(G, \Sigma)$.
11:  Send back current $G$ and $\Sigma$ if asked.
12: return $G, \Sigma$.

Based on Algorithm 1, we use $T_{valid}(I_i), T_{repair}(I_i)$, $T_{discovery}(I_i)$ to represent the time consumption of instance validation, instance repair and graph constraints discovery respectively in one iteration $i$. Suppose we could obtain the label-probability set $P$ in $O(1)$ time for each sentence in $C_i$ with the knowledge acquisition tools, the amortized time for enhancing process would be decided by validation/repair-discovery process i.e., $O(T_{valid}(I_i) + T_{repair}(I_i) + T_{discovery}(I_i))$. We further assume that the maximum graph pattern size of each rule in $\Sigma$ is restricted by a constant $q_m$ i.e., $|\varphi, Q[\pi]| \leq q_m, \forall \varphi \in \Sigma$, which leads to an upper bound of the complexity of constraint discovery i.e., $T_{discovery}(I_i) = O(Q|\Sigma|q_m/n)$ given $n$ as the parallelism degree [17]. The validation process is coNP-complete w.r.t. the size of $\Sigma$ and $G \cup I_i$ [22]. The complexity of instance repairing depends on the strategy we take, but it should include a validation process to check the consistency of the repaired instance, which is coNP-complete. The repairing strategy is analyzed in detail in section 2.3. We could observe that the operations involving in Algorithm 1 meet dynamic hardness. To process dynamically, the amortized complexity should be $O(1)$.

2.3 Optimize-Validate Relation Repair Model

In this work, each RDF tuple $(h, r, t)$ in the instance $I$ is optimized by the joint probability (supervised by both graph structural information in $G$ and the corpus $C$) and validated by the graph constraints $G \cup I \models \Sigma$. This is because (1) the knowledge graph could provide structural information such as the interconnection among entities, which would help to prune impossible relation labels and optimize the prediction of the linkages between a pair of tuples; (2)
3 Approximated Dynamic Repair

In this section, we analyze how to obtain a fully dynamic approach for repairing and enhancing the knowledge graph over scalable unstructured data. We firstly discuss the dynamic common structure in Algorithm 1 to find and reduce the duplicated computations. Based on the analysis of the dynamic structure, we introduce the discovery and validation through implicit graph constraints in Section 3.1. The evaluation of graph similarity is introduced for the instance validation (through implicit graph constraints) (Section 3.2) and linkage prediction (Section 3.3). To achieve a dynamic computation of approximated graph similarity, we introduce a scalable linkage-based graph embedding in Section 3.4. In Section 3.5, we conclude the evaluations in this section and prove that the knowledge graph enhancement process is dynamic. We also notice the cold start problems during the dynamic enhancing process and provide possible solutions.

3.1 Dynamic Common Structure

In this section, we aim to find an optimizable common structure among the three operations for dynamic repair processing i.e., instance validation, instance repair and constraints discovery. As instance repair is converted into instance validation with the optimize-validate model in Section 3.2, the other two operations, validation and discovery, need to be analyzed and made dynamic. We summarize constraints discovery and constraints based validation first.

**Instance Validation.** Given a set of graph constraints $\Sigma$ and graph database $\mathcal{G}$, instance validation is an error detection process to generate a set $\text{vio}(\mathcal{G}, \Sigma)$ with all subgraphs in $\mathcal{G}$ violating to $\Sigma$ i.e., $\text{vio}(\mathcal{G}, \Sigma) = \{ \mathcal{G} \subset \mathcal{G} \mid \exists h : \mathcal{G} \nmid \varphi, Q, \varphi = Q[\mathcal{G}(X \rightarrow Y)] \in \Sigma \land \mathcal{G} \not\parallel X \rightarrow Y \}$. Given new instance $I$, when $\text{vio}(\mathcal{G} \cup I, \Sigma) = \emptyset$, there is no violation in $\mathcal{I} \cup \mathcal{G}$ given $\Sigma (\mathcal{G} \cup \mathcal{I} = \Sigma)$, whereas no match between the subgraphs containing tuples from $\mathcal{I}$ and $\varphi Q$ will also lead to $\text{vio}(\mathcal{G} \cup I, \Sigma) = \emptyset$. Since the validation $\mathcal{G} \cup \mathcal{I} = \Sigma$ only checks the tuples involving matches and the constraints $\Sigma$ should update along the enhancing process, merging instance $\mathcal{I}$ according to $\mathcal{G} \cup \mathcal{I} = \Sigma$ would introduce potential noisy tuples into $\mathcal{G}$. To distinguish different validation status of tuples and instances, we extend the validation problem to the concept of (in)valid instance, which asks $\mathcal{G} \cup \mathcal{I} = \Sigma$ and $\forall$ $t \in \mathcal{I}, \exists G_x(s) \subset \mathcal{G} \cup \mathcal{I}$ s.t. $\exists \gamma : G_x(s) \nmid \varphi, Q, \exists \gamma \in \Sigma \land G_x(s) \equiv X \rightarrow Y$.

**Graph Constraint Discovery.** New constraints are discovered based on the support sets. The graph constraints can be classified into two classes, positive and negative constraints. Given positive constraint $\varphi^p = Q[\mathcal{G}(X \rightarrow Y)]$ and graph database $\mathcal{G}$, the support set is defined with $\text{Supp}(\mathcal{G}, \varphi^p) = \{ G_i | \exists \gamma : G_i \nmid \varphi^p, G_i \equiv X \rightarrow Y, G_i \subset \mathcal{G} \}$, where mapping $\gamma$ is a matching since subgraph pattern $Q[\mathcal{G}]$ should be both detectable and applicable under graph $\mathcal{G}$. When $|\text{Supp}(\mathcal{G}, \varphi^p)| \geq \sigma$ and $\varphi^p$ is not trivial, $\Sigma$ will include a positive constraint $\varphi^p$. Negative constraint $\varphi^n = Q[\mathcal{G}(X \rightarrow False)]$ captures the illegal patterns in a graph database. A practical approach for finding negative constraint is to count the maximum support of a positive constraint as an extension from a negative constraint with modifications [17].

To conclude, the discovery of new constraints relies on the number of supports from the graph database. The validation process of a graph database finds all matches of each constraint and checks whether the matches satisfy the corresponding logistic expression. Therefore, graph matching is a common structure for constraint discovery and graph instance validation.

Knowledge enhancement is a process of generating new entities and filling the topology for a knowledge graph.
While inserting new tuples into the knowledge graph, the full set of attribute information of entities can hardly be observed e.g., most of the attribute information does not exist for a newly inserted entity. Graph constraints involving graph topology show more applicability under this case, rather than relying on entity labels. Moreover, considering the topology constraints instead of general graph constraints would be a practical pruning for dynamic enhancement. Two special cases of graph constraints are utilized in the rest of this work i.e., \( \varphi^{p/n} = Q[\pi](\emptyset \Rightarrow True/False) \) by asserting legal and illegal graph topology patterns. To find frequent subgraph patterns, the support set for pattern \( G \) is defined with \( \text{Supp}(\mathcal{G}, G_x) = \{ G_i \subset G : \exists \gamma : G_i \leftrightarrow G_x \} \). For this case, a constraint \( \varphi \) is trivial when \( |\varphi.Q| \leq 2 \), and we only consider the equivalence check among edge labels while finding a match between two graph patterns. Lemma 1 examines the equivalence between subgraph matching and instance validation based on graph constraints.

**Lemma 1.** Assuming that \( \Sigma \) is the collection of graph constraints with \( \forall \gamma \in \Sigma, \varphi = Q[\pi](\emptyset \Rightarrow True/False) \) for graph database \( \mathcal{G} \), we have the following conclusions:

1. (C1) For valid tuple \( s \), at least one non-trivial subgraph pattern containing tuple \( s \) has a matching degree equal or greater than \( \sigma \) i.e., \( \exists G_x(s) \subset G \cup \{ s \}, \exists \gamma : G_x(s) \leftrightarrow \varphi_p.Q, \exists \varphi_p \in \Sigma, G_x(s) \vdash \varphi_p \leftrightarrow \exists G_x(s) \subset G \cup \{ s \}, |\text{Supp}(\mathcal{G}, G_x(s))| \geq \sigma \).
2. (C2) For invalid tuple \( s \), at least one no support subgraph \( G(s) \) leads to a support of equal or greater than \( \sigma \) on non-trivial pattern \( G(s) \setminus \{ s \} \) i.e., \( \exists G_x(s) \subset G \cup \{ s \}, \exists \gamma : G_x(s) \leftrightarrow \varphi^p.Q, \exists \varphi_p \in \Sigma \setminus \gamma \vdash \exists G_x(s) \subset G \cup \{ s \}, |\text{Supp}(\mathcal{G}, G_x(s)) \setminus \{ s \}| \geq \sigma \land |\text{Supp}(\mathcal{G}, G_x(s))| \neq 0 \).
3. Tuple \( s \) is unknown for current graph constraints \( \Sigma \) when \( s \) is not a valid or invalid tuple.

**Proof.** According to the discovery problem of graph constraints, we have \( \forall \varphi_p \in \Sigma, |\text{Supp}(\mathcal{G}, \varphi_p)| = |\text{Supp}(\mathcal{G}, Q[\pi])| \geq \sigma \). Also, for each negative graph constraint \( \varphi^p \), we have \( \forall \varphi_p \in \Sigma, \exists \varphi^p \in \Phi^p \setminus \Phi^p.A |\text{Supp}(\mathcal{G}, \varphi^p)| = \max(\varphi^p.Q, |\text{Supp}(\mathcal{G}, \varphi^p.Q)|) \geq \sigma \), where \( \Phi^p \) is the variant space of \( \varphi^p \) and \( \varphi^p.Q \) is a subgraph with minimum change to \( \varphi^p.Q \). According to the description of the instance validation, when \( \mathcal{G} \vdash \Sigma \), we have \( \forall G_x(s) \subset G \cup \{ s \}, \exists \gamma : G_x(s) \leftrightarrow \varphi^p.Q, \varphi^p \in \Sigma \).

Since the support set \( \text{Supp}(\mathcal{G}, G_x) \) is calculated based on isomorphism \( \gamma_{x,i} : G_x \leftrightarrow G_i \subset G \), we have \( \exists \gamma_{x,i} : G_x(s) \leftrightarrow \varphi^p.Q, \varphi^p \in \Sigma \Rightarrow |\text{Supp}(\mathcal{G}, \varphi^p)| \geq \sigma \). This is because \( \forall \gamma \in \text{Supp}(\mathcal{G}, \varphi^p), \exists \gamma : |\text{Supp}(\mathcal{G}, G_x(s))| = |\text{Supp}(\mathcal{G}, G_x(s))| \geq \sigma \). Also, we have \( \exists \gamma_{x,i} : G_x(s) \leftrightarrow G_i \subset G \), \( \exists \gamma_{x,i} : G_x(s) \leftrightarrow G \subset G \). We extend Lemma 1 to the instance validation on \( \mathcal{I} \).

**Proposition 2.** Given \( \Sigma \) as the collection of positive and negative graph constraints, we have the following conclusions:

1. (C1) \( \mathcal{G} \cup \mathcal{I} \vdash \Sigma \Rightarrow \forall s \in \mathcal{I}, s \) is unknown or valid.
2. (C2) \( \mathcal{I} \) is a valid instance \( \forall s \in \mathcal{I}, s \) is a valid tuple.

Based on Proposition 2, we can validate a tuple or an instance through the number of supporting subgraphs in graph database instead of explicitly discovering the constraints. Observing this, the dynamic problems in graph repair are solvable through handling the instance validation problem based on implicit constraints.

### 3.2 Implicit Constraint for Instance Validation

We introduce this section to achieve dynamic instance validation through implicit graph constraints. As Lemma 1 shows, \( \forall G(s) \), \( |\text{Supp}(\mathcal{G}, G(s))| \geq \sigma \), validating tuple \( s \in \mathcal{I} \) is equal to validating it with graph constraints.

To find candidates, enumerating a subgraph \( G(s) \) containing tuple \( s \) consumes \( O(|\mathcal{G} \cup \mathcal{I}|^{|\pi|-2}) \) when we consider a maximum subgraph size \( q_m, q_m > 2 \). For finding the support set of \( G(s) \), we need to find its isomorphic subgraphs from \( \mathcal{G} \) with \( O(f(q_m) \ast |\mathcal{G}|^{q_m}) \), where \( f \) is an exponential function of \( q_m \). The instance validation with \( T_{valid}(\mathcal{I}) = O(f(q_m) \ast |\mathcal{G} \cup \mathcal{I}|^{2q_m-2}) \) is fixed-parameter tractable. \( T_{valid} \) leads to a lower bound of amortized time \( O(|\mathcal{G} \cup \mathcal{I}|^{2q_m-2}) \) when \( q_m \) and instance \( \mathcal{I} \) are fixed.

To solve dynamic hardness, we start by reducing graph pattern enumeration \( G(s) \subset \mathcal{G} \cup \mathcal{I} \). As knowledge graph contains the structural information on tuple \( s \), the RDF tuples connecting to \( s \) within limited steps will have a closer relationship with \( s \). Observing this, we restrict our subgraph searching space onto the graph patterns that contain both tuple \( s \) and the tuples within a fixed number of steps instead of enumerating all the subgraphs \( G(s) \). We have Definition 1 for personalized patterns to formalize this, where \( dist(v_1, v_2) \) computes the minimum Depth First Search length between \( v_1 \) and \( v_2 \) without considering the direction of edges. Proposition 3 considers the upper bound of the size of localized patterns. Lemma 4 prunes the searching space of finding matching subgraphs \( G_i \subset \mathcal{G} \).

**Definition 1.** Given length \( l \) and an RDF tuple \( h, r, t \) in graph database \( \mathcal{G}_x \), a localized pattern \( P^l_{h,r,t} = \{ V_p, E_p, L_p \} \) is defined by \( V_p = \{ v \in \mathcal{G}_x \mid \text{dist}(v, h) \leq l \land \text{dist}(v, t) \leq l \} \), \( E_p = \{ (v_1, v_2) \in \mathcal{G}_x.E[v_1, v_2] \} \), \( L_p = \mathcal{G}_x.L \).

**Example 3.** Consider Example 2 and Figure 1 we give an example about localized pattern here. When taking length \( l = 1 \) and tuple \( s \) = (India, contains, Gorakhpur), the corresponding localized pattern is \( P^1_s = \{ V_p, E_p, L_p \}, \) with \( V_p = \{ \text{India, Gorakpur, Earth, Gurgaon, Sikkim, ZTE, Leander_Paes} \} \).
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The set $E_D$ is the collection of directed edges between vertices in $V_P$.

**Proposition 3.** Given maximum out-degree $d_{M+}$ and in-degree $d_{M-}$ for graph $G$, $|P_l| \leq 2(d_{M+} + d_{M-}) + 2 = 2d_{M+} + 2$.

**Lemma 4.** Given tuple $s = (h, r, t) \in I$ and the support set $\overline{Supp}(G, P_s^l)$, we have $\exists \gamma : G(s) = G_i \Rightarrow G(s) \subseteq P_s^l$. For each relation label $r$, the support subgraph for $\overline{Supp}(G, P_s^l)$ is a support subgraph and matches are both time-consuming when the degree of each vertex is high. We consider an approximated localized pattern matching in Section 3.4 with an amortized hardness $\overline{O}(d_g)$. Secondly, $max_{l \in L_g} |S(G, r)|$ is a large constant and ranges with the size of graph database $G$. To avoid computation over large candidate sets, we pick a sampling subset of $S(G, r)$ denoted as $S^*(G, r)$. In this way, instance validation is a dynamic procedure with high amortized time consumption.

**3.3 Linkage Prediction**

We introduce this section to generate linkage prediction $Pr(I|G)$ for $M_{IP}$ in Section 2.3.

**Linkage Prediction.** Given a tuple $(h, t)$ in graph database $G$, for each relation label $r \in L_g$, linkage prediction generates the probability $Pr(r|(h, t), G)$ based on the graph database $G$.

Since the localized pattern $P_r^l$ collects the correlated relation labels with $r$ in a graph database, the graph similarity between two localized patterns $P_{s(r)}^l$ and $P_{s'(r)}^l$ reveals the consistency of the context associated with relation label $r$. Thus, given entities $(h, t)$ and a possible relation $r$ between $h$ and $t$, the similarity between $P_{s(r)}^l$ and $P_{s'(r)}^l \in S(G, r)$ shows the consistency support from ground truth $s' \in G$, which can be taken as an estimation of linkage prediction $Pr(r|(h, t), G)$. The classic metrics for similarity evaluation such as JACCARD and COSINE compare the intersection and union of two patterns. When $|P_s^l| < |P_{s'}^l|$, given subgraphs $G_i(s') \subseteq P_{s'}^l$ and $G_j(s) \subseteq P_s^l$ with $\exists \gamma : G_i(s') \leftrightarrow G_j(s)$, we have $|G_i(s')| = |G_j(s)|$, which means that the classic similarity measurements can not capture the patterns with different sizes effectively. To capture the consistency of two localized patterns, we introduce Definition 2 as a similarity metric.

**Definition 2.** Given two localized patterns $P_{s(r)}^l, P_{s'(r)}^l$ with the same centric relation label $s_1, r = s_2, r$, the similarity $Sim(P_{s_1}^l, P_{s_2}^l)$ is equal to

$$Sim(P_{s_1}^l, P_{s_2}^l) = \frac{\max_{l \in L_g} |G_i(s_1) \cup G_j(s_2)|}{\min(|P_{s_1}^l|, |P_{s_2}^l|)}$$

where $|h|$ is the number of matching pairs between $G_i(s_1) \subseteq P_{s_1}$ and $G_j(s_2) \subseteq P_{s_2}$. To validate instance $I$, we calculate the support set $\overline{Supp}(G, P_s^l) = \{ G_i \subseteq P_{s(r)}^l \exists \gamma : G_i \leftrightarrow G(s) \subseteq P_{s(r)}^l \} \subseteq S(G, r)$, where $P_s^l \subseteq G \cup I$ and $S(G, r)$ is the localized pattern set with all occurrences of relation $r$ in $G$. The amortized time complexity for validation using implicit constraints is $O(|G|\sum_{r \in L_g} |S(G, r)|)$, where $O(l)$ is the complexity of finding matching subgraphs between two localized patterns. Considering both $l$ and $max_{r \in L_g} |S(G, r)|$ as constants, the validation problem is fixed-parameter tractable and has an amortized time complexity of $\overline{O}(1)$.

However, the amortized complexity indicates that a validation process is not applicable to general cases such as dense graphs. Firstly, for $O(l) = O(2d_g)$, enumerating subgraphs and matches are both time-consuming when the degree of each vertex is high. We consider an approximated localized pattern matching in Section 3.4 with an amortized hardness $\overline{O}(d_g)$. Secondly, $max_{r \in L_g} |S(G, r)|$ is a large constant and ranges with the size of graph database $G$. To avoid computation over large candidate sets, we pick a sampling subset of $S(G, r)$ denoted as $S^*(G, r)$. In this way, instance validation is a dynamic process with high amortized time consumption.
Linkage prediction has been analyzed in many works [25, 26, 27]. They share the same idea of comparing the similar sub-structure in graph database. In this work, we find a portable linkage prediction method to optimize the relation extraction results dynamically. Based on Definition 2, we have

\[ Pr(r|(h, t), G) = \frac{1}{|S^*(G, r)|} \sum_{p^l \in S^*(G, r)} \text{Sim}(p^l_{(h, r, t)}, p^l_{s'(r)}) \]

Based on Section 2.3, we could optimize and validate the relation labels with top-k knowledge acquisition results w.r.t. a sentence. In a pair of entities \((h, t)\), Given parameter \(k\) as top-k relation labels from \(M_{ka}\) and graph database \(G\), we have the amortized time complexity \(O(k \cdot g(l) \cdot \max_{x \in L_E} |S^*(G, r)|)\) leading to a dynamic approach.

### 3.4 Approximated Graph Matching

To tackle the hardness brought by finding matching subgraphs from localized patterns, we introduce this section for approximated graph matching, which enables the instance validation and linkage prediction over scalable RDF data.

Given localized pattern \(P_s\), we aim to find a set of matched localized patterns for instance validation and linkage prediction. According to Proposition 6 and 7, a matched pattern \(P_s^l\) for \(P_s\) need to satisfy the following conditions: (1) \(s \cdot r = s' \cdot r\) and \(\exists \gamma : G_1(s) \rightarrow G_j(s'), G_i(s) \subseteq P^l_s, G_j(s') \subseteq P^l_j\); (i.e., \(\gamma(s) = s' \in P^l_j\)); (2) the isomorphism subgraph \(G_j(s')\) is not trivial (i.e., \(|G_j(s')| \geq 3\)). Moreover, considering Proposition 7 and Definition 2, we have certain restrictions on the matching algorithm: (1) being scalable to dynamic graphs; (2) being able to compare the consistency of two localized patterns of different sizes. Existing approaches find matched subgraphs through graph representation learning [28, 29], whereas dynamic graph representation surveyed in [30] shows no applicability to the restrictions discussed above.

Graph embedding algorithm TraverseR(TR) traverses the relation labels in a localized pattern with fixed length and records the paths into a set. To find the graph embedding on localized pattern topology and focus on central tuple, TraverseR uses Algorithm 2 to generate an embedding \(M\) that maps all relation paths containing central relation \(r\) of length \(l\) onto their occurrences as weight for \(P^l_{(h, r, t)}\).

Breadth first search is applied to traverse all possible paths. TraverseR constructs graph embedding starting from the head and tail entities with an initialized extracting queue \(S\) (\(S_{\text{head}}\) or \(S_{\text{tail}}\)) in Line 1. We introduce variable \(S^+\) and \(S_{\text{temp}}\) to hold the next step candidate and current temporary value, respectively. The paths are traversed from head and tail entity separately. Queues \(S, S^+, S_{\text{temp}}\) maintains tuples in the form of \((Path, StartPoint)\), which denotes the paths we already obtained and the next step point to make a further step e.g., when starting from head entity \(h\) and tail \(t\), the initial value of \(S^+, S_{\text{head}}\) is \((|r|, h)\) and \(S_{\text{tail}}\) is \((|r|, t)\) (Line 1, 10). \(l_m\) denotes the maximum length of paths in queue \(S\) and ranges in \([1, l]\). When making a further step, we add the relation label visited into paths and update the next start point (Line 6). We keep all historic value in \(S\) with \(S := S \cup S^+\) (Line 7, 9). After one iteration, we update \(S^+\) with current temporary value as candidate for next searching process (Line 8). In this way, all the paths from \(h\) or \(t\) containing \(r\) is extracted with different lengths.

To combine both sides of extracting queue to form a complete embedding, TraverseR applies a MAP-REDUCE process joining the results provided by both sides (Line 13-17). The MAP-REDUCE sentences are described with SCALA grammar. Among Line 13-17, we use \(Pat, SP\) and \(Size\) to denote path, start point and path size, respectively. Plus, we use \(H\) and \(T\) for paths starting from head and tail. Line 13 constructs \(S_{\text{tail}}\) into \((\text{Path Size}, \text{Path})\), and we no longer need start point during combining process. To aid the join operation and find paths with fixed length, Line 14 initiates answer \(M\) with \(S_{\text{head}}\), which maps the paths from head and their size \((l + 1 \cdot \text{Path Size}, \text{Path})\). Line 15-16 joins \(S_{\text{head}}, S_{\text{tail}}\) and combines paths from head and tail set by merging paths from two sides. Line 17 calculates the occurrences of paths and collects the results.

#### Example 4

Consider Example 3 and Figure 7. We could obtain the embedding of \(P_{s, i}^l\) \(= \{\text{India, contains, Gorakhpur}\}\) by TraverseR. In \(TR(P_{s, i}^l)\), we use the abbreviation of those relation labels: \(\text{contains(C), containsBy(CB), admin children(AC), administrative parent(AP), country(CU), place of birth(PB)}\). We have \(TR(P_{s, i}^l)\) to \((\text{((CB, C), 1), ((C, C), 1), ((AC, C), 1), ((AP, C), 1), ((CU, C), 1), ((CB, PB), 1)})\) as localized pattern embedding.

To capture patterns with different sizes, The following equation calculates the similarity of the embeddings of localized patterns and compares the consistency of two localized pattern instead of using Definition 2. Given localized patterns \(TR(P_{s, i}^l)\) and \(TR(P_{s, j}^l)\), we have the similarity

\[ \text{sim}(P_{s, i}^l, P_{s, j}^l) = \frac{|TR(P_{s, i}^l) \cap TR(P_{s, j}^l)|}{\min(|TR(P_{s, i}^l)|, |TR(P_{s, j}^l)|)} \]

As the embedding \(TR(P_{s, i}^l)\) is a multi-set mapping paths and their occurrences, the intersection records the common
paths of the two embeddings. The size of a multi-set is calculated with \( |M| = \sum_{\text{path} \in M} M[\text{path}] \). Proposition 8 suggests that the similarity indicates the existence of an isomorphism between non-trivial subgraphs of two localized patterns. To show dynamic, Proposition 9 analyzes the time and space complexity of our embedding algorithm.

**Proposition 8.** Given localized patterns \( P_{s_1} \) and \( P_{s_2} \) with \( s_1.r = s_2.r \), we have: \( \text{sim}(P_{s_1}, P_{s_2}) > 0 \Leftrightarrow \exists \gamma : G_{s_1} \leftrightarrow G_{s_2} \). \( G_{s_1}, G_{s_2} \subseteq P_{s_1, s_2} \) with \( \gamma(s_1) = s_2 \wedge |G_{s_1}| = |G_{s_2}| \geq 3, \forall l \geq 1. \)

**Proposition 9.** Given a localized pattern \( P_{s} \) with maximum degree \( d_M \) and parallelism degree \( n (l \ll n) \), TraverseR runs in \( O(d_M^2, n) \), and the space complexity of \( M \) is \( O(I^2 \cdot d_M^3) \).

When tackling approximated matching patterns as candidate for instance validation, the support set is defined with \( \text{Supp}(G, P_{s}) = \{ P_{s} \in S(G, s, r) | \text{sim}(P_{s}, P_{s}) > 0 \} \). To validate instance through matching patterns, Proposition 10 and 11 conclude the conditions of legal instance and invalid instance respectively based on Proposition 8.

**Proposition 10.** \( \forall s \in \mathcal{I}, \text{Supp}(G, P_{s}) \neq \emptyset \Rightarrow \mathcal{I} \) is legal.

**Proposition 11.** Given \( s = \langle h, r, t \rangle \in \mathcal{I}, \text{Supp}(G, P_{s}) = \emptyset, \sigma = 1 \wedge l = 1 \) (1) when \( \exists s' = \langle h, r', t \rangle \in G \land \mathcal{I}, \text{Supp}(G, P_{s'}) \neq \emptyset \Rightarrow s \) is invalid; (2) when \( \exists s' = \langle h, r', t \rangle \in G \land \mathcal{I}, \text{Supp}(G, P_{s'}) \neq \emptyset \Rightarrow s \) is invalid; (2) \( \exists s = \langle t, r', t' \rangle \in G \cup \mathcal{I}, \text{Supp}(G, P_{s'}) \neq \emptyset \Rightarrow s \) is invalid.

### 3.5 Approximated Evaluations via Graph Embedding

We introduce this section to apply graph matching onto the proposed evaluations as a conclusion to the above four sections. As discussed in Section 2.2 dynamic hardness is noticed on three operations i.e., constraints based validation, constraints based repair, and the discovery of new constraints. We summarize the evaluations according to Algorithm 1.

Firstly, Line 4-6 in Algorithm 1 involves fetching corpus \( C_i \) in scalable stream, generating prediction \( M_{ka} \) with knowledge acquisition and generating the initial instance \( \mathcal{I} \). We suppose these operations can be finished in \( O(1) \). The initial noisy instance \( \mathcal{I} \) is generated based on \( M_{ka} \) i.e.,

\[
\mathcal{I} = \arg \max_{s \in \mathcal{I}} \prod_{s \in \mathcal{I}} \text{M}_{ka}[s][s, r]
\]

\[
= \{ h_i, r_i, t_i | p_i = \max_{(r_j, p_j) \in \text{M}_{ka}, \in \text{M}_{ka}} p_j \land p_i \geq 0 \}.
\]

Secondly, Line 7 involves the validation problem based on graph constraints. The validation problem is studied in Section 3.2.3 and 3.4. Section 3.1 advocates that validation through implicit graph constraints is conditionally equivalent to an explicit case, and utilizing implicit constraints will benefit from an optimizable evaluation \( \text{Supp} \) for instance validation. Section 3.4 proposes to dynamically validate a tuple with implicit graph constraints. Based on the support set of a localized pattern, we validate tuple \( s \in \mathcal{I} \) with \( \text{Supp}(G, P_{s}) \neq \emptyset \), where

\[
\text{Supp}(G, P_{s}) = \{ P \in S(G, s, r) | \text{sim}(P_{s}, P) > 0 \}.
\]

Based on Proposition 9, the validation process terminates in \( O(T_{valid}(\mathcal{I}), T_{repair}(\mathcal{I}), T_{discovery}(\mathcal{I})) \) = \( O(\frac{d_M}{n}) \) for each tuple.

Thirdly, Line 8 in Algorithm 1 repairs noisy tuples by enumerating possible relation labels. Relation repair is optimized in Section 2.3 and Section 3.3. Section 2.3 proposes an optimize-validate model converting relation repair into instance validation, and it optimizes the instance prediction with linkage prediction. Section 3.3 proposes a linkage prediction model based on graph similarity. The linkage prediction \( \text{M}_{lp} \) is decided by classifier \( \text{Pr} (r | h, t, G) \) with \( \text{M}_{lp}[i][r] = \text{Pr} (r | h_i, t_i, G) = \frac{\sum_{P \in S^+(G, r)} \text{sim}(P_{s}, P)}{|S^+(G, r)|} \).

The amortized time for relation repair is \( \tilde{O}(\frac{|\mathcal{I}|}{n} \cdot \text{T}_{valid}(\mathcal{I}) + \text{T}_{lp}) = \tilde{O}(\frac{|\mathcal{I}|}{n} \cdot \text{T}_{valid}(\mathcal{I}) + \text{T}_{lp}) \) = \( \tilde{O}(\frac{d_M}{n}) \) for relation label repair.

Finally, in Algorithm 1 Line 10 updates graph constraints with new patterns in knowledge graph, which is replaced by the implicit graph constraints processing.

In conclusion, with the approaches above, we can obtain a dynamic relation repair for knowledge enhancement. Assuming that \( k \ll n \) and \( d_M \) are constants in one iteration \( i \), the overall amortized time consumption \( \Delta T_i \) is

\[
\Delta T_i = \tilde{O}(\frac{T_{valid}(\mathcal{I}) + T_{repair}(\mathcal{I}) + T_{discovery}(\mathcal{I})}{|\mathcal{I}|}) = \tilde{O}(\frac{d_M \cdot \max(|S^+|, k)}{n}) = \tilde{O}(1).
\]

### 3.6 Cold Start Problem

In this section, we give a brief discussion on the cold start problem during the instance repairing process. We consider two situations for cold start and provide possible solutions. **Entity Cold Start.** The size of localized pattern \( P_{s} \) is rather small e.g., \( |P_{s}| = 2 \) leads to \( |\text{TR}(P_{s})| = 0 \) when \( l \geq 2 \). Graph matching through embeddings asks for the localized patterns with enough size, otherwise, the embedding will be insufficient. As the entities \( h \) or \( t \) are sometimes fresh to the knowledge graph, all knowledge graphs may meet this problem. For the dynamic situation described in Algorithm 1, the fetched corpus contains a collection of related sentences, which may generate relevant tuples e.g., entity sharing among tuples. When entity cold starts happen, we try to enhance the knowledge graph after it accumulates enough information i.e., holding the cold start tuples and trying to validate them after a number of iterations. When some cold-starting tuples still exist, we regard them as an
unknown case in Proposition 1. These unknown tuples can be added directly or decided by database administrators.

**Relation Label Cold Start.** The pattern set $S^∗(G,r)$ is not available or of rather small size. The poroposed evaluations rely on the localized pattern set $S^∗(G,r)$ to judge the quality of a tuple. When the pattern set is insufficient, the estimation would be biased. Since multiple knowledge shares a common subset on relation labels [27], we use multiple databases to obtain pattern candidates $S^∗$. As graph database integration is time-consuming, we only integrate the relation labels and do not join multiple databases. Therefore, we formalize this kind of integration as follows. Given two graph databases $G = \{ V,E,L \}$ and $G' = \{ V',E',L' \}$, we consider a mapping function $ρ$ between two labeling functions $ρ : L' → L \cup \{(e → NA)\}, \forall e ∈ G'.E$, where $\{(e → NA)\}$ is an empty labeling function, $ρ \circ L'$ marks all edge labels in $G'$ into the labels in $G$ and treats the unrelated labels as $NA$. In this way, more supporting localized patterns could be obtained in $S^∗$.

### 4 Experiment

In this section, we test our proposed relation repair model over the state-of-the-art knowledge acquisition approaches. We test the original relation extraction approach and our relation repair approach with datasets NYT-FB60K and FewRel [31], which are both widely used datasets for the relation extraction task. The test data of NYT-FB60K contains multiple $NA$ tuples, which is different from FewRel. Multiple graph databases are considered to test the validation efficiency and provide candidates for validation. We show the detailed dataset information in Table 1. Our framework is tested under a single node SPARK Cluster with 1*Intel(R) i7-8700 and 32 GB RAM.

#### 4.1 Evaluations for Relation Label Repair

Three relation extraction models over two datasets are considered to test the efficiency of our repair approach shown in Table 3. We name our relation repair approach as ImpGFD, which utilizes implicitly discovered graph patterns for graph data quality. The graph database would include an RDF tuple $s$ when $s$ is validated by our dynamic repair approach and the relation label $s.r$ is not $NA$. The precision score indicates the percentage of true RDF tuples, which reveals the quality of enhanced data and relates to the consistency of the graph database. The recall and F score evaluates how the model performs on finding new relations from graph structures and corpus.

The precision score in Table 2 illustrates the consistency of new instances. The test data of NYT-FB60K contains $NA$ labels, which asks for an RE approach to predict false-negative labels and may affect the efficiency of relation extraction work. Given each tuple in an instance, our approach would find support for a validation or deletion. The experimental data on NYT-FB60K indicate that our approach helps to classify false-negative labels by comparing the support set of Top-k relation label predictions of an RE tool; and the data on FewRel dataset indicates that our approach can enhance the graph data consistency without causing many deletions on RDF tuples.

We provide the ablation study of our approach (ImpGFD) over two relation extraction works on different datasets. The ablation separates relation repair into two parts i.e., linkage prediction (LP) and validation. We also provide the quality of legal instances (LI), which is obtained through Proposition 10. To show the quality of legal instances, the scores of LI are evaluated based on non-$NA$ tuples while other scores based on the whole instances. We can conclude that both linkage prediction and instance validation contribute to graph quality enhancement based on Table 3. Moreover, a high data quality enhancement to the graph database could be obtained through legal instances, which are validated by non-empty support sets.

#### 4.2 Evaluation on Dynamic Performance

To show dynamic, we introduce this section to test our relation repair approach under scalable data (streamed NYT-FB60K). We take both JointE and JointD as knowledge acquisition tools and run a real-time relation extraction based on RDF streams. We draw the curves on Precision,
TABLE 5: Comparison on error detection

| Datasets Approaches | YAGO          | WikiData     |
|---------------------|---------------|--------------|
|                     | Prec. | Rec. | F1  | Prec. | Rec. | F1  |
| ImpGFD$_{r=1}$     | 0.68  | 0.71 | 0.69 | -     | -    | -   |
| ImpGFD$_{r=2}$     | 0.72  | 0.76 | 0.74 | 0.83  | 0.64 | 0.71 |
| GFact$^*$ [33]     | 0.81  | 0.60 | 0.66 | 0.82  | 0.63 | 0.68 |
| GFact$_{i}$        | 0.40  | 0.75 | 0.50 | 0.55  | 0.64 | 0.55 |
| AMIE$_{+}$ [34]   | 0.44  | 0.76 | 0.51 | 0.42  | 0.78 | 0.48 |
| PRA [6], [35]     | 0.69  | 0.34 | 0.37 | 0.65  | 0.51 | 0.53 |
| KGMiner [36]      | 0.62  | 0.36 | 0.40 | 0.63  | 0.49 | 0.52 |

Recall, F-scores, and time consumption in Figure 2 indicates that the relation repairing approach is stable and dynamic under scalable data.

4.3 Evaluation on Parameter Study

To evaluate the effect of different parameters, we use Table 4 and Figure 5 to discover the performance of relation repairing when varying the size of the localized pattern (decided by l) and the size of sampled localized patterns |S*|. The data in Table 4 is generated on relation repairing on JointE over NYT-FB60K. As shown in Table 4, when we include more graph structural information by increasing l, the ImpGFD framework would provide better performance and consume more time on deciding the relation label of each tuple. When |S*| increases, the performance is stable, whereas the time consumption rises as shown in Figure 5. Thus, we take l = 2 and |S*| = 10 for the experiments on other studies.

4.4 Evaluation for Error Detection

To examine the performance of our algorithms and avoid the influence of relation extraction tools, we test our approach on the graph error detection task. Our approach is tested on the efficiency of error detection over YAGO and WikiDATA, where more relation labels are observed in WikiDATA based on Table 1. We sample 80% edges out of full set of facts as training data and the rest 20% as test dataset. In test datasets, we maintain 20% true facts and generate 80% false examples. Since certain restrictions are applied onto the graph embedding algorithm as shown in Section 3.4, we use Algorithm 2 for localized pattern representation learning; otherwise, the Proposition 19 and 21 would degenerate and no longer fit for instance validation. Table 5 shows the efficiency of our approach and compares with multiple existing approaches.

Based on Table 5, we could notice our algorithms could outperform other works. Our approach outperforms other works for the following possible reasons. Firstly, our work would consider more graph patterns as evidence of possible facts including more graph patterns as candidates. Some relations with fewer occurrences in the knowledge base would not be considered in [33], however, we keep such patterns serving as evidence. Apart from this, linkage prediction also predicts possible relation labels and finds potential errors between a pair of entities.

5 RELATED WORK

5.1 Graph Data Repairing

Our approach focuses on handling the graph relation label quality observed in the process of knowledge enhancement under streamed corpus. We revise the related works on graph repairing processing, most of which apply support sets or constraints to validate positive patterns for static graph database. Graph functional dependency [16], with the form of \( \varphi = Q \cdot X \Rightarrow Y \), embeds logic expression for the labels or structures in subgraph patterns, and is discovered based on the support of the graph patterns. Graph constraints processing is composed by three basic problems, validation, satisfaction and implementation [22], and is proved hardness on repairing dynamic graph data [17]. The validation problem aims to find conflicts within a graph database with respect to a set of predefined graph constraints. For our approach, we only consider the frequent subgraph patterns with logic clauses on relation labels to simplify the hardness on graph constraint processing. The approach [37] also considers to use the support set to build a soft constraint for graph repairing, while it focuses on repairing the entities or literals based on the correctness of relation labels. The approach [33] applies support sets of graph patterns with multiple metrics for performance enhancement, and is applicable to static graph validation. On dealing with the related issues in graph cleaning, [38] focuses on the rare relation label cold start problem on relation label extraction.

5.2 Knowledge Enhancement

Knowledge enhancement aims to add new instances to the knowledge graph with consideration to the database consistency. Knowledge acquisition applies knowledge extraction to three main sources, unstructured data, HTML schemas, and human-annotated pages [6]. Existing studies all consider multistage supervision to optimize the performance of knowledge acquisition [6], [19], [20], [39] but few works actually pay attention to validating the acquired knowledge and repairing violations. As the knowledge acquisition tools generate noisy results [20], a direct addition would result in inconsistency in the knowledge database. Notice that unstructured data is fast-growing and easy to build large knowledge base systems [6], approaches to generate new knowledge on the unstructured data stream are recently proposed [40]. Therefore, graph data quality processing on an instance stream should be launched. Linkage prediction aims to catch the missing relations based on knowledge graph [25], [26]. According to its definition, link prediction reconstructs the relation among entities in a knowledge base such as a social graph to solve the incompleteness problem.

6 Conclusions

In this paper, we study the problem of dynamic relation repairing for the knowledge enhancement process. While enhancing the knowledge graph, we notice that new constraints will emerge for graph data quality. As it is hard to design graph constraints for graph databases, dynamic constraint discovery is important for graph repair. We analyze the dynamic hardness of three operations, validation,
repair, and discovery based on an algorithmic structure. We build an optimize-validate model for relation repair with linkage prediction and instance validation. To eliminate the constraint discovery operation, we prove the equivalence between graph constraint validation and validation through the support subgraph set. The hardness involved in the cold start problems during knowledge enhancement is further analyzed with applicable solutions. We prove that with the strategies above, the repairing and enhancing structure is made dynamic. The experimental result indicates that our approach can aid the sustainability and consistency of the knowledge database.
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