The Influence of Natural and Anthropogenic Forcing on Water and Energy Balance and on Photosynthesis
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Abstract: Land surface processes are rarely studied in Detection and Attribution Model Inter-comparison Project (DAMIP) experiments on climate change. We analyzed a CMIP6 DAMIP historical experiment by using multi-linear regression (MLRM) and analysis of variance methods. We focused on energy and water budgets, including gross primary productivity (GPP). In MLRM, we estimated each forcing’s contribution and identified the role of natural forcing, which is usually ignored. Contributions of the forcing factors varied by region, and high-ranked variables such as net radiation could receive multiple influences. Greenhouse gases (GHG) accelerated energy and water cycles over the global land surface, including evapotranspiration, runoff, GPP, and water-use efficiency. Aerosol (AER) forcing displayed the opposite characteristics, and natural forcing accounted for short-term changes. A long-term analysis of total soil moisture and water budget indicated that as the AER increases, the available water on the global land increases continuously. In the recent past, an increase in net radiation (i.e., a lowered AER) reduced surface moisture and hastened surface water cycle (GHG effect). The results imply that aerosol emission and its counterbalance to GHG are essential to most land surface processes. The exception to this is GPP, which was overdominated by GHG effects.
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1. Introduction

Understanding climate change is important for scientific research and future policy planning. The Earth System Model (ESM) has become a key tool for understanding climate systems and evaluating climate extremes in the future [1]. Currently, the Coupled Model Inter-comparison Project (CMIP), by using multiple ESMs, plays a central role in climatological research and projection by climate change communities such as the International Panel on Climate Change (IPCC) [2]. Standardized scales, inputs, and file formats have facilitated the inter-comparison and ensemble analysis of models [2]. Recently, CMIP6 (6 Phase) was developed as a new-generation tool with a more complex model system than previous versions, adopting improved physical/chemical processes and providing finer spatial resolutions [2].

The Detection and Attribution Model Inter-comparison Project (DAMIP) experiment is one of the CMIP6-Endorsed MIPs (experiments). This MIP investigates external force attributions and provides observational constraints on the climate system [2]. This constrained experiment can assist both scientists attempting to understand the climate system and policymakers that are developing future plans. The DAMIP was conceptualized by CMIP3, but few of its studies were publicly available before CMIP5. By separating forcing experiments from synthetic forcing, the DAMIP in CMIP6 enables assessments of anthropogenic impacts (e.g., greenhouse gas emission and aerosols), thus highlighting human
influences on climate change and providing climate system behaviors such as the transient climate response (TCR) [3].

CMIP6 has employed new models and reduced the uncertainties in anthropogenic-related forcing by clarifying the separation between greenhouse gases and other anthropogenic emissions. In CMIP5, the aerosols were not separated from anthropogenic emissions. Rather, DAMIP historical simulation initially included only the changes in natural forcing and greenhouse gases (GHG), although separation was later performed in CMIP5 [3,4]. Aerosol separation has been emphasized because aerosols can be anthropologically (e.g., air pollutants) or naturally (e.g., volcano) sourced. The problem with unclear separation has largely propagated uncertainties of climate model by the interaction with other factors such as ozone and land use, especially as simulation periods lengthen and the models become updated to sophisticated chemical reactions. The uncertainties related to aerosols are further exacerbated by the different spatiotemporal patterns between models [4,5]. The DAMIP of CMIP6 has three fully separated major forcings: natural-only (NAT), GHG-only (GHG), and aerosol-only (AER) [4]. It also provides volcano-only (volc), stratospheric-ozone-only (stratO3), and SSP2-4.5 simulations, thus widening the range of experiments embracing present and future information in order to explore climate-change triggers [3].

Many DAMIP-based studies have verified different roles for anthropogenic and natural forcings and their contribution degrees to climate change. In some studies, models have been evaluated via isolated experiments. In a CMIP5 DAMIP study, Ha et al. [6] found that anthropogenic forcing affects global and regional monsoon rainfall. In particular, anthropogenic signals (GHG and aerosol forcing) largely affect African monsoons and also cause asymmetric precipitation amounts between the Northern Hemisphere (NH) in the African monsoon domain and the Southern Hemisphere (SH) in the Asian–Australian monsoon domain. Moseid et al. [7] detected the error in five ESMs by studying regional dimming and brightening effects of aerosols. Irving et al. [8] found that GHG is the main contributor to planetary energy unbalances. In their analysis, the unbalance was reduced by AER and northward oceanic transport. As clarified by DAMIP and other climate researches, natural forcing (NAT) is known to not affect much of climate change compared to anthropogenic forcing, but GHG dominates the increase in global temperature and precipitation amount, and AER tends to counteract these increases [6,8–11]. However, their effects on other meteorological variables or subsidiary processes (e.g., land surface and dust processes) are not adequately discussed yet.

Land surface is a key component of the Earth’s system, as it exchanges heat, water, and carbon dioxide with the atmosphere [12,13]. Changes in land surface such as vegetation and land use by either seasonal or anthropogenic activities can markedly affect land surface processes [14,15]. Moreover, anthropogenic emissions from the land are known to significantly influence future climate, raising many concerns of climate change by scientists and communities. Variable land fluxes interacting with climate change have manifested as extreme events, although an increase in severe events remains controversial [16–18]. Future climate changes and the variations in energy and water exchanges at the surface will affect both land conditions and lives (including plants and human lives). Water and food are essential to life, but their safety is threatened by rapidly changing environments and prediction uncertainty. In preparation for future risks, we need to research the potential consequences of climate change [19–21].
In planning future scenarios, the impact of anthropogenic emissions on factors other than climate such as land surface processes should not be ignored. Planning must consider the atmosphere, land, and their interactions. The change of climatological variables driven by anthropogenic forcing can affect land surface processes. For instance, rising global temperature and extreme precipitation can change the water cycle and photosynthesis, but land surface processes can be more directly (and possibly irrevocably) affected by human-driven emissions (e.g., aerosol can reduce the net radiation). Eco-hydrological resilience and ecosystem shifts, which are highly linked to both climate and land surface processes, have raised great concern. Ecosystem shift is also related to crop productivity [21,22]. Other sources such as solar energy are also highly affected by aerosol [23]. The many possible consequences from future scenarios on the land surface warrant an investigation of the DAMIP results.

Compared to the land surface DAMIP study, similar MIPs and land-surface-related projects have existed, such as the Coupled Climate-Carbon Cycle Model Intercomparison Project (C4MIP, Jones et al. [24]), the Land Use Model Intercomparison Project (LUMIP, Lawrence et al. [25]), the Carbon-Land Model Intercomparison Project (CLAMP, Hoffman et al. [26]), the International Land Model Benchmarking Project (ILAMB, Hoffman et al. [27]), and the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP, isimip.org, accessed on 28 October 2021). These projects provided the impact of greenhouse gases and conducted model validations regarding land surface processes. C4MIP-related studies proved that increasing CO$_2$ triggers global warming and amplifies climate change [28]. On land, it showed that elevated CO$_2$ stimulates vegetation growth and increases terrestrial carbon stock [24,29]. Here, this large feedback from each land surface model is sensitive to CO$_2$ change, and this revealed the necessity of the model’s inter-comparison study (e.g., CLAMP, ILAMB, and ISIMIP) with MIPs [24]. However, C4MIP only focuses on CO$_2$ variations. The other forcings (e.g., AER and NAT) follow CMIP historical values. Moreover, LUMIP focuses on land-use change. CLAMP, ILAMB, and ISIMIP are utilized for inter-comparison between land-surface models. We need to note that they have some similarities compared to our study, but they are not identical. CMIP6 DAMIP fully separates three major forcings. Moreover, most of the DAMIP studies have focused on atmospheric impacts such as precipitation and temperatures. In particular, the impact on the land surface process using CMIP6 DAMIP is not yet fully studied.

Here, we analyzed the CMIP6 DAMIP experiment by focusing on the energy and water budgets, including gross primary productivity (GPP). This study will address how natural and anthropogenic forcings influence land surface processes. Natural forcing effects would still be minor on the large and long-term scale, but its role will be detected by our analysis.

2. Data and Methods

2.1. Data and Study Area

The CMIP6 models and DAMIP type that we used here are listed in Tables 1 and 2, respectively. CMIP6 DAMIP data were provided by the Earth System Grid Federation (ESGF). The study period was selected from 1850 to 2010, and data were aggregated daily or monthly to annual data for the analysis. All additional estimations, including evapotranspiration fraction, water balance, and water-use-efficiency (WUE), were calculated from the model list. The number of models for each ensemble can be small by utilizing the combination. All data, including the observations, were re-gridded onto a finite-volume grid (100 km, 192 × 288 grids) with a 0.9 × 1.25 degree scale.

Reanalysis and up-scaled observation data included ERA5 (Hersbach et al. [30]) and FLUX-MTE (Jung et al. [31]) data, which are frequently used in model validations. Precipitation (PR, P), temperature (TAS), evapotranspiration (ET), sensible heat flux (SH), and surface soil moisture (SSM) were validated on the ERA5 data, whereas GPP was compared with FLUX-MTE. These data were also re-gridded to facilitate comparisons with CMIP6 models and were validated by using Taylor diagram (Figure 1). As shown in the Taylor diagram, the PR, TAS, ET, SH, and GPP were reasonably estimated, but SSM was
erroneous and varied among the models as reported in a previous study [32]. However, the CMIP6 model was improved from CMIP5, and the long-term SSM trend in this model was similar to that in a previous study [32]. Hence, CMIP6 SSM was assumed to be appropriate for our study.

Table 1. List of DAMIP experiments analyzed in this study (from Gillett et al. [3]).

| Name               | Descriptions                                                                 | Periods  |
|--------------------|------------------------------------------------------------------------------|----------|
| CMIP6 historical simulation | CMIP6 historical simulation (~2014): WMGHGs, BC, OC, SO$_2$, SO$_4$, NO$_x$, NH$_3$, CO, NMVOC, nitrogen deposition, ozone, tratospheric aerosols, solar irradiance, and land use | 1850–2010 |
| hist-NAT           | Natural-only historical simulations (solar irradiance and stratospheric aerosol) | 1850–2010 |
| hist-GHG           | Well-mixed greenhouse-gas-only historical simulations (WMGHGs)               | 1850–2010 |
| hist-AER           | Anthropogenic-aerosol-only historical simulations (BC, OC, SO$_2$, SO$_4$, NO$_x$, NH$_3$, CO, and NMVOC) | 1850–2010 |

Table 2. CMIP6 DAMIP model list used in this study where PR is precipitation, T is 2 m air temperature, ET is evapotranspiration, SH is sensible heat flux, SSM and TSM are surface and total soil moisture, and RUNOFF is runoff.

| Model                | PR | T | ET, SH | GPP | SSM(TSM) | RUNOFF |
|----------------------|----|---|--------|-----|----------|--------|
| ACCESS-ESM1-5 [33]   | ○  | ○ | ○      | ○   | ○        | ○      |
| BCC-CSM2-MR [34]     | ○  | ○ |        |     |          |        |
| CanESM5 [35]         | ○  | ○ | ○      | ○   |          | ○      |
| CESM2 [36]           | ○  | ○ | ○      |     |          | ○      |
| CNRM-ESM2-1 [37]     | ○  | ○ |        | ○   |          |        |
| FGOALS-g3 [38]       | ○  | ○ | ○      |     |          |        |
| GFDL-ESM4 [39]       | ○  | ○ | ○      |     |          |        |
| GISS-E2-1-G [40]     | ○  | ○ |        |     |          | ○      |
| HadGEM3-GC31-LL [41] | ○  | ○ | ○      |     |          | ○      |
| IPSL-CM6a-LR [42]    | ○  | ○ | ○      | ○   | ○        | ○      |
| MIROC6 [43]          | ○  | ○ | ○      |     |          | ○      |
| MRI-ESM2-0 [44]      | ○  | ○ | ○      |     |          | ○      |
| NorESM2-LM [45]      | ○  | ○ | ○      |     |          | ○      |

The study area was limited to global land for highlighting land surface activities. East Asia (EAS) and South Asia (SAS), which include many developing countries, were also selected for regional analysis, which shows significantly different results from a global-scale analysis. The sub-regional Asian domains were chosen with reference to Iturbide et al. [46].
This section briefly introduces the energy and water-balance equations normally used in land surface models (LSMs). An LSM of the surface-atmosphere interaction begins with down-welling solar radiation and incoming precipitation, which are the most critical drivers at the terrestrial surface. The important processes are the total amount of absorbed solar energy (also known as the net radiation $R_n$) and its partitioning into sensible and latent heat fluxes. In order to estimate each major flux, the model must solve the balance equation \[ R_n = ET + SH + G + C_m, \] (1) where $ET (W \cdot m^{-2})$ and $SH$ are the latent and sensible heat fluxes, respectively, $G$ is the ground heat flux, and $C_m$ describes the minor energy exchanges, including the metabolism of energy for photosynthesis and storage flux in the canopy air space \[48,49\]. ET in the energy balance is normally written as $\lambda E$. However, we unify $\lambda E$ into ET for convenience. The unit conversion between $W \cdot m^{-2}$ and $kg \cdot m^{-2} \cdot s^{-1} (mm \cdot s^{-1})$ is made through the latent heat of vaporization ($\lambda \approx 2.454 \times 10^6 J \cdot kg^{-1}$). $G$ and $C_m$ were omitted in this study because their contributions are minor and because the roles of $ET$ and $H$ are easily contrasted. Based on the nine models in Table 2, the correlation coefficient between $R_n$ and
According to the energy budget, the water vapor flux (∼ET) is a vital component and is directly linked to the water budget (Figure 2b).

\[ ET + H = R^2 = 0.98 \]

The water balance equation is given by the following:

\[ P = ET + O + (I + \Delta S) \quad (2) \]

where \( P \) is precipitation, \( ET \) is the evapotranspiration, \( I \) is infiltration into soil, \( O \) is the runoff, and \( \Delta S \) is a storage flux term [50]. The units of water balance (kg · m\(^{-2} \) · s\(^{-1} \)) are converted to W · m\(^{-2} \) for comparison with the energy balance variables. These simple expressions for water and energy balance are the foundation of LSM, connoting various static and dynamic activities and their interactions.

2.3. Analysis Method

In this study, we mainly use a Multi-Linear Regression Method (MLRM) for the analysis, which is expressed as follows:

\[ Y_{Hist} = \beta_0 + \beta_{AER}X_{AER} + \beta_{GHG}X_{GHG} + \beta_{NAT}X_{NAT} \quad (3) \]

where \( Y_{Hist}, X_{AER}, X_{GHG}, \) and \( X_{NAT} \) are the simulation results of historical, aerosol-only, greenhouse-gas-only, and natural-only forcings, respectively. The \( \beta \) with each \( X \) represents parameters that imply the influence degree of the individual forcing, and \( \beta_0 \) is white noise. In this analysis, all data were normalized by the first 10 years’ average value. The parameters were estimated by using an ordinary least squares method, and their significances were verified by analysis of variance (ANOVA). The uncertainties between ensemble models were expressed as one standard deviation and are displayed as shaded areas on the result figures.

The trend of the time-series data was determined in a linear regression model if necessary. The significance of the slope parameter was estimated in the same manner as MLRM. In this analysis, data were normalized by the total average value to clarify the long-term trends. The statistical significance of the change between the two periods (depicted as dots in the map) was evaluated in a student’s t-test. Results were considered significant at the \( p \leq 0.05 \) level.

3. Results

3.1. Precipitation and Temperature

In the historical simulation (integrated forcing), global mean precipitation gradually decreased until around 1970 and increased until 2010, but the changes were not significant (\( p \)-value of the slope parameter = 0.63) in the regression analysis. Rather, the significance of the change in the precipitation amount depended on the region (Figure 3a,b). Precipitation significantly decreased in rainforest areas such as Southeast Asia, Central America, and the Amazon area. Conversely, temperatures (TAS) increased in most regions except in middle latitudes of the northern hemisphere (Figure 3c,d). The non-significant changes in these areas can be explained by the long-term decreasing trends in the middle of the 20th century.
followed by an abruptly increasing recent trend. After the 1970s, both temperature and precipitation dramatically increased.

From the trends and fitting parameters of DAMIP analysis, we inferred that AER and GHG influence PR and TAS. Both variables tended to increase under GHG-only forcing, decrease under AER-only, and exhibited no significant long-term changes under NAT-only forcing (Figure 3b,d). Similar results were reported in a previous study [6,8,11]. Interestingly, the historical simulations of both PR and TAS followed AER when decreasing and GHG when increasing, indicating that the contribution of each forcing depends on the time and ambient conditions. In the MLRM analysis, historical TAS data were well fitted by a separated-forcing simulation (R-squared = 0.85) but were poorly fitted to PR (R-squared = 0.29); TAS was more directly affected by DAMIP forcing than PR. PR was more influenced by AER (R-squared = 0.56) and GHG (R-squared = 0.56) than by NAT (R-squared = −0.04). GHG forcing (R-squared = 0.81) exerted the highest impact on the historical TAS, but other forcings ($\beta_{AER} = 0.52$, $\beta_{NAT} = 0.61$) were also significantly effective. Although NAT did not apparently affect the long-term trends, its importance on TAS was determined in the MLRM analysis.

3.2. Energy Balance

Net radiation is affected by all forcings, although there is a regional difference. The net radiation under historical forcing showed that the energy absorbed on the ground decreased globally over a long-term trend (Figure 4a,b) before rebounding in the near past (1970–2010). By comparing the results of the pre-1970s and post-1970s (Figure 4a,c), such bouncing appears to be contributed by advanced countries on the continents of North America and Europe. In contrast, the net radiation in Asian regions decreased even more dramatically after 1970s (Figure 4c,d) mainly because aerosol emissions have increased in Asia. Asian regions have seen a significant increase in aerosol after industrialization, which can be the main reason for a consistent decrease in short wave radiation as reported in a previous study [51]. Furthermore, the MLRM analysis indicated that the total absorbed energy...
(net radiation) is affected not only by AER but also by GHG and NAT to a remarkable extent (Figure 4b). The effects of the estimated MLRM parameters are visually recognizable in the figure; for instance, AER and GHG forcing increased and decreased net radiation, respectively, as evidenced in the temperature and PR trends. The decreasing trend in the historical simulation (global deeming) followed the AER simulation, and the rebounding trend since 1970 (global brightening in Eastern USA and Europe) followed GHG results [52]. By utilizing net radiation, we can clearly identify the role of NAT in short historical frequency; specifically, the major variations in the short frequency coincide with major volcanic activities [53].

![Figure 4. Result of the Net Radiation (ETHSUM) analysis: (a) 50-year mean start-to-end differences in net radiation (1850–2010); (b) time series plot of global net radiation; (c) 10-year mean start-to-end differences in net radiation (1970–2010); (d) time series plot of global net radiation. The titles above the plots and the legends within the plots are followed by the number of ensemble models in parentheses, and the estimated parameters with hats indicate statistical significance. On the maps, dots indicate where the differences are significant (p-value ≤ 0.05).](image)

The long-term variations in both latent heat (~Evapotranspiration, ET) and sensible heat (SH) fluxes tended to follow net radiation. However, the forcings of ET and SH have different weights although the two variables are bound in net radiation: AER dominantly affects SH, and both AER and GHG dominantly influence ET on a global scale (Figure 5). Given the strong effect of AER on SH and the summation relationship, we can expect that GHG can dominantly affect ET. As observed for the other variables, the contribution of ET was regionally variable. In East Asia, ET is mainly controlled by AER and NAT, but in South Asia, ET was not significantly affected by any forcing (no figures provided). We additionally estimated the ET (~λE) portion ET/(ET + SH), which is similar to the Bowen Ratio ET/SH (Figure 5e,f). The ET ratio has been steadily increasing globally and in East Asia, although PR and net radiation have fluctuated throughout historical records. Interestingly, the ratio followed the GHG-only simulation, which also predicted an increasing trend, indicating that GHG might strongly contribute to ET variation. An elevated ET ratio implies a wet surface climate of land [54].
Figure 5. Results of latent heat (~evapotranspiration, ET) and sensible heat (SH) flux analyses and their ratio (ET Ratio): (a) time series plot of global ET; (b) plot of ET in East Asia; (c) plot of global SH; (d) plot of SH in East Asia; (e) plot of global ET Ratio; (f) plot of ET ratio in East Asia. The titles above the plots and the legends within the plots are followed by the number of ensemble models in parentheses, and the estimated parameters with hats provide statistical significances ($p$-value $\leq 0.05$).

3.3. Water Balance

Both total and surface soil moisture tended to increase in most places ($p$-value $< 0.05$), but decreases were found in some places, such as the Amazon (Figure 6a–d). More statistically significant changes (dots in the maps of Figure 6) were detected in the total soil moisture (TSM) than in the SSM. We note that SSM data represents 5 cm depth (Figure 6a,b) and the depth known to be detectable by remote-sensing [55]. However, the depth of TSM can be varied among models depending on groundwater existence, vertical resolution, root depth, or the decisions of a model developer (Figure 6c,d). The analyzed results used normalized values or represented the differences between two periods, so the change in water amount can be adequately detected regardless of the depth. Thus, we assumed that the TSM results adequately represented change in TSM.

As shown in Figure 6b, the historical simulation of SSM is followed the AER-only simulation. SSM gradually increased since 1870 and decreased from around 1970, opposing PR and net radiation trends. The reduction in net radiation may have caused the SSM increase in the early period, although PR decreased simultaneously. The rebounding of the net radiation might have caused soil moisture loss after 1970 despite growing PR. Moreover, soil moisture reduction after 1970, along with the increased PR and net radiation, suggests that the surface water cycle was accelerating at the surface. Unlike surface moisture, TSM values have constantly increased (Figure 6d). We need to note that TSM has a slower response than the SSM, and while the global-mean soil moisture has slightly changed, TSM...
has undergone statistically significant changes throughout the world, indicating that water balance has certainly been altering (Figure 6c). For instance, the soil moisture has decreased in the Amazon area, which is an important “breathing” source of the Earth, and increased in the west of the USA and Europe. The estimated water budget \((P - (ET + O))\), which is equivalent to \(I + S\), indicates that the incoming PR exceeds the outgoing water fluxes (Figure 6e,f). Only a few areas have significance, but we can observe that most of the areas have an increasing trend. This can be a reason for the rise soil moisture since the water budget has been increasing over time and is always larger than zero. It may explain the rising soil moisture. In Figure 6f, the values were normalized by their total average in order to detect the slope. This analysis may involve timing-related or over-simplification errors because the land surface process is a complicated system (e.g., snow melting). Moreover, the number of ensemble models was unavoidably small because the analysis used variables’ combinations, and we selected models having all sets (AER, GHG, NAT, and Historical). Moreover, analyzing individual sets (e.g., only GHG regardless of “all sets”) that provide an increased number of ensemble members produces similar results.

**Figure 6.** Results of surface soil moisture (SSM), total soil moisture (TSM), and water budget \((P - (ET + O))\) analyses, where O is the surface runoff: (a) 50-year mean start-to-end difference in SSM; (b) time series plot of global SSM; (c) 50-year mean start-to-end difference in TSM; (d) time series plot of global TSM; (e) 50-year mean start-to-end difference in \(P - (ET + O)\); (f) time series plot of global \(P - (ET + O)\). The water budget was normalized by the whole-period average. The titles above the plots and the legends within the plots are followed by the number of ensemble models in parentheses, and the estimated parameters with hats indicate statistical significance. On the maps, dots indicate where the differences are significant \((p\text{-value} \leq 0.05)\).
The long-term variations of SSM were similar to those of TSM in most regions, but in some regions, the water budget \((P - (ET + O))\) behaved oppositely relative to soil moisture (Figure 6a,c,e). As all three variables have been increasing globally, positive signs (red in the maps) are prominent, particularly in the northern hemisphere. However, in the forested regions such as the Amazon and Eastern North America, soil moisture has trended oppositely or lost statistical significance compared to the water budget. The reason is unclear, but we can suppose that water loss from soil is related to vegetation and PR. In the Amazon, PR has decreased but the reductions of O and ET were more significant (no figures given). Consequently, the water budget showed an increasing trend. However, the amount of underground flow out does not seem to be adequately filled due to reduced PR. This can be a reason for decreasing SSM and TSM. Interestingly, vegetation has maintained its photosynthesis even under low PR conditions. In later results, we will show that GPP flux, which requires water, has been dramatically increased even under low PR conditions. This would be because water deficiency is offset by elevated photosynthesis efficiency.

While runoff flux has continuously increased (Figure 7a,b), PR has fluctuated (Figure 3). The runoff flux tended to follow the GHG-only simulation (Figure 7b). In addition, the estimated GHG parameter of the MLRM was large, indicating that runoff variation was dominantly influenced by GHG forcing. This high runoff does not necessarily reduce infiltration because other factors such as PR and ET may change. PR intensity would be more related to infiltration rate due to different flow rates between the soil and the surface. Due to high runoff, the risk of water management and flood will increase.

![Figure 7. Results of runoff (RUNOFF) and precipitation intensity (Pint): (a) 50-year mean start-to-end difference in RUNOFF; (b) time series plot of global RUNOFF; (c) 50-year mean start-to-end difference in Pint; (d) time series plot of global Pint. The titles above the plots and the legends within the plots are followed by the number of ensemble models in parentheses, and the estimated parameters with hats provide the statistical significances. On the maps, dots indicate where the differences are significant (p-value ≤ 0.05).](image)

Such a gradual increase in runoff can be explained by PR changes and ice or snow melting in the polar regions, but rising PR intensity is another possible main reason. To check whether intensity has changed, we divided the monthly mean PR (>1 mm) by the monthly PR occurrence rate (>1 mm) by using the daily PR data (Figure 7c,d). The PR occurrence rate is estimated by changing it to a binary value: we gave one if there is a rainfall event (>1 mm) on a daily scale, and zero otherwise. We then estimated the monthly
average from those daily binary values. Visually, the change in the PR occurrence rate tended to follow PR variation (data not shown). However, historical intensity (PR/O) has become increasing similarly to the GHG-only simulation. The result indicates that the PR occurrence rate has gradually decreased compared to PR, indicating that extreme rainfall (intensity) has increased in most places. The variations in PR intensity and runoff rate were similar in most regions except in places where PR has significantly decreased or possible ice/snow melting occurs in places such as Asia, Central America, the Amazon, and the north and south poles.

3.4. GPP and Water Use Efficiency

In the historical simulations, GPP continuously increased in most regions and dominantly followed the GHG forcing (Figure 8a,b). PR and net radiation have also increased in the near past, but they have not performed so consistently since 1850, such as GPP. Most photosynthesis models estimate the GPP and transpiration by using Farquhar’s model [56]. This model considers photosynthetically active radiation (PAR), which is normally proportional to the incoming short-wave solar radiation although there is a limit point known as the maximum electron transport (e.g., maximum carboxylation rate) [12,57,58]. The photosynthesis model is also related to temperatures, humidity, CO\textsubscript{2} concentration, water, etc. [56,58]. Among these main variables, solar energy and water are surely the key drivers of plant photosynthesis [13,59,60]. However, this strong GHG influence is an interesting result concerning the existence of the maximum carboxylation rate and maximum Rubisco-limited rate in the photosynthesis model. Increasing both temperature and CO\textsubscript{2} in the Farquhar model can elevate the GPP in the GHG-only simulation, but such a dominant role of GHG over the other factors remains questionable. The role of other physiological effects may need to be investigated. Current land surface models account for key environmental conditions and physiological functions such as nutrients, plant demography, water use efficiency, and even root distribution [60–63].

Figure 8. Results of the GPP and WUE analysis: (a) 50-year mean start-to-end difference in GPP (1850-2010); (b) time series plot of global GPP; (c) 10-year mean start-to-end difference in WUE (1870–2010); (d) time series plot of global WUE. The titles above the plots and the legends within the plots are followed by the number of ensemble models in parentheses, and the estimated parameters with hats provide statistical significances. On the maps, dots indicate where the differences are significant ($p$-value $\leq 0.05$).
In order to identify the cause of GPP increase, we estimated water use efficiency (WUE) of plants as GPP/ET \([64,65]\). The result indicated that increasing GHG (CO\(_2\)) elevates the efficiency of photosynthesis. The absorption of carbon dioxide (productivity) dominated ET variation (Figure 8c,d). Precipitation, water budget, soil moisture, and surface energy grew only slightly, but the photosynthesis rate abruptly increased. To a lesser extent than GHG, the influence of AER is also detected by using MLRM. As solar energy (AER effect) is a physically important driver and was statistically significant in MLRM analysis, it cannot be disregarded in future scenarios. Here, the limit of this high efficiency is not certain yet when both GHG and AER rising. The ecological resilience against GHG and AER changes should be investigated in future scenarios. In the past, high AER counterbalanced the GHG effect to some extent. However, AER has declined recently and is expected to decline in the future, so WUE could rise significantly unless GHG suddenly returns to its original state. Therefore, the study of the limit of WUE and its consequences may be necessary. Such changes in GHG and AER can result in extreme physiological stages when vegetation receive excessive solar energy and reach the WUE limit.

3.5. Parameter Table

The MLRM-estimated parameters on the global scale and in some Asian regions are shown in Figure 9. The analysis showed that AER and GHG are the main drivers of the trend shifts in most variables, accounting for 37% and 42% among statistically significant parameters, respectively. In East Asia regions, AER and GHG accounted for 50% and 31%, respectively, confirming that their weights differ from those of the global mean. Within Asia, the parameters of South Asia were significantly distinct from those of East Asia. For instance, there were 17 statistically significant parameters in East Asia (shaded in orange), mainly in the AER column. Conversely, in South Asia, the number of statistically significant parameters (especially those with high R-squared) was relatively low, implying that major forcings weakly affected the SAS region. Global ET and PR appeared to be mainly influenced by AER and GHG, but GHG exerted no impact on East Asia. In global mean data, all forcings were important for net radiation (ET+SH), but GHG did not largely affect net radiation in East Asia. Additionally, the role of natural forcing has faded in SAS.

|            | GLOBAL | EAS | SAS |
|------------|--------|-----|-----|
| PR (10)    | \(0.24\) | \(-0.56\) | \(0.56\) | \(-0.04\) | \(0.61\) | \(0.58\) | \(-0.05\) | \(0.07\) | \(0.02\) | \(0.06\) | \(-0.07\) | \(0.06\) |
| TAS (9)    | \(0.85\) | \(0.52\) | \(0.61\) | \(0.42\) | \(0.38\) | \(0.56\) | \(0.60\) | \(0.72\) | \(-0.09\) | \(0.33\) | \(0.54\) |
| ET\{ET+SH\} (7) | \(0.81\) | \(-0.03\) | \(0.72\) | \(0.14\) | \(0.61\) | \(-0.34\) | \(0.53\) | \(0.02\) | \(0.47\) | \(-2.26\) | \(5.38\) | \(5.06\) |
| ET\{SH\} (7) | \(0.89\) | \(0.00\) | \(0.66\) | \(0.76\) | \(0.97\) | \(0.77\) | \(-0.09\) | \(0.63\) | \(0.50\) | \(0.37\) | \(-0.14\) | \(0.52\) |
| GPP (7)    | \(0.98\) | \(0.33\) | \(1.00\) | \(0.06\) | \(0.97\) | \(0.03\) | \(0.79\) | \(0.12\) | \(0.82\) | \(-0.29\) | \(1.23\) | \(0.08\) |
| WUE (3)    | \(0.99\) | \(-0.36\) | \(1.20\) | \(-0.24\) | \(0.95\) | \(0.40\) | \(1.32\) | \(0.20\) | \(0.06\) | \(0.24\) | \(-0.05\) | \(0.32\) |
| ET (4)     | \(0.68\) | \(0.26\) | \(0.83\) | \(0.03\) | \(-0.98\) | \(0.33\) | \(0.07\) | \(0.56\) | \(0.05\) | \(0.36\) | \(-0.11\) | \(0.13\) |
| SH (8)     | \(0.88\) | \(0.74\) | \(-0.07\) | \(0.37\) | \(0.91\) | \(1.23\) | \(-0.08\) | \(-0.12\) | \(0.71\) | \(-1.07\) | \(-0.07\) | \(0.13\) |
| RUNOFF (6) | \(0.58\) | \(-0.14\) | \(0.52\) | \(0.07\) | \(0.05\) | \(0.18\) | \(0.14\) | \(0.01\) | \(0.02\) | \(0.03\) | \(0.06\) | \(0.12\) |

Figure 9. All parameters obtained in the MLRM analysis. The variable names are followed by the number of ensemble models in parentheses. Orange shading indicates statistical significance.

4. Summary and Conclusions

Anthropogenic emissions have been frequently studied and are known to influence climate significantly. However, the direct impacts of GHG and AER on land surface have not been sufficiently discussed. This study analyzed the data from the CMIP6 DAMIP experiment in an MLRM with ANOVA and provided variation maps of the land energy and water budgets, including GPP. In comparisons with ERA5 and FLUX-MTE data, PR, TAS, ET, SH, and GPP were confirmed to be reasonably estimated. Although the SSM contained an error and varied among the models, we assumed that CMIP6 SSM was appropriate for this study because the CMIP6 model has been improved from the CMIP5 model and the long-term SSM trend resembled that in a previous study Yuan et al. \([32]\).

The MLRM analysis revealed the degree of each forcing. Unlike previous studies that typically focused on AER and GHG alone, we found that natural forcing also significantly influences meteorological and land surface variables. Normally, a long-term trend analysis
tends to focus on anthropogenic effects (AER and GHG) because of their clear effects. From natural-only simulation results, we cannot easily detect NAT contribution through a long-term time-series plot and even with some statistical analyses [9,10]. In this study, by using MLRM parameter values, we showed that natural forcing can impact TAS and Net radiation as much as AER and GHG. Time-series figures showed NAT does not much influence long-term trends, and statistical significance of linear regression’s slope parameter has not been detected in any NAT-only simulation. Rather, NAT tended to be related to high-frequency variations (e.g., volcanic eruption). Such contributions may not easily be detected without MLRM.

The land surface process was mainly influenced by GHG and AER but with varying degrees of contribution. GHG increased key land surface variables (net radiation, ET, and runoff) along with PR and TAS, but AER presented opposite characteristics. Both GHG and AER continuously rose since 1850 (the beginning of the record). Their historical simulation (with all combined forcings) showed the gradual reduction in PR and most land surface variables until 1970 mainly because the AER effectively counteracted the GHG until 1970. Thereafter, balance was disturbed as AER began decreasing, producing a bouncing trend. The time-series plots of the historical simulation (integrated forcing) tended to lie between those of the GHG-only and AER-only simulation results, which indicates that the influences of GHG and AER are balanced. For instance, PR and ET showed balanced results between GHG and AER. However, the historical simulation of some other variables was skewed toward GHG or AER. For example, TAS and GPP in the historical simulations tended to follow the GHG-only results, while net radiation closely followed the AER-only results.

Each forcing impact and historical changes varied on a regional basis. Developing countries in the late 20th century such as East Asia showed significant contrasts from other regions, possibly owing to the aerosol effect. For instance, the rebound of PR, TAS, and net radiation after 1970 was not observed in East Asia. Instead, further declines of these variables were noted, likely because Asian regions are still developing and suffering from air quality issues. Conversely, advanced countries such as North America and Europe showed an increasing trend in PR and net radiation. Moreover, distinct from the global analysis, the statistically significant MLRM parameters of AER (50%) outnumbered GHG and NAT in East Asia (Figure 9). Some regions, such as South Asia, were less affected than East Asia and the global mean; MLRM found a small number of statistically significant parameters among forcings in South Asia. Although other causes (e.g., land use) are possible, the regionally variable AER emissions might mainly explain the spatial gap in the model results of net radiation and PR.

Variables that include sub-variables or are intertwined with other variables tend to involve multiple forcings. For instance, AER can be regarded as a dominant forcing to net radiation because aerosols can block incoming solar radiation. However, in the present study, net radiation was significantly affected not only by AER but also by GHG. In the time-series plots, both ET and SH apparently followed the variations in net radiation. Meanwhile, the ET ratio was mainly influenced by GHG. As ET and SH are correlated due to a summation relationship and SH is strongly related to AER, we note that ET can be affected by GHG. Hence, the dual forcing effect (AER and GHG) on net radiation might be attributable to two-variable combinations (ET + SH).

This study also showed that GHG accelerates energy exchange, water cycle, and photosynthesis. The GHG-only simulations showed an increase in precipitation and evapotranspiration. GHG also enhances the PR intensity, causing a high runoff rate. TSM and water balance analyses showed that the available water of the land has increased. However, SSM showed a decreasing trend in the recent past. Here, higher PR than ET and runoff should increase SSM, but the fast water cycle induced by high PR intensity (same amount of PR at low frequency) and the raised ET rate appears to prevent an increase in SSM. GHG changes can also shift surface conditions. The ET ratio, which can be related to the Bowen ratio, strongly followed the GHG trend. The increase in these variables implies...
that the surface is becoming a wet climate globally (based on the Bowen ratio classification). The WUE, which defines the GPP to ET ratio, dramatically increased and strongly followed the GHG-only simulation, indicating that plant productivity has increased by elevated CO₂. The models we used for this study can have errors. However, this analysis comes from the advanced models which have long been verified and possess rationality with respect to simplification.

In conclusion, DAMIP analysis identified a role for GHG and AER on the land surface and behaves similarly to PR and TAS. Their contributions to each variable within the water and energy balance equations were explored in an MLRM. This method helped to identify the role of natural forcing, which has been usually ignored in previous studies. The study revealed that greenhouse gas tends to accelerate land surface processes, possibly causing extreme processes such as runoff. However, some variables were positively affected by GHG; for instance, GPP and its efficiency both increased. Planning scenarios normally focus on the climatologic consequences of GHG. However, we need to be concerned about balances between GHG and other fluxes (aerosol and natural variations) regarding land surface processes. This study was limited to past simulations, but a DAMIP analysis about the future, when GHG and AER are expected decrease, may be needed. Moreover, the MLRM analysis was limited to the global scale and a few regions. Mapping MLRM parameters and analyzing future scenarios are interesting topics to be addressed in our future research.
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