A Methodology for Provision of Frequency Stability in Operation Planning of Low Inertia Power Systems
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Abstract: Along with the increasing share of non-synchronous power sources, the inertia of power systems is being reduced, which can give rise to frequency containment problems should an outage of a generator or a power infeed happen. Low system inertia is eventually unavoidable, thus power system operators need to be prepared for this condition. This paper addresses the problem of low inertia in the power system from two different perspectives. At a system level, it proposes an operation planning methodology, which utilises a combination of power flow and dynamic simulation for calculation of existing inertia and, if need be, synthetic inertia (SI) to fulfil the security criterion of adequate rate of change of frequency (RoCoF). On a device level, it introduces a new concept for active power controller, which can be applied virtually to any power source with sufficient response time to create synthetic inertia. The methodology is demonstrated for a 24 h planning period, for which it proves to be effective. The performance of SI controller activated in a battery energy storage system (BESS) is positively validated using a real-time digital simulator (RTDS). Both proposals can effectively contribute to facilitating the operation of low inertia power systems.
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1. Introduction

1.1. Motivation

Following the EU goals for decarbonisation, ENTSO-E has anticipated three possible scenarios for the interconnected European grid of 2050 [1]. These scenarios foresee high levels of renewable energy resources (RES) in the overall generation mix, ranging from 69 to 82%, and in result high level of demand supply from renewables. The shift from traditional generation into more intermittent production based on wind and solar power sources will change how the system is operated. Transition to the generation and loads decoupled from the grid through converters will cause weakening of the systems’ ability to remain stable after significant disturbances, such as generator/load trip or system split [2,3], which has already been reported in countries with high RES penetration, such as Great Britain or Ireland [4]. In other words, as the amount of kinetic energy from the generators spinning masses lowers, the system becomes more prone to disturbances resulting in power imbalances, which leads to severe frequency deviations and a higher rate of change of frequency (RoCoF), reaching 6 Hz/s in extreme cases [3].

It is anticipated that in the future the variations in total system inertia will be much higher [5], both during the day, as hourly RES penetration can be 4–5 times greater than the average penetration [6] and during the year [7]. Situations in which equivalent system...
inertia will be as low as 1 s (compared to traditional 5–6 s) will pose severe threat to frequency stability. Therefore, system monitoring and system awareness become vital in order to predict these moments in such advance that necessary countermeasures can be prepared in the operation planning phase.

To avoid system collapse after a disturbance, it is essential to limit RoCoF, so that the remaining generators are not tripped by the under-frequency or RoCoF protection [8]. It is also of high importance to evade load shedding, as in the grids with high RES penetration (especially PV), a significant amount of generation is located in the distribution network and, therefore, could be switched off along with the load, resulting in further frequency decline. High RoCoF could also result in UFLS not being able to act sufficiently fast [3].

Several steps have already been undertaken to facilitate the transformation process. Firstly, the concept of synthetic inertia was introduced to the Grid Codes [9–11]. Additionally, several Implementation Guidance Documents dealing with RoCoF withstand capability [12], inertia in the system [8] and high penetration of inertia-less devices [6] were released by ENTSO-E. Some of these recommendations, such as increasing the activation threshold of RoCoF-triggered protection, are already being implemented [13,14], but in general, these documents are the prerequisites that need to be supplemented by proper tools and methodologies supporting the operation of the power system in low inertia conditions.

1.2. Overview of Available Countermeasures for Supporting Low Inertia

Both the researchers and the industry acknowledge the need for maintaining inertia, whether by synchronous or synthetic means, mainly in order to keep the RoCoF relay settings unchanged, as there are concerns about synchronous generators’ ability to withstand higher values of RoCoF due to the possible instability and a shorter lifetime [4,12]. A conservative view to address this issue, often expressed by transmission system operators (TSO), is to rely on conventional means such as synchronous compensators or “imported” system strength through the AC connections [6]. However, various countermeasures utilising non-synchronous power sources have also been proposed.

In particular, usage of different energy storage systems (ESS) for frequency support has been of increasing interest. Supercapacitors are fast-acting ESS, which can be used within fast frequency response (FFR) control schemes. While not capable of sustaining their power output for prolonged time, supercapacitors could be used for the initial frequency response, provided that they are backed by another source of active power to achieve frequency stability [15]. A battery energy storage system (BESS), on the other hand, in general, have appropriate dynamic properties for frequency support and can host various control schemes, such as variable droop [16] or specially designed energy management systems (EMS) that utilize inertial response [17]. A comprehensive comparison of alternative types of frequency support from inverter-connected devices, considering different triggers (frequency, RoCoF, time) as well as control schemes can be found in Ref. [4].

Before BESS became applicable to power system problems, wind turbines were broadly investigated for frequency support applications, both in terms of synthetic inertia (SI) and FFR [18,19], and eventually commercially available products became available. System-wide application of such solutions can contribute to RoCoF reduction but might not be fully effective to entirely avoid under-frequency load shedding (UFLS) activation [20]. However, known inherent limitations of wind and PV systems can be overcome by addition of BESS [21].

High-voltage direct current (HVDC) transmission systems are another important group of devices that can participate in system inertia and frequency control. Two forms of support can be distinguished depending on the primary source of energy: the charge accumulated in the DC capacitors [22,23] or the power system on the other side [24].

Irrespective of the technical solution used for synthetic inertia implementation, synthetic inertia controller design and sizing of the contribution of SI to meet system operation constraints pose challenges. There has been a number of approaches to the former problem, varying in complexity and applicability [25–28], whereas a comprehensive methodology
covering the issue of ESS sizing for SI and FFR taking into account RoCoF requirements is presented in Ref. [29].

1.3. Paper Contribution

This paper attempts to address the problem of low inertia from two different perspectives. At the device level, a novel concept for synthetic inertia control is being proposed. The novelty comes from the fact that the proposed synthetic inertia controller utilizes two derivative functions in series in the main control loop. The main purpose of this controller is to limit RoCoF during serious system incidents resulting in significant power imbalance, such as a generator trip. The concept is based on the premise that very shortly after the trip, the frequency response is limited only by the remaining inertia and, therefore, has a linear decline. This assumption allows for application of classic control theory for the derivation of the concept. The details are provided in Section 3, whereas validation based on RTDS is presented in Section 5.

Since, by definition, a derivative output decays when its input stabilises, the controller needs to be precisely tuned to be able to meet the objective of RoCoF limitation at a predefined level. Thus, the paper also demonstrates a methodology for tuning of the proposed controller and for sizing of the SI contribution. This methodology could be used in the operation planning performed by the TSO. The methodology is based on the assumption that a specified level of RoCoF should not be exceeded for the worst-case disturbance, which is defined as tripping off the largest power infeed or load in the power system in a given moment. Because, in general, SI delivered through RES or BESS can have different dynamic properties, a dynamic simulation is necessary to evaluate if the system is going to be RoCoF-stable in each time step in the forecast window. This is achieved with use of both steady state and dynamic simulation embedded in the methodology presented in Section 4.

Finally, in Section 5, the operation of the SI controller is verified in a real-time simulation environment to confirm the feasibility of the proposed concept.

2. Background

2.1. Classic Inertia

Synchronous and, to some degree, asynchronous machines, due to their rotating masses and direct connection with the power system, are sources of “natural” inertia [7]. Their ability to absorb and inject power right after a power imbalance facilitates the system stability through reducing initial rate of change of frequency and allowing slower primary (FSM and LFSM) and secondary controls to act [8] and, therefore, to restore the nominal frequency and system stability. Stages of frequency restoration process have been shown in Figure 1.

![Figure 1. A. Frequency response stages as described in [29].](image-url)
During normal operation, the frequency fluctuates around the nominal value due to load variations. This leads to the mismatch between mechanical and electrical torque, causing change in the generator rotor speed (and, therefore, activating inertial response) [30]. System ability to address these constant changes in the power balance is defined by system inertia \( H_{sys} \), which is dependent on the inertia constants \( H_i \) of all synchronous generators in the system and system rated power \( S_{sys} \).

\[
H_i = \frac{\text{kinetic energy at rated speed [MWs]}}{\text{rated power [MVA]}}
\]

\( H_{sys} = \frac{\sum_{i=1}^{n} H_i S_i}{S_{sys}} \) \hspace{2cm} (2)

As can be seen from the equation below, RoCoF is highly dependent on the system inertia and magnitude of power imbalance \( \Delta P \).

\[
\text{RoCoF} = \frac{\Delta P f_n}{2H_{sys}S_{sys}}
\]

\( f_n \)—nominal frequency.

2.2. Synthetic Inertia

There are several definitions of synthetic inertia in the literature. The term is used both in a broad meaning, as well as in a more precise manner and is often used interchangeably with a term relating to fast frequency response mechanism. Reference [18] proposes the following definition of synthetic inertia: “the controlled contribution of electrical torque from a unit that is proportional to the RoCoF at the terminals of the unit”, while FFR is described as “controlled contribution of electrical torque from a unit which responds quickly to changes in frequency in order to counteract the effect of reduced inertial response” or as in [31], “newly emerging class of frequency response that represents a rapid injection (or absorption) of power following a contingency event”. From those, it can be seen that SI is a special case of FFR, in which the controller response is linked to RoCoF rather than to the frequency deviation.

In this paper, the definition used is the one from Network Code on Requirements for Grid Connection of Generators (NC RfG), which is in line with the definition from [18]: “synthetic inertia means the facility provided by a power park module or HVDC system to replace the effect of inertia of a synchronous power-generating module to a prescribed level of performance” [9].

3. Synthetic Inertia Aimed for Large Disturbances and RoCoF Limitation

3.1. Derivation of the Method

The SI concept is derived assuming that the frequency dependence of loads is negligible and that in the timeframe of interest, i.e., soon after the disturbance, the frequency response is limited only by the system inertia. A power change \( \Delta P \) in this system will cause a change in the rotational speed of rotating masses \( \Delta \omega \) according to the following relationship in its linearised form:

\[
\Delta \omega(t) = \frac{1}{2H_{sys}} \int (-\Delta P)dt
\]

Taking the integral of power imbalance over time and considering Equation (3), one obtains:

\[
\Delta f(t) = -\frac{f_n}{2H_{sys}S_{sys}} \Delta P \cdot t = \text{RoCoF} \cdot t
\]

Thus, in order to limit RoCoF over certain period of time, power imbalance \( \Delta P \) has to be limited. It is, however, difficult because the magnitude of power imbalance is often
unknown at the time of its occurrence. Instead, what can be anticipated is the maximum power of a power infed or load that is in operation, and for this loss, the system can be adjusted. Applying Equation (3) to the worst-case tripping of power supply maximum RoCoF is obtained:

$$\text{RoCoF}_{\text{max}} = \frac{f_n}{2H_{\text{sys}}S_{\text{sys}}} \Delta P_{\text{max}}$$  \hspace{1cm} (6)

Decreasing RoCoF\text{max} to the required value, RoCoF\text{lim}, entails delivering power corresponding to the difference between the two RoCoF values,

$$\text{RoCoF}_{\text{diff}} = \text{RoCoF}_{\text{max}} - \text{RoCoF}_{\text{lim}}$$  \hspace{1cm} (7)

$$\text{RoCoF}_{\text{diff}} = \frac{f_n}{2H_{\text{sys}}S_{\text{sys}}} (\Delta P_{\text{max}} - \Delta P_{\text{lim}}) = \frac{f_n}{2H_{\text{sys}}S_{\text{sys}}} \Delta P_{\text{diff}}$$  \hspace{1cm} (8)

where \(\Delta P_{\text{diff}}\) is the power missing in the power system to reach the required RoCoF after the trip.

RoCoF\text{lim} is the system security setting as explained in Section 1 of this paper, here assumed to be ±1 Hz/s. RoCoF\text{max} is the worst-case scenario RoCoF calculated in the operation planning phase. Equation (8), therefore, provides a description of how much power on average needs to be delivered in order to reach the required RoCoF. The proposed SI method answers the question how to do it and is explained below.

As described in [32], there has to be a clear distinction between global variations of system frequency and local faster oscillations caused by local imbalances. A measurement window of 500 ms is applied to neglect the latter. The integral of power (Equation (4)) is the energy surplus or deficit that is added or missing in the power system due to tripping of load or generation, respectively. Thus,

$$\Delta f(t) = -\frac{f_n}{2H_{\text{sys}}S_{\text{sys}}} \Delta E(t)$$  \hspace{1cm} (9)

Now, assuming that \(\Delta f(t)\) at \(t = 500\) ms after the trip cannot be larger than that resulting from RoCoF\text{lim}, a formula expressing the amount of energy \(\Delta E_{1s}\) needed to be supplied in time \(t\) in order to change RoCoF by RoCoF\text{diff} is obtained:

$$\Delta E_{500\ms} = -\frac{2H_{\text{sys}}S_{\text{sys}}}{f_n} \text{RoCoF}_{\text{diff}}$$  \hspace{1cm} (10)

Proposed controller structure to deliver \(\Delta E_{500\ms}\) is presented in Figure 2. The main premise is that the controller will act only in a short timeframe, which corresponds to the inertial response of the system. In this case, according to Equation (5), the input signal to this controller will be in a form of a linear decrease (or rise, depending on power imbalance sign); therefore, in order to transform it to a constant signal, a derivative function is used. Then, a stabilising low-pass filter and main filter are used to shape the response of the synthetic inertia to a step change in a desired manner.

![Figure 2. Proposed structure of the synthetic inertia controller and visualization of the idealized control signals (above).]
For the proposed transfer function,

\[ G_{SI}(s) = \frac{K_{SI} \cdot s}{(T_{ms} + 1)(T_{SI} + 1)} \]  

(11)

The unit step response is given by,

\[ y_{SI}(t) = P_{SI}(t) = \frac{K_{SI}}{T_{m} - T_{SI}} \left( e^{-\frac{t}{T_{m}}} - e^{-\frac{t}{T_{SI}}} \right) \]  

(12)

Taking a definite integral of Equation (12) over a specified time, \( \tau \), yields the amount of energy supplied by the device offering the SI service,

\[ \Delta E_{\tau} = \int_{0}^{\tau} P_{SI}(t) dt = \frac{K_{SI} T_{SI}}{T_{m} - T_{SI}} \left( e^{-\frac{\tau}{T_{SI}}} - 1 \right) - \frac{K_{SI} T_{m}}{T_{m} - T_{SI}} \left( e^{-\frac{\tau}{T_{m}}} - 1 \right) \]  

(13)

Thus, by tuning gain and time constants of \( G_{SI}(s) \) the main control objective can be met:

\[ \Delta E_{\tau} \geq \Delta E_{500ms} \]  

(14)

3.2. Tuning of Synthetic Inertia Controller

Tuning of the main filter can be performed under the following considerations. In the abovementioned derivation, it was assumed that RoCoF is measured and additional energy should be supplied within time \( \tau \). In general, this period can be arbitrary but should be related to the characteristics of the expected frequency response of the system, in particular to time of occurrence of frequency nadir. Figure 3a shows a comparison of typical governors reacting to a sudden load change causing frequency decrease. Total system inertia \( H_{sys} = 4 \text{ s} \) was assumed in this case. The grey area corresponds to primary frequency control response range, which should deploy its full reserves within several to fifteen seconds. However, for considerable load imbalances this reaction might be too slow, and the frequency might drop to a level where under-frequency protection might be triggered, thus additional support has to be introduced in order to retain RoCoF above the required level. This support can be offered by synthetic inertia in a much faster regime, during the inertial response period marked as the red area. Consequently, \( T_{SI} \) should be selected in such a way that most of the time response of \( G_{SI}(s) \) passes before time \( \tau \), as depicted in Figure 3b. This guarantees that the inertial response will not overlap with the FFR response too much. Calculation of the main gain \( K_{SI} \) is possible based on Equations (10) and (13). It should be noted, however, that the proposed controller is an open-loop controller, and by definition, its output depends on the magnitude of the input. The magnitude of the input, which is \( \Delta f \), initially depends on the size of the disturbance but shortly after is influenced by instantaneous power delivered by the SI (which is the controller’s output). Thus, the required energy \( E_{500ms} \) can be delivered only if RoCoF is equal to RoCoFlim, which can happen only if \( E_{\tau} \) is equal to \( E_{500ms} \). In practice, it is impossible to keep this equilibrium during the dynamic process, thus small deviations should be expected.
Taking a definite integral of Equation (12) over a specified time, \( \tau \), the output depends on the magnitude of the input. The magnitude of the input, which is \( \Delta f \), initially depends on the response period marked as \( T \). This guarantees that the inertial response of the SI controller is an open loop controller. Therefore, to satisfy the requirement of the speed of response of the SI controller, \( T \) can be adjusted to match the required \( T \). The gain \( K \) and the time constant \( \tau \) of the controller described by Equation (12) with \( T \) is selected to be equal to 20 ms. An inherent feature of the controller is that after time \( T \), it will deliver 61% of total energy, and after time \( 2 T \), 86% of energy, which is a direct consequence of Equation (13). By using this relationship, the main time constant \( T \) can be adjusted to satisfy the requirement of the speed of response of the SI controller. Finally, based on Equations (13) and (14), gain \( K \) can be calculated to match the required amount of energy \( \Delta E \) and, in this example, is equal to 61.49 MWs/Hz.

3.3. Synthetic Inertia Concept Verification Based on Simple Theoretical Model of a Power System

A modified version of the IEEE 14-bus system shown in Figure 4 is used for the purpose of providing a proof of concept. The modification regarded ratings of the machines and their type are presented in Table 1. The example is based on data from Scenario 2, in which the largest generation trip was 117 MW (G3). Data for this power flow are provided in Table 1, whereas the calculations are confirmed by the plots in Figure 5. Based on Equation (6), the resulting RoCoF_{\text{max}} for this \( \Delta P \) is equal to 1.92 Hz/s, whereas the goal is to limit the RoCoF to RoCoF_{\text{lim}} = 1.0 Hz/s. According to Equation (10), this task entails delivering additional energy \( E_{\text{s}} \) from BESS equal to 56.2 MWs within the time of contribution of synthetic inertia, which in this case, is assumed to be one second. As a rule of thumb, the controller measurement time constant, \( T_m \), is selected to be equal to 20 ms. An inherent feature of the controller described by Equation (12) with \( T_m = 0.02 \) s is that after time \( \tau = T \), it will deliver 61% of total energy, and after time \( 2 T \), 86% of energy, which is a direct consequence of Equation (13). By using this relationship, the main time constant \( T \) can be adjusted to satisfy the requirement of the speed of response of the SI controller. Finally, based on Equations (13) and (14), gain \( K \) can be calculated to match the required amount of energy \( \Delta E \) and, in this example, is equal to 61.49 MWs/Hz.
Table 1. Operating point of generators in the modified 14-bus IEEE system.

| Type              | Gen 1     | Gen 2     | Gen 3     | Gen 6     | Gen 8     |
|-------------------|-----------|-----------|-----------|-----------|-----------|
| Type              | Synchronous | Synchronous | Synchronous | Wind     | Wind      |
| Rating [MVA]/Load [MW] | 200/50   | 220/30    | 160/117   | 72/49    | 100/77    |
| H [s]             | 3.2       | 4.0       | 2.0       | 0        | 0         |

Figure 4. Single line diagram of the modified 14-bus IEEE system with BESS added to bus 12; the BESS model is a generic current injection model with WECC BESS Control System for RMS simulation [33] (left) and equivalent block diagram for this model in a lumped form (right).

Figure 5. Response to generation trip of 1. purely inertial system (grey line); 2. inertial system with synthetic inertia (SI) support exhibiting linear decline of frequency in the first 0.5 s (red line); 3. same as no. 2 but with governor action (dashed line).
Figure 5 shows the result of G3 outage for three configurations of frequency control in the power system. The theoretical case with only inertial response is shown in red; the case with added SI contribution tuned according to the rules described above is shown in thick grey, whereas the same case with primary frequency control active is marked with a dashed line. Synthetic inertia brings considerable improvement to the frequency decline process: the frequency does not drop under the assumed level of 49.0 Hz during the first second, indicating that the average RoCoF is not lower than $-1$ Hz/s. The results also confirm that for the time period of interest, i.e., up to 1 s after the disturbance, the frequency response can be considered linear, which is the main assumption for parameterisation of the controller. The last plot in Figure 5 shows energy delivered to the power system by BESS during this disturbance. One second after the outage, it reached the value of 56.2, which fulfils the control objective expressed by Equation (14).

4. System Operation Planning Methodology with Focus on RoCoF

As explained in Section 1, the assessment of inertia adequacy to support the required RoCoF throughout the whole planning period can be based on Equation (1) only if synchronous generators are the only type of generation supplying the system with power. Then, it is a matter of summing their respective kinetic energy and identifying the largest possible trip in the power system. However, this simple methodology does not enable us to include other inertia-providing resources in the calculation. For instance, virtual inertia provided by wind turbines or synthetic inertia from BESS with different energy to power ratios and control principles would be very difficult to be accurately represented in this equation. Therefore, there is a need for frequency stability assessment methodology that takes into account non-synchronous contributors to system inertia and frequency support. This methodology is explained below. It consists of five steps depicted in Figure 6.

![Figure 6. Methodology for frequency stability assessment and synthetic inertia provision.](image-url)

1. For each time step of the forecast the algorithm starts with static evaluation of the grid’s state through a load flow. In this stage equivalent, system inertia is calculated according to Equation (2), and based on Equation (3), maximum and minimum RoCoF are calculated for load and generation tripping, respectively. $\Delta P$ in this equation is the largest possible active power imbalance found in the load flow data.

2. In the second stage, dynamic evaluation is performed. This step might be considered optional for Scenario 1 but is a must for Scenario 2, if wind generation or other devices operating in the power system are equipped with synthetic inertia. The purpose is to accurately determine RoCoF through dynamic simulation of a power system model that encompasses dynamic responses of relevant elements to frequency changes.

3. Step three is a simple check—if the resulting value of RoCoF is within the predefined range, the algorithm moves to another time step, as the system is able to withstand the largest possible outage in given grid operation conditions. If not, Step 4 is executed.

4. Step four consists in determining necessary additional inertia to keep RoCoF in the assumed range, i.e., between $\text{RoCoF}_{\text{min}}$ for generation trip and $\text{RoCoF}_{\text{max}}$ for load trip. The methodology is demonstrated using BESS, which are used for SI service due to their excellent controllability but support from other devices is also possible. Then, based on Equations (10) and (13), controller parameters are calculated. In fact,
controller’s time constants do not have to be updated often. They could even be hardcoded in the SI controllers based on average inertia level in the power system and response time of fast frequency control of the frequency-governing devices. On the other hand, the overall SI gain needs to be calculated for every time step, as it influences the contribution level of SI.

5. In Step five, the SI is distributed among selected assets by assigning a weighting factor to each device so that the sum of weighting factors is equal to 1, and final dynamic simulation is performed to confirm the calculations. It has to be noted that more than one BESS or other device can take part in SI service. Calculated energy $\Delta E$ can be distributed among available units arbitrarily by the TSO, e.g., by engaging units being furthest from their respective limits, or by typical market mechanisms, such as merit order or long-term contracts, etc.

In the presented case, time series data for 24 h period in 15 min interval is available. These data represent forecasted system load and generation. The results of a set of load flow calculations are presented in Figure 7. Left-hand side plot shows a scenario in which only synchronous generation is present. The plot shows generation (black line) and system load (blue dashed line) patterns and calculated system kinetic energy $E_{sys}$ (red thick line). Note the reduced value of $E_{sys}$ at night indicating temporary tripping of generators due to low demand night period. Expected worst-case scenario RoCoF can also be noticed (red line) and should it exceed the threshold level necessary actions could be taken, as described in Step 4. Right-hand side plot of Figure 7 is constructed for a scenario in which a part of synchronous generation is superseded by wind generation, whose total power output is marked with green line. Calculated system inertia is, thus, lower and resulting RoCoF is lower. In this scenario, generation is also switched off during the night because of wind generation supplying low system demand. Note that there are many intervals for which RoCoF is below the threshold of $-1 \text{ Hz/s}$, thus synthetic inertia is introduced.

For each time interval a necessary amount of energy, $\Delta E_{500 \text{ms}}$, is calculated, and the gain of the SI controller is changed accordingly, based on Equation (13). Figure 8 shows the result of SI activation in BESS for the scenario with synchronous and wind generation for the operation planning period depicted in Figure 7. RoCoF values for the system operating without SI are presented in the top row. Plots in the middle row show quantities associated with BESS and SI: maximum power reached during the transient (grey curve), energy output in the first 500 ms ($\Delta E_t$, light purple curve) and total energy output during the transient (dark purple curve). The bottom plots show minimum and maximum RoCoF values for the scenario with SI active. None of the cases with RoCoF below $-1 \text{ Hz/s}$ or above $1 \text{ Hz/s}$ are observed, which implies that the proposed synthetic inertia controller and deployment methodology can be an effective tool to address issues associated with too low inertia.

The dynamics of the frequency transients are depicted in Figure 9 for four distinct hours, corresponding to different system operating conditions. The same SI control parameters are used in all simulations except for the general gain, $K_{SI}$, which is changed to achieve the required level of SI. Plots in the top row show power contribution from SI delivered by BESS. Since it is a multimachine system, the responses are more oscillatory than in the theoretical case shown in Figure 3, but the general characteristics of the inertial response are preserved. Note that after the rapid injection of active power has decayed the sign of active power changes to negative, as it is indirectly dependent on the second derivative of frequency (see Figure 2 for control block diagram). This issue is further explained in the subsequent section. Nevertheless, the SI controller improves the frequency decline phase of the frequency regulation process by increasing RoCoF to a permissible level.
Figure 7. Generation and consumption data (forecast) for the planning timeframe; plots represent data processed in Step 1 of the proposed methodology.

Figure 8. Effect of SI activation on rate of change of frequency (RoCoF) for the 24 h planning period for generation tripping (left) and load tripping (right): RoCoF for the scenario with synchronous and wind generation (top), BESS power and energy output (middle), RoCoF for the same scenario with SI activated.
Figure 9. Responses to generation trip of the system equipped with SI (blue) and without SI (grey) for four different instants during the planning period.

5. Validation of the Synthetic Inertia Concept in Real-Time Simulation Environment

5.1. Real-Time Simulation Environment

The essential element of the proposed methodology for power system operation planning with focus on maintaining proper level of inertia and RoCoF is the synthetic inertia controller. As evident from Figure 2, the controller utilizes two derivative functions in the main control loop, thus it might be prone to abrupt changes in the measured input signal. Therefore, validation of its operation in a more accurate simulation environment than basic transient simulation program is necessary to evaluate dynamic limitations of the controller. What is more, a detailed model of battery should be available to account for any limitations possibly imposed by the dynamics of the charging and discharging process. Lastly, the frequency measurement process itself is a challenge if high accuracy and speed of response are required. All these conditions are met by RTDS.

IEEE 14-bus power system model based on [34] has been adopted for the purpose of RTDS testing [35,36]. The single line diagram of the test power system with BESS is the same as the one presented in Figure 4.

5.2. Battery Energy Storage System Model

BESS model simulated in RSCAD consists of two 9.69 MWh Li-ion batteries interfaced to the grid through three-phase three-level neutral point clamped (NPC) converter and a 10.4 V/15 kV transformer as shown in Figure 10. The converter operates at a switching frequency of 1250 Hz. BESS operates in power range of $-100 \text{ MW} \div 100 \text{ MW}$. BESS model is determined by main parameters: number of cells in a stack (10,000), number of stacks in parallel (300) and capacity of a single cell (0.85 Ah).
Figure 10. The diagram of BESS with batteries, neutral point clamped (NPC) converter with firing controller, filter and transformer.

The battery is represented by the “Min/Rincon-Mora” model [37]. It was extracted from a real commercial Li-ion polymer battery, TCL-PL-383562 from TCL Hyperpower Batteries Inc. The modelling method is focused on the electrical behaviour of the battery and voltage-current characteristics and, as such, is considered to be adequate for this study in which high power gradients are expected.

5.3. Synthetic Inertia Controller in RTDS

BESS’s converter is controlled using $dq$ decoupled control with PI controllers both for the inner loop of current control and outer loop of active and reactive power control. The SI controller is integrated with the main control loop by means of auxiliary active power order signal that is added to the main power reference of BESS. The input to the SI controller is system frequency measured by the phase-locked loop (PLL). Internal transfer function of the controller is depicted in Figure 11. Apart from the elements also represented in Figure 2, the lower part of the diagram contains blocks that prevent BESS from consuming or delivering power when conventional inertia would, but which would entail slowing down frequency restoration process, i.e., when $\frac{df}{dt} \neq 0$ and $P_{SI} > 0$ when $f < f_n$ or $P_{SI} < 0$ when $f > f_n$.

A comparison of frequency response of the system without synthetic inertia support, with basic controller and with the improved controller, is depicted in Figure 12. The simulated disturbance is a sudden loss of 40 MW produced by a wind farm. This causes a drop in frequency with RoCoF (measured with 100 ms averaging) reaching $-1.6$ Hz/s and nadir at the level of 48.6 Hz for the variant without SI support. When the support is added without the extra blocking logic, RoCoF is shifted to about $-0.85$ Hz/s, but due to the fact that BESS is draining power when RoCoF is rising, the whole recovery process is prolonged, and nadir is even decreased. Blocking logic described above, although it introduces nonlinearity to the control structure, improves the response of synthetic inertia by improving RoCoF without lengthening the whole process.
Figure 10. The diagram of BESS with batteries, neutral point clamped (NPC) converter is controlled using PLL from a real commercial Li-ion polymer battery, TCL 383562 from TCL Hyp, which is examined in RTDS simulator for BESS; the output of the controller can be either signal P_SI: normal operation of SI or blocked blocking criteria are met.

Figure 11. Synthetic inertia control diagram for BESS; the output of the controller can be either signal P_SI: normal operation of SI or blocked blocking criteria are met.

Figure 12. Comparison of responses to 40 MW trip: with no synthetic inertia support (blue), with SI support without blocking logic (black) and with SI with blocking logic (green).

The whole control process in SI controller depends on a reliable frequency measurement. Frequency measurements can often be problematic when voltage asymmetry or distortion is encountered. Here, a standard PLL is used, as it offers stable and filtered measurement with tuneable dynamic performance. Operation of the PLL and its influence on the overall control process is analysed below.
PLL performance is examined for a three-phase and single-phase short-circuit in the grid. As can be deduced from Figure 13, PLL with typical settings appropriate for power electronic applications, here referred to as “Fast PLL”, produces large overshoot for the three-phase short-circuit and highly oscillatory response for the single-phase disturbance. However, when the PLL is purposely detuned to be much slower, both the overshoot and oscillations are much lower (compare blue and black signal $P_{SI\ ref}$). The last row of plots shows that irrespective of PLL settings, the power converter of BESS is unable to deliver active power requested by SI due to too high-voltage distortion. This is however, out of scope of this paper. Nevertheless, application of the slower PLL is sufficient for frequency measuring purpose.

![Figure 13. Comparison of SI controller response to three-phase short-circuit (left column) and single-phase short-circuit (right column) for fast ($k_p = 5, T_i = 0.01$ s) and slow ($k_p = 1, T_i = 0.15$ s) PLL settings.](image)

6. Conclusions

Control concept based on double derivative proved to be an appropriate solution for a synthetic inertia controller due to its inherent features, mainly self-decaying response, and straightforward scalability. Stability of control, on the other hand, results from open-loop structure and robust frequency measurement method offered by the PLL. Such a control structure is suitable for the purpose of RoCoF limitation, which is the main goal of the proposed operation planning methodology for low inertia systems. This methodology, by combining power-flow calculations and dynamic simulation, can be a helpful tool for the system operation planner or system dispatcher to determine possible issues with frequency stability related to too low inertia and, should this happen, schedule countermeasures such as the synthetic inertia proposed in this paper.
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