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Abstract—This work provides new insights on the convergence of a locally connected network of pulse coupled oscillators (PCOs) (i.e., a bio-inspired model for communication networks) to synchronous and desynchronous states, and their implication in terms of the decentralized synchronization and scheduling in communication networks. Bio-inspired techniques have been advocated by many as fault-tolerant and scalable alternatives to produce self-organization in communication networks. The PCO dynamics in particular have been the source of inspiration for many network synchronization and scheduling protocols. However, their convergence properties, especially in locally connected networks, have not been fully understood, prohibiting the migration into mainstream standards. This work provides further results on the convergence of PCOs in locally connected networks and the achievable convergence accuracy under propagation delays. For synchronization, almost sure convergence is proved for 3 nodes and accuracy results are obtained for general locally connected networks whereas, for scheduling (or desynchronization), results are derived for locally connected networks with mild conditions on the overlapping set of maximal cliques. These issues have not been fully addressed before in the literature.
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I. INTRODUCTION

In 1975 Charles Peskin introduced the pulse coupled oscillator (PCO) model to explain the synchronization of pacemaker cells in heart tissues [1]. Prior to that, swarm synchronization among pulsing agents, such as pacemaker cells, was observed frequently in nature [2] but could not be well explained mathematically. Fifteen years later Mirollo and Strogatz in [3] proved that fully connected networks of PCOs with excitatory coupling and convex dynamics always converge to fire at unison, except for a measure-zero set of initial conditions. They also examined the case of inhibitory coupling, in which the oscillators emergent behavior turns into a uniformly spaced daisy-chain of pulsing activities among the agents, which can be viewed as a conflict-free schedule of the pulsing activities [4]. In the early 2000s several groups recognized the applicability of PCO models for network synchronization [5]–[15] as well as scheduling [4], [16], albeit less directly for the latter. Typically, protocols using these models have a fairly simple signaling mechanism that couple the dynamics of the nodes transmission activities. In turn, these protocols help integrate the physical and the medium access control layers with network synchronization (typically application layer) activities. Unfortunately, to this day, the impact of network connectivity on the convergence and on the accuracy of the convergent state compared to the desired synchronous state or schedule remains not fully understood.

While the convergence of PCOs to the synchronous state has been studied extensively in the literature, e.g., [3], [17]–[20], little is known for the convergence in locally connected networks [21]–[23], especially when propagation delays come into play. The problem of establishing almost sure convergence for locally connected networks remains open, and has only been partially addressed in recent works by imposing additional assumptions on the update dynamics and the initial conditions of the oscillators’ phases (see e.g [24] which extends the analysis in [23], [25] for Phase Response Curves (PRC) maps of the delay-advanced type [25] and references therein). In [27], a claim on the convergence of the synchronization for a line network was provided, but was only verified through numerical simulations. Other works, such as [4], [28]–[31], looked at the asymptotic behavior considering very small coupling between oscillators and focused on the effect of different functions modeling the dynamics of the oscillators, which can be approximated by a continuous-time Kuramoto model [17]. These models do not apply for scheduling algorithms [4], [16] that in all regimes are known to not produce the desired emergent behavior, unless the network is fully connected. In this work, we revisit the analysis of PCO based synchronization and scheduling over locally connected networks. Compared to the aforementioned literature, we want to highlight that: (a) the dynamics we chose to analyze simplify the implementation both through digital as well as analog circuits [22]–[24]; (b) we do not need to assume that nodes can separate the signals fired by different nodes when the firing occurs at unison, which may happen when the nodes are close to synchrony (since the absorption property treats multiple interfering pulses as one) (c) our results hold irrespective of the initial conditions. Furthermore, the absorption property allows perfect synchronization to occur after some time \( t \) when no delay exists; and, when there are delays, it allows (thanks to the refractory period) the nodes phase difference to remain fixed and converge to a value that is bounded by the maximum sum of the propagation delays over any path in the network after some time \( t \). In most of the competing models mentioned above, convergence occurs only asymptotically, as time goes to infinity. Our main contributions are as follows: 1) we show that, for any positive coupling strength, the synchronous state
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is the unique fixed point for our model (see Section III) and for a 3 nodes locally-connected network, convergence to the synchronous state occurs almost surely; 2) we study the effect of propagation delays, and extrapolate the synchronization accuracy expected for more complex topologies and random delays (confirmed by numerical simulations in Section IV) by characterizing the set of fixed points for our model in the presence of delays; 3) we adapt the PCO-based scheduling scheme introduced in [16] to locally connected networks and analyze its convergence in a general class of these networks, which includes both star and line networks (see Section III). The simulations in Section IV corroborate our claims. This work constitutes the analytical foundation for the design and implementation of the PCO-based distributed scheduling protocol presented in [35] for multi-hop networks, where a comparison with other solutions is also presented. The key-strength of the protocol is that it offers a decentralized solution for two major problems in network communications: a) clock network distribution and b) channel resource allocation. It is then natural to study the attainable clock distribution accuracy when propagation delays come into play (see Section II-B) and the equivalent capacity available to each node in the network for our scheduling mechanism. In Remark 2 we also discuss the connection between our algorithm’s achievable schedule and the solution of the minimum coloring graph problem.

A. Notation

Unless specified otherwise, we represent matrices and vectors with capital bold-face letters (i.e., B), we use calligraphic letters to indicate sets of nodes (i.e., A), and the greek letters Φ and Ψ for the internal clocks of the nodes. The letter π is used to refer to an index after a permutation and the lowercase letters α, β, δ are positive parameters of the coupling equations. When not used as a node index, j = √−1. The notation t+ refers to an instant after time t when an event triggered a clock update. We use suffixes to refer to a specific node, pair of nodes or a specific clique in Section III. Note also that in our treatment the time t and the propagation delays are normalized by the PCO period (T_{PCO}) in Section II and by the frame duration (ℱ) in Section III.

II. Pulse Coupled Synchronization Convergence

All PCO based algorithms rely on two common features: 1) the emission of beacon signals (or pulses) by each agent in the network and, 2) on the agents updates of their local timers (i.e., PCO clocks) upon reception of beacon signals from their neighbors. The emission of a beacon signal is referred to as the event of firing. An agent fires each time its local timer expires and, in this way, triggers its neighbors to adjust their local PCO clocks ahead, reducing the time until their next firing. The preamble signals commonly defined at the physical layer of communication systems can be used as the firing signals of PCO based algorithms, without additional overhead at any layer to support these protocols.

The timer at node i can be modeled by the phase variable:

\[ \Phi_i(t) = \frac{t}{T_{PCO}} + \phi_i \mod 1, \quad (1) \]

where \( \phi_i \) is the initial phase of the timer. When in isolation, each timer increases from 0 to 1 repeatedly with period \( T_{PCO} \), which is normalized to 1 without loss of generality. When placed within the transmission range of each other, the firing of each node will trigger a phase update at any node that receives the firing. In Peskin’s leaky integrate-and-fire model, upon hearing node i’s firing at time \( t_i \), node j updates its local auxiliary state variable \( X_j(t_i) = g(\Phi_j(t_i)) \) by the amount \( \epsilon \). The inverse mapping of the updated state variable then leads to a jump in the phase of the timer as follows:

\[ \Phi_j(t_i^+) = \min \left\{ g^{-1}(X_j(t_i) + \epsilon), 1 \right\}, \quad (2) \]

where the constant \( \epsilon \) is called the coupling strength and \( t_i^+ \) represents the time immediately following \( t_i \). The function \( g \) is called the PCO dynamic and governs the behavior of the PCO network. It has been shown in [3] that, if \( g \) is smooth, monotonically increasing, and concave down, then synchronization in a fully connected network of PCOs is guaranteed to occur, except for a set of initial conditions with measure zero. More specifically, by choosing \( g \) such that \( g(x) = \log x \) and \( \epsilon = \log(1 + \alpha) \), (2) equals (2):

\[ \Phi_j(t_i^+) = \min \left\{ (1 + \alpha)\Phi_j(t_i), 1 \right\} \quad (3) \]

where \( \alpha > 0 \) is the excitatory coupling factor. Such choice for \( g(x) \) is motivated by the convenience in the implementation of (3), while convergence for the fully connected network is guaranteed in [3]. If the phase of node j falls between \( \frac{1}{1 + \alpha} \) and 1 at the time of firing by node i (i.e., if \( \Phi_j(t_i) \in (\frac{1}{1 + \alpha}, 1] \)), then the phase of node j will become 1 upon detection of the firing event of node i (i.e., \( \Phi_j(t_i^+) = 1 \)) and will be triggered to fire immediately as well. The event is called the absorption of node j by node i. In a fully connected network, the absorption between two nodes remains permanent and will continue to occur progressively between clusters of nodes until synchrony is attained. In the next subsection we analyze the PCO synchronization with local connectivity of the network neglecting the propagation delays that will be included in II-B.
A. PCO Synchronization with Local Connectivity

Let $G = (\mathcal{V}, \mathcal{E})$ be an undirected graph that represents the network topology, not necessarily fully connected, and let $e_{ij} = 1$, if $ij \in \mathcal{E}$, and $e_{ij} = 0$ otherwise. We set $e_{ii} = 0$ for all $i \in \mathcal{V}$. The update equation in [3] can be modified as

$$\Phi_j(t^r_i) = \min\{(1 + \alpha e_{ij})\Phi_j(t_i), 1\} \quad (4)$$

Let us define the vector $\Delta(t)$ with entries:

$$\Delta_{ij}(t) = \min\{(\Phi_i(t) - \Phi_j(t)) \mod 1, (\Phi_j(t) - \Phi_i(t)) \mod 1\}$$

for all $ij$ such that $e_{ij} = 1$ (by definition we have $\Delta_{ij}(t) = \Delta_{ji}(t), \forall t$). We then introduce the following:

**Definition 1.** A network $G = (\mathcal{V}, \mathcal{E})$ of PCOs is said to reach a fixed point at time $t^*$ if $\forall t > t^*$ we have $\Delta(t) = \Delta(t^*)$. If, in addition, we have that $\Delta(t^*) = 0$ we say the network is synchronized (or has reached the synchronous state).

We can now show:

**Proposition 1.** For a locally connected network of PCOs that follow the dynamics in [4] with $\alpha > 0$, the synchronous state is the unique fixed point (as per Definition 1) i.e.,

$$\forall t > t^*, \Delta(t) = \Delta(t^*) \iff \Delta(t^*) = 0 \quad (6)$$

The proof is in Appendix A. We also have the following proposition, proven in Appendix B:

**Proposition 2.** On any connected network of $|\mathcal{V}| = 3$ PCOs following the dynamics in [4] with $\alpha > 0$, convergence to the synchronous state ($\Delta = 0$) occurs almost surely from any initial condition. In addition, if we attach a node with a random initial phase to a synchronized network with an arbitrary topology, the overall network will convergence to the synchronous state almost surely.

The second part of our proposition provides the practical insight that if protocol that allows nodes to join one by one during system setup starting from an arbitrary group of three nodes, then almost sure convergence is guaranteed. Note that we define almost sure convergence for the case $|\mathcal{V}| = 3$ as done in [3], where we have convergence to synchronization (i.e. to the fixed point $\Delta = 0$) except for a measure zero set of initial conditions. The proof focuses on the case not covered by [3], of the line network with nodes $\{1, 2, 3\}$ and edges $\{(1, 2), (2, 3)\}$.

B. PCO Synchronization with Local Connectivity and Delays

To account for the propagation delays, which include the signal duration, travel time, processing time etc., we define:

$$r_{ij} = t_i + \tau_{ij} \quad (7)$$

where $t_i$ is the time node $i$ fires and $\tau_{ij}$ is the delay (expressed in time units equal to the $T_{PCO} = 1$). If node $j$ is not in node $i$’s neighbourhood (i.e. $e_{ij} = 0$, $\tau_{ij} = 0$ and $r_{ij} = t_i$, otherwise $r_{ij}$ represents the time node $j$ is aware of node $i$’s firing. We assume that all propagation delays are shorter than the PCO period, i.e. $\forall ij \in \mathcal{E}, \tau_{ij} < 1$ and that the delays are symmetric, i.e. $\tau_{ij} = \tau_{ji}$. In the presence of these propagation delays, PCO protocols cannot converge unless they include a refractory period [1], i.e. a portion of the cycle, right after their firing event, during which the node does not update its phase. Notice that, in the absence of the refractory period, the firing of a node may trigger the neighboring node to fire right after the propagation delay, causing the node that originally fired to update after a roundtrip propagation delay from its initial firing event. Let $\rho$ be the duration of the refractory period; this is the so-called echo effect which can be avoided if:

$$\rho > 2 \max\tau_{ij}. \quad (8)$$

The update equation in the presence of delays is:

$$\Phi_j(r^+_{ij}) = \min\{(1 + \alpha e_{ij})\Phi_j(r_{ij}), 1\} \quad (9)$$

where, if $e_{ij} = 1$:

$$\Phi_j(r_{ij}) = \Phi_j(t_i) + \tau_{ij} \quad (10)$$

is the value of the clock phase of node $j$ at the time it detects node $i$’s firing. In this case, $\tau_{ij}$ can be viewed as an additive timing error and the update can be written as follows:

$$\Phi_j(r^+_{ij}) = \min\{(1 + \alpha \hat{e}_{ij}(t_i))(|\Phi_j(t_i) + \tau_{ij}| \mod 1), 1\} \quad (11)$$

where $\hat{e}_{ij}(t_i)$ is defined as:

$$\hat{e}_{ij}(t_i) = \begin{cases} 1 & \text{if } e_{ij} = 1 \text{ and } |\Phi_j(t_i) + \tau_{ij}| \mod 1 > \rho \\ 0 & \text{else} \end{cases} \quad (12)$$

and can be seen as the element of a time varying adjacency matrix. We then can prove the following:

**Proposition 3.** For deterministic $\tau_{ij} < +\infty$, $\forall i, j$, if we include a refractory period $2 \max\tau_{ij} < \rho < \frac{1}{2} + \min\tau_{ij}$, we have that for any locally connected network of PCOs following the dynamics in [4]:

$$\forall t > t^*, \Delta(t) = \Delta(t^*) \iff \Delta(t^*) \in \mathcal{F} \quad (13)$$

where

$$\mathcal{F} \triangleq \{\Delta : 0 \leq \Delta_{ij} \leq \tau_{ij} \iff \forall i, j \text{ s.t. } e_{ij} = 1\} \quad (14)$$

represents the set of possible fixed points for the algorithm.

The proof can be found in Appendix C where the upper-bound for $\rho$ is also discussed. A direct consequence of this proposition is that in order to have a possible choice for the refractory period $\rho$ we need $\max\tau_{ij} \tau_{ij} < \frac{1}{2} + \min\tau_{ij}$ The convergence of the protocol is represented in Fig. 2 for the same topology as in Fig. 1. Let $\mathcal{P}_{ij}$ be the set of edges forming the shortest path between node $j$ and node $i$. We can define the accumulated propagation delay on the path from $i$ to $j$:

$$\tau_{i \rightarrow j} = \sum_{\ell m \in \mathcal{P}_{ij}} \tau_{\ell m} \quad (15)$$

where $\tau_{\ell m}$ is the time that has elapsed between the actual firing by node $\ell$ and the observation of the firing by node $m$. Clearly $\tau_{i \rightarrow j} = \tau_{ij}$ if $e_{i,j} = 1$, i.e., if node $j$ can directly hear the firing of node $i$. Then we notice that, as long as
\[
\Delta_{hj} = (\Phi_h - \Phi_j) \mod 1 \tag{16}
\]

since the node is ahead of every other node. We indicate this condition by saying the head node "precedes all the other nodes". Since we have \( \Delta \in \mathcal{F} \) it is clear we have the following upper-bound:

\[
\Delta_{hj} \leq \tau_{h \rightarrow j}, \tag{17}
\]

Our simulation shows that the bound in (17) is actually tight, and that is due to the fact that when the initial phases are spread around the PCO cycle, absorptions tend to occur in a cascade and each \( j \) node that is absorbed by node \( i \) remains at distance \( \tau_{ij} \). The reason why Proposition 3 has an inequality instead of an equality is if the initial conditions are such that two nodes are closer than their propagation delay they can remain at that closer distance relative to their propagation delay, due to the presence of the refractory period that makes all these cases fixed points. The residual synchronization error can be defined as:

\[
\Delta_{\text{max}} = \max_{i, j} \Delta_{ij}. \tag{18}
\]

At this point, as a direct consequence of the bound (17) and the property of the head-node in (16) we can derive the following expression for the expected residual synchronization error:

\[
\mathbb{E}\{\Delta_{\text{max}}\} \leq \sum_{h=1}^{N} p_h \left( \max_{j} \tau_{h \rightarrow j} \right) \tag{19}
\]

where \( p_h \) indicates the probability that \( h \) is the head node which depends on the topology and the initial conditions. Although a general characterization of \( p_h \) is complex, the expression in (19) allows us to bound the residual synchronization error considering the best and the worst case scenario for the term \( \max_{j} \tau_{h \rightarrow j} \), which is immediately derivable from the topology. A note of caution is that the term best case indicates the smallest possible bound over all possible choices of the head node, and not the best attainable synchronization error, since in principle the synchronous state \( \Delta = 0 \) is a fixed point also for the model with delays. \( \mathbb{E}\{\Delta_{\text{max}}\} \) is the metric we consider in the simulations to evaluate the performances of a line and a star network of fixed length and increasing density of nodes. The expected value \( \mathbb{E}\{\Delta_{\text{max}}\} \) is an interesting metric to characterize the protocol performance and may be more insightful compared to the worst and the best case scenario, directly computable through our analysis in this section, because the latter remain identical over a wide variety of networks while \( \mathbb{E}\{\Delta_{\text{max}}\} \) changes.

**Remark 1.** If the propagation delays are random and bounded by \( \tau_{\text{max}} \), the result continues to apply as long as \( \rho > 2\tau_{\text{max}} \). The fixed point is still compatible with the last realization of random delays characterizing all absorptions until the last.

The direct consequence of Proposition 3 is that in multi-hop networks, propagation delays tend to accumulate worsening the overall synchronization accuracy. This limits the application of PCO as a clock distribution mechanism in very large networks. To overcome this problem, we propose in [33] to couple the synchronization and scheduling with the purpose of separating firing events to give each node the possibility to estimate the propagation delays \( \tau_{ij} \) and compensate for them in their updates, thus improving the final synchronization accuracy which will be bounded by the cumulative error in these estimates.

### III. Pulse Coupled Scheduling Convergence

In addition to achieving synchronization, the update equation in (3) can also be modified to trigger a daisy chain of transmissions from the nodes and attain desynchronization. For this purpose, it is necessary to choose \( \alpha < 0 \), which in this case is called inhibitory coupling. In the case of inhibitory coupling, nodes are propelled to increase their phase differences, so absorptions cannot occur. For a fully connected network, it has been shown in [16] that the nodes phases converge to a limit cycle in which the time between adjacent firing events is a constant; this state is named weak desynchronization, since the firing times continue to shift. For locally connected networks, however using PCO with inhibitory coupling does not lead to global desynchronization (in a weak or strict sense). In this part, we are then going to explore the behavior of the scheduling algorithm introduced in [16] (different from (3)) and discuss the convergence for locally connected topologies. We will consider a generic connected multiclique graph, where a clique might or not have nodes in common with another clique. Note that any graph can be viewed as a multiclique graph. We are interested in enforcing desynchronization between nodes in the same clique because this will lead to a TDMA schedule, enabling nodes to transmit in different portion of the time frame avoiding, ideally, collisions and loss of data. Achieving TDMA scheduling in a decentralized fashion is very complex but also extremely appealing for many emerging applications of wireless sensor networks (the so called the Internet of Things (IoT)), where a dramatic growth in the number of sensors makes centralized TDMA solution
impractical. Our solution is not only able to assign different portion of the frame to the network nodes\(^1\), but also leaves white spaces in the frame to enable a different asynchronous system, or new nodes joining the network, to find transmission opportunities. This could useful for the coexistence of different protocols.

A. From PCO desynchronization to Proportional Scheduling

The protocol considered here (and previously proposed in [16]) relies on the evolution of two local continuous timers \((\Phi_i(t), \Psi_i(t))\) for each node \(i\), indicating the start and the end of its assigned portion of the frame. The two timers \(\Phi_i(t)\) and \(\Psi_i(t)\) can be viewed as the phase of two PCOs that evolve independently from the others, node \(i\) happens just once every round (i.e., every expiration of the local timers) and only in response to the firing signals of the two nodes, \(\text{Pre}(i, t)\) and \(\text{Suc}(i, t)\), whose timers expire just before and after node \(i\)'s own local start and end timers. Here we denote the frame duration by \(\tau\) which is also the time unit with which we measure time. In the rest of the article we will omit the dependence on time of \(\text{Pre}(i)\) and \(\text{Suc}(i)\) since the time instant is always indicated in the equations where they appear (see also footnote\(^2\) in the previous page). Note that the time at which the firing of \(\text{Pre}(i)\) is received is stored by node \(i\), but the actual update takes place after \(\text{Suc}(i)\) firing event is also detected. We refer to this time instant as \(t_i\) (assuming then \(\text{Suc}(i)(t_i) = 0\)). To perform the update, node \(\pi^c_k\) first evaluates a target value for its two local timers \((\Phi^*_i, \Psi^*_i)\) as:

\[
\Phi^*_k(t) = \frac{D_k + \delta}{D_k + 2\delta} \Psi_{\text{Pre}(\pi^c_k)}(t),
\]

\[
\Psi^*_k(t) = \frac{\delta}{D_k + 2\delta} \Psi_{\text{Pre}(\pi^c_k)}(t),
\]

where \(D_k\) is a parameter chosen to reflect the demand of node \(\pi^c_k\) in a frame and \(\delta\), equal for every node, represents the

\(^1\)In wireless networks, a multiclique graph can be obtained by leveraging the presence of CHs. The CH is connected with a set of nodes and for that set it acts like a bridge, re-broadcasting the firing signals from the single nodes to all the nodes it has in its communication range: in this way, the CH basically emulates an all-to-all connected network among the nodes it communicates with, generating a clique in the graph topology of our network.

\(^2\)To discriminate the firing times of \(\text{Pre}(\pi^c_k)\) from the others, node \(\pi^c_k\) can prepare an update for any firing it hears and discard the update if a more recent firing event is registered. \(\text{Suc}(\pi^c_k)\) is easy to identify since is the first to fire after the expiration of node \(\pi^c_k\)'s own end clock. The value of \(\Psi_{\text{Pre}(\pi^c_k)}(t)\), which is the reference for node \(\pi^c_k\) to make its update, can be calculated simply measuring the time it elapsed between the firing of \(\text{Pre}(\pi^c_k)\) and the local clock. Hence all the information needed to advance the protocol is implicitly available and firing beacons do not need to carry data, but rather can be special preambles that are easy to detect at the PHY layer.\[^5\]
relative portion of the frame that should be reserved as guard period between transmission of different nodes. The new phase of these timers are set to be a convex combination of their respective target values and current phases, i.e.,
\[
\Phi_{\pi_k^c}(t^+_{\pi_k^c}) = (1 - \beta)\Phi_{\pi_k^c}(t_{\pi_k^c}) + \beta\Phi^*_{\pi_k^c}(t_{\pi_k^c})
\]
(27)
\[
\Psi_{\pi_k^c}(t^+_{\pi_k^c}) = (1 - \beta)\Psi_{\pi_k^c}(t_{\pi_k^c}) + \beta\Psi^*_{\pi_k^c}(t_{\pi_k^c})
\]
(28)
with \(\beta \in (0, 1)\). In light of equations (27)-(28) and the definition of Pre(i, t) and Suc(i, t) in (23)-(24), there is no overlap of local timers in each clique, i.e., the firing order in each clique remains fixed (see also Fig. 112 in Appendix E). The update procedure for node \(i\) at the time of firing of node \(j = \text{Suc}(i)\) is illustrated in Fig. 3 for a topology with two cliques. Introducing:
\[
\Gamma_{\pi_k^c}(t) = \Phi_{\pi_k^c}(t) - \Psi_{\pi_k^c}(t)
\]
(mod 1) (29)
\[
\Theta_{\pi_k^c}(t) = \Psi_{\text{pre}(\pi_k^c,c)}(t) - \Phi_{\pi_k^c}(t)
\]
(mod 1) (30)
for \(k = 1, \ldots, |V_c|\), it is possible to describe mathematically the evolution of the schedule for every clique \(c\) by describing the dynamics of the vector:
\[
\Upsilon_c(t) \triangleq [\Theta_{\pi_1^c}(t), \Gamma_{\pi_1^c}(t), \ldots, \Theta_{\pi_{|V_c|}^c}(t), \Gamma_{\pi_{|V_c|}^c}(t)]
\]
(31)
Notice that the entries of this vector are the portions of the frame allocated to each node at time \(t\) and the corresponding intermediate guard-spaces. Therefore the fixed points of the algorithm represent the final schedule, assuming the demands remain unchanged for a sufficiently long period. It is of interest to understand if the schedule will correspond to an efficient use of the bandwidth and this is the aim of the analysis in the next sections.

C. Convergence of the single clique scheduling algorithm

In this section we recall the convergence result in [16] and analyze the convergence rate of the algorithm. In the case of a single clique \(c\) in our graph, due to the updates, the state vector \(\Upsilon_c(t)\) evolves linearly with system matrix \(M^c\) is defined as:
\[
M^c = \prod_{k=1}^{|V_c|} M_{\pi_k^c}
\]
(32)
and each \(M_{\pi_k^c}\) is the matrix for the update of node \(\pi_k^c\) in the clique \(c\). This matrix has the following form:
\[
M_{\pi_k^c} = J^{(2k-2)} \begin{bmatrix} U_{\pi_k^c} & 0_{3 \times 2|V_c|-3} & I_{2|V_c|-3} \end{bmatrix} J^{T(2k-2)}
\]
(33)
where \(J\) represents the circular shift matrix:
\[
J \triangleq \begin{bmatrix} 0 & 0 & \cdots & 0 & 1 \\ 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{bmatrix}
\]
(34)
and
\[
U_i \triangleq \begin{bmatrix} 1 - \beta \frac{D_i + \delta}{D_i + 2\delta} & \beta \frac{\delta}{D_i + 2\delta} & \beta \frac{\delta}{D_i + 2\delta} \\ \beta \frac{\delta}{D_i + 2\delta} & 1 - \beta \frac{2\delta}{D_i + 2\delta} & \beta \frac{\delta}{D_i + 2\delta} \\ \beta \frac{\delta}{D_i + 2\delta} & \beta \frac{\delta}{D_i + 2\delta} & 1 - \beta \frac{D_i + \delta}{D_i + 2\delta} \end{bmatrix}
\]
(35)
The proof in [16] shows that for this configuration there exists a unique fixed point:
\[
\Upsilon^*_c = \frac{\gamma^c}{D^c} (\delta, D_{\pi_1^c}, \delta, D_{\pi_2^c}, \ldots, \delta, D_{\pi_{|V_c|}^c})^T
\]
(36)
where \(D^c = \sum_{k=1}^{|V_c|} D_{\pi_k^c}\) and \(\gamma^c = \frac{D^c}{D^c + |V_c|\delta}\).

For the specific case of a single clique \(c\) with all nodes having the same demand \(D_{\pi_k^c} = D \forall k = 1, 2, \ldots, |V_c|\) it is actually possible to complement the result with an estimate for the rate of convergence. In fact, when the evolution of the system can be modeled with a linear update, as in average consensus algorithms [36], it is well known that the rate of convergence can be estimated via the second largest eigenvalue of the system matrix (i.e., convergence towards a fixed point is guaranteed if the highest eigenvalue is equal to 1 and the others are strictly smaller). Assuming equal demand for all nodes, it is possible to rewrite the system matrix in (32) as:
\[
M^c = \left( \begin{array}{cc} U & 0_{3 \times (2|V_c|-3)} \\ 0_{3 \times (2|V_c|-3)} & I_{2|V_c|-3} \end{array} \right) J^2
\]
(37)
where the dependence of the block matrix \(U\) on the node \(i\) has been lost setting an equal demand \(D\) for all nodes. At this point it is possible to derive the exact \(2|V_c|\)-th degree characteristic equation for the product matrix inside the brackets, find an approximation for the second highest solution and then take the \(2|V_c|\)-th power of that value to find the second highest eigenvalue for the system matrix \(M^c\). We claim:

**Proposition 4.** The second largest eigenvalue of \(M^c\) if all the nodes have the same demand \(D\) is:
\[
|\lambda_2^c| \approx 1 - \frac{2\beta \mu^2}{|V_c|^2}
\]
(38)
where $0 < \beta < 1$ is the coupling factor in the update equation in \((27), (28)\) and $\mu = \frac{\delta}{D + 2\delta}$.

The proof of this proposition is in Appendix [D]. Clearly, the convergence time increases with the number of nodes in the clique and decreases with the values of $\beta$ and $\mu$. However, augmenting $\mu$ by increasing the guard time $\delta$ relative to the demand $D$ lowers its efficiency. Furthermore, in non-ideal conditions in which in the measurement of demand $D$ changes the structure of $M$, locally connected networks, the study of the fixed points rate of convergence is indicative of the trends we found in the set $L$, the study of the fixed points for the algorithm.

D. Convergence of the multi-cliques scheduling algorithm

In this section we analyze what are the possible schedules that are fixed points for the algorithm.

Definition 2 (Partial proportional fairness criterion). We say a schedule meets a partial proportional fairness criterion if, once convergence is reached (i.e. $\forall t > t^*$ for some $t^*$), $\forall(i, j) \not\equiv j$ if $i, j \in \mathcal{L}_c$ and $j = \text{pre}(i, c)$ the following condition is met:

$$\frac{(\Phi_i(t) - \Psi_i(t))}{D_i} = \frac{(\Phi_j(t) - \Psi_j(t))}{D_j}$$

Definition 3 (Global proportional fairness criterion). We say a schedule meets a global proportional fairness criterion if the two following properties are satisfied once convergence is reached (i.e. $\forall t > t^*$ for some $t^*$):

1) $\forall(i, j) \not\equiv j$ if $i, j \in \mathcal{L}_c$, then:

$$\frac{(\Phi_i(t) - \Psi_i(t))}{D_i} = \frac{(\Phi_j(t) - \Psi_j(t))}{D_j}$$

2) $\forall j \, [(\Phi_j(t) - \Psi_j(t)) \, \text{mod} \, 1] \geq \min_{c, v \in \mathcal{V}_c} \sum_{i \in \mathcal{V}_c} \frac{D_i}{(D_i + \delta)}$

The second property indicates that the solution guarantees that every node gets the minimum possible duration among all cliques in its range. Let us first introduce the following:

Assumption 1. For every clique $\mathcal{V}_c$, all the local nodes (i.e., the set $\mathcal{L}_c$), occupy consecutive portions of the frame.

We can then claim the following:

Theorem 1. For a network with two cliques, the update rule in \((27)\) and \((28)\) will converge to a unique fixed point $\mathbf{Y}$, $\forall c \in \mathcal{C}$ that respects the partial proportional fairness criterion in Definition 2, irrespective of the initial phases of the timers.

If Assumption 1 holds, the resulting schedule will also respect the global proportional fairness criterion in Definition 3.

The proof can be found in Appendix [E].

In Fig. 4 we can see the convergence of the scheduling algorithm to a fixed point where the target $(\Phi_i^*, \Psi_i^*) = (\Phi_i(t_i), \Psi_i(t_i))$. Therefore, the timers of node $i$ (as well as those of every other node) will not longer change from that update on.

Following a similar argument as in the proof of Theorem 1 we can claim

Proposition 5. For topologies with more than two cliques we have, in general, fixed points for \((27), (28)\) form sets with measure greater than zero. All these points respect the partial proportional fairness criterion in Definition 2.

See Proof in Appendix [E]. In a nutshell, for general topologies we do not have enough contraints on the attainable schedule to guarantee a unique fixed point as in the two-clique case. Nevertheless, additional definitions and assumptions allow to characterize very peculiar cases in which a unique fixed point is attainable with more than two cliques. Let us introduce the partition $\mathcal{A}_c$ of the nodes set $V$ as:

$$\mathcal{A}_c = \left\{ c = \arg \max_{c \in \mathcal{E}_c} \sum_{v \in \mathcal{V}_c} (D_v + \delta) \right\}$$

It is clear that $\forall c, \mathcal{A}_c \subseteq \mathcal{V}_c$ and, with distinct overall demands for cliques that have shared nodes (i.e., if $S_{cc'} \neq 0$) then $\sum_{v \in \mathcal{V}_c} (D_v + \delta) = \sum_{v \in \mathcal{V}_{c'}} (D_v + \delta)$, the sets $\mathcal{A}_c$ form a proper partition of $V$. Then we order these sets in decreasing order of demand size:

$$\sum_{v \in \mathcal{A}_2} (D_v + \delta) \geq \sum_{v \in \mathcal{A}_2} (D_v + \delta) \geq \ldots \sum_{v \in \mathcal{A}_1} (D_v + \delta)$$

Let us introduce:
Assumption 2. All the nodes in a clique are at most in two partitions $A_c$ as defined in (39). Mathematically, $\forall c \in C$, there is only a single $c' \in C$ such that

$$V_c \subset A_c \cup A_{c'}$$

(41)

The following claim is proven in Appendix G.

Proposition 6. If Assumptions [72] are met, the scheduling algorithm and its global proportional fairness property can be extended to topologies with an arbitrary number of cliques.

Remark 2. In the limit for $\delta \to 0$, if the schedule meets Property 2 in Definition [3] then it is also one of the possible solutions of the minimum coloring graph problem for that conflict graph.

To meet Assumption[1], the topology of the conflict graph has to allow an assignment which leaves a portion available in any frame for nodes that belong only to one clique. However, this assumption may be violated in dense networks, as reported in [35] and a version of Assumption 2 that explains what conflict graphs can possibly meet Assumption 2 is elusive. Nonetheless, the presentation in this work should give the reader the necessary tools to analyze the possible attainable schedules on a case by case basis, given that a general treatment remains elusive. An example where this assumption is violated and the trend is still predictable is discussed in the proof of Proposition 5 and in the simulation results. In the next section we provide a description of the specific fixed points in $\Psi_i$ and $\Phi_i$ for a single demand value $D_i = D, \forall i \in V_c$. Let us call $\mathcal{F}_c$ the portion of the frame available for the nodes in $A_c$. We have:

$$\mathcal{F}_c = \begin{cases} \mathcal{F} & \text{if } A_c = V_c \\ \mathcal{F} - |S_c|(T_{c'} + \delta_{c'}) - \delta_{c} & \text{if } A_c \subset V_c, A_{c'} \supset V_c \setminus L_c \end{cases}$$

(43)

and Assumption 2 guarantees the existence of such unique cluster $c'$. In (43), $T_c$ and $\delta_c$ represent respectively the time slot and the guard space before and after every node $v \in A_c$. They can be computed recursively following the decreasing order in (40) as follows:

$$T_c = \begin{cases} \frac{D}{D + \delta |A_c|} \mathcal{F}_c & \text{if } \mathcal{F}_c = \mathcal{F} \\ \frac{D}{D + \delta |A_c| + \frac{\delta}{D + \delta}} \mathcal{F}_c & \text{if } \mathcal{F}_c < \mathcal{F} \end{cases}$$

(44)

$$\delta_c = \frac{\delta}{D} T_c$$

(45)

At the fixed point, $\forall i \in A_c$, we will have

$$(\Phi_i - \Psi_i \mod 1) \cdot \mathcal{F} = T_c$$

(46)

To prove this represents a fixed point we will evaluate $\Phi_i^*$ and $\Psi_i^*$ at time $t_i$ (the time when node $i$ makes its update) with (25), (26) (see also Fig.12):

$$\Phi_i^*(t_i) \mathcal{F} = \frac{D + \delta}{D + 2\delta} \frac{D}{D + \delta} T_c = \frac{\delta}{D} T_c + T_c = \Phi_i(t_i) \mathcal{F}$$

$$\Psi_i^*(t_i) \mathcal{F} = \frac{\delta}{D + 2\delta} \frac{D}{D + \delta} T_c = \frac{\delta}{D} T_c = \Psi_i(t_i) \mathcal{F}$$

So the update procedure will be:

$$\Phi_i(t_i^+) = (1 - \beta) \Phi_i(t_i) + \beta \Phi_i^*(t_i) = \Phi_i(t_i)$$

$$\Psi_i(t_i^+) = (1 - \beta) \Psi_i(t_i) + \beta \Psi_i^*(t_i) = \Psi_i(t_i)$$

which shows that the timers will keep their positions unchanged. Here we have assumed that $i \in A_c$ where $\mathcal{F}_c < \mathcal{F}$ but the derivation would be exactly the same if we remove the additional term $\frac{\delta}{D + \delta} \frac{D}{D + \delta}$ in (44). The interest in the derivation of the fixed points is given by their natural connection with the portion of the frame made available to each node. Numerical results, supporting our theoretical analysis, are next.

IV. Simulation Results

A. PCO synchronization

We first show an example in Fig. 6 of convergence to the fixed point with and without propagation delays for the PCOs network in Fig. 5, where we plot only the components of $\Delta$ relative to an arbitrary node in $L_1$. We considered all the distances between the nodes to be equal such that $\tau_{ij} = \tau, \forall i \neq j$. We can see that without delays in Fig.6a we
achieve perfect synchronization, while with delay the nodes remain separated by their propagation delays (see Fig. 6b where we also plot the components in log-scale.). In fact, observing the plot in log-scale in Fig. 6b we can see that there is a component of Δ equal to 2τ for the node in S_{23}, the components for the nodes in L_2 ∪ L_3 ∪ S_{12} are equal to τ and the components for the other nodes in L_1 are equal to 0, from which we can conclude that the head node is the one node in S_{23} and all the differences are in perfect agreement with our analysis. Furthermore, in light of Proposition 3 and equation (19), we simulated the average residual synchronization error \( E(\Delta_{\text{max}}) \) for the line and the star networks with a variable number of nodes. The probabilities \( p_h \) for \( h = 1, 2, \ldots, N \) are not known, however for any given topology it is possible to bound the residual synchronization error considering the best and the worst case. In Fig. 7a we show the synchronization accuracy averaged over random initial conditions for line-networks with an increasing number of nodes but a constant end to end delay between the nodes at the two network edges. The worst case is represented by \( \tau_{\text{max}} \) (which is the only possible case for \( N = 2 \)), while the best case for a generic

\[ N > 2 \] is \( \tau_{\text{max}}/2 \) with the head node being at the middle of the line. From Fig. 7a it is possible to notice the saturation of \( E(\Delta_{\text{max}}) \approx \frac{\tau_{\text{max}}}{3} \) half way between the two extremes.

In Fig. 7b assuming that the delay is proportional to the relative distance, we plot the results for a star topology where the nodes are uniformly distributed over a disc with equal radius, leading to equal delay \( \tau_{\text{max}} \), except two nodes that are kept fixed at the center and at the edge of the disc. In this case, as expected, increasing the number of nodes degrades the performances. The initial case with \( N = 2 \) is the best case with \( E(\Delta_{\text{max}}) = \tau_{\text{max}} \). For this topology the worst case is represented by \( 2\tau_{\text{max}} \). We notice an oscillation first (due to \( p_h \)) and then, again, a saturation to \( E(\Delta_{\text{max}}) \approx \frac{\tau_{\text{max}}}{3} \).

B. Scheduling convergence

In Fig. 8 we show the accuracy of the approximate eigenvalues derived in Proposition 4 for the single clique update matrix \( M^c \). The circles correspond to our approximations in (48) and (49) (see Appendix D) and the crosses correspond to the numerical computed values. As expected, the accuracy of our estimate of the second largest eigenvalue grows with \( \nu_c \). In Fig. 9 we present the attainable TDMA scheduling by a two clique topology with |\( L_1 \)| = 5, |\( S_{12} \)| = 2, |\( L_2 \)| = 2 (\( D_i = D = 4 \forall i \in V \) and \( \delta = 1 \)). The local nodes in both \( L_1 \) and \( L_2 \) occupy consecutive portions of the frame, therefore Assumption 4 is satisfied and in light of Theorem 1 we have convergence to the unique fixed point that satisfies the global proportional fairness criterion. In the plot, the start and end timers of each node are shown with the same color, solid lines.
Fig. 9: TDMA scheduling for a two cliques topology

Fig. 10: TDMA scheduling of the topology in Fig. 5. Note that the plots a-b-c are circular, thus ‘1’ is adjacent to ‘0’, and thus the ‘jump’ of the yellow node in \( V_3 \).

represent the evolution of the timers and dashed lines represent the predicted fixed point from our analysis in III-D1. In Fig. 10 we present the case discussed in Appendix F where we have a set of possible fixed points, i.e. a set of attainable schedules. While each node in \( V_1 \) and in \( V_3 \) reaches its one and only possible schedule, the guard-space between the two shared nodes in \( V_2 \) allows a range of fixed points for the local node in \( V_2 \). The range is limited on both sides such that the local node in \( V_2 \) is never the predecessor or successor of any of the two shared nodes. In Fig. 10b we show the range of possible start beacons \( \Phi \) with two dashed lines and the range of end beacons \( \Psi \) with a dash-dotted line of the same color in the simulation. In Fig. 11 we plot the histogram of different shares obtained by the node in \( L_2 \) obtained by MonteCarlo simulations. We can see the range is the one predicted by our equations in Appendix F. A pleasant result is that in larger number of cases (∼ 43%) the local node gets the maximum share possible, i.e. global proportional fairness is often obtained, even though the conditions in Assumption 2 are not met.

V. CONCLUSIONS

In this work, further results regarding the convergence of synchronization and scheduling in locally connected networks were derived. In particular, for PCO synchronization, the convergence was shown to occur almost surely for a network of 3 nodes and was characterized in terms of final accuracy for larger networks. For PCO scheduling, the convergence is shown for networks with mild conditions on the overlapping set of maximal cliques. The findings were sustained with the numerical results, taking into account both accuracy and convergence. This work advances the theory on the convergence of PCOs in locally connected networks.

APPENDIX

A. Proof of Proposition 2

We first show \( \Delta(t^*) = 0 \Rightarrow \forall t > t^* \ \Delta(t) = \Delta(t^*) \) which indicates the synchronous state is a fixed point. The argument is straightforward, since all the firings events are received instantaneously by nodes that are also firing, i.e. their phase is equal to 0 mod 1 and it is immediate to see no node will change its phase, i.e. \( \min\{1 + \alpha\} 0 \mod 1,1 \} = 0 \mod 1 \) therefore no change in \( \Delta \) will occur from this point on. Then we prove \( \forall t > t^* \ \Delta(t) = \Delta(t^*) \Rightarrow \Delta(t^*) = 0 \) by contradiction. Let us assume \( \Delta_{ij}(t^*) \neq 0 \) for some \( i,j \). Without loss of generality we can assume \( e_{ij} = 1 \), in fact if \( \Delta_{ij} \neq 0 \) and \( e_{i,j} \neq 0 \) then, by looking at the edges \( k\ell \) over the path \( P_{ij} \) we can define a nonzero phase difference \( \Delta_{k\ell} \neq 0 \).

B. Proof of Proposition 4

In order to prove the almost sure convergence of a \(|V| = 3 \) nodes network to \( \Delta = 0 \), let us label the center node as 1. It is easier to focus on the evolution of the variables

\[
\Xi = \{\Xi_{12}, \Xi_{13}\}, \quad \Xi_{ij} = (\Phi_i - \Phi_j) \mod 1
\]

and, since by definition 5 we have \( \Delta_{ij} = \min\{\Xi_{ij}, \Xi_{ji}\} \), if we have convergence to 0 (synchronization) for \( \Xi \) we also have it for \( \Delta \). We focus on the line network with nodes \( \{1, 2, 3\} \) and edges \( \{(1, 2), (1, 3)\} \) since the case of a fully connected network is covered by 3. Since the evolution of \( \Xi(t) \) occurs in jumps that are triggered by the firing events, we can define \( \Xi[k] = \Xi(t_f[k]) \), where \( f[k] \) is the index of the node that is generating the \( k \)-th firing and \( t_f[k] \) is the time
for which the \( k \)-th firing occurs and focus on the evolution of \( \Xi[k], \Xi[k+1], \ldots \).

We highlight that for the case of 3 nodes (or any tree network for that matter) it is possible to consider each firing event separately, since the only case for which a node is affected by two simultaneous firing events is when node 1 can hear node 2 and node 3. To handle this case we first introduce

**Lemma 1.** Suppose \( \Phi_2(t) = \Phi_3(t) \) and, equivalently, \( \Xi_{12}(t) = \Xi_{13}(t) \). Then, \( \Xi_{12}(t') = \Xi_{13}(t') \), for all \( t' \geq t \), regardless of the sequence of firing events occurring after \( t \).

**Proof.** The statement follows from the fact that at the firing events of node 1, the two nodes update simultaneously and change their phase by the same amount, while when one of the two fires, the other one is also at the firing point and they do not affect each other. \( \square \)

Lemma 1 also implies that when node 2 and 3 are synchronized, we have equivalently a fully connected two-node network whose convergence occurs for all initial values of the nodes’ phases, except for a set of measure zero, as shown in [3]. Hence, the network converges almost surely to the fixed point \( \Delta = 0 \) in this case. We can then proceed in our proof treating each firing event separately, and in particular consider two cases: the case where the firing order is maintained and the case where overtaking of the firing order may occur among nodes. We initially assume all nodes have different phases.

**Case 1:** Suppose that the firing order does not change after some \( k_0 \) (the \( k_0 \)-th firing event) and that the nodes are labeled in the order of their firing after this point, with node 1 being the node firing in the middle. That is, suppose that, for some \( k_0 \), \( \Xi_{12}[k] < \Xi_{13}[k] \), for all \( k \geq k_0 \). If \( f[k] = 1 \) and no absorption occurs then, we have \( \Xi_{13}[k+1] - \Xi_{12}[k+1] = (1 + \alpha)(\Xi_{13}[k] - \Xi_{12}[k]) > \Xi_{13}[k] - \Xi_{12}[k], \) that is, the phase difference between nodes 3 and 2 increases. If \( f[k] = 2 \) or 3 and still no absorption occurs we can see that the phase difference between nodes 3 and 2 remains the same (i.e., \( \Xi_{13}[k+1] - \Xi_{12}[k+1] = \Xi_{13}[k] - \Xi_{12}[k] \)). This implies that, if no absorption occurred after each node has fired, the phase difference between nodes 3 and 2 must strictly increase, that is, \( 0 < \Xi_{13}[k] - \Xi_{12}[k] < \Xi_{13}[k+3] - \Xi_{12}[k+3] \). Since \( \Xi_{13}[k'] - \Xi_{12}[k'] < 1 \), for all \( k' \), an absorption must eventually occur in one of the cycles. If absorption occurs between nodes 2 and 3, then we are done since, by Lemma 1, we have \( \Xi_{12}[k] = \Xi_{13}[k] \) from that point on. If node 3 absorbs node 1, then the next one to fire is node 2 and that will trigger node 1 to overtake the position of node 3, which violates our assumption in Case 1. Finally, if node 1 absorbs only node 2 at some firing event \( k'' \) (that is, if \( \Xi_{12}[k''] = 0 \) and \( \Xi_{13}[k''] > 0 \)), then the firing of node 3, which comes immediately after will cause either an absorption of both nodes 1 and 2 (which occurs if \( \Xi_{13}[k''] \in (1/\tau_1 - 1, 1) \) or an update of \( \Xi_{12}[k''+1] = \alpha\Xi_{13}[k''] \), if \( \Xi_{13}[k''] \in (0, 1/\tau_0) \). In the former case, the nodes become synchronized and we are done; in the latter case, it must be true that \( \Xi_{12}[k''+1] < \frac{\alpha}{1 + \alpha} \) and, thus, node 1 will again absorb node 2 when it fires. Therefore, even though the phases of nodes 2 and 1 may temporarily deviate from each other, they will always become absorbed again once node 1 fires. In this case, we again have an equivalent two-node fully connected network (formed by node 3 and the combination of nodes 1 and 2) and, thus, the convergence to the fixed point \( \Delta = 0 \) again follows from [3].

**Case 2:** Suppose that a node may overtake the position of another node in the firing order. This can occur only when the firing of node 2 triggers node 1 to increase its phase beyond the phase of node 3 (causing node 1 to fire again before node 3 fires). This is because, when node 3 fires (i.e., \( f[k] = 3 \)), either node 1 (and, maybe also node 2) is absorbed (in which case the firing order is considered to be maintained) or no node is absorbed and the following update occurs: \( \Xi_{13}[k+1] = (1 + \alpha)\Xi_{13}[k] > \Xi_{12}[k] + \alpha\Xi_{13}[k] = \Xi_{12}[k+1], \) which also implies that the firing order remains the same; and, when node 1 fires, we again have \( \Xi_{13}[k+1] > \Xi_{12}[k+1] \) and, thus, the firing order is again maintained. Now, suppose that the firing of node 2 causes node 1 to overtake the position of node 3 (that is, \( \Xi_{13}[k] \geq \Xi_{12}[k] \)) but \( \Xi_{13}[k+1] < \Xi_{12}[k+1] \)). This can occur only when \( \Xi_{12}[k] \in (0, 1/\tau_1 - 1) \); otherwise, the firing of node 2 would have absorbed both nodes 1 and 3 (in which case the convergence to the fixed point is immediately achieved). However, if overtaking occurs due to the firing of node 2, then this means that \( \Xi_{13}[k+1] = \Xi_{13}[k] + \alpha\Xi_{12}[k] \mod 1 \). Since \( \Xi_{13}[k] \geq \Xi_{12}[k] \), this is possible only when \( \Xi_{13}[k] + \alpha\Xi_{12}[k] \geq 1 \). Therefore, \( \Xi_{13}[k+1] = \Xi_{13}[k] + \alpha\Xi_{12}[k] \mod 1 = \Xi_{13}[k] + \alpha\Xi_{12}[k] - 1 < \frac{\alpha}{1 + \alpha} \) since \( \Xi_{13}[k] < 1 \) and \( \Xi_{12}[k] \in (0, 1/\tau_1 - 1) \). In this case, the firing of node 1, which comes immediately after, will again absorb node 3, causing the two nodes to be absorbed from that point on. Even though the firing of node 2 may trigger node 1 to temporarily overtake node 3, they will always become absorbed again once node 1 fires. Consequently, we again have an equivalent two-node fully connected network (formed by node 2 and the combination of nodes 1 and 3); convergence to the fixed point \( \Delta = 0 \) follows from [3].

In light of this extensive treatment, we can then consider the case where a node is added to a synchronized network. At the time this additional node fires, the nodes connected to it will jump in front of the others but, since no additional firing events will occur before the neighbors of the new node node fire, all the absorption with the other nodes will be restored at the end of the firing round and so we have again an equivalent two-node fully connected network (formed by the added node and the previous synchronized network) and convergence to synchronization will occur almost surely as previously discussed.

**C. Proof of Proposition 2**

We first prove \( \forall t > t', \Delta(t) = \Delta(t') \Rightarrow \Delta(t') \in \mathcal{F} \) by contradiction, i.e. by showing that any point \( \Delta \) for which \( \Delta_{ij} > \tau_{ij} \) for some \( i,j \) s.t. \( \epsilon_{ij} = 1 \), cannot be a fixed point. We can initially assume, without loss of generality that \( (\Phi_i - \Phi_j) \mod 1 < (\Phi_j - \Phi_i) \mod 1 \) and look at what happens when node \( i \) fires. At the time node \( i \) fires, say \( t_i > t' \), since \( \Delta_{ij}(t_i) > \tau_{ij} \) and \( (\Phi_i - \Phi_j) \mod 1 < (\Phi_j - \Phi_i) \mod 1 \) we have that \( \frac{\alpha}{1 + \alpha} < \Phi_i - \tau_{ij} \). Let us initially assume nothing happens (no firing events) before node \( j \) hears the firing of node \( i \) at time \( t_i + \tau_{ij} \). The phase of node \( j \) at time \( t_i + \tau_{ij} \)
will be $\frac{1}{2} + \tau_{ij} < \Phi_j(t_i + \tau_{ij}) < 1$ and therefore outside of the refractory period, as long as $\rho < \frac{1}{2} + \min_{ij} \tau_{ij}$. This implies that node $j$ will jump forward and the difference $\Delta_{ij}$ will decrease, which means it is not a fixed point. If some firing events happen before the update, i.e. at time $t$ where $t_i < t < t_i + \tau_{ij}$ then node $i$ will not move since its phase will be $\Phi_i(t) < \tau_{ij}, \forall t_i < t < t_i + \tau_{ij}$ and therefore it is inside the refractory period $\rho > 2 \max_{ij} \tau_{ij}$. Node $j$ instead, can either move even forward by hearing these additional events (and $\Delta_{ij}$ would further decrease, therefore keeping our argument by contradiction valid) or not move (and therefore there is no problem in neglecting such events), and this concludes our proof. The key aspect of the proof is that nodes can only jump forward after receiving a firing event. We then prove $\Delta(t^*) \in F \Rightarrow \forall t > t^*, \Delta(t) = \Delta(t^*)$ which indicates that all the points in $F$ are fixed points. Let us consider a general node $i$ and show it will note update its phase. In order to update its phase, node $i$ needs to receive one or more firing events by its neighbours when its phase is outside the refractory period. Since $\Delta_{ij} \leq \tau_{ij} \forall j, e_{ij} = 1$ there are then 2 cases.

**Case 1:** A set $J$ of node $i$’s neighbours fire at time $t'$ when $0 \leq \Phi_i(t') \leq \min_{j \in J} \tau_{ij}$. All these firings will be heard by node $i$ when $\min_{j \in J} \tau_{ij} \leq \Phi_i \leq \min_{j \in J} \tau_{ij} + \max_{j \in J} \tau_{ij} \leq 2 \max_{ij} \tau_{ij} \leq \rho$, therefore no update will occur.

**Case 2:** A set $J$ of node $i$’s neighbours fire at time $t'$ when $1 - \min_{j \in J} \tau_{ij} \leq \Phi_i(t') \leq 1$. All these firings will be heard when $(1 - \min_{j \in J} \tau_{ij} + \min_{j \in J} \tau_{ij}) \leq \Phi_i \leq \max_{j \in J} \tau_{ij} \rightarrow 0 \leq \Phi_i \leq \max_{j \in J} \tau_{ij} < \rho$, therefore no update will occur. If no node updates its phase, then $\Delta(t)$ remains constant over time and this proves that all $\Delta \in F$ are fixed points.

**D. Proof of Proposition 2**

We know $M^c$ is a stochastic matrix and then all of its eigenvalues are inside the unit circle except for one. After a few tedious but straightforward manipulation the 2-node degree characteristic equation of $M^c$ is ($n = |V_i|$):

$$\lambda^{2n} - \lambda^n - (\beta - 1)^2 (\lambda^n - 1) + \beta^2 \mu (2 \lambda^n - \lambda^{n-1} - \lambda) - \beta \mu (2 \lambda^{2n-1} - \lambda^{n-1} - \lambda^n - \lambda) = 0.$$  \hfill (48)

This specific form highlights that $\lambda = 1$ is solution and, also, that for $\mu = 0 \lambda^n = 1$. For $\mu$ small enough we assume that $\rho, \vartheta \ll 1$. Then it is possible to substitute (49) in (48) and consider:

$$(1 - \varepsilon - \vartheta) \ll (1 - n \varepsilon - n \vartheta)$$

We are then able to solve (45) as a first order in $z = \varepsilon + j \vartheta$ and then consider the real part of the solution ($z$) and the imaginary part ($\vartheta$) to find the eigenvalues from (49).

The solutions will have the following form:

$$z^*(k) = \frac{1}{n - 1 - \frac{1}{2} \exp(-j \frac{2\pi k}{n}) - \frac{1}{n} \sin \frac{2\pi k}{n} + \frac{1}{\vartheta}(1 - \rho - \mu \cos \frac{2\pi k}{n})}$$ \hfill (50)

It is possible to show that the real part of $z^*(k)$ is concave down with respect to $k$, and thus from (49) the second largest eigenvalue is reached for $k = 1$ or $k = n - 1$. A simple comparison leads to choose $k = n - 1$ irrespective of the value for $\beta$ and $\mu$. At this point for $n$ large enough, we can use the Taylor series for the trigonometric functions in (50) and approximate $|\lambda(n - 1)| \approx 1 - \frac{2 \beta \mu n^2}{n^2}$, Thus to find the second highest eigenvalue of $M^c$ we take:

$$|\lambda_2^n| \approx \left(1 - \frac{2 \beta \mu n^2}{|\vartheta|^3}\right)^{|\vartheta|} \approx 1 - \frac{2 \beta \mu n^2}{|\vartheta|^2}$$ \hfill (51)

**E. Proof of Theorem 2**

**One shared node:** We will study the evolution of $Y_1(t), Y_2(t)$, as defined in (31). We will show that there is a unique fixed point irrespective of the initial configuration. If we have only one node shared between the two cliques we can define, without loss of generality, the two system vectors such that $\pi^{n1}_{|V_1|} = \pi^{n2}_{|V_2|} = v'$ with $v'$ being the shared node. Except for the update of node $v'$, the updates of the other nodes impact variables only in their clique, i.e. in only one of the system vectors. We can then consider for $c = 1, 2$ the following matrix:

$$\tilde{M}^c \triangleq \prod_{k=1}^{1} \tilde{M}^c_{|V_2|-1} = \begin{bmatrix} \tilde{M}^c_{|V_2|-1} & 0 & \cdots & 0 \\ 0 & \cdots & \cdots & 0 \\ \vdots & \cdots & \cdots & \vdots \\ 0 & \cdots & \cdots & 0 \\ 0 & \cdots & \cdots & 1 \end{bmatrix}$$ \hfill (52)

Note that each $\tilde{M}^c_{|V_2|-1}$ is a left stochastic matrix and so is the product $\tilde{M}^c$. Because of the structure of $\tilde{M}^c$, $\tilde{M}^c_{|V_2|-1} \times (2|V_1| - 1)$ has exactly one eigenvalue equal to 1 and $2|V_1| - 2$ eigenvalues inside the unit circle. Arguing as in [16] we can show that the matrix $\tilde{M}^c$, has the following two eigenvectors for the eigenvalue equal to one:

$$\tilde{Y}_{c1}^* = \frac{\tilde{D}^c}{\alpha_c} (\delta, \varpi_{|V_1|}, \varpi_{|V_2|}, \delta, \varpi_{|V_1|}, \varpi_{|V_2|}, \delta, 0, 0)^T$$ \hfill (53)

$$\tilde{Y}_{c2}^* = (0, 0, 0, 0, \ldots, 0, 0, 0, 1)^T$$ \hfill (54)

with $\tilde{D}^c = \sum_{k=1}^{|V_2|-1} \varpi_{|V_1|}$ and $\varpi_{|V_2|} = \frac{\tilde{D}^c}{\alpha_c}.$

The complexity introduced by the presence of the shared node is that the two nodes $\text{Pre}(i,t), \text{Suc}(i,t)$ defined in (23)-(24) might change over time and belong to different cliques. We introduce the following two sets:

$$\tilde{\text{Pre}}(i,t) \triangleq \bigcup_{c \in c_i} \text{Pre}(i,c) \setminus \text{Pre}(i,t)$$ \hfill (55)

$$\tilde{\text{Suc}}(i,t) \triangleq \bigcup_{c \in c_i} \text{Suc}(i,c) \setminus \text{Suc}(i,t)$$ \hfill (56)

In the case of two cliques, the sets $\tilde{\text{Pre}}(v', t), \tilde{\text{Suc}}(v', t)$ contain only one node and according to our notation, if for example, $\text{Pre}(v', t) = \pi^{n1}_{|V_1|} \times \text{Pre}(v', t) = \pi^{n2}_{|V_2|}$ and so on. The update of node $v'$ might cause change in 5 variables (see Fig 12) that for short notation we indicate with

$$\Theta_{i,t} \triangleq \Psi_{v'}(t) - \Phi_{\text{Suc}(v')}(t) \pmod{1}$$ \hfill (57)
Fig. 12: Update of the shared nodes and representation of the variables $\Theta_s, \Gamma, \Theta_p, \Theta_{ns}, \Theta_{np}$.

\[
\begin{align*}
\Gamma'_{c'}(t) &= \Phi_{c'}(t) - \Psi_{c'}(t) \pmod{1} \\
\Theta'_p(t) &= \Psi_{\text{Pre}(v')}(t) - \Phi_{c'}(t) \pmod{1} \\
\Theta'_{ns}(t) &= \Phi_{c'}(t) - \Phi_{\text{Suc}(v')}(t) \pmod{1} \\
\Theta'_{np}(t) &= \Psi_{\text{Pre}(v')}(t) - \Phi_{c'}(t) \pmod{1}
\end{align*}
\]

where

\[
\bar{M}_{c'} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -\beta \frac{D+\delta}{D+2\delta} & 0 & \beta \frac{D+\delta}{D+2\delta} & 0 \\ 0 & \beta \frac{D+\delta}{D+2\delta} & 0 & \beta \frac{D+\delta}{D+2\delta} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

and the last two rows are obtained from

\[
\begin{align*}
\Theta'_{ns} &= \Theta_{ns} - \Theta_p + \Theta'_p \\
\Theta'_{np} &= \Theta_{np} - \Theta_p + \Theta'_p
\end{align*}
\]

From the structure of the matrix $\bar{M}_{c'}$, we can conclude it has 3 eigenvalues equal to 1 and 2 strictly smaller than 1. In fact, the two right columns are two eigenvectors with eigenvalue 1 and the top-right block $U_{c',v'}$ is positive stochastic, therefore giving a unique eigenvalue equal to 1 and others 2 smaller than 1. It is then possible to verify the third eigenvector associated with eigenvalue 1 has to satisfy the following constraint

\[
\Theta'_{s} = \Theta'_{p} = \frac{\delta}{D_{c'}} \Gamma'_{c'}
\]

The fixed point for $\bar{Y}_c(t), \bar{Y}_c(t)$ needs to be such with respect to both the linear map $\bar{Y}_c = \bar{M}_c \bar{Y}_c$ (i.e. the updates of all the local nodes) and the update of the shared node just described. To be eigenvectors in $\bar{M}_c$ and meet the constraint $\|\bar{Y}_c\| = 1$ we have

\[
\bar{Y}_c = (1 - \lambda_c) \bar{Y}_{c,1} + \lambda_c \bar{Y}_{c,2} \quad \text{for} \quad c = 1, 2
\]

with $\lambda_c \in (0, 1)$. However, since $\Gamma_{\pi_{[N]}(v), \pi_{[N]}(v')} = \Gamma_i$ we have $\lambda_1 = \lambda_2 = \lambda$ and it is possible to verify there is only one value for $\lambda$ that satisfies the constraint in $\{66\}$, which correspond to the update of the shared node, according to the definition of $\Theta_c(t)$ and $\Theta_p(t)$ in $\{57\}-\{59\}$. This value is given by $\lambda = \min_{c=1,2} \left\{ \frac{\gamma_c}{D_i} \right\}$, which also tells us that both $\text{Pre}(v', t)$ and $\text{Suc}(v', t)$ at the steady state belong to the densest cluster, i.e. the cluster $c' = \arg \min_{c=1,2} \left\{ \frac{\gamma_c}{D_i} \right\}$.

**Two or more shared nodes:** If we have $|S_{12}| > 1$ shared nodes among two cliques, we need to differentiate between the case where shared nodes occupy or not occupy consecutive portions of the frame. For the first case we have a straightforward extension from the previous argument. Let us define the two system vectors $(\bar{Y}_1(t), \bar{Y}_2(t))$ such that the variables associated to the shared nodes occupy the last positions in both vectors. Then for $c = 1, 2$ adjust the definition of $\bar{M}_c, \bar{D}_c, \gamma_c$ making the index $k$ ranging from 1 to $|V_c| - |S_{12}|$ instead of $|V_c| - 1$. With a similar argument as before, we conclude that the fixed points for the two system vectors, taking into account the update of local nodes, lie in the space spanned by

\[
\bar{Y}_{c,1}^* = \frac{\bar{z}_c}{D_i}(\beta, D_1, \ldots, \beta, D_{|V_c| - |S_{12}|}, \delta, 0, \ldots, 0)^T
\]

\[
\bar{Y}_{c,j}^* = \bar{e}_{2(|V_c| - |S_{12}| + j)} + \bar{e}_{2}, \quad j = 2, \ldots, 2|S_{12}|
\]

If we now consider the competitive updates of the shared nodes we find the following additional for the fixed point where the node $\Theta_s$ is defined with respect to the last (in order of firing) of the shared nodes and $\Theta_p$ is defined with respect to the first of the shared nodes:

\[
\Theta_s^* = \Theta_{\pi_{[V_c| - |S_{12}| + 2}}^c
\]

\[
\Theta_p^* = \Theta_{\pi_{1}}^c
\]

\[
\Gamma_i^* = \frac{D_i}{\delta} \Theta_{\pi_{i+1}}^c
\]

for $i = |V_c| - |S_{12}| + 1, 2, \ldots, |V_c|$. The fixed point for each of the system vectors $(c = 1, 2)$ needs to have the following form

\[
\bar{Y}_c^* = \left(1 - \sum_{j=2}^{2|S_{12}|} \lambda_{c,j} \right) \bar{Y}_{c,1}^* + \sum_{j=2}^{2|S_{12}|} \lambda_{c,j} \bar{Y}_{c,j}^*
\]

and once again we have $\lambda_{c,j} = \lambda_j$ for $c = 1, 2$. By imposing the constraints in $\{70\}-\{72\}$ we find there is a unique solution that respects the constraints and is consistent with the definition of the predecessor and successor nodes (relative to the firing order), i.e.

\[
\lambda_j = \begin{cases} 
\min_{c=1,2} \left\{ \frac{\gamma_c}{D_i} \right\} & \text{for } j = (2m + 1), m = 1, \ldots, |S_{12}| - 1 \\
\min_{c=1,2} \left\{ \frac{\gamma_c}{D_i} \right\} & \text{for } j = 2m, m = 1, \ldots, |S_{12}|
\end{cases}
\]

For the case 2), the notation is significantly more complicated but the proof can follow the same conceptual steps. Let us start by considering two shared nodes that are not consecutive in the firing order in at least one of the two cliques. In each clique $c$ we will have two subsets of $L_c$, namely $L_{c,1}, L_{c,2}$ such that the nodes in each of the two subsets are
all consecutive in the firing order. Then we can define two different matrices

$$M^{c,j} \triangleq \prod_{k: \pi_k \in \mathcal{L}_{c,j}} M_{\pi_k}$$  \hspace{1cm} (75)$$

for \( j = 1, 2 \), and also extend the definitions for \( \tilde{D}^{c,j}, \gamma^{c,j} \), accordingly for \( j = 1, 2 \). Reasoning as before we can see the fixed point \( \mathbf{Y}_c \) needs to maintain the proportionality between the nodes in \( \mathcal{L}_{c,1} \) and the ones in \( \mathcal{L}_{c,2} \) separately. Furthermore, the constraint in (66) continues to hold and applies to both shared nodes. Let us assume we are at the fixed point, and there is a certain “distance” (portion of the frame) between the two non-consecutive shared nodes, which is assigned in the two cliques to \( \mathcal{L}_{c,1} \) and \( \mathcal{L}_{c,2} \) respectively. If we indicate by \( i_1 \) and \( i_2 \) the two shared nodes (i.e., the counterclockwise order of nodes is \( i_1, \mathcal{L}_{c,1}, i_2, \mathcal{L}_{c,2} \)) we find that at the fixed point, i.e., \( \forall t > t^* \):

$$\text{Suc}(i_1, t), \text{Pre}(i_2, t) \in \mathcal{L}_{c,1} \leftrightarrow \frac{\tilde{\gamma}_{1,1}^{2,1}}{D_{1,1}^{2,1}} \leq \frac{\tilde{\gamma}_{1,2}^{2,2}}{D_{1,2}^{2,2}}$$  \hspace{1cm} (76)$$

$$\text{Suc}(i_2, t), \text{Pre}(i_1, t) \in \mathcal{L}_{c,2} \leftrightarrow \frac{\tilde{\gamma}_{1,1}^{2,1}}{D_{1,1}^{2,1}} \leq \frac{\tilde{\gamma}_{1,2}^{2,2}}{D_{1,2}^{2,2}}$$  \hspace{1cm} (77)$$

In fact, if this is a fixed point, the distance between the two shared nodes is fixed and the other local nodes in each clique share that schedule proportionally, according to their demands. This implies the guard-spaces in each of the subframes are equal and therefore we have enough constraints on the coefficients \( \lambda \) to write the two system vectors and find the schedule attainable. By introducing for \( j = 1, 2 \) the cluster \( c_j^* = \arg \min_{c=1,2} \frac{\tilde{\gamma}_{c,j}}{D_{c,j}} \) we have that the scheduling attainable by the unique fixed point is such that \( (c, j) = (1, 2) \)

$$\Gamma_i = \begin{cases} \frac{D_v}{D_{1,1} + D_{1,2} + \frac{\gamma_{1,1}^{2,1}}{\gamma_{1,1}^{2,2}} + \frac{\gamma_{2,1}^{2,2}}{\gamma_{2,2}^{2,2}}} & \text{for } i = i_1, i_2 \\ \frac{\frac{\tilde{\gamma}_{c,j}^{2,2}}{D_{c,j}^{2,2}}}{\frac{\tilde{\gamma}_{c,j}^{2,2}}{D_{c,j}^{2,2}} + \frac{D_v}{D_{1,1} + D_{1,2} + \frac{\gamma_{1,1}^{2,1}}{\gamma_{1,1}^{2,2}} + \frac{\gamma_{2,1}^{2,2}}{\gamma_{2,2}^{2,2}}} + \frac{\gamma_{1,1}^{2,2}}{\gamma_{1,1}^{2,2}} \frac{D_v}{D_{c,j}^{2,2}} + \frac{\gamma_{2,1}^{2,2}}{\gamma_{2,2}^{2,2}} \frac{D_v}{D_{c,j}^{2,2}}} & \text{for } i \in \mathcal{L}_{c,j} \end{cases}$$  \hspace{1cm} (78)$$

and the guardspaces before the first node in \( \mathcal{L}_{c,j} \) \( (c, j) = (1, 2) \), after the last one and in between are all equal to

$$\delta^{c,j}_{\mathcal{L}_{c,j}} \triangleq \frac{\tilde{\gamma}_{c,j}^{2,2}}{D_{c,j}^{2,2}} \left( D_{i_1} + D_{i_2} + \frac{\gamma_{1,1}^{2,1}}{\gamma_{1,1}^{2,2}} + \frac{\gamma_{2,1}^{2,2}}{\gamma_{2,2}^{2,2}} \right) \delta$$  \hspace{1cm} (79)$$

For the extension to an arbitrary number of shared nodes \( |S_{12}| \) one should consider the shared nodes \( i_j \) in \( S_{12} \) and the subsets of local nodes \( \mathcal{L}_{c,j} \) \( (j = 1, 2, \ldots, |S_{12}|) \) and apply the same argument to each subset of consecutive nodes to find the unique fixed point.

\section*{F. Proof of Proposition 5}

The proposition is proved by considering a generic subset of consecutive local nodes in any possible clique i.e., a generic \( \mathcal{L}_{c,j} \) (see notation introduced in the previous proof, Appendix 3). The matrix \( M^{c,j} \) will then have an eigenvector associated with eigenvalue 1 where the proportional fairness is enforced between the nodes in \( \mathcal{L}_{c,j} \) and other several eigenvectors associated with eigenvalue 1 where the variables \( \lambda_i, i \in \mathcal{L}_{c,j} \) are equal to 0. Therefore, all the possible fixed points for the algorithm will respect the \textit{partial proportional fairness criterion} as per Definition 2. To prove that for more than two cliques we can have in general a set of non-isolated fixed points let us consider the sample topology with 3 clusters (\( c = 1, 2, 3 \)) and the following properties: \( |V_1| = |V_2| = 3, |S_{12}| = |S_{23}| = 1, S_{13} = \emptyset, \delta = 1, D_v = D = 4 \forall v \in V \). Then we have that the following configuration (the order of nodes in \( \mathbf{Y}_2 \) is \( S_{12}, L_{2}, S_{23} \))

$$\mathbf{Y}_1 = \mathbf{Y}_3 = \left( \begin{array}{cccccc} \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} \end{array} \right)^T$$

$$\mathbf{Y}_2 = \left( \begin{array}{cccc} \theta & \frac{1}{5} & \frac{1}{5} & \frac{1}{5} \end{array} \right)^T$$

is a fixed point for any \( \theta \in \left[ \frac{1}{20}, \frac{1}{5} \right] \), since for all these values \( \text{Pre}(i, t) \) and \( \text{Suc}(i, t) \) for \( i \in S_{13} \cup S_{23} \) continue to remain in \( V_1 \) or \( V_2 \) and the space left for the only node in \( L_2 \) is proportionally distributed between the time schedule assigned to that node and the two guardspaces before and after the schedule.

\section*{G. Proof of Proposition 6}

First, recalling the order of the partitions \( A_c \) introduced in (40), \( A_1 \) is the partition with the highest demand. One can apply Theorem 1 to each pair of cliques \( (V_1, V_c) \) with \( 1 < c \leq |C| \) and obtain a possible assignment. In fact, if there are nodes shared among one of these pairs that belong also to other cliques, they have to belong to one of these two partitions by Assumption 2. In this case, we can see there is a unique fixed point by having the partitions \( A_1, A_c \) assigning the unique schedule obtainable by Theorem 1 and then apply the argument to each pair of cliques \( (V_2, V_c) \) with \( 2 < c \leq |C| \). The only additional case we have to consider is that nodes that belong to the pair \( (V_2, V_c) \) also belong to \( V_1 \) but these nodes schedules have been already set by the pair \( (A_1, A_c) \). For the generic pair case \( (A_2, A_c) \) Theorem 1 applies directly if we consider the quantity \( \mathcal{B}_2 \) defined in (43) in subsection III-D1. The procedure is then iterated for every pair of cliques until every conflict has been considered, and this proves the Proposition.

\section*{H. Proof of Corollary 7}

For a star network, the central node (say 1) can hear all the rest (i.e. \( v = 2, \ldots, n+1 \)). There will be \( n \) cliques \( V_c = \{1, c+1 \} \) with \( c = 1, \ldots, n \). We simply have to enumerate nodes from 2 to \( n+1 \) in decreasing demand order to have \( A_1 = \{1, 2\} \) and \( A_c = \{c+1\} \) for \( c = 2, \ldots, n \). Then Proposition 6 applies directly and there will be a unique fixed point that respects Definition 3 in light of Theorem 1. For a line network, Assumption 2 is not needed, since every node can belong to no more than two cliques, and then we can just apply Theorem 1 starting from the two cliques that contain the highest demand node, and then repeat a similar argument as in the proof of Proposition 6 until we reached the edges of the line.
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