The opposing effect of butanol and butyric acid on the abundance of bromide and iodide at the aqueous solution–air interface†
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The efficient oxidation of iodide and bromide at the aqueous solution–air interface of the ocean or of sea spray aerosol particles had been suggested to be related to their surface propensity. The ubiquitous presence of organic material at the ocean surface calls for an assessment of the impact of often surface-active organic compounds on the interfacial density of halide ions. We used in situ X-ray photoelectron spectroscopy with a liquid micro-jet to obtain chemical composition information at aqueous solution–vapor interfaces from mixed aqueous solutions containing bromide or iodide and 1-butanol or butyric acid as organic surfactants. Core level spectra of Br 3d, Na 2s, C 1s and O 1s at ca. 160 eV kinetic energy and core level spectra of I 4d and O 1s at ca. 400 eV kinetic energy are compared for solutions with 1-butanol and butyric acid as a function of organic concentration. A simple model was developed to account for the attenuation of photoelectrons by the aliphatic carbon layer of the surfactants and for changing local density of bromide and iodide in response to the presence of the surfactants. We observed that 1-butanol increases the interfacial density of bromide by 25%, while butyric acid reduces it by 40%, both in comparison to the pure aqueous halide solution. Qualitatively similar behavior was observed for the case of iodide. Classical molecular dynamics simulations failed to reproduce the details of the response of the halide ions to the presence of the two organics. This is attributed to the lack of correct monovalent ion parameters at low concentration possibly leading to an overestimation of the halide ion concentration at the interface in absence of organics. The results clearly demonstrate that organic surfactants change the electrostatic interactions near the interface with headgroup specific effects. This has implications for halogen activation processes specifically when oxidants interact with halide ions at the aqueous solution–air interfaces of the ocean surface or sea spray aerosol particles.

Introduction

The ozone budget in the marine boundary layer has remained a hot topic in the atmospheric chemistry community.1,2 The oxidation of bromide (Br−) and iodide (I−) at the aqueous solution–air interface by atmospheric oxidants, such as ozone (O3) or hydroxyl OH radical, has been found critical in initiating halogen cycling reactions in marine air and particularly important for the global budgets of bromine and iodine and also the O3 budget.3–7 While halogen chemistry directly represents several tens of percent of the global tropospheric O3 sink and is thus undoubtedly important, it also has substantial effects on the biogeochemical cycling of other species, such as mercury, with implications for the marine food-web.8,9 Due to the fact that O3 acts as a greenhouse gas in the upper troposphere, halogen chemistry has also an impact on the radiative balance and the climate.5

The halide oxidation reactions mentioned above have been suggested to be enhanced at the aqueous solution–air interface.10–14
For the case of oxidation of bromide by ozone (O₃), a recent study has identified the bromide ozonide intermediate of this reaction to exhibit high propensity for the aqueous solution–air interface. Aqueous NaBr and NaI solutions exhibit positive surface tension change with increasing bulk mole fraction and thus negative surface excess, i.e., depletion from the interface due to charge repulsion. Though, NaI shows the least positive slope, followed by NaBr, NaCl and NaF. This had been attributed to polarizability increasing with size in the halide ion series, and thus increasing propensity for the interface, which may partially counteract the electrostatic repulsion, as suggested by past experimental and theoretical studies. Initially, the interfacial density of halide ions was suggested to be strongly enhanced and also suggested to be at the origin of the surface catalysis of the oxidation reactions mentioned above. This has initiated many spectroscopic and kinetic experiments on the one side and also atmospheric modelling studies on the other side to assess the environmental implications. Though, the absolute extent of the relative enhancement of the halide anions has not been finally quantified.

Recently, the fact that the ocean surface carries a layer consisting of a wealth of organic compounds deriving from marine biota has received a lot of attention. Insight into the response of the halide ions especially at mixed aqueous liquid surfaces to the presence of often surface active organics is crucial for understanding the chemistry of marine aerosols, brines associated with arctic sea ice and snow packs, which are more complex than just halide solutions, and for assessing the general implications of halogen chemistry.

X-ray photoelectron spectroscopy (XPS) has been the key technique to unravel the halide ion enhancements at the surface of concentrated aqueous solutions. XPS experiments have also provided first indications for the entanglement of iodide anions, potassium cations and the headgroup of an alcohol surfactant for such solutions. XPS provides important information for this purpose via its high surface sensitivity, typically in the nm range, which arises from the short inelastic mean free path (IMFP) of electrons in condensed matter, and also in aqueous solution. Liquid micro-jet (LJ) XPS enables electron spectroscopy of volatile liquids. Such experiments have become possible recently with the advent of differentially pumped electrostatic lens systems that allow focussing photoelectrons from a small acceptance volume of a few hundred μm at pressures up to the mbar range into an electron analyser kept in ultrahigh vacuum. The liquid jet provides a continuously renewed interface that moves fast enough to avoid radiation induced build-up of radicals that would lead to chemical alteration of labile species and fast enough to avoid deposition of carbonaceous impurities, a common occurrence in XPS experiments with static samples. Our recent study showed a correlation between the solute photoemission signals of aqueous solutions of C1 to C4 alcohols and carboxylic acids with the surface excess derived from surface tension measurements, thus nicely demonstrating that XPS probes a locally equilibrated interface with respect to bulk – surface equilibrium. Therefore, LJ-XPS is the ideal tool for furthering our understanding of the halide ions co-existing with organic matter at the aqueous solution–vapor interface.

In a recent study, we have made an attempt to assess the impact of citric acid, a proxy for highly oxidized organic compounds in the atmosphere, on the abundance of bromide at the aqueous solution–gas interface. Together with other studies, it has become apparent that subtle effects control the impact of organic species on the ion profiles. While bromide was observed to be displaced from the interface by citric acid, sodium seemed to be rather attracted further towards the interface in presence of citric acid, which has three carboxylic groups and one alcohol group. Therefore, a more systematic approach into the interplay of both ions with different functional groups at the interface is warranted. In this study, we address the difference between an alcohol and carboxylic acid headgroup of a monofunctional surfactant on the abundance of Na⁺, Br⁻, and I⁻ at the interface within the probe depth using LJ-XPS. The surfactants chosen were 1-butanol and butyric acid, which exhibit well characterized surface excess for the concentration range used in our experiments. We also document and discuss the use of classical molecular dynamics simulations that turned out to be unable to explain the experimental results.

Methods

We made use of the NAPP endstation with the liquid microjet setup at the SIM beamline of the SLS at PSI. The electron analyzer uses a three-stage differentially pumped electrostatic lens system and a hemispherical analyzer to collect photoelectrons from samples in chamber pressures up to a few mbar. For the present experiments, a quartz nozzle, forming a liquid microjet with a diameter of 26 μm, was used to deliver a liquid sample into the vacuum chamber. The liquid was cooled to 279 K immediately before entry into the ionization chamber, and a flow rate of 0.35 mL min⁻¹ was used. The chamber pressure with the jet running was between 1.0 × 10⁻³ and 1.0 × 10⁻⁴ mbar. The photoelectrons from the liquid surface entered the analyzer through an orifice (skimmer) with a diameter of 500 μm. The working distance between the liquid jet and this orifice was 500 μm.

A complete description of the equilibrated nature of a liquid microjet under the conditions of photoemission experiments has been given in the literature previously. In the context of interest in this study, it is important that the surface active organic species (1-butanol and butyric acid) can reach their equilibrium concentration at the surface until the jet is hit by the X-ray beam, at 100 μs. For the 0.1 M/0.002 mole fraction solution range relevant for this study, the diffusional time scale for the formation of a monolayer equivalent on the surface is less than 1 μs.

For bromide containing solutions, spectra for obtaining core-level spectra of Br 3d, Na 2s, C 1s and O 1s at about the same kinetic energy were not taken each one after the other with setting the beamline energy to the appropriate energy value in between. We set the primary photon energy for the detection of Br 3d and Na 2s to 229 eV, resulting in a
photoelectron KE of ca. 155 eV and 160 eV, respectively, as in
our previous study.\textsuperscript{53} We made use of the ca. 10\% of photon
flux associated with 2nd order light, which simultaneously
passes the monochromator with photon energies of 458 eV,
to ionize the C 1s orbital for a KE of 163–168 eV. The even
smaller amounts of 3rd order light at 687 eV were used to excite
the O 1s orbital for a KE of 148.9 eV for liquid water. This
procedure\textsuperscript{64} allowed determining photoemission signals for
each element within one sweep of the electron analyzer in a
relatively narrow kinetic energy range. 50 sweeps were averaged
to create one spectrum.

For spectroscopic reasons, this was not possible with the
iodide solutions. In that case, we have measured the Na 2s and I 4d
at a KE of ca. 382 and 395 eV, respectively, with a primary photon
energy of 450 eV, and oxygen 1s at ca. 362 eV KE excited by the 2nd
order light at 900 eV. The core level C 1s was assessed from
separate spectra measured at the same photon energy with KE
around 150 eV. 50 sweeps were averaged to create one spectrum.

In order to optimize photoemission signal intensities for all
configurations combined and maintain consistent beamline
settings, the linear polarization was kept at 0\(^\circ\), rather than at
the magic angle of 54.7\(^\circ\). We thereby neglect possibly occurring
changes to the angular distribution of photoelectrons upon
adding surfactants at the interface.

A constant concentration (0.12 mole L\(^{-1}\), corresponding to
0.002 mole fraction) of sodium bromide (NaBr, BioXtra \(\geq 99.0\%\),
Sigma-Aldrich) and sodium Iodide (NaI, ACS reagent \(\geq 99.5\%\),
Sigma-Aldrich) in 0.001, 0.002, 0.004, and 0.008 mole fraction
1-butanol (Bu-ol, 99.9\%, Sigma-Aldrich) and butyric acid (Bu-acid,
\(\geq 99+\%\), Alfa Aesar), respectively, were prepared for analysis.
The solutions were prepared by adding stock solutions of NaBr and
the organics to Milli-Q water (Millipore, 18.2 M\(\Omega\) cm at 25 \(\degree\)C). The
solutions were kept at their native pH. In absence of organics,
the NaBr and NaI solutions had a pH of 6.9 and 6.7, respectively. In
mixtures with butanol, the pH was 6.8 and 6.4, respectively. In
mixtures with butyric acid, the pH varied from 3.2 to 2.7 and from
3.0 to 2.6, respectively, for the butyric acid mole fraction range
from 0.001 to 0.008, for NaBr and NaI solutions. Thus, the degree
of dissociation of butyric acid (\(pK_a = 4.8\)) remained at around 10\(^{-2}\)
and below.

The classical molecular dynamics simulations are described
in the ESI.\textsuperscript{†}

Results and discussion

Fig. 1(a and b) shows exemplary combined O 1s, Br 3d, Na 2s,
and C 1s photoelectron spectra from 0.002 mole fraction NaBr
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aqueous solutions as a function of the Bu-ol (a) and Bu-acid (b) mole fraction (0–0.008) taken at the nominal photon energy of 229 eV and making use of the higher order light components to obtain C 1s and O 1s in the same kinetic energy (KE) window as described above. This obviously goes at the expense of signal-to-noise ratio for O 1s and C 1s, but has the advantage to provide photoemission signals for all four elements within one sweep of the electron analyzer and thereby allows keeping track of variations induced by small movements of the liquid jet. This allows normalizing Br 3d, I 4d and Na 2s photoemission intensities reliably to O 1s intensities, thus providing access to local ion concentrations and not only halide anion to cation ratios as in most previous XPS studies. Higher signal-to-noise spectra were obtained separately for each core level region measured with standard first order light to obtain proper constraints on the fits of the former spectra. The spin–orbit split bromine levels Br 3d3/2,5/2 appear at a photoelectron KE of about 155 eV. Na 2s is observed at 160.7 eV KE. C 1s, excited by photons at around 458 eV, appears in the spectrum at photoelectron KEs of 164.4 eV (carboxyl C of Bu-acid), 166.6 eV (alcohol C from Bu-ol) and 168.2 eV (aliphatic C for both organics).

This Na 2s photoemission peak is affected by a lower signal to noise ratio. It becomes already apparent from the spectra shown in Fig. 1 that in presence of Bu-ol, the Br 3d and I 4d signal intensities decrease by a smaller amount than that of O 1s, while they decrease markedly more strongly in presence of Bu-acid.

In Fig. 2, the C 1s PE signal (left axis) of the same NaBr and NaI solutions, each mixed with Bu-ol or Bu-acid in the mole fraction range from 0.001 to 0.008, are shown. The equilibrium concentration of such organics at the surface is expressed by the surface excess, \( \Gamma \), which can be derived from surface tension data. Amphiphilic organics tend to minimize solvation of the hydrophobic tails and orient themselves in a way that the butyl chains reside above the interface while hydrating the hydrophilic head group. The surface excess was derived from surface tension data reported by Granados et al. (2006) for Bu-acid and by Donaldson and Anderson for Bu-ol, as described previously, in both cases for solutions not containing halide salts. This allows us to calculate the photoemission signal with a simple model. We assume that the solution is covered by a thin layer of carbon. The thickness of this layer, \( d \), is estimated from the number of carbon and hydrogen atoms in the aliphatic portion of the Bu-ol and Bu-acid molecule assumed to reside above the surface from the surface excess (the functional group carbons and oxygens are considered part of the aqueous solution underneath):

\[
d = \frac{\Gamma m_{\text{CHx}}}{\rho}
\]  

where \( m_{\text{CHx}} \) denotes the mass (g) of the aliphatic carbon chain, composed of \( -(\text{CH}_2)-(\text{CH}_3)-(\text{CH}_3) \), i.e., a molar mass of 43 g mol\(^{-1}\). The density of this layer, \( \rho \), is assumed to be that of liquid Bu-ol and Bu-acid, 0.81 g cm\(^{-3}\) and 0.96 g cm\(^{-3}\), respectively. Maximum values of \( d \) based on eqn (1) are 0.28 nm and 0.21 nm for Bu-ol and Bu-acid, respectively.
While this layer does not reflect the detailed strongly fluctuating arrangement of the molecules at the interface, it roughly captures the average number of atoms that photoelectrons encounter on their trajectory out of the sample in addition to those from the aqueous solution. To first approximation, the treatment following below is not sensitive to the choice of density assumed. But the choice of the density of liquid Bu-ol and Bu-acid allows assuming the IMFP within this layer being similar to that of water; a lower density but thicker layer would result in similar attenuation. Since in Fig. 2 we show the headgroup carbon C 1s signal, the C 1s photoemission signal from the molecules constituting the surface excess is then obtained by assuming attenuation by the aliphatic overlayer:

\[ I_{\text{C1s, surface}} = A\Gamma e^{-d/\lambda} \]  
(2)

\( A \) denotes a factor accounting for photon flux, ionization cross section and detection efficiency, and \( \lambda \) is the inelastic mean free path (1.2 nm) at 170 eV kinetic energy.\(^{46}\) This simple photoelectron attenuation law neglects elastic scattering effects, which are likely too small to become relevant in view of the uncertainty of all parameters involved, as also discussed further below. Note that for values of \( d/\lambda \ll 1 \), the expression on the right hand side approaches \( A\Gamma \), which corresponds to the case where all photoelectrons from carbon atoms from molecules constituting \( \Gamma \) are detected without attenuation, as assumed in our previous study by Lee et al.,\(^{52}\) which seemed a reasonable approximation as \( d/\lambda \) doesn’t exceed 0.25 for C1 to C4 organics. For the cases in this study, the difference to eqn (2) is around up to 15%.

The contribution by Bu-ol and Bu-acid in the bulk with a constant density \( n_b \) (molecule cm\(^{-3}\)) is then obtained by integrating over the solution from \( d \) onwards:

\[ I_{\text{C1s, bulk}} = A e^{-d/\lambda} \int_{d}^{\infty} n_b e^{-x/\lambda} dx = A\lambda n_b e^{-2d/\lambda} \]  
(3)

The overall signal intensity is then given by:

\[ I_{\text{C1s}} = I_{\text{C1s, surface}} + I_{\text{C1s, bulk}} = A(\Gamma e^{-d/\lambda} + \lambda n_b e^{-2d/\lambda}) n_b \]  
(4)

For low surface coverage (small \( d \ll \lambda \)), attenuation by the overlayer could also be neglected, so that eqn (4) simplifies to the expression used by Lee et al.:\(^{52}\)

\[ I_{\text{C1s}} \approx A(\Gamma + n_b \lambda) \]  
(5)

Eqn (4) was used to calculate \( I_{\text{C1s}} \) in this work, plotted as a function of the mole fraction of organic in Fig. 2 (right axis). The surface excess data indicate that both surface active organic compounds exhibit saturated surface excess above 0.002 mole fraction, which is confirmed by the XPS measurements. Note that since the bulk number density, \( n_b \), increases with the bulk mole fraction, the photoemission signal increases even if the surface coverage levels off, as apparent from eqn (4). Within uncertainty, the shape of the calculated photoemission signal is consistent with the measured data. No fit is involved in the application of eqn (5). Each data set is shown on its own relative scale, thus in normalized form, since the purpose is to compare the relative shape of the increase in signal with eqn (4), rather than the absolute photoemission intensities. Thus, the absolute value of \( \lambda \) is not relevant here. For the relatively low bromide and iodide concentrations, salting out effects seem not strong enough to become apparent within the uncertainty of our measurement and that of the surface tension measurement. When comparing our results to the Krisch et al. study,\(^{41}\) their surface excess derived from their surface tension measurements of Bu-ol solutions in presence of nearly saturated (thus high molarity) KI concentrations, a significant salting out effect by KI was observed. It exhibited saturated surface excess below 0.001 mole fraction in the presence of KI. The agreement between simulated and measured data indicates that the simple model adopted here represents the relative contributions from the bulk and the surface well. It is also more precise than the method used by Lee et al. The systematic uncertainty captured in the error range in Fig. 2 reflects the uncertainty of the effective electron scattering cross section by the aliphatic carbon chains.

Fig. 3(a and b) shows the relative departure of the bromide Br 3d, Na 2s and O 1s photoemission signals from their value for the neat bromide solutions as a function of mole fraction of Bu-ol (a) and Bu-acid (b). The signals (measured at 150–170 eV kinetic energy) are proportional to the amount of bromide anions, sodium cations and water, respectively, within a characteristic depth of about 1.1 nm from the surface.\(^{46}\) The O 1s signal decrease is due to the increasing attenuation by the aliphatic carbons of Bu-ol and Bu-acid accumulating on the surface, as seen from the C 1s signals discussed above. Similar to eqn (3), we calculate the photoemission signal contribution of O atoms, assumed to be homogeneously distributed over the bulk up to below the aliphatic carbon layer, which is not containing oxygen:

\[ I_{\text{O1s, bulk}} = B e^{-d/\lambda} \int_{d}^{\infty} n_b e^{-x/\lambda} dx = B n_b e^{-2d/\lambda} \]  
(6)

The proportionality factor \( B \) is now different from \( A \) above, because of the different photoionization cross section of O 1s from that of C 1s. \( \lambda \) is 1.1 nm for the O 1s measurement at 150 eV kinetic energy. As obvious from Fig. 3a and b, the O 1s signal follows eqn (6) well. It does not include a fit parameter, and thus eqn (4) and (6) consistently explain the C 1s and O 1s signal intensities within the same assumptions of the attenuation model as a function of surface excess. Note that the absolute value of \( B \) is not relevant in eqn (6), since we only plot the relative change, normalized to the intensity measured for the pure NaBr solution.

While the Na 2s signal follows that of oxygen (water) fairly closely, the Br 3d signal decreases less strongly in the presence of Bu-ol but more strongly in the presence of Bu-acid, as already mentioned above in relation to Fig. 2. This suggests that more bromide is present in the interfacial region underneath the Bu-ol monolayer in presence of Bu-ol than on the neat NaBr solution, while bromide behaves in the opposite manner in presence of Bu-acid. This is also apparent from the Br/O, Na/O and Br/Na signal intensity ratios shown in Fig. 3c and d. Due to the relatively large uncertainty associated with the Na signal, further below we only quantitatively interpret the Br/O ratio.
As mentioned above, our analysis neglects effects by elastic scattering and the anisotropic distribution of photoelectrons and their changes upon adding the organic surfactants. Olivieri et al. have recently assessed the impact of elastic scattering at 65 eV KE to affect I/Na signal ratios from 1 M solutions at 10%. In view of the higher kinetic energies used here (155 eV and 390 eV for bromide and iodide solutions, respectively) the potential impacts are beyond the uncertainties of our measurements.

Similar trends are observed for the iodide solution results summarized in Fig. 4a–d, however they are just at the edge of being significant, because of the larger kinetic energy (360–400 eV), corresponding to an electron inelastic mean free path of around 1.9 nm, used to probe the O 1s, Na 2s and I 4d levels. This explains the much smaller decrease of the O 1s signal with the organic mole fraction by less than 25% (Fig. 4a), compared to the 40% reduction observed at 0.008 mole fraction organic for the bromide solutions (Fig. 3a) observed at lower kinetic energy, in line with eqn (6). Still, within these constraints, we may cautiously and qualitatively conclude that also iodide ions tend to be attracted towards the Bu-ol covered interface, while rather being repelled from the Bu-acid covered interface.

In an attempt to interpret the relative changes of the Br 3d and I 4d photoemission signal intensities further, we refined the model used above. We introduced an additional layer of thickness \( D \), just below the aliphatic carbon layer at depth \( d \), within the aqueous solution. In this layer, the halide ion density is set different from that of the bulk density by a factor, \( f \), i.e., \( f_{\text{nb}} \), while the density of the organic is equal to that in the bulk. \( f \) is a function of the surface excess of organic, \( \Gamma_{\text{org}} \). In the simple terms of this model and in absence of organic \( f = f_0 \) is related to the surface excess of the halide ions, \( \Gamma_{\text{X}} \), via:

\[
\Gamma_{\text{X}} = n_{\text{nb}} A (1 - f_0)
\] (7)

The Br 3d (and I 4d) photoemission signal intensity is then obtained from the following integration:

\[
I_{\text{X,bulk}} = C e^{-2d/\lambda} \left[ f_{\text{nb}} e^{-x/\lambda} dx + e^{-2\lambda} \int_{d+\lambda}^{\infty} n_{\text{b}} e^{-x/\lambda} dx \right] \]

(8)

As further above for \( A \) and \( B \), \( C \) is accounting for photon flux, ionization cross section and detection efficiency. Ideally, we would derive the local density of bromide or iodide, \( f_{\text{nb}} \), from molecular dynamics (MD) simulations. Previous MD simulations of halide solutions feature strong variations of the density profiles of halide anions and the alkali cations within the topmost nanometer. In terms of calculating photoemission intensity from these density profiles, further complications arise from strong dynamic effects of a rapidly fluctuating interface, where on average the instantaneous H2O density profile experienced by an outgoing electron originating from a halide
ion is different from the smooth averaged density profile.\textsuperscript{34,38} In addition, the density profiles of halide ions turned out to be very sensitive to the ionic concentration and force field parameters.\textsuperscript{28,38,70–72} The force-field optimization usually fails to reproduce the structure and thermodynamics of ions in low ionic concentration even for simple ionic solutions since at high salt concentration the cation–anion interactions dominate the solution thermodynamics.\textsuperscript{73} In spite of the relatively high interfacial halide ion densities derived based on MD simulations with polarizable force fields, Jungwirth and Tobias\textsuperscript{26} pointed out that since the enhanced concentration of halide ions in the outermost interfacial layer is followed by a depletion layer, their density profile could still be reconciled with an overall depleted interfacial region derived from surface tension measurements, which exhibit increasing surface tension with bromide activity. We have therefore also attempted to obtain density profiles for bromide and sodium in presence and absence of Bu-ol and Bu-acid by molecular dynamics simulations as described in the ESI.\textsuperscript{†} The results clearly demonstrate that the photoemission signals estimated from those density profiles are not in agreement with the XPS measurements presented above, especially not the striking difference in the Br/O signal intensity ratios shown in Fig. 3c and d. This is possibly related to the fact that the bromide enhancement at the interface of the solution in absence of either of the organic is overestimated due to the choice of the force-field as described in the ESI.\textsuperscript{†} Testing other force field options was beyond the scope of this work.

Instead of density profiles from MD simulations, we continue with the more semi-quantitative attenuation model introduced above. We use a simple approximation to estimate $f_{\text{Br}}$, the bromide density in the near surface layer of thickness $D$ introduced above. Also, the present experiments were not designed to obtain absolute Br/O atomic ratios or to resolve this ratio at varying probe depth, but to emphasize the change to this ratio as a function of the mole fraction of organic, while $D$ as such was considered constant. In a simple approach, we assumed

$$f = f_0 \left(1 + \frac{\Gamma_{\text{org}}}{\Gamma_{\text{org,max}}}ight)$$

with $\Gamma_{\text{org,max}}$ set to $3.2 \times 10^{-14}$ molecule cm$^{-2}$ and $3.6 \times 10^{-14}$ molecule cm$^{-2}$ for Bu-ol and Bu-acid, respectively (from the surface excess data already used for Fig. 2). The blue lines in

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.pdf}
\caption{(a and b) Relative change of O 1s (black circles), I 4d (blue squares) and Na 2s (green diamonds) PE signals as a function of Bu-ol (a) and Bu-acid (b) mole fraction for aqueous solutions of 0.002 mole fraction NaI. (c and d) Relative change of I/O (blue squares), Na/O (green diamonds) and I/Na (red circles) signal intensity ratios as a function of organic mole fraction for aqueous solutions of 0.002 mole fraction M NaI. Lines are calculated signals and ratios based on the model described in the text. Error bars in (a and b) are estimated based on standard deviation of replicate measurements and taking into account uncertainties in the peak fitting procedure and propagated for the ratios in (c and d).}
\end{figure}
Fig. 3a and b show the calculated relative change in the Br 3d photoemission signal as a function of mole fraction of organic with $a = 0.25$ for Bu-ol and $a = -0.40$ for Bu-acid, meaning that at saturating organic concentration Bu-ol enhances the bromide concentration within the layer of width $\Delta$ by 25%, while Bu-acid has the opposite effect of reducing the apparent bromide density in this layer by 40%. On a surface area basis, this means that $ca. 8 \times 10^{12}$ ions cm$^{-2}$ are additionally drawn towards the surface in presence of Bu-ol or $ca. 1 \times 10^{12}$ ions cm$^{-2}$ are moved away from the surface in presence of Bu-acid. The parameter $a$ was chosen such that the calculated intensity and intensity ratio matched the measured ones, especially for the highest mole fractions. Clearly, the calculated Br 3d signal and also the ratio to the O 1s signal underestimates those measured at low Bu-ol mole fraction and overestimates that at low Bu-acid mole fraction. Apart from general uncertainty of the measurement and also of the surface excess, the response of the interfacial bromide density must not be linear with respect to the organic surface excess. These aspects must be elucidated by molecular simulations in the future.

Since the uncertainty for the iodide case is much larger due to the larger kinetic energy used, as discussed above, we applied exactly the same parameters to calculate signal intensities and ratios shown in Fig. 4. This indicates that Bu-ol and Bu-acid have a qualitatively similar effect on the density of iodide ions in the interfacial region as on that of bromide ions.

The uncertainty of the measured Na 2s signal intensity is relatively large in this work as mentioned upfront. Fig. 3c and d qualitatively indicate that the Na/O ratio rather shows opposite behavior from that of bromide in the case of Bu-ol. This suggests that the observed enrichment of bromide in presence of Bu-ol is not necessarily mediated by Na$^+$. Earlier photoelectron spectroscopy experiments with a static saturated salt solution surface and related MD simulations proposed that cations may closely associate with the alcohol head group.\textsuperscript{43,59} In turn, second harmonic spectroscopy (SHG) experiments for the water–dodecanol interface\textsuperscript{56} indicated that dodecanol may change the solution shell of interfacial bromide to increase its propensity for the interface. Huang \textit{et al.}\textsuperscript{54} further argue that this is in line with the smaller increase in NaBr-glycerol surface tension than in corresponding aqueous solutions. Close proximity of the strongly chaotrope thiocyanate anion at the interface of a long-chain alcohol and water was also reported by Onorato \textit{et al.}\textsuperscript{56} Also Wen \textit{et al.}\textsuperscript{72} found both iodide and chloride to reside more closely to the alcohol covered interface than the Na cations. Therefore, our present finding of bromide being attracted towards an alcohol surfactant covered interface is consistent with other recent evidence. The case of carboxylic acid is less straightforward. The Na 2s to O 1s signal intensity ratios do not show significant deviation of the behavior of the Na cations from that of bromide in presence of Bu-acid. Interactions between cations and the carboxylic acid headgroups of surfactant monolayers have been discussed, including the possibility of partial deprotonation.\textsuperscript{57,58,59} Since detailed and more precise analysis of the abundance of Na ions was not within the scope of the present study, we refrain from a more detailed discussion of possible cation specific effects for this case.

Conclusions

The photoelectron spectroscopic investigation of ternary solutions by IJ-XPS demonstrates that 1-butanol and butyric acid exhibit surfactant behavior in line with known surface excess. Taking into account attenuation of photoelectrons by the aliphatic carbon overlayer established by the organic monolayer expressed by the surface excess allows quantifying the relative effect of 1-butanol and butyric acid on the relative abundance of bromide and iodide in the interfacial region. 1-Butanol increases the local density of both halide ions by about 25% above that of neat aqueous halide solutions. In turn, a saturated butyric acid monolayer led to a reduction of the interfacial halide ion density by about 40%. Thus, the detailed headgroup properties of surfactants have a strong impact on the interfacial ion distribution. This has important implications for halogen activation processes, for which the availability of halide ions to atmospheric oxidants at the air–water interface is crucial.\textsuperscript{77} The two examples also show that these effects may strongly vary, and further surfactant systems should be studied for a more detailed assessment of these effects for complex environmental conditions.
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