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Abstract

We propose an approach to generate images of people given a desired appearance and pose. Disentangled representations of pose and appearance are necessary to handle the compound variability in the resulting generated images. Hence, we develop an approach based on intermediate representations of poses and appearance: our pose-guided appearance rendering network firstly encodes the targets’ poses using an encoder-decoder neural network. Then the targets’ appearances are encoded by learning adaptive appearance filters using a fully convolutional network. Finally, these filters are placed in the encoder-decoder neural networks to complete the rendering. We demonstrate that our model can generate images and videos that are superior to state-of-the-art methods, and can handle pose guided appearance rendering in both image and video generation.
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Figure 1.1: We develop architectures for forecasting person images of various appearances. At the core of the method is adaptive rendering modules. A series of generation examples of various reference images rendered into new poses is shown above.

The problems of image and video generation have regained popularity in the machine learning and computer vision communities since the emergence of modern deep neural networks. In the machine learning community, deep generative models that can learn a meaningful latent space and map it to photo-realistic images have been actively studied since the introduction of generative adversarial networks (GANs) [9] and variational autoencoders (VAEs) [19]. Controllable conditional generation that can produce output consistent with the input conditions still remains an open problem in many tasks. It usually requires the model to disentangle different sources of variations in the input space and map them to correct outputs. Meanwhile another stream of deep generative model works focus on improving the visual quality of generated results as many early works can only
generate low-resolution and low-quality pictures. Such works [3, 29, 22] usually have sophisticated models and engineering details and could consume large amount of computing resources. When these studies are combined with natural language processing, approaches have been proposed for text to image synthesis or image to text synthesis [24, 31]. Works [27, 7] have also explored predicting the future consequence conditioned on the interaction between agent and environment in the literature of robotics and reinforcement learning. In the computer vision realm, generative models of video sequences [37, 38] and photo-realistic images [42, 22, 23] are a core part of visual understanding of high-level semantics and temporal dynamics. They have received renewed attention from the vision community recently. Such models could also enable modern AI systems to assist human with many creative works, including fashion design [42] and artistic style transfer [8, 14].

Imagine we can train a deep networks to hallucinate imagery suggesting that we are able to play soccer like Lionel Messi even though we may not be able to do so. Consider the images in Fig. 1.1.

In this thesis, we describe research toward synthesizing realistic images or sequences that forecasts the appearance of people performing desired actions. More specifically, we focus on generating realistic images of a particular person striking a desired pose. The model can take a pose and a reference image of a person as input, and generate a novel view of the person in the given pose, while capturing fine appearance details. Human body pose is a natural intermediate representation for this generation, and hence utilized in many previous methods for synthesizing human motion and video [1, 6, 38]. We follow this paradigm, using body poses to generate person images and videos. Simple networks [38] may generate blurry and distorted images. Stylistic methods [13] have shown great success in generating realistic images, but lack control over the appearance of the generated images. Our task requires the model to be able to generate images of a person with a specific appearance. Inspired by [5], we propose a novel appearance rendering network which encodes appearance into convolutional filters. These filters are operationalized using a fully convolutional network, and utilized in an image-to-image translation structure that transfers the desired appearance to the generated image. Our model adopts a two-stream approach that explicitly disentangles two sources of variations in this generation task: human body structures are encoded into feature maps; appearance details are encoded into convolutional kernels separately and applied to the given pose through convolution operation. It avoids the complicated design of many conditional generative models on similar tasks but proves surprisingly effective.

To sum up, we contribute a simple yet effective generative model that performs adaptive appearance rendering to create accurate depictions of human figures in these human poses. We demonstrate our model on two applications: fashion image synthesis and multi-person video synthesis involving complex human activities. Comprehensive quantitative results are provided to facilitate the analysis of each component of our model, and qualitative visualizations are shown in complementary to quantitative results. The experiment results show that our proposed model poses a strong base model for the task of generating human images conditioned on pose and appearance.

Our work is one of the latest advancements in the study of controllable image generation. The simplicity and excellent performance of our model makes it a strong base model that can be com-
pared against and further developed on unleash more of its potentials. It could be an important step towards solving more complicated problems in computer vision, including video frame synthesis and developing intelligent systems to assist with image editing. Compared with previous approaches, our study also shows the importance and benefits of disentangling structure and appearance representations on certain image generation tasks.

This thesis is based on my research paper *Adaptive Appearance Rendering* [40]. The paper is result of collaboration between Mengyao Zhai, Jiacheng Chen, Lei Chen, Zhiwei Deng and me, and it is advised by Dr. Greg Mori. The model and approach were mainly proposed by Mengyao Zhai and I helped formulating the ideas of this paper by participating in discussions with Mengyao. I proposed the novel evaluation metric of perceptual pose score inspired by the latest advancement of human pose estimation and the perceptual score in evaluating generative models. Compared with other evaluation metrics, this metric is specifically designed for our tasks and better demonstrates the strengths of our model. I also helped with the implementations and experiments of different model design changes for performance improvements and part of the experiments on ablated models and baseline models. I sincerely thank all the co-authors of this paper.
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Related Works

**Image generation:** Image-to-image translation has achieved great success since the emergence of generative adversarial networks (GANs) [9]. GAN is a generative model consisting of two parts: a generator mapping a latent space to images and a discriminator discriminating real images from the generated ones. The training objective of GAN is to maximize the probability of correctly classifying generated images and real ones with respect to the generator and minimize it with respect to the discriminator. Recent works produce promising results using GAN-based models on various tasks. Pix2pix [13] trains a conditional generation network using reconstruction and adversarial loss with paired input-output images. The model is able to perform image transfer from one domain to another. CycleGAN [41] performs a similar task of image domain transfer. It reconstructs input images from the outputs and uses cycle-consistency loss for training with unpaired images.

Outside the literature of GAN, Gatys et al. [8] is the first to propose neural network based image artistic style transfer by jointly optimizing the style loss and content loss with respect to model’s input. Johnson et al. [14] directly use a content reconstruction loss and a style reconstruction loss to supervise the training of a feed-forward network for style transfer. The content and style loss of both works are defined by the feature maps of a pretrained deep neural network. The recent work of Chen et al. [5] proposes a structure to disentangle style and content for style transfer. Styles are encoded using a stylebank (a fixed set of convolution filters). Visual analogy making [30, 34] generates or searches for a new image analogous to an input one, based on other previously given example pairs.

**Generation from intermediate representations:** Image generation directly in low-level pixel space is difficult and these types of approaches tend to generate blurry or distorted future frames. To tackle this problem, hierarchical models [38, 37, 42, 16, 22, 15] adopt intermediate representations.

Walker et al. [38] and Villegas et al. [37] both tackle the problem of future frame forecasting in human motion videos. They adopt similar two-stage pipelines by first predicting the future pose sequence and generating frames conditioned on the poses. The work of Walker et al. [38] uses a sequence VAE [19] to model the uncertainty about future motions and a conditional GAN to generate photo-realistic video at pixel level while the work of Villegas et al. [37] uses a deterministic RNN model to predict future poses and a visual-structure analogy model to turn poses into video
frames. Ma et al. [22] propose a two-stage generator to generate human images given desired poses and appearances. The first stage leverages a U-Net [33] shaped model to make a coarse prediction given the target pose map and condition appearance image. In the second stage, the model produces a difference map to refine the coarse prediction.

Zhu et al. [42], Karacan et al. [16], Johnson et al. [15] and Ma et al. [22] share a similar spirit of generating images conditioned on high-level semantic annotations. Zhu et al. [42] studied the problem of manipulating the appearance of human’s wearing using natural language. It uses predicted semantic segmentation map of human body as the intermediate representation. Karacan et al. [16] propose the attribute and layout conditioned GAN model which takes scene layout represented by semantic segmentation mask and transient attributes as conditional inputs to generate diverse images. Johnson et al. [15] take scene graph as a high-level semantic input to their model and predict bounding boxes of objects in scene layout to generate photo-realistic images.

This type of approaches can alleviate image blur, however the quality of generation largely depends on the the image generation network. Simple generation networks can still produce blurry images as shown in [38]. It is worth noting that the approach of Ma et al. [22] solves a problem similar to our work. However, the main contribution of this work is to propose a simple yet well-performing base model to the problem of generating images conditioned on pose and appearance.

Video generation: Data-driven video generation has seen a renaissance in recent years. One major branch of methods uses RNN-based models such as encoder-decoder LSTMs for direct pixel-level video prediction [28, 36, 27, 25]. Ranzato et al. [28] borrow idea from language modeling literature and treat next frame prediction as a classification problem. Their approach discretizes videos frames by applying K-means on non-overlapping patches and uses language model based on recurrent neural networks to predict the next frame. The model forms a strong baseline of filling and prediction tasks on video data. Srivastava et al. [36] explored using different LSTM models [10] for unsupervised representation learning on video data. The work uses auto-regressive approach to predict long sequences into the future as a regression problem. Mathieu et al. [25] specifically target the problem of blurry prediction resulting from using mean squared error (MSE) in training. It proposes the use of multi-scale prediction, adversarial training and image gradient difference loss to improve the quality of predicted future frames. Oh et al. [27] studied the problem of video prediction in vision-based reinforcement learning settings. Their model predicts the next frame of video game given the past history of observation and the current action of controller. It can make long-term action-conditional prediction without diverging from the game. It also shows usefulness in improving the training of deep-Q-network [26] via informed exploration. These methods successfully synthesize low-resolution videos with relatively simple semantics, such as moving MNIST digits or human action videos with very regular, smooth motion.

Subsequent works have attempted to expand the quality of predicted video in terms of resolution and diversity in human activity. Earlier efforts were focused on optical flow-timescale prediction; further work pushed past into more complex motions (e.g. [21]). Liu et al. [21] propose a model that predicts 3D voxel flows from input video frames and uses trilateral interpolation to fill in missing
frames or extrapolation to predict future frames. Experiment results show that the model is able to synthesize frames with better quality than direct prediction or prediction based on traditional optical flow.

In summary, our approach builds on the substantial body of related work in pose analysis and style/analogy-based image generation. We contribute a novel, simple and effective method for adaptive appearance rendering model for image/video generation from human poses.
Chapter 3

Adaptive Rendering Network

Figure 3.1: Overview of the adaptive appearance rendering network. Given input posemap image and appearance reference image, the appearance is encoded into convolutional filters, then these filters are placed in the image-to-image translation network to transfer the appearance to images of each person striking the desired pose.

Given pose estimations as intermediate representations, the goal of our model is to synthesize realistic image of person with desired appearance and pose, where the pose of every person is a posemap image in which “white” body joint points are drawn on a black background canvas. Great success has been shown in generating realistic images given a sketch as inputs [13], which is similar to our task since the posemap image can be treated as a sketch. However, for our task we cannot generate random appearance and we need control over appearance of generated images to make sure that the generated person is wearing the desired clothing.

To accomplish this goal, we propose an adaptive rendering structure where the appearance filters are adaptively computed from an input reference image using a fully convolutional neural network (FCN) and supervised using style loss to enforce similar color distributions as the input reference image. By incorporating this FCN into an image-to-image translation network a realistic image of a target consistent with the desired action and appearance can be generated.
3.1 Network Structure

Fig. 3.1 shows our adaptive rendering network (Ada-R Network) architecture, which consists of two branches: an encoder-decoder branch, and an adaptive rendering branch. The network requires two input images: a posemap image, and a reference image which provides the appearance of the same person in a different pose. The goal of the network is to generate a realistic image of a person consistent with the posemap and having appearance consistent with the reference image.

- **Encoder-Decoder**: Instead of training an encoder-decoder network which can reconstruct input images, our encoder-decoder branch shown in Fig. 3.1 is a sketch → image model. We use the same input size and encoder-decoder structure as in [13]: both generator and discriminator use modules of the form convolution-BatchNorm-Relu [12], the encoder consists of convolutional layers with stride 2 and symmetrically the decoder consists of convolutional layers with fractional stride $\frac{1}{2}$.

- **Adaptive Rendering**: The encoder-decoder network takes binary posemap images as inputs which do not contain any information about the appearance of the person. Hence, we propose to use another network to learn appearance information. By combining these two networks together we are able to generate realistic images of a person wearing the desired clothing. Here we introduce our Ada-R network.

To transfer the desired appearance to the encoder-decoder branch, we replace the last convolutional filter in the encoder-decoder branch with our adaptive appearance transfer filter. The adaptive appearance filter $K_{\text{ada-app}}$ encoding appearance information of a person is derived from an input appearance reference image $I_{\text{app}}$ using a fully-convolutional network

$$K_{\text{ada-app}} = FCN(I_{\text{app}}) \quad (3.1)$$

For image generation, the inputs are appearance-posemap image pairs. For video generation, the rendering of one person’s posemap sequence only requires one reference image, and the frames could be obtained by performing adaptive appearance rendering frame by frame. The filter is applied to the rendering procedure by

$$F = \mathcal{E}(I_{\text{pose}}) \quad (3.2)$$

$$\bar{F} = F \ast K_{\text{ada-app}} \quad (3.3)$$

where $\mathcal{E}$ is the encoder network, $I_{\text{pose}}$ is the posemap image and $\ast$ is a regular 2D convolution operator. $F$ is the feature map of size $w \times h \times C_{\text{in}}$ generated by the encoder network. We set the size of $K_{\text{ada-app}}$ to $k \times k \times C_{\text{in}} \times C_{\text{out}}$ to be compatible with $F$, where $k$, $C_{\text{in}}$, and $C_{\text{out}}$ denote the kernel size, input channel number and output channel number of this adaptive convolution operation. $\bar{F}$ is the feature map after applying the adaptive appearance filter to the feature map $F$. The person
$I_{gen}$ with desired appearance is finally produced with

$$I_{gen} = D(\hat{F})$$

(3.4)

where $D$ is the decoder network.

We release a reference implementation$^1$ to provide the full details on the model architecture and parameter settings.

### 3.2 Loss Function

Our network is trained in an adversarial setting, where the Ada-R network is the generator $G$, and a discriminator $D$ is introduced to discriminate between real and generated images. The overall architecture is a conditional generative adversarial network conditioned on the reference image. Let $I_{goal}$ be the target image that we try to produce, and $I_{gen}$ be the image that the Ada-R network generated. The loss of our Ada-R network is defined as

$$\mathcal{L}_{CGAN}(G,D) + \mathcal{L}_T$$

(3.5)

where $\mathcal{L}_{CGAN}(G,D)$ is the standard adversarial loss. $\mathcal{L}_T$ is our appearance transfer loss, defined below.

$$\mathcal{L}_T = \alpha \mathcal{L}_1(I_{gen}, I_{goal}) + \beta \mathcal{L}_C(I_{gen}, I_{goal}) + \gamma \mathcal{L}_S(I_{gen}, I_{app}).$$

(3.6)

$\mathcal{L}_1$ is an $L_1$ loss that encourages pixel-level agreement between the generated image and the target image, defined as:

$$\mathcal{L}_1(I_{gen}, I_{goal}) = ||I_{gen} - I_{goal}||.$$  

(3.7)

$\mathcal{L}_C$ and $\mathcal{L}_S$ are the content and style loss, defined the same as Gatys et al. [8]. They aim to preserve image structure and colour distributions respectively:

$$\mathcal{L}_C(I_{gen}, I_{goal}) = \sum_{l \in l_c} ||F_l(I_{gen}) - F_l(I_{goal})||^2$$

(3.8)

$$\mathcal{L}_S(I_{gen}, I_{app}) = \sum_{l \in l_s} ||G_l(I_{gen}) - G_l(I_{app})||^2$$

(3.9)

where $F_l$ is the feature map from layer $l$ of a pretrained VGG-19 network [35]. $l_c$ are layers of VGG-19 used to compute the content loss. $G_l(\cdot)$ is the Gram matrix which learns the correlations of color distribution given two input images. $l_s$ are layers of VGG-19 used to compute the style loss.

The final objective is defined as

$$G^* = \arg \min_G \max_D \mathcal{L}_{CGAN}(G,D) + \mathcal{L}_T$$

(3.10)

$^1$https://github.com/wisdomdeng/AdaptiveRendering
Chapter 4

Experiments

We demonstrate our model on the DeepFashion dataset [20] and Volleyball dataset [11]. For the DeepFashion dataset, the goal is to render a given appearance to different poses of same person. Due to the completeness of poses, we perform comprehensive quantitative evaluations and an ablation study on the DeepFashion dataset. We also demonstrate a novel application of our model on the Volleyball dataset where the goal is to synthesize short videos (5 frames) containing groups of people given the people in the 1st frame as appearance reference image.

To train our Ada-R network, we compute content loss at layer $\text{relu4-2}$ and style loss at layer $\text{relu1-2}$, $\text{relu2-2}$, $\text{relu3-2}$, $\text{relu4-2}$ and $\text{relu5-2}$ of the pre-trained VGG-19 network. We set the learning rate to $1e^{-3}$, loss weights are set to bring the $L_1$, content and style losses to a similar scale. For fashion dataset $\alpha = 100$, $\beta = 1e^{-4}$, $\sigma = 1e^{-14}$. For Volleyball dataset, $\alpha = 100$, $\beta = 0.1$, $\sigma = 1e^{-12}$. To make the training stable, for DeepFashion dataset, in each iteration the generator is updated three times and the discriminator is updated one time; and for Volleyball dataset, in each iteration the generator is updated twice and the discriminator is updated one time.

We adopt Mean Square Error (MSE), Peak Signal-to-noise Ratio (PSNR), and Structural Similarity (SSIM) [39] as evaluation metrics. MSE and PSNR are pixel-wise measurements for quality of reconstructed or generated images. SSIM measures the quality of a generated image by considering the image’s structural information instead of only pixel-wise errors. For both datasets, the OpenPose detector [4] is used to obtain corresponding poses for each target in a given image.

4.1 Experiments on DeepFashion

DeepFashion contains fashion images of different person IDs, and most IDs contain 4 views: front, side, back and full body. We filtered out IDs without upper body view or with less than 3 views, resulting in 3418 person IDs. To train our model, we use 2395 person IDs, resulting in 14370 pose-appearance pairs. To test our model, we use 1023 person IDs, resulting in 6138 pose-appearance pairs. Original images are resized to $128 \times 128$ for both training and testing.

To analyze the strength of our model as well as the importance of each component in both the network structure and loss, we compare our Ada-R approach with the following approaches:
• Ada-R w/o style loss: In this baseline, we remove the style loss from the loss function.

• Ada-R w/o content loss: In this baseline, we remove the content loss from the loss function.

• Ada-R w/o $L_1$ loss: In this baseline, we remove the $L_1$ loss from the loss function.

• Pose-GAN* (PG*): We adopt the generation structure used by Walker et al. [38], namely the posemap image and appearance image are concatenated as input to the image-to-image translation network and the FCN is removed. The same loss is used as our Ada-R approach.

• Pose-GAN* (PG*) w/o style loss: We adopt the generation structure of PG and remove the style loss from the loss function.

• Visual Analogy Making* (VAM*): We adopt the analogy based generation structure used in [37, 30]. Same loss is used as our Ada-R approach.

For evaluation, posemaps and images are normalized to $[-1, 1]$. To measure the quality of the poses of the generated images, we propose a new perceptual pose score which uses a state-of-the-art pose estimator [4] to extract pose from generated images and compares each pose joint with the corresponding ground truth pose joint using Euclidean distance. Quantitative results showing comparisons among our approach with all baselines are shown in Tab. 4.1 and visualizations of all approaches are shown in Fig. 4.1 and Fig. 4.2.

The quantitative evaluation results show that our Ada-R models, except for the ablated one without $L_1$ loss, uniformly outperform Pose-GAN and Visual Analogy Making models by significant margins across all measures. The ablation study results for Ada-R models on different components of the loss function also show that each component contributes positively to the model’s performance. Since the target image directly supervises the model training through the content loss and $L_1$ loss, removing one of them, especially the $L_1$ loss, causes the largest degradation of model performance. This degradation in performance is also reflected in visualization results presented in Fig. 4.1. As we can see from Fig. 4.1, removing $L_1$ or content loss results in: (1) the pose of the target in the generated images being inferior (missing arms or hands); (2) images generated being more blurry; (3) the appearance of the generated images showing more errors in details (color transfer to arms, wrong colors, uneven colors in clothes). As seen from Tab. 4.1, removing the style loss from the training objective causes relatively smaller impacts on the model’s performance and the model can generate person images striking the correct pose. However it is observed that many examples generated by Ada-R w/o style loss do not reflect the colors of the style reference image correctly and the colors tend to be flat and unvaried compared with our full model.

When compared with PG* models that learn the representation for the pose and the style together, Ada-R which adopts a two-stream approach and encodes the pose and style separately also shows clear advantages. As shown in Fig. 4.2, PG* tends to generate images that show both the pose of the input posemap and the pose in the style reference image so as to match the color distribution of the style image, resulting in two overlapping targets in the generated images. While PG*
Figure 4.1: Visualization of generation results of Ada-R using different loss terms on DeepFashion.

w/o style loss tends to generate blurry images with incorrect poses or appearance as shown by the pose score and examples in Fig. 4.2. The comparison demonstrates the advantage of disentangling the representations of pose and style and targeting each representation with a specific loss. Visual Analogy Making* (VAM*) [30], also uses disentangled representations for pose and style and we use the same loss function as our model for training. However, we find that it cannot generate images with correct poses most of the time. Failure examples of Visual Analogy Making* are presented in Fig. 4.2.

|                | Ours | Ours w/o $L_s$ | Ours w/o $L_C$ | Ours w/o $L_1$ | PG w/o $L_s$ | PG w/o $L_C$ | VAM* |
|----------------|------|----------------|----------------|----------------|--------------|--------------|------|
| MSE            | 0.0849 | 0.0884 | 0.1070 | 0.1136 | 0.1276 | 0.1236 | 0.1652 |
| PSNR           | 17.2338 | 17.0346 | 16.1756 | 15.8898 | 15.5597 | 15.6150 | 14.3356 |
| SSIM           | 0.6508 | 0.6484 | 0.6153 | 0.5810 | 0.5836 | 0.5708 | 0.5562 |
| Perceptual     | 0.0310 | 0.0371 | 0.0671 | 0.0538 | 0.1046 | 0.0859 | 0.0910 |

Table 4.1: Quantitative measures on DeepFashion.
4.2 Experiments on Volleyball

The Volleyball dataset contains sequences of volleyball games. For this dataset, our model is trained to observe players in the 1st input frames and predict their future appearances from frame 6 to frame 10. To get training sequences of each player, we run person detection [32] and tracking [18] to get tracklets of each player in each clip. We follow the data split of original dataset and preprocessing is conducted to filter out instances with less than 10 joints and clips containing less than 10 targets. We get 1262 clips for training and 790 clips for testing. Images of players are cropped and then resized to $256 \times 256$ pixels for both training and testing. For evaluations, we compare our model with state-of-the-art approaches including Pose-GAN and VAM as described in Chapter 4.1. Comparisons among our approach and two state-of-the-art approaches are shown in Tab. 4.2 and visualizations of all approaches are shown in Fig. 4.3.
Table 4.2: Quantitative measures on Volleyball dataset.

|       | Ours | PG w/o $\mathcal{L}_s$ | VAM |
|-------|------|-------------------------|-----|
| MSE   | 0.1670 | 0.1854 | 0.2091 |
| PSNR  | 14.0191 | 13.5037 | 13.0174 |
| SSIM  | 0.2825 | 0.2333 | 0.2178 |

As shown in both quantitative and qualitative results, our model performs very well on this application. Our model can generate clean and sharp person image sequences with correct appearance generated and consistent poses as in the posemap input, despite the complex scenario in terms of delicate pose changes, motion blur, and appearance variation.

We could also generate frames in original resolution $1280 \times 720$ by replacing players in a frame by generated ones. Examples of the frame synthesis results are shown in Fig. 4.4, where the generated players are highlighted using blue bounding boxes.

Figure 4.3: Visualizations on Volleyball dataset.

Figure 4.4: Visualizations on whole frame generation on Volleyball dataset. The generated players are highlighted using blue bounding boxes in each frame.
Chapter 5

Limitations and Discussions

The input and output images of our model have relatively low resolutions and quality compared with some recent works on image generation [2, 17]. They demonstrate the possibility of generating images with much larger size and realistic fine detail using generative adversarial networks. Their model design and engineering work could be incorporated into our model for high-resolution image generation on more complicated datasets.

Even though we demonstrate the potential of generating short video clips using our model, the video data are still processed frame by frame. Therefore we do not explicitly enforce consistency between frames in training. This could cause inconsistency in colors and texture between consecutive frames on more complex video data. Each individual frame may look similar to the other by itself. However, such inconsistency can be much more obvious in video playback. To fully extend our model to the domain of video data, we need to take such consistency between frames into the consideration of training objective.

Finally, our model uses ground truth images in the training. The target image may not be available in some datasets. A training objective that does not requires direct supervision from the target image can make the model applicable to more datasets. Such training objective is worthy of studying in future works. One possible method to achieve such unsupervised learning is to replace the $L_1$ and content loss terms with the pose perceptual score estimated using a fully differentiable pose estimator. The adversarial loss will now encourage the model to generate images with similar distributions to the training data which should contain humans. The pose perceptual score can force the model to generate images with the same poses in the input sketches. The style loss term makes sure that the output and the appearance image look visually similar.
Chapter 6

Conclusion

We proposed a novel approach for synthesizing realistic images or sequences that generate the appearance of people taking the desired poses. Our approach encodes the appearance into convolutional filters. These filters are learned using a fully convolutional network, and utilized in an image-to-image translation structure that transfers the desired appearance to the desired pose. Both quantitative and qualitative results show that our model is superior to state-of-the-art approaches and can generate better images involving complex appearance and better videos involving complex human activities. The success of our model demonstrates that the combination of appearance filters and style loss can render the desired target appearance while adapting to the desired pose.
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Appendix A

FCN Structure

Table A.1: FCN used for DeepFashion dataset

| FCN for compute the adaptive convolutional filter $K_{ada-app}$ | Input: reference image |
|---|---|
| Conv1, filter=11×11×96, stride=4, padding="same" | Output size 32×32×96 |
| MaxPooling, ksize =3×3×1, stride=2, padding="valid" | Output size 15×15×96 |
| Conv2, filter=5×5×256, stride=1, padding="same" | Output size 15×15×256 |
| MaxPooling, ksize =3×3×1, stride=2, padding="valid" | Output size 7×7×256 |
| Conv3, filter 3×3×384, stride=3, padding="same" | Output size 3×3×384 |
| Conv4, filter 3×3×96, stride=1, padding="same" | Output size 3×3×96 |
| Conv5, filter 3×3×64+64, stride=1, padding="same" | namely, 3×3×4096 |
| Reshape, Output Adaptive Convolutional Filter | Output size 3×3×64×64 |