Cumulus provides cloud-based data analysis for large-scale single-cell and single-nucleus RNA-seq
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Massively parallel single-cell and single-nucleus RNA sequencing has opened the way to systematic tissue atlases in health and disease, but as the scale of data generation is growing, so is the need for computational pipelines for scaled analysis. Here we developed Cumulus—a cloud-based framework for analyzing large-scale single-cell and single-nucleus RNA sequencing datasets. Cumulus combines the power of cloud computing with improvements in algorithm and implementation to achieve high scalability, low cost, user-friendliness and integrated support for a comprehensive set of features. We benchmark Cumulus on the Human Cell Atlas Census of Immune Cells dataset of bone marrow cells and show that it substantially improves efficiency over conventional frameworks, while maintaining or improving the quality of results, enabling large-scale studies.

Single-cell and single-nucleus RNA sequencing (sc/snRNA-seq) revolutionized our ability to study complex and heterogeneous tissues, opening the way to charting cell atlases of complex tissues in health and disease, including the Human Cell Atlas1 and related initiatives. Advances in massively parallel sc/snRNA-seq4 now allow routine profiling of millions of cells5. However, such large and growing datasets pose a critical challenge for most current analysis tools, which were designed to run on a local computer server and lack the computation capabilities required for processing terabytes of sequencing data. While some tools have been released for scRNA-seq analysis on the cloud, they support only narrow protocols, with limited analysis scope6. To address this pressing challenge, we developed Cumulus—a cloud-based data analysis framework that is scalable, cost-effective, able to process a variety of data types and easily accessible to biologists.

Results

Cumulus: a cloud-based data analysis framework for single-cell and single-nucleus genomics. Cumulus consists of a cloud analysis workflow, a Python analysis package (Pegasus) and a visualization application (Cirrocumulus) (Fig. 1). Cumulus performs three major steps in sc/snRNA-seq data analysis (Fig. 1a): (1) sequence read extraction; (2) gene-count matrix generation; and (3) biological analysis. It addresses them for big sc/snRNA-seq data by combining the power of cloud computing, algorithmic improvement and more efficient implementation. Although Cumulus is not the first attempt7 for scRNA-seq analysis on the cloud, it is the most comprehensive (Supplementary Table 1). In addition, we have made several technical innovations to make sure that the analysis module Pegasus works efficiently on large datasets. These innovations cover many analysis steps, such as highly variable gene (HVG) selection, batch correction, inference of pseudotemporal trajectories, clustering and data visualization. To test Cumulus and compare it with other tools, we relied on an scRNA-seq dataset of 274,182 cells (Methods), which were profiled from the bone marrow of eight donors as part of the Human Cell Atlas Census of Immune Cells dataset6.

Cumulus leverages cloud computing and compatible data platforms for the growing needs of single-cell and single-nucleus genomics. Cloud computing offers on-demand scalable computing, high-availability storage, data security and installation-free software-as-a-service capabilities, all at a low price. Cumulus is currently based on the Terra platform (https://app.terra.bio/) and Google Cloud Platform, but can be readily adapted to other cloud platforms, as it depends only on dockers and workflow description language (WDL) (Methods). Cumulus executes the first two steps (that is, sequence read extraction and gene-count matrix generation) in parallel across a large number of computer nodes, and executes the last step of analysis in a single multi-central processing unit (CPU) node, using Pegasus (Methods). Non-programming biologist users readily access computing resources on the cloud through a simple web-based user interface provided by Terra (Supplementary Video 1).

Cumulus and Pegasus support analysis starting from a variety of input modalities. Given the growing diversity of laboratory protocols and experimental designs leveraging sc/snRNA-seq, we built Cumulus such that scientists can use it as a single framework for diverse data types, all of which share a single cell/nucleus
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transcriptome as a core readout (Supplementary Table 2). These include: droplet-based\textsuperscript{2,7} (3′ or 5′ ends; with unique molecular identifiers (UMIs)) and plate-based\textsuperscript{8} sc/sRNA-seq (full length; no UMIs) (Methods); cellular indexing of transcriptomes and epitopes by sequencing (CITE-seq)\textsuperscript{9}, which simultaneously measures messenger RNA expression and the abundance of oligo-tagged surface antibodies in single cells (Methods); data from cell\textsuperscript{10} or nucleus\textsuperscript{11} hashing experiments, which are laboratory techniques that reduce batch effects and cell/nucleus profiling costs, using a probabilistic demultiplexing algorithm\textsuperscript{11} (Methods); and Perturb-seq methods for pooled CRISPR screens\textsuperscript{12,13} with scRNA-seq readout (Methods). Other mainstream, non-cloud-based analysis packages, such as Cell Ranger\textsuperscript{7}, currently support only some of these input data types, pos-iting a potential burden for users (Supplementary Table 2).

Pegasus—the Cumulus analysis module—supports most commonly used scRNA-seq analysis tasks, covering a comprehensive set of features (Fig. 1b and Methods). Starting from a gene-count matrix, Pegasus filters out low-quality cells/nuclei, selects HVGs and optionally corrects batch effects. It then performs dimensionality reduction by principal component analysis (PCA) on HVGs, constructs a k-nearest neighbor (k-NN) graph on the principal component space, calculates diffusion maps\textsuperscript{14,15} and applies community detection algorithms on the graph to find clusters\textsuperscript{16,17}. It visualizes cell profiles using methods based on either t-distributed stochastic neighbor embedding (t-SNE)\textsuperscript{18,19} or uniform manifold approximation and projection (UMAP)\textsuperscript{20,21}. It can additionally estimate diffusion pseudotime (DPT)\textsuperscript{15} and visualize developmental trajectories using algorithms based on force-directed layout embedding (FLE)\textsuperscript{22–24}. Pegasus can be used to detect cluster-specific markers, by differential expression analysis between cells within and outside a cluster and optionally calculates the area under the receiver operating curve (AUROC) values for all genes (Methods). It can also train a gradient boosting tree classifier\textsuperscript{25} on the gene expression matrix to predict cluster labels and output genes with high feature importance scores (Methods), which provide additional information for detecting cluster-specific markers. Lastly, it annotates clusters with putative cell type labels based on user-provided gene sets (Methods). Pegasus thus offers diverse features comparable to two other mainstream packages, Seurat\textsuperscript{26} and SCANPY (single-cell analysis in Python)\textsuperscript{27}, although each package also has some unique features that are absent from the other two (Supplementary Table 3). Pegasus can run on the cloud or as an independent Python package.

**Interactive data visualization, post hoc analysis and data deposition in the Cumulus ecosystem.** Cumulus supports additional tasks using Cirrocumulus and scPlot, as well as through seamless connection to third-party resources. First, once the data are analyzed, users can visualize their results instantly using Cirrocumulus—a serverless application that enables interactive data visualization and sharing (Fig. 1c and Supplementary Video 2). Since Cirrocumulus only downloads to the browser those data that are necessary for...
visualizations (Methods), it is scalable to millions of cells. Moreover, users can also download Cumulus-produced HDF5 result files for use with other visualization tools such as cellxgene (https://github.com/chazuckerberg/cellxgene/), UCSC Cell Browser (http://cells.ucsc.edu/) and scsvA (Fig. 1c). Alternatively, users can inspect or re-analyze their data interactively using Pegasus on Terra Jupyter Notebooks (Fig. 1c and Supplementary Video 3). To help users better navigate their data, we developed scPlot (Methods)—a Python package for generating interactive figures—as part of Pegasus. Finally, users can synchronize Cumulus results to the Single Cell Portal (https://singlecell.broadinstitute.org/single_cell) for data deposition (Fig. 1c). To help users adopt Cumulus, it is demoed as a featured workspace on Terra (https://app.terra.bio/#workspaces/kco-tech/Cumulus).

Enhanced scalability of key analysis tasks. We enhanced the performance of the Pegasus analysis module through several algorithmic and implementation improvements in some of the most intensive tasks: the selection of HVGs, batch correction, k-NN graph construction, calculation of DPT, a combination of spectral and community-based clustering, and efficient visualization algorithms. We describe each of these enhancements in turn, comparing its impacts on batch correction, analysis speed, and scalability with those of other major packages. These enhancements are further described below.

First, we implemented a new HVG selection procedure that simplifies the calculation process and provides a mathematically sound way to handle batch effects (Extended Data Fig. 1a and Methods). For users’ convenience, we also include a standard procedure, which is used by both SCANPY and Seurat. Comparing the new and standard procedures when applied to the bone marrow dataset suggests that the new procedure has at least equal quality versus the standard one. It recovers slightly more immune-specific genes provided by the ImmPort data repository (Extended Data Fig. 1b, Supplementary Data 1 and Methods), including important T cell markers, such as CD3D, CD3E, and CD4, which are missed by the standard procedure. It also identifies one more cell type—megakaryocytes—which are missed by the standard procedure (Extended Data Fig. 1c).

Next, we enhanced the scalability of batch correction in Pegasus by implementing the classical location and scale (L/S) adjustment method, which relies only on linear operations and is thus much faster. As a benchmark, we ran Pegasus’ L/S method, SCANPY’s offerings of ComBat, MNN and BBKNN, and the most recent integration method of Seurat version 3 on a subset of the bone marrow dataset (Methods) and compared each method’s batch-correction efficiency using two measurements: the kBET and kSIM acceptance rates. Briefly, the kBET acceptance rate measures whether batches are well-mixed in the local neighborhood of each cell, whereas the kSIM acceptance rate measures whether cells of the same pre-annotated cell type are still close to each other in the local neighborhoods after batch correction (Methods), and helps reflect whether known biological relationships are preserved after correction. An ideal batch-correction method should have both high kBET and high kSIM acceptance rates. Each of the five methods evaluated showed a trade-off between the two rates, and none was a clear best performer (Fig. 2a). Pegasus’ L/S method is the fastest (Extended Data Fig. 2a), while maintaining a good balance between the two rates (Fig. 2a and Extended Data Fig. 2b–g).

We also enhanced the scalability of k-NN graph construction by adopting the hierarchical navigable small world (HNSW) algorithm—a state-of-the-art approximate nearest-neighbor-finding algorithm, which was previously shown to be fastest for high-quality approximations. We compared HNSW with the approximate nearest-neighbor-finding algorithms used by SCANPY and Seurat on the bone marrow dataset based on speed and recall, defined as the percentage of nearest neighbors that are also found by the brute-force algorithm (Methods). HNSW has a near-optimal recall (Extended Data Fig. 3a), while being 3–19x faster (Extended Data Fig. 3b). HNSW was also benchmarked recently for plate-based, small-scale scRNA-seq.

To speed up the calculation of diffusion maps and DPT, we adopted two modifications that are also used by SCANPY and scsvA and further improved the identification of pseudotemporal trajectories with two additional modifications. As in SCANPY, we constructed the affinity matrix based on the approximate k-NN graph constructed in the previous step instead of a complete graph, and also used only the top n diffusion components to approximate diffusion distances and thus DPTs, where n is a user-specific parameter. In addition, to better identify pseudotemporal trajectories when there were multiple subsets of cells undergoing separate temporal processes, we found that using more diffusion components helped us to better separate different cell populations (red regions in Extended Data Fig. 4a); thus, we set n = 100 by default. We further introduced a family of ‘diffusion pseudotime maps’ parameterized by a timescale t: each pseudotime meta-map was constructed by summing over diffusion maps up to its timescale t (Methods). The DPT method is equivalent to the special case of this family with t = ∞. As timescale t increases, diffusion maps begin to smooth out local noise. However, when t becomes too large, diffusion maps will also smooth out real signals. Thus, instead of t = ∞, we chose a timescale t that smooths out most noise but little signal. Inspired by the PHATE method, we propose to pick t as the knee point on the curve of von Neumann entropies induced by diffusion maps at different timescales (Extended Data Fig. 4b and Methods). In the bone marrow data, using the selected t, we identified a trajectory (Fig. 2b) that more clearly bifurcates from hematopoietic stem cells into CD14+ monocytes and conventional dendritic cells, whereas those two lineages overlap in the DPT model.

Spectral community detection algorithms combine speed and quality in clustering. In addition to offering popular modularity-based community detection algorithms for clustering cell profiles, including Louvain and Leiden (Methods), Pegasus also includes spectral community detection algorithms, such as spectral-Louvain and spectral-Leiden, which combine the strengths of both spectral clustering and community detection algorithms (Methods). Spectral clustering performed by applying the k-means algorithm on the calculated DPT components is very fast, but its clustering results are not always satisfactory (Extended Data Fig. 5a). Conversely, in Pegasus’ spectral clustering, we first aggregate cells into small groups and then apply community detection algorithms on the aggregated groups (Methods). On the bone marrow dataset, this new method provides clusters that are comparable to those from modularity-based community detection algorithms, but at the high speed of spectral clustering (Extended Data Fig. 5b,c).

A deep-learning visualization technique speeds up common visualization modalities. In addition to visualization of single-cell profiles using either t-SNE, Fit-SNE, UMAP (Methods) or a FLE of the DPT map (Methods), we also included a deep-learning-based visualization technique that speeds up a generalized set of these and similar visualization algorithms (Methods). Inspired by net-SNE, this technique is based on the assumption that large datasets are often redundant and their global structure can be captured using only a portion of the data. It thus first subsamples a fraction of cells according to each cell’s local density, ensuring a higher rate of sampling from rare and sparse clusters, and then embeds the subsampled cells using the embedding algorithm of interest, such as UMAP (Fig. 2c). It then trains a deep-learning-based regressor (Methods) on the subsampled cells using their embedded coordinates as ground truth and uses the regressor to predict embedding coordinates for the actual dataset.
remaining cells. Because the predicted coordinates yield a blurry visualization (Fig. 2c), it has a final refinement step, which applies the embedding algorithm for a small number of iterations to both the calculated coordinates for the subsampled cells and predicted coordinates for the remaining cells (Fig. 2c). We call visualizations obtained using this technique Net-* visualizations and showed that they speed up the original embedding algorithm by at least 2x and maintain the visualization quality based on similar kSIM acceptance rates (Fig. 2d and Extended Data Fig. 6).

**Benchmarking Pegasus and alternative software packages.** As a result of the combined algorithmic and implementation improvements, Pegasus is much faster than other packages for running key analysis tasks on the bone marrow dataset⁶ (Supplementary Table 4 and Methods) and the 1.3 million mouse brain dataset from 10x Genomics (https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.3.0/1M_neurons) (Supplementary Table 5 and Methods). We validated that these improvements run efficiently on both small and large datasets with different thread settings by subsampling the bone marrow dataset (Supplementary Data 2 and Methods), and demonstrated that Pegasus worked equally well for small datasets on a 10x Genomics 5K peripheral blood mononuclear cell (PBMC) dataset (https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.2/5k_pbmc_v3) (Supplementary Table 6 and Methods). Furthermore, Pegasus is memory efficient compared with other packages, based on peak memory use on the 5K PBMC and bone marrow datasets (Supplementary Table 7 and Methods).
Benchmarking the cloud-based framework of Cumulus. With its cloud-based architecture, Cumulus is much faster than alternatives when benchmarking on the bone marrow dataset. Compared with a Cell Ranger + Seurat/SCANPY pipeline, Cumulus completed the analysis in around 15 h, while the alternative pipeline took over 9 d to run (Table 1 and Methods). The associated computational costs were modest (for example, ~US$2 on average for around 4,000 cells in one sample; Table 1 and Methods). Because the count step showed the most speedup gain, we further validated that this step is time and cost-efficient for both small and large datasets (Extended Data Fig. 7, Supplementary Data 3 and Methods). In addition, since Cumulus utilizes Docker, the gene-count matrices generated on the cloud and on the local server are identical for both droplet-based and plate-based scRNA-seq data (Supplementary Data 4 and Methods). Besides Cell Ranger, Cumulus also supports gene-count matrix generation using Optimus (the Human Cell Atlas pipeline; https://data.humancellatlas.org/pipelines/optimus-workflow), Alevin\(^1\), Kallisto-BUSTools\(^2\) or STARsolo (https://github.com/alexdobin/STAR/blob/2.7.3a/docs/STARsolo.md), and we have benchmarked the cloud-based performance of Cell Ranger, Optimus, Alevin, Kallisto-BUSTools and STARsolo on the 5k PBMC dataset (Supplementary Table 8 and Methods).

Discussion
Cumulus provides the community with a cloud-based, scalable, cost-effective, comprehensive and easy-to-use platform for sc/ snRNA-seq research. Pegasus—Cumulus’s analysis module, which can also be used as an independent Python package—implements many improvements that enhance efficiency, from a new HVG selection procedure to a generalized deep-learning-based visualization speedup. While a complex framework such as Cumulus cannot provide an optimal combination of specialized algorithms for each application, it will accelerate research by providing an integrated and fast approach that enables more laboratories to analyze large-scale single-cell and single-nucleus datasets. In a separate study\(^3\), we demonstrated Cumulus by analyzing sc/snRNA-seq data from fresh and frozen tumors from the Human Tumor Atlas Pilot Project. As the community produces datasets at substantially larger scales, we hope that Cumulus will play an important role in the effort to build atlases of complex tissues and organs at higher cellular resolution, and in leveraging them to understand the human body in health and disease.
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Table 1 Cumulus is computationally efficient and cost-effective

| Timea               | Cell Ranger + Seurat version 3 | Cell Ranger + SCANPY | Cost per sampleb |
|---------------------|--------------------------------|----------------------|------------------|
| Total               | 10 d, 5 h, 38 min              | 9 d, 5 h, 35 min     | US$1.832         |
| Mkfastq             | 13 h, 18 min                   | 7 h, 54 min          | US$0.22          |
| Count               | 8 d, 14 h, 12 min              | 6 h, 44 min          | US$1.61          |
| Analysis            | 26 h, 8 min                    | 2 h, 5 min           | 37 min US$0.002  |

\(^{a}\)Total execution time on the bone marrow dataset of the Cumulus, Cell Ranger + Seurat version 3 or Cell Ranger + SCANPY pipeline, running on a 32-CPU-thread, 120-GB-memory Google Cloud virtual machine instance (Methods). \(^{b}\)Average computational cost for running Cumulus per sample of ~4,000 cells (Methods).
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Methods

Cumulus modules. Gene-count matrix generation for droplet-based scRNA-seq. Cumulus supports gene-count matrix generation for 10x Genomics version 2 and version 3 chemistry using Cell Ranger. Cumulus first demultiplexes Illumina base call files for each sequencing flow cell by running mkfastq steps in parallel in different computing nodes. Each mkfastq job calls cellranger mkfastq to generate sequence reads in FASTQ files. By default, each mkfastq job requests 32 CPUs, 120 GB memory and 1.5 TB disk space from the cloud. Cumulus then generates gene-count matrices for each 10x channel by running count steps in parallel. Each count job calls cellranger count with the appropriate parameters and requests 32 CPUs, 120 GB memory and 500 GB disk space from the cloud by default. Alternatively, Cumulus can run count jobs using Optimus, Alevin, Kallisto-BUSTools or STARsolo. For Alevin, Kallisto-BUSTools and STARsolo, we request 32 CPUs, 120 GB memory and 500 GB disk space from the cloud by default. For Optimus, we request computing resources using its default parameters. One key task in the count job is to align sequence reads to a reference genome, and there are several Apache Spark-based tools that enable read alignment using multiple nodes. However, since the sequencing data produced from each 10x Genomics channel fits into one multi-CPU node perfectly, using Spark-based tools would be excessive. Cumulus also supports gene-count matrix generation for Drop-seq data using either the methods described in the Drop-seq alignment cookbook (https://github.com/broadinstitute/Drop-seq) or DropEst⁺.

Gene-count matrix generation for plate-based scRNA-seq. Cumulus supports gene-count matrix generation for scRNA-seq data generated by the SMART-seq2 protocol from sequence reads in FASTQ files. Cumulus estimates gene expression levels for each single cell in parallel in different computer nodes. Each node runs RSEM⁺ with default parameters and utilizes HISAT2 (ref. 49) with the Human Cell Atlas SMART-seq2 pipeline (https://data.humancellatlas.org/pipelines/smart-seq2-workflow) parameters to align reads to a reference transcriptome. Cumulus also offers options to align reads to a reference transcriptome using Bowtie 2, or to a reference genome using STAR. Each node requests four CPUs and 3.6 GB memory by default if utilizing HISAT2 or Bowtie 2 aligner, and requests four CPUs and 32 GB memory by default if utilizing STAR aligner. Each node requests an appropriate disk space calculated based on reference and read file sizes. Once expression levels are estimated, Cumulus converts the relative expression levels (in transcripts per 100,000 (TP100K)) into a count vector for each single cell using the following formula and then generates a gene-count matrix by concatenating count vectors from all cells.

\[
i_{c} = \frac{TP100K}{10^5} \cdot \text{umi},
\]

where \(i_{c}\) and TP100K are the converted read count and estimated expression level of gene \(i\), respectively. \(i_{umi}\) is the sum of RSEM-estimated expected counts from all genes.

Pegasus. Cumulus runs the analysis step on a single node, which requests 32 CPUs, 200 GB memory and 100 GB disk space by default. The analysis step calls Pegasus—a fast Python package we implemented. Pegasus utilizes SCAnPY’s AnnData data structure to store gene-count matrices and analysis results. More implementation details are discussed in the subsequent sections and Supplementary Note 1.

Feature-count matrix generation for CITE-seq, cell hashing, nucleus hashing and Perturb-seq. Cumulus supports feature-count matrix generation of CITE-seq, cell hashing, nucleus hashing and Perturb-seq protocols, using either 10x Genomics version 2 or version 3 chemistry. Each feature-count matrix generation job runs in parallel on a separate compute node with one CPU, 32 GB memory and 100 GB disk space, and calls generate_count_matrix_APIs—a fast C++ program we implemented—to extract the matrix from sequence reads in FASTQ files. The C++ program scans each read pair to search for valid sequence structures. We assume that read 1 records the cellular barcode and UMI information and read 2 records feature barcode information, such as hash tags for hashing protocols or single guide RNA information for Perturb-seq (below). The first 16 nucleotides of read 1 represent the cell barcode for both version 2 and version 3 chemistry. The next ten and 12 nucleotides represent the UMI for version 2 and version 3 chemistry, respectively. We allow up to one and zero mismatches for matching cell barcodes in version 2 and version 3 chemistry, respectively.

Feature barcode information is recorded differently in read 2 for different protocols. For CITE-seq, cell hashing and nucleus hashing protocols, the location of the feature barcode is found in the type list of UMI and TotalSeq barcodes that users choose. If TotalSeq-A antibodies are used, the feature barcode is located at the 5’ end of read 2. Otherwise, the feature barcode starts at the eleventh nucleotide from the 5’ end of read 2. The program generate_count_matrix_APIs automatically detects the antibody type by scanning read 2 of the first 10,000 read pairs and calculating the percentage of read pairs containing feature barcodes at the 5’ end of read 2. However, if the read pairs contain feature barcodes at the 5’ end of read 2, we assume the antibody type is TotalSeq-A; otherwise, it is TotalSeq-B or TotalSeq-C.

For Perturb-seq protocols, we assume that the feature barcode (protosparser) is located in front of a user-provided anchor sequence. We first search the anchor sequence in read 2, allowing up to two mismatches or indels. We then extract the feature barcode at the 5’ end of the anchor sequence.

Once we locate the feature barcode, we match it with a user-provided white list, allowing up to three mismatches by default. After scanning all of the read pairs, generate_count_matrix_APIs generates a feature-count matrix in CSV format: each row represents one feature; each column represents one cell barcode; and each element records the number of unique UMIs for the feature in the row in the cell barcode in the column. To speed up sequence matching, we encode cell barcodes, UMIs and feature barcodes into 8-byte unsigned integers (two bits per nucleotide).

CITE-seq data analysis. Based on the generated feature-count matrix, Cumulus first calculates the log-fold change between feature UMI counts of the antibody of interest and its immunoglobulin G (IgG) control as the antibody expression, provided that users include both antibodies of interest and their corresponding IgG controls in their CITE-seq assays. Let us denote the UMI counts of the antibody and its IgG control as \(c_i\) and \(c_e\). The antibody expression, \(exp\), is calculated as:

\[
exp = \max \left( \log \left( \frac{c_i + 1}{c_e + 1} \right) \right),
\]

where we add 1 to both the numerator and denominator to avoid \(\log(0)\). If IgG controls are not provided, we calculate express as:

\[
exp = \log(c_i + 1)\]

Cumulus merges the transformed antibody expression matrix into an RNA expression matrix so that users can plot antibody expression in two-dimensional (2D) visualizations (for example, t-SNE and UMAP) calculated based on RNA expression levels. Cumulus can optionally generate t-SNE plots solely based on antibody expression levels.

Demultiplexing cell hashing and nucleus hashing data. Cumulus demultiplexes cell hashing and nucleus hashing data using the DemuxEM algorithm, which we recently described. For Perturb-seq data, single guide RNAs are often amplified by dial-out PCR to ensure feature detection, and the resulting library is often over-sequenced, which can lead to a high number of false positive UMIs due to PCR chimeric reads. Such false positive UMIs tend to have fewer supporting reads on average. Suppose we have \(c_i\) UMIs with exact \(i\) supporting reads. In general, we expect \(c_i\) to decrease monotonically as \(i\) increases. However, if the library is over-sequenced, we may observe a second peak in the tail of the \(c_i\) distribution (\(3i, c_i - 2 < c_i - 1 < c_i < 2c_i + 1\)), which is more likely to represent true UMIs. Cumulus detects the left boundary of the second peak by scanning \(i\) consecutively. If Cumulus can find an \(i\) such that \(c_i < c_i + 1 < c_i + 2\) and \(i \leq 10\), Cumulus will filter out any UMIs with fewer than \(i\) supporting reads. Otherwise, Cumulus filters out any UMIs with only one supporting read. If a cell barcode and UMI combination contains more than one feature barcode, it is likely that the feature barcode with fewer supporting reads is due to PCR chimera and Cumulus will filter it. Feature barcodes supported by no more than 10% of reads belonging to that combination. Cumulus generates a filtered feature-count matrix after this filtration step and lets users decide whether they want to use the original feature-count matrix or the filtered feature-count matrix.

Computational load balancing. Balancing the computational load is an important task for designing parallel systems. For analyzing droplet-based data, we partition the analysis workflow into three major steps: mkfastq, count and analysis. The mkfastq step extracts reads from each Illumina flow cell in different nodes in parallel. In most cases, users sequence their libraries using one type of sequencer (for example, NextSeq, HiSeq or NovaSeq), and flow cells from the same type of sequencer often deliver similar sequencing throughputs. Thus, the data load in the mkfastq step is balanced naturally. The count step generates a gene-count matrix for each channel in parallel using different nodes. When experimentalists design their scRNA-seq experiments, they aim to sequence each channel to a comparable sequencing depth. Thus, the computational load is usually balanced naturally, due to experimental design. The analysis step gathers gene-count matrices from all samples and runs downstream analyses on a single multi-CPU node; thus, data load balancing is not relevant. For analyzing plate-based SMART-seq2 data, we generate an expression vector for each single cell in parallel across nodes and then pool the estimated expression vectors together as the gene-count matrix. In a good-quality SMART-seq2 library, the number of transcripts from each single cell should be comparable and thus the data load is balanced. In less-than-ideal libraries, some cells may capture many more reads than other cells. However, for SMART-seq2 data, single cells typically have less than 2 million reads, which can
be analyzed very quickly. Thus, for SMART-Seq2 data, we did not invest additional efforts optimizing the data load balance.

**Cirrocumulus implementation.** Cirrocumulus is an interactive web application for exploring single-cell datasets. It can be hosted on the Google App Engine application for collaborative use or it can be run in standalone mode on a personal computer. Cirrocumulus consists of a client-side component implemented in JavaScript and a server component implemented in Python. The client uses React to manage the state and WebGL to visualize variables on a 2D or 3D embedding in a performant manner. The server component consists of functions to manage datasets and slice variables from a dataset stored as a folder of JSON and PARQUET files, and can optionally generate statistical summaries on an n-dimensional grid, thus enabling the plotting of millions of cells. Cumulus has options to generate the Cirrocumulus input folder automatically for users. In the standalone mode, Cirrocumulus can additionally support datasets in AnnData or Zarr formats.

**scPlot implementation.** scPlot ([https://github.com/klarman-cell-observatory/scPlot](https://github.com/klarman-cell-observatory/scPlot)) is a plotting library included as part of Pegasus. The plots provided include scatter plots, feature plots, dot plots and violin plots and can scale to millions of cells by plotting cells on a 2D grid. scPlot uses Holoviews ([http://holoviews.org/](http://holoviews.org/)), thus allowing generation of interactive plots with Bokeh for a Jupyter notebook.

**Preprocessing.** Pegasus selects high-quality cells based on a combination of the following criteria, with user-provided parameters: (1) number of UMIs between (min_umis, max_umis), with default min_umis = 100 and max_umis = 600,000; (2) number of expressed genes (at least one UMI) between (min_genes, max_genes), with default min_genes = 500 and max_genes = 6,000; and (3) percentage of UMIs from mitochondrial genes less than percent_mito, with default percent_ito = 10%. Pegasus then selects robust genes (defined as genes detected in at least 5% of total cells, where x is a user-defined parameter), with default x = 0.05% (equivalent to three cells out of 6,000 cells). Next, Pegasus normalizes the counts vector of each cell, such that the sum of normalized counts from robust genes is equal to 100,000 (TP100K), and transforms the normalized expression matrix into the natural log space by replacing expression value with \( \log_{10}(expression) \) space. To reconcile this inconsistency, we follow a distribution with a mean \( \mu \) and a variance \( \sigma^2 \), and redefine the variance term to the previously described procedure to select HVGs. If we use the redefined variance terms in HVG selection, we are in the batch-aware mode. We provide a detailed description of the new procedure in Supplementary Note 1.

We also implemented the standard HVG selection procedure, which handles batch effects using the method in Seurat version 3 ([ref. 15]), and document the implementation details in Supplementary Note 1.

**Batch correction with the L/S adjustment method.** For simplicity, let us assume that we only have one biological group with \( m \) batches, and each batch \( j \) has \( n_j \) cells. We model the \( \log[\text{gene expression}] \) level of gene \( i \) at batch \( j \) as

\[
Y_{ijg} = \mu_{ijg} + \epsilon_{ijg},
\]

where \( \epsilon_{ijg} \) is the uncorrelated noise term. The L/S adjustment method corrects for additive and multiplicative batch effects, respectively. We estimate these parameters and use a two-step procedure to correct batch effects. First, we calculate and save the batch-correction factors for all genes, so that we can calculate batch-adjusted expression levels only for genes of interest using equation (16). We save the new redefined variance term to the previously described procedure from different batches mix well in the local neighborhood of each cell. Pegasus implements the kBET acceptance rate calculation procedure as follows. We define \( f = (f_1, \ldots, f_m) \) as the ideal batch mixing frequency, where \( f_i = \frac{1}{m} \). For each cell \( i \), we find its \( k \) nearest neighbors (k-NN) (including itself) using the HNSW
algorithm and denote the number of neighbors belonging to batch $j$ as $n_j$. Then, we calculate its $\chi^2$ test statistic with $m - 1$ degrees of freedom as:

$$k_j^2 = \sum_{j=1}^{m} \left( \frac{n_j - f_j \cdot \bar{x}}{f_j} \right)^2$$

(17)

and its $P$-value as:

$$P_j = 1 - F_{\chi^2}(k_j^2),$$

(18)

where $F_{\chi^2}(x)$ is the cumulative density function. The $kSIM$ acceptance rate is calculated as the percentage of cells that accept the null hypothesis at significance level $\alpha$:

$$kSIM \, \text{rate} = \frac{1}{N} \sum_{i=1}^{N} I(\frac{P_i \geq \alpha}{100}) \times 100\%,$$

(19)

where $I(x)$ is the indicator function and $k$ and $\alpha$ are user-specified parameters.

$kSIM$ acceptance rate. The $kSIM$ acceptance rate requires ground truth cell type information and measures whether the neighbors of a cell have the same cell type as it does. If a method overcorrects the batch effects, it will have a low $kSIM$ acceptance rate. We use the HNSW algorithm to find $k$-NNs (including the cell itself) for each cell $i$ and denote the number of neighbors that have the same cell type as $i$ as $n_i^t$. In addition, we require at least $\beta$ fraction of neighbors of cell $i$ to have the same cell type as $i$ in order to say cell $i$ has a consistent neighborhood. The $kSIM$ acceptance rate is calculated as follows:

$$kSIM \, \text{rate} = \frac{1}{N} \sum_{i=1}^{N} I(\frac{\beta n_i^t \geq \alpha}{100}) \times 100\%,$$

(20)

where $\beta$ and $\alpha$ are user-specified parameters.

Dimensionality reduction by PCA. Pegasus calculates the top $m$ principal components based on HVGs. It utilizes the randomized PCA algorithm implemented in the SciKit-learn package to speed up the computation. By default, Pegasus sets $m = 50$.

$k$-NN graph construction. Pegasus uses the HNSW algorithm with HNSW parameters $M = 20$, $c = 200$ and $d = 200$ to construct $k$-NN graphs. By default, Pegasus searches the top 100 nearest neighbors (including the cell itself) for each cell ($k = 100$). Because HNSW is an approximate algorithm, it cannot always return the cell itself as the first nearest neighbor. For any cell missing itself as the first nearest neighbor, Pegasus sets itself as the first nearest neighbor and picks the top 99 nearest neighbors returned by HNSW as the second to one-hundredth nearest neighbors. HNSW has a random index-building process, which produces different indices in different runs if multiple threads are used. For reproducibility purposes, Pegasus provides two modes of running HNSW: a robust mode and a full-speed mode. In the robust mode, Pegasus runs the index-building process with only one thread and runs the neighbor-searching process with multiple threads. In the full-speed mode, Pegasus also runs the index-building process with multiple threads. In either mode, Pegasus stores the neighbor-searching results in the Anndata object. Without explicit notification, Pegasus runs HNSW in the robust mode.

Diffusion maps and diffusion pseudotime maps. We provide a high-level summary here and a more detailed description in Supplementary Note 1.

To compute diffusion maps, we first construct an affinity matrix $W_{\text{exact}}$ based on the top $m$ principal components. This affinity matrix is also used in community-detection-based clustering algorithms. We construct $W$ based on the top $k$ nearest neighbors found by the HNSW algorithm. Let us define a cell $x$’s neighborhood set $N(x)$ as the set consisting of $x$’s second to the $k$th nearest neighbors and define $d_x$ as the distance between cell $x$ and its $k$th neighbor. In addition, we denote $x$ as the vector containing the top $m$ principal component coordinates of cell $x$. We then define the following locally scaled Gaussian kernel between any two cells $x$ and $y$ as:

$$K(x, y) = \left( \frac{2m \sigma_x}{\sigma_x^2 + \sigma_y^2} \right)^{\frac{1}{2}} \exp \left( -\frac{(x - y)^2}{\sigma_x^2 + \sigma_y^2} \right).$$

(21)

where $\sigma_x$ is $x$’s local kernel width, defined as $\sigma_x = \text{median} \{d_x | i = 2, \ldots, k \}$. To eliminate the effects of sampling density, we additionally define the following density-normalized kernel:

$$K'(x, y) = \frac{K(x, y)}{q(x)q(y)}$$

(22)

where $q(x)$ is the sampling density term of cell $x$ and defined as:

$$q(x) = \sum_{y \in N(x) or x \in N(y)} K(x, y)$$

(23)

The affinity matrix $W$ is constructed using the density-normalized kernel:

$$W(x, y) = \begin{cases} K'(x, y), & y \in N(x) \text{ or } x \in N(y) \\ 0, & \text{otherwise} \end{cases}$$

(24)

We then calculate the Markov chain transition matrix $P$ and the symmetric transition matrix $Q$ based on the affinity matrix:

$$P = D^{-1} W, \quad D = \text{diag} \left( \sum_{x \in N(y)} W(x, y) \right)$$

(25)

$$Q = D^{-1} W D^{-1}, \quad P = D^{-1} Q D$$

(26)

Since $Q$ is symmetric, it has the eigen decomposition of $Q = U A U^T$. In addition, we know that in practice all $Q$’s eigenvalues are in $\{-1, 1\}$ and $\lambda = 1$ is its eigenvector for eigenvalue $\lambda = 1$ (Supplementary Note 1). We also know that $P$ shares the same eigenvalues as $Q$ and its right eigenvectors $\Phi$ and left eigenvectors $\Psi$ are:

$$\Psi = D^{-1} U, \quad \Phi = D U$$

(27)

Next, to speed up the calculation, we approximate diffusion maps using only the top $n$ diffusion components (Supplementary Note 1), where $n$ is a user-specified parameter with default value $n = 100$. First, we calculate the top $n$ eigenvalues and eigenvectors of $Q$ using the implicitly restarted Lanczos algorithm (via the scipy.sparse.linalg.eigh function). We also provide the alternative option to calculate the top $n$ eigenvalues using the randomized singular value decomposition algorithm (Supplementary Note 1). We order these $n$ eigenvalues by magnitude:

$$1 = \lambda_0 > |\lambda_1| > |\lambda_2| \geq \cdots \geq |\lambda_{n-1}|$$

(28)

and define a family of approximated diffusion maps $\{\Psi_t\}_{t \in [0, \infty]}$ parameterized by timescale $t$:

$$\Psi_t(x) = \begin{pmatrix} \lambda_0^{\frac{t}{\lambda_1}} \psi_1(x) \\ \lambda_2^{\frac{t}{\lambda_1}} \psi_2(x) \\ \vdots \\ \lambda_{n-1}^{\frac{t}{\lambda_1}} \psi_{n-1}(x) \end{pmatrix}$$

(29)

Note that we use the right eigenvectors of the transition matrix $P$ to construct diffusion maps. Using the eigenvectors of $P$ is consistent with the original diffusion map paper and recommended in the spectral clustering literature. The DPT paper constructs diffusion maps using eigenvectors of the symmetrical matrix $Q$ instead.

Next, we define approximated DPT maps $\{\Psi_t\}_{t \in [0, \infty]}$ based on approximated diffusion maps:

$$\Psi_t(x) = \sum_{t=1}^{n} \Psi_t(x) = \begin{pmatrix} \lambda_0^{\frac{t}{\lambda_1}} \psi_1(x) \\ \lambda_2^{\frac{t}{\lambda_1}} \psi_2(x) \\ \vdots \\ \lambda_{n-1}^{\frac{t}{\lambda_1}} \psi_{n-1}(x) \end{pmatrix}$$

(30)

In particular, when $t = \infty$, we recover the DPT method (except it uses the eigenvectors of $Q$). We wish to pick a timescale $t$ that smooths out most of the noise but little signal. We select $t$ based on the von Neumann entropy of the graph induced by each timescale. For each $t$, its power matrix $P_t$ induces a graph with the following Laplacian and density matrices (Supplementary Note 1):

$$L(t) = I - P_t, \quad \rho(L(t)) = \frac{L(t)}{\text{trace}(L(t))}$$

(31)

We derive the von Neumann entropy $S(t)$ for the top $n$ diffusion components from the density matrix $\rho(L(t))$ (Supplementary Note 1):

$$S(t) = -\sum_{t=1}^{n} [q'(t)]_i \log [q'(t)]_i, \quad \text{where } [q'(t)]_i = 1 - \lambda_i \sum_{j=1}^{n} 1 - \lambda_j$$

(32)

$S(t)$ increases as $t$ increases, and reaches its maximum $\log(n - 1)$ when $t = \infty$. Because smaller eigenvalues of $P$ (probably representing noise) decrease to 0 (and hence contribute a 1 to the entropy) much more rapidly than large eigenvalues (probably representing signal), we expect to observe a high rate of increase in $S(t)$ initially when noise is smoothed out and then a low rate of increase when signal begins to be removed (Extended Data Fig. 4b). We pick the timescale $t$ as the knee point of this von Neumann entropy curve.
Let us denote $p_i = \left[ \frac{t}{\delta(t)} \right]$ as the point for timescale $t$ in the curve. We find the knee point by scanning all ts (where $t$ is an integer) between 1 and $t_{max}$ and pick the $t$ that is farthest from $p_{i-1} - p_i$—the segment connecting the two endpoints of the curve. $t_{max}$ is a user-provided parameter set to $t_{max} = 5000$ by default. We calculate the distance between point $p_i$ and the segment $p_{i-1} - p_i$ as:

$$d = \| (p_i - p_{i-1}) \times (p_{i-1} - p_i) \|$$

For the selected $t$, given a user-specified cell $r$ as the root, we calculate the diffusion pseudotime distance from the root to any other cell $x$ as:

$$D'(r, x) = W'_r(r) - W'_r(x)$$

We then normalize the diffusion pseudotime distance into $[0,1]$ as the diffusion pseudotime.

**Modularity-based community detection algorithms.** We construct a weighted undirected graph $G = (V, E, w)$ from the affinity matrix $W$. In the graph, vertex set $V$ contains all cells, and an edge $(u, v) \in E$ only if $W_{u,v} > 0$. The weight of the edge is calculated as:

$$w(u, v) = \frac{W_{u,v} - \text{median}_{e \in E} W_{e}}{100}$$

Community detection algorithms try to find a partition $C$ of cells that maximizes the following modularity function$^{21}$:

$$Q = \frac{1}{2m} \sum_{c \in C} \sum_{u \in c} \sum_{v \in c, v \neq u} \left( d_{u,v}^2 - \frac{d_{u,v}^2}{m} \right)$$

where each $c \in C$ consists of cells in that community, $p$ is the resolution parameter controlling the total number of communities, and:

$$m = \sum_{(u,v) \in E} w(u, v), \quad d_{u,v} = \sum_{(w, c, v) \in E} w(u, v) \quad \text{and} \quad K_c = \sum_{u \in c} \sum_{v \in e} w(u, v)$$

Pegasus supports two modularity-based community detection algorithms: Louvain$^{19}$ and Leiden$^{17}$. For both algorithms, Pegasus sets the resolution $\gamma = 1.3$ by default and reports each community as a separate cluster.

The Louvain algorithm$^{19}$ optimizes the modularity function $Q$ in two phases: (1) in the move phase, each node is inspected and moved to the community that yields the largest increase in $Q$; and (2) in the aggregation phase, each community aggregates into a new node to form an aggregated graph. The algorithm starts from the partition that each cell is its own community and repeats the two phases until there is no increase in $Q$. Pegasus uses the louvain-igraph implementation from V. Traag (https://github.com/vtraag/louvain-igraph). Note that the latest release of the louvain-igraph package (version 0.6.1) contains a bug that prevents it from being reproducible even when the same random seed is used. Thus, Pegasus installs this package directly from the github master branch, in which the bug is fixed.

The Leiden algorithm$^{17}$ is a recent improvement over the Louvain algorithm and consists of three phases: (1) a move phase, which is similar to Louvain; (2) a refinement phase, when each community found in (1) is examined and may be split into sub-communities; and (3) an aggregation phase, when each sub-community from (2) is aggregated into a new node and assigned to an initial partition based on communities from (1). Pegasus uses the leidenalg implementation from Vincent Traag (https://github.com/vtraag/leidenalg).

Applying the Leiden algorithm on communities detected from previous Leiden runs can further improve the modularity function$^{17}$. Thus, following SCANPY$^{26}$, Pegasus runs the Leiden algorithm iteratively on the graph $G$ until $Q$ does not further improve ($n_{\text{iterations}} = -1$ by default).

Spectral community detection algorithms for fast clustering. Pegasus provides two spectral community detection algorithms: spectral-Louvain and spectral-Leiden. Spectral community detection algorithms aggregate cells into thousands of groups of cells, where each group consists of cells that are probably from the same real cluster, and then apply community detection algorithms such as Louvain and Leiden on the groups instead of on individual cells to achieve a major speedup.

Our variant of the spectral clustering$^{30}$ algorithm partitions cells into groups by applying the $k$-means algorithm on calculated DPT component space, using a two-level clustering strategy. We first partition the cells into $k$ clusters using the scikit-learn KMeans function with default parameters. We further partition each of the $k$ clusters into $k_2$ sub-clusters using the KMeans function with $n_{\text{init}} = 1$. This procedure will give us $k_1 \cdot k_2$ cell groups, on which we then apply community detection algorithms. Pegasus sets $k_1 = 30$ and $k_2 = 50$ by default. If DPT components are not calculated, Pegasus will apply the $k$-means algorithm on the principal components instead.
how likely cells from the cluster to be of the specific cell type. To calculate the score, Pegasus assigns each marker a maximum impact value of 2. For a positive marker, if it is not upregulated, its impact value is 0. Otherwise, if the fold-change (FC) in the percentage of cells expressing this marker (within versus outside the cluster) satisfies FC ≥ 1.5, it has an impact value of 2 and is recorded as a strong supporting marker. If FC < 1.5, it has an impact value of 1 + \( \frac{\bar{U} - \bar{V}}{0.5} \) and is recorded as a weak supporting marker. For a negative marker, if it is upregulated, its impact value is 0. If it is neither upregulated nor downregulated, its impact value is 1. Otherwise, if \( \bar{U} < 1.5 \), it has an impact value of 2 and is recorded as a strong supporting marker. If \( \bar{U} < 1.5 \), it has an impact value of 1 + \( \frac{\bar{U} - \bar{V}}{0.5} \) and is recorded as a weak supporting marker. The overall score is calculated as the ratio between the sum of impact values and the sum of weights multiplied by 2 from all expressed markers. Pegasus will evaluate all possible cell subtypes recursively if the current cell type score is no less than 0.5. Finally, Pegasus reports putative cell types with scores no less than minimum_report_score in descending order with respect to cell type scores for all clusters. By default, Pegasus sets minimum_report_score = 0.5.

**Benchmarking experiments.** Benchmarked tools and benchmarking environments. We tested each component of Pegasus version 0.15.0 and benchmarked it with SCANPY version 1.4.4.post1 and Seurat version 3.1.0 on key analysis tasks (Supplementary Tables 4–6) using a high-performance local server (cloud-based times as part of a Cumulus workflow are shown in Table 1). The server has 28 CPU threads (one Intel Xeon E5–2660 v4 processor; 14 cores; 2.00GHz; 35MB cache) and 256GB DDR4 ECC registered memory. In benchmarking, we used all 28 CPU threads and 128GB RAM. For reproducibility reasons, we have prepared a Docker image that has all three tools and their dependencies installed. This Docker image also contains instructions on how to reproduce the results shown in this manuscript. The Docker image is available at https://hub.docker.com/r/cumulusprod/cumulus-experiment.

We also benchmarked Cumulus on the cloud with running the Cell Ranger with a 64-core server (2.40GHz i386 CPU–4.00GHz AMD Opteron thread, 120-GB Google Cloud virtual machine) on the bone marrow dataset. We used Cell Ranger version 2.2.0 for this benchmark. The virtual machine for running Seurat (version 3.1.0) and SCANPY (version 1.4.4.post1) was created on Google Compute Engine zone us-west1-d—the same zone on which Cumulus ran its analysis step.

**Bone marrow dataset preprocessing.** We preprocessed the bone marrow dataset by filtering out any cell with fewer than 500 genes or more than 6,000 genes, or where at least 10% of UMIs were from mitochondrial genes, retaining 274,182 cells. We then selected robust genes with \( \bar{x} \leq 0.05 \), normalized the expression into TP100K and log-transformed the expression matrix.

**HVG selection.** We applied the standard and new HVG selection procedures to the log-transformed expression matrix separately, followed by the same downstream analyses using Pegasus with default parameters: batch correction, dimensionality reduction via PCA, \( k \)-NN graph construction, community detection using the Louvain algorithm, 2D visualization using FIt-SNE, differential expression analysis and marker-based cell type annotation.

We compared the HVGs selected using the two procedures with a list of immune genes curated by the ImmPort team (Extended Data Fig. 1b) from https://www.immport.org/shared/geneData/GOappend1.xls, which contains 1,534 genes (with duplicate annotation) associated with immune-related Gene Ontology terms. The comparison results are available in Supplementary Data 1.

We evaluated the similarity between clusters obtained using the two HVG selection procedures with the adjusted mutual information (AMI) score defined below:

\[
AMI(U, V) = \frac{I(U, V) - E[I(U, V)]}{\frac{1}{2}H(U) + H(V) - E[I(U, V)]},
\]

where \( U \) and \( V \) represent two cluster settings, \( I \) denotes entropy and \( I \) denotes mutual information.

**Benchmarking of batch-correction methods.** We benchmarked Pegasus, ComBat, MNIN, BbkNN and Seurat version 3 using a subset of data from the bone marrow dataset, consisting of the first 10x Genomics channel from each of the eight donors. Following the preprocessing steps above, we retained 34,654 cells. We then applied the new HVG selection procedure and downstream analyses described above (without batch correction) to obtain cell-type-annotated clusters (Extended Data Fig. 2b).

The clustering results showed one particular donor-specific effect (Extended Data Fig. 2b), with one donor-3-specific CD14+ monocyte cluster and one donor-3-specific T cell cluster. Since we do not want to count this donor-specific effect as biology when we compute KSIM acceptance rates, we constructed a ground truth for KSIM acceptance rates as follows. First, we merged the monocyte cluster into the larger monocyte cluster to its right. The donor-3-specific T cell cluster is adjacent to five other T cell clusters. We trained a LightGBM \( \alpha \) classifier that predicted cluster labels based on log(expression) levels using cells from the five clusters (90% training data + 10% validation data). The classifier’s accuracy on test data was 85.4%. We then used this classifier to assign each cell in the donor-3-specific T cell cluster into one of the five adjacent T cell clusters.

To generate batch-corrected results, we applied the same preprocessing step to the 34,654-cell bone marrow dataset using the new batch-aware HVG selection procedure, and extracted the HVG-specific gene-count matrix. With Pegasus, we applied the L/S adjustment method to the matrix to obtain batch-corrected expression levels. With SCANPY, we obtained ComBat- and MNN-corrected expression levels. With Seurat version 3 we obtained Seurat-corrected expression levels. We performed PCA, \( k \)-NN graph construction and UMAP on the corrected expression matrices. With BBkNN, we used its output \( k \)-NN graph to replace Pegasus’ \( k \)-NN graph and kept the other analyses the same.

We used kBet and kSIM acceptance rates on UMAP 2D coordinates. For the kBet acceptance rate, we set \( k = 25 \) and \( \alpha = 0.05 \). For the kSIM acceptance rate, we set \( k = 25 \) and \( \beta = 0.9 \).

**Benchmarking approximate nearest-neighbor-finding methods.** We benchmarked the approximate nearest-neighbor-finding algorithms used by Pegasus, SCANPY and Seurat on the bone marrow dataset with default parameters. Pegasus ran the HNSW algorithm in full-speed mode, SCANPY used the algorithm implemented in UMAP, and Seurat used the ReprAnnoy package at https://cran.r-project.org/web/packages/ReprAnnoy/index.html. We ran the three methods on coordinates from the top 50 principal components produced by Pegasus and sought for the top 100 nearest neighbors (including the cell itself). We also ran the brute-force \( k \)-NN searching algorithm using scikit-learn \( \alpha \) to compute the ground truth. We evaluated each method’s performance using recall, defined as the percentage of \( k \)-NNs that are also in the ground truth, and speed.

**Diffusion pseudotime maps.** We preprocessed the bone marrow dataset, selected HVGs using the new procedure, corrected batch effects, ran PCA and performed \( k \)-NN graph construction as described in the ‘HVG selection’ section. We then generated diffusion pseudotime maps with the parameters of UMAP (30.000/0.75) and set Pegasus in full-speed mode. For UMAP-like clustering, we set Pegasus in full-speed mode. For Louvain-like and Leiden-like clustering, we set Pegasus in full-speed mode. For Net-FLE, we set Pegasus in full-speed mode. For FLE, we set Pegasus in full-speed mode.

**Spectral community detection algorithms.** We preprocessed the bone marrow dataset, selected HVGs using the new procedure, corrected batch effects, ran PCA, performed \( k \)-NN graph construction and generated a 2D visualization using FIt-SNE, as described in the ‘HVG selection’ section. We calculated a diffusion pseudotime map with default parameters. We then generated different cluster settings using either the spectator, Louvain, spectral-Louvain, Leiden or spectral-Leiden algorithm. We performed differential expression analysis and marker-based cell type annotation for each of the clusterings separately.

**Deep-learning-based visualization.** We preprocessed the bone marrow dataset, selected HVGs using the new procedure, corrected batch effects, ran PCA, performed \( k \)-NN graph construction and generated a 2D visualization using FIt-SNE, as described in the ‘HVG selection’ section. We calculated a diffusion pseudotime map with default parameters. We then generated different cluster settings using either the spectator, Louvain, spectral-Louvain, Leiden or spectral-Leiden algorithm. We performed differential expression analysis and marker-based cell type annotation for each of the clusterings separately.
Benchmarking Pegasus components by subsampling the bone marrow dataset. We uniformly subsampled the bone marrow dataset to 5,000, 10,000, 25,000, 30,000, 100,000 and 200,000 cells. Together with the full dataset, this resulted in seven datasets of various sizes. We then benchmarked Pegasus on the seven datasets and recorded the execution time of each Pegasus component, including HVG selection (hvg), batch correction, PCA, k-NN graph construction (knn), diffusion pseudotime map (diffmap), Louvain and spectral-Louvain algorithms, Leiden and spectral-Leiden algorithms, multicore t-SNE (sne), FIt-SNE, UMAP, Net-UMAP, FLE and Net-FLE. We benchmarked Pegasus using two settings—the cloud setting (28 threads) and the laptop setting (eight threads)—to test whether it works efficiently in both cloud and personal laptop environments. The benchmarking results are recorded in Supplementary Data 2. Net-UMAP, FLE and spectral-Louvain-Leiden are improvements over multicore t-SNE, UMAP, FLE, Louvain and Leiden. Supplementary Data 2 suggests that these improvements are faster in both cloud and laptop settings once the number of cells reaches 25,000. In addition, these improvements are as efficient as their counterparts for small datasets (that is, 5,000 and 10,000). The Pegasus commands can be found in Supplementary Note 2.

Benchmarking Pegasus, SCANPY and Seurat version 3 on the 5K PBMC dataset. We obtained the filtered gene-count matrix of the 5K PBMC dataset from https://cf.10xgenomics.com/samples/cell-exp/5.0.2/5k_pbmc_v3/5k_pbmc_v3_filtered_feature_bc_matrix.h5. This matrix contains 5,025 cell barcodes. We preprocessed this dataset by further filtering out any cell with fewer than 500 genes or more than 6,000 genes, or with at least 20% of UMIs from mitochondrial genes. After filtration, we retained 4,515 cells. We selected robust genes with x = 0.05%, normalized expression into TP100K and log-transformed the expression matrix. Next, we benchmarked the three methods as described above for the full bone marrow dataset, except that we did not benchmark batch correction since this dataset contains only one batch. The function calls, commands and parameters used for the three tools can be found in Supplementary Note 2.

Measuring Pegasus, SCANPY and Seurat version 3 peak memory usage of Pegasus, SCANPY and Seurat version 3 on the 5K PBMC and bone marrow datasets. We measured the peak memory usage of Pegasus, SCANPY and Seurat version 3 on the 5K PBMC and bone marrow datasets. To obtain realistic peak memory measurements, we asked each tool to process the same dataset from the beginning, instead of feeding the same input for all three tools per task, and aimed to use identical or similar parameters for all three tools. In addition, we did not execute the tasks that Seurat does not provide (Supplementary Table 4), to make sure the measured peak memory usages were comparable. We used eight threads for the 5K PBMC dataset and 28 threads for the bone marrow dataset. The function calls, commands and parameters used for the three tools can be found in Supplementary Note 2.

Cloud computing execution time and cost. Cumulus utilizes Google Cloud Platform’s preemptible instances. Jobs running in preemptible instances can be kicked off by others’ jobs with higher priority but are much less expensive. By default, Cumulus allows up to two trials using preemptible instances before switching to non-kicked-off instances. Cumulus execution time is readout from Terra execution logs. To estimate the execution time of each step, we ran Cumulus on both the cloud and a local server (96 CPU threads; 1 TB memory) using Docker files. Cumulus WDL and Docker files are available at https://github.com/klarman-cell-observatory/cumulus.

Scalability analysis of the count step. The full bone marrow dataset consists of 63 channels and Cumulus ran them in parallel across separate computing nodes in the count step. We collected the execution time of each channel from Terra and compiled them into Supplementary Data 3. Since Cumulus allowed two preemptible tries for each count job, the execution time includes the time of both the failed preemptible tries and the final successful run. In addition, we calculated the amortized cost per channel (that is, total cost/total runtime) for the cloud and local server (Supplementary Data 3). We plotted execution time and amortized total cost against channels in Extended Data Fig. 7.

Gene-count matrices produced on the cloud and the local server are identical. Cumulus workflows are written in WDL and executed by Cromwell (https://cromwell.readthedocs.io/en/stable/), which has both cloud and local backends. We ran Cumulus on both the cloud and a local server (96 CPU threads; 1 TB memory) to generate gene-count matrices for one 10x Genomics version 3 dataset and one SMART-seq2 dataset and confirmed that the matrices were identical. Specifically, we chose a 5K PBMC dataset of a healthy donor from the 10X Genomics website (https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.2/5k_pbmc_v3) and ran Cell Ranger version 3.1.0 with Cell Ranger human reference GRCh38 version 3.0.0. For SMART-seq2, we picked four 50-base-pair single-end and four 100-base-pair paired-end mouse embryonic stem cells sequenced by BGISSEQ-500 (ref. 49) and ran RSEM + HISAT2 with a transcript reference extracted from the mouse genome GRCm38 using a filtered Ensembl 93 mouse gene annotation file. Both cloud- and local server-generated count matrices are available in Supplementary Data 4.

Benchmarking Cell Ranger, Optimus, Alevin, Kallisto-BUStools and STARSolo. We downloaded the FASTQ files of the human 5K PBMC dataset from the 10x Genomics website (https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.2/5k_pbmc_v3) as the test data and merged FASTQs from different sequencing lanes into one FASTQ file for Optimus, Alevin, Kallisto-BUStools and STARSolo. We then asked Cumulus to run Cell Ranger (version 3.1.0), Optimus (version 1.4.0+), Forked from the (GitHub master branch), Alevin (version 1.1), Kallisto-BUStools (version 0.24.4) and STARSolo (version 2.7.3a) on the cloud with default parameters. We set preemptible as 2 for Cell Ranger, Alevin, Kallisto-BUStools and STARSolo and used default preemptible settings for Optimus. We summarize the benchmarking results in Supplementary Table 8. For running Optimus, our implementation includes two extra steps that are not part of the Optimus workflow: convert the reference to be Optimus compatible; and copy Optimus outputs to a dedicated Google bucket location. We deduced the execution time of these two steps from Optimus’ total execution time.

Data availability
The bone marrow dataset is available at https://data.humanancellatlas.org/explorer/projects/c09f5bf9-268b-4a08-a234-480ce2ac17e9. The 1.3 million mouse brain dataset is available at https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.3.0/1M_neurons. The 5K PBMC dataset is available at https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.2/5k_pbmc_v3. The BGISSEQ-SMART-Seq2 dataset are available at https://www.ncbi.nlm.nih.gov/sra?linkname=bioproject_sra_all&from_uid=430491. In particular, data from accessions SRX3654625, SRX3654622, SRX3656423, SRX3656430, SRX3656492, SRX3654606, SRX365816 and SRX3654921 were used.

Code availability
Cumulus code consists of four components: the Pegasus and scPlot python packages; the Cumulus WDL workflows and Docker files; the Cumulus docker images; and the Cirrocumulus app. Pegasus source code is available at https://github.com/klarman-cell-observatory/pegasus. Pegasus documentation is available at https://github.com/klarman-cell-observatory/pegasus. Cumulus documentation is available at https://github.com/klarman-cell-observatory/cumulus. The source code used to generate feature-count matrices, generate_count_matrix_ADVs, is available at https://github.com/klarman-cell-observatory/cumulus_feature_barcoding. Cumulus Docker images are available at https://hub.docker.com/u/cumulusprod. For Terra users, we additionally deposited Cumulus workflows in the Broad Methods Repository (https://portal.firecloud.org/registry/tterra/methods) and provide a step-by-step manual at https://cumulus.readthedocs.io. Cirrocumulus source code is available at https://github.com/klarman-cell-observatory/cumulus. The code used to generate feature-count matrices, generate_count_matrix_ADVs, is available at https://github.com/klarman-cell-observatory/cumulus_feature_barcoding. Cirrocumulus documentation is available at https://cumulus.readthedocs.io. Pegasus, scPlot, Cumulus WDL files, Docker files and Cirrocumulus are licensed under a BSD three-clause license. In addition, we documented licenses for Cumulus dependencies in Supplementary Data 5. Due to third-party licensing requirements, we can only provide CellRanger dockers without bc2flastq and users can build...
their private bc2fastq2-containing Dockers by following the instructions listed in the Cumulus documentation.
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Extended Data Fig. 1 | The new HVG selection procedure provides excellent quality vs. the standard procedure. a, New HVG selection procedure (n=16,613 robust genes). Variance (y axis) vs. mean (x axis) of log expression. Red: fitted LOESS curve. HVGs (blue) are defined as the genes above the LOESS curve. b, Curated immune genes captured by each procedure. The number of ImmPort curated immune genes selected by a standard HVG procedure (red) and Cumulus (blue). c, Analysis with HVGs by new approach highlighted an additional cell type (n=274,182 bone marrow cells). Fit-SNE plots of cells from the bone marrow dataset generated by Cumulus with HVG genes selected by the standard (left) and new (right) procedure and colored by cell subset annotations. Bottom: Adjusted Mutual Information (AMI) score shows overall high concordance. Only the plot from the new procedure identifies megakaryocytes. HSCs: hematopoietic stem cells; MSCs: mesenchymal stem cells; cDCs: conventional dendritic cells; pDCs: plasmacytoid dendritic cells; NK cells: natural killer cells.
Extended Data Fig. 2 | Benchmarking of batch correction methods on 34,654 bone marrow cells. a, Execution time of each method. b–g, UMAP visualizations of the bone marrow cells (n = 34,654) colored by either cell type annotation (left) or donor identity (right) without batch correction (b, baseline), with L/S adjustment (c, Pegasus), ComBat (d), MNN (e), BBKNN (f), and Seurat v3 (g).
Extended Data Fig. 3 | Benchmarking of approximate nearest neighbor finding methods on the bone marrow dataset (n = 274,182 cells).
Accuracy (a, y axis, % recall, Methods) and speed (b, y axis, minutes) of each of three methods. Boxplot (a): Line: median; box boundaries: lower and upper quartiles; whiskers: 1.5 interquartile range (IQR) below and above the low and high quartile, respectively.
Extended Data Fig. 4 | Adjusting diffusion pseudotime map parameters for visualization of pseudotemporal trajectories. a, Using a large number of diffusion pseudotime components yields a developmental trajectory that enhances separation of trajectories of different cell populations (n = 274,182 bone marrow cells). FLEs of single cell (colored by cell type annotation) generated from diffusion pseudotime maps (t = ∞) with 15 (left), 50 (middle) or 100 (right) components. CD8+ and CD4+ naïve T cells are fused together in the left FLE (circled in red). Erythrocytes and Pro-B cells are overlapped in the middle FLE (circled in Red). b, Choosing the timescale t for a diffusion pseudotime map. Von Neumann entropy (y axis) for diffusion maps with 100 components calculated from the bone marrow data at different timescales (x axis). Black point: knee point.
Extended Data Fig. 5 | Spectral community detection algorithms combine the strengths of spectral clustering and community detection algorithms.

Fit-SNE of bone marrow single cells (dots, $n = 274,182$) colored by cluster assignment from (a) Spectral (left) vs. Louvain (right) clustering; (b) Louvain (left) vs. Spectral Louvain (right) clustering; or (c) Leiden (left) vs. spectral Leiden (right) clustering. Top: Execution time; bottom: Adjusted Mutual Information (AMI). Post hoc annotation labels are listed.

Extended Data Fig. 5 | Spectral community detection algorithms combine the strengths of spectral clustering and community detection algorithms.

Fit-SNE of bone marrow single cells (dots, $n = 274,182$) colored by cluster assignment from (a) Spectral (left) vs. Louvain (right) clustering; (b) Louvain (left) vs. Spectral Louvain (right) clustering; or (c) Leiden (left) vs. spectral Leiden (right) clustering. Top: Execution time; bottom: Adjusted Mutual Information (AMI). Post hoc annotation labels are listed.
Extended Data Fig. 6 | Deep-learning based visualization speeds up t-SNE and FLE visualizations while maintaining comparable quality. Visualization of cell profiles (dots) from the full bone marrow data set (n = 274,182) colored by the same Louvain cluster membership (color; legend shows post hoc annotations) and laid out by (a) t-SNE (left), Net-tSNE (middle), or Fit-SNE (right); or (b) by FLE (left) or Net-FLE (right). Top: Execution time and kSIM acceptance rate.
Extended Data Fig. 7 | Benchmark the count step with respect to number of channels for the bone marrow dataset. Plot of maximum runtime in hours (left) and amortized total costs (right) in US dollars against the number of 10x channels.
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1) Cumulus v0.15.0, which consists of Dockerfiles and WDL workflows, Pegasus analysis package and Cirrocumulus visualizer, is developed as the main contribution of this paper.
2) Pegasus v0.15.0, SCANPY v1.4.4.post1 and Seurat v3.1.0 are used for benchmarking purpose.
3) Cell Ranger v3.1.0, Optimus v1.4.0+ (forked from GitHub master branch), Alevin v1.1, Kallisto-BUStools v0.24.4 and STARsolo v2.7.3a are benchmarked with respect to cloud execution speed for generating gene-count matrices.
4) Cirrocumulus v1.0.0 is used in Supplementary Video 3 for demonstration.
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Sample size

| Sample size | Description |
|-------------|-------------|
|             | We have benchmarked Pegasus and alternative tools on three publicly available data sets: human bone marrow, mouse brain and human PBMC. We additionally benchmarked Cumulus and alternatives on the human bone marrow data set. The human bone marrow dataset has 274,182 cells after filtration. The mouse brain dataset has 1,286,072 cells after filtration. The human PBMC dataset has 4,515 cells after filtration. There is no sample size calculation involved. Because all three datasets are publicly available datasets produced before this paper, there is no way that we can control their sample size (i.e. number of single cells). However, we have good reasons to choose these 3 datasets. We generated the bone marrow dataset as part of the Human Immune Cell Atlas effort and thus have a better understanding of this data. As a result, the bone marrow dataset is ideal for us to test/validate implementation/algorithmic improvements Pegasus has made. The mouse brain and human PBMC datasets represent large (~1.3M cells) and small (~ 4.5K cells) datasets and serve as good test cases showing that Pegasus works well for datasets at a variety of scales. |

Data exclusions

| Data exclusions | Description |
|-----------------|-------------|
|                 | Low quality single cells were filtered out according to per-established criteria, which are clearly documented in the online Methods. |

Replication

| Replication | Description |
|-------------|-------------|
|             | The bone marrow dataset was collected from 8 donors with equal gender balance, consisting of 63 10x channels (V2 chemistry). The mouse brain dataset was collected from 2 embryonic day 18 mice, consisting of 133 10x channels (V2 chemistry). The human PBMC dataset was collected from one donor, consisting of 1 10x channel (V3 chemistry). The replication information has been clearly documented at the websites providing these publicly available datasets. |

Randomization

| Randomization | Description |
|---------------|-------------|
|               | We do not have experimental groups. |

Blinding

| Blinding | Description |
|----------|-------------|
|          | We do not have experimental groups. |
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Materials & experimental systems

| n/a | Involved in the study |
|-----|-----------------------|
|     |                       |
| [x] | Antibodies            |
| [x] | Eukaryotic cell lines |
| [x] | Palaeontology         |
| [x] | Animals and other organisms |
| [x] | Human research participants |
| [x] | Clinical data         |

Methods

| n/a | Involved in the study |
|-----|-----------------------|
|     |                       |
| [x] | ChiP-seq              |
| [x] | Flow cytometry        |
| [x] | MRI-based neuroimaging |