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Abstract

Model compression can significantly reduce sizes of deep neural network (DNN) models so that large, sophisticated models after compression can be deployed on resource-limited mobile and IoT devices. However, model compression often introduces deviated behaviors into a compressed model: the original and compressed models output different prediction results for the same input. Hence, it is critical to warn developers and help them comprehensively evaluate possible consequences of such behaviors before deployment. To this end, we propose TriggerFinder, a novel, effective and efficient testing approach to automatically identifying inputs to trigger deviated behaviors in compressed models. Given an input \( i \) as a seed, TriggerFinder iteratively applies a series of mutation operations to change \( i \) until the resulting input triggers a deviated behavior.

However, compressed models usually hide their architecture and gradient information; without such internal information as guidance, it becomes difficult to effectively and efficiently trigger deviated behaviors. To tackle this challenge, we propose a novel fitness function to determine the mutated input that is closer to the inputs that can trigger the deviated predictions. Furthermore, TriggerFinder models this search problem as a Markov Chain process and leverages the Metropolis-Hasting algorithm to guide the selection of mutation operators.

We evaluated TriggerFinder on 18 compressed models with two datasets. The experiment results demonstrate that TriggerFinder can successfully find triggering inputs for all seed inputs while the baseline fails in certain cases. As for efficiency, TriggerFinder is 5.2x–115.8x as fast as the baselines.

Introduction

Compressed models are increasingly deployed for deep learning tasks on mobile and embedded devices. Compared to original models, compressed ones achieve similar accuracy on the original test data but require significantly less time and computational resources, e.g., disk, memory and energy, for inference (Choudhary et al. 2020; Wang et al. 2019). However, model compression is a lossy process. A compressed model can make predictions deviated from its original model for the same input (Xie et al. 2019b,a). For example, given the two images in Figure 1, the LeNet-4 (Le-cun et al. 1998) model correctly predicts both as 4 while its compressed model predicts the left one as 9 and the right one as 6. We say a deviated behavior occurs if a compressed model makes a prediction different from its original model. The input that triggers such a deviated behavior is referred to as a triggering input; otherwise a non-triggering input. Our objective is to effectively find triggering inputs for a given pair of compressed model and its original model, so that users and developers of the compressed model can understand the consequence before the deployment of compressed models (Akhtar and Mian 2018; Liu et al. 2018). However, it is non-trivial to identify triggering inputs. Specifically, to accelerate the inference efficiency and reduce the storage consumption, compressed models usually hide their architectures and the intermediate results. Without such information as guidance, it is difficult for input generation approaches to effectively and efficiently find the triggering inputs. For example, the state-of-the-art approach, DiffChaser (Xie et al. 2019b), is not necessarily able to find the triggering inputs for compressed models. The reason is that the fitness function of DiffChaser is not able to capture the difference between the two models' predictions. Further, as a genetic algorithm, DiffChaser needs to crossover a considerably large portion of inputs and feed them into DNN models in each iteration. As a result, DiffChaser is computationally expensive, requiring thousands of queries from the two models to find a triggering input.

In this paper, we propose TriggerFinder, an effective and efficient technique to automatically trigger deviated behaviors for compressed DNN models.
input seed, TriggerFinder mutates it successively until a triggering input is found. The mutation is guided by a specially designed fitness function, which measures (1) the difference between the prediction outputs of the original and compressed model, and (2) whether the input triggers a previously unobserved states of two models. The fitness function of TriggerFinder does not require the model’s intermediate results, and thus TriggerFinder can be applied to any compressed model. Unlike DiffChaser, TriggerFinder only selects one mutation operator and generates one mutated input at each iteration, resulting in much less queries than DiffChaser. To achieve this, TriggerFinder models the selection of mutation operators as a Markov Chain process and adopts the Metropolis-Hastings (MH) algorithm (Kass et al., 1998) to guide the selection. Specifically, TriggerFinder prefers a mutation operator that is likely to enlarge the fitness function value of subsequent mutated inputs.

To evaluate TriggerFinder, we conduct the experiments using 18 pairs of models (i.e. the original model and its compressed one) on 2 datasets, MNIST (LeCun and Cortes 2010) and CIFAR-10 (Krizhevsky, Nair, and Hinton 2009). The compressed models are prepared by diverse representative techniques: weight pruning (Li et al., 2017) [Han et al., 2015], quantization (Zhou et al., 2017) [Rastegari et al., 2016] and knowledge distillation (Polino, Pascanu, and Alistarh 2018) [Mishra and Marr 2018]. The model architectures include both small- and large-scale ones, from LeNet to VGG-16. We use DiffChaser, the state-of-the-art blackbox approach as a baseline for comparison.

We evaluate the effectiveness and efficiency of TriggerFinder. For effectiveness, we feed a fixed number of seed inputs to TriggerFinder and measure the ratio of seed inputs given which TriggerFinder can successfully generate triggering inputs. For efficiency, we measure the time and queries that TriggerFinder needs to find one triggering input given a seed input. We repeat each experiment five times using five sets of seed inputs.

TriggerFinder achieves 100% success rate while the baseline DiffChaser cannot generate triggering inputs for some seed inputs. On average, TriggerFinder can generate a triggering input within 0.28s while the baseline needs more than 4.96s. Further, the number of queries needed by TriggerFinder is much smaller. TriggerFinder is also able to find one triggering input with an average of 24.97 queries while DiffChaser needs 4,059.53.

In summary, this paper makes the following contributions.

1. We propose a novel method by leveraging a novel fitness function and the MH algorithm to find the triggering input for original DNN models and the compressed ones.
2. We implement TriggerFinder as a tool and collect a benchmark to facilitate related future researches.
3. We conduct experiments on TriggerFinder and the state-of-the-art technique. Evaluation results show that TriggerFinder significantly outperforms the state-of-the-art technique in terms of both effectiveness and efficiency.

### Preliminary

#### Annotations

Let $f$ denote a DNN model designed for single-label classification, and $g$ denote a corresponding compressed model. Given an arbitrary input $x$, model $f$ outputs a probability vector $f(x) = [p_1, p_2, p_3, \ldots , p_n]$, where $n$ is the total number of all possible classification labels. We refer to the highest probability in $f(x)$ as top-1 probability and denote it as $p_{f}(x)$. We refer to the label whose probability is $p_{f}(x)$ in $f(x)$ as top-1 label and denote it as $l_{f}(x)$. Similarly, the probability vector of the compressed model, the top-1 probability and its label are denoted as $g(x) = [p'_1, p'_2, p'_3, \ldots , p'_n]$, $p_{g}(x)$ and $l_{g}(x)$, respectively.

We assume that compressed model $g$ is a blackbox and only the information $g(x)$, $p_{g}(x)$ and $l_{g}(x)$ are available (Guo et al., 2019) [Cheng et al., 2019] [Bhagoji et al., 2018] [Shi, Wang, and Han 2019]. The reason is that in practice, the intermediate results of compressed models, such as activation values and gradients, are not available due to the lack of such API support in deep learning frameworks. Modern deep learning frameworks, such as TensorFlow Lite and ONNX Inference, usually only provide APIs for end-to-end inference of the compressed model, instead of the acquisition of intermediate results. Moreover, if the compressed model under test requires special devices such as mobile phone, accessing the intermediate results requires the support from system vendors, which is not always feasible. Therefore, it is impractical to adopt test generation approaches designed for DNN models, such as DeepHunter (Xie et al., 2019), DeepGauge (Ma et al., 2018), DeepXplore (Pei et al., 2017) and so on (Kim, Feldt, and Yoo 2019) [Tian et al., 2018]. Further, the blackbox assumption of compressed models increases the generalizability of TriggerFinder.

### State of the Art

DiffChaser (Xie et al., 2019b) is a blackbox genetic-based approach to find the triggering inputs for a compressed model. In the beginning, it creates a pool of inputs by mutating a given non-triggering input. In each iteration, DiffChaser crossovers two branches of the selected inputs and then selectively feeds them back to the pool until any triggering input is found. To determine whether each mutated input will be fed back to the pool or discarded, DiffChaser proposes $k$-Uncertainty fitness function. $k$-Uncertainty measures the difference between the highest probability and $k$-highest probability of either $f(x)$ or $g(x)$. Please note that $k$-Uncertainty does not capture the difference between two models, resulting in its ineffectiveness in certain cases, as shown later in the Section Evaluation.

### Difference from Adversarial Samples

Please note that adversarial samples are different from triggering inputs. The adversarial attack approach targets a single model using a malicious input, which is crafted by applying human-imperceptible perturbation on a benign input (Carlini and Wagner 2017) [Goodfellow, Shlens, and Szegedy 2015] [Odena et al., 2019] [Pei et al., 2017] [Zhang, Chowdhury, and Christakis 2020]. In contrast, a triggering
input is the one that can cause an inconsistent prediction between an original model and its compressed model. Note that adversarial samples of the original model are often not triggering inputs for compressed models. In our preliminary exploration, we have leveraged FGSM (Goodfellow, Shlens, and Szegedy 2015) and CW (Carlini and Wagner 2017) to generate adversarial samples for three compressed models using MNIST. On average, only 18.6 out of 10,000 adversarial samples are triggering inputs.

Model Compression

Various model compression algorithms such as weight pruning (Li et al. 2017; Han et al. 2015), quantization (Zhou et al. 2017; Rastegari et al. 2016) and knowledge distillation (Buçiluundefined, Caruana, and Niculescu-Mizil 2006; Polino, Pascanu, and Alistarh 2018; Mishra and Martí 2018) have been proposed to compress deep learning models. Weight pruning sets a portion of model parameters selected by predefined criteria to zero. The intuition behind weight pruning is that some weights are redundant or have an ignorable contribution to the whole inference process. Quantization compresses a model by reducing the number of bits for number representation. For example, a common way in quantization is to use 8-bit integer representation for numeric parameters, which are originally represented by 32-bit floating-point numbers. Knowledge distillation aims to train a compact model based on its large original model. In the distillation, the knowledge is transferred from the original model into the compact model.

Methodology

This section formulates the targeted problem, and then details how we tackle this problem in TriggerFinder.

Problem Formulation

Given a non-triggering input as seed input $x_s$, TriggerFinder strives to find a new input $x_t$ such that the top-1 label $l_f(x_t)$ predicted by the original model $f$ is different from the top-1 label $l_g(x_t)$ from the compressed model $g$, i.e., $l_f(x_t) \neq l_g(x_t)$. Similar to the mutated-based test generations (Xie et al. 2019b; Odena et al. 2019), TriggerFinder attempts to find $x_t$ by applying a series of input mutation operators on the seed input $x_s$. Conceptually, $x_t = x_s + \epsilon$, where $\epsilon$ is a perturbation made by the applied input mutation operators.

Overview of TriggerFinder

Algorithm 1 shows the overview of TriggerFinder. TriggerFinder takes four inputs: a seed input $x_s$, the original and the compressed model $f$ and $g$, and a list pool of predefined input mutation operators; it returns a triggering input $x_t$ if found.

Algorithm 1: Overview of TriggerFinder

| Input: | $x_s$: a seed input | $f$: the original model | $g$: the compressed model | pool: a list of predefined input mutation operators |
| Output: | an triggering input $x_t$ |
| 1: | $op \leftarrow$ an operator randomly selected from pool |
| 2: | $x_{\text{max}} \leftarrow x_s$ |
| 3: | while true do |
| 4: | $x \leftarrow op(x_{\text{max}})$ |
| 5: | if $l_f(x) \neq l_g(x)$ then |
| 6: | return $x$ // $x$ is a triggering input |
| 7: | if $H_{f,g}(x) \geq H_{f,g}(x_{\text{max}})$ then |
| 8: | $x_{\text{max}} \leftarrow x$ // if it has higher fitness value |
| 9: | $op$.update() // update its ranking value |
| 10: | $op \leftarrow \text{pool}.select(op)$ // select the next operator |

value among all generated inputs, which is initialized with $x_s$ on line 2.

In each iteration, TriggerFinder applies an input mutation operator on the input which has the highest fitness value to generate a new, mutated input, i.e., $x \leftarrow op(x_{\text{max}})$ on line 4. If $x$ triggers a deviated behavior between $f$ and $g$ on line 5 then $x$ is returned as the triggering input $x_t$. Otherwise, TriggerFinder compares the fitness values of $x$ and $x_{\text{max}}$ on line 7, and use the one that has the higher value for the next iteration (line 8). The mutation operators are implemented separately from the main logic of TriggerFinder, and it is easy to integrate more mutation operators. In our implementation, we used the same operators as DiffChaser.

Two factors can significantly affect the performance of the Algorithm 1 fitness function and the strategy to select mutation operators. In the following section, we give a detailed illustration on each of them, including their intuitions and mechanisms.

Fitness Function

Following the existing test generation approaches in software testing (Chen et al. 2016; Odena et al. 2019; Xie et al. 2019b), in TriggerFinder, if the mutated input $x$ is a non-triggering input, the fitness function $H_{f,g}$ is used to determine whether $x$ should be used in the subsequent iterations of mutations (Algorithm 1 Line 7-8). By selecting the proper mutated input in each iteration, we aim to move increasingly close to the triggering input from the initial seed input $x_s$.

Intuitions of TriggerFinder

We design the fitness function from two perspectives. First, if $x$ can cause a larger distance between outputs of $f$ and $g$ than $x_{\text{max}}$, $x$ is more favored than $x_{\text{max}}$. The intuition is that if $x$ can, then future inputs generated by mutating $x$ are more likely to further enlarge the difference. Eventually, one input generated in the future will increase the distance substantially such that the labels predicted by $f$ and $g$ become different, and this input is a triggering input that TriggerFinder has been searching for.
Second, when \( x \) and \( x_{\text{max}} \) cause the same distance between outputs of \( f \) and \( g \), \( x \) is preferred over \( x_{\text{max}} \) if \( x \) triggers a previously unobserved model state in \( f \) or \( g \). Conceptually, a model state refers to the internal status of original or compressed models during inference, including but not limited to a model’s activation status. If an input \( x \) triggers a model state that is different from the previously observed ones, it is likely that it triggers a new logic flow in \( f \) or \( g \). By selecting such input for next iterations, we are encouraging TriggerFinder to explore more new logic flows of two models, resulting in new model behaviors, even deviated ones.

**Definition of Fitness Function** Now we present the formal definition of our fitness function \( H_{f,g}(x) \) for a non-triggering input \( x \) as a combination of two intuitions.

For the first intuition, given an input \( x \), we denote the distance between two DNN models’ outputs as \( D_{f,g}(x) \). Since \( x \) is a non-triggering input, the top-1 labels of \( f(x) \) and \( g(x) \) are the same and we simply use the top-1 probability to measure the distance, i.e., \( D_{f,g}(x) = |p_{f(x)} - p_{g(x)}| \in [0, 1] \).

For our second intuition, since we assume that the compressed model is a blackbox and its internal status is not available, we use the probability vector to approximate the model state. When executing Algorithm 1, we track the pressed model is a blackbox and its internal status is not limited to a model’s activation status. If an input \( x \) triggers a new logic flow in \( f \) or \( g \), it is likely that it triggers a new logic flow in \( f \) or \( g \). By selecting such input for next iterations, we are encouraging TriggerFinder to explore more new logic flows of two models, resulting in new model behaviors, even deviated ones.

**Experiment Design**

**Datasets and Seed Inputs**

We use the two datasets: MNIST (LeCun and Cortes 2010) and CIFAR-10 (Krizhevsky, Nair, and Hinton 2009) to evaluate the performance of TriggerFinder. We choose them as they are widely used for image classification tasks, and there are many models trained on them so that we can collect a sufficient number of compressed models for evaluation. The test set of each dataset consists of 10,000 images that are equally distributed in 10 classes. In our experiments, we randomly select 50 non-triggering inputs from each class of the test set. Thus, for each dataset, we use 500 seed inputs for evaluation. To mitigate the impact of randomness, we repeat the experiments five times using five unique random seeds.
Compressed Models

The compressed models used in our evaluation come from two sources. First, we use three pairs of the original model and the according quantized model used by DiffChaser. More specifically, they are LeNet-1 and LeNet-5 for MNIST, and ResNet-20 for CIFAR-10. They are compressed by the authors of DiffChaser using TensorFlow Lite (Abadi et al. 2015) with 8-bit quantization. The upper half of Table 1 shows their top-1 accuracy.

Second, to comprehensively evaluate the performance of TriggerFinder on other kinds of compressed models, we also prepare 15 pairs of models. Specifically, six of them are for MNIST and the remaining nine of them are for CIFAR-10. These compressed models are prepared by three kinds of techniques, namely, quantization, pruning, and knowledge distillation, using Distiller, an open-source model compression toolkit built by the Intel AI Lab (Zmora et al. 2019). The lower half of Table 1 shows their top-1 accuracy.

Evaluation Metrics

For effectiveness, we measure the success rate to find a triggering input for each seed input. A model query means that one input is fed into both the original DNN model and compressed one. Since the computation of the DNN models is expensive, it is preferred to issue as few queries as possible. The fewer the average queries, the more efficient the test generation.

Success Rate. It measures the ratio of the seed inputs based on which a triggering input is successfully found over the total number of seed inputs. The higher the success rate, the more effective the underlying methodology. Specifically, Success Rate = \( \frac{\sum_{i=1}^{N} S_{x_i}}{N} \), where \( S_{x_i} \) is an indicator: it is equal to 1 if a triggering input based on seed input \( x_i \) is found. Otherwise, \( S_{x_i} \) is 0. \( N \) is the total number of seed inputs, i.e., 500 in our experiments.

Time. It measures the average time to find a triggering input for each seed input. The shorter the time, the more efficient the input generation.

Query. It measures the average number of model queries issued by TriggerFinder in order to find a triggering input for each seed input, i.e., longer than the timeout used in DiffChaser, relatively longer than the timeout used in DiffChaser, i.e., 180s. We use a longer timeout to mitigate the potential threat that the success rate of either DiffChaser or TriggerFinder might not saturate within a short period time, thus causing biased comparisons. For the population size of DiffChaser, we set it to the value as stated in their paper, i.e., 1,000. For a fair comparison, we do not include the white-box approach (Xie et al. 2019a) in our evaluation.

Experiments Setting

Baseline and its Parameters. We use the DiffChaser (Xie et al. 2019b) as the baseline, since it is the state-of-the-art blackbox approach to our best knowledge. Specifically, we use the source code provided by the corresponding authors.

For the timeout to find triggering inputs for each seed input, we use 240s for both DiffChaser and TriggerFinder, relatively longer than the timeout used in DiffChaser, i.e., 180s. For a fair comparison, we do not include the white-box approach (Xie et al. 2019a) in our evaluation.

Others. The experiments are conducted on a CentOS8 server with 2 CPU E5-2683V4 2.1GHz and 8 GPU 2080Ti.
### Results and Discussions

#### Effectiveness

**Success Rate.** The two *Success Rate* columns in Table 2 show the success rate of TriggerFinder and DiffChaser, respectively. TriggerFinder achieves 100% success rate for all pairs of models. In contrast, DiffChaser fails to find the triggering input for certain seed inputs of all the pairs. The ratios of such failures range from 0.04% to 1.44%, with average 0.52%. This result demonstrates that TriggerFinder outperforms DiffChaser in terms of effectiveness. It is because DiffChaser leverages the *k-Uncertainty* fitness function to guide the generation. However, this function does not properly measure the differences between two models. In contrast, our fitness function not only measures the differences between the prediction outputs of the original and compressed models, but also measures whether the input triggers previously unobserved states of two models.

To further investigate the effectiveness of TriggerFinder, we use all the non-triggering inputs in the whole test set as seed inputs and measure the success rate of TriggerFinder on the 18 pairs of models. We found that TriggerFinder can consistently achieve a 100% success rate for all 18 pairs. Note that due to the poor efficiency of DiffChaser as shown in the next section, we are not able to conduct the same experiments using DiffChaser.

**Figure 2** shows two examples of the triggering inputs found by TriggerFinder in MNIST and CIFAR-10 datasets, respectively. The original models correctly classify the two inputs as “5” and “cat”, respectively. However, the inputs are misclassified as “6” and “deer” by the associated compressed models, respectively.

#### Efficiency

**Time.** The two *Time* columns in Table 2 show the average time spent by TriggerFinder and DiffChaser to find triggering inputs for each seed input if successful. The time needed by TriggerFinder to find one triggering input ranges from 0.029s to 1.183s, with the average value 0.283s. DiffChaser takes much longer time than TriggerFinder. Specifically, DiffChaser takes 2.202s up to 21.889s to find one triggering input. On average, TriggerFinder is 43.8x (5.2x up to 115.8x) as fast as DiffChaser in terms of time.

**Query.** The two *Query* columns in Table 2 show the average query issued by TriggerFinder and DiffChaser for all seed inputs if a triggering input can be found. Generally, TriggerFinder only needs less than 30 queries to find a triggering input, with only two exceptions. On average, TriggerFinder is 43.8x (5.2x up to 115.8x) as fast as DiffChaser in terms of time.
is 1,939.15 for PlainNet-20 and the compressed model utilizing the Prune compression technique. In the same pair of models, TriggerFinder only needs 4.31 queries on average. Overall, TriggerFinder is 289.8x (51.8x~535.6x) as few as DiffChaser in terms of queries required.

We further visualize the queries of TriggerFinder and DiffChaser in Figure 3 on two pairs of models: LeNet-5 Quantization-8-bit and ResNet-20 Knowledge Distillation. They are selected since the ratio of queries needed by DiffChaser over the one needed by TriggerFinder is the smallest (51.8x) and largest (535.6x) in all the 18 pairs of models. Figure 3 shows the histogram of the number of queries needed by TriggerFinder and DiffChaser, respectively, as well as the mean and median. It can be observed that TriggerFinder significantly outperforms DiffChaser in terms of queries. The reason is that DiffChaser adopts a genetic algorithm to generate many inputs via crossover and feed them into DNN models in each iteration. As a result, it requires thousands of queries from the two models to find a triggering input. In contrast, TriggerFinder only needs to generate one mutated input and query once in each iteration.

Ablation Study
We further investigate the effects of our fitness function and mutation operator selection strategy. Specifically, we create the following two variants of TriggerFinder and compare their performance with TriggerFinder.

1. TF$_{D}$: the fitness function in TriggerFinder is replaced by a simpler fitness function: $H_{f,g}(x) = D_{f,g}(x) = |p_f(x) - p_g(x)|$. In other words, the fitness function will not trace the model states triggered by inputs.

2. TF$_{R}$: the selection strategy for mutation operators in TriggerFinder is changed to uniform random selection.

We measured the success rate, time, and queries needed by each variant using the same seed inputs as the previous experiments. For TF$_{D}$, its success rates in the 18 pairs range from 40.8% to 100%, with the average value 86.6% only. It implies that it is important to encourage the mutated inputs to explore more model states as formulated by our fitness function. TF$_{R}$ achieves the 100% success rate. In terms of efficiency, the average time spent by TF$_{R}$ for each seed input to find triggering inputs is 0.950x~1.131x as the same as TriggerFinder, with an average value of 1.037x. The queries required by TF$_{R}$ is 0.946x~1.134x as the same as TriggerFinder. More specifically, there are four out of 18 pairs where TF$_{R}$ is marginally more efficient than TriggerFinder and the reason is that with our fitness function, it takes pretty limited iterations (less than 10) for these four pairs to find the triggering input. In such cases, our special selection strategy has not got the enough samples to capture the knowledge of each mutation operator. Nevertheless, in most (the other 14) pairs, TriggerFinder is 1.06x as fast as TF$_{R}$. The ablation study shows that our fitness function and selection strategy
both contribute towards the effectiveness and efficiency of TriggerFinder.

**Conclusion**

In this paper, we proposed TriggerFinder, a novel, effective input generation method to trigger deviated behaviors between an original DNN model and its compressed model. Specifically, TriggerFinder leverages the MH algorithm in the selection of a mutation operator at each iteration to successively mutate a given seed input. TriggerFinder incorporates a novel fitness function to determine whether to use a mutated input in the next iteration. The results show that TriggerFinder outperforms prior work in terms of both effectiveness and efficiency. TriggerFinder can achieve 100% success rate using significantly less amount of time and queries than DiffChaser, the state-of-the-art technique.
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