Higher-order massive neutrino perturbations in large-scale structure

Florian Führer\textsuperscript{a,b} and Yvonne Y.Y. Wong\textsuperscript{c}

\textsuperscript{a}Institut für Theoretische Physik, Universität Heidelberg, Philosophenweg 16, D-69120 Heidelberg, Germany
\textsuperscript{b}Institut für Theoretische Teilchenphysik und Kosmologie, RWTH Aachen, Sommerfeldstraße 16, D-52056 Aachen, Germany
\textsuperscript{c}School of Physics, The University of New South Wales, Sydney NSW 2052, Australia

E-mail: fuehrer@thphys.uni-heidelberg.de, yvonne.y.wong@unsw.edu.au

Received December 18, 2014
Revised February 17, 2015
Accepted February 27, 2015
Published March 26, 2015

Abstract. We develop a higher-order perturbation theory for large-scale structure formation involving a free-streaming hot or warm dark matter species. We focus on the case of mixed cold dark matter and massive neutrinos, although our approach is applicable also to a single warm dark matter species. In order to capture the suppressed growth of neutrino density perturbations on small scales, we account for the full momentum dependence of the phase space distribution using the Vlasov equation, and derive from it a formal closed-form nonlinear equation for the neutrino density. Using a systematic perturbative expansion of this equation we compute high-order corrections to the neutrino density contrast without the explicit need to track the perturbed neutrino momentum distribution. We calculate the leading-order total matter bispectrum for several neutrino masses. Using our result as a benchmark, we test the accuracy of the fluid approximation and a linear approximation used in perturbative and N-body analyses, as well as a new hybrid approach that combines the exact linear evolution with the nonlinear structure of the fluid equations. Aiming at $\lesssim 1\%$ accuracy, we find that the total matter bispectrum with a low neutrino mass $m = 0.046$ eV can be reproduced by all but the fluid approximation, while for larger neutrino masses $m = 0.46 \rightarrow 0.93$ eV only the hybrid approach has the desired accuracy on a large range of scales. This result serves as a cautionary note that approximate nonlinear models of neutrino clustering that reproduce the gross features of some observables may not suffice for precision calculations, nor are they guaranteed to apply to other observables. All of the approximation schemes fail to reproduce the bispectrum of the neutrino density perturbations at better than 20\% accuracy across all scales, indicating that an exact treatment of nonlinear neutrino perturbations is necessary.
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1 Introduction

The dual discoveries of atmospheric and solar neutrino flavour oscillations at the turn of the 21st century and subsequent confirmations of flavour oscillations by terrestrial accelerator and reactor neutrino experiments have by now established unequivocally that at least one neutrino has a mass \( m_i \) \((i = 1, 2, 3)\) exceeding 0.057 eV \([1]\). Measurements of the tritium \(\beta\)-decay end-point spectrum, on the other hand, impose an upper bound on the effective electron neutrino mass of \( m_{ee} \equiv \sum_i |U_{ei}|^2 m_i < 2.2 \text{eV} \) \([2, 3]\), where \( U_{ai} \) \((\alpha = e, \mu, \tau)\) is the neutrino mixing matrix. Together these limits predict a present-day neutrino energy...
density $\Omega_\nu h^2 = \sum_i m_i/(94 \text{ eV})$ in the range $0.0006 < \Omega_\nu h^2 < 0.074$,\footnote{To estimate the maximum $\Omega_\nu h^2$ we have made use of large mixing, i.e., $|U_{ei}| \sim |U_{\mu i}| \sim |U_{\tau i}| \sim O(0.1)$, so that $\max \sum_i m_i \sim 3 m_{ee} \sim 7 \text{ eV}$.} making the neutrino an inevitable and potentially sizeable component of the cosmic dark matter.

Cosmology itself also provides an independent constraint on $\Omega_\nu h^2$ and hence the neutrino mass sum $\sum_i m_i$ via the phenomenon of neutrino free-streaming. See, e.g., [4–6] for recent reviews. In linear perturbation theory free-streaming causes the scalar spacetime metric perturbations on length scales smaller than a certain $m_i$-dependent “free-streaming scale” to decay away. Such a scale-dependent decay manifests itself in the cosmic microwave background (CMB) temperature anisotropies as an enhancement of power in the temperature autocorrelation spectrum at large $\ell$ multipoles; for the large-scale matter distribution, its main effect is to attenuate the growth of density perturbations on small scales. The non-observation so far of these scale-dependent effects in various CMB and galaxy redshift surveys have allowed us to constrain $\sum_i m_i$ to at most $O(1) \text{ eV}$ in $\Lambda$CDM-cosmologies and variants thereof, the precise number depending on the details of the cosmological model adopted in the statistical inference and the data combination used. See, e.g., [7, 8] for a summary of pre- and post-Planck bounds. The next generation of multi-purpose galaxy/cluster/cosmic shear surveys such as the Large Synoptic Survey Telescope\footnote{http://www.lsst.org/lsst/} and the ESA Euclid mission\footnote{http://sci.esa.int/euclid/} are expected to improve these limits by at least an order of magnitude: conservative estimates place the $1\sigma$ sensitivity to $\sum_i m_i$ in the $0.02 \to 0.03 \text{ eV}$ region [9, 10], sufficient to even “measure” the minimum predicted neutrino mass sum with $2\sigma+$ significance.

Realisation of this last goal, however, hinges crucially on our being able to predict the observable quantities to an adequate level of accuracy. To this end, the need to go beyond linear perturbation theory in the computation of matter perturbations on scales relevant for galaxy redshift and cosmic shear surveys cannot be overemphasised. Higher-order perturbation theory for cold dark matter (CDM)-only cosmologies has been explored in great detail, including extensions to resummation and renormalisation group schemes. See, e.g., [11] for a review and [12–18] for a sample of recent works. Free-streaming massive neutrinos with a velocity dispersion, however, demand a different treatment, and attempts to incorporate them in a higher-order calculation so far consist in approximations that may not be well justified. The works of [19–21], for example, assume the neutrinos to have density and velocity perturbations only to linear order. The analyses of [22–24] attempt to include nonlinear neutrino perturbations by modelling the free-streaming neutrinos as a fluid with a sound speed; while this approach reproduces qualitatively the effect of suppressed perturbation growth, the effective sound speed remains an ad hoc quantity that, in principle, needs to be fixed order by order in the perturbative series.\footnote{The linear analysis of mixed CDM+massive neutrino cosmologies in [25] shows that the steady-state solution for the neutrino density perturbations does have a Jeans-scale-like quantity from which one can extract an effective sound speed for the neutrinos. There is however no persuasive reason that this same sound speed should apply to all orders.}

In this paper, we develop from first principles a higher-order perturbation theory for free-streaming particles in structure formation and apply it to the case of massive neutrinos. We focus on perturbations in the neutrino energy density, and formulate the theory in a way that avoids the explicit evaluation of the perturbed neutrino momentum distribution in real time (in contrast to the recent work of [26]). When combined with standard perturbation theory for CDM, this theory can be used to calculate observables such as the $N$-point statistics.
of the matter density perturbations in mixed cold+hot dark matter cosmologies without further, uncontrolled approximations. We apply the theory to compute the leading-order total matter bispectrum, and use our result as a benchmark against which to test the validity of the approximation schemes of [19–23] discussed above. As the full nonlinear theory is quite computationally intensive, we also investigate a hybrid approximation scheme that combines elements of the full theory and the simpler fluid approach.

Lastly, we note that perturbative analyses such as this one can also inform \(N\)-body simulations of large-scale structure. This is especially so in view of the large amount of simulation noise incurred by the particle realisation of neutrinos free-streaming at some 10\% of the speed of light at initialisation, e.g., [27, 28]. Although a good number of approximation schemes have been advocated to circumvent the noise problem, e.g., [29–32], these schemes need to be grounded in theory and the extent of their validity investigated. In this work, we shall identify the perturbative limits of some of these approximation schemes, and compare them with our full nonlinear theory of neutrino perturbations.

The paper is structured as follows. We review in section 2 the standard perturbation theory for CDM, and extend the theory to the case of two fluids with disparate effective sound speeds. In section 3, starting from the collisionless Boltzmann equation, we develop our perturbation theory for the neutrino density contrast, and generalise this framework to mixed CDM+neutrino cosmologies in section 4. The hybrid approach which combines elements of the exact theory and the fluid approximation is presented section 5. In section 6 we introduce a diagrammatic representation of the theory and the resulting \(N\)-point functions, while in section 7 we apply the theory to compute, in particular, the leading-order matter bispectrum in a mixed CDM+neutrino cosmology, and discuss the validity of various approximation schemes. Section 8 contains our conclusions. We assume the Newtonian limit of cosmological perturbation theory throughout this work.

2 Fluid equations

Consider an ensemble of identical nonrelativistic particles permeating all space in an expanding universe. In the continuum limit, the time evolution of the density contrast \(\delta(x, \tau)\) and peculiar velocity \(u(x, \tau)\) at a comoving spatial coordinate point \(x\) is governed by the continuity and Euler equations (e.g., [11]),

\[
\begin{align*}
\frac{\partial \delta(x, \tau)}{\partial \tau} + \nabla \cdot \{(1 + \delta)u(x, \tau)\} &= 0, \\
\frac{\partial u(x, \tau)}{\partial \tau} + \mathcal{H}(\tau)u(x, \tau) + u \cdot \nabla u &= -\nabla \Phi(x, \tau) - \frac{1}{1 + \delta} \nabla \cdot \{(1 + \delta)\sigma(x, \tau)\}.
\end{align*}
\]

(2.1)

Here, \(\tau\) denotes the conformal time, \(\mathcal{H}(\tau) \equiv d \ln a/d\tau = aH\) the conformal Hubble expansion rate, \(\sigma(x, \tau)\) the spatial stress tensor, and \(\Phi(x, \tau)\) is the Newtonian gravitational potential, related to the density contrast via the Poisson equation,

\[
\nabla^2 \Phi(x, \tau) = \frac{3}{2} \mathcal{H}^2(\tau)\Omega(\tau)\delta(x, \tau),
\]

(2.2)

where \(\Omega(\tau) \equiv \bar{\rho}_m(\tau)/\rho_{\text{crit}}(\tau)\) is the (mean) matter density parameter at time \(\tau\).
It is useful to rewrite the equations of motion in Fourier space, for which we employ the transformation convention

\[ f(\mathbf{k}) = \mathcal{F}[f(x)] = \int d^3xe^{i\mathbf{k} \cdot \mathbf{x}}f(x), \]

\[ f(x) = \mathcal{F}^{-1}[f(\mathbf{k})] = \int \frac{d^3k}{(2\pi)^3} e^{-i\mathbf{k} \cdot \mathbf{x}}f(\mathbf{k}), \]

for some field \( f \). Then, introducing a new, super-conformal time variable \( s = \int_{s_0}^s dt'/a \), and assuming that vorticity vanishes (i.e., \( \nabla \times \mathbf{u} = 0 \)), equation (2.1) can now be equivalently expressed as

\[
\frac{\partial \delta(\mathbf{k})}{\partial s} + a\theta(\mathbf{k}) = -a\left[ \frac{k_1 \cdot k_2}{k_2^2} \theta(\mathbf{k}_1) \delta(\mathbf{k}_2) \right]_k,
\]

\[
\frac{\partial \theta(\mathbf{k})}{\partial s} + aH \theta(\mathbf{k}) - ak^2\Phi(\mathbf{k}) - a\mathbf{k} \cdot \mathbf{\sigma}(\mathbf{k}) = \frac{1}{1 + \delta} \nabla \delta \cdot \mathbf{\sigma}.
\]

where \( \theta(\mathbf{k}) \equiv i\mathbf{k} \cdot \mathbf{u} \) denotes the divergence of the velocity field, accompanied by the Poisson equation,

\[-k^2\Phi(\mathbf{k}) = \frac{3}{2} H^2 \Omega(s) \delta(\mathbf{k}).\]

For convenience we have adopted in equation (2.4) a short-hand notation for the convolution integrals,

\[
\int \left( \prod_{i=1}^n \frac{d^3k_i}{(2\pi)^3} \right) (2\pi)^3 \delta_D \left( \mathbf{k} - \sum_{i=1}^n \mathbf{k}_i \right) f_1(\mathbf{k}_1) \ldots f_n(\mathbf{k}_n) \equiv [f_1(\mathbf{k}_1) \ldots f_n(\mathbf{k}_n)]_k.
\]

Where no confusion is likely to arise, we shall not write out explicitly the time dependence of the variables.

### 2.1 Effective sound speed and the free-streaming scale

As they stand now equations (2.4) and (2.5) do not form a closed system of equations; we have not yet specified the behaviour of the spatial stress tensor \( \mathbf{\sigma} \). To model CDM particles it is common to assume \( \mathbf{\sigma} = 0 \) in the mildly nonlinear regime where no shell crossing has yet occurred (see, however, [17, 18, 33])). The assumption always breaks down, however, for any other form of free-streaming dark matter that comes with an intrinsic velocity dispersion, e.g., massive neutrinos, or warm dark matter (WDM) particles. In such cases, approximating the stress term by an effective sound speed \( c_s^2 \) in the manner

\[
\mathbf{\sigma} = c_s^2(s) \delta \mathbf{1}
\]

at least permits us to study its effect on the evolution of \( \delta \) and \( \theta \) qualitatively. Endowing \( c_s^2 \) with a \( k \)-dependence might yield even better results, but at the expense of introducing a non-local term in the equations of motion in real space.

Then, replacing the stress tensor in the linearised version of equation (2.4) according to equation (2.7) yields

\[
\frac{\partial^2 \delta^{(1)}}{\partial s^2} + a^2 \left( k^2 c_s^2 - \frac{3}{2} H^2 \Omega(s) \right) \delta^{(1)} = 0,
\]

(2.8)
where we have also made use of the Poisson equation (2.5). The role of the stress term is then clear: for those $k$ values at which $k^2c_s^2$ is much smaller than the gravitational source term proportional to $(3/2)H^2\Omega(s)$, the linear density contrast $\delta^{(1)}$ grows with time as though $c_s^2$ were zero (i.e., like CDM). At the other extreme where the stress term exceeds the gravitational source term, the growth of $\delta^{(1)}$ is suppressed. The demarcation between these two limiting behaviours is called the free-streaming scale $\lambda_{FS} = \frac{2\pi}{k_{FS}}$, defined here as

$$k_{FS}^2 \equiv \frac{3H^2\Omega(s)}{c_s^2} \approx \frac{3a^2m^2H^2\Omega(s)}{q^2},$$

(2.9)

where we have approximated the effective sound speed by the velocity dispersion of the unperturbed momentum distribution $\bar{f}(q)$ \cite{23,34}, with

$$q^2 \equiv \int d^3q q^2 \bar{f}(q) \int d^3q \bar{f}(q),$$

(2.10)

and $m$ is the particle mass. The approximation $\sigma = \frac{q^2}{(am)}\delta 1$ thus corresponds to assuming that the perturbed distribution is the same as the unperturbed one, but allowing for a spatial dependence of the number density. At linear order, up to a subdominant source terms\(^5\) this corresponds to a velocity expansion up to second order \cite{34}.

At linear order the fluid description (2.8) faithfully reproduces the clustering behaviour of free-streaming dark matter on length scales much larger than the free-streaming scale, i.e., $k \ll k_{FS}$. On small length scales, $k \gg k_{FS}$, however, the approximation (2.7) necessarily leads to acoustic oscillations in the density contrast, an artefact that renders the fluid approach a poor description especially in WDM scenarios in which the free-streaming WDM is the dominant dark matter constituent. Nonetheless, for mixed CDM+massive neutrino cosmologies where the latter is subdominant, a fluid description for the neutrino component still has some merit in the $k \gg k_{FS}$ regime; we defer a discussion to section 2.3.

### 2.2 Higher-order fluid perturbations

Higher-order perturbation theory for the CDM case (i.e., $\sigma = 0$) is well known (see, e.g., \cite{11}). Generalising the theory to include a sound speed is also straightforward \cite{22}, which we review here for completeness.

We begin by defining a doublet,

$$\varphi(k) = \begin{pmatrix} \delta(k) \\ -\theta(k) \end{pmatrix}.$$  

(2.11)

Then the equations of motion (2.4) can be rewritten in a more compact form:

$$\frac{d\varphi_a(k)}{ds} + \Pi_{ab}(k,s)\varphi_b(k) = a [\gamma_{abc}(k_1,k_2)\varphi_b(k_1)\varphi_c(k_2)]_k + ac_s^2(s)i k \cdot \mathbf{F} \left[ \frac{\varphi_1}{1 + \varphi_1} \nabla \varphi_1 \right] \delta_{a2},$$

(2.12)

where

$$\Pi(k,s) \equiv \begin{pmatrix} 0 \\ -\frac{3}{2}aH^2\Omega(s) + ak^2c_s^2(s) \end{pmatrix},$$

(2.13)

\(^5\)The subdominance can be confirmed by solving the fluid equations without the source term and then comparing with the solution of the Boltzmann hierarchy. See e.g., \cite{23}.
and $\gamma_{abc}(k_1, k_2)$ is the symmetrised integral kernel with

$$
\gamma_{112}(k_1, k_2) = \gamma_{121}(k_2, k_1) \equiv \frac{1}{2} \frac{(k_1 + k_2) \cdot k_2}{k_2^3},
$$

$$
\gamma_{222}(k_1, k_2) = \frac{1}{2} \frac{k_1 \cdot k_2 (k_1 + k_2)^2}{k_1^2 k_2^2}
$$

as its only non-vanishing components.

Equation (2.12) can now be solved by way of a Green’s function. Defining the Green’s function $g_{ab}(k; s, s')$ via

$$
\frac{dg_{ab}(k; s, s')}{ds} + \Pi_{ac}(k, s) g_{cb}(k; s, s') = \delta_{ab} \delta(s - s'),
$$

$$
g_{ab}(k; s, s') = 0 \quad \text{if} \quad s' > s,
$$

equation (2.12) then has the formal solution

$$
\varphi_a(k, s) = g_{ab}(k; s, s_{\text{in}}) \varphi_b(k, s_{\text{in}})
$$

$$
+ \int_{s_{\text{in}}}^s ds' g_{ab}(k; s, s') a(s') \left\{ \left[ \gamma_{bcd}(k_1, k_2) \varphi_c(k_1, s') \varphi_d(k_2, s') \right]_k + c_s^2(s') i k \cdot F \left[ \frac{\varphi_1}{1 + \varphi_1 \nabla \varphi_1} \right] \delta_{k_2} \right\},
$$

where $s_{\text{in}}$ denotes the initial time. Note that in contrast to the CDM case, the presence of a finite sound speed gives rise to a $k$-dependence in $g_{ab}(k; s, s')$. Equation (2.16) can be solved iteratively, with the understanding that the stress term can be expanded in powers of $\delta$ thus:

$$
F \left[ \frac{\delta}{1 + \delta \nabla \delta} \right] = [i k_1 \delta(k_1) \delta(k_2)]_k - [i k_1 \delta(k_1) \delta(k_2) \delta(k_3)]_k + \ldots,
$$

thereby yielding an expansion in powers of $\varphi(k, s_{\text{in}})$.

### 2.3 Two-fluid perturbation theory

Generalisation of the perturbation theory to two fluids coupled only through gravity, e.g., CDM and massive neutrinos, requires only minimal modifications to the equations of motion. Firstly, the gravitational potential $\Phi$ in the Poisson equation (2.5) is now sourced by both CDM and neutrino density perturbations, $\delta_C$ and $\delta_\nu$, which requires that we make the replacement

$$
\delta(k, s) \rightarrow f_C \delta_C(k, s) + f_\nu \delta_\nu(k, s),
$$

where $f_C$ and $f_\nu$ denote the fractions of the total matter density $\Omega(s)$ in the form of CDM and massive neutrinos respectively, and $f_C + f_\nu = 1$.\(^6\) Note that these fractions are constant in our nonrelativistic treatment of the neutrinos.

\(^6\)In this definition we have implicitly assumed that CDM and baryons form a single fluid, and the parameter $f_C$ subsumes both fractions of nonrelativistic matter in the form of CDM and in the form of baryons.
Then, assigning the doublets $\varphi_a$ (subscript) and $\varphi^A$ (superscript) to the CDM and the neutrino fluid respectively, the Green's functions are defined by

$$
\frac{dg_{ab}}{ds}(k; s, s') + \Pi_{ac}(s) g_{cb}(k; s, s') - \delta_{ab}^3 \frac{3}{2} a \mathcal{H}^2 \Omega(s) f_\nu g^1_b(k; s, s') = 0,
$$

$$
\frac{dg^A}{ds}(k; s, s') + \Pi^{AC}(k, s) g^{C}_b(k; s, s') - \delta_A^3 \frac{3}{2} a \mathcal{H}^2 \Omega(s) f_C g_1 b(k; s, s') = 0,
$$

$$
\frac{dg^{AB}}{ds}(k; s, s') + \Pi^{AC}(k, s) g^{CB}(k; s, s') - \delta^{AB}_2 \frac{3}{2} a \mathcal{H}^2 \Omega(s) f_C g_1 B(k; s, s') = 0,
$$

$$
\frac{dg_a}{ds}(k; s, s') + \Pi_{ac}(s) g_{cb}(k; s, s') - \delta_a^2 \frac{3}{2} a \mathcal{H}^2 \Omega(s) f_\nu g^{1}_b(k; s, s') = 0,
$$

(2.19)

where the matrices $\Pi_{ab}(s)$ and $\Pi^{AB}(k, s)$ take the form given in equation (2.13), but with the replacements

$$
\Pi_{21}(s) = -\frac{3}{2} a \mathcal{H}^2 \Omega(s) f_C,
$$

$$
\Pi^{21}(k, s) = -\frac{3}{2} a \mathcal{H}^2 \Omega(s) f_\nu + ak^2 c_2^a(s),
$$

(2.20)

and

$$
\frac{g_{ab}}{d_s}(k; s, s') \rightarrow \delta_{ab}, \quad \frac{g^{AB}}{d_s}(k; s, s') \rightarrow \delta^{AB},
$$

$$
\frac{g_a}{d_s}(k; s, s') \rightarrow 0, \quad \frac{g^{A}}{d_s}(k; s, s') \rightarrow 0,
$$

(2.21)

$$
g(k; s, s') = 0 \text{ if } s' > s
$$

constitute the initial conditions. The full nonlinear equations then have the formal solutions

$$
\varphi_a(k, s) = g_{ab}(k; s, s_{in}) \varphi_b(k, s_{in}) + g_a^B(k; s, s_{in}) \varphi^B(k, s_{in})
+ \int_{s_{in}}^s ds' g_{ab}(k; s, s') a(s') \left[ \gamma_{bcd}(k_1, k_2) \varphi_c(k_1, s') \varphi_d(k_2, s') \right]_k
+ \int_{s_{in}}^s ds' g_a^B(k; s, s') a(s') \left\{ \left[ \gamma^{BCD}(k_1, k_2) \varphi^C(k_1, s') \varphi^D(k_2, s') \right]_k + c_2^a(s') i k \cdot \mathcal{F} \left[ \frac{\delta_\nu}{1 + \delta_\nu} \nabla \delta_\nu \right] \delta^{B2} \right\}.
$$

(2.22)

and

$$
\varphi^A(k, s) = g^A_b(k; s, s_{in}) \varphi_b(k, s_{in}) + g^{AB}(k; s, s_{in}) \varphi^B(k, s_{in})
+ \int_{s_{in}}^s ds' g^A_b(k; s, s') a(s') \left[ \gamma_{bcd}(k_1, k_2) \varphi_c(k_1 s') \varphi_d(k_2, s') \right]_k
+ \int_{s_{in}}^s ds' g^{AB}(k; s, s') a(s') \left\{ \left[ \gamma^{BCD}(k_1, k_2) \varphi^C(k_1, s') \varphi^D(k_2, s') \right]_k + c_2^a(s') i k \cdot \mathcal{F} \left[ \frac{\delta_\nu}{1 + \delta_\nu} \nabla \delta_\nu \right] \delta^{B2} \right\}.
$$

(2.23)

a perturbative expansion of which up to third order have been presented in [22]. Later on in sections 6 and 7, we shall also be evaluating these expressions up to second perturbative order for the construction of the leading-order matter bispectrum.
As discussed in section 2.1, for \( k \gg k_{FS} \) the fluid approach formally implies acoustic oscillations, and is, at least at linear order, a poor description of the clustering behaviour of a dominant free-streaming dark matter component on these scales. If the free-streaming dark matter should be subdominant, however, as in the case of massive neutrinos, and the dominant dark matter is cold, then both the fluid description and an exact treatment in terms of the collisionless Boltzmann equation yield at \( k \gg k_{FS} \) the same linear attractor solution, \( \delta^{(1)}_C \sim \left( k_{FS}/k \right)^2 \delta^{(1)}_C \) [25, 35]. The goal of the present work, therefore, is to test the validity of the fluid approximation on the transitional length scales \( k \sim k_{FS} \), especially at higher perturbative orders, against an exact treatment using the collisionless Boltzmann equation.

### 3 Neutrino perturbations from the collisionless Boltzmann equation

The fluid approximation of section 2, although extremely simple, is inherently unsatisfactory. Firstly, there is the question of how one should model the effective sound speed. Indeed, our present choice of \( c_s^2 = v^2 \), where \( v^2 \) is the velocity dispersion of unperturbed momentum distribution implies that the effective sound speed may not be the same at all perturbative orders. Secondly, artificial acoustic oscillations in the density contrast will likely be present before the solution reaches the attractor. Both issues are expected to impact most strongly on the phenomenology at the transitional length scales \( k \sim k_{FS} \).

We therefore begin from first principles, and treat the non-vanishing stress tensor properly by following the evolution of the full momentum distribution \( f(x, q, s) \) as dictated by the (nonrelativistic) collisionless Boltzmann equation (e.g., [36]),

\[
\frac{\partial f}{\partial s} + \frac{q}{m} \cdot \nabla f - a^2 m (\nabla \Phi) \cdot \frac{\partial f}{\partial q} = 0.
\]  

Here, the momentum variable \( q \) is related to the physical momentum \( p \) by \( q = a p \), and \( m \) is the mass of the free-streaming dark matter particle — hitherto loosely termed the “neutrino mass”.

As usual we split the distribution function into a homogeneous and isotropic background and a perturbation, \( f(x, q, s) = \bar{f}(q) + \delta f(x, q, s) \), where, for massive neutrinos, the background component is given by the ultra-relativistic Fermi-Dirac distribution,

\[
\bar{f}(q) = \frac{1}{6\pi^2} \frac{1}{1 + \exp(q/T)},
\]  

with \( T = (4/11)^{1/3} T_{CMB} \approx 1.68 \times 10^{-4} \text{eV} \) representing the present-day neutrino temperature, \( \zeta \) the Riemann zeta function, and the distribution has been normalised such that \( \int d^3q \bar{f}(q) = 1 \). The perturbation \( \delta f \), normalised here as

\[
\delta(x, s) \equiv \frac{\delta \rho(x, s)}{\bar{\rho}(s)} = \int d^3q \delta f(x, q, s),
\]  

where \( \bar{\rho} \) is the homogeneous energy density, follows the collisionless Boltzmann equation (3.1). In Fourier space, this is

\[
\frac{\partial \delta f}{\partial s} + i \frac{q}{m} \cdot \delta f - V(s)\delta(k)v \cdot \frac{\partial \bar{f}}{\partial q} = V(s) \left[ \delta(k_1)v_1 \cdot \frac{\partial \delta f}{\partial q}(k_2) \right],
\]  

where \( V(s) \equiv -(3/2)ima^2(s)\Omega(s), v_i \equiv k_i/k^2 \), and we have gathered all the the linear and nonlinear terms on the left- and right-hand side respectively. Note that in writing
equation (3.4) we have assumed for brevity only the free-streaming dark matter contributes to the Newtonian gravitational potentials Φ; indeed, equation (3.4) would be exact if the dark matter content of the universe consists of only one single species of WDM. The generalisation to a mixed CDM+massive neutrino cosmology will be discussed in section 4.

3.1 Gilbert’s equation

Setting the right-hand side to zero, the linearised version of equation (3.4) is formally solved by [36, 37]

$$\delta f^{(1)}(k, q, s) = \tilde{g}(k, q; s, s_{in}) \delta f^{(1)}(k, q, s_{in}) + \int_{s_{in}}^{s} ds' V(s') \tilde{g}(k, q; s, s') \delta^{(1)}(k, s') v \cdot \frac{\partial f}{\partial q},$$

(3.5)

where $\tilde{g}(k, q; s, s') \equiv \exp[-iq \cdot k (s - s')/m]$ is the solution of the collisionless Boltzmann equation in the free-streaming limit (i.e., formally $\delta = 0$).

Integrating equation (3.5) over momentum $q$ then gives an integral equation for the density contrast $\delta$ [36, 37]

$$\delta^{(1)}(k, s) = I(k, s) + \int_{s_{in}}^{s} ds' K(k; s, s') \delta^{(1)}(k, s'),$$

(3.6)

known as Gilbert’s equation. Here, the source term reads

$$I(k, s) = \int d^3q e^{-iq \cdot k(s-s_{in})/m} \delta f^{(1)}(k, q, s_{in}),$$

(3.7)

while the integral kernel is given by

$$K(k; s, s') = \frac{3}{2} a^2(s') H^2(s') \Omega(s') (s - s') \int d^3q e^{-iq \cdot k(s-s')/m} f(q)$$

$$= \frac{3}{2} a^2(s') H^2(s') \Omega(s') (s - s') F\left(\frac{Tk(s-s')}{m}\right),$$

(3.8)

where [38]

$$F(x) = \frac{4}{3\zeta(3)} \sum_{\alpha=1}^{\infty} \frac{(-1)^{\alpha+1} \alpha}{(\alpha^2 + x^2)^2}$$

$$= \frac{i}{12\zeta(3)x} \left\{ \Psi_1\left(1 + \frac{ix}{2}\right) - \Psi_1\left(-\frac{ix}{2}\right) + \Psi_1\left(-\frac{i}{2}\right) - \Psi_1\left(\frac{i}{2}\right) \right\}$$

(3.9)

follows from integrating the ultra-relativistic Fermi-Dirac distribution, and $\Psi_1(y)$ is a poly-gamma function of order 1. Figure 1 shows $K(k; s, s')$ for several representative values of the neutrino mass $m$, as functions of $k$, at $s = s(a_0 = 1)$ and $s' = s(a = 1/10)$.

Schematically, the solution to equation (3.6) can be written as

$$\delta^{(1)}(k, s) = \int_{s_{in}}^{s} ds' G(k; s, s') I(k, s'),$$

(3.10)

where $G(k; s, s')$ is understood to be a solution of

$$G(k, s, s') - \int_{s_{in}}^{s} dz K(k; s, z) G(k, z, s') = \delta_D(s - s'),$$

(3.11)
Figure 1. The kernel $K(k; s, s')$ as functions of the wavenumber $k$ for a sample of neutrino masses $m$ at $s' = s(a = 1/10)$ and $s = s_0 = s(a_0)$. The limit $T/m \to 0$ corresponds to the CDM limit. Observe that the kernel decreases with growing $k$, and the smaller the neutrino mass the more rapid the decrease. This is a manifestation of neutrino free-streaming, which translates into a reduction of perturbation growth on small length scales.

which is comparable to the definition of a Green’s function, and causality implies $G(k; s, s') = 0$ for $s' > s$.\footnote{Even if no Green’s function-like solution $G(s, s')$ exists, the numerical solution of (3.6) can still formally be written in the form (3.10). See appendix B.} Then, substituting equation (3.10) into equation (3.5) gives the solution to the linearised Boltzmann equation,

$$δf^{(1)}(k, q, s) = \tilde{g}(k, q; s, s_{\text{in}})δf^{(1)}(k, q, s_{\text{in}}) + \int_{s_{\text{in}}}^{s} ds' V(s') \tilde{g}(k, q; s, s') \times v \cdot \frac{∂\bar{f}}{∂q} + \int_{s_{\text{in}}}^{s} ds' V(s') \tilde{g}(k, q; s, s') \int d^3q' \tilde{g}(k, q'; s', s_{\text{in}}) \delta f^{(1)}(k, q', s_{\text{in}}),$$

(3.12)

in terms only of the initial perturbed distribution function $δf^{(1)}(k, q, s_{\text{in}})$.

3.2 Perturbative expansion

It is straightforward to generalise the formal solution (3.5) to the full, nonlinear case. Restoring the nonlinear right-hand side in equation (3.4) and following the same steps that led to equation (3.5) yield a similar formal solution save for an additional nonlinear term:

$$δf(k, q, s) = \tilde{g}(k, q; s, s_{\text{in}})δf(k, q, s_{\text{in}}) + \int_{s_{\text{in}}}^{s} ds' V(s') \tilde{g}(k, q; s, s') δ(k, s')v \cdot \frac{∂f}{∂q} + \int_{s_{\text{in}}}^{s} ds' V(s') \tilde{g}(k, q; s, s') \int d^3q' \tilde{g}(k, q'; s', s_{\text{in}}) \delta f^{(1)}(k, q', s_{\text{in}}),$$

(3.13)

Integrating over momentum $q$ likewise adds a nonlinear term to Gilbert’s equation (3.6):

$$δ(k, s) = I(k, s) + \int_{s_{\text{in}}}^{s} ds' K(k, s, s') δ(k, s') + \int_{s_{\text{in}}}^{s} ds' V(s') \int d^3q' \tilde{g}(k, q'; s, s') \left[ δ(k_1, s')v_1 \cdot \frac{∂f}{∂q} (k_2, q, s') \right]_k,$$

(3.14)
which, after integration by parts and using that \( \int_V d^3q \partial(\bar{g}\delta f)/\partial q = \int_{S(V)} dA \ \bar{g}\delta f \) vanishes on the surface \( S(V) \to \infty \), is equivalently

\[
\begin{align*}
\delta(k, s) &= \int_{s_{in}}^{s} ds' G(k; s, s') I(k, s') - \int_{s_{in}}^{s} ds' G(k; s, s') \int_{s_{in}}^{s'} ds_1 V(s_1) \times \\
&\quad \times \left[ \delta(k_1, s_1) \int d^3q v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \delta f(k_2, q, s_1) \right]_k
\end{align*}
\]

(3.15)

where

\[
\frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} = -\frac{k}{m} (s' - s_1) \tilde{g}(k, q; s', s_1),
\]

(3.16)

and \( G(k; s, s') \) is the Green’s function of equation (3.10).

Observe that the nonlinearity in equation (3.15) resides solely in the coupling \( \delta(k_1) \) and \( \delta f(k_2, q) \). Thus, to solve for the density contrast to second order, \( \delta^{(1+2)}(k) \equiv \delta^{(1)}(k) + \delta^{(2)}(k) \), we need simply to replace \( \delta(k_1) \) and \( \delta f(k_2, q) \) with their linear approximations (3.10) and (3.12) in equation (3.15). This second order solution \( \delta^{(1+2)}(k) \) can then be incorporated into equation (3.13) in order to establish the distribution function \( \delta f^{(1+2)}(k, q) \) also to second order. Putting \( \delta f^{(1+2)}(k, q) \) back into equation (3.15) then gives the desired \( \delta^{(1+2+3)}(k) \).

Formally, the iterative procedure just outlined can be expressed as

\[
\begin{align*}
\delta(k, s) &= \int_{s_{in}}^{s} ds' G(k; s, s') I(k, s') \\
&\quad + \int_{s_{in}}^{s} ds' G(k; s, s') \int_{s_{in}}^{s'} ds_1 \left[ \tilde{\Gamma}^{(1)}(k_1, k_2; s', s_1) \delta(k_1, s_1) \right]_k \\
&\quad + \int_{s_{in}}^{s} ds' G(k; s, s') \int_{s_{in}}^{s'} ds_1 \int_{s_{in}}^{s'} ds_2 \left[ \tilde{\Gamma}^{(2)}(k_1, k_2; s', s_1, s_2) \delta(k_1, s_1)\delta(k_2, s_2) \right]_k \\
&\quad + \int_{s_{in}}^{s} ds' G(k; s, s') \int_{s_{in}}^{s'} ds_1 \int_{s_{in}}^{s'} ds_2 \Theta(s_1 - s_2)V(s_1)V(s_2) \left[ \delta(k_1, s_1)\delta(k_2, s_2) \right] \times \\
&\quad \times \int d^3q v_2 \cdot \frac{\partial}{\partial q} \left( v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \tilde{g}(k_2 + k_3, q; s_1, s_2) \right) \delta f(k_3, q, s_2) \right]_k,
\end{align*}
\]

(3.17)

where we have essentially inserted the formal solution (3.13) for \( \delta f(k, q, s) \) into (3.15), reduced a set of nested convolution integrals in the last term according to

\[
\left[ f(k_1) g(K) [h(k_2) j(k_3)]_K \right]_k = \left[ f(k_1) g(k_2 + k_3) h(k_2) j(k_3) \right]_k,
\]

(3.18)

and integrated by parts using a vanishing \( \int_V d^3q \partial(\bar{g}\delta f)/\partial q = \int_{S(V)} dA \ \bar{g}\delta f \).

The kernels \( \tilde{\Gamma}^{(1)} \) and \( \tilde{\Gamma}^{(2)} \) in the second and third term are given respectively by

\[
\begin{align*}
\tilde{\Gamma}^{(1)} &= -\int V(s_1) \int d^3q v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \tilde{g}(k_2, q; s_1, s_{in}) \delta f^{(1)}(k_2, q, s_{in}) \\
&= \frac{3}{2} A^2(s_1) H^2(s_1) \Omega(s_1) \frac{k_1}{k_2} U_1^2 \int d^3q e^{-U_2^2 q/m} \delta f^{(1)}(k_2, q, s_{in}).
\end{align*}
\]

(3.19)
\[ \Gamma^{(2)} = \Theta(s_1 - s_2) V(s_1) V(s_2) \int d^3 q \: v_2 \cdot \frac{\partial}{\partial q} \left( v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \tilde{g}(k, q; s_1, s_2) \right) \bar{f}(q) \]
\[ = \Theta(s_1 - s_2) \frac{9}{4} a^2(s_1) \mathcal{H}^2(s_1) \Omega(s_1) a^2(s_2) \mathcal{H}^2(s_2) \Omega(s_2) U_2 \frac{K_1}{K_2} U_1 \int d^3 q e^{-iU^2 q/m} \bar{f}(q) \]
\[ = \Theta(s_1 - s_2) \frac{9}{4} a^2(s_1) \mathcal{H}^2(s_1) \Omega(s_1) a^2(s_2) \mathcal{H}^2(s_2) \Omega(s_2) U_2 \frac{K_1}{K_2} U_1 \int \mathcal{F} \left( \frac{T U^2}{m} \right), \tag{3.20} \]

where \( U_2^2 \equiv (k_1 + k_2)(s' - s_1), \ U_2^2 \equiv (k_1 + k_2)(s' - s_1) + k_2(s_1 - s_2), \) \( s_2 \) is identified with the initial time \( s_{in} \) in the case of \( \tilde{\Gamma}^{(1)} \), and \( F(x) \) has been defined in equation (3.9). The initial distribution function \( \delta f(k, q, s_{in}) = \delta f^{(1)}(k, q, s_{in}) \) is always understood to be a linear quantity. Thus, a perturbative expansion of equation (3.17) up to third order can begin by replacing in the last term \( \delta(k_1), \delta(k_2) \) and \( \delta f(k_3, q) \) with their linear approximations (3.10) and (3.12).

Naturally, we need not stop at third order. Indeed, inserting equation (3.13) again into the last term of equation (3.17) yields three terms of the form \( \delta f(s_{in}) \delta \delta, \bar{f}\delta \delta \), and \( \delta f \delta \delta \delta \). Iterating one more time results in another set of three terms such as \( \delta f(s_{in}) \delta \delta \delta, \bar{f} \delta \delta \delta \), and \( \delta f \delta \delta \delta \). The iteration process can be repeated indefinitely to give

\[ \delta(k, s) = \int_{s_{in}}^s ds' \: G(k; s, s') I(k, s') \tag{3.21} \]
\[ + \sum_{n=2}^{\infty} \int_{s_{in}}^s ds' \: G(k; s, s') \int_{s_{in}}^{s'} \prod_{j=1}^{n-1} ds_j \left[ \tilde{\Gamma}^{(n-1)}(k_1, \ldots, k_n; s', s_1, \ldots, s_{n-1}) \prod_{j=1}^{n-1} \delta(k_j, s_j) \right] \]
\[ + \sum_{n=2}^{\infty} \int_{s_{in}}^s ds' \: G(k; s, s') \int_{s_{in}}^{s'} \prod_{j=1}^{n} ds_j \left[ \Gamma^{(n)}(k_1, \ldots, k_n; s', s_1, \ldots, s_n) \prod_{j=1}^{n} \delta(k_j, s_j) \right], \tag{3.22} \]

where the higher-order kernels take the form

\[ \tilde{\Gamma}^{(n-1)} = \left( \prod_{j=1}^{n-1} \Theta(s_j - s_j \frac{3}{2} a^2(s_j) \mathcal{H}^2(s_j) \Omega(s_j) k_j \frac{K_j}{K_j^2} \cdot U_j^n \right) \int d^3 q e^{-iU_n q/m} \delta f^{(1)}(k_n, q, s_{in}), \tag{3.22} \]

and

\[ \Gamma^{(n)} = \left( \prod_{j=1}^{n} \Theta(s_j - s_j \frac{3}{2} a^2(s_j) \mathcal{H}^2(s_j) \Omega(s_j) k_j \frac{K_j}{K_j^2} \cdot U_j^n \right) \int d^3 q e^{-iU_n q/m} \bar{f}(q) \tag{3.23} \]

Here, \( U_j^n \equiv \sum_{i=1}^{j} L_i (s_{i-1} - s_i) \), where \( s_0 \) is identified with the upper integration limit \( s' \), and, in the case of \( \Gamma^{(n-1)} \), \( s_n \equiv s_{in} \). Note that we have chosen this particular manner of indexing for \( \tilde{\Gamma}^{(n-1)} \) so as to highlight the fact that \( \tilde{\Gamma}^{(n-1)} \) is itself already at first order and therefore couples only \( n - 1 \) fields in order to give an \( n \)-th order \( \delta(k, s) \). Observe also that \( \tilde{\Gamma}^{(0)}(k; s) \equiv I(k, s) \) and \( \Gamma^{(1)}(k; s, s') \equiv K(k; s, s') \) are the source function and integral
kernel from equations (3.7) and (3.8) respectively. Derivations of the higher-order kernels can be found in appendix A.1.

The advantage of using equation (3.21) for perturbation theory is that instead of following the full momentum dependence of the perturbed distribution function \( \delta f(k, q, s) \), which corresponds to infinitely many degrees of freedom that need to be integrated, there is now only one degree of freedom \( \delta(k, s) \), and all functions are independent of \( q \). Nonetheless, the effects of the \( q \)-dependence have not been lost: they are now stored in two classes of functions \( \tilde{\Gamma} \) and \( \Gamma \), which, as is manifest in equations (3.22) and (3.23), can be predetermined once the cosmological model and the initial conditions have been chosen. The price we pay, however, is the non-local time dependence of equation (3.21) in the form of the extra time integrals compared with the fluid approach. We note here that the recent analysis of [26] also goes beyond the fluid description for massive neutrinos, and proposes to follow the neutrino perturbation evolution by decomposing the distribution function into different flows. However, this is but a prescription of how to discretise the momentum dependence, and therefore suffers from the same disadvantages (i.e., \( q \)-integration, etc.) discussed above.

Lastly, because the initial distribution function \( \delta f^{(1)}(k, q, s_{in}) = \delta f^{(1)}(k, q, \mu, s_{in}) \), where \( \mu \equiv \hat{k} \cdot \hat{q} \), can be conventionally decomposed in terms of Legendre polynomials \( P_{\ell}(\mu) \) [39],

\[
\delta f^{(1)}(k, q, \mu, s_{in}) = \sum_{\ell=0}^{\infty} (-i)^\ell (2\ell + 1) f_\ell(k, q, s_{in}) P_{\ell}(\mu),
\]

it is convenient to expand the first class of kernels \( \tilde{\Gamma}^{(n)} \) in the same manner. This yields, for example,

\[
\tilde{\Gamma}^{(0)} \equiv I(k, s) = \sum_{\ell=0}^{\infty} 4\pi(-1)^\ell (2\ell + 1) \int_0^\infty dq q^2 j_\ell \left( \frac{kq}{m} (s - s_{in}) \right) f_\ell(k, q, s_{in}),
\]

\[
\tilde{\Gamma}^{(1)} = \frac{3}{2} a^2 (s_1) \mathcal{H}^2(s_1) \Omega(s_1) \frac{k_1}{H_1} U_1^2 \]

\[
\times \sum_{\ell=0}^{\infty} 4\pi(-1)^\ell (2\ell + 1) P_{\ell} \left( \hat{k}_2 \cdot \hat{U}_2^2 \right) \int_0^\infty dq q^2 j_\ell \left( \frac{U_2^2 q}{m} \right) f_\ell(k_2, q, s_{in}),
\]

where \( j_\ell(x) \) is the spherical Bessel function of order \( \ell \). The full derivation and generalisation to \( n > 1 \) can be found in appendix A.2.

### 4 Combining CDM and neutrinos

Having brought the collisionless Boltzmann equation into a more convenient form for perturbative calculations, we are now in the position to generalise our theory to the case of mixed CDM and massive neutrinos. As in the two-fluid treatment of section 2.3, the generalisation consists in replacing \( \delta \) with \( f_C \delta_C + f_\nu \delta_\nu \) in all occurrences of the gravitational potential \( \Phi \) in the CDM equations of motion and in the collisionless Boltzmann equation (3.4). Thus, the equations to be solved for this combined system are

\[
\frac{\partial \varphi_c(k)}{\partial s} + \Pi_{ab}(k, s) \varphi_b(k) - \delta_{a2} \frac{3}{2} a \mathcal{H}^2 \Omega(s) f_\nu \delta_\nu(k) = a \left[ \gamma_{abc}(k_1, k_2) \varphi_b(k_1) \varphi_c(k_2) \right]_k ,
\]

(4.1)
\[ \delta_\nu(k, s) = I_\nu(k, s) + \int_{s_{in}}^s ds' K_\nu(k; s, s') \{ f_C \delta_C(k_j, s_j) + f_\nu \delta_\nu(k_j, s_j) \} + S_\nu[\varphi, \delta_\nu; k, s], \tag{4.2} \]

where \( \varphi \equiv (\delta_C, -\theta_C)^T \), \( \Pi_{ab}(k, s) \) takes the form given in equation (2.13) but with the replacement \( \Pi_{21} = (3/2) a \mathcal{H}^2 \mathcal{H}(s) f_C \), the linear neutrino source term \( I_\nu(k, s) \) and integral kernel \( K_\nu(k; s, s') \) are identically \( I(k, s) \) and \( K(k; s, s') \) from equations (3.7) and (3.8) respectively, and

\[ S_\nu[\varphi, \delta_\nu; k, s] = \sum_{n=2}^{\infty} \int_{s_{in}}^s \prod_{j=1}^{n-1} ds_j \left[ \Gamma^{(n-1)}(k_1, \ldots, k_n; s, s_1, \ldots, s_{n-1}) \prod_{j=1}^{n-1} \{ f_C \delta_C(k_j, s_j) + f_\nu \delta_\nu(k_j, s_j) \} \right] \]

is the nonlinear neutrino source term.

As in section 2.3, we can construct a perturbation theory for this two-species system by writing down four Green’s functions: two that translate initial perturbations within species, and two that map the initial conditions from one species to the other. The construction is most easily accomplished by first rewriting the CDM evolution equation (4.1) in the form of Gilbert’s equation. Defining the “free-streaming” Green’s function of CDM as

\[ \tilde{g}_C(s, s') = \begin{pmatrix} 1 & a(s')(s - s') \\ 0 & \frac{a(s')}{{a(s)}} \end{pmatrix}, \tag{4.4} \]

so that \( \varphi_a(s) = \tilde{g}_{C,ab}(s, s') \varphi_b(s') \) is but the solution of equation (4.1) in the absence of all gravitational and non-linear source terms, the formal solution to (4.1) in terms of \( \tilde{g}_C \) automatically assumes the Gilbert form:

\[ \varphi_a(k, s) = I_{C,a}(k, s) + \int_{s_{in}}^s ds' K_{C,a}(k; s, s') \{ f_C \delta_C(k_j, s_j) + f_\nu \delta_\nu(k_j, s_j) \}
+ \int_{s_{in}}^s ds' \tilde{g}_{C,ab}(s, s') S_{C,b}[\varphi; k, s'], \tag{4.5} \]

where \( I_{C,a}(k, s) = \tilde{g}_{C,ab}(s, s_{in}) \varphi_b(k, s_{in}) \),

\[ K_{C,a}(k; s, s') = \frac{3}{2} a(s') \mathcal{H}^2(s') \tilde{g}_{C,ab}(s, s') = \frac{3}{2} a(s') \mathcal{H}^2(s') \left( \frac{a(s')(s - s')}{a(s')/a(s)} \right)_a, \tag{4.6} \]

\[ S_{C,a}[\varphi; k, s] = a(s) \left[ \gamma_{abc}(k_1, k_2) \varphi_b(k_1) \varphi_c(k_2) \right]_k \]

play the roles of linear source function, integral kernel, and nonlinear source respectively.

At linear order equations (4.2) and (4.5) for the neutrino and CDM density contrasts form a closed set. We can therefore write their respective formal solutions as

\[ \delta_\nu^{(1)}(k, s) = \int_{s_{in}}^s ds' G_{\nu\nu}(k; s, s') I_\nu(k, s') + \int_{s_{in}}^s ds' G_{\nu C}(k; s, s') I_{C,1}(k, s'), \]

\[ \delta_C^{(1)}(k, s) = \int_{s_{in}}^s ds' G_{C\nu}(k; s, s') I_\nu(k, s') + \int_{s_{in}}^s ds' G_{CC}(k; s, s') I_{C,1}(k, s'). \tag{4.7} \]
The CDM velocity divergence $\theta_C(k, s)$, on the other hand, can be constructed from $\delta_C(k, s)$ at all orders using the $a = 1$ component of equation (4.1), i.e.,

$$\theta_C(k, s) = -\frac{1}{a(s)} \left\{ \frac{d}{ds} \delta_C(k, s) - S_{C,b}[\varphi; k, s] \right\}. \quad (4.8)$$

Then, defining the Green’s functions

$$G_{\nu C,a}(k; s, s') \equiv \int_{s_{\text{in}}}^{s} dz \Theta(z - s') G_{\nu C}(k; s, z) \tilde{g}_{C,1a}(z, s'),$$

$$G_{CC,ab}(k; s, s') \equiv \left( \frac{1}{a(s)} \frac{d}{ds} \right)_{a} \int_{s_{\text{in}}}^{s} dz \Theta(z - s') G_{CC}(k; s, z) \tilde{g}_{C,1b}(z, s'), \quad (4.9)$$

$$G_{C\nu,a}(k; s, s') \equiv \left( \frac{1}{a(s)} \frac{d}{ds} \right)_{a} G_{C\nu}(k; s, s'),$$

the formal solution to the full nonlinear equations (4.2) and (4.5) can now be written as

$$\varphi_a(k, s) = G_{CC,ab}(k; s, s_{\text{in}}) \varphi_b(k, s_{\text{in}}) + \int_{s_{\text{in}}}^{s} ds' G_{C\nu,a}(k; s, s') I_{\nu}(k, s') + \int_{s_{\text{in}}}^{s} ds' G_{CC,ab}(k; s', s') S_{C,b}[\varphi; k, s'] + \int_{s_{\text{in}}}^{s} ds' G_{C\nu,a}(k; s', s') S_{\nu}[\varphi, \delta_{\nu}; k, s'], \quad (4.10)$$

$$\delta_{\nu}(k, s) = G_{\nu C,a}(k; s, s_{\text{in}}) \varphi_a(k, s_{\text{in}}) + \int_{s_{\text{in}}}^{s} ds' G_{\nu \nu}(k; s, s') I_{\nu}(k, s') + \int_{s_{\text{in}}}^{s} ds' G_{\nu C,a}(k; s', s') S_{C,a}[\varphi; k, s'] + \int_{s_{\text{in}}}^{s} ds' G_{\nu \nu}(k; s', s') S_{\nu}[\varphi, \delta_{\nu}; k, s'].$$

Along with equation (3.21) this is the main outcome of our first-principles description of CDM+neutrino perturbations, and should be be compared with equations (2.22) and (2.23) derived from the fluid approximation.

Observe that in the limit $f_{\nu} = 0$, equation (4.10) reduces to the standard solution (2.16) (with $c^2_0 = 0$), and the Green’s functions are identically $G_{CC,ab}(k; s, s') = g_{ab}(s, s')$. In the opposite limit $f_C = 0$, we recover from (4.10) equation (3.21) with the identity $G_{\nu \nu}(k; s, s') = G(k; s, s')$. A perturbative solution of equation (4.10) up to second order will be presented in sections 6 and 7.

5 Hybrid approach

The formalism described in sections 3 and 4 takes into account all information from the neutrino momentum distribution. However, its non-locality in time makes it cumbersome to calculate higher order contributions. We therefore propose an approximation scheme that is as simple as the two-fluid perturbation theory described in section 2.3, but can still capture the strong suppression of power at small length scales without introducing artificial acoustic oscillations.

Our approximation scheme consists of a simple modification to the two-fluid perturbation theory described in section 2.3: while retaining the nonlinear structure of the fluid approximation, we replace the fluid Green’s functions $\{g_{ab}, g^A_b, g^{AB}_a, g_a^B\}$ defined in equation (2.19) with the “exact” Green’s functions $\{G_{CC}, G_{\nu C}, G_{\nu \nu}, G_{C\nu}\}$ of the full theory defined
In equation (4.7). To adapt these exact Green’s functions to the nonlinear coupling format of the fluid approximation, we first rewrite the neutrino source term \( I_\nu(k, s) \) in equation (3.7) as

\[
I_\nu(k, s) = \int d^3q \delta f(k, q, s) \left( 1 - i \frac{q \cdot k}{m}(s - s_{\text{in}}) + \ldots \right) \\
= \delta_\nu(k, s_{\text{in}}) - a(s_{\text{in}})(s - s_{\text{in}}) \theta_\nu(k, s_{\text{in}}) + \ldots \\
= \tilde{g}_{\nu}^{CA}(s_{\text{in}}) \phi^A(k, s_{\text{in}}) + \ldots, \tag{5.1}
\]

where we have kept only the first two moments, namely, the density contrast and the velocity divergence, and the free-streaming Green’s function \( \tilde{g}_{\nu}^{AB}(s, s') \) is formally the same as that given in equation (4.4). Following the notations of section 2.3, we use superscript indices to refer to the neutrino component, and subscript indices the CDM component.

Then, the exact Green’s functions can be reformatted in the same manner as we constructed \( G_{CC, ab}(k; s, s') \) in section 4. This yields

\[
\begin{align*}
g_{ab}(k; s', s) &\equiv \left( \frac{1}{a(s)} \frac{d}{ds} \right) A \int_{s_{\text{in}}}^s dz \Theta(z - s') G_{CC}(k; s, z) \tilde{g}_{CC, ab}(z, s'), \\
g_{ab}^{AB}(k; s', s) &\equiv \left( \frac{1}{a(s)} \frac{d}{ds} \right) A \int_{s_{\text{in}}}^s dz \Theta(z - s') G_{C\nu}(k; s, z) \tilde{g}_{C\nu, ab}^{1B}(z, s'), \\
g_{ab}^{AB}(k; s', s) &\equiv \left( \frac{1}{a(s)} \frac{d}{ds} \right) A \int_{s_{\text{in}}}^s dz \Theta(z - s') G_{\nu\nu}(k; s, z) \tilde{g}_{\nu\nu, ab}^{1B}(z, s'), \\
g_{ab}(k; s', s) &\equiv \left( \frac{1}{a(s)} \frac{d}{ds} \right) A \int_{s_{\text{in}}}^s dz \Theta(z - s') G_{C\nu}(k; s, z) \tilde{g}_{C\nu, ab}^{1B}(z, s'), \\
\end{align*}
\tag{5.2}
\]

to be used in the formal two-fluid solutions (2.22) and (2.23). We emphasise again that \( \{G_{CC}, G_{C\nu}, G_{\nu\nu}, G_{\nu\nu}\} \) are still to be computed from the the full theory as per equation (4.7); equation (5.2) merely turns them into a form compatible with the nonlinear structure of equations (2.22) and (2.23).

At this point we still have the freedom to choose whether or not to retain a non-vanishing sound speed in the nonlinear coupling of the neutrino component. We test both models in this work, assuming in the non-vanishing case an effective sound speed given by the velocity dispersion of the unperturbed momentum distribution; see equation (2.10). As we shall see later in section 7.2, a vanishing sound speed actually turns out to be a better approximation numerically, as far as the tree-level bispectrum is concerned.

Finally, we remark that one needs to be careful when using an ad-hoc approximation such as this hybrid approach, because unphysical artefacts may spoil the outcome of a calculation. To rigorously demonstrate that the hybrid approach is a consistent approximation is beyond the scope of this paper. We shall but briefly comment on two potentially dangerous points, and defer a detailed treatment to a future work.

Firstly, in standard perturbation theory the extended Galilean symmetry of the fluid equations ensures that the leading contribution from long wavelength modes cancels among different diagrams at any given order [40, 41]. Importantly, however, neither the linear nor the nonlinear terms in the fluid equations are individually Galilean invariant; it is the combination that is. Consequently, modifying the fluid equations only at linear order — such
as we are doing here in the hybrid approach — could potentially violate Galilean invariance and lead to a non-cancellation of long-wavelength divergences.

Secondly, the vertex functions in the full theory on small scales are suppressed in comparison with the fluid vertices; compare, for example, $\Gamma^{(1)} = K_\nu(k; s, s')$ for neutrinos in equation (3.8), and $K_C(k; s, s')$ for CDM in equation (4.6). Since the hybrid approach uses the fluid vertices, it overestimates the importance of small-scale neutrino perturbations, which could potentially induce corrections on the large scales that do not scale as $\langle \delta^2 \rangle \sim k^4$. However, we argue that because the linear propagators are the correct ones, neutrino perturbations on small scales are still suppressed relative to both CDM perturbations on the same scales and neutrino perturbations on large scales. Therefore, even without explicitly proving momentum conservation [42], we expect the small-scale induced large-scale corrections to respect $\langle \delta^2 \rangle \sim k^4$.

6 Diagrammatic representation and the $N$-point functions

Standard perturbation theory for CDM evolution can be organised in terms of (Feynman) diagrams [12], an accounting scheme that is advantageous mainly in the context of renormalisation and resummation approaches to nonlinear structure formation [12, 13, 16]. The diagrammatic approach is useful too to keep track of the large number of terms encountered in our mixed CDM+massive neutrino scenario, since many of the diagrams have similar topologies.

We review briefly in section 6.1 the diagrammatic representation for standard CDM perturbation theory, and extend it to include a nonzero sound speed in section 6.2. Diagrams for neutrino perturbations and for mixed CDM+neutrino perturbations will be presented in sections 6.3 and 6.4 respectively.

6.1 Standard CDM perturbations

Following [12], the building blocks for a diagrammatic representation of standard CDM perturbation theory are

$$s_2, b \quad \begin{array}{c} k \end{array} \quad s_1, a = g_{ab}(k; s_1, s_2), \quad (6.1)$$

$$k_1, b \quad \begin{array}{c} s \end{array} \quad k, a = a(s')\gamma_{abc}(k_1, k_2)(2\pi)^3 \delta(k - (k_1 + k_2)), \quad (6.2)$$

$$k_2, c \quad \begin{array}{c} o \end{array} \quad k; a = \varphi_a(k, s_{in}), \quad (6.3)$$

which stand for the linear propagator from time $s_2$ to $s_1$, the vertex representing an interaction at time $s'$, and the initial doublet, respectively. Constructing a diagram therefore consists in simply pasting these blocks together, and applying at each vertex

$$\int ds' \int d^3k_i \int d^3k_i \quad \begin{array}{c} (2\pi)^3 \quad (2\pi)^3 \end{array} \quad , \quad (6.4)$$

so as to integrate over all possible pairs of incoming wavevectors $k_i$ and $k_j$, as well as over all allowed interaction times $s'$. For example, up to second order, the diagrams are

$$b \quad \begin{array}{c} k \end{array} \quad a = g_{ab}(k; s, s_{in}) \varphi_b(k, s_{in}) = \varphi_a^{(1)}(k; s), \quad (6.5)$$
and

\[
\gamma_{bcde} s' k_1 k_2 f e a \gamma_{bcd} s' = \int_{s_{in}}^{s} ds' g_{ab} (k; s, s') a(s') \times \left[ \gamma_{bcde} (k_1, k_2) g_{ce} (k_1, s_{in}) g_{df} (k_2; s', s_{in}) \varphi_c (k_1, s_{in}) \varphi_f (k_2, s_{in}) \right]_k
\]

\[
= \int_{s_{in}}^{s} ds' g_{ab} (k; s, s') a(s') \left[ \gamma_{bcde} (k_1, k_2) \varphi_c^{(1)} (k_1, s') \varphi_d^{(1)} (k_2, s') \right]_k
\]

\[
= \varphi_a^{(2)} (k, s). \tag{6.6}
\]

Note that in writing the above expressions we have allowed for the possibility of a \(k\)-dependent linear propagator; in standard CDM perturbation theory, the linear propagator is in fact independent of \(k\).

To quantify the \(N\)-point functions of the perturbations, we define the power spectrum and the bispectrum as the connected part of the 2-point and 3-point function respectively:

\[
\langle \varphi_a (k, s) \varphi_b (k', s) \rangle_C \equiv (2\pi)^3 \delta(k + k') P_{ab}(k; s),
\]

\[
\langle \varphi_a (k_1, s) \varphi_b (k_2, s) \varphi_c (k_3, s) \rangle_C \equiv (2\pi)^3 \delta(k_1 + k_2 + k_3) B_{abc}(k_1, k_2, k_3; s). \tag{6.7}
\]

Here, \(\langle \cdots \rangle\) denotes an ensemble average, the subscript “\(C\)” indicates the connected piece, and we have assumed as usual statistical homogeneity and isotropy. Then, to construct diagrams for the \(N\)-point functions simply involves “glueing” two or more \(\varphi_n^{(a)}\) diagrams together at each open circle. If the initial conditions are Gaussian, as is our assumption here, then the linear initial power spectrum \(P_{ab}^{(1)}(k, s_{in})\) alone characterises the statistics, and only two open circles can be amalgamated at any one point. We denote this amalgamation with a shaded circle, i.e.,

\[
k, a \quad \text{---} \quad k', b = \langle \varphi_a (k, s_{in}) \varphi_b (k', s_{in}) \rangle_C, \tag{6.8}
\]

which, following from definition (6.7), represents one count of the initial power spectrum \(P_{ab}^{(1)}(k, s_{in})\), and “momentum” conservation \(k + k' = 0\) is implied.

Thus, the recipe for constructing the \(n\)th order contribution to the connected \(N\)-point function from Gaussian initial conditions proceeds as follows: (i) write down \(n\) initial power spectra, (ii) use the vertex (6.2) to connect any combination of two lines, (iii) repeat (ii) until \(N\) external lines are left, and (iv) keep only connected diagrams that do not contain tadpoles.\(^8\) As an illustration, the leading-order diagram of the power spectrum is

\[
(2\pi)^3 P_{ab}^{(1)}(k; s) = \quad \text{---} \quad \text{---}, \tag{6.9}
\]

\[
= (2\pi)^3 g_{ac} (k; s, s_{in}) g_{bd} (k; s, s_{in}) P_{cd}^{(1)}(k; s_{in}).
\]

For the bispectrum we find, to leading order,

---

\(^8\)A tadpole is a diagram with one external line. The 1-point function is given by these diagrams. In the Newtonian limit tadpole diagrams vanish at all orders in perturbation theory.
where

\[
\langle \varphi_a^{(1)}(k, s_1)\varphi_b^{(1)}(k', s_2) \rangle_C \equiv (2\pi)^3 \delta(k + k') P_{a b}^{(1)}(k; s_1, s_2) = (2\pi)^3 \delta(k + k') g_{a d}(k; s_1, s_{in}) g_{b d}(k; s_2, s_{in}) P_{c d}^{(1)}(k; s_{in})
\]

(6.11)
is an unequal-time power spectrum that can be easily extracted from a linear Boltzmann code. The symmetrisation factor of “2” traces its origin to the decomposition of the initial 4-point function,

\[
\langle \varphi_a(k_1, s_{in})\varphi_b(k_2, s_{in})\varphi_c(k_3, s_{in})\varphi_d(k_4, s_{in}) \rangle = (2\pi)^4 \left[ \delta(k_1 + k_2) \delta(k_3 + k_4) P_{a b}(k_1; s_{in}) P_{c d}(k_3; s_{in}) + \delta(k_1 + k_3) \delta(k_2 + k_4) P_{a c}(k_1; s_{in}) P_{b d}(k_2; s_{in}) + \delta(k_1 + k_4) \delta(k_2 + k_3) P_{a d}(k_1; s_{in}) P_{b c}(k_2; s_{in}) \right],
\]

(6.12)

while “cyclic permutations” denote another two terms arising from rotating the wavevector labels of the external lines.

### 6.2 Fluid perturbations

Extending the standard CDM diagrammatic scheme to include an effective sound speed simply requires that we (i) modify the existing 2-vertex in equation (6.2) to include an additional term proportional to the sound speed,

\[
k_1, b
\]

\[
s' \quad k_2, c
\]

and (ii) a new vertex that takes \(n > 2\) incoming lines,

\[
k_3, b_3 k_2, b_2 k_1, b_1
\]

\[
k_4, b_1 \quad \cdots \quad k_n, b_n
\]

where the vertices have been symmetrised with respect to interchange of the incoming lines. The same rules for building connected \(N\)-point functions in standard CDM perturbation
theory apply also to the fluid case, except that the new vertex (6.14) now enables the merger of more than two incoming lines. For example, at one loop the propagator receives a new correction

\[ \begin{array}{c}
\frac{q}{k} \quad \frac{-q}{k} \\
\end{array} \]

in addition to the usual one-loop correction constructed from two 2-vertices (6.13).

6.3 Neutrino perturbations

The neutrino perturbation theory formulated in section 3 can likewise be broken down into diagrammatic building blocks of linear propagators, vertices, and initial fields. The linear propagator of the theory \( G(k; s_1, s_2) \), as defined in equation (3.10), is represented by

\[ s_2 \quad \frac{k}{k} \quad s_1 = G(k; s_1, s_2), \]

with the understanding any kind of source term "×" eventually attached the propagator (e.g., an initial field, or a vertex) will automatically incur a time integration from the initial time \( s_{in} \) to \( s_1 \), i.e.,

\[ s_2 \times \frac{k}{k} \quad s_1 = \int_{s_{in}}^{s_1} ds_2 \ G( k; s_1, s_2 ) \times . \]

For example, attaching to the propagator the source term \( I(k, s') \) from equation (3.7), denoted diagrammatically by an open circle "○" because it contains the initial distribution function \( \delta f(k, q, s_{in}) \), gives

\[ \begin{array}{c}
\begin{array}{c}
\frac{k}{k}
\end{array} \end{array} = \int_{s_{in}}^{s} ds' \ G( k; s, s' ) I( k, s' ) = \delta^{(1)}(k, s), \]

which is also the diagram for the linear order neutrino perturbation \( \delta^{(1)}(k, s) \). This time integration marks the first different between neutrino perturbation theory and standard CDM/fluid perturbation theory, the latter of which has no such procedure associated with its propagator \( g_{ab}(k; s_1, s_2) \).

Two classes of vertices, given in equations (3.22) and (3.23), encode the nonlinear coupling. These correspond pictorially to

\[ \begin{array}{c}
\begin{array}{c}
\frac{k_2, s_2 \quad k_1, s_1 \quad k_n}{k_3, s_3} \quad k, s' = \hat{\Gamma}_8^{(n-1)}(k_1, \ldots, k_n; s', s_1, \ldots, s_{n-1}) \ \delta \left( k - \sum_{j=1}^{n} k_j \right), \end{array} \end{array} \]

and

\[ \begin{array}{c}
\begin{array}{c}
\frac{k_3, s_3 \quad k_2, s_2 \quad k_1, s_1}{k_4, s_4} \quad k, s' = \Gamma_8^{(n)}(k_1, \ldots, k_n; s', s_1, \ldots, s_n) \ \delta \left( k - \sum_{j=1}^{n} k_j \right), \end{array} \end{array} \]
where the subscript “s” indicates that the vertices are symmetrised versions of the expressions (3.22) and (3.23) over all permutations of their respective \( n - 1 \) and \( n \) incoming wavevectors. Importantly, both classes of vertices are non-local in time, meaning that for every incoming line \( k_j \) one must integrate over \( s_j \) from the initial time \( s_{\text{in}} \) to \( s' \). This is in contrast to the fluid description, in which the \( n \)-vertex (6.14) couples all \( n \) incoming lines at the same time, so that only one integration over \( s' \) from \( s_{\text{in}} \) to some final time \( s \) is required. Note also that the \( \Gamma_{s}^{(n-1)} \) diagram has an additional dotted line, as a reminder that the kernel itself is at first order, the open circle indicating that it is sourced by the initial distribution function \( \delta f(k, q, s_{\text{in}}) \).

Then, combining these vertices with the propagator (6.16), and noting that at each vertex we need to perform the usual \( \int \prod_{j} \delta k_j / (2\pi)^3 \) integration for every incoming \( k_j \) including the dotted line in the case of \( \Gamma_{s}^{(n-1)} \), we find two second order diagrams:

\[
\begin{align*}
\delta \Gamma_{s}^{(2)}(k_1, k_2; s_1, s_2) &= \int d s' G(k; s, s') \int ds_1 \int d z_1 \left[ \Gamma_{s}^{(1)}(k_1, k_2; s', s_1) \Gamma_{s}^{(1)}(k_1, s_1, z_1) I(k_1, z_1) \right]_k \\
&= \delta^{(2a)}(k, s),
\end{align*}
\]

(6.21)

where \( \Gamma_{s}^{(1)} = \bar{\Gamma}^{(1)} \) (because the dotted line is not included in the symmetrisation), and

\[
\begin{align*}
\Gamma_{s}^{(2)}(k_1, k_2; s', s_1, s_2) &= \int d s' G(k; s, s') \int ds_1 \int d s_2 \int d z_1 \int d z_2 \\
&\quad \times \left[ \Gamma_{s}^{(2)}(k_1, k_2; s', s_1, s_2) G(k_1; s_1, z_1) G(k_2; s_2, z_2) I(k_1, z_1) I(k_2, z_2) \right]_k \\
&= \int d s' G(k; s, s') \int ds_1 \int d s_2 \left[ \Gamma_{s}^{(2)}(k_1, k_2; s', s_1, s_2) \delta^{(1)}(k_1, s_1) \delta^{(1)}(k_2, s_2) \right]_k \\
&= \delta^{(2b)}(k, s),
\end{align*}
\]

(6.22)

with the symmetrised kernel

\[
\Gamma_{s}^{(2)}(k_1, k_2; s', s_1, s_2) \equiv \frac{1}{2} \left\{ \Gamma^{(2)}(k_1, k_2; s', s_1, s_2) + \Gamma^{(2)}(k_2, k_1; s', s_2, s_1) \right\}.
\]

(6.23)

The full second order density perturbation is thus the sum \( \delta^{(2)} = \delta^{(2a)} + \delta^{(2b)} \).

Defining the power spectrum and the bispectrum as

\[
\begin{align*}
\langle \delta(k, s) \delta(k', s) \rangle_C &\equiv (2\pi)^3 \delta(k + k') P(k; s), \\
\langle \delta(k_1, s) \delta(k_2, s) \delta(k_3, s) \rangle_C &\equiv (2\pi)^3 \delta(k_1 + k_2 + k_3) B(k_1, k_2, k_3; s),
\end{align*}
\]

(6.24)

and assuming again that the initial conditions are Gaussian, the construction of connected \( N \)-point functions follows the same set of rules discussed in section 6.1 for standard CDM.
perturbation theory. Then, for the leading-order power spectrum, we find

\[ (2\pi)^3 P^{(1)}(k; s) = \frac{k}{-k} - \frac{k}{-k} - \frac{k}{-k} \]

(6.25)

\[ = \int_{s_{in}} ds' G(k; s, s') \int_{s_{in}} ds'' G(k; s, s'') \langle I(k, s') I(-k, s'') \rangle, \]

where the \( I \)-correlator is given in terms of the initial perturbed distribution function as

\[ \langle I(k, s') I(-k, s'') \rangle = \sum_{\ell, \ell'} (4\pi)^2 (-1)^{\ell + \ell'} (2\ell + 1)(2\ell' + 1) \int_0^\infty dq^2 \int_0^\infty dq' q'^2 \]

(6.26)

\[ \times j_{\ell} \left( \frac{k q}{m} (s' - s_{in}) \right) j_{\ell'} \left( \frac{k q'}{m} (s'' - s_{in}) \right) \langle f_{\ell}(k, q, s_{in}) f_{\ell'}(k, q', s_{in}) \rangle \]

using equation (3.24).

Similarly, the leading-order bispectrum consists of two parts, \( B^{(2)} = B^{(2a)} + B^{(2b)} \). The first piece is

\[ (2\pi)^3 B^{(2a)}(k, k', |k + k'|; s) = \left( \begin{array}{c} \frac{k}{-k} \end{array} \right) + \text{cyc. perm.} \]

(6.27)

\[ = \int_{s_{in}} ds' G(k; s, s') \int_{s_{in}} ds' \left\{ \langle \tilde{T}^{(1)}_s(k + k', -k'; s', s_1) \delta^{(1)}(k'; s) \rangle P^{(1)}(|k + k'|; s_1, s) \right. \]

\[ + \langle \tilde{T}^{(1)}_s(-k', k + k'; s', s_1) \delta^{(1)}(-k - k'; s) \rangle P^{(1)}(k'; s_1, s) \}

where the unequal-time correlators are given by

\[ \langle \tilde{T}^{(1)}_s(k_1, k_2; s', s_1) \delta^{(1)}(k_3, s) \rangle = \frac{3}{2} a^2(s_1) \mathcal{H}^2(s_1) \Omega(s_1) \frac{k_{1}}{k_{1}} \cdot (k_1 + k_2)(s' - s_1) \]

(6.28)

\[ \times \int d^3 q e^{-i q \cdot (k_1(s' - s_1) + k_2(s' - s_{in}))} / m \langle \delta^{(1)}(k_2, q, s_{in}) \delta^{(1)}(k_3, s) \delta(k_2 + k_3) \rangle \]

\[ = \frac{3}{2} a^2(s_1) \mathcal{H}^2(s_1) \Omega(s_1) \frac{k_{1}}{k_{1}} \cdot (k_1 + k_2)(s' - s_1) \sum_{\ell=0}^\infty \left( \frac{-1}{2\ell + 1} \sum_{\ell=0}^\infty \right) \]

\[ \times \int dq^2 q^2 j_{\ell} \left( \frac{U^2 q^2}{m} \right) \mathcal{P} \left( k_2 \cdot \hat{U}^2 \right) \langle f_{\ell}^{(1)}(k_2, q, s_{in}) \delta^{(1)}(k_3, s) \delta(k_2 + k_3) \rangle, \]

with \( U^2 = k_1(s' - s_1) + k_2(s' - s_{in}) \), and

\[ \langle \delta^{(1)}(k, s_1) \delta^{(1)}(k', s_2) \rangle \equiv (2\pi)^3 \delta(k + k') P^{(1)}(k; s_1, s_2). \]

(6.29)
The second piece is

\[ (2\pi)^3 B^{(2b)}(k, k', |k + k'|; s) = 2 \times \left( \begin{array}{c}
-k' \\
 0 \\
 k + k' \\
 -k - k'
\end{array} \right) + \text{cyclic permutations} \]

\[ = 2 \times (2\pi)^3 \int_{s_{\text{in}}}^s ds' G(k; s, s') \int_{s_{\text{in}}}^{s'} ds_1 \int_{s_{\text{in}}}^{s'} ds_2 \]

\[ \times \Gamma^{(2)}(k + k', -k'; s_1, s_2) P^{(1)}(|k + k'|; s_1, s) P^{(1)}(k'; s_2, s) \]

+ cyclic permutations,

where the unequal-time correlators are again defined as per equation (6.29). In both (6.27) and (6.30) “cyclic permutations” denote an additional two terms arising from rotation of the external wavevector labels.

### 6.4 Combining CDM and neutrinos

It is straightforward to generalise the formalism discussed in the previous sections to the case of mixed CDM+neutrino perturbations. Following from equation (4.10), the four linear propagators are represented by

\[ s_2, b \rightarrow s_1, a = G_{\text{CC,ab}}(k; s_1, s_2), \]

\[ s_2 \leftarrow s_1 = G_{\nu\nu}(k; s_1, s_2), \]

\[ s_2, a \rightarrow s_1 = G_{\nu C,a}(k; s_1, s_2), \]

\[ s_2 \leftarrow s_1, a = G_{C\nu,a}(k; s_1, s_2). \]

Observe that \( G_{\nu C,a}(k; s_1, s_2) \) which connects a CDM perturbation at \( s_1 \) to a neutrino perturbation at \( s_2 \) begins as a solid line but ends as a dashed line. Similarly for the propagator \( G_{C\nu,a}(k; s_1, s_2) \) which has the opposite function. Again, attaching a source term to \( G_{\nu\nu}(k; s_1, s_2) \) automatically incurs an integration over \( s_2 \) from the initial time \( s_{\text{in}} \) to \( s_1 \) as per equation (6.17). The same procedure applies also to \( G_{\nu C,a}(k; s_1, s_2) \).

Three classes of vertices govern the nonlinear aspect of the theory: the CDM vertex \( \gamma_{abc} \), and the two neutrino vertices \( \tilde{\Gamma}^{(n-1)} \) and \( \Gamma^{(n)} \). The CDM vertex functions in exactly the same way as in standard CDM-only perturbation theory, i.e., it couples two incoming solid lines to produce one solid outgoing line, and is represented by the diagram (6.2). The neutrino vertices, on the other hand, while schematically resembling diagrams (6.19) and (6.20), can now take any combination of dashed and solid incoming lines to output a single dashed line, weighted by one factor of \( f_C \) for every incoming solid line and one factor of \( f_\nu \) for every incoming dashed line.

Initial conditions are again represented by open circles “○”, and the amalgamation of two such circles form a 2-point function at some initial time \( s_{\text{in}} \). In mixed CDM+neutrino
cosmologies, there are three types of initial 2-point functions,

\[ k, a \longrightarrow k', b = \langle \varphi_a(k, s_{in}) \varphi_b(k', s_{in}) \rangle_C, \]

\[ k \longrightarrow k' = \langle I_\nu(k, s_{in}) I_\nu(k', s_{in}) \rangle_C, \]

\[ k \longrightarrow k', a = \langle I_\nu(k, s_{in}) \varphi_a(k', s_{in}) \rangle_C, \]

and momentum conservation \( k + k' = 0 \) is implied. Again, because of the assumption of Gaussian initial perturbations, only 2-point functions are nonzero at the initial time.

Figure 2 shows the two diagrams that contribute to \( \varphi_a^{(1)} \) and all 17 diagrams for \( \varphi_a^{(2)} \). Glueing together the diagrams at the open circles as per equation (6.32), we can form the 2- and 3-point functions \( \langle \delta_C^{(1)}(k, s) \delta_C^{(1)}(k', s) \rangle_C \) and \( \langle \delta_C^{(2)}(k_1, s) \delta_C^{(1)}(k_2, s) \delta_C^{(1)}(k_2, s) \rangle_C \), which contribute respectively to the leading-order term of the total matter spectrum,

\[ \langle \delta(k, s) \delta(k', s) \rangle_C \equiv (2\pi)^3 \delta(k + k') P_\delta(k, s) \]

\[ = f_C^2 \langle \delta_C(k, s) \delta_C(k', s) \rangle_C + 2f_C f_\nu \langle \delta_C(k, s) \delta_\nu(k', s) \rangle_C \]

\[ + f_\nu^2 \langle \delta_\nu(k, s) \delta_\nu(k', s) \rangle_C, \]

(6.33)
and bispectrum
\[
\langle \delta(k_1,s)\delta(k_2,s)\delta(k_3,s) \rangle_c = (2\pi)^3 \delta(k_1 + k_2 + k_3) B_\delta(k_1, k_2, k_3; s)
\]
\[
= f_C^3 \langle \delta_C(k_1, s)\delta_C(k_2, s)\delta_C(k_3, s) \rangle_c
\]
\[
+ f_\nu^3 \langle \delta_\nu(k_1, s)\delta_\nu(k_2, s)\delta_\nu(k_3, s) \rangle_c
\]
\[
+ 2 f_C^2 f_\nu \langle \delta_C(k_1, s)\delta_\nu(k_2, s)\delta_\nu(k_3, s) \rangle_c
\]
\[
+ 2 f_C f_\nu^2 \langle \delta_C(k_1, s)\delta_\nu(k_2, s)\delta_\nu(k_3, s) \rangle_c.
\]

Note that each contributing diagram is weighted by a factor determined by the nature of its external legs: each CDM leg receives a factor \(f_C\), while each neutrino leg picks up a factor \(f_\nu\).

Combining perturbations in both the CDM and the neutrino sectors, we find the leading-order total matter bispectrum to be
\[
B_\delta^{(2)}(k, k', |k + k'|; s) = \\
2 \int_{s_{\text{in}}}^s ds' G_{c,a}(k; s, s') \gamma_{abc}(-k', k + k') P^{(1)}_{b\delta}(k'; s', s) P^{(1)}_{c\delta}(|k + k'|; s', s)
\]
\[
+ 2 \int_{s_{\text{in}}}^s ds' \int_{s_{\text{in}}}^{s'} ds_2 \Gamma_\delta^{(2)}(-k', k + k'; s', s_1, s_2) P^{(1)}_{b\delta}(k'; s_1, s) P^{(1)}_{c\delta}(|k + k'|; s_2, s)
\]
\[
+ \frac{1}{(2\pi)^3} \int_{s_{\text{in}}}^s ds' G_\nu(k; s, s') \int_{s_{\text{in}}}^{s'} ds_1 \left\{ (\tilde{\Gamma}_\delta^{(1)}(-k', k + k'; s_1, s) \delta^{(1)}(k + k', s)) P^{(1)}_{c\delta}(|k + k'|; s_1, s)ight\}
\]
\[
+ \text{cyclic permutations},
\]
(6.35)

where we have combined the linear propagators to form
\[
G_{C,a}(k; s, s') = f_C G_{C,1a}(k; s, s') + f_\nu G_{\nu C,a}(k; s, s'),
\]
\[
G_\nu(k; s, s') = f_C G_{C,1}(k; s, s') + f_\nu G_{\nu}(k; s, s'),
\]
(6.36)

and
\[
\langle \varphi^{(1)}_b(k, s')\delta^{(1)}(k') \rangle_c = (2\pi)^3 \delta(k + k') P^{(1)}_{b\delta}(k; s', s),
\]
\[
\langle \delta^{(1)}(k, s')\delta^{(1)}(k') \rangle_c = (2\pi)^3 \delta(k + k') P^{(1)}_{\delta}(k; s', s)
\]
(6.37)

define the unequal-time correlators. “Cyclic permutations” again denote two additional terms arising from rotation of the external wavevectors \(k, k'\) and \(k + k'\).

Lastly, as we shall be comparing in section 7 the bispectrum (6.35) with that computed from the two-fluid approximation of section 2.3, we give here also the expression for the latter:
\[
B_\delta^{(2)}(k, k', |k + k'|; s) = \\
2 \int_{s_{\text{in}}}^s ds' \ g_{c,a}(k; s, s') \gamma_{abc}(-k', k + k') P^{(1)}_{b\delta}(k'; s', s) P^{(1)}_{c\delta}(|k + k'|; s', s)
\]
\[
+ 2 \int_{s_{\text{in}}}^s ds' \ g_{\nu A}(k; s, s') \gamma_{ABC}(-k', k + k') P^{(1)}_{b\delta}(k'; s, s) P^{(1)}_{c\delta}(|k + k'|; s', s)
\]
\[
+ \int_{s_{\text{in}}}^s ds' \ g_{\nu A}(k; s, s') c_{\delta}(s') k^2 \delta_{A2} \delta_{B1} \delta_{C1} P^{(1)}_{b\delta}(k'; s', s) P^{(1)}_{c\delta}(|k + k'|; s', s)
\]
\[
+ \text{cyclic permutations},
\]
(6.38)
where, following the convention of section 2.3, superscript indices \((A, B, C)\) refer to neutrino quantities, while subscript indices \((a, b, c)\) refer to their CDM counterparts. We have again combined the linear fluid propagators to form

\[
g_{C,a}(k; s, s') \equiv f_C g_{1a}(k; s, s') + f_\nu g_{1a}(k; s, s'),
\]

\[
g_{\nu A}(k; s, s') \equiv f_C g_{1A}(k; s, s') + f_\nu g_{1A}(k; s, s'),
\]

(6.39)

and the unequal-time correlators \(P^{(1)}_{B}(k; s', s)\) and \(P^{(1)}_{b\delta}(k'; s', s)\) are given respectively by

\[
\langle \varphi^B(k; s')\delta^{(1)}(k', s) \rangle_C \equiv (2\pi)^3 \delta(k + k') P^{(1)}_{B\delta}(k; s', s),
\]

(6.40)

and in equation (6.37). Note that the expression (6.38) applies also to the hybrid full theory+fluid approach discussed in section 5; we need only to replace the linear fluid propagators with the hybrid propagators defined in equation (5.2).

7 Application to large-scale structure observables

We apply the perturbation theory developed in the previous sections to compute the leading-order total matter power spectrum and bispectrum in mixed CDM+massive neutrino cosmologies in the presence of a cosmological constant \(\Lambda\) and assuming a flat spatial geometry. We take as fixed parameters the present-day \(\Lambda\) energy density \(\Omega_\Lambda = 0.728\) and total matter density \(\Omega(a = 1) = 0.272\), the latter number includes the present-day baryon density fixed at \(\Omega_b = 0.0456\). The primordial perturbations are assumed to be adiabatic, and described by a scale-invariant curvature power spectrum \(P_R = A_s k^{-3}\) (i.e., the scalar spectral index is \(n_s = 1\)). Because we are concerned only with the leading-order terms of the \(N\)-point functions, the amplitude \(A_s\) determines only the overall normalisation; without loss of generality we set it to \(A_s = 1 \ h^{-3} \text{Mpc}^3\).

We choose an initial time \(s_{\text{in}}\) corresponding to the scale factor \(a = 1/10\), and compute the initial conditions using COSMICS [43]. This initial time suffices for our purpose of testing different approximation schemes. We note however that to reach an accuracy high enough for comparison with observations or \(N\)-body simulations, the calculation must be initialised at an earlier time, say \(a = 1/50\), in order to prevent nonlinear transients from spoiling the outcome. At \(a = 1/50\) neutrinos with masses \(m \gtrsim 0.0085\ eV\) are already nonrelativistic; our Newtonian treatment therefore applies at these early times. Smaller neutrino masses in principle call for a full relativistic treatment. However, nonlinear effects should in any case be very small for such light neutrinos; extending our Newtonian treatment to \(a = 1/50\) is unlikely to cause problems.

Because we assume in our treatment that at late times CDM and baryons form one single fluid (which we have loosely termed throughout this work the “CDM fluid”), the initial perturbations output by COSMICS need to be weighted according to

\[
\delta_C(k, s_{\text{in}}) = \frac{f_{\text{cdm}} \delta_{\text{cdm}}(k, s_{\text{in}}) + f_b \delta_{b}(k, s_{\text{in}})}{f_{\text{cdm}} + f_b},
\]

(7.1)

where \(f_b\) and \(f_{\text{cdm}}\) denote, respectively, the fractions of the total matter density in the form of baryons and “real” CDM, and \(f_{\text{cdm}} + f_b = f_C\). The same weighting applies also to the initial velocity divergence \(\theta_C(k, s_{\text{in}})\). In the neutrino sector, we assume one massive species, whose initial momentum distribution is supplied by COSMICS in terms of Legendre moments.
Figure 3. Left: total linear matter power spectrum $P_\delta(k)$ in a CDM+neutrino cosmology at $a = 1$ for three different neutrino masses, normalised to the matter power spectrum in a cosmology with massless neutrinos, $P_{\delta,0}(k)$. The total present-day matter density has been fixed at $\Omega = 0.272$ in all cases. Right: the same total linear matter power spectra as in the left panel, but now normalised to $P_C(k)$, the power spectrum of CDM density perturbations in a fictitious CDM-only cosmology initialised at $a = 1/10$ with the CDM perturbations of the original CDM+massive neutrino cosmology. Comparing the left and right panels, we see that although most of the power suppression is a consequence of the neutrinos transitioning from a relativistic to nonrelativistic species at early times, free-streaming suppression of the neutrino perturbations at late times can nonetheless be significant.

The linear power spectrum

It is well known that the presence of massive neutrinos attenuates the growth of structures on small scales and suppresses the matter power spectrum at large wavenumbers. The left panel of figure 3 shows this suppression in the linear matter power spectrum $P_\delta(k)$ at $a = 1$ for several choices of the neutrino mass ($m = 0.046, 0.46, 0.93$ eV). All power spectra have been normalised to $P_{\delta,0}(k)$, the total matter power spectrum in the case of a vanishing neutrino mass, and the total present-day matter density is always held fixed at $\Omega = 0.272$. Our choice of sample neutrino masses spans a range from just below the minimum value suggested by neutrino oscillations experiments, to $\sim 1$ eV motivated by recent suggestions that a $\sim 0.5$ eV-mass sterile neutrino could potentially resolve the conflict between Planck CMB temperature measurements and observations of the cluster abundance and cosmic shear [44–46].

It is instructive to note that the suppressed power at large $k$ values seen in the left panel of figure 3 is in fact due to two distinct effects: (i) free-streaming suppression of the neutrino perturbations as discussed in section 2.1, which occurs after the neutrinos have become nonrelativistic at late times, and (ii) a general suppression of perturbations of all types on small scales caused by background effects arising from a reduced matter density at early times before and/or while the neutrinos transition to a nonrelativistic state (see, e.g., [4]). In order to isolate effect (i), we plot also in the right panel of figure 3 the ratio of the total matter power spectrum $P_\delta(k)$ to the power spectrum of the CDM density perturbations at a multipole of $\ell = 13$, although for small wavenumbers $k$ the first two or three moments suffice for our purpose [23]. With these initial conditions we solve the linear Gilbert’s equation numerically using the Nyström method. See appendix B for details. The time integrals appearing in the higher-order perturbations are performed using either the same quadrature rule as adopted in the Nyström method, or by way of a non-equidistant trapezoidal rule which uses the same nodes as the quadrature rule.

7.1 Linear power spectrum

It is well known that the presence of massive neutrinos attenuates the growth of structures on small scales and suppresses the matter power spectrum at large wavenumbers. The left panel of figure 3 shows this suppression in the linear matter power spectrum $P_\delta(k)$ at $a = 1$ for several choices of the neutrino mass ($m = 0.046, 0.46, 0.93$ eV). All power spectra have been normalised to $P_{\delta,0}(k)$, the total matter power spectrum in the case of a vanishing neutrino mass, and the total present-day matter density is always held fixed at $\Omega = 0.272$. Our choice of sample neutrino masses spans a range from just below the minimum value suggested by neutrino oscillations experiments, to $\sim 1$ eV motivated by recent suggestions that a $\sim 0.5$ eV-mass sterile neutrino could potentially resolve the conflict between Planck CMB temperature measurements and observations of the cluster abundance and cosmic shear [44–46].
in a fictitious CDM-only cosmology initialised at $a = 1/10$ with the CDM perturbations of the original CDM+massive neutrino cosmology, $P_C(k)$. Comparing the left and right panels, we see immediately that although most of the power suppression is a consequence of effect (ii), free-streaming suppression of nonrelativistic neutrino perturbations at late times can nonetheless be significant.

The top left panel of figure 4 compares the total linear matter power spectrum computed, from $a = 1/10$ to $a = 1$, using the exact theory, $P_\delta(k)$, and using the two-fluid approximation of section 2.3, $P_{\text{Fluid}}^{\delta}(k)$. We note that the authors of [23] also performed a similar test, but neglected the gravitational potential due to the neutrino perturbations. For small wavenumbers $k$, we see that the two treatments yield a difference of less than 1% in the total matter power spectrum for all neutrino masses considered, thereby confirming the validity of the fluid approximation on length scales greater than the neutrino free-streaming scale.

The fluid approximation begins to break down around the free-streaming scale, causing the error to grow. Already at the nonlinear scale of $k \sim 0.1 \, h\text{Mpc}^{-1}$, we see an error of $\sim 2\%$ for $m = 0.46, 0.93 \text{eV}$. We emphasise that this number pertains to the total matter power spectrum: the error on the neutrino perturbations, as manifested in the power spectrum of the neutrino perturbations on the top right panel of figure 4, is in fact much larger — about 40% at $k \sim 0.1 \, h\text{Mpc}^{-1}$. It is only because neutrinos contribute so subdominant a fraction of the
7.2 Tree-level bispectrum

For Gaussian initial conditions, the tree-level bispectrum is the simplest leading-order \( N \)-point function that arises purely through nonlinear evolution of the perturbations at late times. We use it to study the nonlinearities of neutrino perturbations computed from the exact theory as well as from various approximation schemes.

The left panel of figure 5 shows the present-day total matter bispectrum \( B_\delta(k,k',|k+k'|) \) in the equilateral configuration, i.e., \( k = k' = |k + k'| \), for several choices of neutrino masses, normalised to the equilateral matter bispectrum in a massless neutrino cosmology, \( B_{\delta,0}(k,k,k) \). Again, the total present-day matter density has been held fixed in all cases. As with the total matter power spectrum \( P_\delta(k) \), replacing a fraction of CDM with massive neutrinos causes a suppression in the matter bispectrum at large wavenumbers \( k \).

The asymptotic change in the leading-order term in the equilateral configuration appears to
be well described by
\[ \frac{\Delta B_{\delta}}{B_{\delta}} \sim 13 \frac{\Omega_\nu}{\Omega}, \]
to be compared with the analogous asymptotic suppression in the linear matter power spectrum, \( \Delta P_{\delta}/P_{\delta} \sim 8 \Omega_\nu/\Omega \).

As in the case of \( P_{\delta}(k) \), most of the suppression in \( B_{\delta}(k,k,k) \) can in fact be traced back to the transition of neutrinos from a relativistic to a nonrelativistic at early times. We therefore also plot in the right panel of figure 5 the same total matter bispectra but now normalised to \( B_C(k,k,k) \), the equilateral bispectrum of the CDM perturbations in a fictitious CDM-only cosmology initialised at \( a = 1/10 \) with the CDM perturbations of the original CDM+massive neutrino cosmology.

The top left panels of figures 6 to 8 contrast the leading-order total matter bispectra computed using various approximations against the exact result for various neutrino mass values. We consider the following approximation schemes:

(i) **Linear evolution for the neutrino perturbations.** This approximation amounts to neglecting the nonlinear neutrino source term \( S_{\nu}[\varphi, \delta_\nu; k, s] \) in Gilbert’s equations (4.10) for both CDM and neutrinos, so that the equations of motion are always linear in the neutrino perturbations. The corresponding leading-order bispectrum is given by equation (6.35), but formally we set \( \Gamma^{(2)}_s = \tilde{\Gamma}^{(1)}_s = 0 \). This linear scheme differs somewhat from that adopted in [19–21] (and their N-body analog [29, 30]), where for the neutrinos all but the linear order perturbations are set to zero, in that, here, nonlinear coupling of the CDM perturbations can still source higher-order neutrino perturbations. It is best compared with the approximation scheme used in the collisionless N-body simulations of [31], where the CDM component is given a particle realisation, while the neutrino perturbations are tracked using the linear equations of motion in the Eulerian frame but with the gravitational potential modified by the nonlinear evolution of the CDM component.

(ii) **Two-fluid approximation.** This is the approximation scheme discussed in section 2.3, and the neutrino effective sound speed is chosen to coincide with the velocity dispersion of the unperturbed neutrino momentum distribution \( q^2 \). The corresponding tree-level matter bispectrum in given by equation (6.38). This approximation scheme has previously been used to compute the one-loop matter power spectrum [22], and can be viewed as a perturbative version of the SPH model of neutrinos investigated in the simulations of [32].

(iii) **Hybrid approach with zero sound speed.** This approach is discussed in section 5, and the leading-order matter bispectrum is formally given by equation (6.38), with \( c_s^2 \) set to zero.

(iv) **Hybrid approach with a nonzero sound speed.** Same as above, but with \( c_s^2 \) set to coincide with the velocity dispersion of the unperturbed neutrino momentum distribution.

Unsurprisingly, the linear approximation (i) generally provides a poor description of the total matter bispectrum on large scales, especially for large neutrino masses — the errors exceed 7% and 4% for \( m = 0.93 \text{eV} \) and 0.46 eV respectively — when the fractional
Figure 6. Top left: leading-order equilateral matter bispectrum at $a = 1$ for $m = 0.93$ eV, computed using various approximations, normalised to that computed from the full theory. Top right: the corresponding equilateral neutrino bispectra $B_\nu(k,k,k) \equiv \langle \delta_\nu \delta_\nu \delta_\nu \rangle / (2\pi)^3$, normalised to the exact result $B_\delta \nu(k,k,k)$. We do not show the neutrino bispectrum computed from the linear approximation, because the error incurred always exceeds 50% on large scales. Bottom: the corresponding equilateral CDM bispectra $B_{\text{CDM}}(k,k,k) \equiv \langle \delta_{\text{CDM}} \delta_{\text{CDM}} \delta_{\text{CDM}} \rangle / (2\pi)^3$, again normalised to the exact result $B_{\delta \text{CDM}}(k,k,k)$.

contribution of massive neutrinos to the total matter density becomes large. These large errors in $B(k,k,k)$ come about because for second-order neutrino perturbations, the neutrino nonlinear source terms are in fact larger than the CDM nonlinear source; neglecting them induces an error in the neutrino bispectrum exceeding 50%. On small scales the approximation works well again, as free-streaming suppression causes the already subdominant neutrino perturbations to be even more subdominant on these scales.

For a neutrino mass as small as 0.046 eV, or equivalently $\Omega_\nu \sim 10^{-3}$, the fractional contribution of massive neutrinos to the total matter density is of order 0.3%; in this case the linear approximation appears to reproduce the exact total matter bispectrum on all scales. It is also useful to note that the error induced in the CDM bispectrum never exceeds 1.6%, as shown in the bottom panels of figures 6 to 8.

Our result suggests that while $N$-body simulations of mixed CDM+neutrino cosmologies that adopt the linear approximation scheme can be useful for calculating nonlinear
corrections to the total matter power spectrum on weakly nonlinear scales, they do not work
for higher-order $N$-point functions that are intrinsically nonlinear on all scales unless the
neutrino mass is exceedingly small.

The two-fluid approximation (ii) reproduces the total matter bispectrum to about
$1 \to 2\%$ accuracy on large scales, and about $2 \to 4\%$ at $k \sim 0.1 \ h \ Mpc^{-1}$, depending
on the neutrino mass, while the error in the corresponding CDM bispectrum is roughly a
factor of two smaller. Again, as with the total matter power spectrum, the error incurred
in the neutrino fluid by the fluid approximation is in fact huge (see the top right panels of
figures 6 to 8 for the corresponding bispectra of the neutrino density perturbations); this
large error in the neutrino fluid is only masked by the fact that massive neutrinos contribute
but a small fraction of the total matter

Note that the error of the fluid approximation on the total matter bispectrum appears
to “turn around” and begin to decrease at $k \sim 0.1 \sim 0.2 \ h \ Mpc^{-1}$ for $m = 0.46, 0.93 eV$. The
equivalent behaviour can also be seen in the $m = 0.046 eV$ case but at a larger scale, where
the dashed line in the top left plot of figure 8 takes a sudden plunge at $k \sim 0.02 \ h \ Mpc^{-1}$.
This turnaround, discernible also in the neutrino perturbation bispectra, signals a complete
breakdown of the fluid approximation on and below the turnaround scale, and follows from
the nonlinear stress term in equations (2.22) and (2.23) overcompensating the usual $\gamma \phi \phi$
coupling term. This overcompensation changes the sign of the nonlinear neutrino source term, which then reduces the net nonlinear source and causes the two-fluid system to exhibit an acoustic-oscillations-like behaviour in addition to that already seen at the linear level.

The implications of this result for SPH models of neutrinos in simulations are immediately clear. We have already seen in section 7.1 that the inherently oscillatory nature of the fluid/sound speed approximation already makes it a less-than-ideal description of the linear evolution of neutrino perturbations at wavenumbers greater than $k_{FS}$. Nonlinear evolution enhances this shortcoming, and renders the fluid description poor even for a neutrino mass as small as 0.0046 eV (because all observable $k$-modes in this case are greater than $k_{FS}$). This casts doubts on the usefulness of the SPH model of neutrinos in simulations.

The two hybrid approaches (iii) and (iv) are by far the best-performing approximations we have tested in this work, where for the whole $k$ range of interest their respective errors on the total matter bispectra are less than 1% and 2%, with the zero-sound-speed version (iii) as the better performer. The CDM bispectra are likewise accurate to better than 1%. These schemes also fare considerably better than the other approximations in describing the bispectra of the neutrino perturbations up to the free-streaming wavenumber, and although the

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{figure8}
\caption{Same as figure 6, but for $m = 0.046\,\text{eV}$. Note that we do not show the neutrino bispectrum computed from the fluid approximation or the hybrid approach with a non-vanishing sound speed, because all scales of interest fall below the free-streaming scale and incur enormous errors.}
\end{figure}
approach does eventually break down, the breakdown occurs on smaller scales compared with the other schemes.

Finally, we remark that although we have assumed a single massive neutrino species in our analysis, the main conclusions hold also for three massive neutrino species. Supposing three degenerate neutrino species of individual mass $m$ instead of one, the fraction of free-streaming dark matter goes up by a factor of three. Consequently, the free-streaming suppression on small scales will be three times larger, and we expect the errors incurred in the total matter bispectrum by each approximation scheme to scale up by a factor of three accordingly. If on the contrary we keep the neutrino density fixed but distribute it equally amongst three massive neutrino species, the free-streaming scale will become three times larger. While this does not change the free-streaming suppression on small scales and most likely also not the error estimates on those scales, we do expect the the fluid approximation to fail already on scales approximately three times larger. On the other hand, the linear approximation will hold up to scales three times larger.

7.3 Nonlinear neutrino density

Although the majority of future cosmological observations will not be directly sensitive to the neutrino perturbations, we note that new observational techniques have been proposed that make use of the neutrino flow field relative to their CDM counterpart as a means to measure the neutrino masses [47, 48]. In order for these techniques to return physically meaningful constraints, it is essential that we have an accurate way to compute the neutrino perturbations on the nonlinear scales.

For the particular proposal of [47], the relevant observable quantity is the CDM-neutrino density cross-correlation spectrum, $P_{C\nu}(k) \equiv \langle \delta_C \delta_{\nu} \rangle / (2\pi)^3$. We have not explicitly calculated the nonlinear corrections to this quantity because the additional time integrals required in the computation of the neutrino loop corrections are rather difficult to do in comparison with loops in standard perturbation theory. Nonetheless, because $P_{C\nu}$ is directly proportional to the neutrino density perturbations $\delta_{\nu}$, we can already glean from the right top panels of figures 6 to 8 and the discussion in section 7.2 that one is likely to grossly misestimate $P_{C\nu}$ on scales around and/or below the free-streaming scale using any one of the four approximate methods explored in section 7.2. This highlights the need for an exact treatment of nonlinear neutrino perturbations, be it perturbative such as the theory developed in this work, or via $N$-body realisations of the collisionless Boltzmann equation (3.1).

8 Conclusions

We have developed in this work a higher-order perturbation theory for large-scale structure formation involving a free-streaming hot or warm dark matter species. The theory avoids the need to track the full momentum dependence of the phase space distribution function through reformulating the collisionless Boltzmann equation as a nonlinear generalisation of Gilbert’s equation, and is equally applicable to both cases in which the free-streaming dark matter constitutes the dominant or the subdominant nonrelativistic energy density. We have applied our theory to calculate the leading-order total matter bispectrum in CDM+massive neutrino cosmologies with various neutrino masses, and because our theory does not assume $f_{\nu}/f_C \ll 1$, we have been able compute the leading-order bispectrum of the neutrino density perturbations as well.
Using the leading-order bispectrum as a benchmark, we examined the validity of the fluid/SPH approximation and a linear approximation scheme previously used in various perturbative analyses and $N$-body simulations of mixed CDM+massive neutrino cosmologies. Along with these existing approximate schemes, we also tested a hybrid approach proposed in this work, which combines the exact linear evolution of the free-streaming particles together with the nonlinear coupling structure of the fluid equations.

Demanding an accuracy of 1% or better for the total matter bispectrum, we found that only the hybrid approach is able to reproduce the exact result for the whole range of neutrino masses tested ($m = 0.0046 \rightarrow 0.93$ eV). The fluid approximation performs badly for the entire neutrino mass range, while the linear approximation fails on large scales when the neutrino mass becomes large. Since these last two approximation schemes were previously adopted in $N$-body simulations of mixed CDM+massive neutrino cosmologies and our investigations here represent their perturbative limits, our results also serve as a cautionary note: approximate nonlinear models of neutrino clustering that reproduce the gross features of some observables may not ultimately be sufficient for precision calculations, nor does their (approximate) validity necessarily extend to other observables.

In contrast, none of the approximation schemes is able to reproduce the bispectrum of the neutrino density perturbations to an accuracy better than 20% across all scales. This is potentially problematic for proposed new observational techniques that aim to measure neutrino masses via the relative flow field of neutrinos and CDM, and strongly suggests the need for an exact treatment of nonlinear neutrino perturbations such as the perturbative theory developed in this work, or via $N$-body solutions of the collisionless Boltzmann equation. In regard to the former, we expect that adopting a more efficient algorithm for the evaluation of the time integrals would aid in the computation of loop corrections that become important on small scales. Such a development would also allow us to calculate nonlinear corrections to density correlators in warm dark matter-only cosmologies.

Another possible direction is to develop new approximation schemes that could reproduce the suppression of power on small scales, the main feature of free-streaming particles. The hybrid approach proposed in this paper already takes into account the suppression in the linear evolution. The full theory developed in this work can be used as a starting point to improve the hybrid approach or to develop new approximation schemes.
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A Kernels for higher-order neutrino perturbations

A.1 Generalisation to higher orders

In order to derive a general expression for the higher-order kernels, it is instructive to first evaluate equation (3.17) by brute force to the next order. This exercise gives

$$
\tilde{\Gamma}^{(2)} \equiv \Theta(s_1 - s_2)V(s_1)V(s_2) \int d^3 q \ v_2 \cdot \frac{\partial}{\partial q} \left( v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \tilde{g}(k_2 + k_3, q; s_1, s_2) \right) \times \tilde{g}(k_3, q; s_2, s_{in}) \delta f (k_3, q; s_{in})
$$
\[ \Gamma^{(3)} = -\Theta(s_1 - s_2)\Theta(s_2 - s_3)V(s_1)V(s_2)V(s_3) \int d^3q f(q) \times v_3 \cdot \frac{\partial}{\partial q} \left( \frac{v_2 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q}}{v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q}} \tilde{g}(k_2 + k_3, q; s_1, s_2) \right) \tilde{g}(k_3, q; s_2, s_3) \]

\[ = \Theta(s_1 - s_2)\Theta(s_2 - s_3)^2 a^2(s_1)\mathcal{H}^2(s_1)\Omega(s_1)\Omega(s_2) \left( \frac{k_2}{k_2^3} \cdot U_3^3 \cdot \frac{k_1}{k_1} \cdot U_1^3 \int d^3q e^{-iU_2^2 q/m} f(q) \right), \]

where

\[ U_1^3 \equiv (k_1 + k_2 + k_3)(s' - s_1), \]
\[ U_2^3 \equiv (k_1 + k_2 + k_3)(s' - s_1) + (k_2 + k_3)(s_1 - s_2), \]
\[ U_3^3 \equiv (k_1 + k_2 + k_3)(s' - s_1) + (k_2 + k_3)(s_1 - s_2) + k_3(s_2 - s_3), \]

with the understanding that \( s_j \) is always integrated over the interval \([s_{in}, s']\), and \( s_3 \) is identified with \( s_{in} \) in the case of \( \tilde{\Gamma}^{(2)} \).

A simple pattern emerges when we compare these expressions with equations (3.19) and (3.20) for \( \tilde{\Gamma}^{(1)} \) and \( \tilde{\Gamma}^{(2)} \), reproduced here for clarity:

\[ \tilde{\Gamma}^{(1)} = -V(s_1) \int d^3q v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \tilde{g}(k_2, q; s_1, s_{in}) \delta f(k_2, q, s_{in}) \]
\[ = \frac{3}{2} a^2(s_1)\mathcal{H}^2(s_1)\Omega(s_1) \left( \frac{k_1}{k_1^3} \cdot U_1^2 \right) \int d^3q e^{-iU_2^2 q/m} \delta f(k_2, q, s_{in}), \]

\[ \tilde{\Gamma}^{(2)} = \Theta(s_1 - s_2)V(s_1)V(s_2) \int d^3q v_2 \cdot \frac{\partial}{\partial q} \left( v_1 \cdot \frac{\partial \tilde{g}(k, q; s', s_1)}{\partial q} \tilde{g}(k_2, q; s_1, s_2) \right) \tilde{g}(k_3, q; s_2, s_3) \]
\[ = \Theta(s_1 - s_2)^2 a^2(s_1)\mathcal{H}^2(s_1)\Omega(s_1)\Omega(s_2) \left( \frac{k_2}{k_2^3} \cdot U_3^2 \cdot \frac{k_1}{k_1} \cdot U_1^2 \right) \int d^3q e^{-iU_2^2 q/m} \tilde{f}(q), \]

with

\[ U_1^2 \equiv (k_1 + k_2)(s' - s_1), \]
\[ U_2^2 \equiv (k_1 + k_2)(s' - s_1) + k_2(s_1 - s_2), \]

and the identification \( s_2 \equiv s_{in} \) in the case of \( \tilde{\Gamma}^{(1)} \). At the \( n \)th order, both classes of kernels take \( n \) factors of \((3/2)a^2(s_j)\mathcal{H}^2(s_j)\), each evaluated at \( n \) different times, \( s_1, s_2, \ldots, s_n \), labelled such that \( s_{j-1} > s_j \). There are likewise \( n \) factors of \((k_j/k_j^3) \cdot U_j^n\), where the vectors \( U_j^n \) arise from the \( n \) nested \( q \)-derivatives of the free-streaming solution \( \tilde{g} \). For example, \( U_1^3 \) corresponds to differentiating one \( \tilde{g} \) connecting \( s_1 \) to \( s' \), while \( U_2^3 \) represents differentiation of three disparate \( \tilde{g} \)'s connecting \( s_j \) to \( s_{j-1} \), where \( j = 1, 2, 3 \) (\( s_0 \) is identified with \( s' \)). The exponential that forms part of the \( q \)-integrand collects all of the \( n \) (or \( n + 1 \) for \( \tilde{\Gamma}^{(n)} \)) free-streaming solutions appearing at the corresponding order. From here it is easy to see that the general forms of \( \tilde{\Gamma}^{(n-1)} \) and \( \tilde{\Gamma}^{(n)} \) are indeed given by equations (3.22) and (3.23).
A.2 Multipole expansion

To decompose $\tilde{\Gamma}^{(n-1)}$ in terms of multipole moments of initial distribution function, we first note that a plane wave can be expanded as

$$e^{-ix\cdot y} = \sum_{\ell=0}^{\infty} \left( -i \right)^\ell (2\ell + 1) j_\ell (xy) P_\ell (\hat{x} \cdot \hat{y}), \quad (A.5)$$

where $\hat{x} \equiv x/x$ denotes a unit vector, $j_\ell(x)$ is the spherical Bessel function order order $\ell$, and $P_\ell(\mu)$ is the $\ell$th Legendre polynomial. Inserting this into the expression (3.23) for $\tilde{\Gamma}^{(n-1)}$ yields

$$\tilde{\Gamma}^{(n-1)} = \left( \prod_{j=1}^{n-1} \Theta(s_j - s_j) \right) \frac{3}{2} a^2(s_j) \mathcal{H}^2(s_j) \Omega(s_j) \frac{k_j}{k_j} \cdot U^n \sum_{\ell=0}^{\infty} \sum_{\ell'=0}^{\infty} 2(-i)^{\ell+\ell'} (2\ell + 1)(2\ell' + 1) \int d^3q \ j_\ell \left( \frac{U^n q}{m} \right) f_\ell(k_n, q, s_{in}) P_\ell \left( \hat{k} \cdot \hat{q} \right), \quad (A.6)$$

where we have also made use of the Legendre decomposition (3.24) for the initial distribution function $\delta f(k_n, q, s_{in})$. Then, applying the addition theorem

$$P_\ell(\hat{x} \cdot \hat{y}) = \frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} \frac{Y^*_{\ell m}(\hat{x}) Y_{\ell m}(\hat{y})}{\sqrt{2}} \quad (A.7)$$

to the two Legendre polynomials, followed by the orthonormality condition for the spherical harmonics $Y_{\ell m}(\hat{x})$,

$$\int d\Omega_{\hat{q}} Y_{\ell m}(\hat{q}) Y^*_{\ell m'}(\hat{q}) = \delta_{\ell \ell'} \delta_{mm'}, \quad (A.8)$$

we find the general expression

$$\tilde{\Gamma}^{(n-1)} = \left( \prod_{j=1}^{n-1} \Theta(s_j - s_j) \right) \frac{3}{2} a^2(s_j) \mathcal{H}^2(s_j) \Omega(s_j) \frac{k_j}{k_j} \cdot U^n \sum_{\ell=0}^{\infty} 4\pi (-i)^\ell (2\ell + 1) P_\ell \left( \hat{k} \cdot \hat{k} \right) \int d\Omega_{\hat{q}} q^2 j_\ell \left( \frac{U^n q}{m} \right) f_\ell(k_n, q, s_{in}). \quad (A.9)$$

The initial multipole moments $f_\ell(k_n, q, s_{in})$ can be extracted from a (linear) Boltzmann code such as COSMICS [43].

B Numerical solution of linear integral equations

We use the Nyström method to solve Gilbert’s equation (3.6) numerically. For more details, see [49]. Gilbert’s equation can be written as a Fredholm equation,

$$\delta (s) - \int_{s_{in}}^{s_{ni}} ds' \ K \left( s, s' \right) \delta (s') = I (s), \quad (B.1)$$

where $I(s)$ is the same source term defined in equation (3.7), and

$$\tilde{K}(s, s') = K \left( s, s' \right) \Theta(s - s'), \quad (B.2)$$
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with $K(s, s')$ given by equation (3.8). Note that $\tilde{K}(s, s')$ is continuous, since $\lim_{s' \to s} K(s, s') = \lim_{s' \to s} \tilde{K}(s, s') = 0$. As with differential equations, the Fredholm equation can be solved numerically by discretising the time variable $s$ on $N$ nodes $s_n, n = 1, \ldots, N$. Then, discretising equation (B.1) accordingly, we find the matrix equation

$$
\delta(s_n) - \sum_{m=1}^{N} w_{nm} \tilde{K}(s_n, s_m) \delta(s_m) = I(s_n), \quad (B.3)
$$

where $w_{nm}$ denotes the integration weights. In matrix notation equation (B.3) reads

$$
\left(1 - \hat{K}\right) \cdot \delta = I, \quad (B.4)
$$

where we have defined

$$
\hat{K}_{mn} = w_{mn} \tilde{K}(s_n, s_m). \quad (B.5)
$$

The solution then can be written as

$$
\delta = \left(1 - \hat{K}\right)^{-1} \cdot I \equiv \hat{G} \cdot I, \quad (B.6)
$$

so that the problem of determining $\delta(s_n)$ reduces to that of a matrix inversion, for which several numerical linear algebra algorithms exist. Since equation (B.6) can also be written as

$$
\delta(s_n) = \sum_{m=1}^{N} \hat{G}_{nm} I(s_m) = \sum_{m=1}^{N} G_{nm} w_{nm} I(s_m) \approx \int_{s_{in}}^{s_{in}} ds' G(s_n, s') I(s'), \quad (B.7)
$$

where

$$
G(s, s') \approx G_{nm} = \begin{cases} 
\hat{G}_{nm} & \text{if } s_n \geq s_m, \\
0 & \text{if } s_n < s_m,
\end{cases} \quad (B.8)
$$

we see from a comparison with equation (3.10) that this numerical procedure also automatically yields the Green’s function $G(s, s')$.

The integration weights $w_{nm}$ together with the time nodes $s_n$ are determined by the integration rule. We list here several possibilities.

1. **Riemann sum.** This is the simplest choice, with equidistant nodes and equal weights, i.e.,

$$
s_n = s_i + \frac{s_f - s_{in}}{N} (n - 1),
$$

$$
w_{nm} = \frac{s_f - s_{in}}{N}. \quad (B.9)
$$

2. **Trapezoidal rule.** A somewhat better choice than the Riemann sum, the time nodes are likewise equidistant, but the weights differ at the extremities:

$$
s_n = s_{in} + \frac{s_f - s_{in}}{N - 1} (n - 1),
$$

$$
w_{nm} = \begin{cases} 
\frac{1}{2} \frac{s_n - s_{in}}{N - 1} & \text{if } m = 1, N, \\
\frac{2}{N - 1} & \text{otherwise,}
\end{cases} \quad (B.10)
$$
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3. **Gaussian quadrature rule.** The continuity of $\tilde{K}(s,s')$ renders the evaluation of the integral also amenable to this integration rule. Here, the time nodes are given by

$$s_n = \frac{s_{in} + s_{in}^{'}}{2} + \frac{s_{in} - s_{in}^{'}}{2}x_k,$$  \hspace{1cm} (B.11)

where $x_n$ ($n = 1, \ldots, N$) denotes the $N$ zeros of an orthogonal polynomial of degree $N$ in the interval $[-1,1]$. The weights are given by

$$w_{nm} = w_n = \int_{-1}^{1} dx L_n(x),$$  \hspace{1cm} (B.12)

where $L_n$ is a polynomial of degree $N$ defined by

$$L_n(x) = \prod_{\substack{k=1 \\ k\neq n}}^{N} \frac{x - x_k}{x_n - x_k},$$  \hspace{1cm} (B.13)

from which one sees immediately that $L_n(x_n) = 1$, and $L_n(x_k) = 0$ for all other nodes. In the case of a Gauss-Legendre quadrature, which we use here, the integral (B.12) for weights $w_n$ reduces to

$$w_n = \frac{2}{(1 - x_n^2)(P_N'(x_n))^2},$$  \hspace{1cm} (B.14)

where $P_N(x)$ is the $N$th Legendre polynomial, and $P_N'$ its derivative with respect to $x$.

In this work we use a quadrature rule with 200 time nodes. Comparing the results with exactly solvable cases this setting gives an error of order $10^{-4}$, while varying the number of nodes by $\pm 100$ induces a relative difference of order $10^{-5} \rightarrow 10^{-6}$. Adopting instead the trapezoidal rule with the same number of time nodes leads to a similar performance.
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