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Abstract

Snapshot compressive imaging (SCI) aims to capture the high-dimensional (usually 3D) images using a 2D sensor (detector) in a single snapshot. Though enjoying the advantages of low-bandwidth, low-power and low-cost, applying SCI to large-scale problems (HD or UHD videos) in our daily life is still challenging. The bottleneck lies in the reconstruction algorithms: they are either too slow (iterative optimization algorithms) or not flexible to the encoding process (deep learning based end-to-end networks). In this paper, we develop fast and flexible algorithms for SCI based on the plug-and-play (PnP) framework. In addition to the widely used PnP-ADMM method, we further propose the PnP-GAP (generalized alternating projection) algorithm with a lower computational workload and prove the global convergence of PnP-GAP under the SCI hardware constraints. By employing deep denoising priors, we first time show that PnP can recover a UHD color video \((3840 \times 1644 \times 48)\) with PNSR above \(30\text{dB}\) from a snapshot 2D measurement. Extensive results on both simulation and real datasets verify the superiority of our proposed algorithm. The code is available at https://github.com/liuyang12/PnP-SCI.

1. Introduction

Computational imaging [1][31] constructively combines optics, electronics and algorithms for optimized performance [4][6][32] or to provide new abilities [5][25][35][43] to imaging systems. One important branch of computational imaging with promising applications is snapshot compressive imaging (SCI) [23][45], which utilized a two-dimensional (2D) camera to capture 3D video or spectral data. Different from conventional cameras, such imaging systems adopt sampling on a set of consecutive images—video frames (e.g., CACTI [23][61]) or spectral channels (e.g., CASSI [46])—in accordance with the sensing matrix and integrating these sampled signals along time or spectrum to obtain the final compressed measurements. With this technique, SCI systems [12][15][36][42][45][46][61] can capture the high-speed motion [40][41][62][63][69][71] and high-resolution spectral information [28][70][37] but with low memory, low bandwidth, low power and potentially low cost. In this work, we focus on video SCI reconstruction.

In parallel to the hardware development, various algorithms have been employed and developed for SCI reconstruction. In addition to the widely used TwiST [2], Gaussian Mixture Model (GMM) in [49][50] based algorithms model the pixels within a spatial-temporal patch by a GMM. GAP-TV [53] adopts the idea of total variance minimization under the generalized alternating projection (GAP) [21] framework. Most recently, DeSCI proposed in [22] has led to state-of-the-art results. However, the slow speed of De-SCI precludes its real applications, especially to the HD \((1280 \times 720)\), FHD \((1920 \times 1080)\) or UHD \((3840 \times 1644)\) videos, which are getting popular in our daily life. Recall that DeSCI needs more than one hour to reconstruct a \(256 \times 256 \times 8\) video from a snapshot measurement. GAP-TV, by contrast, as a fast algorithm, cannot provide good reconstruction to be used in real applications (in general, this needs the PSNR \(\geq 30\text{dB}\)). An alternative solution is to train an end-to-end network [26][34] to reconstruct the videos for the SCI system. On one hand, this approach can finish the task within seconds and by appropriate design of multiple GPUs, an end-to-end sampling and reconstruction framework can be built. On the other hand, this method loses the robustness of the network since whenever the sensing matrix (encoding process) changes, a new network has to be re-trained. Moreover, it cannot be readily used in adaptive sensing [71].

Therefore, it is desirable to devise an efficient and flexible algorithm for SCI reconstruction, especially for large-scale problems. This will pave the way of applying SCI in our daily life [55]. In order to solve the trilemma of speed, accuracy and flexibility for SCI reconstruction, this paper makes the following contributions:

- Inspired by the plug-and-play (PnP) alternating direction method of multiplier (ADMM) [9] framework, we extend PnP-ADMM to SCI and show that PnP-ADMM converges to a fixed point by considering the hardware constraints.
Figure 1. Sensing process of video SCI (left) and the reconstruction results using the proposed PnP-FFDNet (bottom-right). The captured image (middle-top) size is UHD (3840 × 1644) and 48 frames are recovered from a snapshot measurement. GAP-TV (top-right) takes 180 mins and PnP-FFDNet takes 55 mins for the reconstruction. All other methods are too slow (more than 12 hours) to be used.

and the special structure of the sensing matrix [13] in SCI.

- We propose an efficient PnP-GAP algorithm by using various bounded denoisers (Fig. 2) into the GAP [21], which has a lower computational workload than PnP-ADMM. In addition to the fixed point convergence, we further prove that, under proper assumptions, the solution of PnP-GAP will converge to the true signal. To our best knowledge, this is the first global convergence results for SCI and this also holds under the additive white Gaussian noise.

- By integrating the deep image denoiser, e.g., the fast and flexible FFDNet [25] into PnP-GAP, we show that a FHD video (1920 × 1080 × 24) can be recovered from a snapshot measurement (Fig. 5) within 2 minutes with PSNR close to 30dB using a single GPU plus a normal computer. Compared with an end-to-end network [29], dramatic resources have been saved (no re-training is required). This further makes the UHD compression using SCI to be feasible (a 3840 × 1644 × 48 video is reconstructed with PSNR above 30dB in Fig. 1). To our best knowledge, this is the first time that SCI is used in these large-scale problems.

- We apply our developed PnP algorithms to extensive simulation and real datasets (captured by real SCI cameras) to verify the efficiency and robustness of our proposed algorithms. We show that the proposed algorithm can obtain results on-par with DeSCI but with a significant reduction of computational time.

The rest of this paper is organized as follows. Sec. 2 reviews the mathematical model of video SCI. Sec. 3 develops the PnP-ADMM under the SCI hardware constraints and shows that PnP-ADMM converges to a fixed point. Sec. 4 develops the PnP-GAP algorithm and proves its global convergence. Sec. 5 integrates various denoisers into the PnP framework for SCI reconstruction. Extensive results of both (benchmark and large-scale) simulation and real data are presented in Sec. 6 and Sec. 7 concludes the paper.

Related Work SCI systems have been developed to capture 3D spectral images [8, 37], videos [15, 33, 23, 25, 36, 40, 41, 43, 61, 68], high dynamic range [24, 59, 67] and polarization [44] images, etc. From the algorithm side, in addition to sparsity [56, 66, 58, 60, 64, 54, 76, 72, 73] based algorithms, GMM [49, 50, 57] and GAP-TV [53] have been proposed. As mentioned above, DeSCI [22] has led to state-of-the-art results. Inspired by deep learning on image restoration [74], researchers have started using deep learning in computational imaging [16, 19, 20, 30, 59, 65]. Some networks have been proposed for SCI reconstruction [26, 28, 34, 51]. Different from these methods, in this work, we integrate various denoisers into PnP framework [9, 38] for SCI reconstruction, thus to provide efficient and flexible algorithms for SCI. Our PnP algorithms can not only provide excellent results but also are robust to different
coding process and thus can be used in adaptive sensing.

2. Mathematical Model of SCI

As depicted in Fig. 1 in the video SCI system (e.g., CACTI) [23], consider that a $B$-frame video $X \in \mathbb{R}^{n_x \times n_y \times B}$ is modulated and compressed by $B$ sensing matrices (masks) $C \in \mathbb{R}^{n_x \times n_y \times B}$ and the measurement frame $Y \in \mathbb{R}^{n_x \times n_y}$ can be expressed as [23, 61]

$$Y = \sum_{b=1}^{B} C_b \odot X_b + Z,$$

where $Z \in \mathbb{R}^{n_x \times n_y}$ denotes the noise; $C_b = C(:, :, b)$ and $X_b = X(:, :, b) \in \mathbb{R}^{n_x \times n_y}$ represent the $b$-th sensing matrix (mask) and the corresponding video frame, respectively; $\odot$ denotes the Hadamard (element-wise) product. Mathematically, the measurement in (1) can be expressed by

$$y = Hx + z,$$

where $y = \text{Vec}(Y) \in \mathbb{R}^{n_x n_y}$ and $z = \text{Vec}(Z) \in \mathbb{R}^{n_x n_y}$. Correspondingly, the video signal $x \in \mathbb{R}^{n_x \times n_y B}$ is

$$x = \text{Vec}(X) = [\text{Vec}(X_1)^\top, \ldots, \text{Vec}(X_B)^\top]^\top.$$

Unlike traditional compressive sensing [2][11], the sensing matrix $H \in \mathbb{R}^{n_x n_y \times n_x n_y B}$ in video SCI is sparse and is a concatenation of diagonal matrices

$$H = [D_1, \ldots, D_B].$$

where $D_b = \text{diag}(\text{Vec}(C_b)) \in \mathbb{R}^{n \times n}$ with $n = n_x n_y$, for $b = 1, \ldots, B$. Consequently, the sampling rate here is equal to $1/B$. It has been proved recently in [17][18] that the reconstruction error of SCI is bounded even when $B > 1$.

In the color video case, as shown in Figs. 1, 5 and 7, the raw data captured by the generally used Bayer pattern sensors have “RGGB” channels. Since the mask is imposed on each pixel, the generated measurement can be treated as a grayscale image as in Fig. 5 and when it is shown in color, the demosaicing procedure cannot generate the right color due to mask modulation (Fig. 5). Therefore, during reconstruction, we first recover each of these four channels independently and then perform demosaicing in the reconstructed videos. The final demosaiced RGB video is the desired signal [61].

3. Plug-and-Play ADMM for SCI

The inversion problem of SCI can be modeled as

$$\hat{x} = \arg\min_x f(x) + \lambda g(x),$$

where $f(x)$ can be seen as the loss of the forward imaging model, i.e., $\|y - Hx\|^2_2$ and $g(x)$ is a prior being used. This prior is usually playing the role of a regularizer.

3.1. Review the Plug-and-Play ADMM in [9]

Via using the ADMM framework [3], by introducing an auxiliary parameter $v$, the unconstrained optimization in Eq. (5) can be converted into

$$\hat{x}, \hat{v} = \arg\min_x f(x) + \lambda g(v), \text{ subject to } x = v. \quad (6)$$

This minimization can be solved by the following sequence of sub-problems

$$x^{(k+1)} = \arg\min_x f(x) + \frac{\rho}{2} \|x - (v^{(k)} - \frac{1}{\rho} u^{(k)})\|^2_2; \quad (7)$$

$$v^{(k+1)} = \arg\min_v \lambda g(v) + \frac{\rho}{2} \|v - (x^{(k)} + \frac{1}{\rho} u^{(k)})\|^2_2; \quad (8)$$

$$u^{(k+1)} = u^{(k)} + \rho (x^{(k+1)} - v^{(k+1)}). \quad (9)$$

where the superscript $(k)$ denotes the iteration number.

While in SCI and other inversion problems, $f(x)$ is usually a quadratic form and there are various solutions to Eq. (7). In PnP-ADMM, the solution of Eq. (8) is replaced by an off-the-shelf denoising algorithm, to yield

$$v^{(k+1)} = D_\sigma (u^{(k)} + \frac{1}{\rho} u^{(k)}).$$

where $D_\sigma$ denotes the denoiser being used with $\sigma$ being the standard deviation of the assumed additive white Gaussian noise. In [9], the authors proposed to update the $\rho$ in each iteration by $\rho_{k+1} = \gamma_\rho \rho_k$ with $\gamma_\rho \geq 1$ and setting $\gamma_\rho = \sqrt{\lambda/\rho_k}$ for the denoiser. In this manner, the authors defined the bounded denoiser and proved the fixed point convergence of the PnP-ADMM.

Definition 1. (Bounded Denoiser [9]): A bounded denoiser with a parameter $\sigma$ is a function $D_\sigma : \mathbb{R}^n \rightarrow \mathbb{R}^n$ such that for any input $x \in \mathbb{R}^n$,

$$\frac{1}{n} \|D_\sigma(x) - x\|^2_2 \leq \sigma^2 C,$$

for some universal constant $C$ independent of $n$ and $\sigma$.

With this definition (constraint on the denoiser) and the assumption of $f : [0, 1]^n \rightarrow \mathbb{R}$ having bounded gradient, which is for any $x \in [0, 1]^n$, there exists $L < \infty$ such that $\|\nabla f(x)\|_2 / \sqrt{n} \leq L$, the authors of [9] have proved that: the iterates of the PnP-ADMM demonstrates a fixed-point convergence. That is, there exists $(x^*, v^*, u^*)$ such that $\|x^{(k)} - x^*\|_2 \rightarrow 0$, $\|v^{(k)} - v^*\|_2 \rightarrow 0$, and $\|u^{(k)} - u^*\|_2 \rightarrow 0$ as $k \rightarrow \infty$.

3.2. PnP-ADMM for SCI

In SCI, with the model stated in Eq. (2), $x \in \mathbb{R}^{n_B}$, and we consider the loss function $f(x)$ as

$$f(x) = \frac{1}{2} \|y - Hx\|^2_2.$$

Consider all the pixel values are normalized into $[0, 1]$. 

$$\hat{x}, \hat{v} = \arg\min_x f(x) + \lambda g(v), \text{ subject to } x = v. \quad (6)$$
Lemma 1. In SCI, the function \( f(x) = \frac{1}{2} \| y - Hx \|_2^2 \) has bounded gradients, i.e. \( \| \nabla f(x) \|_2 \leq B \| x \|_2 \).

Proof. The full proof is in the Supplementary Material (SM). Here, we show the key steps. The gradient of \( f(x) \) is

\[
\nabla f(x) = H^\top H x - H^\top y,
\]

(13)

where \( H \) is a block diagonal matrix of size \( n \times nB \) as defined in Eq. (4), \( H^\top y \) is non-negative due to the fact that both the measurement \( y \) and the mask are non-negative in nature, and \( H^\top H x \) is the weighted sum of the \( x \) and \( H^\top H y \) with \( \| H^\top H x \|_2 \leq B \| x \|_2 \) with a high probability; usually, \( p_1 = 0.5 \) and thus \( \| H^\top H y \|_2 \leq B \| y \|_2 \)

In the following, we only consider the non-negative mask being normalized to \([0,1]\) in practical systems.

Recall that in (4), \( \{ D_i \}_{i=1}^{B} \) is diagonal and we denote its diagonal elements by

\[
D_i = \text{diag}(D_{i,1}, \ldots, D_{i,n}).
\]

(14)

Thereby, in SCI, \( HH^\top \) is diagonal matrix, i.e.

\[
R = HH^\top = \text{diag}(R_1, \ldots, R_n),
\]

(15)

where \( R_j = \sum_{k=1}^{B} D_{k,j}^2, \forall j = 1, \ldots, n. \) We define

\[
R_{\text{max}} \overset{\text{def}}{=} \max(R_1, \ldots, R_n) = \lambda_{\text{max}}(HH^\top),
\]

(16)

\[
R_{\text{min}} \overset{\text{def}}{=} \min(R_1, \ldots, R_n) = \lambda_{\text{min}}(HH^\top),
\]

(17)

where \( \lambda_{\text{min}}(\cdot) \) and \( \lambda_{\text{max}}(\cdot) \) represent the minimum and maximum eigenvalues of the ensured matrix.

**Assumption 1.** We assume that \( \{ R_j \}_{j=1}^{n} > 0. \) This means for each spatial location \( j, \) the \( B \)-frame modulation masks at this location have at least one non-zero entries. We further assume \( R_{\text{max}} > R_{\text{min}}. \)

This assumption makes sense in hardware as we expect at least one out of the \( B \) frames is captured for each pixel during the sensing process. Lemma 1 along with the bounded denoiser in Definition 1 give us the following Corollary.

**Corollary 1.** Consider the sensing model of SCI in (2) and further assume the elements in the sensing matrix satisfying Assumption 3. Given \( \{ H, y \}, \) \( x \) is solved iteratively via PnP-ADMM with bounded denoiser, then \( x^{(k)} \) and \( \theta^{(k)} \) will converge to a fixed point.

Proof. See SM.

### 4. Plug-and-Play GAP for SCI

In this section, following the GAP algorithm [21] and the above conditions on PnP-ADMM, we propose PnP-GAP for SCI, which as mentioned before, has a lower computational workload (and thus faster) than PnP-ADMM.

**Algorithm 1 Plug-and-Play GAP**

**Require:** \( H, y. \)

1. Initial \( v^{(0)}, \lambda_0, \xi < 1. \)
2. while Not Converge do
3. Update \( x \) by Eq. (15).
4. Update \( v \) by denoiser \( v^{(k+1)} = D_{\sigma}(x^{(k+1)}). \)
5. if \( \Delta_{k+1} \geq \eta \Delta_k \) then
6. \( \lambda_{k+1} = \xi \lambda_k, \)
7. else
8. \( \lambda_{k+1} = \lambda_k. \)
9. end if
10. end while

### 4.1. Algorithm

Different from the ADMM in Eq. (6), GAP solves SCI by the following problem

\[
(\hat{x}, \hat{v}) = \arg\min_{x, v} \frac{1}{2} \| x - v \|_2^2 + \lambda g(v), \text{ s.t. } y = Hx.
\]

(18)

Similarly to ADMM, the minimizer in Eq. (18) is solved by a sequence of (now 2) subproblems and we again let \( k \) denotes the iteration number.

- **Solving** \( x \): given \( v, \) \( x^{(k+1)} \) is updated via an Euclidean projection of \( v^{(k)} \) on the linear manifold \( M : y = Hx. \)

\[
x^{(k+1)} = v^{(k)} + H^\top (HH^\top)^{-1}(y - Hv^{(k)}),
\]

(19)

where as defined in (15), \((HH^\top)^{-1}\) is fortunately a diagonal matrix and this has been observed and used in a number of SCI inversion problems.

- **Solving** \( v \): given \( x, \) updating \( v \) can be seen as an denoising problem and

\[
v^{(k+1)} = D_{\sigma}(x^{(k+1)}).
\]

(20)

Here, various denoiser can be used with \( \sigma = \sqrt{\lambda}. \)

We can see that in each iteration, the only parameter to be tuned is \( \lambda \) and we thus set \( \lambda_{k+1} = \xi_k \lambda_k \) with \( \xi_k \leq 1. \) Inspired by the PnP-ADMM, we update \( \lambda \) by the following two rules:

a) Monotone update by setting \( \lambda_{k+1} = \xi \lambda_k, \) with \( \xi < 1. \)

b) Adaptive update by considering the relative residue:

\[
\Delta_{k+1} = \frac{1}{\sqrt{nB}} \left( \| x^{(k+1)} - x^{(k)} \|_2 + \| v^{(k+1)} - v^{(k)} \|_2 \right).
\]

For any \( \eta \in [0,1) \) and let \( \xi < 1 \) be a constant, \( \lambda_k \) is conditionally updated according to the following settings:
\[ Hx^{(k+1)} = Hv^{(k)} + HH^T(HH^T)^{-1}(y - Hv^{(k)}) \]
\[ = Hv^{(k)} + y - Hv^{(k)} \] (21)
\[ = y. \] (22)

Similarly, \( y = Hx^{(k)} \) and this is the key property of GAP and the main difference between GAP and ADMM.

From (23), we have
\[ x^{(k+1)} - x^{(k)} = v^{(k)} - x^{(k)} + HH^T(HH^T)^{-1}(y - Hv^{(k)}). \]

Following this,
\[ \| x^{(k+1)} - x^{(k)} \|^2 \]
\[ = \| v^{(k)} + HH^T(HH^T)^{-1}(y - Hv^{(k)}) - x^{(k)} \|^2 \] (23)
\[ = \| (I - HH^T(HH^T)^{-1}H)(v^{(k)} - x^{(k)}) \|^2 \] (24)
\[ = \| v^{(k)} - x^{(k)} \|^2 - \| R^{-\frac{1}{2}}H(v^{(k)} - x^{(k)}) \|^2 \] (25)
\[ \leq \left(1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \| v^{(k)} - x^{(k)} \|^2. \] (26)

where the last two equations following the results of Lemmas 1 and 2 in the SM. This leads to the convergence result below.

**Theorem 1.** Consider the sensing model of SCI in (1) and further assume the element in the sensing matrix satisfying Assumption 3. Given \( \{H, y\} \), \( x \) is solved iteratively via PnP-GAP with bounded denoisers, then \( x^{(k)} \) and \( v^{(k)} \) will converge to a fixed point.

**Proof.** The full proof is in the SM and it follows Eq. (71) and one key result is
\[ \| \theta^{(k+1)} - \theta^{(k)} \|^2 \leq 7nBC\lambda_0\xi^{k-1}, \] (27)
where \( \theta^{(k)} = (x^{(k)}, v^{(k)}) \). The other steps follow the proof of Corollary 1.

**Remark 1.** The above convergence result of PnP-GAP also fits the noisy measurement. In fact, the proof is independent of the noise. This is because the update equation of \( x^{(k)} \) always satisfying \( y = Hx^{(k)} \). Consider the noisy measurement, i.e., \( y = Hx^* + z \), where \( z \in \mathbb{R}^n \) denotes the measurement noise. Though hereby the measurement \( y \) is different from the noise free case, we still enforce \( y = Hx^{(k)} \) in each iteration.

It is worth noting that we have proved the fixed point convergence but \( x^{(k)} \) may not converge to the true signal \( x^* \). We show that this global convergence can be proved for PnP-GAP below while it is challenging for PnP-ADMM.

### 4.3. Global Convergence of Plug-and-Play GAP

We first make the following assumption.

**Assumption 2.** There is only a single true signal \( x^* \) satisfying the measurement model \( y = Hx^* \) in SCI.

We understand that in real cases, there might be more than one signal satisfying \( y = Hx \) and this forward model might be an (linear) approximation of the physical imaging system. By using this assumption, we have the following global convergence result of PnP-GAP.

**Theorem 2.** [Global convergence of PnP-GAP] Consider the sensing model of SCI in (1) and further assume the element in the sensing matrix satisfying Assumption 3. Consider the true signal \( y = Hx^* \). Given \( \{H, y\} \), \( x \) is solved iteratively via PnP-GAP with bounded denoisers. For a constant \( C_g > 0 \) and \( 0 < \varphi < 1 \)
\[ \| x^{(k+1)} - x^* \|^2 \leq \sqrt{1 - \frac{R_{\text{min}}}{R_{\text{max}}}} \| x^{(k)} - x^* \|^2 + C_g\varphi^k. \] (28)

**Proof.** Let us start from (65); we have
\[ x^{(k+1)} - x^* = v^{(k)} - x^* + HH^T(HH^T)^{-1}(y - Hv^{(k)}) \]
\[ = v^{(k)} - x^* + HH^T(HH^T)^{-1}H(x^* - v^{(k)}). \] (29)

Following the derivation in (70), we have
\[ \| x^{(k+1)} - x^* \|^2 \leq \| v^{(k)} - x^* \|^2 + \| HH^T(HH^T)^{-1}H(x^* - v^{(k)}) \|^2 \leq \left(1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \| v^{(k)} - x^* \|^2. \] (30)

This is
\[ \| x^{(k+1)} - x^* \|^2 \leq \sqrt{1 - \frac{R_{\text{min}}}{R_{\text{max}}}} \| v^{(k)} - x^* \|^2 \] (31)
\[ \leq \sqrt{1 - \frac{R_{\text{min}}}{R_{\text{max}}}} (\| v^{(k)} - x^{(k)} \|^2 + \| x^{(k)} - x^* \|^2) \] (32)
\[ \leq \sqrt{1 - \frac{R_{\text{min}}}{R_{\text{max}}}} \| x^{(k)} - x^* \|^2 + nBC\sigma_{\text{min}}(1 - \frac{R_{\text{min}}}{R_{\text{max}}}) \] (33)
\[ = \sqrt{1 - \frac{R_{\text{min}}}{R_{\text{max}}}} \| x^{(k)} - x^* \|^2 + \lambda_0 \sqrt{nBC(1 - \frac{R_{\text{min}}}{R_{\text{max}}})} \xi^{\frac{k-1}{2}}, \] (34)

where Eqs. (33)-(34) are from the proof of Theorem 1 in the SM. Note that since \( \sqrt{1 - \frac{R_{\text{min}}}{R_{\text{max}}}} < 1 \) and \( \xi < 1 \) and therefore, when \( k \to \infty \),
\[ \lambda_0 \sqrt{nBC(1 - \frac{R_{\text{min}}}{R_{\text{max}}})} \xi^{\frac{k-1}{2}} \to 0. \] (35)

In (28), we have defined
\[ C_g = \lambda_0 \sqrt{nBC(1 - \frac{R_{\text{min}}}{R_{\text{max}}})} \xi^{\frac{k-1}{2}}, \quad \varphi = \xi^{\frac{1}{2}}. \] (36)

The desired global convergence results follows. □

Note that we have assumed \( R_{\text{min}} < R_{\text{max}} \) in Assumption 3. Otherwise, Theorem 2 leads to \( \| x^{(k+1)} - x^* \|^2 = 0. \)
For a constant $\alpha$, ADMM usually performs better since it considered noise in the initialization and it is not guaranteed to be more accurate than that of GAP. Taking $\ell_2$-norm on both sides and using the results of (97) with some derivations,

$$
\|x^{(k+1)} - x^*\|_2 \leq \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \|x^{(k)} - x^*\|_2 + \frac{1}{\sqrt{R_{\min}}} \|z\|_2.
$$

Using the result of (34) and $\sqrt{\alpha + b} \leq \sqrt{\alpha} + \sqrt{b}$,

$$
\|x^{(k+1)} - x^*\|_2 \leq \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \|x^{(k)} - x^*\|_2 + \lambda_0 \sqrt{nBC(1 - \frac{R_{\min}}{R_{\max}})} \xi^{k+1} + \frac{\varepsilon}{\sqrt{R_{\min}}}. \tag{38}
$$

The final result follows.

It is worth noting that by assuming WNNM being a bounded denoiser, DeSCI [22], which is GAP-WNNM, is a special case of our PnP-GAP.

4.4. PnP-ADMM vs. PnP-GAP

Comparing PnP-GAP in Eqs (25)-(29) and PnP-ADMM in Eqs (7)-(9), we can see that PnP-GAP only has two sub-problems (rather than three as in PnP-ADMM) and thus the computation is faster. It was pointed out in [22] that in the noise-free case, ADMM and GAP perform the same and this has been mathematically proved. However, in the noisy case, ADMM usually performs better since it considered noise in the model and below we give a geometrical explanation.

As shown in Fig. 3, where we used a two-dimensional sparse signal as an example, we can see that since GAP imposes $y = H\hat{x}$, the solution of GAP $\hat{x}$ is always on the dash-green line (due to noise, this line might be deviated from the solid green line where the true single lies on). However, the solution of ADMM does not have this constraint but to minimize $\|y - Hx\|_2^2$, which can be in the dash-red circle or the yellow-dash circle depending on the initialization. In the noise-free case, both GAP and ADMM will have a large chance to converge to the true signal $x^*$. However, in the noisy case, the Euclidean distance between GAP solution and the true signal ($\|\hat{x} - x^*\|_2$) might be larger than that of ADMM. Again, the final solution of ADMM depends on the initialization and it is not guaranteed to be more accurate than that of GAP.

\textbf{Theorem 3.} [Stable convergence of PnP-GAP] Consider the same conditions as in Theorem 2 but now the noisy measurement $y = Hx^* + z$ and $\|z\|_2 \leq \epsilon$. Given $\{H, y\}$, $x$ is solved iteratively via PnP-GAP with bounded denoisers. For a constant $C_y > 0$ and $0 < \varphi < 1$

$$
\|x^{(k+1)} - x^*\|_2 \leq \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \|x^{(k)} - x^*\|_2 + C_y \varphi^k + \frac{\varepsilon}{\sqrt{R_{\min}}}.
$$

\textbf{Proof.} Different from (29), where $y = Hx^*$ was used, now we have (full details in the SM)

$$
\begin{align*}
\|x^{(k+1)} - x^*\|_2 & = |I - H^T (HH^T)^{-1} H| (x^* - \nu^{(k)}) \\
& + H^T (HH^T)^{-1} z.
\end{align*}
$$

Taking $\ell_2$-norm on both sides and using the results of (97) with some derivations,

$$
\|x^{(k+1)} - x^*\|_2 \leq (1 - \frac{R_{\min}}{R_{\max}}) \|x^{(k)} - x^*\|_2 + \frac{1}{\sqrt{R_{\min}}} \|z\|_2.
$$

The final result follows.

5. Integrate Various Denoisers into PnP for SCI Reconstruction

It can be seen from Eq. (28) in Theorem 2 that the reconstruction error term depends on $C_y \varphi^k$, and from (103), we observe that while $\{n, B, R_{\min}, R_{\max}\}$ are fixed, and $\{\lambda_0, \xi\}$ are pre-set or tuned, only $C$ depends on the bounded denoising algorithm. In other words, a better denoiser with a smaller $C$ can provide a reconstruction result closer to the true signal. Various denoising algorithms exist for different tasks based on speed and quality. Usually, a faster denoiser e.g., TV, is very efficient, but cannot provide high-quality results. The middle class algorithms e.g., BM3D [10] can provide decent results with a longer running time. More advanced denoising algorithm, e.g., WNNM [14, 13] can provide better results [22], but even slower. Another line of emerging denoising approaches is based on deep learning [48, 74], which can provide decent results within a short time after training, but they are usually not robust to noise levels and in high noisy cases, the results are not good. Different from conventional denoising problems, in SCI reconstruction, the noise level in each iteration is usually from large to small and the dynamic range can from 150 to 1, considering the pixel values within $\{0, 1, \ldots, 255\}$. Fortunately, FFDNet [75] has provided us a fast and flexible solution under various noise levels.

By integrating these denoising algorithms into PnP-GAP/ADMM, we can have different algorithms (Table 1 and Fig. 2) with different results. It is worth noting that DeSCI can be seen as PnP-WNNM, and its best results are achieved by exploiting the correlation across different video frames. On the other hand, most existing deep denoising priors are still based on images. Therefore, it is expected that the results of PnP-GAP/ADMM-FFDNet are not as good as DeSCI. We anticipate that with the advances of deep denoising priors, better video denoising method will boost the our PnP-based SCI reconstruction results. In addition, these different denoisers can be used in parallel, i.e., one after each other in one GAP/ADMM iteration or used sequentially, i.e., the first $K_1$ iterations using FFDNet and the next $K_2$ iterations using WNNM to achieve better results.
Table 1. The average results of PSNR in dB (left entry in each cell) and SSIM (right entry in each cell) and run time per measurement/shot in minutes by different algorithms on 6 benchmark datasets.

| Algorithm           | Kobe     | Traffic  | Runner   | Drop    | Crash   | Aerial   | Average | Run time (min) |
|---------------------|----------|----------|----------|---------|---------|----------|---------|---------------|
| GAP-TV              | 26.46    | 0.8848   | 20.89    | 0.7148  | 28.52   | 0.9092   | 34.63   | 0.9704        |
| DeSCI (GAP-WNNM)    | 33.25    | 0.9518   | 28.71    | 0.9250  | 38.48   | 0.9693   | 43.10   | 0.9925        |
| Ground truth        | 25.00    | 0.8861   | 32.14    | 0.9332  | 40.70   | 0.9892   | 25.30   | 0.8502        |
| PnP-VBM4D           | 30.60    | 0.9260   | 26.60    | 0.8958  | 30.10   | 0.9271   | 26.58   | 0.8777        |
| PnP-FFDNet          | 30.50    | 0.9256   | 24.18    | 0.8279  | 32.15   | 0.9332   | 40.70   | 0.9892        |
| PnP-WNNM-FFDNet     | 33.00    | 0.9520   | 26.76    | 0.9035  | 38.00   | 0.9600   | 43.27   | 0.9927        |
| PnP-WNNM-VBM4D      | 33.08    | 0.9537   | 28.05    | 0.9191  | 33.73   | 0.9632   | 28.82   | 0.9289        |
| PnP-WNNM-FFDNet     | 32.54    | 0.9511   | 26.00    | 0.8861  | 36.31   | 0.9664   | 43.45   | 0.9930        |

Figure 4. Reconstructed frames of PnP-GAP algorithms (GAP-TV, PnP-VBM4D, DeSCI (GAP-WNNM), PnP-WNNM-FFDNet) on six simulated benchmark video SCI datasets.

6. Results

We applied the proposed PnP algorithms to both simulation [22] and real datasets captured by the SCI cameras [23, 61]. Conventional denoising algorithms include TV [53], VBM4D [27] and WNNM [14] are used. For the deep learning based denoiser, we have tried various algorithms and found that FFDNet [75] provides the best results.

Simulation: Benchmark Data

We follow the simulation setup in [22] using the six datasets, i.e., Kobe, Traffic, Runner, Drop, Crash, and Aerial [26], where $B = 8$ video frames are compressed into a single measurement. Table 1 summarizes the PSNR and SSIM [27] results of these 6 benchmark data using various denoising algorithms, where DeSCI can be categorized as GAP-WNNM, and PnP-WNNM-FFDNet used 50 iterations FFDNet and then 60 iterations WNNM, similar for GAP-WNNM-VBM4D. It can be observed that: i) By using GPU, PnP-FFDNet is now the fastest algorithm[1] it is even faster than GAP-TV, meanwhile providing about 3dB higher PSNR than GAP-TV. Therefore, PnP-FFDNet can be used as an efficient baseline in SCI reconstruction. Since the average PSNR is close to 30dB, it is applicable in real cases. This will be further verified in the following subsection on large-scale datasets. ii) DeSCI still provides the best results on average; however, by combining other algorithms with WNNM, comparable results (e.g. PnP-WNNM-FFDNet) can be achieved by only using 1/6 computational time. Fig. 4 plots selected frames of the six datasets using different algorithms. It can be seen that though GAP-WNNM still leads to best results, the difference between PnP-FFDNet and DeSCI is very small and in most cases, they are close to each other.

Simulation: Large-scale Data

We hereby show the results of large-scale data results in Fig. 5 where all videos (in SM) are reconstructed from a snapshot with sizes from $1920 \times 1080 \times 24$ to $3840 \times 1644 \times 48$. It is worth noting that only GAP-TV and PnP-FFDNet can be used as all other algorithms are too slow (more than 10 hours) to run[2]. In general, PnP-FFDNet provides more than 4dB higher PSNR than GAP-TV. Please pay attention to the details recovered by PnP-FFDNet. These results along with the high speed can lead to real applications of SCI in our daily life videos.

Real Data

Lastly, we apply the proposed PnP framework to real data captured by SCI cameras to verify the robustness of the algorithms. Figs. 6-7 show the results of different compression ratios and different sizes. It can be observed that in most cases, PnP-FFDNet can provide comparable or even better (chopper wheel) results than DeSCI but again with a significant saving on computational time. The running time of these data using different algorithms is shown in Table 2 where we can see that PnP-FFDNet provides results around 12 seconds even for a $512 \times 512 \times 22$ large-scale video.

---

[1] Only a regular GPU is needed to run FFDNet and since FFDNet is performed in a frame-wise manner, we do not need a large amount of CPU or GPU RAM (no more than 2GB here) compared to other video denoisers using parallelization (even with parallelization, other algorithms listed here are unlikely to outperform PnP-FFDNet in terms of speed).

[2] These large-scale datasets are of different sizes and different compression rates. From the speed perspective, it might be able to train (big and deep) networks for each of them. But this will need a significant amount of computational resources (GPUs with large memory) and training data and time. By contrast, our PnP-FFDNet provides a good trade-off of speed, accuracy and flexibility, since we don’t need to re-train the model.
Figure 5. Reconstructed frames of PnP-GAP algorithms (GAP-TV and PnP-FFDNet) on four simulated large-scale video SCI datasets.

Table 2. Running time (second) of real data using different algorithms. Visual results of labs and UCF are shown in the SM.

| Real dataset         | Pixel resolution | GAP-TV | DeSCI | PnP-FFDNet | PnP-WNNM-FFDNet |
|----------------------|------------------|--------|-------|------------|-----------------|
| Chopperwheel         | 256 × 256 × 14   | 17.6   | 3158.5| 2.7        | 1954.7          |
| Hummingbird color    | 512 × 256 × 10   | 36.9   | 6471.3| 4.5        | 3226.7          |
| Swinger color        | 512 × 512 × 22   | 23.5   | 4917.0| 12.6       | 1619.8          |
| Football color       | 1024 × 768 × 10  | 120.8  | 2568.7| 12.5       | 1958.3          |

*WNNM is performed in a frame-wise manner for large-scale datasets.

7. Conclusions

We proposed plug-and-play algorithms for the reconstruction of snapshot compressive video imaging systems. By integrating deep denoisers into the PnP framework, we not only get excellent results on both simulation and real datasets, but also provide reconstruction in a short time with sufficient flexibility. Convergence results of PnP-GAP are proved and we first time show that SCI can be used in large-scale (HD, FHD and UHD) daily life videos. This paves the way of practical applications of SCI.

Regarding the future work, one direction is to train a better video (rather than image) denoising network and apply it to the proposed PnP framework to further improve the reconstruction results. The other direction is to build a real large-scale video SCI system to be used in advanced cameras [4].
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A. Proof of Lemma 1: Bounded Gradients of \( f(x) \)

\[ \nabla f(x) = H^T H x - H^T y, \]  
(39)

where \( H \) is a block diagonal matrix of size \( n \times nB \).

- The \( H^T y \) is a non-negative constant since both the measurement \( y \) and the mask are non-negative in nature.
- Now let's focus on \( H^T H x \). Since

\[ H^T H = \begin{bmatrix} D_1 \\ \vdots \\ D_B \end{bmatrix} \begin{bmatrix} D_1 \ldots D_B \\ \vdots \\ D_B \end{bmatrix} \]  
(40)

\[ = \begin{bmatrix} D_1^T D_1 & D_1 D_2 & \cdots & D_1 D_B \\ D_2 D_1 & D_2^T D_2 & \cdots & D_2 D_B \\ \vdots & \vdots & \ddots & \vdots \\ D_B D_1 & D_B D_2 & \cdots & D_B^T D_B \end{bmatrix}, \]  
(41)

due to this special structure, \( H^T H x \) is the weighted sum of the \( x \) and \( \| H^T H x \|_2 \leq BC_{\max} \| x \|_2 \), where \( C_{\max} \) is the maximum value in the sensing matrix. Usually, the sensing matrix is normalized to \([0, 1]\) and this leads to \( C_{\max} = 1 \) and therefore \( \| H^T H x \|_2 \leq B \| x \|_2 \).

Thus, \( \nabla f(x) \) is bounded. Furthermore,

- If the mask element \( D_{i,j} \) is drawn from a binary distribution with entries \{0, 1\} with a property of \( p_1 \in (0, 1) \) being 1, then

\[ \| H^T H x \|_2 \leq p_1 B \| x \|_2 \]  
(42)

with a high probability; usually, \( p_1 = 0.5 \) and thus \( \| H^T H x \|_2 \leq 0.5B \| x \|_2 \).

- If the mask element \( D_{i,j} \) is drawn from a Gaussian distribution \( N(0, \sigma^2) \) as in \([17, 18]\), though it is not practical to get negative modulation (values of \( D_{i,j} \)) in hardware,

\[ \| H^T H x \|_2 \leq B \sigma^2 \| x \|_2 \]  
(43)

with a high probability.

\[ \Box \]

B. Proof of Theorem 1: Fixed-point Convergence of Plug-and-Play GAP

Before we show the full proof, we first present 2 lemmas, which are important and based on the special structure of SCI sensing matrix.

Recall Assumption 1 in the main paper.

Assumption 3. We assume that \( \{ R_j \}_{j=1}^n > 0 \). This means for each spatial location \( j \), the B frame modulation masks at this location have at least one non-zero entries. We further assume \( \frac{R_{\min}}{R_{\max}} > 0 \).

Lemma 2. For any \( x \in \mathbb{R}^{nB} \), consider \( D_{i,j}, i = 1, \ldots, B; j = 1, \ldots, n \) satisfy Assumption 3 then

\[ \frac{R_{\min}}{R_{\max}} \| x \|_2 \leq \| H^T (HH^T)^{-1} H x \|_2 \leq \| R^{-\frac{1}{2}} H x \|_2 \leq \| x \|_2. \]  
(44)

Proof.

\[ \| H^T (HH^T)^{-1} H x \|_2 \]  
(45)

\[ = (x^T H^T (HH^T)^{-1} H H^T)^{\frac{1}{2}} x \]  
(46)

\[ = \| R^{-\frac{1}{2}} H x \|_2 \]  
(47)

Further

\[ \| R^{-\frac{1}{2}} H x \|_2 = \sum_{j=1}^n \left[ \frac{\sum_{i=1}^B D_{i,j} x_{i,j}}{\sqrt{R_j}} \right]^2 \]  
(48)

\[ = \sum_{j=1}^n \left[ \sum_{i=1}^B (D_{i,j} x_{i,j} + \cdots + D_{B,j} x_{B,j})^2 \right] \]  
(49)

Recall that \( R_j = \sum_{i=1}^B D_{i,j}^2 > 0 \), and \( D_{i,j} \geq 0, \forall i = 1, \ldots, B \) by Assumption 3. Furthermore, \( \forall j \), at least one element in \( \{ \frac{D_{1,j}}{\sqrt{R_j}}, \ldots, \frac{D_{B,j}}{\sqrt{R_j}} \} \) is larger than 0 and we denotes it by \( D_{i,j} > 0 \). Following this,

\[ \| R^{-\frac{1}{2}} H x \|_2 = \sum_{j=1}^n \left[ \sum_{i=1}^B D_{i,j} x_{i,j} \right]^2 \]  
(50)

\[ = \sum_{j=1}^n \left( \sum_{i=1}^B D_{i,j}^2 x_{i,j} \right)^2 \leq \sum_{j=1}^n \sum_{i=1}^B D_{i,j}^2 x_{i,j}^2 \]  
(51)

\[ = \sum_{j=1}^n \sum_{i=1}^B x_{i,j}^2 = \| x \|_2 \]  
(52)

where (51) is from the Cauchy–Schwarz inequality by defining the following two vectors

\[ d_j = [D_{1,j}, \ldots, D_{B,j}]^T, \]  
(53)

\[ x_j = [x_{1,j}, \ldots, x_{B,j}]^T, \]  
(54)

and \( \langle d_j, x_j \rangle \) \| \leq \| d_j \| \| x_j \|.

Since we have assumed \( D_{i,j} \geq 0 \) and at least one element in \( d_j \) is larger than 0, the equality \( \| R^{-\frac{1}{2}} H x \|_2 = \| x \|_2 \) only
happens when \( x = 0 \) or \( x_j = c d_j \), where \( c \) is a constant and this means \( x \) and \( d \) are linearly dependent.

This will be an extreme case and this means the signal is linearly dependent on the mask and thus the SCI system cannot resolve the signal.

Recall that \( R = HH^T \) is a diagonal matrix and \( \lambda_{\text{min}}(HH^T) = R_{\text{min}}, \lambda_{\text{max}}(HH^T) = R_{\text{max}}. \) We have

\[
R_{\text{min}} \| x \|_2^2 \leq \| H x \|_2^2 \leq R_{\text{max}} \| x \|_2^2 \tag{55}
\]

Following this and \( R^{-1} = \text{diag}(R_{1}^{-1}, \ldots, R_{n}^{-1}) \), we have

\[
\frac{R_{\text{min}}}{R_{\text{max}}} \| x \|_2^2 \leq \| R^{-\frac{1}{2}} H x \|_2^2 \leq \frac{R_{\text{max}}}{R_{\text{min}}} \| x \|_2^2, \tag{56}
\]

Along with \( \| x \|_2^2 \), we have

\[
\frac{R_{\text{min}}}{R_{\text{max}}} \| x \|_2^2 \leq \| R^{-\frac{1}{2}} H x \|_2^2 \leq \| x \|_2^2, \tag{57}
\]

which is the desired result.

\[ \blacksquare \]

**Lemma 3.** For any \( x \in \mathbb{R}^{nB} \), consider \( D_{i,j}, \ i = 1, \ldots, B; j = 1, \ldots, n \) satisfy Assumption 3 then

\[
\| (I - H^T (HH^T)^{-1} H) x \|_2^2 = \| x \|_2^2 - \| R^{-\frac{1}{2}} H x \|_2^2. \tag{58}
\]

**Proof.**

\[
\| (I - H^T (HH^T)^{-1} H) x \|_2^2 = \| x \|_2^2 - \| R^{-\frac{1}{2}} H x \|_2^2 \tag{59}
\]

\[
= \| x - H^T (HH^T)^{-1} H x \|_2^2 \tag{60}
\]

\[
= x^T x - 2 x^T H (HH^T)^{-1} H x + x^T H^T (HH^T)^{-1} H H (HH^T)^{-1} H x \tag{61}
\]

\[
= x^T x - x^T (HH^T)^{-1} H x = \| x \|_2^2 - \| R^{-\frac{1}{2}} H x \|_2^2 \tag{62}
\]

where we have used \( R = HH^T \).

Along with Lemma 2, we have

\[
\| (I - H^T (HH^T)^{-1} H) x \|_2^2 \leq \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \| x \|_2^2. \tag{64}
\]

\[ \blacksquare \]

Now we prove Theorem 1 in the main paper.

**Proof.** From (21) in the main paper,

\[
x^{(k+1)} = v^{(k)} + H^T (HH^T)^{-1} (y - HV^{(k)}), \tag{65}
\]

we have

\[
x^{(k+1)} - x^{(k)} = v^{(k)} - v^{(k)} + H^T (HH^T)^{-1} (y - HV^{(k)}), \tag{66}
\]

Following this,

\[
\| x^{(k+1)} - x^{(k)} \|_2^2 = \| v^{(k)} + H^T (HH^T)^{-1} (y - HV^{(k)}) - x^{(k)} \|_2^2 \tag{67}
\]

\[
= \| v^{(k)} + H^T (HH^T)^{-1} (HV^{(k)} - H x^{(k)}) - x^{(k)} \|_2^2 \tag{68}
\]

\[
= \| (I - H^T (HH^T)^{-1} H) (v^{(k)} - x^{(k)}) \|_2^2 \tag{69}
\]

\[
= \| v^{(k)} - x^{(k)} \|_2^2 - \| R^{-\frac{1}{2}} H (v^{(k)} - x^{(k)}) \|_2^2 \tag{70}
\]

\[
\leq \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \| v^{(k)} - x^{(k)} \|_2^2, \tag{71}
\]

where the last equation \( (71) \) comes from Lemma 3. Now let’s use \( v^{(k)} = D_{\sigma_{k-1}} (x^{(k)}) \) and the definition of bounded denoiser

\[
\| x^{(k+1)} - x^{(k)} \|_2^2 \leq \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \| v^{(k)} - x^{(k)} \|_2^2 \tag{72}
\]

\[
= \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \| D_{\sigma_{k-1}} (x^{(k)}) - x^{(k)} \|_2^2 \tag{73}
\]

\[
\leq nBC \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \sigma_{k-1}^2 \tag{74}
\]

\[
= nBC \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \lambda_{k-1}. \tag{75}
\]

where we have used \( \sigma_{k-1} = \sqrt{\lambda_{k-1}} \).

Based on this,

\[
\| v^{(k+1)} - v^{(k)} \|_2^2 \tag{76}
\]

\[
= \| D_{\sigma_k} (x^{(k+1)}) - D_{\sigma_{k-1}} (x^{(k)}) \|_2^2 \tag{77}
\]

\[
\leq 2 \| D_{\sigma_k} (x^{(k+1)}) - x^{(k+1)} \|_2^2 \tag{78}
\]

\[
+ 2 \| x^{(k+1)} - x^{(k)} \|_2^2 + 2 \| x^{(k)} - D_{\sigma_{k-1}} (x^{(k)}) \|_2^2 \tag{79}
\]

\[
\leq 2nBC \lambda_k + 2nBC \left( 1 - \frac{R_{\text{min}}}{R_{\text{max}}} \right) \lambda_{k-1} + 2nBC \lambda_{k-1} \tag{80}
\]

\[
\lambda_k \leq \lambda_{k-1} \leq \left( 6nBC - \frac{2nBC R_{\text{min}}}{R_{\text{max}}} \right) \lambda_{k-1}. \tag{81}
\]

Following \( (9) \), we define \( \theta^{(k)} = (x^{(k)}, v^{(k)}) \). Let \( \Theta \) be the domain of \( \theta^{(k)} \) for all \( k \). On \( \Theta \), we define a distance function \( D : \Theta \times \Theta \rightarrow \mathbb{R} \) such that

\[
D(\theta^{(k)}, \theta^{(j)}) = \frac{1}{nB} \left( \| x^{(k)} - x^{(j)} \|_2^2 + \| v^{(k)} - v^{(j)} \|_2^2 \right). \tag{82}
\]

It follows from

\[
\Delta_{k+1} \leq \frac{1}{\sqrt{nB}} \left( \| x^{(k+1)} - x^{(k)} \|_2 + \| v^{(k+1)} - v^{(k)} \|_2 \right). \tag{83}
\]

that \( \Delta_{k+1} = D(\theta^{(k+1)}, \theta^{(k)}) \). If we can show that \( \{\theta^{(k)}\}_{k=1}^{\infty} \) is a Cauchy sequence in \( \Theta \) with the distance function \( D \), then \( \theta^{(k)} \) should converge.

Now we consider the following two cases of updating \( \lambda_k \):
a) Monotone update rule by setting $\lambda_{k+1} = \xi \lambda_k$, with $\xi < 1$ for all $k$.

In this case, it is easily to see from Eq. (75) and Eq. (79) that
\[
\|\theta^{(k+1)} - \theta^{(k)}\|_2 \leq \left(7 n BC - \frac{3 n B C R_{\min}}{R_{\max}}\right) \lambda_0 \xi^{k-1},
\]
\[
0 < R_{\min} \leq R_{\max} \leq 7 n BC \lambda_0 \xi^{k-1}. \tag{82}
\]

As $\xi < 1$, when $k \to \infty$, $\|\theta^{(k+1)} - \theta^{(k)}\|_2 \to 0$. In other words, $\{\theta^{(k)}\}_{k=1}^\infty$ is a Cauchy sequence and therefore, there must exists $\theta^*$ such that
\[
D(\theta^{(k)}, \theta^*) \to 0. \tag{84}
\]

Consequently, we have $\|x^{(k)} - x^*\|_2 \to 0$ and $\|v^{(k)} - v^*\|_2 \to 0$.

This is fixed-point convergence.

b) Adaptive update via

i) If $\Delta_{k+1} \geq \eta \Delta_k$, then $\lambda_{k+1} = \xi \lambda_k$.

ii) If $\Delta_{k+1} < \eta \Delta_k$, then $\lambda_{k+1} = \lambda_k$.

In both cases, $\xi < 1$.

At $k^{th}$ iteration, we have

- Case i) holds, from Eq. (75) and Eq. (79), we have
\[
D(\theta^{(k+1)}, \theta^{(k)}) \leq 7C \lambda_{k-1}. \tag{85}
\]

- Case ii) holds, since $\Delta_{k+1} = D(\theta^{(k+1)}, \theta^{(k)})$,
\[
D(\theta^{(k+1)}, \theta^{(k)}) < \eta D(\theta^{(k)}, \theta^{(k-1)}). \tag{86}
\]

As $k \to \infty$, one of the following situations will happen:

S1: Case i) occurs infinite times but Case ii) occurs finite times.

S2: Case ii) occurs infinite times but Case i) occurs finite times.

S3: Both Case i) and Case ii) occur infinite times.

When S1 happens, there must exists a $K_1$ such that for $k \geq K_1$ only case i) will be visited. Following this,
\[
D(\theta^{(k+1)}, \theta^{(k)}) \leq 7C \lambda_{k-1} \xi^{k-K_1-1}, \quad \forall k \geq K_1. \tag{87}
\]

When S2 happens, there must exists a $K_2$ such that for $k \geq K_2$ only case ii) will be visited. Following this,
\[
D(\theta^{(k+1)}, \theta^{(k)}) < \eta^{k-K_2} D(\theta^{(K_2)}, \theta^{(K_2-1)}) \leq 7C \lambda_{K_2-2} \eta^{k-K_2}, \quad \forall k \geq K_2. \tag{88}
\]

Combing (87) and (89), we have, for any $k \geq \max\{K_1, K_2\}$,
\[
D(\theta^{(k+1)}, \theta^{(k)}) \leq 7C \max \{\lambda_{K_1-1} \xi^{-K_1-1}, \lambda_{K_2-2} \eta^{-K_2}\} \{\max_{\xi, \eta}\}^k \tag{90}
\]

Let $\tilde{C} = 7C \max \{\lambda_{K_1-1} \xi^{-K_1-1}, \lambda_{K_2-2} \eta^{-K_2}\}$ and $\delta = \max_{\xi, \eta}$, we have
\[
D(\theta^{(k+1)}, \theta^{(k)}) \leq \tilde{C} \delta^k, \tag{91}
\]

for some constant $\tilde{C}$ and $\delta < 1$.

Since S3 is a union of S1 and S2, we can verify that no matter which one of S1 to S3, for all integers $m > k$ and $k \to \infty$,
\[
D(\theta^{(m)}, \theta^{(k)}) \to 0. \tag{92}
\]

Following this, $\{\theta^{(k)}\}_{k=1}^\infty$ is a Cauchy sequence and thus it always converges. Therefore, there must exists $\theta^*$ such that
\[
D(\theta^{(k)}, \theta^*) \to 0. \tag{93}
\]

Consequently, we have $\|x^{(k)} - x^*\|_2 \to 0$ and $\|v^{(k)} - v^*\|_2 \to 0$.

\[\square\]

C. Proof of Theorem 2: Global Convergence of Plug-and-Play GAP

Proof. Again, let us start from (65), we have
\[
x^{(k+1)} - x^* = v^{(k)} - x^* + HH^T (HH^T)^{-1} (y - Hv^{(k)}).
\]
\[
= v^{(k)} - x^* + HH^T (HH^T)^{-1} H(x^* - v^{(k)}).
\]

Following the derivation in (70), we have
\[
\|x^{(k+1)} - x^*\|_2^2 = \|v^{(k)} - x^*\|_2^2 - \|R^{-\frac{1}{2}} H (v^{(k)} - x^*)\|^2_2 \leq \left(1 - \frac{R_{\min}}{R_{\max}}\right) \|v^{(k)} - x^*\|_2^2. \tag{96}
\]

\[
\leq \left(1 - \frac{R_{\min}}{R_{\max}}\right) \|v^{(k)} - x^*\|_2^2. \tag{97}
\]
This is
\[ \| x^{(k+1)} - x^* \|_2^2 \leq \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \| v^{(k)} - x^* \|_2^2 \]
\[ \leq \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \left( \| v^{(k)} - x^{(k)} \|_2 + \| x^{(k)} - x^* \|_2 \right) \] (98)
\[ \leq \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \| x^{(k)} - x^* \|_2 \]
\[ + \sqrt{nBC \sigma_{k-1} (1 - \frac{R_{\min}}{R_{\max}})} \] (99)
\[ = \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \| x^{(k)} - x^* \|_2 \]
\[ + \sqrt{nBC (1 - \frac{R_{\min}}{R_{\max}}) \lambda_{k+1}^k} \] (100)
\[ = \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \| x^{(k)} - x^* \|_2 \]
\[ + \lambda_0 \sqrt{nBC (1 - \frac{R_{\min}}{R_{\max}}) \xi_{k+1}^k} \] (101)
\[ = \sqrt{1 - \frac{R_{\min}}{R_{\max}}} \| x^{(k)} - x^* \|_2 \]
\[ + \lambda_0 \sqrt{nBC (1 - \frac{R_{\min}}{R_{\max}}) \xi_{k+1}^k} \] (102)
Note that since \( \sqrt{1 - \frac{R_{\min}}{R_{\max}}} < 1 \) and \( \xi < 1 \) and therefore, when \( k \to \infty \),
\[ \lambda_0 \sqrt{nBC (1 - \frac{R_{\min}}{R_{\max}}) \xi_{k+1}^k} \to 0. \] (103)
In the main result, we have defined
\[ C_g = \lambda_0 \sqrt{nBC (1 - \frac{R_{\min}}{R_{\max}}) \xi_{k+1}^k}, \] (104)
\[ \varphi = \xi_{k+1}^k. \] (105)

D. Simulation and Reconstruction Details

**Benchmark data** We follow the simulation setup and and use all the four benchmark datasets, i.e., Kobe, Traffic, Runner, and Drop in [22]. We use two more datasets, i.e., Crash and Aerial in [26] to cover a wider range of scenes. Full comparison of reconstruction frames of all seven PnP-GAP algorithms listed in Table 1 is shown in Fig. 8.

It can be seen clearly that PnP-FFDNet provides overall comparable results as the state-of-the-art (best among all the seven methods listed here) method DeSCI, as shown in Fig. 8 with significantly reduced running time (3 seconds vs. 103 minutes), as shown in Table 1 in the main paper.

**Large-scale data** Similar to the benchmark data, we simulate the color video SCI measurements for large-scale data with four YouTube slow-motion videos, i.e., Messi[3], Hummingbird[4], Swinger[5], and Football[6].

The color video SCI system and sensing process follows the color video and depth SCI system in [61]. The schematic of a color video SCI system is shown in Fig. 9. A sequence of color scene is coded by the corresponding shifted random binary masks at each time step and finally summed up to form a snapshot measurement on the color Bayer RGB sensor (with “RGGB” Bayer color filter array here).

For reconstruction, the snapshot measurement is split into four “RGGB” sub-measurements according to the Bayer pattern. These sub-measurements are reconstructed measurement-by-measurement following the gray-scale reconstruction process by iteratively update the signal in data domain (using GAP or ADMM) and prior domain (using plug-and-play denoisers). Finally, the reconstructed subvideo-frames representing different color channels (R, G1, G2, and B) are recombined to a mosaic image and then demosaiced to form full-color video frames. Note that for simulation of large-scale data using YouTube videos, we do not have the access to the raw video data before demosaicing, so we simply “up-sample” it by putting each color channel as the mosaic R, G1, G2, and B channels. In this way, there are two identical G channels here and the reconstructed and the size of demosaiced image is doubled (both in width and height). For example, for UHD color video Football with original image size of \(3840 \times 1644\), the reconstructed video frames have the size of \(7680 \times 3288\) (demosaiced). To make the readers less confusing, we simply call it UHD here (8K UHD exactly). And the quantitative metrics (PSNR and SSIM) are calculated before demosaicing.

We again strongly encourage the readers to watch the supplementary videos of the reconstructed large-scale video data.

- **largescale_messi24.avi** A 1920 × 1080 × 24 video reconstructed from a snapshot.
- **largescale_hummingbird40.avi** A 1920 × 1080 × 40 video reconstructed from a snapshot.
- **largescale_swinger20.avi** A 3840 × 2160 × 20 video reconstructed from a snapshot.
- **largescale_football48.avi** A 3840 × 1644 × 48 video reconstructed from a snapshot.

---

3The results of DeSCI (GAP-WNNM) are different from those reported in [26] because of parameter settings of DeSCI, specifically the input estimated noise levels for each iteration stage. We use exactly the same parameters as the DeSCI paper [22], which is publicly available at [https://github.com/liuyang12/DeSCI](https://github.com/liuyang12/DeSCI).

---

4https://www.youtube.com/watch?v=sbPrevie6PD4
5https://www.youtube.com/watch?v=RtUQpZ5wHo
6https://www.youtube.com/watch?v=P6hiY7G3Rk
7https://www.youtube.com/watch?v=EGAuWZnE2No
Performance varying compression ratios ($B$) In order to further illustrate the efficiency of the proposed PnP algorithms for SCI, especially in real SCI systems varying compression ratios ($B$), we show the reconstruction quality and speed of three PnP-SCI algorithms with compression ratios from 8 to 48 in Fig. 10 and Fig. 11 respectively. The data we used is the downsampled grayscale video of Football with pixel resolution of 720p ($1280 \times 720$). The other algorithms listed in Tab. 1 are too slow to be compared. And other deep-learning-based end-to-end networks, like [26][34] would be not flexible to different compression ratios and require re-training the network for each compression ratio.

As we can see in Fig. 10 and Fig. 11 PnP-FFDNet is of the highest quality and fastest speed among these three
Figure 9. Schematic of a color video SCI system and its snapshot measurement (showing in Bayer RGB mode). A “RGGB” Bayer pattern is shown here.

Figure 10. Reconstruction quality, i.e., PSNR (a) and SSIM (b) varying compression ratios from 8 to 48. Higher is better.

Figure 11. Running time (in seconds) varying compression ratios from 8 to 48. Lower is better.

fast PnP-SCI algorithms even with high compression ratios (up to 48). This further supports the idea that PnP-FFDNet would be the baseline for SCI reconstruction.

E. More Experimental Results

We show additional experimental results of the proposed PnP framework of real data captured by SCI cameras here.

As mentioned in Tab. 2 of the main paper, we show the results of labs [34] and UCF [40] in Fig. 12 and Fig. 13 respectively.

Similar to the observation of the main paper, from Fig. 12 and Fig. 13, we can see that PnP-FFDNet, which only takes about 12 seconds for reconstruction, can provide comparable results as DeSCI, which needs hours even when performed in a frame-wise manner, as shown in Tab. 2. And PnP-FFDNet is significantly better than the speed runner-up GAP-TV in terms of motion-blur reduction and detail preservation, as shown in Figs. 12 and 13. Note that PnP-FFDNet is more than 5× faster than GAP-TV in real datasets with regular size, and more than 7× faster in large-scale datasets. In this way, PnP algorithms for SCI achieves a good balance of efficiency and flexibility and PnP-FFDNet could serve as a baseline for SCI recovery.
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