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Abstract—The principal mission of Group Testing (GT) is to identify a small subset of “defective” items from a large population, by grouping items into as little as possible test pools. The test outcome of a pool is positive if it contains at least one defective item, and is negative otherwise. GT algorithms are utilized in numerous applications, and in most of them the privacy of the tested subjects, namely, whether they are defective or not, is critical.

In this paper, we consider a scenario where there is an eavesdropper (Eve) which is able to observe a subset of the GT outcomes (pools). We propose a new non-adaptive Secure Group Testing (SGT) algorithm based on information theoretic principles, which keeps the eavesdropper ignorant regarding the items’ status. Specifically, when the fraction of tests observed by Eve is \(0 \leq \delta < 1\), we prove that the number of tests required for both correct reconstruction at the legitimate user (with high probability) and negligible mutual information at Eve’s side is \(\frac{1}{\delta^2}\) times the number of tests required with no secrecy constraint.

I. INTRODUCTION

The classical version of Group Testing (GT) was suggested during World War II in order to identify syphilis infected draftees while dramatically reducing the number of required tests [1]. Specifically, when the number of infected draftees, \(K\), is much smaller than the population size, \(N\), instead of examining each blood sample individually, one can conduct a small number of of pooled samples. Each pool outcome is negative if it contains no infected sample, and positive if it contains at least one infected sample. The problem is thus to identify the infected draftees via as few pooled tests as possible. Figure 1 (a)-(c) depicts a small example.

Since its exploitation in WWII, GT was utilized in numerous fields, including biology and chemistry [2], [3], communications [4]–[7], sensor networks [8], pattern matching [9] and web services [10]. GT also found applications in the emerging field of Cyber Security, e.g., detection of significant changes in network traffic [11], Denial of Service attacks [12] and indexing information for data forensics [13].

Many applications which utilize GT include sensitive information which should not be revealed if some of the tests leak or if the tests are distributed to several labs for parallel processing. However, in GT, a leakage of even a single pool-test may contain significant information on the tested items. I.e., if it is found to be negative it indicates that none of the items in the pool are defective. If it is positive, at least one of the items in the pool is defective (see Figure 1 (d) for a short example). Accordingly, ensuring that a leakage of a fraction of the pool-tests to undesirable or malicious eavesdroppers does not give them any useful information on the status of the items is crucial. It is very important to note that protecting GT is different from protecting the communication between the parties. To protect the communication, one should merely protect the bits transmitted, and can do so by encoding them before the transmission. However, in GT, we do not want to assume one entity has access to all pool-tests, and can apply an encoding function to them before they are exposed. We also do not want to assume a mixer can add a certain substance that will prevent a third party from testing the sample. To protect GT, one should make sure that without altering mixed samples, if a fraction of them leaks, either already tested or not, information is not revealed.

While the current literature includes several works on the privacy in GT algorithms for digital objects [13]–[16], these works are based on cryptographic schemes, assume the testing matrix is not known to all parties, ensue a high computational burden, and, last but not least, assume the computational power of the eavesdropper is limited [17], [18]. Information theoretic security [18], [19], on the other hand, can offer privacy at the price of additional tests, without keys, obfuscation or assumptions on limited power.

Main Contribution

In this work, we formally define Secure Group Testing (SGT), suggest SGT algorithms based on information theoretic principles and analyse their performance. In the considered model, there is an eavesdropper which may observe part of the information from the outcome pool-tests vector. The goal of the test designer is to design the tests such that a legitimate decoder can decode the status of the items (defective or not) with an arbitrarily small error probability, yet, as long as the eavesdropper gains only part of the output vector (a fraction \(\delta\)), she cannot (asymptotically) gain any significant information on the status of the items.

We propose a SGT code, and two algorithms which satisfy reliability as well as weak or strong secrecy conditions. We further provide sufficiency and necessity bounds on the number of tests required, and show that the code construction, together with Maximum Likelihood (ML) decoding is order-optimal (in \(N, K\) and \(\delta\)). The second algorithm, while missing the exact behaviour with respect to \(\delta\), is highly efficient, maintains the reliability and secrecy guarantees, yet requires only \(O(N^2T)\) operations, where \(T\) is the number of tests.

We do so by proposing a model, which is, in a sense, analogous to a channel model, as depicted in Figure 2. The subset of indices pointing to the (in hindsight) defective items in this analogy takes the place of a confidential message: the testing matrix represents the design of the pools: a matrix row can be considered as codeword, where each row corresponds to a separate item. The decoding algorithm is analogous to a channel decoding process, and the eavesdropped signal is the
output of an erasure channel, namely, having only part of the transmitted signal from the legitimate source to the legitimate receiver.

In the suggested construction, instead of each item receiving a single test vector which determines exclusively in which pool-tests it should participate, each item receives a random vector, chosen from a set of random and independent vectors. The vectors are, in a sense, dissimilar when the number of tests is large. Namely, we use stochastic encoding, and each vector determines different pool-tests in which the item should participate. For each item the lab picks one of the vectors in its set at random, and the item participates in the pool-tests according to this randomly chosen vector. A schematic description of our procedure is depicted in Figure 4. It is important to note, though, that the randomness is required only at the lab (the “mixer”), and it is not a shared key in any sense.

Accordingly, by obtaining a pool-test result, without knowing the specific vectors chosen by the lab for each item, the eavesdropper may gain only negligible information regarding the items themselves. Specifically, we show that even though the pool-tests in which each item participated can be chosen randomly and even though the legitimate user does not know a-priori in which pool-tests each item has participated, the legitimate user will be able to identify the defective items, while the eavesdropper, observing only a subset of the pool-test results, will have no significant information regarding the status of the items.

The structure of this work is as follows. In Section II, a SGT model is formally described. In Section III, we summarize the related work. Section IV includes our main results, with the direct proved in Section V and converse proved in Section VI. Section VII describes an efficient algorithm, and proves an upper bound on its error probability. Section VIII concludes the paper.

II. Problem Formulation

In SGT, a legitimate user desires to identify a small unknown subset $\mathcal{K}$ of defective items form a larger set $\mathcal{N}$, while reducing the number of measurements $T$ as possible and keeping the eavesdropper, which is able to observe a subset of the test results, ignorant regarding the status of the $\mathcal{N}$ items. $N = |\mathcal{N}|$, $K = |\mathcal{K}|$ denote the total number of items, and the number of defective items, respectively. The status of the items, defective or not, should be kept secure from the eavesdropper, but detectable to the legitimate user. We assume that the number $K$ of defective items in $\mathcal{K}$ is known a priori. This is a common assumption in the GT literature [3].

Throughout the paper, we use boldface to denote matrices, capital letters to denote random variables, lower case letters to denote their realizations, and calligraphic letters to denote the alphabet. Logarithms are in base 2 and $h_b(\cdot)$ denotes the binary entropy function.

Figure 3 gives a graphical representation of the model. In general, and regardless of security constraints, GT is defined by a testing matrix

$$X = [X_1^T; X_2^T; \ldots; X_N^T] \in \{0, 1\}^{N \times T},$$

Figure 1: An example of test results, a simple decoding procedure at the legitimate decoder and the risk of leakage. The example includes 7 items, out of which at most one defective (the second one in this case; unknown to the decoder). Three pooled tests are conducted. Each row dictates in which pooled tests the corresponding item participates. (a) Since the first result is negative, items 1 and 6 are not defective. (b) The second result is positive, hence at least one of items 2 and 4 is defective. (c) Based on the last result, as item 4 cannot be defective, it is clear that 2 is defective. Note that decoding in this case is simple: any algorithm which will simply rule out each item whose row in the matrix is not compatible with the result will rule out all but the second item, due to the first and last test results being negative, thus identifying the defective item easily. (d) An eavesdropped which has access to part of the results (the first two) can still infers useful information. Our goal is construct a testing matrix such that such an eavesdropper remains ignorant.

Figure 2: Analogy between channel scheme to SGT model.
where each row corresponds to a separate item \( j \in \{1, \ldots, N\} \), and each column corresponds to a separate pool test \( t \in \{1, \ldots, T\} \). For the \( j \)-th item,

\[
X_j^T = \{X_j(1), \ldots, X_j(T)\}
\]

is a binary row vector, with the \( t \)-th entry \( X_j(t) = 1 \) if and only if item \( j \) participates in the \( t \)-th test. If \( A_j \in \{0, 1\} \) is an indicator function for the \( j \)-th item, determining whether it belongs to the defective set, i.e., \( A_j = 1 \) if \( j \in K \) and \( A_j = 0 \) otherwise, the pool tests outcome \( Y^T \) is

\[
Y^T = \bigvee_{j=1}^N X_j^T A_j = \bigvee_{d \in K} X_d^T,
\]

where \( \bigvee \) is used to denote the boolean OR operation, and the second equality is since only the defective items will have influence in the boolean operation on the outcome vector.

In SGT, we assume an eavesdropper which observes a noisy vector \( Z^T = \{Z(1), \ldots, Z(T)\} \), generated from the outcome vector \( Y^T \). In the erasure case considered in the work, the probability of erasure is \( 1 - \delta \), i.i.d. for each test. That is, on average, \( T\delta \) outcomes are not erased and are accessible to the eavesdropper via \( Z^T \). Therefore, in the erasure case, if \( B_t \in \{1, ?\} \) is an erasure indicator function for the \( t \)-th pool test, i.e., \( B_t = 1 \) with probability \( \delta \), and \( B_t = ? \) with probability \( 1 - \delta \), the eavesdropper observes

\[
Z(t) = Y(t)B_t = \left( \bigvee_{j=1}^N X_j(t)A_j \right) B_t, \quad t = 1, \ldots, T.
\]

Denote by \( W \in \{1, \ldots, \binom{N}{K}\} \) the index of the subset of defective items. We assume \( W \) is uniformly distributed, that is, there is no \( a\)-priori bias to any specific subset. Further, denote by \( \hat{W}(Y^T) \) the index recovered by the legitimate decoder, after observing \( Y^T \). We refer to the testing matrix, together with the decoder as a SGT algorithm. As we are interested in the asymptotic behavior, the following definition lays out the goals of SGT algorithm.

**Definition 1.** A sequence of SGT algorithm with parameters \( N, K \) and \( T \) is asymptotically reliable and weakly or strongly secure if,

1. **Reliable:** At the legitimate receiver, observing \( Y^T \), we have
   \[
   \lim_{N \to \infty} P(\hat{W}(Y^T) \neq W) = 0.
   \]
2. **Weakly secure:** At the eavesdropper, observing \( Z^T \), we have
   \[
   \lim_{T \to \infty} \frac{1}{T} I(W; Z^T) = 0.
   \]
3. **Strongly secure:** At the eavesdropper, observing \( Z^T \), we have
   \[
   \lim_{T \to \infty} I(W; Z^T) = 0.
   \]

To conclude, The goal is to design (for parameters \( N \) and \( K \)) an \( N \times T \) measurement matrix and a decoding algorithm \( \hat{W}(Y^T) \), such that observing \( Y^T \), the legitimate user will identify the subset of defective items (with high probability), yet, observing \( Z^T \), the eavesdropper cannot (asymptotically) identify the status of the items, defective or not.

**III. RELATED WORK**

**Performance Bounds:** GT can be non-adaptive, where the testing matrix is designed beforehand, adaptive, where each new test can be designed while taking into account previous test results, or a combination of the two, where testing is adaptive, yet with batches of non-adaptive tests. It is also important to distinguish between exact recovery and a vanishing probability of error.

To date, the best known lower bound on the number of tests required (non-adaptive, exact recovery) is \( \Omega\left(\frac{K^2}{\log K}\log N\right) \) [20]. The best known explicit constructions were given in [21], resulting in \( O(K^2 \log N) \). However, focusing on exact recovery requires more tests, and forces a combinatorial nature on the problem. Settling for high probability reconstructions allows one to reduce the number of tests to the order of \( K \log N \). For example, see the channel-coding analogy given in [22], [23]. A similar analogy to wiretap channels will be at the basis of this work as well. In fact, probabilistic methods with an error probability guarantee appeared in [24], without explicitly mentioning GT, yet showed the \( O(K \log N) \) bound. Additional probabilistic methods can be found in [25] for support recovery, or in [26], when an interesting phase transition phenomenon was observed, yielding tight results on the threshold (in terms of the number of tests) between the error probability approaching one or vanishing. Finally, note that the significant difference between exact reconstruction and negligible error probability is also apparent in adaptive GT, e.g., [27].

**A Channel Coding Interpretation:** As mentioned, the analogy to channel coding proved useful [22], [23], [28] defined the notion of *group testing capacity*, that is, the value of

\[
\lim_{N \to \infty} \frac{\log \binom{N}{K}}{T}
\]

under which reliable algorithms exist, yet, over which, no reliable reconstruction is possible. A converse result for the Bernoulli, non-adaptive case was given in [29].

1. A simple information theoretic argument explains a lower bound. There are \( K \) defectives out of \( N \) items, hence \( \binom{N}{K} \) possibilities to cover: \( \log \binom{N}{K} \) bits of information. Since each test carries at most one bit, this is the amount of tests required. Stirling’s approximation easily shows that for \( K \ll N \), the leading factor of that is \( K \log N \).
Strong converse results were given in [30], [31], again, building on the channel coding analogy, as well as converses for noisy GT [32]. In [27], adaptive GT was analyzed as a channel coding with feedback problem.

Efficient Algorithms: A wide variety of techniques were used to design efficient GT decoders. Results and surveys for early non-adaptive decoding algorithms were given in [33]–[35]. Moreover, although most of the works described above mainly targeted fundamental limits, some give efficient algorithms as well. In the context of this work, it is important to mention the recent COMP [36]. DD and SCOMP [37] algorithms, concepts from which we will use herein. Efficient GT decoding is also possible via polar codes [38] or LDPC [39].

Noisy Group Testing and Graph Models: Since GT has numerous applications, several different models were suggested, with diverse tools being applied to tackle them. Perhaps the most studied extension is that of noisy GT. Noisy models can include cases of false positives, where with some probability a negative pool is still marked as positive, or false negatives if defective items get diluted. [22] includes several results in this context. Additional converse results for noisy GT are also in [32]. Noise level can also depend on the number of items tested in each pool [38]. Analysis of noisy GT from a Signal to Noise ratio perspective is given in [40].

In threshold group testing [41]–[43], the test results are sensitive to the number of defective items within a test, hence, are not necessarily a Boolean sum. A recent work also allowed the presence of inhibitors, which can mask test results [34], [44]. The capacity of Semi-quantitative group testing was discussed in [45], where the tests’ output is not necessarily binary (positive or negative). In a similar context, [46] considered the case where the testing matrix has to be sparse (either because an item cannot be tested too many times, or because a test cannot include too many items). [47] considered the case where the number of defectives, K, is unknown in advance. [48] considered the case where the items are ordered, and the defective set is a consecutive subset of the items.

Finally, since at the heart of GT stands a binary testing matrix, dictating in which test each item participates, GT also has a clean bipartite graph representation, when the Left set of vertices may stand for the items, and the Right for the tests. Indeed, such a representation gives a very elegant combinatorial result regarding the number of errors a certain testing matrix can withstand [49]. Results on cover-free families yield lower bounds for GT as well [50]. These definitions also lead to a natural definition for list GT [51], where the goal is to output a list containing all defective items, and perhaps additional ones up to the size of the list. Bipartite graphs for GT and noisy GT where also used in [52], [53], [54] considered a more structured graph model, i.e., when the bipartite graph is regular, with items having degree l and tests having degree r.

IV. MAIN RESULTS

Under the model definition given in Section II, our main result are the following sufficiency (direct) and necessity (converse) conditions, characterizing the maximal number of tests required to guarantee both reliability and security. The proofs are deferred to Section V and Section VI.

A. Direct (Sufficiency)

The sufficiency part is given by the following theorem.

Theorem 1. Assume a SGT model with N items, out of which K = O(1) are defective. For any 0 ≤ δ < 1, if

\[ T \geq \max_{i=1,..,K} \frac{1 + \varepsilon}{1 - \delta} \log \left( \frac{N - K}{i} \right), \]

for some \( \varepsilon \geq 0 \) independent of \( N \) and \( K \), then there exists a sequence of SGT algorithms which are reliable and secure. That is, as \( N \to \infty \), both the average error probability approaches zero and an eavesdropper with leakage probability \( \delta \) is kept ignorant.

The construction of the SGT algorithm, together with the proofs of reliability and secrecy are deferred to Section V. However, a few important remarks are in order now.

First, rearranging terms in eq. (1), we have

\[ T \geq \frac{1}{1 - \delta} \max_{i=1,..,K} \frac{1 + \varepsilon}{i} \log \left( \frac{N - K}{i} \right). \]

That is, compared to only a reliability constraint, the number of tests required for both reliability and secrecy is increased by the multiplicative factor \( \frac{1}{1 - \delta} \), where, again, \( \delta \) is the leakage probability at the eavesdropper.

Since for a fixed \( K \) and large enough \( N \) we have \( \log \left( \frac{N - K}{i} \right) = \Theta(i \log N) \), we have the following corollary on the number of tests required.

Corollary 1. For SGT with parameters \( K << N \) and \( T \), reliability and secrecy can be maintained with

\[ T = \Theta \left( \frac{K \log N}{1 - \delta} \right). \]

Note that this suggests a \( \Theta(K \log N) \) result for \( \delta \) bounded away from 1.

B. Converse (Necessity)

The necessity part is given by the following theorem.

Theorem 2. Let \( T \) be the minimum number of tests necessary to identify a defective set of cardinality \( K \) among population of size \( N \) while keeping an eavesdropper, with a leakage probability \( \delta < 1 \) ignorant regarding the status of the items. Then, for large enough \( N \) one must have

\[ T \geq \frac{1}{1 - \delta} \log \left( \frac{N}{K} \right). \]

The lower bound is derived using Fano’s inequality to address reliability, assuming a negligible mutual information at the eavesdropper, thus keeping an eavesdropper with leakage probability \( \delta \) ignorant, and information inequalities bounding the rate of the message on the one hand, and the data Eve does not see on the other. Compared with the lower bound without security constraints, it is increased by the multiplicative factor \( \frac{1}{1 - \delta} \).
C. Secrecy capacity in SGT

Returning to the analogy in [28] between channel capacity and group testing, one might define by \( C_s \) the (asymptotic) minimal threshold value for \( \log(N) / T \), above which no reliable and secure scheme is possible. Under this definition, the result in this paper show that \( C_s = (1 - \delta) C \), where \( C \) is the capacity without the security constraint. Clearly, this can be written as

\[
C_s = C - \delta C,
\]

raising the usual interpretation as the difference between the capacity to the legitimate decoder and that to the eavesdropper [55]. Note that as the effective number of tests Eve sees is \( T_e = \delta T \), her GT capacity is \( \delta C \).

D. Efficient Algorithms

Under the SGT model definition given in Section II, we further consider a computationally efficient algorithm at the legitimate decoder. Specifically, we analyze the Definite Non-Defective (DND) algorithm (originally called Combinatorial Orthogonal Matching Pursuit (COMP)), considered for the non-secure GT model in the literature [36], [37]. The theorem below states that indeed efficient decoding (with arbitrarily small error probability) and secrecy are possible, at the price of a higher \( T \). Interestingly, the theorem applies to any \( K \), and not necessarily only to \( K = O(1) \). This is, on top of the reduced complexity, an important benefit of the suggested algorithm.

**Theorem 3.** Assume a SGT model with \( N \) items, out of which \( K \) are defective. Then, for any \( \delta \leq \frac{1}{2} (1 - \frac{\ln 2}{K}) \), there exists an efficient decoding algorithm, requiring \( O(N^2 T) \) operations, such that if the number of tests satisfies

\[
T \geq \frac{1 + \epsilon}{\frac{1}{2} (1 - \frac{\ln 2}{K}) - \delta} K \log N
\]

its error probability is upper bounded by

\[
P_e \leq N^{-\epsilon}.
\]

The construction of the DND GT algorithm, together with the proofs of reliability and secrecy are deferred to Section VII.

V. CODE CONSTRUCTION AND A PROOF FOR THEOREM 1

In order to keep the eavesdropper, which obtains only a fraction \( \delta \) of the outcomes, ignorant regarding the status of the items, we randomly map the items to the tests. Specifically, as depicted in Figure 4, for each item we generate a bin, containing several rows. The number of such rows corresponds to the number of tests that the eavesdropper can obtain, yet, unlike wiretap channels, it is not identical to Eve’s capacity, and should be normalized by the number of defective items. Then, for the \( j \)-th item, we randomly select a row from the \( j \)-th bin. This row will determine in which tests the item will participate.

In order to rigorously describe the construction of the matrices and bins, determine the exact values of the parameters (e.g., bin size), and analyze the reliability and secrecy, we first briefly review the representation of the GT problem as a channel coding problem [22], together with the components required for SGT.

A SGT code consists of an index set \( \mathcal{I} = \{1, \ldots, N\} \), its \( w \)-th item corresponding to the \( w \)-th subset \( \mathcal{K} \subset \{1, \ldots, N\} \); A discrete memoryless source of randomness \( (R, p_R) \), with known alphabet \( \mathcal{R} \) and known statistics \( p_R \); An encoder,

\[
f : \mathcal{I} \times \mathcal{R} \rightarrow X_{\mathcal{S}_w} \in \{0, 1\}^{K \times T}
\]

which maps the index \( W \) of the defective items to a matrix \( X_{\mathcal{S}_w} \) of codewords, each of its rows corresponding to a different item in the index set \( S_w \). The need for a stochastic encoder is similar to most encoders ensuring information theoretic security, as randomness is required to confuse the eavesdropper about the actual information [55]. Hence, we define by \( R_K \) the random variable encompassing the randomness required for the \( K \) defective items, and by \( M \) the number of rows in each bin. Clearly, \( M^K = H(R_K) \).

At this point, and important clarification is in order. The lab, of course, does not know which items are defective. Thus, operationally, it needs to select a row for each item. However, in the analysis, since only the defective items affect the output (that is, only their rows are summed up to give \( Y^T \)), we refer to the “message” as the index of the defective set \( w \) and refer only to the random variable \( R_K \) required to choose the rows in their bins.

A decoder at the legitimate user is a map

\[
W : Y^T \rightarrow \mathcal{I}.
\]

The probability of error is \( P(W(Y^T) \neq W) \). The probability that an outcome test leaks to the eavesdropper is \( \delta \). We assume a memoryless model, i.e., each outcome \( Y(t) \) depends only on the corresponding input \( X_{\mathcal{S}_w}(t) \), and the eavesdropper observes \( Z(t) \), generated from \( Y(t) \) according to

\[
p(Y^T, Z^T | X_{\mathcal{S}_w}) = \prod_{t=1}^{T} p(Y(t) | X_{\mathcal{S}_w}(t)) p(Z(t) | Y(t)).
\]

We may now turn to the detailed construction and analysis.
1) Codebook Generation: Set $M = 2^{T \frac{T \sqrt{2}}{2}}$. Using a distribution $P(x^T) = \prod_{i=1}^T P(x_i)$, for each item generate $M$ independent and identically distributed codewords $x^T(m)$, $1 \leq m \leq M$, where $e$ can be chosen arbitrarily small. The codebook is depicted in the left hand side of Figure 4. Reveal the codebook to Alice and Bob. We assume Eve may have the codebook as well.

2) Testing: For each item $j$, the lab selects uniformly at random one codeword $x^T(m)$ from the $j$-th bin. Therefore, the SGT matrix contains $N$ randomly selected codewords of length $T$, one for each item, defective or not. Amongst is an unknown subset $X_{S_w}^T$, with the index $w$ representing the true defective. An entry of the $j$-th random codeword is 1 if the $j$-item is a member of the designated pool test and 0 otherwise.

3) Decoding at the Legitimate Receiver: The decoder looks for a collection of $K$ codewords $X_{S_w}^T$, one from each bin, for which $Y^T$ is most likely. Namely, 

$$P(Y^T | X_{S_w}^T) > P(Y^T | X_{S_w}^T), \forall w \neq \hat{w}.$$ 

Then, the legitimate user (Bob) declares $\hat{W}(Y^T)$ as the set of bins in which the rows $\hat{w}$ reside.

A. Reliability

Let $(S^1,S^2)$ denote a partition of the defective set $S$ into disjoint sets $S^1$ and $S^2$, with cardinalities $i$ and $K-i$, respectively. Let $I(X_{S^1};X_{S^2},Y)$ denote the mutual information between $X_{S^1}$ and $X_{S^2},Y$, under the i.i.d. distribution with which the codebook was generated and remembering that $Y$ is the output of a Boolean channel. The following lemma is a key step in proving the reliability of the decoding algorithm.

**Lemma 1.** If the number of tests satisfies 

$$T \geq (1 + \epsilon) \cdot \max_{i=1,...,K} \log \left( \frac{(N-K)^i}{i} \right) M^i,$$

then, under the codebook above, as $N \to \infty$ the average error probability approaches zero.

Next, we prove Lemma 1, which extends the results in [56] to the codebook required for SGT. Specifically, to obtain a bound on the required number of tests as given in Lemma 1, we first state Lemma 2, which bounds the error probability of the ML decoder using a Gallager-type bound [57].

**Definition 2.** The probability of error event $E_i$ in the ML decoder defined, as the event of mistaking the true set for a set which differs from it in exactly $i$ items.

**Lemma 2.** The error probability $P(E_i)$ is bounded by 

$$P(E_i) \leq T \sum_{Y \in \{0,1\}} \sum_{X_{S^2} \in \{0,1\}} \sum_{X_{S^1} \in \{0,1\}} P(X_{S^1}) \log \left( \frac{P(Y, X_{S^1})}{P(Y)} \right)^{1+\rho}, \quad 0 \leq \rho \leq 1.$$ 

where the error exponent $E_o(\rho)$ is given by 

$$E_o(\rho) = -\log \sum_{Y \in \{0,1\}} \sum_{X_{S^2} \in \{0,1\}} \left[ \sum_{X_{S^1} \in \{0,1\}} P(X_{S^1}) \log \left( \frac{P(Y, X_{S^1})}{P(Y)} \right)^{1+\rho} \right]^{T \frac{T \sqrt{2}}{2}},$$

In Appendix A we analyze the bound provided in Lemma 2. Note that there are two main differences compared to non-secured GT. First, the decoder has $(N-K)M^K$ possible subsets of codewords to choose from, $(N-K)$ for the number of possible bins and $M^K$ for the number of possible rows to take in each bin. Thus, when fixing the error event, there are $(N-K)^iM^j$ subsets to confuse the decoder. Moreover, due to the bin structure of the code, there are also many “wrong” codewords which are not the one transmitted on the channel, hence create a decoding error codeword-wise, yet the actual bin decoded may still be the right one.

**Proof of Lemma 1.** For this lemma, we follow the derivation in [56]. However, due the different code construction, the details are different. Specially, for each item there is a bin of codewords, from which the decoder has to choose. Define 

$$f(\rho) = E_o(\rho) - \frac{\log(N-K)M^i}{T} - \frac{\log(K)}{T} - K.$$ 

We wish to show that $T f(\rho) \to \infty$ as $N \to \infty$. Note that $\log(K)$ is a constant for the fixed $K$. Thus, for large $T$ we have $\lim_{T \to \infty} f(0) = 0$. Since the function $f(\rho)$ is differentiable and has a power series expansion, for a sufficiently small $\alpha$, by Taylor series expansion in the neighborhood of $\rho \in [0, \alpha]$ we have 

$$f(\rho) = f(0) + \frac{df}{d\rho} \bigg|_{\rho=0} + \Theta(\rho^2).$$

Now, 

$$\frac{df}{d\rho} \bigg|_{\rho=0} = \sum_{Y, X_{S^2}} \sum_{X_{S^1}} \left\{ \sum_{X_{S^2}} p(X_{S^1}, X_{S^2}, Y) \log p(Y, X_{S^1} | X_{S^2}) \log \left( \frac{p(Y, X_{S^1})}{p(Y)} \right) - \sum_{X_{S^1}} \sum_{X_{S^2}} p(X_{S^1}) p(Y, X_{S^2} | X_{S^1}) \log \left( \frac{P(X_{S^1}) p(Y, X_{S^2} | X_{S^1})}{P(Y, X_{S^2})} \right) \right\} = \sum_{Y, X_{S^2}} \sum_{X_{S^1}} \log \left( \frac{p(Y, X_{S^2} | X_{S^1})}{P(X_{S^1}) p(Y, X_{S^2})} \right) = I(X_{S^1}; X_{S^2}, Y).$$

Hence, if 

$$(1 + \epsilon) \frac{\log(N-K)M^i}{T} K^\alpha < I(X_{S^1}; X_{S^2}, Y),$$

for some constant $\epsilon > 0$, the exponent is positive for large enough $T$ and we have $P(E_i) \to 0$ as $T \to \infty$ for $\rho > 0$. Using a union bound one can show that taking the maximum over $i$ will ensure a small error probability in total.

The expression $I(X_{S^1}; X_{S^2}, Y)$ in Lemma 1 is critical to understand how many tests are required, yet it is not a function of the problem parameters in any straight forward mannar. We now bound it to get a better handle on $T$.

**Claim 1.** For large $K$, and under a fixed input distribution for the testing matrix $(\frac{\ln(2)}{K}, 1 - \frac{\ln(2)}{K})$, the mutual information between $X_{S^1}$ and $(X_{S^2}, Y)$ is lower bounded by 

$$I(X_{S^1}; X_{S^2}, Y) \geq \frac{i}{K}. $$
Proof of Claim 1. First, note that
\[
I(X_{S_1}; X_{S_2}, Y) \stackrel{(a)}{=} I(X_{S_1}; X_{S_2}) + I(X_{S_1}; Y | X_{S_2})
\]
\[
= H(Y | X_{S_2}) - H(Y | X_{S})
\]
\[
\stackrel{(b)}{=} q^{K-i} H(q^i)
\]
\[
= q^{K-i} \left[ q^i \log \frac{1}{q^i} + (1 - q^i) \log \frac{1}{1 - q^i} \right],
\]
where equality (a) follows since the rows of the testing matrix are independent, and (b) follows since \( H(Y | X_{S}) \) is the uncertainty of the legitimate receiver given \( X_{S} \), thus when observing the noiseless outcomes of all pool tests, this uncertainty is zero. Also, note that the testing matrix is random and i.i.d. with distribution \((1-q,q)\), hence the probability for \( i \) zeros is \( q^i \).

Then, under a fixed input distribution for the testing matrix \((p = \frac{\ln(2)}{K}, q = 1 - \frac{\ln(2)}{K})\) and large \( K \) it is easy to verify that the bounds meet at the two endpoint of \( i = 1 \) and \( i = K \), yet the mutual information is concave in \( i \) thus the bound is obtained. This is demonstrated graphically in Figure 5.

Applying Claim 1 to the expression in Lemma 1, we have
\[
\log \frac{(N-K)^{M^i}}{I(X_{S_1}; X_{S_2}, Y)} \leq \log \frac{(N-K)^{M^i}}{K^i}.
\]
Hence, substituting \( M = 2^{T - \frac{d}{K}} \), a sufficient condition for reliability is
\[
T \geq \max_{1 \leq i \leq K} \frac{1 + \epsilon}{K} \left[ \log \left( \frac{N-K}{i} \right) + i |T\delta \right]
\]
with some small \( \epsilon \). Rearranging terms results in
\[
T \geq \max_{1 \leq i \leq K} \frac{1}{1 - (1+\epsilon)\delta} \frac{1 + \epsilon}{i/K} \log \left( \frac{N-K}{i} \right).
\]
Noting that this is for large \( K \) and \( N \), and that \( \epsilon \) is independent of them, achieves the bound on \( T \) provided in Theorem 1 and reliability is established.

B. Information Leakage at the Eavesdropper

We now prove the security constraint is met. Hence, we wish to show that \( I(W; Z^T) / T \to 0 \), as \( T \to \infty \). Denote by \( C_T \) the random codebook and by \( X_{S_{2}2}^T \) the set of codewords corresponding to the true defective items. We have,
\[
\frac{1}{T} I(W; Z^T | C_T) = \frac{1}{T} \left( I(W, R_K; Z^T | C_T) - I(R_K; Z^T | W, C_T) \right)
\]
\[
\leq \frac{1}{T} \left( I(X_{S_{2}2}^T; Z^T | C_T) - I(R_K; Z^T | W, C_T) \right)
\]
\[
= \frac{1}{T} \left( I(X_{S_{2}2}^T; Z^T | C_T) - H(R_K | W, C_T) + H(R_K | Z^T, W, C_T) \right)
\]
\[
\leq \frac{1}{T} H(R_K | Z^T, W, C_T)
\]
\[
\leq \frac{1}{T} H(R_K | Z^T, W, C_T)
\]
\[
\stackrel{(e)}{=} I(X_{S_{2}2}; Z | C_T) - \frac{1}{T} K \log M + \frac{1}{T} H(R_K | Z^T, W, C_T)
\]
\[
\leq \delta - \frac{1}{T K} \left( T \frac{\delta - \epsilon}{K} \right) + \frac{1}{T} H(R_K | Z^T, W, C_T) \leq \epsilon_T,
\]
where \( \epsilon_T \to 0 \) as \( T \to \infty \). (a) is since there is a 1 : 1 correspondence between \( (W, R_K) \) and \( X_{S_{2}2}^T \); (b) is since \( R_K \) is independent of \( W \) and \( C_T \); (c) is since in this direct result the codebook is defined by the construction and is memoryless, as well as the channel; (d) is since by choosing an i.i.d. distribution for the codebook one easily observes that \( I(X_{S_{2}2}; Z | C_T) \leq \delta \). Finally, (e) is for the following reason: Given \( W \) and the codebook, Eve has a perfect knowledge regarding the bins from which the codewords were selected. It requires to see whether she can indeed estimate \( R_K \). Note that the channel Eve sees in this case is the following multiple access channel: each of the defective items can be considered as a “user” with \( M \) messages to transmit. Eve’s goal is to decode the messages from all users. This is possible if the rates at which the users transmit are within the capacity region of this MAC. Indeed, this is a (binary) Boolean MAC channel, followed by a simple erasure channel. The sum capacity cannot be larger than \( \delta \), and this sum capacity is easily achieved by letting one user transmit at a time, or, in our case, time sharing between the users. Thus, each user sees a capacity of \( \delta/K \), hence Eve may decode if \( 1/\log M \) is smaller than that value.

Remark 1. Under non-secure GT, it is clear that simply adding tests to a given GT code (increasing \( T \)) can only improve the performance of the code (in terms of reliability). A legitimate decoder can always disregard the added tests. For SGT, however, the situation is different. Simply adding tests to a given code, while fixing the bin sizes, might make the vector of results vulnerable to eavesdropping. In order to increase reliability, one should, of course, increase \( T \), but also increase the bin sizes proportionally, so the secrecy result above will still hold. This will be true for the efficient algorithm suggested in Section VII as well.

VI. CONVERSE (NECESSITY)

In this section, we derive the necessity bound on the required number of tests. Let \( \tilde{Z} \) denote the random variable corresponding to the tests which are not available to the eavesdropper. Hence, \( Y = (Z, \tilde{Z}) \). By Fano’s inequality, if \( P_e \to 0 \), we have
\[
H(W | Y) \leq T \epsilon_T^e,
\]
where \( \epsilon_T^e \to 0 \) as \( T \to \infty \). Moreover, the secrecy constraint implies
\[
I(W; Z) \leq T \epsilon_T^s,
\]
(2)
where $\epsilon_T \to 0$ as $T \to \infty$. Consequently,

\[
\log \left( \frac{N}{K} \right) = H(W) = I(W; Y) + H(W|Y)
\]

\[
\leq I(W; Z, \bar{Z}) + T\epsilon_T
\]

\[
= I(W; Z) + I(W; \bar{Z}|Z) + T\epsilon_T
\]

\[
\leq I(W; \bar{Z}|Z) + T\epsilon_T + T\epsilon_T''
\]

\[
= H(\bar{Z}|Z) - H(\bar{Z}|X_{\mathcal{S}_w}, Z) + T(\epsilon_T + \epsilon_T'')
\]

\[
\leq H(\bar{Z}) + T(\epsilon_T + \epsilon_T'')
\]

where (a) follows from Fano’s inequality and since $Y = (Z, \bar{Z})$, (b) follows from (2), (c) follows from the Markov chain $W \rightarrow X_{\mathcal{S}_w} \rightarrow Y \rightarrow Z$ and (d) is since conditioning reduces entropy.

We now evaluate $H(\bar{Z})$. Denote by $\mathcal{E}$ the set of tests which are not available to Eve and by $\mathcal{E}_0$ the event \{$|\mathcal{E}| \leq T(1-\delta)(1+\gamma)$\} for some $\gamma > 0$. We have

\[
H(\bar{Z}) = P(\mathcal{E}_0)H(\bar{Z}|\mathcal{E}_0) + P(\mathcal{E}^c_0)H(\bar{Z}|\mathcal{E}^c_0)
\]

\[
\leq T(1-\delta)(1+\gamma) + TP(\mathcal{E}^c_0)
\]

\[
\leq T(1-\delta)(1+\gamma) + 2^{-T(1-\delta)f(\gamma)},
\]

where the last inequality follows from the Chernoff bound for i.i.d. Bernoulli random variables with parameter $(1-\delta)$ and is true for some $f(\gamma)$ such that $f(\gamma) > 0$ for any $\gamma > 0$.

Thus, we have

\[
\log \left( \frac{N}{K} \right) \leq T(1-\delta)(1+\gamma) + 2^{-T(1-\delta)f(\gamma)} + T(\epsilon_T + \epsilon_T'').
\]

That is,

\[
T \geq \frac{1-\epsilon_T}{1-\delta} \log \left( \frac{N}{K} \right),
\]

for some $\epsilon_T$ such that $\epsilon_T \to 0$ as $T \to \infty$. This completes the converse proof.

VII. E Efficien t Algorithms

The achievability result given in Theorem 1 uses a random codebook and ML decoding at the legitimate party. The complexity burden in ML, however, prohibits the use of this result for large $N$. In this section, we derive and analyze an efficient decoding algorithm, which maintains the reliability result using a much simpler decoding rule, at the price of only slightly more tests. The secrecy constraint, as will be clear, is maintained by construction, as the codebook and mixing process do not change compared to the achievability result given before. Moreover, the result in this section will hold for any $K$, including even the case were $K$ grows linearly with $N$.

Specifically, we assume the same codebook generation and the testing procedure given in Section V, and analyze the Definite Non-Defective (DND) algorithm, previously considered for the non-secure GT in the literature [36], [37]. The decoding algorithm at the legitimate user is as follows. Bob attempts to match the rows of $X$ with the outcome vector $Y^T$. If a particular row $j$ of $X$ has the property that all locations $t$ where it has 1, also corresponds to a 1 in $Y(t)$, then that row can correspond to a defective item. If, however, the row has 1 at a location $t$ where the output has 0, then it is not possible that the row corresponds to a defective item. The problem, however, when considering the code construction in this paper for SGT, is that the decoder does not know which row from each bin was selected for any given item. Thus, it takes a conservative approach, and declares an item as defective if at least one of the rows in its bin signals it may be so. An item is not defective only if all the rows in its bin prevent it from being so.

It is clear that this decoding procedure has no false negatives, as a defective item will always be detected. It may have, though, false positives. A false positive may occur if all locations with ones in a row corresponding to a non-defective item are hidden by the ones of other rows corresponding to defective items and selected by the mixer. To calculate the error probability, fix a row of $X$ corresponding to a non-defective item (a row in its bin). Let $j_1, \ldots, j_K$ index the rows of $X$ corresponding to the $K$ defective items, and selected by the mixer for these items (that is, the rows which were actually added by the Boolean channel). An error event associated with the fixed row occurs if at any test where that row has a 1, at least one of the entries $X_{j_t}(t), \ldots, X_{j_K}(t)$ also has a 1. The probability for this to happen, per column, is $p(1-(1-p)^K)$. Hence, the probability that a test result in a fixed row is hidden from the decoder, in the sense that it cannot be declared as non-defective due to a specific column, is

\[
p(1-(1-p)^K) + (1-p) = 1 - p(1-(1-p)^K).
\]

Since this should happen for all $T$ columns, the error probability for a fixed row is $(1-(1-p)^K)^T$. Now, to compute the error probability for the entire procedure we take a union bound over all $M(N-K)$ rows corresponding to non-defective items. As a result, we have

\[
P_e \leq M(N-K)(1-(1-p)^K)^T
\]

\[
\leq MN \left( 1 - \frac{y}{K} \left( 1 - \frac{y}{K} \right)^K \right)^{K \beta K \log N}
\]

\[
= MN \left( 1 - \frac{y}{K} \left( 1 - \frac{y}{K} \right)^{K-1} \left( 1 - \frac{y}{K} \right)^{1/K} \right)^{\beta K \log N}
\]

\[
\leq MN \exp \left( -y(1-\frac{y}{K}) e^{-y \beta \log N} \right)
\]

\[
\leq MN \exp \left( -y(1-\frac{y}{K}) e^{-y \beta \log N} \right)
\]

\[
\leq MN \exp \left( -y(1-\frac{y}{K}) e^{-y \beta \log N} \right)
\]

\[
\leq N^{-1-\beta(1-\frac{4\beta}{2})}.
\]

In the above, (a) follows by taking $p = y/K$ and setting $T$ as $\beta K \log N$, for some positive $y$ and $\beta$, to be defined. (b) follows
since \( e^{-y} \leq (1 - y/n)^{n-1} \) for small \( y > 0 \) and any integer \( n > 0 \). In the sequence below, we will use it with \( y = \ln 2 \), for which it is true. (c) follows since \( e^{-x} \geq (1 - x/n)^{n} \) for \( x > 0 \) and any integer \( n > 0 \). (d) follows by choosing \( y = \ln 2 \). (e) is by setting \( M = 2^T \frac{\ln 2}{1+\delta} \) and substituting the value for \( T \).

The result in (3) can be interpreted as follows. As long as \( \delta \), the leakage probability at the eavesdropper, is smaller than \( \frac{1}{2} (1 - \frac{\ln 2}{K}) \), choosing \( T = \beta K \log N \) with a large enough \( \beta \) results in an exponentially small error probability. For example, for large enough \( K \) and \( \delta = 0.25 \), one needs \( \beta > 4 \), that is, about \( 4K \log N \) tests to have an exponentially small (with \( N \)) error probability while using an efficient decoding algorithm. To see the dependence of the error probability on the number of tests, denote

\[
\epsilon = \beta \left( \frac{1}{2} \left( 1 - \frac{\ln 2}{K} \right) - \delta \right) - 1.
\]

Then, if the number of tests satisfies

\[
T \geq \frac{1 + \epsilon}{2(1 - \frac{\ln 2}{K} - \delta)} K \log N
\]

one has

\[
P_e \leq N^{-\epsilon}.
\]

Thus, while the results under ML decoding (Theorem 1) show that any value of \( \delta < 1 \) is possible (with a \( \frac{1}{1-\delta} \) toll on \( T \) compared to non-secure GT), the analysis herein suggests that using the efficient algorithm, one can have a small error probability only for \( \delta < 1/2 \), and the toll on \( T \) is greater than \( \frac{1}{2 - \delta} \). This is consistent with the fact that this algorithm is known to achieve only half of the capacity for non-secure GT [37]. However, both these results may be due to coarse analysis, and not necessarily due to an inherent deficiency in the algorithm.

**Remark 2 (Complexity).** It is easy to see that the algorithm runs over all rows in the codebook, and compares each one to the vector of tests’ results. The length of each row is \( T \). There are \( N \) items, each having about \( 2^T \) rows in its bin. Since \( T = O(K \log N) \), we have \( O(N^2) \) rows in total. Thus, the number of operations is \( O(N^2 T) = O(K N^2 \log N) \). This should be compared to \( O(K N \log N) \) without any secrecy constraint.

Figure 6 includes simulation results of the secure DND GT algorithm proposed, compared with ML decoding and the upper and lower bounds on the performance of ML.

**VIII. CONCLUSIONS**

In this paper, we proposed a novel non-adaptive SGT algorithm, which with parameters \( N, K \) and \( T \) is asymptotically reliable and secure. Specifically, when the fraction of tests observed by Eve is \( 0 \leq \delta < 1 \), we prove that the number of tests required for both correct reconstruction at the legitimate user (with high probability) and negligible mutual information at Eve’s side is \( \frac{1}{1-\delta} \) times the number of tests required with no secrecy constraint. We further provide sufficiency and necessity bounds on the number of tests required in the SGT model to obtain both, reliability and secrecy constraints. Moreover, we analyze in the proposed secure model, computationally efficient algorithms at the legitimate decoder, previously considered for the non-secure GT in the literature which identify the definitely non-defective items.

**APPENDIX A**

**ERROR PROBABILITY BOUND**

In this section, we give a direct proof for Lemma 1. Specifically, we bound the error probability of the maximum likelihood decoder, and show that under the condition on \( T \) in the lemma, the error probability is indeed approaching 0 as \( N \rightarrow \infty \).

Under the assumption that all items are equality likely to be defective, we consider the error probability given that the first \( K \) items are defective, that is, \( S_1 \in T \) is the defective set. Denote this probability by \( P_{e|1} \). We have

\[
P_{e|1} \leq \sum_{i=1}^{K} P(E_i),
\]

where \( E_i \) is the event of a decoding error in which the decoder declares a defective set which differs from the true one (\( S_1 \)) in exactly \( i \) items.

In general, we follow the derivation in [22]. However, there is a key difference. In the code construction suggested in Section V, for each item there are \( M \) possible codewords (a “bin” of size \( M \)). Only one of these codewords is selected by the mixer to decide in which pool tests the item will participate. Thus, when viewing this problem as a channel coding problem, if an item is defective, one and only one codeword out of its bin is actually transmitted (and summed with the codewords of the other \( K-1 \) defective items). Since the decoder does not know which codewords were selected in each bin (the randomness is known only to the mixer), there are multiple error events to consider. E.g., events where the decoder choose the wrong codeword for some items, yet identified parts of the bins correctly, and, of course, events where the codeword selected was from a wrong bin. This complicates the error analysis significantly. Moreover, we wish to employ the correction suggested in [56], which results in a simpler yet stricter bound.

Consider the event \( E_i \). Clearly, \( E_i \) can be broken down into two disjoint events. The first is \( E_{i|i} \) the event that the codewords selected for the correct \( K-i \) items are the true transmitted ones, and the second is the event of both
Lemma 3. \( E_i \) and the event that at least one of the codewords selected for the correct items is wrong. Denote the first event as \( E'_i \). Now, consider the case where we have \( E_i \), that is, a correct decision on \( K - i \) items, and \( K \) items, yet, out of these \( K - i \) items, the decoder identified only \( j \) codewords right, \( 0 \leq j < K - i \), and for the rest, it identified a wrong codeword in the right bin. We claim that the probability for this event is exactly \( P(E'_i) \), as the decoder might be required if \( K \) and for the rest, it identified a wrong codeword in the right bin. We claim that the probability for this event is exactly \( P(E'_i) \), as the decoder might be required if \( K \) might grow with \( N \).

The last inequality in (4) is loose, yet it suffices for the proof in the regime where \( K = O(1) \). A more delicate bounding technique might be required if \( K \) might grow with \( N \).

We now bound \( P(E'_i) \). Particularly, we will establish the following lemma.

**Lemma 3.** The error probability \( P(E'_i) \) is bounded by

\[
P(E'_i) \leq 2^{-T \left( E_0(\rho) - \rho \frac{\log (N-K)^{M_i}}{i} - \frac{\log K}{2} \right)},
\]

where the error exponent \( E_0(\rho) \) is given by

\[
E_0(\rho) = -\log \sum_{Y \in \{0,1\}} \sum_{X_{S_{i+1}} \in \{0,1\}} \sum_{X_{S_i} \in \{0,1\}} P(X_{S_i}) p(Y, X_{S_i}, X_{S_{i+1}}) \frac{1}{1+\rho}, \quad 0 \leq \rho \leq 1.
\]

**Proof.** Denote by

\[
A = \{ w \in I : |S_{i+1,w}| = i, |S_w| = K \}
\]

the set of indices corresponding to sets of \( K \) items that differ from the true defective set \( S_i \) in exactly \( i \) items. \( S_{i+1,w} \) for \( w \in I \) denotes the set of items which are in \( S_w \) but not in \( S_i \).

We have

\[
\Pr[E'_i|w_0 = 1, X_{S_i}, Y^T] \leq \sum_{u \in A} \sum_{X_{S_{i+1,w}}} \sum_{X_{S_i}} Q(X_{S_{i+1,w}}) p_u(Y^T, X_{S_i}, X_{S_{i+1,w}}) \frac{1}{p_{1}(Y^T, X_{S_i}, X_{S_{i+1,w}})} \leq \sum_{S_{i+1,w}} \sum_{S_{i,w}} \sum_{X_{S_{i+1,w}}} Q(X_{S_{i+1,w}}) p_u(Y^T, X_{S_i}, X_{S_{i+1,w}}) \frac{1}{p_{1}(Y^T, X_{S_i}, X_{S_{i+1,w}})},
\]

where (5) is exactly [22, eq. (25)], as when considering \( E_i \), we assume the decoder not only got \( K - i \) items right, but also the correct codeword in each such bin. Hence

\[
\Pr[E_i|w_0 = 1, X_{S_i}, Y^T] \leq \left( \sum_{S_{i,w}} \sum_{X_{S_{i+1,w}}} Q(X_{S_{i+1,w}}) \frac{1}{p_{1}(Y^T, X_{S_i}, X_{S_{i+1,w}})} \right)^{\rho}
\]

for all \( s > 0 \) and \( 0 \leq \rho \leq 1 \). Note that (a) is since the probability is less than 1 and can be raised to the power of \( \rho \). (b) is critical. It follows from the symmetry of codebook construction, namely, the inner summation depends only on the codewords in \( X_{S_{i+1,w}} \) but not the ones in \( S_{i,w} \). Due to the code's construction, i.e., its binning structure, there are exactly \((N-K)^{M_i}\) possible sets of codewords to consider for \( S_{i+1,w} \). (c) follows as the sum of positive numbers raised to the \( \rho \)-th power is smaller than the sum of the \( \rho \)-th powers.

We now continue similar to [22], substituting the conditional error probability just derived in a summation over all codewords and output vectors. We have

\[
P(E'_i) = \sum_{X_{S_i}} \sum_{Y^T} p_1(X_{S_i}, Y^T) \Pr[E'_i|w_0 = 1, X_{S_i}, Y^T] \leq \left( \sum_{S_{i,w}} \sum_{X_{S_{i+1,w}}} Q(X_{S_{i+1,w}}) \frac{1}{p_{1}(Y^T, X_{S_i}, X_{S_{i+1,w}})} \right)^{\rho}
\]

which continue similar to [22], results in

\[
P(E'_i) \leq \left( \sum_{S_{i,w}} Q(X_{S_{i+1,w}}) \frac{1}{p_1(Y^T, X_{S_i}, X_{S_{i+1,w}})} \right)^{\rho}
\]

Thus, we have

\[
P(E'_i) \leq 2^{-T \left( E_0(\rho) - \rho \frac{\log (N-K)^{M_i}}{i} - \frac{\log K}{2} \right)}, \quad 0 \leq \rho \leq 1.
\]
APPENDIX B
INFORMATION LEAKAGE AT THE EAVESDROPPER
(STRONG SECRECY)

We now prove the security constraint is met. Hence, we wish to show that $I(W; Z^n_T) \rightarrow 0$. Denote by $C_T$ the random codebook and by $X_{S_w}^T$ the set of codewords corresponding to the true defective items.

We assumed $W \in \{1, \ldots, \binom{N}{K}\}$ is uniformly distributed, that is, there is no a-priori bias to any specific subset. Further, the codebook is generated independent codewords and identically distributed, hence the eavesdropper, observing $Z^n_T$, wish to decode the true $K$ independent and identically distributed codewords, which correspond to the defective items from $\binom{N}{K}$ subsets.

To analyze the information leakage at the eavesdropper, we note that the channel Eve sees in this case is the following multiple access channel. Each of the items can be considered as a "user" with $M$ specific codewords. Eve’s goal is to identify the active users by decoding all the transmitted codewords. This is possible if the rates at which the users transmit are within the capacity region of this MAC. Indeed, this is a (binary) Boolean MAC channel, followed by a simple erasure channel. The sum capacity to Eve cannot be larger than $\delta$, this sum capacity is achieved in our case by sharing the channel between the active users. Thus, Eve’s channel obtain from each active user a capacity of at most $\delta/K$. Consequently, Eve may obtain a sub-matrix $\tilde{Z}$ of possibly transmitted codewords, where from each codeword Eve sees at most a capacity of $\delta/K$.

However, in our analysis we help Eve to get the true sub-matrix $\tilde{Z}$, with the maximum rate $\delta/K$, that she can obtain in the Boolean MAC channel followed by erasure channel with erasure probability of $1 - \delta$. Providing this information to Eve only makes her stronger and thus a coding scheme that succeeds to keep Eve ignorant, will also succeed against the original Eve. Conditioned on Eves view $\tilde{Z}^T_j$ and $X^T_{S_w}$, each of the codewords in $X^T_{S_w}$ is equally likely to have been participated in the pool tests. Nonetheless, Eve still has a reasonable amount of uncertainty about which of the $2^T\pi$ codewords was actually participated indeed, this is the uncertainty that we leverage in our analysis.

We define, for any $\tilde{Z}^T_j$ and $d$, ball and shell as

$$\text{Vol}(\tilde{Z}^T_j, d) = \{X^T_j : d_H(X^T_j, \tilde{Z}^T_j) \leq d\}$$

$$\text{Sh}(\tilde{Z}^T_j, d) = \{X^T_j : d_H(X^T_j, \tilde{Z}^T_j) = d\}$$

Hence, we define the probability for a codeword to fall in shell as

$$Pr(X^T_j \in C \cap X^T_j \in \text{Sh}(\tilde{Z}^T_j, d)) = \frac{\text{Vol}(\text{Sh}(\tilde{Z}^T_j, d))}{2^T} = \frac{2(1 - \frac{\pi}{K})^T}{2^T}.$$ 

For each item we have $M = 2^{(\frac{\pi}{K})^T}$ codewords. Thus, the number of codewords Eve sees on a shell, per defective item is

$$|\{w : X^T_j(w) \in \text{Sh}(\tilde{Z}^T_j, d)\}| = \frac{2^{(\frac{\pi}{K})^T} \cdot 2(1 - \frac{\pi}{K})^T}{2^T} = 2^T\pi.$$ 

Hence, we can conclude that on average for every defective item, Eve has quite a few options in particular shell.

Now, where the average number of codewords per item $|\{w : X^T_j(w) \in \text{Sh}(\tilde{Z}^T_j, d)\}|$ is $2^T\pi$, the probability that the actual number of options deviates from the average by more than $\epsilon$ is

$$(1 - \epsilon)2^T\pi \leq |\{w : X^T_j(w) \in \text{Sh}(\tilde{Z}^T_j, d)\}| \leq (1 + \epsilon)2^T\pi,$$

which is the probability that the number of the codewords per item is not in the range. We define

$$E_{C_1}(\tilde{Z}^T_j, d) := Pr\{|(1 - \epsilon)2^T\pi \leq |\{w : X^T_j(w) \in \text{Sh}(\tilde{Z}^T_j, d)\}| \leq (1 + \epsilon)2^T\pi\}.$$
Let fix a pair $Z^T_{j}$ and $d$ for large enough $T$, thus by Chernoff bound and taking union bound over $Z^T_{j}$ and $d$, we have

$$\Pr(\mathcal{E}_C(\tilde{Z}^T_{j},d)) \geq 1 - 2^{-\varepsilon T^2 \tilde{\pi}}.$$ 

Due to the super exponential decay in $T$, even where we take a union bound over all the codewords and all shells, we get that the probability that a codeword will have $(\{ w : X^T_{j}(w) \in Sh(\tilde{Z}^T_{j},d)\})$ options significantly different than $2T^2 \tilde{\pi}$ is very small, actually with high probability, it has almost the same number of options per item, hence, for Eve, all codewords are are almost equiprobable and $I(W; Z^T_{j}) \to 0$.
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