Efficient function approximation on general bounded domains using wavelets on a cartesian grid
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Abstract

Fourier extension is an approximation method that alleviates the periodicity requirements of Fourier series and avoids the Gibbs phenomenon when approximating functions. We describe a similar extension approach using regular wavelet bases on a hypercube to approximate functions on subsets of that cube. These subsets may have a general shape. This construction is inherently associated with redundancy which leads to severe ill-conditioning, but recent theory shows that Nevertheless high accuracy and numerical stability can be achieved using regularization and oversampling. Regularized least squares solvers, such as the truncated singular value decomposition, that are suited to solve the resulting ill-conditioned and skinny linear system generally have cubic computational cost. We compare several algorithms that improve on this complexity. The improvements benefit from the sparsity in and the structure of the discrete wavelet transform. We present a method that requires \( O(N) \) operations in 1-D and \( O(N^{3(d-1)/d}) \) in \( d \)-D, \( d > 1 \). We experimentally show that direct sparse QR solvers appear to be more time-efficient, but yield larger expansion coefficients.

Keywords  Fourier extension, wavelets, efficient algorithms, frames, ill-conditioning, function approximation, oversampling

Mathematics Subject Classification (2010)  65D15, 65T60, 65Y20

1 Introduction

Wavelets have many applications in signal processing. Their most common uses are in compression, edge detection, denoising and other signal enhancements. The wide applicability of wavelets is mostly due to the localization properties of wavelets in time and frequency, such that many signals can be sparsely represented, as well as to the existence of the (bi)orthogonal Discrete Wavelet Transform that can be applied very efficiently. Wavelets are also applied in solution methods for partial differential equations or integral equations using wavelet-based discretizations [4, 15, 7, 31, 16]. Here, too, the localization properties of wavelets are of interest. In this setting, wavelets with suitable level-dependent scalings can generate stable bases for a range of function spaces, and the existence of dual bases with varying smoothness is frequently useful.

However, it is in general difficult to create a wavelet basis on a complex geometry, i.e., to create a basis for a domain that is not a hypercube. Several methods have been proposed to
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enable the use of wavelet on general domains. One method is based on solving a Dirichlet problem with a fictitious domain method [33]. Other methods employ adaptive finite element techniques [8, 3, 30]. However, in [30] it is stated that the required smoothness conditions for efficient adaptive wavelet methods are difficult to impose on domains that do not have product structure. A wavelet frame method is constructed in [30] that can cope with domains that are overlapping unions of subdomains, each of them being the image under a smooth parametrization of a hypercube. Frames generalize a basis in the sense that they allow for redundancy [5].

As in [30], in this paper we resort to using a wavelet frame rather than a wavelet basis. However, we use a different type of frame and we restrict ourselves to the problem of function approximation rather than the solution of operator equations. The approximation problem we consider is the same as that considered in [29, 12] based on Fourier series and splines respectively. We aim for a fast algorithm for the approximation of a function $f$ on a compact domain $\Omega$ that can have an arbitrary shape. Without loss of generality, this bounded domain can be scaled such that $\Omega \subset \Xi = [0, 1]^d$. With Fourier extensions, (tensor products of) Fourier series are used on $\Xi$, while in [12] an analogous spline extension is introduced based on a periodic spline basis on $\Xi$. Here, we extend the idea further to wavelets.

While it is difficult to create a wavelet basis on $\Omega$, it is easy to create one on $\Xi$. Consider for example tensor products of Daubechies or CDF wavelets, periodicized to the interval $[0, 1]$ [18, 9]. If we restrict the basis to $\Omega$, we naturally arrive at a frame that we will call a wavelet extension frame. In this paper we focus on algorithms, rather than on the properties of a frame. Nevertheless, we recall its definition and the motivation for its use in function approximation.

A family of functions $\Phi = \{\phi_k\}_{k=1}^\infty$ is a frame for a Hilbert space $\mathcal{H}$ if [5, Def. 5.1.1]

$$A\|f\|^2 \leq \sum_{k=1}^\infty |(f, \phi_k)|^2 \leq B\|f\|^2, \quad \forall f \in \mathcal{H}$$

for constants $A, B > 0$. It is more general than a basis, as demonstrated by the construction above. In particular frames may be redundant. In the setting of this paper, redundancy arises since our approximant can take any value in $\Xi \setminus \Omega$. This leads to apparent ill-conditioning of the approximation problem. However, recent theory indicates that the ill-conditioning of the linear systems to be solved does not prevent stable and highly accurate function approximation if one uses regularization techniques in combination with oversampling [2, 1]. For that reason we consider least squares approximations and develop an efficient regularizing solver.

Wavelets are by their nature adaptive. It is possible to extend or refine a wavelet basis by adding basis functions on a finer scale. This is not possible in a spline basis. A translation-invariant spline basis $\Phi_N = \{ \phi(\cdot - h k) \}_{k=-\infty}^{\infty}$ with $h > 0$ can be refined by dilating the basis functions, but all basis functions change as a result. It is the possibility of adaptivity of wavelets that motivates their study in this paper. However, we will not (yet) fully take advantage of the possibilities. We do use one form of adaptivity at the end of the paper to arrive at a wavelet extension approximation with a smooth extension by choosing level-dependent weights, which is not possible in the context of spline extensions.

Though the methods of the paper are general, we consider in our examples the Daubechies and Cohen–Daubechies–Feauveau (CDF) family of wavelets, since they are widely used and have compact support. The duals of these bases are a key ingredient in the construction of efficient solvers. For Daubechies and CDF wavelets, dual bases in $L^2(\mathbb{R})$ are well studied. They can be used for function approximation using a Galerkin-type approach, i.e., based on (bi)orthogonal projections using inner products. However, inner products with wavelets on general domains are not easily computed, especially not in the multivariate case, since they require the numerical evaluation of integrals on domains of general (and possibly irregular) shape. Instead, we focus in our experiments on a collocation approach based on discrete function samples. Collocation and oversampling necessitate the construction of bases that are dual with respect to a discrete oversampled equispaced grid. We provide such a construction on the bounding box using cartesian grids, taking advantage of their regular structure, and demonstrate how this construction can be used for the efficient solution on the subdomain of general shape.
The structure of the paper is as follows. In §2, wavelets are introduced along with the discrete wavelet transform. The structure of the latter can be used to create efficient matrix-vector products. We recall these basics in order to modify them later on. In §3, bases biorthogonal to periodic wavelet bases on the interval are discussed. We describe the construction of discrete dual bases. In §4 we discretize the function approximation and arrive at a matrix system. Next, we compare several algorithms to solve this system in §5. Finally, we use the adaptive nature of wavelets to construct a smooth extension in §6 and end with some concluding remarks in §7.

2 Wavelets

Wavelets may be created by dilating and translating a given function. For particular choices of \( \psi(t) \in L^2(\mathbb{R}) \), the family

\[
\psi_{jk}(t) = 2^{j/2} \psi(2^j t - k), \quad j, k \in \mathbb{Z}
\]

forms a basis for \( L^2(\mathbb{R}) \). This family is a wavelet basis and \( \psi(t) \) is called the mother function. There exists a great variety of other types of wavelets, some giving rise to a frame rather than a basis [5, 19]. However, we limit ourselves here to orthogonal and biorthogonal wavelet bases that are translation invariant as above, with compact support, and that can be constructed using a multiresolution analysis [27, 26, 18, 9]. We can take advantage of their regular structure to implement efficient operations.

2.1 Multiresolution analysis

A multiresolution analysis in the context of wavelets was introduced in [26] and can be defined as follows.

**Definition 2.1.** [25, Definition 7.1] A multiresolution analysis of \( L^2(\mathbb{R}) \) is a nested sequence

\[
\ldots \subset V_{-2} \subset V_{-1} \subset V_0 \subset V_1 \subset V_2 \subset \ldots
\]

of closed subspaces of \( L^2(\mathbb{R}) \) such that

1. \( \lim_{j \to \infty} V_j = \bigcup_{j \in \mathbb{Z}} V_j = L^2(\mathbb{R}) \) and \( \lim_{j \to -\infty} V_j = \bigcap_{j \in \mathbb{Z}} V_j = \emptyset \).
2. \( f(t) \in V_j \iff f(2t) \in V_{j+1}, \forall j \in \mathbb{Z} \).
3. \( f(t) \in V_0 \iff f(t-k) \in V_0, \forall k \in \mathbb{Z} \).
4. there exists a \( \phi(t) \in V_0 \) such that \( \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} \) forms a Riesz basis for \( V_0 \).

The first condition states that the sequence of subspaces is a non-redundant approximation of \( L^2(\mathbb{R}) \). The second and third condition introduce scale and translation invariance. The last one demands the existence of a translation invariant basis for \( V_0 \). Similar to the wavelet mother function (1) we call the function \( \phi(t) \) introduced in Definition 2.1 the father function. Analogously to the mother function it generates a family of functions:

\[
\phi_{jk}(t) = 2^{j/2} \phi(2^j t - k), \quad \forall k \in \mathbb{Z}, \quad j \in \mathbb{Z}.
\]

For every \( j \), \( \{\phi_{jk}\}_{k \in \mathbb{Z}} \) forms a Riesz basis of \( V_j \). We call \( \{\phi_{jk}\}_{k \in \mathbb{Z}} \) a scaling basis of \( V_j \). More specifically, if \( \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} \) forms an orthonormal basis for \( V_0 \), \( \{\phi_{jk}\}_{k \in \mathbb{Z}} \) forms an orthonormal basis of \( V_j \) for every \( j \in \mathbb{Z} \). In that case, we can also define the sequence of orthogonal projections

\[
\mathcal{P}_j f = \sum_{k \in \mathbb{Z}} \langle f, \phi_{jk} \rangle \phi_{jk}.
\]

The scale invariance of the multiresolution analysis in Definition 2.1 implies the existence of a two-scale relation

\[
\phi(t) = \sqrt{2} \sum_{k \in \mathbb{Z}} h_k \phi(2t - k)
\]
in which $h_k$ is a sequence. If we require that $\int_{\mathbb{R}} \phi(t) \, dt \neq 0$, we have that
\[ \sum_{k \in \mathbb{Z}} h_k = 1. \]

If we further require that $\{\phi(-k)\}_{k \in \mathbb{Z}}$ forms an orthonormal basis for $V_0$, then $h$ satisfies so-called double shift orthogonality conditions:
\[ \sum_{k \in \mathbb{Z}} h_k \overline{h}_{k+2n} = \delta_{2n}, \quad \forall n \in \mathbb{Z}. \tag{6} \]

A wavelet basis that follows from an orthonormal multiresolution analysis is
\[ \psi_{jk}(t) = \sqrt{2} \sum_{l \in \mathbb{Z}} g_{kl} \phi_{jl}(2t - k), \quad \forall k,j \in \mathbb{Z}, \tag{7} \]

with $g_k = (-1)^k \overline{h}_{k+1}$ and $h$ as in (5). It forms an orthonormal basis for $L^2(\mathbb{R})$.

2.2 Biorthogonal multiresolution analysis

Orthogonality is a rather restrictive requirement. A compactly supported and symmetric sequence $h$ that satisfies double shift orthogonality (6) can only have two non-zero coefficients \[18, Proposition 4.1.\]. That restriction is lifted using biorthogonal wavelets.

To construct biorthogonal wavelets we create, as in [9], a biorthogonal multiresolution analysis. To that end, next to the first (primal) multiresolution (2), we define a second (dual) one
\[ \cdots \subset \tilde{V}_2 \subset \tilde{V}_1 \subset \tilde{V}_0 \subset \tilde{V}_1 \subset \tilde{V}_2 \subset \cdots \]

for which a dual scaling function $\tilde{\phi}(t) \in \tilde{V}_0$ exists such that $\{\tilde{\phi}(-k)\}_{k \in \mathbb{Z}}$ forms a Riesz basis of $\tilde{V}_0$. The dual scaling function satisfies the two-scale relation
\[ \tilde{\phi}(t) = \sqrt{2} \sum_{k \in \mathbb{Z}} \tilde{h}_k \phi(2t - k). \]

We call this basis a dual scaling basis, while the scaling bases in (3) are primal scaling bases. If
\[ \{\phi(-k), \tilde{\phi}(-l)\}_{L^2(\mathbb{R})} = \delta_{kl}, \]

i.e., the primal scaling and dual scaling bases are biorthogonal to each other, both multiresolution analyses together form a biorthogonal multiresolution analysis. The orthogonal projection of (4) becomes a more general oblique projection,
\[ P_j f = \sum_{k \in \mathbb{Z}} \langle f, \phi_{jk} \rangle \phi_{jk}. \tag{8} \]

Alternatively, with the roles of primal and dual scaling functions interchanged, we also have
\[ \tilde{P}_j f = \sum_{k \in \mathbb{Z}} \langle f, \tilde{\phi}_{jk} \rangle \tilde{\phi}_{jk}. \]

All further analysis in this paper is based on the biorthogonal setting. The orthogonal setting corresponds to $V_j = \tilde{V}_j$ and $\phi = \tilde{\phi}$.

Next to the primal wavelet basis (7) we also define a dual wavelet basis
\[ \tilde{\psi}_{jk}(t) = \sqrt{2} \sum_{k \in \mathbb{Z}} g_{jk} \phi(2t - k), \quad \forall k,j \in \mathbb{Z}. \]

To obtain biorthogonal wavelet bases we require the mixed conditions
\[ \langle \phi_{jk}, \tilde{\phi}_{jl} \rangle = \delta_{kl}, \quad \langle \phi_{jk}, \tilde{\psi}_{jl} \rangle = 0, \quad \langle \psi_{jk}, \phi_{jl} \rangle = 0, \quad \forall j,k,l \in \mathbb{Z}. \]
One can verify that these conditions follow from a dual double-shift orthogonality and two mixed alternating flip-relations,
\[ \sum_{k \in \mathbb{Z}} h_k \hat{h}_{k+2n} = \delta_n, \quad \forall n \in \mathbb{Z} \]

\[ g_k = (-1)^k \hat{h}_{-1-k}, \quad \tilde{g}_k = (-1)^k \hat{h}_{1-k}, \quad \forall k \in \mathbb{Z}. \]

In the remainder of the text we will use compactly supported sequences, i.e., sequences \( a \) for which there exist \( K_1, K_2 \in \mathbb{Z} \) such that \( a_k = 0 \) if \( k < K_1 \) or \( k > K_2 \). As a result, all associated scaling functions and wavelets have compact support as well.

### 2.3 Discrete wavelet transform

The sequences \( h, \hat{h}, g, \tilde{g} \) that describe the wavelet and scaling bases in the previous section can be used to define the discrete wavelet transform (DWT). We revisit its definition in order to motivate the statements in the complexity analysis of the numerical methods later on. The DWT transforms scaling coefficients of a given function \( f(t) \in L^2(\mathbb{R}) \): \( v_{jk} = \langle f, \phi_{j,k} \rangle, j, k \in \mathbb{Z} \) to its wavelet coefficients: \( w_{jk} = \langle f, \psi_{j,k} \rangle, j, k \in \mathbb{Z} \). The inverse discrete wavelet transform (iDWT) transforms wavelet coefficients back into scaling coefficients.

Both the DWT and iDWT are recursive algorithms. In every step, the DWT transforms scaling coefficients at a given level \( j+1 \) to wavelet and scaling coefficients at a coarser level \( j \), while the iDWT recovers in each step the scaling coefficients of the fine level \( j+1 \) using wavelet and scaling coefficients at level \( j \):

\[
v_{jk} = \sum_{t \in \mathbb{Z}} h_{t-2k} v_{j+1,t}, \quad w_{jk} = \sum_{t \in \mathbb{Z}} g_{t-2k} v_{j+1,t}, \quad \forall j, k \in \mathbb{Z} \tag{9}
\]

\[
v_{j+1,k} = \sum_{t \in \mathbb{Z}} h_{t-k-2l} v_{j,t} + g_{k-2l} w_{j,t}, \quad \forall j, k \in \mathbb{Z}. \]

Usually, the DWT is implemented to transform a finite vector of length \( N = 2^J \), \( \mathbf{v}_J = \{v_{jk}\}_{k=0}^{N-1} \in \mathbb{C}^N \), to a vector \( \mathbf{w}_j \in \mathbb{C}^N \):

\[
\mathbf{w}_j = \left[ v_{00}, v_{01}, v_{10}, v_{11}, \ldots, w_{01}, w_{10}, \ldots, w_{1,2^{j-1}-1}, \ldots, w_{j-1,0}, \ldots, w_{j-1,2^{j-1}-1} \right] = \begin{bmatrix} \mathbf{v}_0^T, & \mathbf{w}_0^T, & \mathbf{w}_1^T, & \ldots, & \mathbf{w}_{J-1}^T \end{bmatrix}^T \tag{10}
\]

with \( \mathbf{w}_j = \{w_{jk}\}_{k=0}^{2^j-1} \). Boundary conditions deal with the finite nature of the vectors. We will assume a periodic boundary condition\(^4\), i.e.,

\[
v_{jk} = v_{j,k+2^j}, \quad w_{jk} = w_{j,k+2^j}, \quad \forall j \in \mathbb{Z}^*, \forall k \in \mathbb{Z}. \]

To transform \( \mathbf{v}_J \) into \( \mathbf{w}_j \) the DWT performs \( J \) steps like (9). If we use \( [A]_q \) to denote the down-sampling of a matrix, i.e., the selection of every \( q \)th row \( ([A]_q)(k,l) = A(qk,l) \) and use \( A^* \) to denote the adjoint of \( A \), one step of the DWT can be represented in matrix notation as

\[
\begin{bmatrix} \mathbf{v}_{j-1} \\ \mathbf{w}_{j-1} \end{bmatrix} = \begin{bmatrix} \tilde{H}_j \mathbf{v}_j \\ \tilde{G}_j \mathbf{w}_j \end{bmatrix}, \quad \forall j \in \mathbb{Z}^*, \forall k \in \mathbb{Z}
\]

with matrix \( \tilde{H}_j \in \mathbb{C}^{2^j \times 2^j} \)

\[
\tilde{H}_j(k,l) = \sum_{m \in \mathbb{Z}} h_{k-l+m2^j}, \quad \forall k, l = 0, \ldots, 2^j-1,
\]

\(^4\)Since we intend to employ wavelets on a bounding box \( \Xi \) to approximate functions on a subset \( \Omega \subset \Xi \), the periodicity of the basis on \( \Xi \) is not actually a restriction on \( \Omega \), as long as the boundaries of \( \Omega \) and \( \Xi \) do not touch. One can use other boundary conditions on \( \Xi \), but periodicity is the simplest one to implement and manipulate.
such that $[\tilde{H}_j^*]_{1:2} \in \mathbb{C}^{2^{J-1}\times 2^j}$ and $[\tilde{H}_j^*]_{1:2}(k,l) = \sum_{m \in \mathbb{Z}} \tilde{h}_{1-2k+m2^j}$. Note that the summation over $m$ here is used to incorporate the periodic boundary conditions. The matrices $H_j, G_j$ and $\tilde{G}_j$ are defined analogously.

The full DWT in matrix notation is $w_J = W_J v_J$, with $W_J \in \mathbb{C}^{N \times N}$ and

$$W_J = \begin{bmatrix} [\tilde{H}_1^*]_{1:2} & 0 & [\tilde{H}_2^*]_{1:2} & 0 & \ldots & [\tilde{H}_{J-1}^*]_{1:2} & 0 & [\tilde{H}_J^*]_{1:2} & 0 \\ [\tilde{G}_1^*]_{1:2} & I_{2^{J-1}-2} & [\tilde{G}_2^*]_{1:2} & I_{2^{J-2}-2} & \ldots & [\tilde{G}_{J-1}^*]_{1:2} & I_{2-J-1} & [\tilde{G}_J^*]_{1:2} & I_{2-J-2} \end{bmatrix}.$$  

Similarly, the full iDWT can be written as $v_J = W_J^{-1} w_J$. The iDWT matrix is the inverse of $W_J$, $W_J^{-1}$. This inverse can be decomposed as

$$W_J^{-1} = \begin{bmatrix} \tilde{H}_1^* & 0 & \tilde{H}_{J-1}^* & 0 & \ldots & \tilde{H}_J^* \\ \tilde{G}_1^* & I_{2^{J-1}-1} & \tilde{G}_{J-1}^* & I_{2^{J-2}-1} & \ldots & \tilde{G}_J^* \end{bmatrix}.$$  

where subsampling takes precedence over taking the adjoint in order to avoid a multitude of brackets.

With the use of cascading filter banks the DWT and iDWT can be implemented in $O(N)$ operations [25, Section 7.4.1: Fast Biorthogonal Wavelet Transform, p. 310]. This algorithm is called the fast wavelet transform (FWT) and was introduced in [27]. The same complexity cannot be achieved using an ordinary matrix-vector multiply since $W$ and $W^{-1}$ contain $O(N \log(N))$ non-zero elements. This is clear by looking at Figure 1 and by the following lemma.

**Lemma 2.2.** Each column of $W_J$ has $O(J)$ non-zero elements while each row of its inverse has $O(J)$ non-zero elements. Furthermore, both have $O(J^{2J})$ non-zero elements.

**Proof.** Owing to our periodic setting, in the following we say that a matrix $A \in \mathbb{R}^{N \times N}$ is banded if $|m - n| \mod N > b \Rightarrow A(m,n) = 0$.

Let $A \in \mathbb{R}^{N \times N}$ have bandwidth $a$ and $B \in \mathbb{R}^{2N \times 2N}$ have bandwidth $b$, then $[A[B]]_{1:2}$ has bandwidth $a + b/2$. This is verified by writing

$$(A[B])_{1:2} (m,n) = \sum_{i=0}^{N-1} A(m,i) B(2i,n),$$  

which is only non-zero if $|m - i| \mod N \leq a$ and $|2i - n| \mod 2N \leq b$, i.e. if $|m - n| \leq a + b/2$. 

Figure 1: Structure of DWT (left) and iDWT matrix (right) for db2 and $J = 9$. 

---

**Proof.**
Similarly, the dual scaling function in \( \ldots \) and analogously define the dual DWT \( \tilde{\phi} \) with translates \( \tilde{\phi} \). The periodic scaling basis that consists of \( N \) translated father functions with period 1 as

\[ \Phi_N = \{ \phi_{kN} \}^{N-1}_{k=0} \]

3 Periodic wavelets on the interval and discrete duals

3.1 Periodization

For simplicity of the exposition we again assume that \( N = 2^J \), \( J \in \mathbb{N} \). We introduce the periodic and scaled father function with period 1 as

\[ \phi_N(t) = \sum_{k \in \mathbb{Z}} 2^{J/2} \phi(2^J(t - k)) \]

The periodic scaling basis that consists of \( N \) translated father functions \( \phi_{kN}(t) = \phi_N(t - \frac{k}{N}) \) is

\[ \Phi_N = \{ \phi_{kN} \}^{N-1}_{k=0} \]

Similarly, the dual scaling function in \( L^2(0,1) \) is

\[ \bar{\Phi}_N = \{ \bar{\phi}_{kN} \}^{N-1}_{k=0} \]

with translates \( \tilde{\phi}_{kN}(t) = \tilde{\phi}_N(t - \frac{k}{N}) \) of the dual father function

\[ \tilde{\phi}_N(t) = \sum_{k \in \mathbb{Z}} 2^{J/2} \tilde{\phi}(2^J(t - k)) \]
Wavelet bases with period 1 can be devised in the same way as above for the scaling bases, by summing over their translations. Alternatively, we can define them using periodic scaling bases and the iDWT matrices $W_J^{-1}$ and $\tilde{W}_J^{-1}$:

$$\Psi_N = \left\{ \psi_{kN} \right\}_{k=0}^{N-1}, \quad \psi_{kN}(t) = \sum_{l=0}^{N-1} \phi_{lN}(t)(W_J^{-1})(l, k),$$

(12)

$$\tilde{\Psi}_N = \left\{ \tilde{\psi}_{kN} \right\}_{k=0}^{N-1}, \quad \tilde{\psi}_{kN}(t) = \sum_{l=0}^{N-1} \tilde{\phi}_{lN}(t)(W_J^{-1})(l, k).$$

(13)

Note that the index $k$ in $\psi_{kN}$ incorporates both the scale and the translation of the corresponding wavelet in this notation. The $N$ wavelets are defined on all scales $0, 1, \ldots, J-1$, as in (10).

### 3.2 Compactly supported wavelets and discrete evaluation

We focus on two well-known families of compactly supported wavelet families. The first family are the Daubechies orthogonal wavelet bases [18]. It was shown in [18] that the scaling function for orthogonal wavelets with $p$ vanishing moments (a regularity condition on the wavelets) has a support of length at least $2p - 1$. Daubechies wavelets are optimal in the sense that they have a minimum support length for a given number of vanishing moments [18, 25, Theorem 7.9]. In Figure 2, $\phi$ and $\psi$ are shown for $db2$, $db3$ and $db4$, i.e., the father and mother functions of the Daubechies wavelet with 2, 3 and 4 vanishing moments. These standard wavelets are widely used in applications.

The Daubechies wavelet and scaling functions are defined by their compactly supported sequences $h$ and $g$. No closed form formula is known for the functions themselves. Note that the functions associated with $db2$ are continuous, but nowhere differentiable. However, one can evaluate compactly supported scaling functions at dyadic points $k/2^j$, $k \in \mathbb{Z}$ from the sequence $h$ using the following procedure [20].

We create a matrix system by evaluating the two-scale relation (5) in integer points. For a case where $\phi(k) = 0$ for $k < 0$ or $k > 5$ we obtain for example

$$\begin{bmatrix}
\phi(0) \\
\phi(1) \\
\phi(2) \\
\phi(3) \\
\phi(4) \\
\phi(5)
\end{bmatrix} = \sqrt{2} \begin{bmatrix}
h_0 \\
h_2 \\
h_4 \\
h_5 \\
h_7 \\
h_9
\end{bmatrix} \begin{bmatrix}
h_0 & h_1 & h_0 \\
h_2 & h_3 & h_2 & h_1 & h_0 \\
h_4 & h_3 & h_2 & h_1 & h_0 & h_1 \\
h_5 & h_4 & h_3 & h_2 & h_1 & h_0 & h_1 \\
h_7 & h_5 & h_4 & h_3 & h_2 & h_1 & h_0 & h_1 & h_0
\end{bmatrix} \begin{bmatrix}
\phi(0) \\
\phi(1) \\
\phi(2) \\
\phi(3) \\
\phi(4) \\
\phi(5)
\end{bmatrix}. $$

In this notation, the two-scale relation implies that the matrix shown has an eigenvalue 1. The corresponding eigenvector represents $\phi$ evaluated at integer points. To evaluate at finer dyadic levels, it suffices to use the two-scale relation repeatedly, since it also states that

$$\phi\left(\frac{k}{2^m}\right) = \sum_{l \in \mathbb{Z}} h_l \phi\left(\frac{k}{2^m} - l\right).$$

The wavelet function may be evaluated at the dyadic points by first evaluating the corresponding scaling function, after which equation (7) can be applied.
The second wavelet family we consider are the biorthogonal CDF wavelets. These are compactly supported and symmetric [9]. More specifically, among the family of CDF wavelets we use those that have the centered B-spline as primal father function [9, §6.A]. All sequences $h$, $g$, $\tilde{h}$ and $\tilde{g}$ are compactly supported and symmetric as well. Figure 3 shows the primal and dual father and mother functions for $\text{cdf}24$, $\text{cdf}33$ and $\text{cdf}35$. The first digit in the name indicates the number of vanishing moments of the dual wavelet, the second digit refers to those of the primal wavelet. Contrary to the Daubechies wavelets, closed-form formulas exist for some primal scaling functions. The primal scaling functions of $\text{cdf}_p \tilde{\phi}_p$ shown in Figure 3 are the centered B-splines of order $p$. However, the dual scaling function can typically only be evaluated in dyadic points using the above procedure.²

### 3.3 Continuous dual bases

Both the Daubechies and CDF wavelets have at least one compact dual in the continuous sense, i.e., the dual is biorthogonal in $L^2(\mathbb{R})$:

$$\langle \phi_{jk}, \tilde{\phi}_{jl} \rangle_{L^2(\mathbb{R})} = \int_{\mathbb{R}} \phi_{jk}(t) \tilde{\phi}_{jl}(t) \, dt = \delta_{kl}, \quad \forall j, k, l \in \mathbb{Z}.$$  

The dual scaling function is compactly supported as well. So, a compactly supported basis biorthogonal to $\Phi_N (\Psi_N)$ in the continuous sense is $\tilde{\Phi}_N (\tilde{\Psi}_N)$. Note that there might exist multiple dual bases for the same primal basis.

### 3.4 Discrete dual scaling bases

The various dual bases of CDF are well understood. In the context of this paper, for the efficient computation of wavelet approximations on irregular domains we will require a notion of discrete duality. We therefore introduce the following bilinear form:

$$\langle f, g \rangle_q = \sum_{m \in \mathbb{Z}} f \left( \frac{m}{q} \right) g \left( \frac{m}{q} \right). \quad (14)$$

Here, $q \in \mathbb{N}$, $q \geq 1$, plays the role of an oversampling factor.

We aim for a periodic dual scaling basis $\tilde{\Phi}_N^q = \{ \tilde{\phi}_{kN}^q \}_{k=0}^{N-1}$ defined on $[0,1]$. In order to construct such duals, we focus first on the samples of the father function on the whole real line. Define the sequence $b$ by sampling $\phi$ in the oversampled grid,

$$b_{m}^q = \phi \left( \frac{m}{q} \right), \quad m \in \mathbb{Z}.$$  

²The values of $p$ and $\tilde{p}$ do not uniquely determine a biorthogonal multiresolution analysis. We use filters corresponding to B-splines as described in [9, §6.A]. Thus, the meaning of $\text{cdf}44$ in this paper differs from the widely used CDF filters of primal and dual order 4 in signal processing, e.g., in the JPEG2000 standard.
The sequence $b$ is compactly supported because $\phi$ is compactly supported. Biorhongonality with respect to (14) between the integer shifts of $\phi$ and those of a discrete dual father function $\tilde{\phi}(t)$, with samples $\tilde{b}$, translates into the conditions

$$\langle \phi, \tilde{\phi}(\cdot - k) \rangle_q = \sum_m b_m \tilde{b}_{m-qk} = \delta_{0k}, \quad \forall k \in \mathbb{Z}. \quad (15)$$

Note that shifts by an integer $k$ of a continuous function correspond to shifts of $kq$ samples of its sampled sequence in the discrete grid, because $q$ is the oversampling factor.

Once a dual sequence $\tilde{b}$ satisfying (15) is found, it does not immediately give rise to a continuous representation of the dual functions $\tilde{\phi}(t)$. However, we do know its evaluations in the points $\frac{m}{q}$. We can define suitable discrete periodized dual functions as

$$\tilde{\phi}_{kN}^q \left( \frac{m}{N} \right) = N^{-1/2} \sum_{l \in \mathbb{Z}} \tilde{b}_{m-qk-Nql}, \quad m = 0, \ldots, Nq-1. \quad (16)$$

Note that there are $Nq$ samples in $[0, 1)$, and that the summation over $l$ introduces periodization. By construction, these functions satisfy the discrete biorhongonality conditions

$$\langle \tilde{\phi}_{kN}^q, \phi_{lN} \rangle_{N,q} = \delta_{kl},$$

where $\langle \cdot, \cdot \rangle_{N,q}$ is a scaled analogue of (14) restricted to $[0, 1]$:

$$\langle f, g \rangle_{N,q} = \sum_{m=0}^{Nq-1} f \left( \frac{m}{Nq} \right) g \left( \frac{m}{Nq} \right). \quad (17)$$

The discrete dual leads to the discrete projections

$$\mathcal{P}_{N}^q f(t) = \sum_{k=0}^{N-1} \langle f, \tilde{\phi}_{kN}^q \rangle_{N,q} \phi_{kN}(t) = \sum_{k=0}^{N-1} v_{kN}^q \phi_{kN}(t).$$

The discrete duals play the role of the continuous dual $\tilde{\phi}_{kN}$ in (8). However, the discrete inner product does not actually require the evaluation of integrals. By construction, the projection is exact on the span of the scaling functions:

$$\mathcal{P}_{N}^q f = f, \quad \forall f \in \text{span} \Phi_N.$$
that discrete compact dual sequences $\tilde{b}$ always exist for a basis consisting of translates of B-splines, which is exactly the setting of our choice of CDF primal scaling bases. Experiments show that compact duals of Daubechies scaling functions can also be found. Figures 4 and 5 show some of these compact duals, namely those with the smallest possible support. In Table 3 of the appendix these discrete duals are readily found by solving the linear algebraic conditions (15), noting that the system is finite because $b$ and $\tilde{b}$ are compactly supported.

The size of the discrete duals can be reduced by allowing for a larger support and solving the corresponding conditions (15) in a least squares sense, thereby minimizing the norm of the solution to an underdetermined system. The relevance of the size of the discrete duals is formalized in the following lemma.

**Lemma 3.1.** Let $f \in L^\infty([0,1])$ and let the synthesis operator $T_N a = \sum_{k=0}^{N-1} a_k \phi_k$ of $\Phi$ be a bounded operator from $\mathbb{C}^N$ to $L^2([0,1])$ with bound $B > 0$, i.e.,

$$\|T_N a\|_{L^2([0,1])} = \left\| \sum_{k=0}^{N-1} a_k \phi_k \right\|_{L^2([0,1])} \leq B \|a\|_{\ell_2(\mathbb{C}^N)}.$$  

Define $\|\cdot\|_{N,q}^2 = \langle \cdot, \cdot \rangle_{N,q}$. If the support of the sequence $\tilde{b}$ is less than $Nq$, then

$$\|\mathcal{P}_N f - \tilde{\mathcal{P}}_N f\| \leq B \|f - \mathcal{P}_N f\|_{N,q} \|\tilde{b}\|_{\ell_2}. \quad (18)$$

**Proof.** Using (17), Cauchy-Schwartz and (16), we find for $u \in L^\infty([0,1])$ the following inequality:

$$\langle (u, \tilde{\phi}^q_{kN})_{N,q} \rangle_{N,q} \leq \|u\|_{N,q} \|\tilde{\phi}^q_{kN}\|_{N,q} = N^{-1/2} \|u\|_{N,q} \|\tilde{b}\|_{\ell_2}.$$  

In the last line, we have used the assumption on the discrete support of $\tilde{b}$ to note that the periodic copies of $\tilde{b}$ in (16) do not actually overlap, hence the equality of norms.

Next, let $g_N = f - \mathcal{P}_N f = f - f_N$, such that $f = f_N + g_N$. Since both $\mathcal{P}_N$ and $\tilde{\mathcal{P}}_N$ are exact on the span of $\Phi$, we have that $\mathcal{P}_N f_N = \tilde{\mathcal{P}}_N f_N = f_N$. In addition, $\mathcal{P}_N g_N = 0$. With norms in $L^2([0,1])$ unless noted otherwise, this means that

$$\|\mathcal{P}_N f - \tilde{\mathcal{P}}_N f\| = \|\mathcal{P}_N g_N - \tilde{\mathcal{P}}_N g_N\| = \|\tilde{\mathcal{P}}_N g_N\| = \left\| \sum_{k=0}^{N-1} \langle g_N, \tilde{\phi}^q_{kN} \rangle_{N,q} \phi_{kN} \right\|$$

$$\leq B \left\| \langle g_N, \tilde{\phi}^q_{kN} \rangle_{N,q} \right\|_{\ell_2(\mathbb{C}^N)}$$

$$\leq B \sqrt{N} \left\| \langle g_N, \tilde{\phi}^q_{kN} \rangle_{N,q} \right\|_{\ell_\infty(\mathbb{C}^N)}.$$  

\[\text{Figure } 5: \text{ The sampled father function (top) and a compact discrete dual (bottom) for cdf31, cdf42, cdf51 with } q = 4.\]
\[ \leq B \| g_N \|_{N,q} \| \tilde{b} \|_{\ell_2}. \]

The lemma shows that the discrete projection yields a result that is close to the actual continuous dual projection, as long as the dual sequence \( \tilde{b} \) does not grow too large in norm. In particular, the convergence rate with \( N \) remains the same, only the constant factor is affected. In practice, the assumption on the support of \( \tilde{b} \) is not restrictive unless \( N \) is very small.

3.5 Discrete dual wavelet bases?

We have replaced the continuous dual basis with a discrete one. In view of the close correspondence between the continuous inner product coefficients \( v_{kN} = \langle f, \hat{\phi}_{kN} \rangle \) and their discrete analogues \( v_{kN}^q = \langle f, \hat{\phi}_{kN}^q \rangle_{N,q} \) as quantified by Lemma 3.1, we forego the construction of a discrete dual wavelet basis. We simply retain the primal and dual scaling functions and wavelets, and we continue to use the wavelet transform given by \( W_j \) and \( \tilde{W}_j \) respectively. Thus, the construction involving the discrete sequence \( \tilde{b} \) of the previous section can be thought of merely as a quadrature scheme to approximate \( v_{kN} \) using equispaced samples of \( f \). Compared to other quadrature schemes for wavelet and scaling coefficients, such as Sweldens quadrature \([32]\), our quadrature discretization has an additional discrete orthogonality structure that will be used later on.

The construction of a fully discrete wavelet basis based on \( \hat{\phi}_{kN}^q \) would have several disadvantages. First of all, the sequence \( \tilde{b} \) has no multiscale structure. Therefore, \( \hat{\phi}_{kN}^q \) does not satisfy a two-scale relation and further structure would have to be imposed on \( \tilde{b} \). Secondly, and more importantly, changing the dual scaling function from \( \tilde{\phi} \) to \( \tilde{\phi}_{kN}^q \) would affect the primal wavelet. Finally, there is no guarantee that a discrete dual wavelet basis exists for a given primal scaling function. We choose to retain the Daubechies and CDF family of scaling functions and wavelets.

Note that the number of dual vanishing moments apparent as \( \tilde{p} \) in the naming of the CDF wavelets \( \text{cdf}_{p,q} \) has no influence on the regularity of the discrete duals \( \hat{\phi}^q \) defined above. It does change the shape of the primal wavelet basis elements through the alternating-flip relation \( g_k = (-1)^k \hat{h}_{1-k} \). The higher \( \tilde{p} \), the larger the support of the wavelets. Another effect of the number of dual vanishing moments is seen in the wavelet transforms. If \( \tilde{p} < p \) then the norm of \( W_J \) may increase significantly. This is illustrated in Table 1. For the purposes of this paper, it seems best to consider \( \tilde{p} \geq p \).

| \( p \) | \( \tilde{p} \) | \( \| W_{10} \| \) | \( \| W_{10}^{-1} \| \) | \( p \) | \( \tilde{p} \) | \( \| W_{10} \| \) | \( \| W_{10}^{-1} \| \) |
|---|---|---|---|---|---|---|---|
| 1 | 1 | 1.00e+00 | 1.00e+00 | 4 | 2 | 2.94e+02 | 2.83e+00 |
| 3 | 1.30e+00 | 1.37e+00 | 4 | 1.77e+01 | 2.83e+00 |
| 5 | 1.40e+00 | 1.54e+00 | 6 | 5.51e+00 | 2.83e+00 |
| 2 | 2.35e+00 | 1.41e+00 | 5 | 9.59e+04 | 4.27e+00 |
| 4 | 1.76e+00 | 1.41e+00 | 3 | 2.85e+03 | 4.00e+00 |
| 6 | 1.74e+00 | 1.41e+00 | 5 | 1.46e+02 | 4.00e+00 |
| 3 | 5.43e+01 | 2.00e+00 | 6 | 1.01e+06 | 5.66e+00 |
| 5 | 5.05e+00 | 2.00e+00 | 4 | 3.91e+04 | 5.66e+00 |
| 6 | 2.97e+00 | 2.00e+00 | 6 | 2.00e+03 | 5.66e+00 |

Table 1: Norms of CDF DWT matrices \( W_J \) and \( W_J^{-1} \) with \( J = 10 \).

4 The approximation problem

We formally define the approximation problem. To that end, we introduce notation for the multivariate approximation. We largely adopt the same notation as was used for B-splines \([12]\), but
For the fully discrete method, we need to define sampling points. Given a basis \( \Psi \),

\[
\{(i_1, \ldots, i_d) | j = 1, \ldots, d, i_j = 0, \ldots, N_j - 1\}.
\]

Furthermore, the tensor product of wavelet bases (12) is written as

\[
\Psi_N = \Psi_{N_1} \otimes \cdots \otimes \Psi_{N_d} = \{\psi_{kN}\}_{k \in I_N}, \quad \psi_{kN}(t) = \Psi_{k_1N_1}(t_1) \times \cdots \times \Psi_{k_dN_d}(t_d).
\]

The tensor products of scaling bases and dual bases are denoted analogously.

### 4.1 Continuous projection

The approximation problem can be discretized in two ways, namely, using inner products and point evaluation. The former is denoted the continuous projection and leads to the system

\[
A_Nx = b_N,
\]

with

\[
A_N(k, l) = (\psi_{IM}, \tilde{\psi}_{LM})_\Omega, \quad k, l \in I_N, \quad b_N(k) = (f, \tilde{\psi}_{LM})_\Omega.
\]

Note that the inner products are defined over \( \Omega \), but the wavelet basis has been defined on \( \Xi \). If \( \Omega = \Xi \) then \( A_N \) is the identity matrix due to the continuous duality of \( \Psi_N \) and \( \tilde{\Psi}_N \). In our setting \( \Omega \subset \Xi \), hence the matrix entries of \( A_N \) may differ from 0/1 if one of the functions involved overlaps with the boundary. It may be difficult to evaluate the inner products on \( \Omega \) numerically, especially in the multivariate setting.

We explicitly define the wavelet and scaling basis elements that overlap with the boundary of a given domain \( \Omega \). They are contained in the sets

\[
K_N(\Omega) = \{k \in I_N | \text{ supp } \phi_{kN} \cap \Omega \neq \emptyset \text{ and supp } \phi_{kN} \cap \Omega^c \neq \emptyset\}
\]

and

\[
L_N(\Omega) = \{k \in I_N | \text{ supp } \psi_{kN} \cap \Omega \neq \emptyset \text{ and supp } \phi_{kN} \cap \Omega^c \neq \emptyset\}
\]

respectively, where \( \Omega^c = \Xi \setminus \Omega \) is the complement of \( \Omega \) in \( \Xi \).

### 4.2 Discrete projection

For the fully discrete method, we need to define sampling points. Given a basis \( \Psi_N \), we sample in a regular (cartesian) grid oversampled by an integer \( q_i > 1 \) in each dimension:

\[
T_N^q = \left\{ \left( \frac{k_1}{q_1N_1}, \ldots, \frac{k_d}{q_dN_d} \right) \bigg| k_i = 0, \ldots, N_iq_i - 1, \quad i = 1, \ldots, d \right\}.
\]

Since Daubechies wavelets can only be evaluated in points \( k/2^j, k \in \mathbb{Z}, j \in \mathbb{N} \), we choose each component of \( q \) to be dyadic, i.e., \( q_i = 2^j \), \( j \in \mathbb{N}_0 \), when approximating using a Daubechies wavelet basis.

Only the points in the intersection \( T_N^q \cap \Omega \) are of interest. The number of points in that set, \( M = \# T_N^q \cap \Omega \), should be larger than \( N = \prod_{j=1}^d N_j \) in order to obtain the oversampled system

\[
A_N^q x = b_N^q.
\]

That system is given by

\[
A_N^q(m, l) = \psi_{II}(t_m), \quad l \in I_N, m \in I_M
\]

\[
b_N^q(m) = f(t_m),
\]

where \( t_m \in T_N^q \cap \Omega \).

The discrete nature of the support in the discrete setting is mirrored in the definition

\[
\text{supp}_q \phi_{IN} = \text{supp } \phi_{IN} \cap T_N^q.
\]
This notion of discrete support is used to determine the number of basis elements that overlap with the boundary of $\Omega$ as
\[
K_N^\partial(\Omega) = \{ k \in I_N, \ | \ \text{supp}_q \phi_{kN} \cap \Omega \neq \emptyset \ \text{and} \ \text{supp}_q \psi_{kN} \cap \Omega^c \neq \emptyset \} \tag{23}
\]
and
\[
L_N^\partial(\Omega) = \{ k \in I_N, \ | \ \text{supp}_q \psi_{kN} \cap \Omega \neq \emptyset \ \text{and} \ \text{supp}_q \psi_{kN} \cap \Omega^c \neq \emptyset \}. \tag{24}
\]

**Assumption 1.** We assume that the dimension of the boundary of $\Omega \subset \Xi$ is exactly one less than the dimension of $\Omega$ itself. This means that we will not consider fractal domains. In other words, the sets $K_N^\partial(\Omega)$ and $K_N^\partial(\Omega)$ grow in size as $O(N^{(d-1)/d})$ since we further assume that the oversampling is linear, i.e., $M = \gamma N$, with $\gamma > 1$.

**Lemma 4.1.** Firstly, we have
\[
\#L_N(\Omega) = O(J \#K_N(\Omega)) \quad \text{and} \quad \#L_N^\partial(\Omega) = O(J \#K_N^\partial(\Omega)) \tag{25}
\]
where $J = \prod_{j=1}^{d} J_i = \log_2(N)$. Secondly, provided Assumption 1 is satisfied
\[
\#L_N(\Omega) = \#L_N^\partial(\Omega) = O(N^{(d-1)/d} \log(N)) \tag{26}
\]

**Proof.** The former is a direct consequence of the compact nature of the scaling basis, while the latter is a combination of the former and Lemma 2.2. 

\section{The AZ algorithm}

In general, the systems introduced in (19) and (22) are severely ill-conditioned. This is the result of the inherent redundancy of extension frame approximations. One illuminating interpretation of the redundancy is that an approximation can take any form outside of $\Omega$ while not influencing the behavior on $\Omega$. Extension frames, their ill-conditioning and further implications are studied in detail in [2, 14]. There, it is advised to solve the ill-conditioned systems using regularization and oversampling to obtain an numerically stable and accurate approximation. One can, e.g., use a truncated singular value decomposition (SVD) as a solver. Unfortunately, this solver and other regularized solvers generally have cubic complexity in $N$.

**Algorithm 1** The AZ algorithm [14]

**Input:** $A, Z \in \mathbb{C}^{M \times N}$, $b \in \mathbb{C}^M$

**Output:** $x \in \mathbb{C}^N$ such that $Ax = b$

1: Solve $(I - AZ^*)Ax_1 = (I - AZ^*)b$ using a randomized low-rank solver
2: $x_2 \leftarrow Z^*(b - Ax_1)$
3: $x \leftarrow x_1 + x_2$

The AZ algorithm (Algorithm 1) consists of three simple steps and was introduced in [14] to reduce the computational complexity. It is a generalization of the algorithms proposed in [28, 29] for the more specific Fourier extension problem. There, similar ill-conditioned systems have to be solved since Fourier extension frames are similarly redundant as wavelet extension frames. The cost of Fourier extension was reduced from cubic to $O(N \log^2(N))$ in 1-D [28] and to $O(N^2 \log^2(N))$ in 2-D [29].

The AZ algorithm was also successfully applied in [12] to reduce the cost of spline extension approximations to $O(N)$ in 1-D, $O(N^{3/2})$ in 2-D and $O(N^{3(d-1)/d})$ in d-D with $d > 1$. It is this latter application of AZ, and the corresponding analysis in [12], that we set out to extend to the wavelet case.

The AZ algorithm is shown in pseudocode in Algorithm 1. It solves $Ax = b$ with a time complexity
\[
O(r \text{mult} + r^2 M), \tag{27}
\]
where \( r \) is the rank of the system in the first step and \( T_{\text{mult}} \) is the time complexity of applying \( A \) and \( Z^* \) to a vector \([14]\). The residual of the solution corresponds the approximation error in our setting, and it is equal to the residual of the solution in step one of the algorithm. The matrix \( Z \) can in principle be chosen arbitrarily. However, the goal is to choose \( Z \) such that the rank \( r \) of the system in step 1 is small. Loosely speaking, this corresponds to choosing \( Z^* \) as a pseudo-inverse to a large subspace of the range of \( A \). This is where the discrete biorthogonality properties of the discrete duals constructed in §3 play a decisive role.

### 5.1 The choice of \( Z \)

First, we will simply state our choice of \( Z \) for both the continuous and discrete setting, based on analogy to previously studied cases. Later on, we will prove why these choices indeed give rise to a low-rank matrix \( A - AZ^*A \) in step 1 of the AZ algorithm. Briefly, we intend to make sure that \( Z^*A \) approximates the identity matrix up to a small perturbation.

In the continuous setting, it suffices to choose \( Z_N \) equal to the identity. Indeed, recall from (19) that \( A_N \) itself is close to the identity matrix in this setting. The perturbation is related to basis functions that overlap with the boundary.

In order to reuse the results of [12], we introduce the scaling system matrices \( \hat{A} \) and \( \hat{Z} \), before we consider the wavelet system matrices \( A \) and \( Z \) of (19)-(22) above. In [12], the B-spline system matrices do not contain inner products with the dual basis as in (19), but with the primal scaling basis itself. Thus, \( A_N \) is defined as the Gram matrix of \( \Phi_N \),

\[
\hat{A}_N(k,l) = (\phi_{kN},\phi_{lN})_\Omega, \quad k,l \in I_N.
\]

This change is also reflected in the structure of \( \hat{Z}_N \). It is not the identity matrix, but rather the Gram matrix of \( \tilde{\Phi}_N \):

\[
\hat{Z}_N(k,l) = (\tilde{\phi}_{kN},\tilde{\phi}_{lN})_{L_2((0,1))^d}, \quad k,l \in I_N.
\]

If we denote by \( W_J \) the Kronecker product of the \( d \) DWT matrices \( \{W_{d,J}\}_{d=1}^q \), one can verify that the relation between the wavelet system matrix \( A_N \) and the scaling system matrix \( \hat{A}_N \) is given by

\[
A_N = W_J \hat{Z}_N \hat{A}_N W_J^{-1}, \tag{28}
\]

using (13) and (11). Therefore, \( Z_N A_N = W_J \hat{Z}_N \hat{A}_N W_J^{-1} \) as well.

In the discrete setting, we can define both \( A_N^q \) and our chosen matrix \( Z_N^q \) in terms of the pointwise evaluations of the discrete dual scaling functions, followed by the continuous dual wavelet transform. Let

\[
\hat{Z}_N^q(m,l) = \tilde{\phi}_N^q(t_m) \quad \text{and} \quad \hat{A}_N^q(m,l) = \phi_N^q(t_m), \quad m \in I_M, l \in I_N, t_m \in T_N^q \Omega.
\]

Then

\[
Z_N^q = \hat{Z}_N^q W_J^{-1} \quad \text{and} \quad A_N^q = \hat{A}_N^q W_J^{-1} \tag{29}
\]

such that \( (Z_N^q)^* A_N^q = W_J (\hat{Z}_N^q)^* \hat{A}_N^q W_J^{-1} \) again using (11).

In the wavelet case \( T_{\text{mult}} \) of (27) is \( O(N) \), since all matrices are combinations of matrices that can be applied in \( O(N) \) operations. This is because they either contain \( O(N) \) non-zero elements or they can be represented by a (i)DWT.

### 5.2 The rank and sparsity structure of \( A - AZ^*A \)

In order to study the properties of the matrix \( A - AZ^*A \) in the wavelet case, we again make use of the results of [12] for the scaling bases. In the current notation, the approximation in the scaling basis leads to the matrix \( \hat{A} - \hat{A} \hat{Z} \hat{A} \). We can write \( A - AZ^*A \) as a product of this matrix with DWTs:

\[
A_N - A_N Z_N^* A_N = W_J \hat{A}_N W_J^{-1} - W_J \hat{A}_N W_J^{-1} W_J \hat{Z}_N \hat{A}_N W_J^{-1}
\]
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\[ \hat{A}_N - \hat{A}_N (Z_N^\ast)^\ast A_N^q = \hat{A}_N^q W_J^{-1} - \hat{A}_N^q W_J^{-1} (\hat{Z}_N^q W_J^{-1})^\ast \hat{A}_N^q W_J^{-1} \]
\[ = (\hat{A}_N^q - \hat{A}_N^q W_J^{-1} (\hat{Z}_N^q W_J^{-1})^\ast \hat{A}_N^q) W_J^{-1} \]
\[ = (\hat{A}_N^q - \hat{A}_N^q (Z_N^\ast)^\ast A_N^q) W_J^{-1} \]

(30)

Here, we used (11) and (28). Similarly, for the discrete projection,
\[ A_N^q - A_N^q (Z_N^\ast)^\ast A_N^q = A_N^q W_J^{-1} - A_N^q W_J^{-1} (\hat{Z}_N^q W_J^{-1})^\ast A_N^q W_J^{-1} \]
\[ = (A_N^q - A_N^q W_J^{-1} (\hat{Z}_N^q W_J^{-1})^\ast A_N^q) W_J^{-1} \]
\[ = (A_N^q - A_N^q (Z_N^\ast)^\ast A_N^q) W_J^{-1} \]

(31)

using (11) and (29).

We restate the results of Theorems 6.1 and 6.2 and Corollary 6.6 in [12] using the notation above. The proofs are algebraically tedious, yet conceptually straightforward. They rely on two central observations: (i) the matrices \( A \) and \( Z \) are highly sparse due to the compact support of the basis functions and (ii) the effect of \( \Omega = \Xi \) compared to the case \( \Omega \subset \Xi \) is confined to those basis functions that overlap with the boundary. The main technical difficulty is to accurately describe these basis functions and their corresponding index sets.

**Lemma 5.1** ([12, Theorem 6.1, Theorem 6.2, Corollary 6.6]). For the AZ pairs \((\hat{A}_N, \hat{Z}_N)\) and \((\hat{A}_N^q, \hat{Z}_N^q)\), the matrix \( A - AZ^\ast A \) has

1. at most \#\( \mathcal{K}_N(\Omega) \) and \#\( \mathcal{K}_N^q(\Omega) \) non-zero columns,
2. at most rank \#\( \mathcal{K}_N(\Omega) \) and \#\( \mathcal{K}_N^q(\Omega) \),
3. \( \mathcal{O}(\#\mathcal{K}_N(\Omega)) \) and \( \mathcal{O}(\#\mathcal{K}_N^q(\Omega)) \) non-zero rows,
4. \( \mathcal{O}(\#\mathcal{K}_N(\Omega)) \) and \( \mathcal{O}(\#\mathcal{K}_N^q(\Omega)) \) non-zero elements,

respectively. The constants in the big \( \mathcal{O} \) notation are independent of \( N \).

We will also add a more precise statement on the number of non-zero rows. For this we need to introduce two more index sets:

\[ \mathcal{M}_N(\Omega) = \{ k \in I_N \mid \forall l \in \mathcal{K}_N(\Omega), \forall i \in I_N : \supp \phi_{kn} \cap \supp \phi_{ln} \neq \emptyset \text{ and } \supp \phi_{in} \cap \supp \phi_{kn} \neq \emptyset \} \]

and

\[ \mathcal{M}_N^q(\Omega) = \{ m \in I_M \mid \forall l \in \mathcal{K}_N^q, \forall i \in I_N : \supp q \phi_{im} \cap \supp q \phi_{ln} \neq \emptyset \text{ and } \phi_{in}(t_m) \neq 0 \} \]

(32)

(33)

The set \( \mathcal{M}_N(\Omega) \) corresponds to the indices of all dual basis functions that overlap with any primal basis function that overlaps with the boundary. Similarly, the set \( \mathcal{M}_N^q(\Omega) \) has indices of all points in the support of any dual discrete basis function which overlaps with any primal basis function that overlaps with the boundary.

**Theorem 5.2.** For the AZ pairs \((\hat{A}_N, \hat{Z}_N)\) and \((\hat{A}_N^q, \hat{Z}_N^q)\), the matrix \( A - AZ^\ast A \) has non-zero row indices \( \mathcal{M}_N(\Omega) \) and \( \mathcal{M}_N^q(\Omega) \) respectively. Furthermore, \#\( \mathcal{M}_N(\Omega) = \mathcal{O}(\#\mathcal{K}_N(\Omega)) \) and \#\( \mathcal{M}_N^q(\Omega) = \mathcal{O}(\#\mathcal{K}_N^q(\Omega)) \).

**Proof.** For the AZ pair \((\hat{A}_N, \hat{Z}_N)\) we proceed similarly as in the proof of [12, Theorem 6.1]. First we note that:

\[ (I - Z^\ast A) (k, l) = \begin{cases} \\
\delta_{kl} & \text{if } \supp \phi_{ln} \subset \Omega^c, \\
0 & \text{if } \supp \phi_{in} \subset \Omega, \\
\delta_{kl} - (\phi_{in}, \phi_{kn})_{L^2(\Omega)} & \text{otherwise}. \\
\end{cases} \]

(34)

This is due to the compact support of the basis functions and to the continuous biorthogonality. In case \( \Omega = \Xi \) all matrix entries would be zero, here they differ if \( \phi_{ln} \) is supported outside of \( \Omega \) or if it overlaps with the boundary.
Secondly, multiplication by \(A\) on the left yields:

\[
(A(I - Z^*A))(k, l) = \begin{cases} 
0 & \text{if } \text{supp} \phi_{IN} \subset \Omega^c; \\
0 & \text{if } \text{supp} \phi_{IN} \subset \Omega; \\
q_{kl} & \text{otherwise},
\end{cases}
\]

(35)

where the values \(q_{kl}\) may or may not be zero.

We note that \(A - AZ^*A\) has several columns that are identically zero. The proof of [12, Theorem 6.1] also shows that the non-zero column indices of \(A - AZ^*A\) are given by \(K_N(\Omega)\), hereafter abbreviated by \(K\).

If we let \(E \in \{0, 1\}^{N \times \#K}\) be the extension matrix that extends \(K\) to \(I_N\),

\[
E(k, l) = \delta_{kl}, \quad k \in I_N, l \in K,
\]

then the matrix \(A(I - Z^*A)E\) contains all non-zero columns of \(A(I - Z^*A)\) but has size \(N \times \#K\) instead of \(N \times N\).

The matrix \((I - Z^*A)E\) contains a small number of non-zero rows since

\[
[(I - Z^*A)E](k, l) = \begin{cases} 
\delta_{kl} - (\phi_{IN}, \tilde{\phi}_{kN})_{L^2(\Omega)} & \text{if } l \in K; \\
0 & \text{otherwise}
\end{cases}
\]

using (20) and (34). The non-zero row indices of this matrix are in the index set

\[
I_1 = K \cup \{k \in I_N | \forall l \in K : \text{supp} \tilde{\phi}_{kN} \cap \text{supp} \phi_{IN} \neq \emptyset\}
\]

(36)

so we can rewrite \(A(I - Z^*A)E\) as

\[
AE_1E_1^*(I - Z^*A)E
\]

with \(E_1 \in \{0, 1\}^{N \times \#I_1}\) an extension matrix derived from the index set \(I_1\)

\[
E_1(k, l) = \delta_{kl}, \quad k \in I_N, l \in I_1.
\]

The non-zero row index set of \(A(I - Z^*A)\) is thus

\[
\{k \in I_N | \forall i \in I_1 : \text{supp} \phi_{IN} \cap \text{supp} \phi_{iN} \neq \emptyset\}
\]

which is equivalent to \(M_N(\Omega)\) in (32) after substituting the earlier found expression for \(I_1\).

For the AZ pair \((A_N, Z_N)\), \(I_1\) retains the form of (36) but the meaning of \(K\) is now the one in (23). That is why the non-zero row index set of \(A(I - Z^*A)\) is (33).

Because of Lemma 5.1, \(\#M_N(\Omega) = O(\#K_N(\Omega))\) and \(\#M_N^q(\Omega) = O(\#K_N^q(\Omega))\).

\[
\Box
\]

Lemmas 2.2 and 5.1, Theorem 5.2 and the relations between the matrices \(A\) and \(Z\) for the scaling and wavelet bases (30)-(31) combined lead to the following theorem.

**Theorem 5.3.** For the AZ pairs \((A_N, Z_N)\) and \((A_N^q, Z_N^q)\), the matrix \(A - AZ^*A\) has

1. at most \(\#L_N(\Omega)\) and \(\#L_N^q(\Omega)\) non-zero columns,
2. at most rank \(\#K_N(\Omega)\) and \(\#K_N^q(\Omega)\),
3. \(O(\#L_N(\Omega))\) and at most \(\#M_N(\Omega)\) non-zero rows,
4. \(O(J\#L_N(\Omega))\) and \(O(J\#K_N^q(\Omega))\) non-zero elements,

respectively. The constants in the big \(O\) notation are independent of \(N\). The index sets are defined by (20)-(24).
expected asymptotic results of Theorem 5.4 are shown by the black dashed line:

1. One can follow a similar reasoning as in the proofs of Theorem 6.1, Theorem 6.2 in [12] to obtain this statement. There it is shown that the non-zero column indices are those of the scaling basis elements that overlap with the boundary, i.e., \( \mathcal{K}_N(\Omega) \) and \( \mathcal{K}_N^q(\Omega) \). This reasoning applied to \( A - AZ^*A \) says that the non-zero column indices are those of the wavelet basis elements that overlap with the boundary, i.e., \( \mathcal{L}_N(\Omega) \) and \( \mathcal{L}_N^q(\Omega) \).

2. The rank of \( A - AZ^*A \) is less than or equal to the rank of \( \hat{A} - \hat{A}Z^*\hat{A} \) since \( A - AZ^*A = W(\hat{A} - \hat{A}Z^*\hat{A})W^{-1} \) or \( A - AZ^*A = (A - AZ^*A)W^{-1} \) and \( W \) is of full rank.

3. In the discrete case \( \hat{A} - \hat{A}Z^*\hat{A} \) has at most \( \#M_N^q(\Omega) \) non-zero rows, so \( A - AZ^*A \) which is the former right-multiplied with a discrete wavelet transform has at most \( \#M_N^q(\Omega) \) non-zero rows. In the continuous case, \( A - AZ^*A = W(\hat{A} - \hat{A}Z^*\hat{A})W^{-1} \) where \( \hat{A} - \hat{A}Z^*\hat{A} \) has \( \mathcal{O}(\#\mathcal{K}_N(\Omega)) \) non-zero rows and \( W \) has \( \mathcal{O}(J) \) non-zero elements per column, thus \( A - AZ^*A \) has \( \mathcal{O}(J\#\mathcal{K}_N(\Omega)) = \mathcal{O}(\#\mathcal{L}_N(\Omega)) \) non-zero rows.

4. The compact support of the scaling bases ensures that the number of non-zero elements per column and per row of \( A - AZ^*A \) is bounded by a constant independent of \( N \). Hence \( A - AZ^*A \) has \( \mathcal{O}(\#\mathcal{K}_N(\Omega)) \) (or \( \mathcal{O}(\#\mathcal{K}_N^q(\Omega)) \)) non-zero elements (as shown in Lemma 5.1). The bound on the number of non-zero elements per row and right-multiplication of \( \hat{A} - \hat{A}Z^*\hat{A} \) with \( W^{-1} \) results in a matrix with \( \mathcal{O}(J) \) elements per column. Therefore, the matrix has \( \mathcal{O}(J\#\mathcal{K}_N^q) \) non-zero elements.

The same holds for the continuous case. Furthermore, since the matrix still has a bounded number of non-zero elements per column after right-multiplication with \( W^{-1} \), left-multiplication with \( W \) results in a matrix where the number of non-zero elements per row and per column grow like \( \mathcal{O}(J) \) and \( A - AZ^*A \) contains in the continuous case \( \mathcal{O}(J\#\mathcal{L}_N^q) \) non-zero elements.

\[ \square \]

### 5.3 The vanilla AZ algorithm

We will refer to Algorithm 1 as the vanilla AZ algorithm. Here, the matrices \( A \) and \( Z \), as well as the matrix \( A - AZ^*A \) have dimension \( M \times N \), where \( M \) is the total number of sample points and \( N \) is the total number of degrees of freedom. We have already established that this algorithm is not optimal, because the matrix \( A - AZ^*A \) has a large number of zero-rows and zero-columns. Still, because of its apparent simplicity, we state the expected computational complexity. Also, a

![Figure 6: Timings in seconds of the AZ algorithm (Algorithm 1) applied to the approximation of (left) \( f(x) = e^{x} \) on \([0, 1/2]\) using a 1-D wavelet basis on \([0, 1] \), (middle) \( f(x, y) = e^{xy} \) on the disk with center \([1/2, 1/2]\) and radius 0.35 using a 2-D wavelet basis on \([0, 1]^2 \), (right) \( f(x, y, z) = e^{xyz} \) on ball with center \([1/2, 1/2, 1/2]\) and radius 0.4 using a 3-D wavelet basis on \([0, 1]^3 \). We approximate using several wavelets of primal orders 2 to 4, shown with different markers. The expected asymptotic results of Theorem 5.4 are shown by the black dashed line: \( \mathcal{O}(N) \) in 1-D, \( \mathcal{O}(N^2) \) in 2-D and \( \mathcal{O}(N^{7/3}) \) in 3-D.](image)
surprising feature of the low-rank solver we have used in our implementation in step 1 is that its computational complexity is actually much better.

**Theorem 5.4.** Provided Assumption 1 is satisfied, the AZ algorithm (Algorithm 1) using the AZ pairs \((A_N, Z_N)\) and \((A_N^r, Z_N^r)\) can be implemented with \(O(N)\) operations in 1-D, \(O(N^2)\) operations in 2-D and \(O(N^{(3d-2)/d})\) operations in \(d\)-D, \(d > 1\).

*Proof.* Recall that the computational of the AZ algorithm, Algorithm 1, is

\[ O(r T_{\text{mult}} + r^2 M). \]

Assumption 1 combined with Theorem 5.3 shows that \(r = O(N^{(d-1)/d})\). In §5.1 it was shown that \(T_{\text{mult}} = O(N)\). The full AZ-algorithm therefore requires \(O(N)\) operations in 1-D, and \(O(N^{(3d-2)/d})\) operations in \(d\)-D, \(d > 1\).

Theorem 5.4 is illustrated in Figure 6. In these numerical results we only consider the discrete setting, because the inner product integrals in (19) are not trivial to compute. The complete code for this experiment and the following experiments is available online [10, 11].

As a low-rank solver in step 1 of the algorithm we have used the low-rank QR solver implemented in [24]. It is an algorithm that builds the QR factorization of a matrix \(A\) by random sampling. This means that \(A\) is sampled by multiplying \(A\) with \(r\) random vectors. It is an adaptive algorithm that determines \(r\) adaptively in order to obtain an accurate factorization [23]. The low-rank QR is in general a bit more efficient than the low-rank SVD implemented in the same package. We note in Figure 6, to our surprise, that the AZ algorithm outperforms the low-rank QR is in general a bit more efficient than the low-rank SVD implemented in the same package. We note in Figure 6, to our surprise, that the AZ algorithm outperforms the low-rank solver we have used in our implementation in step 1 is that its computational complexity is actually much better.

We did not explicitly indicate our knowledge expected complexity of Theorem 5.4. The experimental time complexity follows the dotted line same package. We note in Figure 6, to our surprise, that the AZ algorithm outperforms the low-rank solver we have used in our implementation in step 1 is that its computational complexity is actually much better.

The low-rank QR is in general a bit more efficient than the low-rank SVD implemented in the same package. We note in Figure 6, to our surprise, that the AZ algorithm outperforms the low-rank solver we have used in our implementation in step 1 is that its computational complexity is actually much better.

### 5.4 The reduced AZ algorithm

Following Theorem 5.3 the non-zero rows and columns are described by the index sets \(L_N^3(\Omega)\) (or \(L_N^d(\Omega)\) in the discrete setting) and \(M_N^3(\Omega)\) (\(M_N^d(\Omega)\)). To ease notation, we will use \(L\) and \(M\) instead if the meaning is independent of the context or can be deduced out of the context.

By iterating once over all wavelet basis functions and checking their support one can determine the indices in \(L\) in \(O(N)\) operations. Indeed, owing to the completely regular structure of the bases involved, the supports of the basis functions are easily computed. From the definitions (32)-(33) we see that we can compute \(M\) by first computing \(K\) — this in \(O(N)\) operations by iterating over all scaling basis elements — then checking their overlap with the duals, again in \(O(N)\) operations.

If these index sets are known we can create the (sparsely representable) extension and restriction matrices \(E = \{0,1\}^{N \times \#L}\) and \(R = \{0,1\}^{\#M \times M}\):

\[
E(k,l) = \delta_{kl}, \quad k \in I_N, l \in L
\]

\[
R(k,l) = \delta_{kl}, \quad k \in M, l \in I_m.
\]

With these matrices we construct the matrix \(R(I - AZ^*)AE\) that holds the same information as \(A - AZ^*A\) but without all known zero rows and columns. This matrix is used in the reduced AZ algorithm (Algorithm 2) [12]. The number of non-zero columns of \(R(I - AZ^*)AE\) still grows at a faster rate than its rank, see Theorem 5.3. That is why in the following theorem we distinguish between a full direct solver, such as a pivoted QR, and a low-rank direct solver, such as a randomized low-rank QR. Note also that reducing the size does not change the complexity of applying the matrices. Both \(A - AZ^*A\) and \(R(I - AZ^*)AE\) result in a matrix-vector multiply that takes \(O(N)\) operations.
Theorem 5.5. Provided Assumption 1 is satisfied, the reduced AZ algorithm (Algorithm 2) using
the AZ pair \((A_N, Z_N)\) can be implemented with

1. \(O(N \log(N))\) operations in 1-D, \(O(\log(N)^3 N^{3/2})\) operations in 2-D and \(O(\log(N)^3 N^{3(d-1)/d})\) operations in \(d\)-D with \(d > 1\) if a full direct solver is used in the 3rd step.

2. \(O(N)\) operations in 1-D, \(O(\log(N)^{3/2})\) operations in 2-D and \(O(\log(N)^{3(d-1)/d})\) operations in \(d\)-D with \(d > 1\) if a low-rank direct solver is used in the 3rd step.

Using the AZ pair \((A^0, Z^0_N)\) the reduced AZ algorithm can be implemented with

1. \(O(N \log(N))\) operations in 1-D, \(O(\log(N)^2 N^{3/2})\) operations in 2-D and \(O(\log(N)^2 N^{3(d-1)/d})\) operations in \(d\)-D with \(d > 1\) if a full direct solver is used in the 3rd step.

2. \(O(N)\) operations in 1-D, \(O(N^{3/2})\) operations in 2-D and \(O(N^{3(d-1)/d})\) operations in \(d\)-D with \(d > 1\) if a low-rank direct solver is used in the 3rd step.

Proof. The proof largely follows [12, Theorem 6.8], with the exception of a factor \(O(J)\) in some places and using Theorem 5.3.

The extension matrix \(E\) can be constructed in \(O(N)\) operations by iterating once over all wavelet basis functions. The matrix \(R\) can be constructed in \(O(N)\) by creating the set \(M\). For the discrete case, this immediately gives the non-zero row indices. For the continuous case, an additional DWT is needed to find these non-zero row indices. The matrix \(R(A - AZ^*A)E\) has size \(m \times n\), where

1. \(n = \#L = O(JN^{(d-1)/d})\)
2. \(m = O(\#L^0) = O(N^{(d-1)/d})\) in the continuous setting and \(m = \#M = O(N^{(d-1)/d})\) in the discrete setting.

However, by Theorem 5.3 and Assumption 1 its rank \(r\) is only \(O(K) = O(N^{(d-1)/d})\).

Next, creating and solving the \(m \times n\) linear system with a direct solver requires \(O(mT_{\text{mult}} + mn^2)\) operations, while it takes \(O(rT_{\text{mult}} + mr^2)\) with a low-rank solver. Therefore, the full time complexity of the algorithm is

\[
O(N + nT_{\text{mult}} + nM + mn^2) = O(nN + mn^2)
\]

with a full direct solver and

\[
O(N + rT_{\text{mult}} + nM + mr^2) = O(rN + mr^2)
\]

with a low-rank direct solver, where we take linear oversampling \(M = \Omega(N)\) into account and all matrices can be applied in \(O(N)\) operations, so \(T_{\text{mult}} = \Omega(N)\). Filling in the results obtained earlier in the proof results in the statement of the theorem. \(\square\)

---

3For completeness, in our implementation we have performed a DWT on a vector of length \(N\) with a NaN instead of a floating point number at the indices \(K\) (non-zero indices of \(A_N - ANZ^*_NAN\)). Since a mathematical operation between a NaN and a floating point number results in a NaN, the resulting vector thus contains NaNs at the non-zero indices of \(W_M(AN - ANZ^*_NAN)\).
Figure 7: Timings in seconds of the reduced AZ algorithm (Algorithm 2) applied to the approximation problems of Figure 6. Top row: A full direct solver is used in step 3 of the algorithm. Bottom row: A low-rank solver. The expected asymptotic results of Theorem 5.5 are shown by the black dashed line. The timings of Figure 6 (vanilla AZ) are repeated with black dotted lines.

Figure 8: The bottom middle panel of Figure 7 in more detail.
The statements in Theorem 5.5 are corroborated in Figure 7. The difference in time complexity between a full and a low-rank direct solver is only a matter of logarithmic factors. However, the experiments indicate that the low-rank solver is the better choice, at least in our implementation, since apart from slightly improved time complexity its cost seems also substantially lower in absolute terms. As noted at the end of §5.3, the reduced AZ algorithm does not perform much better than vanilla AZ (in the dotted lines) since the randomized solver seems to take advantage of the non-zero rows. There are however some advantages to explicitly removing the zero columns and rows. First, the sampling matrix in the low-rank solver reduces in size from $O(N \times N^{(d-1)/d})$ to $O(N^{(d-1)/d}\log(N) \times N^{(d-1)/d})$. Secondly, all matrices and decompositions stored are smaller. Finally, we do not need to select a solver that implicitly takes care of the zero rows.

From Figure 8 it is clear that Daubechies wavelets are less efficient than CDF wavelets (in our implementation). Furthermore, we see that wavelets with higher $\tilde{p}$ converge approximately at the same rate. Increasing the oversampling factor makes the difference in convergence rates more pronounced.

### 5.5 The sparse AZ algorithm

Finally, we consider an algorithm that only exploits the sparsity of the matrices $A$, $Z$ and $A-Z^*A$. As for B-splines in [12], here we use the sparse direct rank-revealing QR decomposition of [21] in the first step of the AZ algorithm instead of a low-rank solver.

The sparse AZ algorithm is formulated in Algorithm 3. The first step is the creation of the matrix $A-Z^*A$ in sparse form. It was shown in [12] that a sparse version $\hat{A} - \hat{A}Z^*A$ (holding $O(N(d-1)/d)$ non-zero values and $O(1)$ non-zero elements in each column and row) can be created in $O(N)$ operations. Given this sparse matrix $\hat{A} - \hat{A}Z^*A$, we can easily create the matrix containing its non-zero columns $\hat{A}(I - \hat{A}Z^*)AE$ with

$$E(k,l) = \delta_{kl}, \quad k \in I_N, l \in \mathcal{K}.$$  

It remains to construct the sparse matrix $E^*W^{-1}$ since

$$A - AZ^*A = \hat{A}(I - \hat{A}Z^*)AEW^{-1}.$$

Provided Assumption 1 is satisfied, we deduce from Lemma 2.2 that $E^*W^{-1}$ has $O(N^{(d-1)/d}\log N)$ non-zero elements, i.e., $O(N^{(d-1)/d})$ rows with $O(\log N)$ elements each. Because of the structure in both matrices the standard sparse matrix-matrix multiply in Julia 1.3 performs the multiplication of $A(I - \hat{A}Z^*)AE$ with $EW^{-1}$ in $O(N^{(d-1)/d}\log(N))$.

Hence, for the best possible time complexity in the first step of the sparse AZ algorithm, we need to construct $E^*W^{-1}$ in $O(JN^{(d-1)/d})$ operations. Here, we present an algorithm that in

---

### Algorithm 3 The sparse AZ algorithm [12, Algorithm 3]

**Input:** $A, Z \in \mathbb{C}^{M \times N}$, $b \in \mathbb{C}^M$

**Output:** $x \in \mathbb{C}^N$ such that $Ax = b$

1. Create sparse matrix $(I - AZ^*)A$
2. Solve $(I - AZ^*)Ax_1 = (I - AZ^*)b$ using sparse QR
3. $x_2 \leftarrow Z^*(b - Ax_1)$
4. $x \leftarrow x_1 + x_2$

---
the worst case is $O(N \log N)$. An inspection of §2.3 using compactly supported sequences and convolutions instead of matrices yields the insight that each column of $W^{-1}_{J_i}$ (1-D iDWT transform) contains a shifted version of either one of

$$
\begin{align*}
& g', \\
& [g^{j-1}]_{2^j} \ast h^j, \\
& [g^{j-2}]_{2^j} \ast [h^{j-1}]_{2^j} \ast h^j, \\
& \vdots \\
& [g^1]_{2^j} \ast [h^2]_{2^j-1} \ast \cdots \ast [h^{j-1}]_{2^j} \ast h^j, \\
& [h^1]_{2^j} \ast [h^2]_{2^j-1} \ast \cdots \ast [h^{j-1}]_{2^j} \ast h^j
\end{align*}
$$

(37)

where we left out the dimension subindex to $J_i$ and where $[a]_{1q}$ denotes upsampling and $a^j$ periodisation:

$$
([a]_{1q})_k = a_{kq}, \quad (a^j)_k = \sum_{l \in \mathbb{Z}} a_{k+lj}.
$$

A convolution $a \ast b$ can be computed in $O(n \log n)$ operations with $n$ the sum of the supports of $a$ and $b$ using the Fast Fourier Transform. The top filter in (37) has constant support, but the support lengths grow steadily up to $J_i 2^j$. Therefore, the $J_i + 1$ filters can be computed in $O(N_i \log N_i)$ operations.

If we assume that the degrees of freedom are evenly distributed over all dimensions, then we have $N_i = O(N^{1/d})$ and the total number of nonzero entries in $E^* W^{-1}$ is $O(J N^{(d-1)/d})$. Hence, knowing their locations, the sparse matrix can also be constructed in $O(J N^{(d-1)/d})$ operations. In the worst case, if one dimension has all degrees of freedom, then the cost of the full construction algorithm of the sparse $E^* W^{-1}$ may be as large as $O(N \log N)$. This is unlikely to be the case in practice.

Figure 9 shows that the sparse AZ algorithm appears to be more efficient than the algorithms above, especially in the lower dimensions. In 3-D, the level of sparsity is not yet high enough to show a possible advantageous effect of using a sparse solver.

We also compare coefficient norm and residual of the different algorithms. For the coefficient norm, it is known for the vanilla and reduced AZ algorithms that a small-norm coefficient will be returned if it exists, since the solver in step 1 is closely related to a truncated SVD solver [2, 1, 14]. For the direct sparse QR solver of [21], no analogous error analysis is known, hence the coefficient norm might be large. While this was not the case for spline extension in [12], coefficients are indeed larger using wavelet extensions as shown in Figure 11. Both the sparse AZ and a direct sparse QR solver are affected. This has a negative impact on the residual, as is also shown in Figure 11.
Figure 10: Timings in seconds of the direct sparse QR solver applied to the approximation problems of Figure 6. In the black dashed line: $O(N)$. The timings of Figure 9 are repeated in the black dotted lines.

Figure 11: Residual (top) and coefficient norm (bottom) of 2-D problem in Figure 6, but with $\mathbf{q} = (4,4)$ instead of $\mathbf{q} = (2,2)$ using reduced AZ, sparse AZ and sparse QR (left to right).
6 Adaptively smoothed wavelet AZ algorithm

In this final section we compare the use of wavelet-based extensions to the simpler setting of spline-based extensions.

The approximation space spanned by a basis of B-splines is exactly the same as that spanned by spline-based wavelets. Indeed, the wavelet transform is merely a change of basis. Therefore, the best approximations are the same:

$$\arg \min_{u \in \text{span}\Phi_N} \| f - u \| = \arg \min_{u \in \text{span}\Psi_N} \| f - u \| .$$

In typical applications of wavelets their compression properties play a major role. That is not really the case here: the wavelet least squares matrix $A$ is even somewhat less sparse than the corresponding matrix $A$ using B-splines.

Another beneficial property of wavelets is the multiresolution nature of the approximation. In particular, unlike with B-splines, it is possible to associate different weighting factors with different scales. This enables the construction of bases for a range of function spaces with varying smoothness properties. For example, methods for the solution of partial differential equations employ wavelet bases for Sobolev spaces [15]. In our setting, weighing different wavelet scales allows one to obtain smoother approximations. The increased smoothness is only visible in the extension $\Xi \setminus \Omega$ of the wavelet frame, since the approximation always resembles the function itself in the interior $\Omega$.

A smooth extension is not guaranteed by the methods described in §5. A least squares solver aims to minimize the residual of the system with a minimal norm solution. Therefore, the resulting wavelets coefficients do not necessarily decrease with increasing scale, even when approximating smooth functions [13]. All coefficients have roughly similar size. In contrast, when approximating with a regular basis, the decrease of wavelet coefficient size is guaranteed for smooth functions, depending on the order of the multiresolution analysis at hand.

Algorithm 4 The smoothed AZ algorithm

Input: $A, Z \in \mathbb{C}^{M \times N}, b \in \mathbb{C}^M, W \in \mathbb{R}_{+}^{N \times N}$

Output: $x \in \mathbb{C}^N$ such that $Ax = b$

1: Solve $(I - AZ^*)AWx_1 = (I - AZ^*)b$ using a randomized low-rank solver
2: $x_2 \leftarrow Z^*(b - AWx_1)$
3: $x \leftarrow Wx_1 + x_2$

Smoothing can be introduced by switching to a weighted least squares formulation. We weigh the wavelet coefficients using the smoothed AZ algorithm (Algorithm 4). We simply add a diagonal weight matrix in the first step of the AZ algorithm, replacing $x_1$ by $Wx_1$, and leave the other steps unchanged. The diagonal matrix has weights that depend on the scale of the corresponding entries of $x_1$. Much in the same way, the weighted reduced and sparse AZ algorithms can be formulated and implemented. Note that a weighted least squares problem is only being solved in step 1, not in step 2. The dual does not require modifications in this formulation.

We aim for a coefficient vector in which the coefficients decrease in size with increasing scale. The logic is as follows. Say a function is approximated on a coarse scale $J - 1$ with approximation error $e_1$. It can be expected that this approximation can be refined by adding wavelet coefficients on finer scales with size on the order of $O(e_1)$. We ensure that the coefficients on the finer scale have that size simply by choosing the corresponding diagonal entries of $W$ equal to $e_1$. The function is now approximated on the finer scale, say with an approximation error $e_2$. This error can be used to weight the next scale of coefficients, and so on. Thus, we obtain a diagonal weighting operator parametrized with the weights $e_1, \ldots, e_L$ and size $N_i$, $L \leq \log_2(N_i), i = 1, \ldots, d$:

$$W(k, l; [e_1, e_2, \ldots, e_L], N) = \delta_{kl}u^{\text{min}(1, L - \text{min}_{i=1,\ldots,d}(\log_2(N_i) - L))} \quad k, l \in I_N. \quad (38)$$

We use the size of the right hand side as an initial weight for the first approximation. This way we arrive at the adaptive Algorithm 5.
Figure 12: Wavelet extension approximation of $f(x) = e^x$ on $[0, 0.6]$ using cdf33, $N = 256$, $q = 2$. Approximation and extension (left) and coefficient size (right) when using the adaptively weighted reduced AZ algorithm (red), a pivoted QR (blue), the reduced AZ algorithm (brown).

Figure 13: Approximation of $f(x, y) = e^{xy}$ on $[0, 1/2]^2$, $N = [64, 64]$, $q = [4, 4]$. Top row: Cubic spline extension approximation. Mid and bottom row: cdf33 wavelet extension approximation. Top and mid row: The approximant on $[0, 1]^2$. Bottom row: the coefficient size. Left: The reduced AZ algorithm. Mid: The adaptively weighted reduced AZ algorithm. Right: A pivoted QR.
Algorithm 5 The adaptively weighted AZ algorithm

Input: $N, q, f, Ω ⊂ \Xi$, wavelet types

Output: $x$ (the wavelet extension coefficients)

1: $n ← N - \min(N) + 1$
2: $e ← \|b^n_q\|
3: while $n < N$ do
4: $W ← W(\cdot, \cdot; e, N)$
5: $x ← \text{Apply the smoothed AZ algorithm with } A^n_q, Z^n_q, b^n_q, W$
6: $e ← [e; \|A^n_qx - b^n_q\|]$
7: $n ← 2n$

| wavelet extension | spline extension |
|-------------------|------------------|
| $\|x\|$ | $\|Ax - b\|$ |
| Reduced AZ | 1.58  | 1.14e-06  | 47.00  | 1.14e-06 |
| Weighted reduced AZ | 3.37  | 1.14e-06  |
| Pivoted QR | 1.56  | 1.14e-06  | 47.00  | 1.14e-06 |
| Sparse AZ | 1.58  | 1.14e-06  | 47.00  | 1.14e-06 |
| Weighted sparse AZ | 3.38  | 1.14e-06  |

Table 2: Wavelet coefficient norms and residual error.

We illustrate the adaptive Algorithm with a simple example in 1D first. In Figure 12 we compare to a pivoted QR and the reduced AZ algorithm (both without smoothing). The function $f(x) = e^x$ is approximated on the interval $[0, 0.6]$ using a $\text{cdf}33$ wavelet extension. The weighted algorithms very clearly leads to the smoothest extension (shown in the left panel). In the right panel, the sizes of the wavelet coefficients are compared. The approximation domain $[0, 0.6]$ is visible in all levels of the wavelet coefficients. There, all coefficients have roughly similar size (the three lines overlap) because they approximate the same function. The coefficients differ in the extension $[0.6, 1]$. There, it is seen that the smoothed approximation (red line) yields significantly smaller coefficients than the non-smoothed approximations.

In Figure 13 and Table 2 we compare the adaptive Algorithm 5 using both sparse (only in table) and reduced AZ with the original non-smoothed reduced and sparse AZ algorithm. Also we compare with a simple pivoted QR. Finally, we compare wavelet extension with spline extension approximation as in [12] where no adaptive weighting is possible.

The smoothed approximation (the middle column of Figure 13 and second row of the table) leads to a visually smoother extension. We also see that the non-smoothed methods tend to result in larger wavelet coefficients at the boundary. For the smoothed result, one can also see that the wavelet coefficients at a coarse scale are larger than those at a finer scale. The approximant itself also takes another shape. The spline extension approximant will drop down to zero outside of $Ω$. Choosing a wavelet extension instead of a spline extension has no effect on the residual, nor does weighting. As expected, the pivoted QR leads to the smallest coefficient norm.

7 Concluding remarks

We have shown that wavelet approximation on general domains is possible and efficient using regular wavelets defined on a bounding box. Compared to existing wavelet literature, we have had to compute a discrete dual scaling sequence. Apart from this construction, with values listed exhaustively in the appendix, well-known scaling functions and wavelets could be used.

The ill-conditioning of the extension problem necessitates a least squares formulation with regularization. The proposed algorithms have a complexity of $O(N)$ operations in 1-D, $O(N^{3/2})$ in 2-D and $O(N^{3(d-1)/d})$ in $d$-D, $d > 1$. This should be compared to the cubic cost of standard direct solvers. The algorithms required a detailed study of the sparsity structure of all the matrices.
involved.

The use of a general sparse QR function does not require such detailed study of the structure.
As such, it is simpler to implement. The results experimentally appear to be more efficient.
However, it also seems less stable.

A Appendix

The values of the discrete duals that were used for the experiments in this paper are tabulated in Table 3.
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