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Abstract—This article reports an algorithm for multiagent distributed optimization problems with a common decision variable, local linear equality, and inequality, constraints and set constraints with convergence rate guarantees. The algorithm accrues all the benefits of the alternating direction method of multipliers (ADMM) approach. It also overcomes the limitations of existing methods on convex optimization problems with linear inequality, equality, and set constraints by allowing directed communication topologies. Moreover, the algorithm can be synthesized distributively. The developed algorithm has: first, a $O(1/k)$ rate of convergence, where $k$ is the iteration counter, when individual functions are convex but not-necessarily differentiable, and second, a geometric rate of convergence to any arbitrary small neighborhood of the optimal solution, when the objective functions are smooth and restricted strongly convex at the optimal solution. The efficacy of the algorithm is evaluated by a comparison with state-of-the-art constrained optimization algorithms in solving a constrained distributed $\ell_1$-regularized logistic regression problem, and unconstrained optimization algorithms in solving a $\ell_1$-regularized Huber loss minimization problem. Additionally, a comparison of the algorithm’s performance with other algorithms in the literature that utilize multiple communication steps is provided.

Index Terms—Alternating direction method of multipliers (ADMM), constrained optimization, directed graphs, finite-time consensus, distributed optimization, multiagent networks.

I. INTRODUCTION

Consider a group of $n$ agents connected through a directed graph $G(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ and $\mathcal{E}$ are the set of vertices and directed edges, respectively. Each agent can transmit information to other agents restricted by the directed graph $G(\mathcal{V}, \mathcal{E})$; an agent $i$ can transmit to agent $j$ if a directed link $i \rightarrow j$ exists in $\mathcal{E}$. The agents focus on solving the following distributed optimization problem:

$$\minimize_{\tilde{x} \in \mathbb{R}^p} \tilde{f}(\tilde{x}) = \sum_{i=1}^{n} \tilde{f}_i(\tilde{x})$$

subject to $C_i\tilde{x} = c_i$, $D_i\tilde{x} \leq d_i$ $\forall i \in \mathcal{V}$, $\tilde{x} \in \bigcap_{i=1}^{n} \mathcal{X}_i$ (1)

where $\tilde{x} \in \mathbb{R}^p$ is a global optimization variable. $\tilde{f}_i : \mathbb{R}^p \rightarrow \mathbb{R}$ is the local objective function of agent $i$. $\mathcal{X}_i$ is a convex constraint set associated with the variables of agent $i$. $C_i\tilde{x} = c_i$, with $C_i \in \mathbb{R}^{m_i \times p}$, $c_i \in \mathbb{R}^{m_i}$ and $D_i\tilde{x} \leq d_i$ with $D_i \in \mathbb{R}^{m_2 \times p}$, $d_i \in \mathbb{R}^{m_2}$ are the local equality and inequality constraints of agent $i$. Many problems in various engineering fields, such as wireless systems, multiagent coordination and control [1], and machine learning [2] can be posed in the form of problem (1). Unlike a class of distributed optimization problems that involve global coupling constraints (see, for example, [3], [4], [5], in problem (1) agents seek to determine a common solution $\tilde{x}$ that is required to be known by each agent.

Early works on the distributed optimization problem can be found in seminal papers [6], [7]. Current approaches for solving optimization problems can be broadly classified as follows: 1) primal methods that update the agent estimates of the solution by utilizing a step-size rule based on the gradient information (at the current estimate) of the objective function to steer towards the optimal solution, and 2) dual-based optimization methods that employ Lagrange multipliers. For optimization problems that are unconstrained [with no equality, inequality and set constraints in problem (1)], examples [8], [9], [10], [11], [12] (and references therein) take a primal based approach, whereas [13], [14], [15], [16], [17], [18], [19], [20] take a dual based approach. The works in [14], [15], [16], [17], [18], [19], [20] motivated by the advantages of parallelizability and good convergence results, (see [21]) adopt the alternating direction method of multipliers (ADMM) dual-based approach; Wei and Ozdaglar [14] proposed the ADMM-based algorithm for convex objective functions with an $O(1/k)$ rate of convergence, the works in [15] and [16] established linear rate of convergence with globally strongly convex objective functions, the work in [18] is based on minimizing a proximal first-order approximation of smooth and globally strongly convex functions, and Iutzeler et al. [19] provided a linear rate of convergence for a twice continuously differentiable and locally strongly convex functions. In contrast to the dual-based approaches [13], [14], [15], [16], [17], [18], [19], [20] for unconstrained problems, this article...
provides an algorithm with provable convergence guarantees, which is not restricted by assumption of bidirectional (or undirected) communication topologies and does not need centralized information for designing the algorithm.

The works in [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], and [36] consider constrained distributed optimization problems similar to (1). For solving constrained convex optimization problems of the form (1) distributively, many of the existing state-of-the-art algorithms [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33] utilize primal algorithms based on projections onto the constraint set and the (sub)gradient information of the individual objective functions. Here, the works in [27], [28], [29], [31], [34], [35], and [36] focused only on set constraints; equality constraints are considered in [26] and [30] while inequality constraints are the focus in [22], [23], [24], [25], [26], [32], and [33]. To establish convergence, the work in [25] assumes the differentiability of the individual objective functions. The assumption of individual functions being Lipschitz continuous and convex quadratic over the constraint set is required in [28]. The works in [29] and [32] require the assumption of the set on which the gradient of the individual functions is zero to be bounded and a compact optimal solution set, respectively. Twice continuous differentiability and bounded Hessian matrix for the individual functions is assumed in [30]. The works in [31] and [33] require bounded (sub)gradients. In contrast to the assumptions above in the primal-based approaches in [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], and [33], the method reported in this article does not require differentiability nor does it require bounded (sub)gradients. The works in [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33] established convergence to an optimal solution; however, unlike the focus of this article, no convergence rate/iteration complexity estimates are determined. Moreover, this article is based on ADMM and, thus, accurs its advantages; ADMM is shown to have a better empirical performance than the primal (projected) subgradient methods [13].

The works in [34], [35], and [36] utilized a primal-dual approach for constrained problems. Here, Yuan et al. [35] required bounded (sub)gradients to establish an $O(k^{-1/4})$ rate of convergence for the objective function residual and Lei et al. [36] does not establish rate of convergence in the presence of constraints. As alluded to earlier, ADMM-based approach (which is a Lagrangian dual based approach) has several advantages (see [13]); however, results on distributed constrained optimization problems using ADMM are sparse. Here, Mota et al. [34], which considers dual ADMM-like method, does not provide a convergence rate/iteration complexity analysis.

Note that most existing constrained optimization schemes [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [34], [35], and [36] are designed using centralized information and work under the assumption of bi-directional (or undirected) communication networks. Moreover, the algorithms in [22], [23], [25], [26], [27], [28], [33], [35], and [36] are continuous-time algorithms that pose the need for further analysis under discretization schemes needed for implementation. Compared to these our proposed algorithm is based on discrete-time iterations, which can be easily implemented in a practical setting. However, unlike some existing work in the literature [23], [24], in this work, we do not consider nonlinear inequality constraints and time-varying graphs. We now summarize the discussion above to delineate the main contribution of the article as follows.

The main contribution of the article is an ADMM-based algorithm called directed constrained-distributed alternating direction method of multipliers (DC-DistADMM) that solves problem (1). The novel features of the algorithm for unconstrained and constrained optimization problems are summarized as follows.

1) With respect to unconstrained optimization problems, DC-DistADMM is a Lagrangian dual-based algorithm:

a) that accommodates directed graphs allowing for nonsymmetric communication topologies. This feature considerably widens the applicability as in most application scenarios, agents do not have the same range of communication;

b) that is amenable to distributed synthesis scenarios and extends the applicability of ADMM method to applications where a plug and play operation is required [37], [38] (distributed synthesis is detailed in, [49] Appendix A). The DC-DistADMM algorithm has column stochastic updates and does not require the agents to know global network interconnection information.

2) With respect to the constrained optimization problems, DC-DistADMM algorithm:

a) is a Lagrangian dual-based algorithm for constrained optimization problems that accommodates directed graphs and allows for distributed synthesis;

b) to the best of the authors’ knowledge DC-DistADMM has the best convergence rates in the constrained optimization literature. Most works [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [36] do not provide convergence rate guarantees while the work in [35] provides a worse one. The DC-DistADMM algorithm converges to an optimal solution of problem (1) under mild assumptions (Theorem 3). The algorithm has a $O(1/k)$ rate of convergence, where $k$ is the iteration counter, when the individual functions $f_i$ are convex but not-necessarily differentiable. It has a geometric rate of convergence to any arbitrary neighborhood of the optimal solution when the objective functions are smooth and restricted strongly convex at the optimal solution of problem (1). DC-DistADMM does not require the individual functions $f_i$ to be differentiable for convergence to an optimal solution neither bounded subgradients and globally strongly convex or twice continuously differentiable is assumed for the derivation of convergence rate estimates unlike existing analysis in the literature (see [11], [15], [16], [19], [25], [28], [29], [30], [31], [32], [33], [34], [35], [39]).

3) ADMM-based approaches and more generally Lagrangian dual-based approaches for distributed constrained problems involve in each iteration an information mixing step among agents and a step that improves the objective. An important technical contribution of the article is that it transforms the original problem (1) to an equivalent problem [see (7)] that allows for carrying out
almost complete mixing via any consensus strategy for the information mixing step to be followed by the objective improvement step. This reformulation with its advantages is being employed by other groups including works in [40], [41], [42], and [43] with consensus strategies other than the one employed in this article.

4) The total number of communication steps for DC-DistADMM by the kth iterate is within a factor of \( \log k \) of the optimal lower bound in obtaining a \( O(1/k) \) rate of convergence. Empirical data corroborates that DC-DistADMM, with respect to the computational performance, outperforms other distributed constrained and unconstrained optimization approaches.

The authors have introduced a preliminary version [44] of the method developed here termed as D-DistADMM. The current work presents a significant generalization, DC-DistADMM, where a constrained distributed optimization problem is considered. The constrained optimization problem poses significant technical challenges over the unconstrained case; here, stronger and more comprehensive results under less restrictive assumptions are established. In contrast to [44] this article provides the convergence rate guarantees, establishes upper bounds on the total communication steps required for achieving the convergence rate estimates (remarks 2 and 5), and validation of the DC-DistADMM algorithm’s applicability using detailed numerical tests and comparison with other state-of-the-art algorithms is provided.

The rest of this article is organized as follows. In Section II, the problem under consideration is discussed in detail and some basic definitions and notations used in the article are presented. Section III presents the DC-DistADMM algorithm along with the finite-time \( \epsilon \)-consensus protocol in detail; and provide supporting analysis for the \( \epsilon \)-consensus protocol. The convergence analysis of the proposed algorithm is provided in Section IV. In Section V, numerical simulations comparing the existing state-of-the-art methods and DC-DistADMM algorithm in solving: (i) a \( \ell_1 \) regularized distributed logistic regression problem and (ii) a \( \ell_1 \) regularized distributed Huber loss minimization problem, are provided. The comparison results verify theoretical claims and provide a discussion on the effectiveness and suitability of the proposed algorithm. Finally, Section VI concludes this article.

II. DEFINITIONS, PROBLEM FORMULATION, AND ASSUMPTIONS

A. Definition, Notations, and Assumptions

In this section, definitions and notations that are used later in the analysis are presented. Detailed description of most of these notions can be found in [45], [46], and [47].

Definition 1 (Directed Graph): A directed graph \( G(\mathcal{V}, \mathcal{E}) \) is a pair of \( (\mathcal{V}, \mathcal{E}) \) where \( \mathcal{V} \) is a set of vertices (or nodes) and \( \mathcal{E} \) is a set of edges, which are ordered subsets of two distinct elements of \( \mathcal{V} \). If an edge from \( j \in \mathcal{V} \) to \( i \in \mathcal{V} \) exists then it is denoted as \( (i, j) \in \mathcal{E} \).

Definition 2 (Strongly Connected Graph): A directed graph is strongly connected if for any pair \( (i, j) \), \( i \neq j \), there is a directed path from node \( i \) to node \( j \).

Definition 3 (Column-Stochastic Matrix): A matrix \( M = [m_{ij}] \in \mathbb{R}^{n \times n} \) is called a column-stochastic matrix if \( 0 \leq m_{ij} \leq 1 \) and \( \sum_{i=1}^{n} m_{ij} = 1 \) for all \( 1 \leq i, j \leq n \).

Definition 4 (Graph of a Graph): The diameter of a directed graph \( G(\mathcal{V}, \mathcal{E}) \) is the longest shortest directed path between any two nodes in the graph.

Definition 5 (In-Neighborhood): The set of in-neighbors of node \( i \in \mathcal{V} \) is called the in-neighborhood of node \( i \) and is denoted by \( \mathcal{N}^+_{\text{in}} = \{ j \mid (j, i) \in \mathcal{E} \} \) not including the node \( i \).

Definition 6 (Out-Neighborhood): The set of out-neighbors of node \( i \in \mathcal{V} \) is called the out-neighborhood of node \( i \) and is denoted by \( \mathcal{N}^+_{\text{out}} = \{ (j, i) \mid j \in \mathcal{V} \} \) not including the node \( i \).

Definition 7 (Lipschitz Differentiability): A differentiable function \( f : \mathbb{R}^p \to \mathbb{R} \) is called Lipschitz differentiable with constant \( L > 0 \), if the following inequality holds:

\[
\| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \| \quad \forall x, y \in \mathbb{R}^p.
\]

Definition 8 (Restricted Strongly Convex Function [48]): Given, \( \tilde{x} \in \mathbb{R}^p, C \subset \mathbb{R}^p \), a differentiable convex function \( f : \mathbb{R}^p \to \mathbb{R} \) is called restricted strongly convex with respect to \( \tilde{x} \) on \( C \) with parameter \( \sigma > 0 \), if the following inequality holds:

\[
\langle \nabla f(x) - \nabla f(\tilde{x}), x - \tilde{x} \rangle + \frac{\sigma}{2} \| x - \tilde{x} \|^2 \geq 0 \quad \forall x \in C.
\]

Definition 9 (Diameter of a set): For a norm \( \| \cdot \| \) and a set \( K \subset \mathbb{R}^p \) define the diameter of \( K \) with respect to the norm \( \| \cdot \| \), \( \text{diam}_{\| \cdot \|}(K) = \sup_{x,y \in K} \|x-y\| \).

Definition 10 (Affine hull of a set): The affine hull \( \text{Aff}(X) \) of a set \( X \) is the set of all affine combinations of elements of \( X \)

\[
\text{Aff}(X) = \left\{ \sum_{i=1}^{k} \theta_i x_i \mid k > 0, x_i \in X, \theta_i \in \mathbb{R}, \sum_{i=1}^{k} \theta_i = 1 \right\}.
\]

Definition 11 (Relative interior of a set): \( \text{relint}(X) = \left\{ x \mid \exists \epsilon > 0 : (x - \epsilon B) \subset X \right\} \).

Definition 12 (Column-Stochastic Matrix): A matrix \( M = [m_{ij}] \in \mathbb{R}^{n \times n} \) is called a column-stochastic matrix if \( 0 \leq m_{ij} \leq 1 \) and \( \sum_{i=1}^{n} m_{ij} = 1 \) for all \( 1 \leq i, j \leq n \).

B. PROBLEM FORMULATION

Consider the slack variable \( \hat{x}_s \) and rewrite the inequality constraint \( D_i \hat{x} \leq d_i \) as

\[
D_i \left[ \begin{array}{c} \hat{x} \\ \hat{x}_s \end{array} \right] = d_i, \quad \hat{x}_s \geq 0 \quad \forall i \in \mathcal{V}
\]

where \( I \) is the identity matrix of appropriate dimension. Let \( x = [x^T \hat{x}_s^T]^T \in \mathbb{R}^{m+p} \). Using the notation and the definition
of the indicator function of \( \mathbb{R}^{m_1}_+ \) problem (1) can be rewritten as
\[
\begin{align*}
\text{minimize} \quad & \sum_{i=1}^n \left( \tilde{f}_i(\tilde{x}_i) + \mathcal{I}_{\mathbb{R}^{m_2}_+}(\tilde{x}_i) \right) \\
\text{subject to} \quad & A_i x = b_i \quad \forall i \in \mathcal{V}, \quad \tilde{x}_i \in \bigcap_{i=1}^n \mathcal{X}_i
\end{align*}
\]
where \( A_i := [C_i + D_i \quad I] \), \( b_i := c_i + d_i \). Problem (2) is recast by creating local copies \( x_i \) for all \( i \in \mathcal{V} \), of the global variable \( x \) and imposing the agreement of the solutions of all the agents via consensus constraint. This leads to an equivalent formulation of (2) as described as follows:
\[
\begin{align*}
\text{minimize} \quad & \sum_{i=1}^n \left( \tilde{f}_i(\tilde{x}_i) + \mathcal{I}_{\mathbb{R}^{m_2}_+}(\tilde{x}_i) \right) \\
\text{subject to} \quad & A_i x_i = b_i \quad \forall i \in \mathcal{V} \\
& x_i = x_j \quad \forall i, j \in \mathcal{V}
\end{align*}
\]
(3)

The constraints \( \tilde{x}_i \in \mathcal{X}_i \) can be integrated into the objective function using the indicator functions of the sets \( \mathcal{X}_i \), as
\[
\begin{align*}
\text{minimize} \quad & \sum_{i=1}^n f_i(x_i) \\
\text{subject to} \quad & A_i x_i = b_i \quad \forall i \in \mathcal{V} \\
& x_i = x_j \quad \forall i, j \in \mathcal{V}
\end{align*}
\]
(4)

where \( f_i(x_i) := \tilde{f}_i(\tilde{x}_i) + \mathcal{I}_{\mathbb{R}^{m_2}_+}(\tilde{x}_i) + \mathcal{I}_{\mathcal{X}_i}(\tilde{x}_i) \) and \( \mathcal{I}_{\mathcal{X}_i} \) is the indicator function of set \( \mathcal{X}_i \).

Let, \( C_\eta := \{ y = [y_1 \ldots y_m]^\top \in \mathbb{R}^{n(m+p)} \} \) such that
\[
\| y_i - y_j \| \leq 2\eta, 1 \leq i, j \leq n
\]
to be a set of vectors \( y \in \mathbb{R}^{n(m+p)} \) such that the norm of the difference between any two \((m+p)\) dimensional subvectors of \( y \) is less than \( \eta \).

Using definition of set \( C_\eta \), (4) is equivalent to
\[
\begin{align*}
\text{minimize} \quad & \sum_{i=1}^n f_i(x_i) \\
\text{subject to} \quad & A_i x_i = b_i \quad \forall i \in \mathcal{V} \\
& x = [x_1 x_2 \ldots x_n]^\top, \ x = y, \ y \in C_\eta
\end{align*}
\]
(5)

Problem (6) can be reformulated as
\[
\begin{align*}
\text{minimize} \quad & \sum_{i=1}^n f_i(x_i) + \mathcal{I}_{C_\eta}(y) \\
\text{subject to} \quad & A_i x_i = b_i \quad \forall i \in \mathcal{V} \\
& x = [x_1 x_2 \ldots x_n]^\top, \ x = y
\end{align*}
\]
where \( \mathcal{I}_{C_\eta} \) is the indicator function of the set \( C_\eta \).

C. Standard ADMM Method

Here, a brief review of the standard ADMM method [13] utilized to solve optimization problems of the following form:
\[
\begin{align*}
\text{minimize} \quad & f(x) + g(y) \\
\text{subject to} \quad & S x + T y = c
\end{align*}
\]
(6)

where \( S \in \mathbb{R}^{n \times p}, T \in \mathbb{R}^{n \times q}, \) and \( c \in \mathbb{R}^n \) are provided. Consider, the augmented Lagrangian with the Lagrange multiplier \( \lambda \) and positive scalar \( \gamma \)
\[
\mathcal{L}_\gamma(x, y, \lambda) = f(x) + g(y) + \lambda^\top (Sx + Ty - c) + \frac{\gamma}{2} \| Sx + Ty - c \|^2.
\]
(7)

The primal and dual variable updates in ADMM are given as follows: starting with the initial guess \((x^0, y^0, \lambda^0)\), at each iteration
\[
\begin{align*}
x^{k+1} = \arg\min_x \mathcal{L}_\gamma(x, y^k, \lambda^k) \\
y^{k+1} = \arg\min_y \mathcal{L}_\gamma(x^{k+1}, y, \lambda^k) \\
\lambda^{k+1} = \lambda^k + \gamma (Sx^{k+1} + Ty^{k+1} - c).
\end{align*}
\]
(8)

III. PROPOSED DC-DIST ADMM METHOD

Define \( F(x) := \sum_{i=1}^n f_i(x_i), \ A := I \otimes A_i, i = 1, \ldots, n, \in \mathbb{R}^{nm \times n(m+p)}, \) where \( I \) is \( n \times n \) identity matrix and \( \otimes \) denote the matrix Kronecker product, and \( b := [b_1^\top \ldots b_n^\top]^\top \in \mathbb{R}^{nm} \).

The Lagrangian function \( \mathcal{L} \) for problem (7) is given by
\[
\mathcal{L}(x, y, \lambda, \mu) = F(x) + \mathcal{I}_{C_\eta}(y) + \lambda^\top (x - y) + \mu^\top (Ax - b).
\]
(9)

Note that the standard augmented Lagrangian associated with (7) at any iteration \( k \) is
\[
\mathcal{L}_\gamma(x^k, y^k, \lambda^k, \mu^k) = F(x^k) + \lambda^{k^\top} (x^k - y^k) + \gamma \| x^k - y^k \|^2 + \frac{\gamma}{2} \| Ax - b \|^2.
\]
(10)

Based on ADMM iterations (10) and (12), the primal and dual updates corresponding to augmented Lagrangian (14) are
\[
\begin{align*}
x^{k+1} = \arg\min_x \left\{ F(x) + \lambda^{k^\top} (x - y^k) + \mu^k (Ax - b) + \frac{\gamma}{2} \| x - y^k \|^2 + \frac{\gamma}{2} \| Ax - b \|^2 \right\} \\
y^{k+1} = \arg\min_y \left\{ \mathcal{I}_{C_\eta}(y) + \frac{\gamma}{2} \| x^{k+1} - y \|^2 + \frac{\gamma}{2} \| Ax^{k+1} - b \|^2 \right\}
\end{align*}
\]
(11)

Note that the abovementioned update can be obtained in a decentralized manner by computation at each agent as follows:
\[
\begin{align*}
x_i^{k+1} = \arg\min_{x_i} \left\{ f_i(x_i) + \lambda_i^{k^\top} (x_i - y_i^k) + \mu_i^k (A_i x_i - b_i) + \frac{\gamma}{2} \| x_i - y_i^k \|^2 + \frac{\gamma}{2} \| A_i x_i - b_i \|^2 \right\} \\
y_i^{k+1} = \arg\min_{y_i} \left\{ \mathcal{I}_{C_\eta}(y_i) + \frac{\gamma}{2} \| x_i^{k+1} - y_i \|^2 + \frac{\gamma}{2} \| A_i x_i^{k+1} - b_i \|^2 \right\}
\end{align*}
\]
(12)

The update for the primal variable \( y \) is given as
\[
\begin{align*}
\overline{y}^{k+1} = \arg\min_y \left\{ \mathcal{I}_{C_\eta}(y) + \lambda^{k^\top} (x^{k+1} - y) + \frac{\gamma}{2} \| x^{k+1} - y \|^2 \right\} \\
= \arg\min_y \left\{ \mathcal{I}_{C_\eta}(y) + \frac{\gamma}{2} \| x^{k+1} - y + \frac{1}{\gamma} \lambda^k \|^2 \right\}
\end{align*}
\]
(13)

The \( \overline{y}^{k+1} \) update in (17) is the projection of \( x^{k+1} + \frac{1}{\gamma} \lambda^k \) on the set \( C_\eta \). It can be verified (see [49], Appendix B) that
\[
\overline{y}^{k+1} = \frac{1}{n} \sum_{i=1}^n \left[ x_i^{k+1} + \frac{1}{\gamma} \lambda_i^k \right]
\]
(14)
is the solution of the update (17). However, obtaining the optimal solution (the exact average of the local variables) in a distributive manner over a directed network where each agent only has access to its own local information is a challenge. Hence, the exact consensus constraint is relaxed to a requirement of a \( \eta_{k+1} \)-closeness among the variables of all the agents, i.e., the solution \( \gamma^{k+1} \) is allowed us to lie in the set \( C_{\eta_{k+1}} \), and satisfy

\[
\|y_i^{k+1} - y_j^{k+1}\| \leq 2\|u_i^k - u_j^k\|, \quad \forall i, j \in V.
\]

The parameter \( \eta_{k+1} \) can be interpreted as a specified tolerance on the quality of consensus among the agent variables and can be chosen appropriately to find a corresponding near optimal solution of (17). A distributed finite-time terminated approximate consensus protocol is employed to find an *inexact* solution of (17), such that the obtained solution \( \gamma^{k+1} \in C_{\eta_{k+1}} \). The "approximate" consensus protocol is discussed in detail in the following section (Section III-A).

After the primal variables, each agent updates the dual variables in the following manner:

\[
\lambda_i^{k+1} = \lambda_i^k + \gamma(x_i^{k+1} - y_i^{k+1}) \quad \forall i \in V \quad (19)
\]

\[
\mu_i^{k+1} = \mu_i^k + \gamma(A_ix_i^{k+1} - b_i) \quad \forall i \in V. \quad (20)
\]

Define \( \lambda_i^{k+1} \) based on the solution \( \gamma^{k+1} \):

\[
\lambda_i^{k+1} = \lambda_i^k + \gamma(x_i^{k+1} - y_i^{k+1}) \quad \forall i \in V. \quad (21)
\]

Next, the \( \varepsilon \)-consensus protocol is described.

### A. Finite-Time \( \varepsilon \)-Consensus Protocol

Here, a finite-time "approximate" consensus protocol called the \( \varepsilon \)-consensus protocol is presented. The protocol was first proposed in an earlier work [50] by the authors. Consider a set of \( n \) agents connected via a directed graph \( G(V,E) \). Every agent \( i \) has a vector \( u_i^0 \in \mathbb{R}^p \). Let \( \bar{u} = \frac{1}{n} \sum_{i=1}^n u_i^0 \) denote the average of the vectors. The objective is to design a distributed protocol such that the agents are able to compute an approximate estimate of \( \bar{u} \) in finite time. This approximate estimate is parameterized by a tolerance \( \varepsilon \) that can be chosen arbitrarily small to make the estimate as precise as needed. To this end, the agents maintain state variables \( u_i^k \in \mathbb{R}^p, v_i^k \in \mathbb{R}^p \) that undergo the following update: for \( k \geq 0 \)

\[
u_i^{k+1} = p_i u_i^k + \sum_{j \in N_i^-} p_{ij} v_j^k \quad (22)
\]

\[
u_i^{k+1} = p_i u_i^k + \sum_{j \in N_i^-} p_{ij} v_j^k \quad (23)
\]

\[
u_i^{k+1} = \frac{1}{v_i^{k+1}} v_i^{k+1} \quad (24)
\]

where \( u_i^0 = v_i^0 = 1 \) for all \( i \in V \) and \( N_i^- \) denotes the set of in-neighbors of agent \( i \). The updates (22)–(24) are based on the push-sum (or ratio consensus) updates (see [51] or [52]). The following assumption on the graph \( G(V,E) \) and weight matrix \( P \) is made.

**Assumption 1**: The directed graph \( G(V,E) \) is strongly-connected. Let the weighted adjacency matrix \( P = [p_{ij}] \), associated with the digraph \( G(V,E) \), be column-stochastic.

Note that \( P \) being a column stochastic matrix allows for a distributed synthesis of the consensus protocol. The variable \( u_i^k \in \mathbb{R}^p \) is an estimate of \( \bar{u} \) with each agent \( i \) at any iteration \( k \). It is established in prior work that the vector estimates \( u_i^k \) converge to the average \( \bar{u} \) asymptotically.

**Theorem 1**: Let Assumption 1 hold. Let \( \{w_i^k\}_{k \geq 0} \) be the sequence generated by (24) at each agent \( i \in V \). Then \( w_i^k \) asymptotically converges to \( \bar{u} = \frac{1}{n} \sum_{i=1}^n u_i^0 \) for all \( i \in V \), i.e.,

\[
\lim_{k \to \infty} w_i^k = \frac{1}{n} \sum_{i=1}^n u_i^0, \quad \text{for all } i \in V.
\]

**Proof**: Refer [50], [51] for the proof.

The \( \varepsilon \)-consensus protocol is a distributed algorithm to determine when the agent states \( w_i^k \), for all \( i \in V \) are \( \varepsilon \)-close to each other and, hence, from Theorem 1, \( \varepsilon \)-close to \( \bar{u} \). To this end, each agent maintains a scalar value \( R_i \) termed as the radius of agent \( i \). The motivation behind maintaining such a radius variable is as follows: consider an open ball at iteration \( k \) that encloses all the agent states, \( w_i^k \), for all \( i \in V \), with a minimal radius (the existence of such a ball can be shown due to bounded nature of the updates (22)–(24), see [53, Lemma 4.2]). Theorem 1 guarantees that all the agent states \( w_i^k \) converge to a single vector, which implies that the minimal ball enclosing all the states will also shrink with iteration \( k \) and eventually the radius will become zero. The radius variable \( R_i \) is designed to track the radius of this minimal ball. Starting at an iteration \( s \), the radius \( R_i(s) \) is updated to \( R_i^{k+1}(s) \) as follows: for all \( k = 0, 1, 2, \ldots \), with \( R_i(0) : = 0 \)

\[
R_i^{k+1}(s) = \max_{j \in N_i} \left\{ \|w_i^{s+k} - w_j^{s+k} + R_j^{s}(k) \right\} \quad (25)
\]

for all \( i \in V \). Denote, \( B(w_i^{s+k}, R_i^{s}(k)) \) as the ball of radius \( R_i^{s}(k) \) centered at \( w_i^{s+k} \). It is established in [50] that, after \( D \) number of iterations of the update (25) the ball \( B(w_i^{s+k}, R_i^{s}(k)) \) encloses the states \( w_i^n \) of all the agents \( i \in V \).

**Lemma 1**: Let \( \{w_i^k\}_{k \geq 0} \) be the sequence generated by (24) at each agent \( i \in V \). Given, \( s \geq 0 \), let \( R_i^{s}(s) \) be updated as in (25) for all \( k \geq 0 \) and \( i \in V \). Under Assumption 1

\[w_i^k \in B(w_i^{s+k}, R_i^{s}(s)), \quad \text{for all } j, i \in V.\]

**Proof**: See [49], Appendix C for proof.

Let, \( \tilde{R}_i^m := R_i^m(mD), m = 0, 1, 2, \ldots \) (26) where \( R_i^m(s) \) follows the update rule (25) for any \( s \geq 0 \). The next result establishes the fact that the sequence of radii \( \{\tilde{R}_i^m(mD)\}_{m \geq 0} \) for \( i \in V \) converges to zero as \( m \to \infty \).

**Theorem 2**: Let \( \{w_i^k\}_{k \geq 0}, \{\tilde{R}_i^m\}_{m \geq 0} \) be the sequences generated by (24) and (26), respectively. Under Assumption 1

\[
\lim_{m \to \infty} \tilde{R}_i^m = 0, \quad \text{for all } i \in V.
\]

Furthermore, \( \lim_{m \to \infty} \bar{R}_i^m = 0 \) if and only if \( \lim_{m \to \infty} \max_{i,j \in V} \|w_i^m - w_j^m\| = 0 \).

**Proof**: See [49], Appendix D for proof.

Theorem 2 gives a criterion for termination of the consensus iterations (22)–(24) by utilizing the radius updates at each agent \( i \in V \) given by (25). In particular, by tracking the radii \( \tilde{R}_i^m, m = 0, 1, 2, \ldots \) each agent can determine an estimate of the radius of the minimal ball enclosing all the agent states (Lemma 1) distributively. Furthermore, monitoring the value of the \( \tilde{R}_i^m, m = 0, 1, 2, \ldots \) each agent can have the knowledge of the state of consensus among all the agents. A protocol to determine \( \varepsilon \)-consensus among the agents is given in Algorithm 1. Algorithm 1 is initialized with \( u_i^0 = v_i^0, \tilde{R}_i^0 = 1 \) and \( R_i^0 = 0 \) respectively for all \( i \in V \). Each agent follows rules (22)–(24) and (25) to update its state and radius variables, respectively.
such that
\[ L(x_i - y_j) + \frac{\mu_k}{\gamma} \|x_i - y_j\|^2 \]
for all \( i,j \in V \), \( \mu_k > 0 \).

Therefore, the obtained vector \( u^* \) is a closed bounded convex set with
Each algorithm is presented in Algorithm 2.

\[ \# \in \mathbb{R}^{m+p} \forall \in V \]
Repeat for \( k = 0, 1, 2, \ldots \)

\[ x_i^{k+1} = \arg \min \left\{ f_i(x_i) + \lambda_i^k (x_i - y_i) + \frac{\eta_k}{2} \|x_i - y_i\|^2 \right\} \]
\[ \mu_{k+1} = \mu_k + \gamma (A_i x_i - b_i) \]
end
until a stopping criterion is met

From Proposition 1, there exists finite \( t_k \) such that
\[ \|u_i^{t_k} - \tilde{u}_i^{t_k}\| \leq \eta_k + 1, \quad \text{and} \quad \|u_i^{t_k} - \tilde{y}_i^{t_k}\| \leq \eta_k + 1 \]
where \( \tilde{y}_i^{t_k} \) is \( m \)-close to the exact solution to the update (17) (see [49], Appendix E). Furthermore, \( y_i^{k+1} \) is \( \sqrt{m} \)-close to the exact solution \( y_i^{k+1} \), i.e.,
\[ y_i^{k+1} = \tilde{y}_i^{k+1} + e_i^{k+1}, \quad \text{with} \quad \|e_i^{k+1}\| \leq \sqrt{m} \eta_k + 1 \]

The DC-DistADMM algorithm is presented in Algorithm 2.

### IV. CONVERGENCE RESULTS FOR DC-DistADMM

In this section, convergence result for the proposed DC-DistADMM algorithm is presented. Let \( X := X_1 \times \cdots \times X_n \), \( \mathbb{R}_{\geq 0}^m := \mathbb{R}_{\geq 0} \times \cdots \times \mathbb{R}_{\geq 0}^m \) and \( x^* \in \mathbb{R}^{m+p} \) denote an optimal solution of problem (1). Throughout the rest of this article, the following assumptions hold.

**Assumption 2:** Each \( X_i \) is a closed bounded convex set with diameter \( \text{diam}_i(X_i) = M_i \).

Note that Assumption 2 can be relaxed if the set of optimal solutions of the original distributed problem (1) is bounded (see [54]); in this case, the existence of a bound on the local variables can be inferred from the bound on optimal solutions. Here, this route is not taken, as in many multigagent distributed optimization applications the variables are required to remain within specified bounds. Assumption 2 is motivated by the constraint set requirement in many practical applications.

**Assumption 3:** The function \( f_i, i \in \{1, \ldots, n\} \), is a proper closed convex function, which is not necessarily differentiable.

**Assumption 4:** There exists a saddle point \( (x^*, y^*, \lambda^*, \mu^*) \) for the Lagrangian function \( \mathcal{L} \) defined in (13), i.e., for all \((x,y)\in\mathbb{R}^{n(m+p)}\times\mathbb{R}^{n(m+p)}\), \((\lambda,\mu)\in\mathbb{R}^{n(m+p)}\times\mathbb{R}^{m}, \) where
\[ \mathcal{L}(x^*, y^*, \lambda^*, \mu^*) \leq \mathcal{L}(x, y, \lambda^*, \mu^*) \leq \mathcal{L}(x, y, \lambda, \mu^*). \]
Note that since (7) is a convex optimization problem, the existence of dual optimal solutions is guaranteed if a constraint qualification condition like Slater’s CQ holds for problem (7) [47]. Note that the indicator function of a set is a convex but not differentiable function. For further analysis of

**Algorithm 1:** Finite-time \( \varepsilon \)-consensus protocol at each node \( i \in V \) [50].

**Input:**
- Pre-specified tolerance \( \varepsilon > 0 \);
- Diameter upper bound \( D \);

**Initialize:**
\[ u^0_i = u^0, y^0_i = 1; R^0_i = 0; \]
\[ m := 1; \]

**Repeat for** \( k = 0, 1, 2, \ldots \)

\[ \text{/* consensus updates (22) - (24) */} \]
\[ u^{k+1}_i = \rho_i u^k_i + \sum_{j \in N_i} \rho_{ij} u^k_j \]
\[ v^{k+1}_i = v^k_i + \sum_{j \in N_i} \rho_{ij} v^k_j \]
\[ w^{k+1}_i = \frac{1}{v^k_i} w^k_i + \frac{1}{v^{k+1}_i} w^{k+1}_i \]

\[ / \ast \text{radius update (25) } / * \]
\[ R^{k+1}_i = \max \left\{ \|w^{k+1}_i - u^k_i\| + R^k_i \right\} \]
\[ \text{if } k = mD - 1 \text{ then} \]
\[ \tilde{R}^{m-1}_i = R^{k+1}_i; \]
\[ \text{else} \]
\[ R^{k+1}_i = \tilde{R}^{m-1}_i \]
\[ m = m + 1; \]

**end**

\( R^k_i \) is reset at each iteration of the form \( k = mD, m = 1, 2, \ldots \) to have a value equal to 0. The sequence of radii \( \{\tilde{R}^m_i\}_{m=0}^{\infty} \) is determined by setting the value \( \tilde{R}^{m-1}_i \) equal to \( R^k_i \) for all iterations of the form \( k = mD, m = 1, 2, \ldots \), i.e., \( \tilde{R}^{m-1}_i = R^{mD}_i \) for all \( m \geq 1 \). From Lemma 1, the ball \( B(w^{mD}_i, \tilde{R}^{m-1}_i) \) will contain all estimates \( u^m_i) \). This ball is the estimate of the minimal ball enclosing all agent states \( u^m_i \). Therefore, as a method to detect \( \varepsilon \)-consensus, at every iteration of the form \( mD, m = 1, 2, \ldots, \tilde{R}^{m-1}_i \) is compared to the parameter \( \varepsilon \).

**Proposition 1:** Under the Assumption 1, \( \varepsilon \)-consensus is achieved in finite number of iterations at each agent \( i \in V \).

**Proof:** Note, \( \tilde{R}^m_i \to 0 \) as \( m \to \infty \). Thus, given \( \varepsilon > 0 \), \( i \in V \) there exists finite \( \tilde{R}_i^m \) such that for \( m \geq \tilde{R}_i^m \), \( \tilde{R}_i^m < \varepsilon \).

Note, that the radius estimates \( \tilde{R}^m_i \) can be different for some of the agents. Thus, the detection of \( \varepsilon \)-consensus can happen at different iterations for some nodes. In order to, have a global detection, each agent can generate “converged flag” indicating its own detection. Such a flag signal can then be combined by means of a distributed one-bit consensus updates (see [50]), thus allowing the agents to achieve global \( \varepsilon \)-consensus.

**B. \( y \) Variable Updates in DC-DistADMM**

The finite-time \( \varepsilon \)-consensus protocol discussed above is utilized to determine an inexact solution to the update (17). At any iteration \( k \geq 0 \) of the DC-DistADMM algorithm, each agent \( i \in V \) runs an \( \varepsilon \)-consensus protocol with the tolerance \( \varepsilon = \eta_{k+1} \) and the following initialization:
\[ u^0_i = x^{k+1}_i + \frac{1}{\gamma} \lambda_i^k, v^0_i = 1, \text{and } w^0_i = u^0_i. \]
the DC-DistADMM algorithm consider the following relation: for $x_1, x_2, x_3, x_4 \in \mathbb{R}^p$

$$\text{(x}_1 - x_2)^\top (x_3 - x_4) = \frac{1}{2} \left( \|x_1 - x_3\|^2 - \|x_1 - x_3\|^2 \right)$$

$$+ \frac{1}{2} \left( \|x_2 - x_3\|^2 - \|x_2 - x_3\|^2 \right). \quad (30)$$

Under Assumption 3, the first-order optimality and primal feasibility conditions for $(7)$ are

$$-\lambda^*_i - A^\top_i \mu^*_i \in \partial f_i(x^*_i), \quad i = 1, 2, \ldots, n \quad (31)$$

$$\lambda^* \in \partial \mathcal{I}_0 \left(y^*\right) \quad (32)$$

$$x^*_i = y^*_i, \quad i = 1, 2, \ldots, n \quad (33)$$

$$A_i x^*_i - b_i = 0, \quad i = 1, 2, \ldots, n \quad (34)$$

where $\partial f_i(x^*_i)$ and $\partial \mathcal{I}_0 \left(y^*\right)$ are the set of all the subgradients of $f_i$ at $x^*_i$, and $\mathcal{I}_0 \left(y^*\right)$, respectively. Similarly, for the DC-DistADMM updates (16), and (17) by the first-order optimality condition $t$ follows that, for all $i \in \{1, \ldots, n\}$

$$-\lambda^*_i + A^\top_i \mu^*_i + \gamma (x^*_i - y^*_i) + \gamma A^\top_i (A_i x^*_i - b_i) \in \partial f_i(x^*_i + 1) \quad (35)$$

$$-\lambda^*_{i+1} + \gamma (y^*_{i+1} - y^*_i) + A^\top_i \mu^*_i + \gamma A^\top_i (A_i x^*_i - b_i) \in \partial f_i(x^*_{i+1}) \quad (36)$$

$$\gamma (x^*_{i+1} - y^*_{i+1}) + \lambda^* \in \partial \mathcal{I}_0 \left(y^*_{i+1}\right) \quad (37)$$

where $\partial \mathcal{I}_0 \left(y^*_{i+1}\right)$ is the set of all subgradients of $\mathcal{I}_0 \left(y^*\right)$.

A. Sublinear Rate of Convergence

Here, the convergence of the proposed DC-DistADMM algorithm for the case when individual functions $f_i$ are convex but not necessarily differentiable is analyzed.

Theorem 3 (Convergence of iterates generated by DC-DistADMM algorithm to an optimal solution): Let $\{x^*_k\}_{k \geq 1}$, $\{y^*_k\}_{k \geq 1}$, $\{\lambda^*_k\}_{k \geq 1}$, and $\{\mu^*_k\}_{k \geq 1}$, be the sequences generated by Algorithm 2. Let the consensus tolerance sequence $\{\eta_k\}_{k \geq 1}$ satisfy (38). Under Assumptions 1–4, $(x^*, y^*, \lambda^*, \mu^*)$ converges to a solution $(x^\infty, y^\infty, \lambda^\infty, \mu^\infty)$ of $(7)$, i.e., $\mathbf{F}(x^\infty) = \mathbf{F}(y^\infty)$, $y^\infty \in \mathcal{C}_0$, $x^\infty = y^\infty$, and $\mathbf{A}x^\infty = \mathbf{b}$.

Proof: See [49], Appendix H for proof.

Next two estimates of rate of convergence for the proposed DC-DistADMM algorithm are provided.

A. Sublinear Rate of Convergence

Here, the convergence of the proposed DC-DistADMM algorithm.

Theorem 4 (Sublinear rate of convergence): Let $\{x^*_{i+k}\}_{k \geq 1}$, $\{y^*_{i+k}\}_{k \geq 1}$, $\{\lambda^*_{i+k}\}_{k \geq 1}$, and $\{\mu^*_{i+k}\}_{k \geq 1}$ be the sequences generated by Algorithm 2. Let $\eta_k = 1/k, q \in (0, 1)$. Let Assumptions 1–4 hold, then for all $k \geq 1$

$$\mathbf{F}(x^\infty) - \mathbf{F}(x^*_{i+k}) = O(1/k), \quad \|x^\infty - y^*_{i+k}\| = O(1/k)$$

and, $\|\mathbf{A}x^\infty - \mathbf{b}\| = O(1/k)$.

Proof: See Appendix A.

Theorem 4 establishes that the objective function evaluated at the ergodic average of the optimization variables obtained by the proposed DC-DistADMM algorithm converges to the optimal value. In particular, the objective function value evaluated at the ergodic average converges to the optimal value at a rate of $O(1/k)$.

Remark 1: Let, $\hat{x}^*_i = \frac{1}{k} \sum_{s=1}^{k-1} x^*_i$ and $\hat{y}^*_i = \frac{1}{k} \sum_{s=1}^{k-1} y^*_i$ denote the ergodic averages of the variables $x^*_i$ and $y^*_i$. Since, $\|x^\infty - \hat{x}^*_i\| = O(1/k)$ implies that for all $i \in \mathcal{V}, \|x^\infty - \hat{x}^*_i\| = O(1/k)$. Further, since, for all $k \geq 0$ and $i, j \in \mathcal{V}, \|y^\infty - \hat{y}^*_i\| \leq \eta_k$ [see (28)] it implies that $\|y^\infty - \hat{y}^*_i\| \leq \frac{1}{k} \sum_{s=1}^{k-1} \|y^*_i - \hat{y}^*_i\| \leq \frac{1}{k} \sum_{s=0}^{k-1} \eta_s \leq \frac{\log(2+q)}{k}$.

Thus, $\|y^\infty - \hat{y}^*_i\| = O(1/k)$. Therefore, for all $i \in \mathcal{V}$, $\|\hat{x}^*_i - \hat{y}^*_i\| = O(1/k)$ and $\lim_{k \to \infty} \|\hat{x}^*_i - \hat{y}^*_i\| = 0$.

Thus, in practice, the DC-DistADMM algorithm can be implemented with an additional variable $\hat{x}^*_i$ tracking the ergodic average of $x^*_i$ at each agent $i \in \mathcal{V}$ to achieve a consensus solution at the $O(1/k)$ rate of convergence given in Theorem 4 in a fully distributed manner. Note, that the variable $\hat{x}^*_i$ is computed locally by each agent without any additional cost of communication and a minor addition in cost of computation.

Remark 2: By Lemma 3 the total number of communication iterations performed until iteration $k$ of the DC-DistADMM algorithm in Theorem 4, is upper bounded by $K := \sum_{s=1}^{k-1} \tau_s := O(k \log k)$. The communication complexity is within a factor of $\log k$ of the optimal lower bound $O(k)$.

B. Geometric rate of Convergence

Here, a geometric rate of convergence for the proposed DC-DistADMM algorithm under the following assumption is established.

Assumption 5: Each function $f_i$ is Lipschitz differentiable with constant $L_{f_i}$, and restricted strongly convex with respect to the optimal solution $x^*$ on $A_i$ with parameter $\sigma_i > 0$.
Remark 3: Under Assumption 5 problem (1) has a unique optimal solution. However, Assumption 5 is less restrictive than the standard global strong convexity assumption and makes the analysis presented here applicable to a bigger class of functions [55]. For example, the widely used logistic regression objective function is restricted strongly convex but not globally strongly convex [56].

Theorem 5 (Geometric rate of convergence): Let \( \{x^k\}_{k \geq 1}, \{y^k\}_{k \geq 1}, \{\tilde{y}^k\}_{k \geq 1}, \text{and} \{\mu^k\}_{k \geq 1} \) be the sequences generated by Algorithm 2. Let Assumptions 1, 2, 4, and 5 hold. Let \( \Delta := (1 - \frac{1}{s}) \min \{1, \nu_{\min}(AA^T)\} \) for any \( \delta \in (1, 1 + \frac{2\pi}{L + s + 1}) \), where \( L := \max_{1 \leq i \leq n} L_{fi}, \sigma := \min_{1 \leq i \leq n} \sigma_i, \text{and} \nu_{\min}(AA^T) \) is the minimum eigenvalue of \( AA^T \). Let \( \eta_k = \rho \hat{k}^2 \), where \( \rho \in [\frac{1}{1+s}, 1] \). Let \( x^k \in \text{relint}(\mathcal{X}_i \times \mathbb{R}^{m_i}_0), \forall i \in \mathcal{V}, k \geq 0 \). Then, the agent solution residual \( s_k := \frac{1}{2} \|x^k - x^*\|^2 + \frac{\rho}{2} \|\mu^k - \mu^*\|^2 + \frac{1}{\gamma} \|\mu^k - \mu^*\|^2 \) has the following relation: for any \( K \geq 0 \) and \( \epsilon > 0 \)

\[
s_k \leq \gamma k\rho K + O(\epsilon)
\]

where \( \gamma \) is a finite constant defined in (66).

Proof: See Appendix B. \qed

Remark 4: Although, Theorem 5 provides a tight bound on the requirement of \( \rho \), in practice the tolerance sequence parameter \( \rho \) can be chosen from the interval \( [\frac{1}{2}, 1] \) (see [49], Remark 4 for more details), which does not require the knowledge of the restricted strong convexity parameter \( \sigma_i \) of the individual functions and the optimal solution \( x^* \).

Remark 5: By Lemma 3 the total number of communication iterations performed until iteration \( k \) of the DC-DistADMM algorithm in Theorem 5, is upper bounded by \( K := \sum_{k=1}^{\infty} I_k := O(\hat{k}^2) \). Thus, compared to Theorem 4 the improved rate of convergence leads to an increase in the number of communication iterations (Remark 2). Moreover, compared to algorithms utilizing multiple communication steps in the literature [12], [57], [58], [59], [60], [61], [62], [63] the DC-DistADMM algorithm has the same communication complexity. In particular, methods in [57], [58], [59] have communication complexity, \( O(k^2) \), in getting a geometric rate. Schemes proposed in [12], [60], [61], [62], [63] have the same, \( O(k \log k) \), communication complexity in getting a \( O(1/k) \) rate of convergence.

Remark 6: The geometric rate of convergence for DC-DistADMM algorithm does not follow from the existing centralized results (see [64], [65]) as problem (7) does not satisfy the assumptions used in these works. In particular, the function \( I_{\mathcal{G}}(y) \) is not differentiable and does not meet the requirements of being global Lipschitz differentiable, twice continuously differentiable and strongly convex used in [64] and [65]. Furthermore, unlike [64], [65], the \( y \) variable update in the ADMM scheme of DC-DistADMM algorithm in an inexact manner is solved via the \( \varepsilon \)-consensus protocol that adds additional complexities in the analysis. These reasons have motivated us to present the analysis of the DC-DistADMM given in Theorem 5.

V. NUMERICAL SIMULATIONS

In this section, three simulation studies are presented for the proposed DC-DistADMM algorithm. First, a performance comparison of the DC-DistADMM algorithm with two existing algorithms in the literature for solving constrained distributed optimization problems, [30] and [24], in solving a distributed \( \ell_1 \) regularized logistic regression with a local linear equality and set (norm-ball) constraints is presented.

Second, a performance comparison of the DC-DistADMM algorithm is provided for solving an unconstrained \( \ell_1 \) regularized Huber loss minimization problem with the existing state-of-the-art unconstrained distributed optimization algorithms on directed graphs. The algorithms used for comparison with the proposed DC-DistADMM algorithm are the following:

1. EXTRAPush [10];
2. PushPull [11];
3. PushDIGing [66];
4. the subgradientPush [8] algorithm.

Third, a comparison between DC-DistADMM algorithm and two existing algorithms utilizing multiple communication steps, [57] and [62] on solving the unconstrained distributed least squares problem is presented.

A network of 100 agents connected via: (i) an undirected graph generated using an Erdos–Renyi model [67] with a connectivity probability of 0.3 in simulation studies one and three and (ii) a directed graph generated using an Erdos–Renyi model with a connectivity probability of 0.2 in the simulation study two is considered. The weight matrices for the various algorithms are chosen using the equal neighbor model [68]. To provide a comparison, solution residual plots against the total (computation + communication) iteration counts for all the algorithms unless stated otherwise are presented. Furthermore, a comparison based on the CPU time (the amount of time required by a computer (processor) to execute the instructions) between DC-DistADMM and the other algorithms is provided.

All the numerical examples in this section are implemented in MATLAB, and run on a desktop computer with 16 GB RAM and an Intel Core i7 processor running at 1.90 GHz. The parameters used in the simulations for all the algorithms are reported in Table I. In choosing the step-sizes of the algorithms in Table I, we followed the approach of hand-optimizing the hyperparameters that produce a good performance for these algorithms while maintaining the stability of the algorithmic estimates for the class of problems under consideration.

A. Performance on Constrained Optimization Problem

Consider a \( \ell_1 \) regularized distributed logistic regression with linear equality constraint and local inequality constraints

\[
\minimize \sum_{i=1}^{n} \sum_{j=1}^{n_i} \log (1 + \exp (-y_{ij}(a_{ij}^\top x))) + \theta \|x\|_1
\]

subject to \( H_i x = h_i, x^\top x \leq r_i, \text{ for all } i \in \mathcal{V} \) (39)

| ALGORITHM | Parameter |
|-----------|-----------|
| DC-DistADMM | tolerance \( \eta_k = 0.1, 1/k^{2+1}, \gamma = 10 \) |
| CDA1 [30] | step-size \( \alpha = 0.01 \) |
| CDA2 [24] | step-size \( \alpha(k) = 1/k^{1.2} \) |
| EXTRAPush [10] | step-size \( \alpha = 0.0009 \) |
| PushPull [11] | step-size \( \alpha = 0.05 \) |
| PushDIGing [66] | step-size \( \alpha = 0.001 \) |
| subgradientPush [8] | step-size \( \alpha = 0.005 \) |
| PDGD [62] | step-size \( \alpha = 0.01, \beta(k) = k/(k + 3) \) |
| nearGD [57] | step-size \( \alpha = 0.01 \) |
where each agent \( i \in \mathcal{V} \) has \( n_i \) data samples \( \{(a_{ij}, y_{ij})\}_{j=1}^{n_i} \), with \( a_{ij} \in \mathbb{R}^{50} \) being the feature vector and \( y_{ij} \in \{-1, 1\} \) is the binary outcome (or class label) of the feature vector \( a_{ij} \).

The objective is to learn the weight vector \( x \in \mathbb{R}^{50} \) based on the available data \( \{(a_{ij}, y_{ij})\}_{j=1}^{n_i}, i \in \mathcal{V} \) such that \( x \) is sparse. The parameter \( \theta \) enforces the sparsity in \( x \). Furthermore, the solution satisfies the linear equality constraints \( H_i x = h_i \), where \( H_i \in \mathbb{R}^{50 \times 50} \). Denote \( H := I \otimes H_i, h := [h_{i1}, \ldots, h_{in}]^\top \). Each agent \( i \in \mathcal{V} \) also has a local set constraint \( x^I_i \leq r_i \). For our simulation, we generate an instance of problem (39) in which each agent has \( n_i = 10^4 \) data samples. Each feature vector \( a_{ij} \in \mathbb{R}^{50} \) and the “true” weight vector \( x_{true} \in \mathbb{R}^{50} \) are generated to have approximately 40% zero entries. The non-zero entries of \( a_{ij} \) and \( x_{true} \) are sampled independently from the standard normal distribution. The class labels \( y_{ij} \) are generated using the equation:

\[
y_{ij} = \text{sign}(a_{ij}^\top x_{true} + \delta_{ij}),
\]

where \( \delta_{ij} \) is a normal random variable with zero mean and variance 0.1. The parameter \( \theta \) is set to \( \theta_{\text{max}} \), where \( \theta_{\text{max}} \) is the critical value above which the solution \( x^* = 0 \) (see [13] section 11.2 for the calculation of \( \theta_{\text{max}} \)).

The value of \( r_i \) in the constraints is chosen as follows: the unconstrained version of (39) with a centralized solver and denote the solution as \( x^*_C \). The constraint \( r_i \) is set as \( r_i = (1 + \xi_i)x^*_C \), where \( \xi_i \) is drawn from a uniform distribution on \([0, 1]\). A value of \( \gamma = 10 \) is used for the Augmented Lagrangian. The entries of each \( H_i \) are sampled independently from the standard normal distribution. The vector \( h_i, i \in \mathcal{V} \) is calculated as \( h_i = H_i x_{true} \). To solve (39) using the DC-DistADMM algorithm, the fast iterative shrinkage thresholding algorithm (FISTA) [69] is used for the updates (16) at each agent \( i \). A proximal residue (difference between the output of the proximal minimization step and the base-point of the proximal term) [69] is utilized as a stopping criterion for FISTA. The FISTA iterations are terminated when the proximal residue becomes less than \( 10^{-4} \). A fixed accuracy for FISTA is used at all iterations of DC-DistADMM algorithm.

For the updates (17), the \( \varepsilon \)-consensus protocol with the tolerance \( \varepsilon \) set equal to a desired level of inaccuracy \( \eta \) in the solution of (17) is employed.

The results for the following three choices of the sequence \( \{\eta_k\}_{k \geq 1} \):

\begin{enumerate}
  \item \( \eta_1 = 0.01 \);
  \item \( \eta_2 = 1/k_k^{1/4} \);
  \item \( \eta_3 = 0.75^k \), where \( k \) is the iteration counter.
\end{enumerate}

are satisfied condition (38) and are utilized to derive explicit rate of convergence for the DC-DistADMM algorithm in Theorems 4 and 5. Two existing algorithms [30] and [24] termed as constrained distributed algorithm 1 (CDA1) and CDA2, respectively, for reference [12] solving constrained distributed optimization problems are compared with the DC-DistADMM algorithm. Fig. 1 shows the plots of consensus constraint residual \( \|x^k - \bar{x}^k\|_2 \) for DC-DistADMM algorithm and \( \|x^k - \sum_{i=1}^{n_i} x_i^k/n_i \|_2 \) for CDA1 and CDA2 and the equality constraint residual for the three algorithms with respect to the total iterations. The DC-DistADMM performs well as shown in Fig. 1(a). The consensus residual under DC-DistADMM decreases to a value less than \( 10^{-4} \) within 200 iterations for the choice \( \eta_k = 0.75^k \). Note that the constant \( \eta_k \) sequence also have a good performance with a value less than \( 10^{-4} \) within 200 iterations. The plots in Fig. 1(b) demonstrate the decrease in the equality constraint residual \( \|x^k - \bar{x}^k - h\|_2 \).

Fig. 2 presents the trajectory of solution residuals \( r_i^k \) with respect to the total iterations and the CPU time (secs) for each algorithm. The proposed DC-DistADMM algorithm outperforms the other two algorithms. The solution residual for DC-DistADMM is lesser than CDA1 and CDA2 for all the three choices of the tolerance sequence \( \eta_k \) with significant improvement with the choice \( \eta_k = 0.75^k \). Note that both CDA1 and CDA2 cannot handle directed communication topologies and need centralized synthesis for problem (39) whereas DC-DistADMM does not.

B. Performance on Unconstrained Optimization Problem

In the second part of the numerical simulation study, a comparison of the proposed DC-DistADMM algorithm is presented with some state-of-the-art distributed optimization algorithms for solving unconstrained optimization problems. Consider the following \( \ell_1 \) regularized Huber loss minimization problem:

\[
\min_{x \in \mathbb{R}^{50}} \sum_{i=1}^{n_i} \Phi_i(x) + \theta \|x\|_1
\]

(40)

where \( \Phi_i(x) = \left\{ \begin{array}{ll} \frac{1}{2} \|D_i x - d_i\|_2^2, & \text{if } \|D_i x - d_i\|_2 \leq 1 \\ \frac{1}{2} \|D_i x - d_i\|_2 - \frac{1}{2}, & \text{if } \|D_i x - d_i\|_2 > 1 \end{array} \right. \)

Each agent \( i \in \mathcal{V} \) has a measured data vector \( d_i \in \mathbb{R}^{100} \) and a scaling matrix \( D_i \in \mathbb{R}^{100 \times 25} \). The objective is to estimate the unknown signal \( x \in \mathbb{R}^{25} \). The entries of the matrices \( D_i, i \in \mathcal{V} \) and the observed data \( d_i \) are sampled independently from the standard normal distribution. The true solution vector \( x^* \) has 70% nonzero entries, which are sampled from a standard normal
distribution. A value of $\theta = 3$ is chosen for the regularization parameter. Here, FISTA is employed to solve the subproblem (16) with the same stopping criterion (proximal residue $< 10^{-4}$) as in the logistic regression problem. The update (17) is solved using $\varepsilon$-consensus protocol with the tolerance $\eta_k = 1/k^{2.1}$. The progression of the solution residual with respect to the total iterations and the CPU time is presented in Fig. 3. In Fig. 3(a), plot of the solution residual with respect to the algorithm iteration $k$ (first curve) for the DC-DistADMM algorithm is also provided. The rationale for this is to provide a comparison between DC-DistADMM and other algorithms both with respect to algorithm iterations and total iterations. It can be seen that the proposed DC-DistADMM algorithm has a significantly better performance compared to other algorithms with respect to the algorithm iterations. In particular, solution residual decreases to a value of $10^{-4}$ in less than 50 algorithm iterations of DC-DistADMM algorithm whereas the second best method PushDigging takes around 100 iterations to reach the same solution residual. In terms of total iterations the DC-DistADMM algorithm has acceptable performance. The $\varepsilon$-consensus protocol utilized at each iteration of the DC-DistADMM algorithm incurs additional consensus related steps, however, the information mixing steps (22) and (23) have a low computational footprint and do not significantly increase the overall run time of the DC-DistADMM algorithm. This is illustrated by the comparison between the algorithms based on the required CPU time shown in Fig. 3(b). The residual plots illustrate that DC-DistADMM algorithm performs better in terms of the CPU time requirement compared to the other methods to reach the same level of residual value.

C. Comparison With Algorithms Utilizing Multiple Communication Steps

Here, a comparison with two unconstrained distributed optimization algorithms that utilize multiple communication steps, nearDGD [57] and the algorithm in [62] (referred here as FastDGD (FDGD)) is provided; the reader is directed to [57], [62] for the motivations for multiple consensus steps. We consider an unconstrained distributed least squares problem

$$\text{minimize } \frac{1}{2} \sum_{i=1}^{n} ||D_i x - d_i||^2.$$  \hspace{5cm} (41)

Here, each agent $i \in V$ has a measured data vector $d_i \in \mathbb{R}^{100}$ and a scaling matrix $D_i \in \mathbb{R}^{100 \times 25}$. The objective is to estimate the unknown signal $x \in \mathbb{R}^{25}$. The entries of the matrices $D_i, i \in V$ and the observed data $d_i$ are sampled independently from a standard normal distribution $N(0, 1)$. The true signal $x^*$ also have entries that are sampled from an independent identically distributed standard normal distribution. In this case, the subproblem (16) takes a closed form solution, which can be readily computed by the first-order optimality condition of the unconstrained problem. The solution residuals obtained while solving (41) using the three algorithms are presented with respect to the total iterations and CPU time in Fig. 4. It can be seen that the DC-DistADMM algorithm has the fastest decrease in the solution residual. Fig. 5 presents the number of communication iterations utilized by the DC-DistADMM algorithm while solving (41) for the three error sequences and the FDGD and nearDGD algorithms. The trend suggested by Lemma 3 can be seen in the plots in Fig. 5, where the number of communication iterations for the DC-DistADMM algorithm increase as we tighten the accuracy. Note, the sequence $\eta_k = 1/k^{2.1}$ with convergence rate guarantees provided by Theorem 4 results in logarithmic increase in the number of communication iterations and is a suitable choice for getting good performance. The DC-DistADMM algorithm with tolerance $\eta_k = 0.01$ and $\eta_k = 1/k^{2.1}$ has lesser communication cost compared to the
FDGD and nearDGD algorithms while the FDGD has better communication complexity than the DC-DistADMM algorithm with the tolerance \( \eta_k = 0.75^k \) as the number of iterations increase.

Summarizing, the simulation results indicate that with respect to the state-of-the-art constrained optimization problems DC-DistADMM provides a better performance while encompassing a large class of distributed optimization scenarios with linear equality, inequality, and set constraints. Even with respect to the state-of-the-art unconstrained optimization frameworks, DC-DistADMM algorithm provides a better performance with respect to total communication steps.

VI. CONCLUSION

In this article, a novel DC-DistADMM algorithm is presented to solve constrained multiagent optimization problems with local linear equality, inequality and set constraints over general directed graphs. Moreover, the algorithm is suited for distributed synthesis. The proposed algorithm, to the best of authors’ knowledge, is the first ADMM-based algorithm to solve (un)constrained distributed optimization problems over directed graphs. The DC-DistADMM algorithm combines techniques used in Lagrangian dual-based optimization methods along with the ideas in the average consensus literature. In the DC-DistADMM algorithm, each agent solves a local constrained convex optimization problem and utilizes a finite-time \( \varepsilon \)-consensus algorithm to update its estimate of the optimal solution. The proposed DC-DistADMM algorithm enjoys provable rate of convergence guarantees: (i) a \( O(1/k) \) rate of convergence when the individual functions are convex but not-necessarily differentiable, (ii) a geometric decrease to arbitrary small neighborhood of the optimal solution when the objective functions are smooth and restricted strongly convex at the optimal solution. The proposed DC-DistADMM algorithm eliminates the optimization step involving a primal variable in the standard ADMM setup and replaces it with a less computation intensive \( \varepsilon \)-consensus protocol which makes it more suitable for distributed multiagent systems. To show the efficacy of the DC-DistADMM algorithm numerical simulation results comparing the performance of the DC-DistADMM algorithm with the existing state-of-the-art algorithms in the literature of solving constrained and unconstrained distributed optimization problems are presented. A comparison of the DC-DistADMM algorithm and two existing algorithms in the literature utilizing multiple consensus steps is also provided. Extension of the DC-DistADMM algorithmic framework to networks with time-delays in communication [70] between the agents and time-varying connectivity among the agents [71] is a future work of this article.

APPENDIX A:
PROOF OF THEOREM 4

From (36) we have, for \( i = 1, \ldots, n \)
\[
d f_i(x_i^{k+1}) + \lambda_i^{k+1} + A_i^T \mu_i^{k+1} + \gamma (y_i^{k+1} - y_i^k) = 0
\]
where \( d f_i(x_i^{k+1}) \) is a subgradient of \( f_i \) at \( x_i^{k+1} \). Writing the abovementioned \( n \) inequalities compactly
\[
d F(x^{k+1}) + \lambda^{k+1} + A^T \mu^{k+1} + \gamma (y^{k+1} - y^k) = 0
\]
where \( d F(x^{k+1}) \) is a vector with subgradients \( df_i(x_i^{k+1}) \) stacked together, respectively. Furthermore, using (37) \( d(\bar{y}^{k+1}) + \lambda^{k+1} = 0 \), where \( d(\bar{y}^{k+1}) \) is a subgradient of \( I_{\bar{y}} \) at \( \bar{y}^{k+1} \). Noticing that \( F \) and \( I_{\bar{y}} \) are convex functions and using (21) we have
\[
F(x^{k+1}) - F(x^*) + I_{\bar{y}}(\bar{y}^{k+1}) - I_{\bar{y}}(y^*) \\
\leq - [x^* - x^{k+1}]^T dF(x^{k+1}) - [y^* - \bar{y}^{k+1}]^T d(\bar{y}^{k+1}) \\
\leq [x^* - x^{k+1}]^T [\lambda^{k+1} + A^T \mu^{k+1} + \gamma (y^{k+1} - y^k)] - [y^* - \bar{y}^{k+1}]^T \lambda^{k+1}.
\]
Note that \( I_{\bar{y}}(\bar{y}^{k+1}) = I_{\bar{y}}(y^*) = 0 \). Using (19) and (21)
\[
F(x^{k+1}) - F(x^*) \\
\leq [x^* - x^{k+1}]^T [\lambda^{k+1} + A^T \mu^{k+1} + \gamma (y^{k+1} - y^k)] \\
- [y^* - \bar{y}^{k+1}]^T \lambda^{k+1} + \gamma [x^* - x^{k+1}]^T [y^{k+1} - y^k] \\
- [y^* - \bar{y}^{k+1}]^T \lambda^{k+1} + \gamma [x^* - x^{k+1}]^T [y^{k+1} - y^k] \\
= [x^* - x^{k+1}]^T [\lambda^{k+1} + A^T \mu^{k+1} + \gamma (y^{k+1} - y^k)] \\
- [y^* - \bar{y}^{k+1}]^T \lambda^{k+1} + \gamma [x^* - x^{k+1}]^T [y^{k+1} - y^k] \\
+ [x^* - x^{k+1}]^T A^T \mu^{k+1} + e^{k+1} (-\lambda^{k+1} + \gamma (y^{k+1} - y^k)) \\
\leq [x^* - x^{k+1}]^T [\lambda^{k+1} + A^T \mu^{k+1} - b] \\
+ [\mu - \mu^{k+1}]^T A (x^{k+1} - b) \\
e^{k+1} (-\lambda^{k+1} + \gamma (y^{k+1} - y^k)).
\]
Using (19) and (20), we get
\[
F(x^{k+1}) - F(x^*) + \lambda^T (x^{k+1} - y^{k+1}) + \mu^T (A x^{k+1} - b) \\
\leq \frac{1}{\gamma}[\lambda - \lambda^{k+1}]^T [\lambda^{k+1} - \lambda] + \gamma [x^* - x^{k+1}]^T [y^{k+1} - y^k] \\
+ \frac{1}{\gamma}[\mu - \mu^{k+1}]^T [\mu^{k+1} - \mu] \\
e^{k+1} (-\lambda^{k+1} + \gamma (y^{k+1} - y^k)).
\]
Using the identity (30), for any \( s \geq 0 \) we get
\[
\frac{1}{\gamma}[\lambda - \lambda^{k+1}]^T [\lambda^{k+1} - \lambda^*] = \frac{1}{2\gamma}(||\lambda - \lambda^*||^2) \tag{33}
\]
\[
\frac{1}{\gamma}[\mu - \mu^{k+1}]^T [\mu^{k+1} - \mu] = \frac{1}{2\gamma}(||\mu - \mu^*||^2) \tag{34}
\]
\[
\gamma [x^* - x^{k+1}]^T [y^{k+1} - y^k] = \frac{\gamma}{2}(||x^{k+1} - y^{k+1}||^2) - ||x^{k+1} - y^k||^2 - ||x^{k+1} - y^{k+1}||^2 \tag{35}
\]
\[
\frac{1}{\gamma}[\mu - \mu^{k+1}]^T [\mu^{k+1} - \mu] = \frac{1}{2\gamma}(||\mu - \mu^*||^2 - ||\mu^{k+1} - \mu^*||^2) \tag{36}
\]
\[
\times (||\mu - \mu^*||^2 - ||\mu^{k+1} - \mu^*||^2) \tag{37}
\]
\[
\times (||\mu^{k+1} - \mu^*||^2 - ||\mu^{k+1} - \mu^*||^2).
\]
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Note that from Lemma 2, (19) and (29), under Assumption 2, $e^{k+1}(-\lambda k+1 + \gamma(y^{k+1} - y^{*})) = e^{k+1}(-\lambda k+1 + \gamma e^{k+1}y^{k+1} - \gamma\|e^{k+1}\|^2 - e^{k+1} + \gamma e^{k+1}y \leq \|e^{k+1}\|^2 k\|k\| + \gamma\|e^{k+1}\|\|y^{k+1}\| + \|e^{k+1}\|\|y\| \leq (k+1)Q\sqrt{\eta_{k+1} + \gamma n(M + \|x\|)} + 2(k+1)\sqrt{n}\|y\|\eta_{k+1}^{\frac{1}{2}}$. Let $M := \gamma n(M + \|x\|) + \sqrt{n}\|y\|$. From (54), (55), (56), and (57) for any $\lambda, \mu, s$ and $g \geq 0$ we get

$$F(x^{k+1}) - F(x^*) + \lambda^T(y^{k+1} - y^*) + \mu^T(Ax^{k+1} - b)$$

$$\leq \frac{1}{2\gamma}(\|\lambda - \mu^\top\|^2 - \|\lambda - \lambda^*\|^2) + \gamma(2(\|x^* - y^*\|^2 + 1) + \|\mu - \mu^\top\|^2 + \|\mu - \mu^\top\|^2)$$

$$\leq M\sum_{s=0}^{k-1}\|F(x^{s+1}) - F(x^s) + \lambda^\top(x^{s+1} - y^{s+1})\| + \frac{M\sum_{s=0}^{k-1}\|F(x^{s+1}) - F(x^s) + \lambda^\top(x^{s+1} - y^{s+1})\|}{k} + \frac{3\sqrt{n}Q\sum_{s=0}^{k-1}(s+1)(\|x^{s+1}\|\|y^{s+1}\|)}{k}$$

Let $\hat{x}^k := \frac{1}{k}\sum_{s=0}^{k-1}x^{s+1}$, and $\hat{y}^k := \frac{1}{k}\sum_{s=0}^{k-1}y^{s+1}$. Since, $F$ is a convex function we have, $\frac{1}{k}\sum_{s=0}^{k-1}F(x^{s+1}) \geq F(\hat{x}^k)$. Therefore

$$F(\hat{x}^k) - F(x^*) + \lambda^\top(\hat{x}^k - \hat{y}^k) + \mu^\top(A\hat{x}^k - b)$$

$$\leq \frac{\gamma}{2}\frac{\|x^* - y^*\|^2}{2k} + \frac{\|\lambda - \lambda^*\|^2}{2\gamma k} + \frac{\|\mu - \mu^\top\|^2}{2\gamma k} + \frac{M\zeta(2 + q)}{k} + \frac{3\sqrt{n}Q\zeta(1 + q)}{k}$$

(46)

where $\zeta(.)$ is the Riemann zeta function. Let $\mu = 0, \lambda = 0$, we therefore get

$$F(\hat{x}^k) - F(x^*) \leq \frac{\gamma}{2}\frac{\|x^* - y^*\|^2}{2k} + \frac{\|\lambda - \lambda^*\|^2}{2\gamma k} + \frac{M\zeta(2 + q)}{k} + \frac{3\sqrt{n}Q\zeta(1 + q)}{k} = O(1/k).$$

Define $\hat{\hat{x}}^k := \frac{1}{k}\sum_{s=0}^{k-1}x^{s+1}$, where $\hat{\hat{y}}^{s+1}$ is defined as (18). Since, $\hat{\hat{x}}^k, \hat{\hat{y}}^k, \lambda^*, \mu^*$ is a saddle point we have, $\hat{L}(\hat{x}^k, \hat{y}^k, \lambda^*, \mu^*) < \hat{L}(\hat{\hat{x}}^k, \hat{\hat{y}}^k, \lambda^*, \mu^*)$. Therefore, $F(\hat{x}^k) - F(x^*) + \lambda^\top(\hat{x}^k - \hat{y}^k) + \mu^\top(A\hat{x}^k - b) \geq 0$. Let $\lambda = \lambda^* + \frac{\gamma}{k}\frac{\hat{x}^k - \hat{y}^k}{\|\hat{x}^k - \hat{y}^k\|}$ and $\mu = \mu^*$. Therefore

$$\|\hat{x}^k - \hat{y}^k\| \leq \frac{\gamma}{2}\frac{\|x^* - y^*\|^2}{2k} + \frac{\|\lambda^* - \lambda^*\|^2}{\mu^\top k} + \frac{\|\mu^* - \mu^\top\|^2}{2\gamma k} + \frac{M\zeta(2 + q)}{k} + \frac{3\sqrt{n}Q\zeta(1 + q)}{k}$$
Using, (43) and (44) we get
\[
\begin{align*}
&\leq [x^{k+1} - x^*]^{\top} [\lambda^* - \lambda^{k+1}] + \gamma [x^* - x^{k+1}]^{\top} [x^{k+1} - x^*] \\
&+ [x^{k+1} - x^*]^{\top} A^{\top} [\mu^* - \mu^{k+1}] + [y^{k+1} - y^*]^{\top} [\lambda^{k+1} - \lambda^*] \\
&- [y^{k+1} - y^*]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [2\lambda - \lambda^{k+1} - \lambda^*] \\
&= [\lambda^* - \lambda^{k+1}]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [\lambda^{k+1} - \lambda^*] \\
&+ [x^{k+1} - x^*]^{\top} A^{\top} [\mu^* - \mu^{k+1}] - [y^{k+1} - y^*]^{\top} \lambda^{k+1} \\
&+ [\lambda^* - \lambda^{k+1}] t^{k+1} + [x^* - x^{k+1}]^{\top} [2\lambda - \lambda^{k+1} - \lambda^*] \\
&= \frac{1}{\gamma} [\lambda^* - \lambda^{k+1}]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [\lambda^{k+1} - \lambda^*] \\
&+ [x^{k+1} - x^*]^{\top} A^{\top} [\mu^* - \mu^{k+1}] - [y^{k+1} - y^*]^{\top} \lambda^{k+1} \\
&+ [\lambda^* - \lambda^{k+1}] t^{k+1} + [x^* - x^{k+1}]^{\top} [2\lambda - \lambda^{k+1} - \lambda^*]
\end{align*}
\]
where in the second equality we used (29), and in the last equality we used (19) and (20). Let \( t_k := 2\lambda - \lambda^{k+1} - \lambda^* \). Using (30) for \( \frac{1}{\gamma} [\lambda^* - \lambda^{k+1}]^{\top} [x^{k+1} - x^*] \), \( \frac{1}{\gamma} [\mu^* - \mu^{k+1}]^{\top} [x^* - x^{k+1}] \), and \( [\lambda^{k+1} - \lambda^*]^{\top} t^{k+1} \), we get
\[
\frac{\gamma}{2} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 \geq \frac{\gamma}{2} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\]
where
\[
\begin{align*}
\sigma &\geq \frac{1}{\gamma} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\end{align*}
\]
Therefore, using (60) and (61) we get
\[
\frac{\gamma}{2} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\]
where \( \Sigma := \gamma [x^{k+1} - x^*]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [x^* - x^{k+1}] + [\lambda^{k+1} - \lambda^*]^{\top} t^{k+1} \).

Observe from (31), (36), \( \nabla F(x^{k+1}) - \nabla F(x^*) = -\lambda^{k+1} + \gamma (x^{k+1} - x^*) - A^{\top} \mu^{k+1} + x^* + A^{\top} \mu^* \)
\( = -\lambda^{k+1} + \lambda^* - A^{\top} \mu^{k+1} + A^{\top} \mu^* + x^{k+1} - x^* + 2\lambda - \gamma (x^{k+1} - x^*) \), where we used (19) to get a relation between \( x^{k+1} \) and \( y^k \).

Therefore, for any \( \delta > 1 \), we can apply the inequality \( \|1 + r^2\|^2 + (\delta - 1)\|1\|^2 \geq (1 - \frac{1}{\delta})\|r\|^2 \)
\[
\gamma \frac{1}{2} \|x^{k+1} - x^*\|^2 + (\delta - 1) \|\nabla F(x^{k+1}) - \nabla F(x^*)\|^2
\]
where
\[
\begin{align*}
&\geq \frac{1}{\gamma} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\end{align*}
\]
where \( \nu_{\min}(AA^{\top}) > 0 \). By Lipschitz differentiability of \( F \)
\[
\gamma \frac{1}{2} \|x^{k+1} - x^*\|^2 + (\delta - 1) \frac{L^2}{2} \|x^{k+1} - x^*\|^2
\]
where
\[
\begin{align*}
\sigma &\geq \frac{1}{\gamma} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\end{align*}
\]
where \( \Sigma := \gamma [x^{k+1} - x^*]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [x^* - x^{k+1}] + [\lambda^{k+1} - \lambda^*]^{\top} t^{k+1} \).

Similarly, \( \lambda^{k+1} - \lambda^* = \gamma (x^{k+1} - y^{k+1}) = \gamma (x^{k+1} - x^*) + \gamma (y^k - y^{k+1}) \). Therefore, \( \lambda^{k+1} - \lambda^* \) is the summation of \( q_2 := \gamma (x^{k+1} - x^*) \) and \( r_2 := \gamma (y^k - y^{k+1}) \). Therefore, for any \( \delta > 1 \), we can apply the inequality \( \|q_2 + r_2\|^2 + (\delta - 1)\|q_2\|^2 \geq (1 - \frac{1}{\delta})\|r_2\|^2 \), and obtain
\[
\|\lambda^{k+1} - \lambda^*\|^2 + \gamma^2 (\delta - 1) \|x^{k+1} - x^*\|^2
\]
where \( \Sigma := \gamma [x^{k+1} - x^*]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [x^* - x^{k+1}] + [\lambda^{k+1} - \lambda^*]^{\top} t^{k+1} \).

Therefore, using (60) and (61) we get
\[
\gamma \frac{1}{2} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\]
where \( \Sigma := \gamma [x^{k+1} - x^*]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [x^* - x^{k+1}] + [\lambda^{k+1} - \lambda^*]^{\top} t^{k+1} \).

Therefore, from (59) and (62), we have
\[
s_{k+1} \leq \gamma \frac{1}{\gamma} \|x^{k+1} - x^*\|^2 + \frac{1}{\gamma} \|x^* - x^{k+1}\|^2 + 1 - \frac{2}{\gamma} \|\lambda^{k+1} - \lambda^*\|^2
\]
where \( \Sigma := \gamma [x^{k+1} - x^*]^{\top} [x^{k+1} - x^*] + [x^* - x^{k+1}]^{\top} [x^* - x^{k+1}] + [\lambda^{k+1} - \lambda^*]^{\top} t^{k+1} \).
+ \|t_k\| \|A^\top \mu^* - A^\top \rho_{k+1}\| + \gamma \|\lambda_{k+1} - \lambda_k\| \|x_{k+1} - x^*\| \bigg) .
\tag{51}
\end{equation}

Using (47)
\begin{equation}
\|\lambda^k - \lambda^*\| \leq \sqrt{2\gamma \left( s_0 + \frac{R}{1-\rho} + \frac{3\sqrt{n}Q_0}{(1-\rho)^2} \right) : = \Xi . \tag{52}
\end{equation}

Let \( S_1 := \|\lambda_{k+1} - \lambda^*\| \|x_{k+1}\|, S_2 := \|\lambda_{k+1} - \lambda^*\| \|x_{k+1}\|, S_3 := \|\lambda_{k+1} - \lambda^*\| \|\lambda_{k+1}^\top \|, S_4 := \|\lambda_{k+1} - \lambda^*\| \|\lambda_{k+1}^\top \| \|x_{k+1}\|, S_5 := \|\lambda_{k+1} - \lambda^*\| \|\lambda_{k+1}^\top \| \|x_{k+1}\| \|x_{k+1}\|, S_6 := \|\lambda_{k+1} - \lambda^*\| \|x_{k+1} - x^*\| \|
\end{equation}

Note \( S_1 = \|\lambda_{k+1} - \lambda^*\| \|x_{k+1}\| \leq \sqrt{\Xi} \rho^{k+1} \). Furthermore, from Theorem 3, there exist \( C < \infty \) and \( S^k \) with \( \lim_{k \to \infty} S^k = 0 \) such that \( S_2 + S_3 + S_4 + S_5 + S_6 \leq CS^k \). Therefore, from (63) and using the fact \( \rho^{k+1} \leq \rho^k, \forall k \)
\begin{equation}
s_{k+1} \leq \left( \frac{1}{1+\Delta} \right)^k s_k + \sqrt{\Xi} \left( \frac{1}{1+\Delta} \right)^k \rho^k + C \left( \frac{1}{1+\Delta} \right) S^k . \tag{53}
\end{equation}

By repeated substitution for \( k = 0, 1, \ldots, K \) we get
\begin{equation}
s_K \leq \left( \frac{1}{1+\Delta} \right)^K s_0 + \sqrt{\Xi} \sum_{t=0}^K \left( \frac{1}{1+\Delta} \right)^t \rho^{K-t} + C \sum_{t=0}^K \left( \frac{1}{1+\Delta} \right)^t S^t \leq \rho^K \left( s_0 + \sqrt{\Xi} \sum_{t=1}^K \left( \frac{1}{1+\Delta} \right)^t \rho^{-t} \right) + C \sum_{t=0}^K \left( \frac{1}{1+\Delta} \right)^{K-t} S^t ,
\end{equation}

Given, \( \epsilon > 0 \), let \( K' \) be such that \( S^K < \epsilon \) for all \( k \geq K' \) (Theorem 3 guarantees existence of such \( K' \)). Let \( S := \max_{0 \leq t \leq K} S^t \), therefore
\begin{equation}
s_K \leq \rho^K \left( s_0 + \sqrt{\Xi} \sum_{t=1}^K \left( \frac{1}{1+\Delta} \right)^t \rho^{-t} + CS \sum_{t=0}^{K'} \rho^{1-t} \right) + \epsilon \left( C \sum_{t=0}^{K'} \rho^{K'-t+1} \right) \leq \rho^K \left( s_0 + \sqrt{\Xi} \rho (1+\Delta) + C S \left( \rho^{K+1} - 1 \rho^2 \right) \right) \rho^{-K} - 1 \rho^{-1} + \epsilon \left( \frac{C}{1-\rho} \right) = \mathbb{T} \rho^K + O(\epsilon) . \tag{54}
\end{equation}
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