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Non-negative matrix factorization (NMF) with missing-value completion is a well-known effective Collaborative Filtering (CF) method used to provide personalized user recommendations. However, traditional CF relies on the privacy-invasive collection of users’ explicit and implicit feedback to build a central recommender model. One-shot federated learning has recently emerged as a method to mitigate the privacy problem while addressing the traditional communication bottleneck of federated learning. In this paper, we present the first unsupervised one-shot federated CF implementation, named FedSPLIT, based on NMF joint factorization. In our solution, the clients first apply local CF in-parallel to build distinct client-specific recommenders. Then, the privacy-preserving local item patterns and biases from each client are shared with the processor to perform joint factorization in order to extract the global item patterns. Extracted patterns are then aggregated to each client to build the local models via knowledge distillation. In our experiments, we demonstrate the feasibility of our approach with standard recommendation datasets. FedSPLIT can obtain similar results than the state of the art (and even outperform it in certain situations) with a substantial decrease in the number of communications.

CCS Concepts: • Security and privacy → Privacy protections; • Computing methodologies → Dimensionality reduction and manifold learning: Non-negative matrix factorization.
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1 INTRODUCTION

Machine learning (ML) has grown in popularity in the past decade as methods matured with the growing availability of computation and large-scale data. One of the domains in which ML has been successfully used is that of recommender systems. ML-powered recommender systems have become an integral part of our lives in a broad range of applications, such as selecting movies, books, music, and other merchandise in e-commerce. While users enjoy enhanced and personalized user experience with recommender systems, companies improve their sales and customer loyalty [12, 41]. Despite the benefits, this success has resulted in important ethical challenges [45]. Among those, the evergrowing collection of individuals’ data to provide personalized and sophisticated recommendations has resulted in challenges to our privacy.

Traditional recommender ML methods rely on privacy-invasive collection of user data to train central models at the processors (servers, or data processing organization), resulting in loss of control and ownership of the private user data. In today’s world, users’ expectations concerning privacy are changing with the growing awareness of privacy, and new more stringent data privacy regulations are being introduced globally. For instance, the European General Data Protection Regulation (GDPR) has implications on how recommendation systems collect and handle user data [35].
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This movement drives the need for future recommendation systems to take the preservation of privacy into account to comply with the regulations and help in maintaining consumer trust and loyalty. Recommendation systems based on federated learning are an attractive solution to minimize the private data that is transmitted to the processors [63]. While federated learning alone is also vulnerable to potential privacy leakage [40], it contributes to minimizing the amount of individuals’ data that flows to processors by performing part of the training process at the client. However, one of the core challenges of this approach is the expensive communication cost between the clients and the server [63].

The communication challenge of federated learning has an impact on federated recommender systems that might jeopardize their wide adoption. Several federated recommenders based on Collaborative Filtering (CF) implementations have been previously proposed [4, 16]. Such systems, which identify and filter potential future user interests by collaboratively learning from the past preferences of many users [20, 48], are based on iterative optimization techniques requiring multiple communications between the server and its clients at each iteration. Federated methods that require multi-round client participation suffer communication bottlenecks due to potential limited data plans of users, potentially slow and unreliable network connections, and cost of cryptographic protocols [25, 38]. Also, the higher the number of communications between clients and server, the higher the risk for potential attacks to intercept model updates that could lead back to individuals’ data. Thus, communication efficiency in federated learning has been an active field of study [32, 33, 38, 42, 44, 53, 58]. In particular, different approaches have been proposed to improve the efficiency of communications in federated CF [11, 28, 39, 51]. While these approaches lower the communication complexity, they still expect multi-round client participation. This presents challenges in the real world as clients may leave the training process at any moment [37] or have different number of data instances [43]. In response, an emerging field of one-shot federated learning addresses the communication problem by performing only a single round of communication (or a fixed number of few communications) between each client and the processor per training session, as opposed to per iteration [24, 25, 29, 37, 49, 65, 67]. While the proposed one-shot federated methods significantly reduce the cost of communication, work thus far only focused on supervised and semi-supervised classification problems such as language and vision tasks.

In this paper, we introduce what is, to the best of our knowledge, the first implementation of one-shot federated learning for CF and recommendations. Our approach, named FedSPLIT, is an unsupervised communication-efficient (for the number of communications) federated method for providing privacy to groups of users or set of organizations (clients). In our one-shot federated setup, we achieve a single pair of communication, after the initial small-sized communication to calculate the global mean, between the server and its clients for the entire training process by first modeling local client-specific CF in parallel. Specifically, our local CF is based on Non-negative Matrix Factorization (NMF) from users’ explicit feedback data [27, 34, 54]. The extracted latent factors for items from each client along with the item biases are then shared with the processor to extract the global item patterns via joint-factorization. Global item patterns and biases are then aggregated to each client to perform knowledge distillation to improve the recommendation capability of the distinct local models. Since the shared data between the clients and server is with respect to the items, the added benefit of FedSPLIT is that the user based information is abstracted, where the processor does not know which user is part of which group (client) or how many users are in the group. During our experiments, we showcase the feasibility of our approach on the MovieLens 100K and MovileLens 1M datasets [26] and show that FedSPLIT achieves similar root-mean-square error (RMSE) with a single communication as compared to the state-of-the-art federated CF with multi-round communication. We also perform an empirical privacy audit of our method by analyzing how much outside knowledge an adversary would need to reconstruct the dataset of a group or organization. In summary, our main contributions include:
FedSPLIT: One-Shot Federated Recommendation System

- Introducing the first implementation of a one-shot federated collaborative filtering method for performing recommendations from user explicit feedback.
- Developing a one-shot federated learning method where user information is abstracted.
- Demonstrating that NMF with joint factorization and knowledge distillation improves the recommendation capability of groups or organizations.
- Showcasing that our approach achieves similar RMSE with a single communication as compared to the state-of-the-art federated CF.
- Presenting an empirical privacy evaluation of our method to analyze potential reconstruction attacks via inference.

The rest of the paper is organized as follows. We give a summary of relevant prior work in Section 2. We describe NMF, NMF with missing-value completion for CF, and FedSPLIT in sections 3.1, 3.2, and 3.3, respectively. We also provide an empirical summary of privacy by design considerations and potential limitations of our approach in Section 3.4. Before we showcase our experiment results, the dataset and the experimental setup are described in Section 4.1. We then demonstrate that federated learning improve the predictive performance of local CF in Section 4.2, before comparing our results to the baseline federated CF methods in Section 4.3. The privacy audit is given in Section 4.4. Before concluding, we list some potential areas of future work in Section 5.

2 RELATED WORK

In this section, we provide a brief overview of relevant work on federated learning, and specifically the prior work that looked at federated learning in the context of federated CF and the optimization of communication.

2.1 Federated Learning

Federated learning [43] formalized the concept of learning local models and then aggregating them to create a centralized global model in the pursuit of sharing knowledge derived from data. Since then there has been a growing level of research in furthering this method [38]. Works since have examined more efficient communication with reducing the number of communications or the size of the communicated data [32, 33, 42, 44, 53, 58], ensuring privacy of participants [7, 46, 64], and extending to recommendation systems [4, 11, 16, 28, 46, 51, 56, 66]. A major caveat of these methods, especially those within the recommendation system space, is the need for consistent and frequent communication of gradients and model updates. Communication optimization work in federated learning [30, 32, 33, 42, 44, 53, 58] has gained much more attention as these systems were implemented in real world scenarios and constraints. Our work is most similar to the concept of one-shot federated learning [25] where the goal is to limit communication to one iteration to aggregate knowledge across models. A handful of approaches have examined methods to aggregate model knowledge through distillation [37, 67], data distribution modeling for synthetic data generation [29, 67], model selection for aggregation [24], probabilistic aggregation [65] and addressing privacy-preserving aggregation for non-IID data [49]. Methods have been evaluated in supervised and semi-supervised image and text classification domain, and to our knowledge our work introduces the first one-shot federated learning method for unsupervised recommendation.

Work in federated recommendation systems, specifically matrix factorization [61, 62, 64] attempts to solve a problem that is similar to our work within collaborative filtering, with certain users being present in distributed matrices and items being shared. However, they focus on a global federated learning by sharing gradients with a secret sharing mechanism with the central server. Our work is in a similar vein as [3] in which NMF is used as a local privacy-filter within a federated learning paradigm. Their approach involves learning a local latent representation that allows for
a utility classification while protecting sensitive attributes from being reconstructed. Within our approach, we also attempt to learn a latent representation for the utility of collaborative filtering rather than classification.

2.2 Private Machine Learning and Collaborative Filtering

Private ML attempts to create models that do not leak information on the original data that the model was trained on [22]. This is an ever prevalent issue within federated learning as there are typically frequent network communications between devices and server which leaves user data vulnerable [18]. Algorithms attempt to mitigate membership inference attacks [50], being able to determine if a data point was used in training, and inversion attacks [17], and being able to reproduce the dataset the model was trained on. Various methods have been introduced to accomplish these tasks such as homomorphic encrypted models [55] and through differential privacy algorithms [1]. Complete homomorphic encryption in matrix factorization has been explored [31] outside of the federated learning environment and within it for sending data to the central server [10]. Differential privacy has been explored to provide protection in the federated collaborative filtering context [46] and outside of it with count sketches as an approximation [6]. Methods have proposed not retaining data sent from users and only retaining online-updated item matrices to preserve privacy [57]. Our work shares a similar goal of not retaining data, but does not require individuals to share data points and does not store latent matrices that are updated in an online fashion.

Within our work we examine the privacy of our newly introduced method. The majority of methods within this space use gradient information sent to the central server on the weights of the model. However prior work [68] has shown a method to recover private learning data from these exchanged gradients. This attack is done by utilizing the local version of the model and using the shared weights to optimize random inputs to the original data to produce the same gradients. In response, works have examined how to integrate homomorphic encryption for data sharing [10, 66] and model gradients [7]. Prior work in federated collaborative filtering similarly evaluated the privacy of federated matrix factorization with gradient sharing [18]. In a similar vein as prior works, they were able to reconstruct the original data from unprotected gradients. Within our work we forgo sharing gradients entirely and evaluate the privacy risk of sharing latent components. As well, we explore the dynamics of sharing data within a group setting for recommendation [47] and when this grouping of user data introduces potential group data reconstruction attacks.

3 METHOD

The core ideology in our method is that we want to jointly learn the patterns of data that is split into separate matrices, hence the name FedSPLIT. On the client-side, FedSplit uses a Collaborative NMF for missing-value completion, an effective CF method for performing recommendations from users’ explicit feedback data [34, 54], while the server-side utilizes standard NMF for joint factorization. Before introducing FedSplit and privacy and practical design considerations, we begin this section with a summary of the standard NMF and the Collaborative NMF.

3.1 Non-negative Matrix Factorization (NMF)

NMF is an unsupervised learning method based on low-rank approximation that performs dimensionality reduction. NMF approximates a given observation matrix \( X \in \mathbb{R}^{n \times m} \) with non-negative entries, as a product of two non-negative matrices, i.e., \( X \approx WH \), where \( W \in \mathbb{R}^{n \times k} \) and \( H \in \mathbb{R}^{k \times m} \), and usually \( k \ll m, n \). Here, \( n \) is the number of samples, \( m \) is the number of features, and the small dimension \( k \) is the low-rank of the approximation. We perform this factorization via a non-convex minimization with non-negativity constraint, utilizing the multiplicative updates algorithm [36], and
Frobenius norm as distance metric, with an objective function:

$$\min_{W \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{k \times m}} ||X - WH||_F^2$$  \hspace{1cm} (1)

which allows NMF to be treated as a Gaussian mixture model [15]. In Equation 1, the factors $W$ and $H$ are the solution of the optimization problem, estimated via alternative updates, with update rules in Equations 2 and 3 respectively, and the performance of the minimization is evaluated by the relative reconstruction error in Equation 4:

$$W = \frac{XH^T}{WHH^T} \hspace{1cm} (2)$$

$$H = \frac{W^TX}{W^TWH} \hspace{1cm} (3)$$

Relative Error = $\frac{||X - WH||_F^2}{||X||_F^2}$  \hspace{1cm} (4)

3.2 Collaborative Non-negative Matrix Factorization (CNMF)

While NMF, as summarised in Section 3.1, is an effective method for extracting the meaningful latent features, the updates are done with respect to Equation 1 such that the distance between $X$ and approximation $WH$ is minimized. This distance minimization includes the zero entries in $X$ such that the approximation $WH$ is pushed towards zero for those entries. However, in recommendation systems, the user only interacts with a small fraction of the items, which leads to a highly sparse matrix $X$. Therefore, the standard NMF minimization does not work for CF because the zeros, or the missing-values, in $X$ are the future recommendations we want to perform. To this end, our optimization needs to be done only with respect to the non-zero entries in $X$ instead. Estimating the missing data value in this way, i.e. users’ future recommendations, is called matrix completion problem [60]. For this, we use the modified version of the Collaborative NMF algorithm presented in the Surprise package [27], and call it CNMF for simplicity. We modify Surprise with non-negative projections to ensure the non-negativity in the latent factor matrices, and adopt its bias terms to the federated learning scheme (Section 3.3).

Consider $X \in \mathbb{R}^{n \times m}$ to be a matrix of movie ratings from $n$ users for $m$ movies where each user $i$ rated a subset of $m$ items, such that a non-zero entry $r_{i,j} = X_{i,j}$ is the rating from user $i$ for movie $j$. The user profile matrix is given by $W \in \mathbb{R}^{n \times k}$ and the movie profile matrix is given by $H \in \mathbb{R}^{k \times m}$. The future rating of user $i$ for movie $j$ is predicted with:

$$\hat{X}_{i,j} = W_{i,:}^T H_{:j} \hspace{1cm} (5)$$

For a more compelling matrix approximation in recommendation systems, we also consider the bias terms $b_W \in \mathbb{R}^n$ and $b_H \in \mathbb{R}^m$ to remove the bias given by users or bias for an item. Here $b_H$ describes how well an item is rated compared to the average across all the items before accounting for the interaction between user and item. Similarly, $b_W$ describes the user’s tendency to provide better/worse ratings compared to average. In addition, we consider the group bias. If we let $\text{nnz}(X)$ represent a vector of non-zero entries (ratings) in $X$, then group bias is calculated as follows:

$$\mu = \frac{1}{|\text{nnz}(X)|} \cdot \sum_{i} \text{nnz}(X)_i \hspace{1cm} (6)$$

such that $\mu$ is simply the average of the ratings. Then, Equation 5 can be reformulated for predicting the rating from user $i$ for movie $j$ as shown in the Equation 7, and the performance can be measured with RMSE (Equation 8):

$$\hat{X}_{i,j} = W_{i,:}^T H_{:j} + b_{W_i} + b_{H_j} + \mu \hspace{1cm} (7)$$

$$\text{RMSE} = \frac{||X - \hat{X}||_F^2}{\sqrt{mn}} \hspace{1cm} (8)$$

Now, to estimate the factors $W$, $H$ and bias components $b_H$ and $b_W$, we rewrite the objective function (Equation 1):
\[
\text{arg min}_{W \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{k \times m}, b_W, b_H} \| X_{i,j} - (W_i H_j + b_W + b_H + \mu) \|_F^2 + \alpha \| W \|_F^2 + \beta \| H \|_F^2 + \gamma \| b_W \|_F^2 + \delta \| b_H \|_F^2
\] (9)

where \( i \) and \( j \) correspond only to the non-zero coordinates (ratings) such that \( X_{i,j} > 0 \) for each \( i \) and \( j \), and \( \alpha, \beta, \gamma \) and \( \delta \) are the regularization parameters for \( W, H, b_W \) and \( b_H \), respectively. The above regularization is based on Tikhonov regularization [21] for regularizing the ill posed problems to obtain higher prediction accuracy. We solve Equation 9 with gradient descent updates to estimate biases \( b_W \) and \( b_H \) with learning rates \( \eta_W \) and \( \eta_H \), respectively (Equations 10 and 11). We also estimate the factors \( W \) and \( H \) with closed form update expressions (Equations 12 and 13). The updates for these parameters are performed alternately until convergence. The update steps are:

\[
b_W = b_W + \eta_W \sum_{j=1}^{m} (\text{err}_{i,j} - \gamma * b_W)
\] (10)

\[
b_H = b_H + \eta_H \sum_{i=1}^{n} (\text{err}_{i,j} - \delta * b_H)
\] (11)

\[
W = W - \frac{XH^T}{XH^T + \alpha W}
\] (12)

\[
H = H - \frac{W^T X}{W^T X + \beta H}
\] (13)

where \( \hat{X}_{i,j} \) is the estimation and calculated via Equation 7, and \( \text{err}_{i,j} = X_{i,j} - \hat{X}_{i,j} \).

3.3 FedSPLIT: One-shot Federated Collaborative Filtering

Fig. 1. Summary of the FedSPLIT methodology. Points 0, 1, 2, and 3 are described in Section 3.3.1. Points 4, 5, and 6 are described in Section 3.3.2. Points 7 and 8 are described in Section 3.3.3. Finally, point 9 is described in Section 3.3.4. Superscript \( G \) is short for \( \text{Global} \).

Now that we have summarized NMF and Collaborative NMF, we introduce our one-shot federated recommendation system named FedSPLIT in this section, which is also summarized in Figure 1 and Algorithm 1. We describe our method in four steps.
Algorithm 1 FedSPLIT(Clients, Processor)

1. \( \mu_{\text{Global}} = \text{Processor.mean} \) \( \triangleright \) Communication, Global mean
2. for client in Clients do
3. \( \text{client.means} = \mu_{\text{Global}} \) \( \triangleright \) Save global mean rating
4. \( \text{client.}W, \text{client.}H, \text{client.}b_W, \text{client.}b_H = \text{CNMF(client.}X, \text{client.means)} \) \( \triangleright \) CNMF to extract local patterns
5. end for
6. Processor \( \leftarrow \text{Download (H)}^T \) and \( b_H \) from each N client \( \triangleright \) Communication, where superscript \( T \) is the transpose
7. Processor.\( b_{\text{Global}} = \frac{1}{N} \sum_{g=0}^{N} b_{H}^g \) \( \triangleright \) Global item biases, where \( b_{H}^g \) is from the \( g \)th client, and \( 0 \leq g \leq N \)
8. Processor.\( X = [(H^1)^T, (H^2)^T, \ldots, (H^N)^T] \) \( \triangleright \) Where \( (H^g)^T \) is from \( g \)th client
9. Processor.\( W_{\text{Global}}, \text{Processor.}[M^1, M^2, \ldots, M^N] = \text{NMF(Processor.}X) \) \( \triangleright \) Standard NMF to extract global patterns
10. Upload \( W_{\text{Global}}, M^g, \) and \( b_{\text{Global}} \) \( \rightarrow \) Clients \( \triangleright \) Knowledge distillation
11. for client in Clients do
12. \( \text{client.}W_* = \text{client.}W \circ (\text{client.}M^g)^T \) \( \triangleright \) In parallel for \( N \) Clients
13. end for

3.3.1 Step 1 - Clients (Local CF via Collaborative NMF). Let us consider a set of \( N \) clients each with their local data \( X^g \in \mathbb{R}_+^{n_g \times m} \), where \( g \) is in range \( 0 \leq g \leq N \), and non-zeros in \( X^g \) are the ratings for \( m \) items (e.g., movies) by \( n_g \) users belonging to the group \( g \). The first step in FedSPLIT involves a small-sized pair of communications between each client and the server, where each client sends the group bias \( \mu^g \) (Equation 6) to the server and receives the global bias \( \mu_{\text{Global}} \) (Equation 14, Line 1 in Algorithm 1) in order to put global bias into consideration of local CNMF:

\[
\mu_{\text{Global}} = \frac{\mu^1 + \mu^2 + \cdots + \mu^g + \cdots + \mu^N}{N}
\]  

(14)

Next, using \( \mu_{\text{Global}} \) and \( X^g \), each of the \( N \) clients trains local CF models in parallel using the Collaborative NMF approach as described in Section 3.2 to obtain local patterns \( W^g \in \mathbb{R}_{+}^{n_g \times k} \) and \( H^g \in \mathbb{R}_{+}^{k \times m} \), and biases \( b^g_w \) and \( b^g_h \) (Lines 2 through 5 in Algorithm 1). At this point each client has a local CF model. However, we would like to utilize federated learning to improve the performance of these local models. Therefore, we proceed with our method where each client next uploads their \((H^g)^T\) and \( b^g_h \) to the server (the superscript \( T \) represents the matrix transpose).

3.3.2 Step 2 - Server (Joint Factorization via NMF). Once the processor receives the local item factors and the item biases from each client, it first forms the global \( X \in \mathbb{R}_+^{n \times (k^1 + k^2 + \cdots + k^g + \cdots + k^N)} \) (Equation 15) and calculates the global item bias (Equation 16) (Line 7 and 8 in Algorithm 1):

\[
X = [(H^1)^T, (H^2)^T, \ldots, (H^N)^T, \ldots, (H^N)^T]
\]  

(15)

\[
b_{\text{Global}}^g = b_{H}^1 + b_{H}^2 + \cdots + b_{H}^g + \cdots + b_{H}^N
\]  

(16)

Because \( X \) is the concatenation of each \((H^g)^T\) from the clients, we can perform joint factorization to identify the global item patterns. However, since the joint factor matrix \( X \) is dense, we can no longer perform updates based on matrix completion as described in Section 3.2. Instead, we apply standard NMF as described in Section 3.1 to obtain the factor matrices \( W_{\text{Global}} \in \mathbb{R}_+^{n \times K} \) and \( H_{\text{Global}} \in \mathbb{R}_+^{K \times (k^1 + k^2 + \cdots + k^g + \cdots + k^N)} \) (Line 9 in Algorithm 1). Here the objective is to estimate common item patterns across the \( N \) groups. We let \( M^g \) represent a slice from \( H_{\text{Global}} \) belonging to group \( g \):

\[
M^g = H_{\text{Global}}^{\text{Global}, k^1 + k^2 + \cdots + k^{g-1}, k^g + k^{g+1} + \cdots + k^N}
\]  

(17)
We also demonstrate how each $M^g$ is obtained in Figure 2. Note that, since the server does not have access to clients’ latent feature matrix for user patterns $W^g$, and the user biases $b^g_{H}$, the server cannot directly re-construct the private data $X^g$ of group $g$. Hence, providing the server with only $(H^g)^T$, $b^g_{H}$, and $\mu^g$ allows minimizing the shared data and providing a level of privacy to the groups. Finally, the server broadcasts $M^g$ to each client $g$ along with $W^{Global}$ and $b^{Global}$. 

3.3.3 Step 3 - Clients (Knowledge Distillation). Once the client $g$ receives the global patterns $M^g$ and $W^{Global}$, and the global item bias $b^{Global}$, the next step is to perform knowledge distillation to transfer the global patterns to the local user factor matrix $W^g$. The goal of this step is to improve the recommendation capability of the local CF model. This is simply done with a single step using $M^g$ as follows (Line 11 through 13 in Algorithm 1):

$$W^{\ast g} = W^g (M^g)^T$$

3.3.4 Step 4 - Clients (Local Recommendations). At this point each of the $N$ clients has an improved client-specific CF model. Using these local distinct models each client can perform rating estimation for recommendations. For example, a rating of movie $j$ for user $i$ in group/client $g$ is now estimated as follows:

$$\hat{X}^{g}_{i,j} = W^{\ast g}_{i,\ast} (W^{Global})^T_{\ast,j} + b^g_{W_i} + b^{Global} + \mu^{Global}$$

3.3.5 Communication Summary. FedSPLIT first performed a setup communication of sharing the average ratings $\mu^g$ to calculate $\mu^{Global}$, which is a small-sized communication (Section 3.3.1). After the initial setup, there was a single round of communication between the clients and the server (Section 3.3.2). Therefore, our approach does not do numerous communications like the iterative federated learning methods for recommendation system [4, 10, 11, 13, 16, 28, 30, 39, 46, 51, 52, 59, 61, 62, 64, 66]. Instead, FedSPLIT performs one-shot communication after the initial small-sized setup.

3.4 Privacy by Design and Practical Implementation Considerations

The goal of FedSPLIT is to increase the feasibility of federated learning for recommendation by reducing the number of rounds of communication between the clients and the server. Federated learning helps in mitigating privacy challenges of ML-based recommender systems by minimizing the data shared with the processor. In this section, we take a closer look at how FedSPLIT contributes to preserving individuals’ privacy and discuss potential limitations of our approach.

3.4.1 Control and flow of data: In FedSPLIT, users have local control of their data $X^g$ within a group, which extends to the context of collaborating organizations where each organization has local control of their data [5, 19, 47]. In addition to their local data, groups also have access to the derived data obtained from the processor, which includes $W^{Global}$, $b^{Global}$, $M^g$, and $\mu^{Global}$. The central aggregator has access to the latent feature matrices $H^g$ and bias vectors $b^g_{H}$ for items, and the average ratings $\mu^g$ from each group. This means that the server does not have access to the raw data of
the groups or users. While communicating the aforementioned derivative data, encryption can be used to reduce the risk of an adversary accessing it in transit. When receiving the data, the aggregator assigns a positional identification number to the received data to return each $M^g$ to the correct group. Because each group trains distinct local CF models locally, the server does not need to store any data after processing and sharing of the results is complete. This removal of data, while minimizing further privacy risks, would require each group to re-participate in training if any of the groups requests a new model. A group may request a new model to utilize newly collected data, or in the case of a user requesting their data to be removed from the system. In the latter case, their raw data (ratings) can just be deleted locally within the group. However, to be GDPR compliant, this user’s data should also be removed from the models. This is an open research question in ML systems [23]. Naively, it would require each group to re-participate in federated learning to build new local models.

3.4.2 Implications of group based design. Our proposed method is designed to federate data from groups of users or a set of organizations. The group-based scenario with users, for example, could include Apple’s Family Sharing and Netflix profile sharing. This group-based design with multiple users has implications for privacy and communication of the data among the group members. For instance, if the group members use a single device for these systems (household scenario), that device can be considered as the client containing the data of the group and participating in federated learning. However, when the members of the group use multiple devices we need to consider the potential ways of data sharing between the members. The first approach could be that each user’s device becomes a client containing data from the other users that are in the same group. This approach would require the members of a group to first aggregate their data among themselves, which has privacy implications for the group. Another option is to take a hierarchical federated learning approach [38], where the members of the group send their data to an intermediate server which becomes the client participating in federated learning. While the second option provides better privacy among the group members, the control of the user data is reduced with the addition of an intermediate server. Another implication of the groups-based approach is that the method needs the presence of a group, which prevents a single user from participating in federated learning. For example, in our experiments we let the minimum number of group members to be 3 to let each group have an adequate number of ratings. The groups approach also extends to the scenarios where a set of organizations would like to collaborate without sharing their users’ data; for example, patients’ medical data from multiple collaborating hospitals and student data from collaborating universities. In the case of collaborating organizations, each participant becomes a client similar to the household scenario. Finally, the benefit of group-based design is that the user information is further abstracted, where the server does not need to know which user belongs to which group or how many users are part of the group.

4 EXPERIMENTS

In this section we showcase our experiment results and perform an empirical privacy audit of FedSPLIT. We first begin with descriptions of the datasets used in our analysis, and the experimental setup.

4.1 Dataset and Experiment Setup

We evaluate our method on the MovieLens 100K and MovieLens 1M datasets, popular benchmarking datasets for evaluating recommendation methods [26]. Specifically, we use the explicit feedback of users for movie ratings, which are between 1 and 5, in our analysis. The statistics of these datasets are provided in Table 1. For pre-processing, we first remove the users that rated less than 20 movies, then remove the movies that have less than 20 ratings, and finally
Table 1. MovieLens 100K and MovieLens 1M datasets statistics.

| Dataset            | Users | Items | Num. Ratings | Sparsity | Mean Num. Groups |
|--------------------|-------|-------|--------------|----------|-----------------|
| MovieLens 100K     | 610   | 9,724 | 100,836      | 0.01     | 36.7 (± 2.613)  |
| MovieLens 1M       | 6,040 | 3,706 | 1,000,209    | 0.05     | 355.50 (± 11.800) |

round up 0.5 ratings to 1. Also, when doing our validation and test splits, we ensure that the users and movies in the training set have at least 1 rating associated with them.

When evaluating FedSPLIT, we randomly assign users to be part of the groups with randomly selected (from a uniform distribution) sizes between 3 and 30. To show that our results are statistically significant, we run our experiments multiple times by splitting the users into groups 10 times for the MovieLens 100k dataset, and 4 times for the bigger MovieLens 1M dataset, where each time we use a distinct random seed. For the non-private CF model baseline (baselines will be explained in Section 4.3), which is not based on groups but rather a single matrix, each distinct experiment with different random seed is used to select a different test set. This way, we report our mean results with a 95% Confidence Interval (CI). Table 1 also includes the average number of groups we generate per experiment.

We test the performance of our method on a held-out test set of size 20% of that of the entire dataset. For the non-private CF models and each groups’ local CF models, the hyper-parameter tuning is performed using validation set sized at 20% of the training-set with 5 fold cross-validation (CV) per tuning trial using a popular package named Optuna [2]. We run 100 tuning trials for the MovieLens 100K dataset, and 50 tuning trials for the bigger MovieLens 1M dataset. The latent factor matrices for the non-private CF and each groups’ local CF are initialized randomly, and the following hyper-parameters are tuned by running the models a maximum of 100 iterations (ranges are given in parentheses): $\alpha$ (0.04-0.08, log-scale), $\beta$ (0.04-0.08, log-scale), $\gamma$ (0.01-0.04, log-scale), $\delta$ (0.01-0.04, log-scale), $\eta_W$ (0.002-0.009, log-scale), $\eta_H$ (0.002-0.009, log-scale), and $k$ (2-\[\min(n^g, 21) – 1\]). To tune the NMF performed by the server (Section 3.3.2), we test for $k \in [2, 4, 6, \ldots , 30]$ with 5 fold CV for each $k$ (again 20% validation-set size), with maximum 1,000 iterations, and latent factor matrices are initialized with Non-negative Double Singular Value Decomposition (NNDSDV) [8]. After the tuning, we run the ultimate CF models for a maximum of 500 iterations using the found optimal hyper-parameters.

4.2 Performance Analysis

The goal of federated learning is to utilize data from all users to build better performing ML models, while also preserving the privacy of the user data. Therefore, we begin the analysis of FedSPLIT by measuring its improvement of recommendation performance for each groups’ model. To do this, we compare the RMSE of distinct local models obtained with FedSPLIT to traditional CF with CNMF for each group across all experiments for both of datasets.

Table 2. Numerical summary of Figure 3.

| Dataset            | Num. Groups | Num. Improved | RMSE Improve | RMSE Reduce | Members-RMSE Pearson | Ratings-RMSE Pearson |
|--------------------|-------------|---------------|--------------|-------------|-----------------------|----------------------|
| MovieLens 100K     | 363         | 359           | -0.22 (± 0.008) | 0.07 (± 0.092) | -0.06                 | -0.11                |
| MovieLens 1M       | 1,422       | 1,420         | -0.31 (± 0.005) | 0.07 (± 0.361) | -0.12                 | -0.16                |

In Figure 3, we show the RMSE for each group (sorted by the RMSE difference between the local standard CF and the local model after FedSPLIT) obtained using FedSPLIT and standard CF (CNMF), how much group RMSE from CNMF changes after FedSPLIT, and the number of members and ratings belonging to the group. Numerical summary of the figure is also provided in Table 2. The displayed results are for the groups from all runs of the experiments (10 times for MovieLens 100k, and 4 times for MovieLens 1M).
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Fig. 3. Compare RMSE scores of groups for FedSPLIT and standard CF, and show how much FedSPLIT improves groups’ recommendation capability. We also show the number of ratings and members of each group. Results are shown for the groups from all runs of the experiments (10 times for MovieLens 100k, and 5 times for MovieLens 1M).

The first row of Figure 3 shows that FedSPLIT improves the RMSE scores for the majority of the groups for both of the datasets. This can also be seen in the last row of the figure which shows the difference in RMSE between standard CF and FedSPLIT. While a small number of the groups see a drop in performance (increased RMSE) in the MovieLens 100K dataset (6 groups), where the RMSE is increased by 0.07 on average, the remainder of the 365 groups see an average of 0.22 RMSE drop (Table 2). In MovieLens 1M dataset, all but two groups see an average of 0.31 reduction in RMSE (performance improvement). Also, the number of group members and ratings have almost no correlation to the improvement in performance, which is pointed out by fluctuating numbers in rows 2 and 3 in Figure 3, and the Pearson correlation score in Table 2. We noticed, however, that the groups that saw an increase in RMSE (performance reduction) in the MovieLens 100K dataset, and the groups that saw a small reduction in RMSE (performance improvement) are the ones with a smaller number of members and ratings. Despite this, many other groups with smaller number of members and ratings do see higher improvement in recommendation capabilities. In summary, our results suggest that FedSPLIT can improve the recommendation capability of local models using federated learning.
### 4.3 Baseline Comparisons

Next, we compare our approach to state-of-the-art federated recommendation baselines in this section. To the best of our knowledge, FedSPLIT is the first one-shot federated learning recommendation system. Previous works on one-shot federated learning focused on supervised and semi-supervised classification tasks for image and text [24, 25, 29, 37, 49, 65, 67]. Hence, our baselines are federated recommenders with iterative updates. Our goal in this section is to show that our one-shot federated communication approach can perform similar or better to the baseline models that require multi-round client participation.

Table 3. Comparison of RMSE scores from both datasets for our one-shot federated method, baseline federated learning models (multi-round communication, sorted by the rounds of communications), and standard CF. Results of our approach, and best performing methods per section are in bold. Not Available (NA) is used if the prior work did not provide the particular information. Symbol ~ is used when the information was not numerically reported (ex. reading from a plot), and we report it to the best of our understanding. For CLFM-VFL [66], FedRec [39], and the baseline using homomorphic encryption [13], we also provide the scores for their lowest reported number of iterations.

| Method               | Reference        | # of Comm. Rounds | MovieLens 100K | MovieLens 1M |
|----------------------|------------------|-------------------|----------------|--------------|
| Standard CF          |                  |                   |                |              |
| Non-Private/Standard CF (CNMF) | -                 | -                 | 0.71 (± 0.006) | 0.76 (± 0.006) |
| Groups’ Local CF (CNMF) | -                 | -                 | 1.00 (± 0.022) | 1.22 (± 0.013) |
| Iterative Federated Baselines |              |                   |                |              |
| CLFM-VFL             | [66]             | 1–175             | ~3.80 (NA) ~ 1.00 (NA) | NA |
| FedRec (SVD++)       | [39]             | 10–100            | ~0.95 (NA) 0.92 (± 0.005) | ~0.90 (NA) 0.84 (± 0.001) |
| Homomorphic Encryption| [13]             | 10–100            | ~3.40 (NA) ~ 1.03 (NA) | NA |
| FCMF                 | [61]             | 50                | 0.95 (± 0.005) | 0.88 (± 0.001) |
| FedRec               | [52]             | 500               | NA             | 0.90 (NA)   |
| FedGNN               | [59]             | NA (> 1)          | 0.92 (NA)     | 0.84 (NA)   |
| Two-order FedMMF     | [62]             | NA (> 1)          | 0.92 (± 0.003) | NA          |
| FedMF                | [10, 59]         | NA (> 1)          | 0.94 (NA)     | 0.87 (NA)   |
| FCF                  | [4, 59]          | NA (> 1)          | 0.95 (NA)     | 0.87 (NA)   |
| One-shot Federated CF|                  |                   |                |              |
| FedSPLIT             | (ours)           | 1                 | 0.78 (± 0.016) | 0.91 (± 0.016) |

Our baseline models are FedRec with SVD++ [39] (federated factorization method via batching and stochastic updates), Two-order FedMMF [62] (federated masked matrix factorization via secret sharing), FedGNN [59] (federated graph neural network), FedMF [10] (federated matrix factorization with homomorphic encryption, scores obtained from [59]), FCF [4] (first federated CF that uses iterative gradient sharing, scores obtained from [59]), FCMF [61] (federated collective matrix factorization for heterogeneous feedback data with differential privacy and homomorphic encryption), CLFM-VFL [66] (federated learning based on clustering), another homomorphic encryption based method [13], and FedRecon [52] (partially local federated learning approach based on meta learning). We also provide results for non-private (standard) CF using CNMF (single matrix with all users), and the results from each group’s local CF model prior to obtaining improved local models with FedSPLIT. The baseline comparison results with RMSE scores for both datasets are provided in Table 3. In this table, the reported RMSE scores for groups’ CF, and FedSPLIT is the average of the all groups obtained from each run of the experiments. Also, the reported RMSE scores for the rest of the baselines are extracted from the publication in the “Reference” column. Note that for three of our baselines (CLFM-VFL [66], FedRec [39], and Homomorphic Encryption [13]) we have also included their score at the lowest reported iteration (communication round). Since these federated methods are designed to be iterative (i.e. not one-shot), their reported best score require more rounds of iterations.
The results in Table 3, similar to the results shown in Section 4.2, show that the groups’ recommendation performance improves with FedSPLIT. For MovieLens 100K, before the local models are updated with FedSPLIT, the average RMSE for the groups is 1.00. With FedSPLIT, the average RMSE drops to 0.78. We notice a similar improvement for the MovieLens 1M dataset as well. We can also see that FedSPLIT significantly outperforms the baseline federated recommender systems for MovieLens 100K. On the MovieLens 1M dataset, FedSPLIT performs slightly worse than the baselines. This can be attributed to the more noisy groups with high RMSE scores (see Figure 3, left side of the plot on row 1 column 2). Since the reported RMSE for our method is the average of all groups, the groups with high RMSE bring up the average score. For example, 30.45% of the groups achieve RMSE of 0.84 or better (which corresponds to the best baseline on this dataset) with mean RMSE of 0.76. In fact, we can match the mean RMSE of 0.84 if we set RMSE cut-off as 0.96 which corresponds to 68.28% of the groups. To potentially improve the overall performance of our approach and handle the noisy groups, the low-performing groups can be removed from federated learning based on their local models’ performance, which we discuss in Section 5 as future work.

Despite our RMSE being the highest for the MovieLens 1M dataset, our RMSE is still close to the baselines, and we achieve this score with a one-shot method while the baselines require multi-round client participation. We can further emphasize the strength of FedSPLIT if we compare the communication cost against the baselines that reported their results per iteration basis (rounds of communication). FedRec (SVD++) needed 100 rounds of communication to achieve RMSE of 0.84 [39]. The approximate performance of their model at 10 rounds of communication (the lowest they have provided) for MovieLens 100K is RMSE of ~0.95 and RMSE of ~0.90 for MovieLens 1M [39]. Similarly, homomorphic encryption-based approach reports RMSE of ~3.40 at 10th communication [13] and clustering approach reports ~3.8 RMSE at the 1st communication [66] for MovieLens 100K. Finally, it can be seen that standard CF with CNMF performs significantly better with lower RMSE scores for giving recommendations. However, the standard CF, which relies on gathering raw user data in a centralized server to generate the model, compromises privacy for this level of utility.

### 4.4 Initial Privacy Audit

Motivated by [9], we analyze the ability of an adversary to learn users’ data through inference attacks given levels of auxiliary information on the MovieLens 100k dataset, and present our results in Figure 4. FedSPLIT assumes trust at the group level such that the original data $X^g$, and the derived user patterns $W^g$ are private. Each group sends $(H^g)^T$ and $b^g_H$ to the central server which also has access to $\mu^{Global}$. This creates an opportunity for an adversary within the group, or anyone who would be able to gain access, to perform a dataset reconstruction attack to derive the raw ratings $X^g$. Within our threat model, we assume that the adversary has background knowledge of some of the original
ratings in $X^g$ to create $X^g_{\text{subset}}$ containing the subset data. In addition, as mentioned before, FedSPLIT abstracts user information in the context of groups and the shared privacy preserving latent factors are with respect to the items. This means that the adversary may not directly know the number of users present in the group while having access to $(H^g)^T$ and $b_H^g$ alone. Therefore, our adversarial model also assumes that the adversary knows the number of users belonging to the group $g$. Then, the adversary attempts to use $X^g_{\text{subset}}$, $(H^g)^T$, $b_H^g$ and $\mu_{\text{Global}}$ to learn a user feature matrix $W^g_{\text{adv}}$ to approximate/reconstruct $X^g$. This attack is conducted by performing $W$-update (Equation 12) and $b^g_{W}$-update (Equation 10) optimizing Equation 9 w.r.t. parameters $W^g_{\text{adv}}$ and $b^g_{W}$. We measure the success of the adversary’s ability to reconstruct the original non-zero review values using relative error (Equation 4) between $X^g$ and $X^g_{\text{adv}}$ (Equation 7).

In our experiment, we give the adversary an increasing percentage access (5% to 100% with a step size of 5%) of users within a group (User Inference Attack, rows), of the group’s entire movie reviews (Movie Inference Attack, columns), and of movie and user review pairs individually (Ratings Inference Attack, non-zero entries) from $X^g$. We run our attack against each group obtained from 10 experiment runs (Section 4.1), and report mean relative error with 95% CI.

As we gain access to entire movie ratings (columns) incrementally, as well as each rating (non-zero entry), we see a near-linear increase in the knowledge gained in reconstruction as shown in Figure 4. We can attribute the correlated results between the two attacks to columns of $X^g$ being sparse (i.e., $n^g$ users in the group $g$ rated a small-subset of $m$ movies), and thus sampling sparse columns or non-zero entries result in a similar number of non-zeros in $X^g_{\text{subset}}$.

Meanwhile, since the number of users $n^g$ is significantly smaller than the number of movies $m$ or the number of non-zero entries in $X^g$, the user-inference attack requires a larger percentage step-size to obtain a unit increase in the sampled number of users which corresponds to increased information (or entries in $X^g_{\text{subset}}$). Overall, for each inference attack, the best result is further away from the perfect reconstruction, even when the adversary has complete knowledge of the data. The inexact reconstruction is attributed to the loss of information in low-rank approximation, which makes the exact reconstruction of the raw data challenging while further enhancing the level of privacy in FedSPLIT.

5 FUTURE WORK

Inspired by the previous one-shot federated learning work that use local model selection to improve the results [25], potential areas of future work include carefully selecting the groups that participate in federated learning based on their local performance of the standard CF model or based on the number of members or ratings a group has. In addition, our approach is based on groups, which leaves out single user participants as pointed out in Section 3.4.2. One possible approach to provide local models to the single users is to perform regression with respect to a randomly initialized $W^g$ while minimizing $\|X^g - W^g(W_{\text{Global}})^T)\|^2_F$. This could enable a single user to utilize Equation 19 without $b^g_{W}$ for performing local recommendations. We also leave this for future work. Other future work may include incorporating differential privacy [14] to FedSPLIT to further increase the preservation of individual’s privacy.

6 CONCLUSION

In this paper, we have introduced the first approach to recommendation based on one-shot federated learning and collaborative filtering, named FedSPLIT. With FedSPLIT, we obtain client specific recommendations with only a single pair of communications between the server and its clients, after the small initial communication. Our approach utilizes joint non-negative matrix factorization and knowledge distillation. We evaluated our method on two popular recommendation benchmark datasets. Our analysis and results suggest that FedSPLIT improves the predictive capabilities of local standard CF models, and obtains similar or better scores with a one-shot approach compared to the state-of-the-art federated recommendation methods that require multi-round client participation.
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