Spontaneous motion of a camphor particle with a three-mode modification from a circle
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Spontaneous motion of a camphor particle with a slight modification from a circle is investigated. The effect of the shape on the motion is discussed using the perturbation method. The results predict that a camphor particle with a three-mode modification from a circle moves in the direction of a corner for the smaller particle, while it moves in the direction of a side for the larger particle. The numerical simulation results well reproduce the theoretical prediction. The present study will help the understanding on the effect of the particle shape on the spontaneous motion.

I. INTRODUCTION

The motion of living organisms has attracted interest of researchers on wide varieties of natural and social sciences. Physicists have been studying on the mechanism of the motion of living organisms such as bacteria, bird flocks, and fish schools. From a standpoint of physics, living organisms can drive themselves by dissipating free energy under nonequilibrium conditions. In this sense, self-propelled particles are one of the important examples for nonequilibrium systems. Therefore, it is also important and interesting to investigate the characteristics of self-propelled particles designated by physico-chemical systems, in which we can easily change or control the experimental parameters. There have been a lot of experimental and theoretical studies on self-propelled particles and their collective behaviors [1–5].

In considering the motion of such self-propelled particles, the symmetric properties are important in general. For example, the correlation between the cell shape and its migration direction was reported [6]. Ohta and Ohkuma have developed a theoretical framework only considering the symmetric properties [2, 7]. Their model has been further improved and adapted to a lot of kinds of systems [8, 9]. However, Ohta-Ohkuma model only suggests minimum criteria on the possible coupling between variables, and it is necessary to discuss the actual systems to determine the coupling constants.

A camphor-water system is a useful experimental system to investigate the coupling between the shape and the self-propulsion since we can design the shape of the particle. This system has been intensively studied as a good example of the self-propelled particle, where a camphor particle exhibits a spontaneous motion owing to the surface tension gradient generated by itself [10–18]. A camphor particle releases camphor molecules to the water surface, which make surface concentration field around the particle. The surface tension gradient owing to the surface concentration field generates the force and torque working on the camphor particle. The camphor particle shape is therefore an important factor to determine the characteristics of the spontaneous motion because the concentration field is affected by the camphor particle shape. Moreover, the particle shape also affects the force and torque, since the they result from the surface tension at the particle periphery. Actually, there have been several studies focusing on the effect of its shape or deformation [13, 19–23]. We also previously investigated the motion of an elliptic camphor particle as the most fundamental modification from a circle [24, 25]. In our previous study, we performed a perturbation approach and calculated the change in the bifurcation point at which the rest state is destabilized and spontaneous motion appears. The analysis predicts that an elliptic camphor particle is propelled in the direction of its minor axis, and experimental and numerical results support the theoretical prediction. The perturbation approach was adopted to a camphor particle with a higher-mode modification from a circle, but we could not obtain nontrivial results [18]. That is to say, the previous approach is only applicable to a camphor particle with a two-mode modification from a circle. To discuss a camphor particle with a generic shape, we should develop analytical methods.

In the present study, we analyze a camphor particle motion in a more generic way than in the previous work; We calculate the force and torque when the camphor particle is moving at a constant velocity. As a result, we obtain nontrivial results for the camphor particle with the three-mode modification from a circle. First, we introduce a theoretical model for the camphor particle motion in Sec. II. In Sec. III, we consider the case with a circular camphor particle and then a camphor particle with the n-mode modification from a circle. We especially focus on the two- and three-mode modification. Then, we check the validity of the analysis using numerical calculation in Sec. IV and we discuss the correspondence to the actual systems and the application to the other systems in...
II. THEORETICAL MODEL

The theoretical model used here is the same as the one used in the previous work \(^\text{14, 18, 24, 25}\). The model is composed of a reaction-diffusion equation for the dynamics of the surface concentration of camphor molecules, \(u(r, t)\) for \(r = (x, y) \in \mathbb{R}^2\), and the Newtonian equations for the dynamics of the center position \(r_c\) and characteristic angle \(\theta_c\) of the camphor particle.

As for the dynamics of the surface concentration of camphor molecules, \(u(r, t)\), we have

\[
\frac{\partial u}{\partial t} = D \nabla^2 u - au + \frac{S_0}{A} \Theta(r; r_c, \theta_c),
\]

where the first, second, and third terms of the right-hand side correspond to the diffusion at the water surface, the evaporation to the air, and the release of camphor molecules from the particle, respectively. \(D\) is the diffusion coefficient, and \(a\) is the evaporation rate of camphor molecules from the surface. It should be noted that the transport by Marangoni effect due to the surface tension gradient is assumed to be included in the diffusion term \(^\text{34, 50}\), where \(D\) should be an “effective” diffusion coefficient. Here, \(S_0\) is the amount of camphor molecules released to the water surface per unit time, and \(A\) is the basal area of the camphor particle. The release term is explicitly described as

\[
\Theta(r; r_c, \theta_c) = \begin{cases} 
1, & r \in \Omega(r_c, \theta_c), \\
0, & r \not\in \Omega(r_c, \theta_c).
\end{cases}
\]

(2)

Here, \(\Omega(r_c, \theta_c)\) is the region in \(\mathbb{R}^2\), which corresponds to the inside of the camphor particle, and it is described as

\[
\Omega(r_c, \theta_c) = \{ r \mid \mathcal{R}(-\theta_c)(r - r_c) \in \Omega_0 \},
\]

(3)

where \(\Omega_0\) corresponds to the region of the camphor particle when \(r_c = 0\) and \(\theta_c = 0\). \(\mathcal{R}(\theta)\) is the two-dimensional rotation matrix,

\[
\mathcal{R}(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}.
\]

(4)

It is noted that the area of \(\Omega_0\) is equal to \(A\).

As for the dynamics of the center position \(r_c\) and the characteristic angle \(\theta_c\) of the camphor particle, we have

\[
I \frac{d^2 \theta_c}{dt^2} = -\eta_r \frac{d \theta_c}{dt} + N,
\]

(6)

where \(m, I, \eta_r\), and \(N\) represent the mass, the moment of inertia, the resistance coefficient for translational motion, and the one for rotational motion, respectively. The force \(F\) and torque \(N\) are given as

\[
F = \int_{\partial \Omega(r_c, \theta_c)} \gamma(u(r')) n(r') dl',
\]

\[
= \int_{\Omega(r_c, \theta_c)} \nabla' \gamma(u(r')) dA',
\]

\[
N = \int_{\partial \Omega(r_c, \theta_c)} r' \times \gamma(u(r')) n(r') dl',
\]

\[
= \int_{\Omega(r_c, \theta_c)} r' \times \nabla' \gamma(u(r')) dA',
\]

(7)

where \(dl'\) is the arc element along the periphery \(\partial \Omega(r_c, \theta_c)\) of the region \(\Omega(r_c, \theta_c)\), \(n(r)\) is a unit normal vector directing outward of the particle at \(r\), \(dA'\) is the area element on \(\Omega(r_c, \theta_c)\), \(\gamma(u)\) is a function for the surface tension depending on the camphor molecule concentration. It is known that \(\gamma(u)\) is a decreasing function \(^\text{37}\) and, for simplicity, we assume a linear relationship,

\[
\gamma(u) = \gamma_0 - \Gamma u,
\]

(9)

where \(\gamma_0\) is the surface tension of pure water, and \(\Gamma\) is a positive constant.

These equations are transformed into the dimensionless form in which length, time, concentration, and force units are \(\sqrt{D/\eta}\), \(1/\eta\), \(S_0/\eta\), and \(\Gamma S_0/\sqrt{\eta D}\), respectively. The dimensionless form used for the theoretical analysis is as follows:

\[
\frac{\partial u}{\partial t} = \nabla^2 u - u + \frac{1}{A} \Theta(r; r_c, \theta_c),
\]

(10)

\[
\Theta(r; r_c, \theta_c) = \begin{cases} 
1, & r \in \Omega(r_c, \theta_c), \\
0, & r \not\in \Omega(r_c, \theta_c),
\end{cases}
\]

(11)

\[
\Omega(r_c, \theta_c) = \{ r \mid \mathcal{R}(-\theta_c)(r - r_c) \in \Omega_0 \},
\]

(12)

\[
m \frac{d^2 r_c}{dt^2} = -\eta_r \frac{d r_c}{dt} + F,
\]

(13)

\[
I \frac{d^2 \theta_c}{dt^2} = -\eta_r \frac{d \theta_c}{dt} + N,
\]
\[ F = - \int_{\partial \Omega(r_c, \theta_c)} u(r') n(r') dr' \]
\[ = - \int_{\Omega(r_c, \theta_c)} \nabla' u(r') dA', \quad (15) \]

\[ N = - \int_{\partial \Omega(r_c, \theta_c)} r' \times u(r') n(r') dr' \]
\[ = - \int_{\Omega(r_c, \theta_c)} r' \times \nabla' u(r') dA'. \quad (16) \]

Here, we consider the case that the camphor particle shape for \( r_c = 0 \) and \( \theta_c = 0 \) is denoted as
\[ r = R (1 + \epsilon f(\theta)), \quad (17) \]
in the two-dimensional polar coordinates, where \( \epsilon \) is an infinitesimally small parameter. In other words, \( \Omega_0 \) is represented as
\[ \Omega_0 = \{ r(\theta) \mid r \leq R (1 + \epsilon f(\theta)) \}. \quad (18) \]
As for the explicit form of \( f(\theta) \), we consider a sinusoidal function with wave number \( n \),
\[ f(\theta) = \cos n \theta, \quad (19) \]
where \( n \in \mathbb{N} \) and \( n \geq 2 \).

III. THEORETICAL ANALYSIS

A. Perturbation methods

In our analysis, we adopt the perturbation methods with regard to the two infinitesimally small parameters: the modification amplitude from a circular shape \( \epsilon \) and the translational speed \( \delta \) \cite{24, 25}. By considering the degree of freedom for \( \theta_c \), we can set the \( x \)-axis to meet the direction of translational velocity of the camphor particle without losing generality, and we consider the co-moving frame with the camphor particle. The position of the center of mass of the camphor particle is set to the origin. In the co-moving frame, whose velocity in the laboratory frame is \( \delta e_x \), Eq. \( (10) \) is transformed into
\[ \frac{\partial u}{\partial t} - \delta e_x \cdot \nabla u = \nabla^2 u - u + \frac{1}{A} \Theta(r; 0, \theta_c). \quad (20) \]
Here, we calculate the steady-state concentration \( u \), which satisfies
\[ -\delta e_x \cdot \nabla u = \nabla^2 u - u + \frac{1}{A} \Theta(r; 0, \theta_c). \quad (21) \]
The steady-state concentration field \( u \) is expanded with regard to the parameters \( \delta \) and \( \epsilon \) as
\[ u = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \delta^i \epsilon^j u_{i,j}, \quad (22) \]
By substituting Eq. \( (22) \) in Eq. \( (20) \), we obtain
\[ 0 = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \epsilon^j \left[ \nabla^2 u_{0,j} - u_{0,j} \right] + \frac{1}{A} \Theta(r; 0, \theta_c), \quad (23) \]
for the order of \( \delta^0 \) and
\[ -\sum_{j=0}^{\infty} \epsilon^j e_x \cdot \nabla u_{i-1,j} = \sum_{j=0}^{\infty} \epsilon^j \left[ \nabla^2 u_{i,j} - u_{i,j} \right], \quad (24) \]
for the order of \( \delta^1 (i \geq 1) \).

Considering that \( \Theta(r; 0, \theta_c) \) has a discontinuity at the boundary of \( \Omega(0, \theta_c) \), explicitly described in the polar coordinates as
\[ r = R [1 + \epsilon F(\theta)] \]
\[ = R [1 + \epsilon (\theta - \theta_c)] \]
\[ = R [1 + \epsilon \cos n (\theta - \theta_c)], \quad (25) \]
the steady-state concentration fields \( u \) are obtained separately in the regions inside and outside of \( \Omega(0, \theta_c) \), which are denoted as \( u^{(i)} \) and \( u^{(o)} \), respectively. Here, it should be noted that \( \theta_c \) has \([2\pi/n]\)-periodicity. The continuity conditions between \( u^{(i)} \) and \( u^{(o)} \) are required; \( u \) should be \( C^1 \)-class, because the discontinuity of \( \Theta(r; 0, \theta_c) \) in Eq. \( (23) \) should be compensated by \( \nabla^2 u \), and therefore the second derivative of \( u \) should have discontinuity. The continuity conditions are explicitly expressed as
\[ u^{(i)} (R(1 + \epsilon F(\theta)), \theta) = u^{(o)} (R(1 + \epsilon F(\theta)), \theta), \quad (26) \]
and
\[ \frac{\partial u^{(i)}}{\partial r} \bigg|_{r=R(1+\epsilon F(\theta))} = \frac{\partial u^{(o)}}{\partial r} \bigg|_{r=R(1+\epsilon F(\theta))}. \quad (27) \]
By describing \( u^{(i)} \) and \( u^{(o)} \) by the expansion as
\[ u^{(i)} = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \delta^i \epsilon^j u_{i,j}^{(i)}, \quad (28) \]
\[ u^{(o)} = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \delta^i \epsilon^j u_{i,j}^{(o)}, \quad (29) \]
these conditions are expressed as
\[ u^{(i)}_{i,0}(R, \theta) = u^{(o)}_{i,0}(R, \theta), \quad (30) \]
\[ \frac{\partial u^{(i)}_{i,0}}{\partial r} \bigg|_{r=R} = \frac{\partial u^{(o)}_{i,0}}{\partial r} \bigg|_{r=R}, \quad (31) \]
for the order of \( \epsilon^0 \delta^i (i \geq 0) \), and
\[ \sum_{k=0}^{\nu} \frac{1}{k!} \left[ R F(\theta) \right]^k \frac{\partial^k u^{(i)}_{i,v-k}}{\partial r^k} \bigg|_{r=R} = \sum_{k=0}^{\nu} \frac{1}{k!} \left[ R F(\theta) \right]^k \frac{\partial^k u^{(o)}_{i,v-k}}{\partial r^k} \bigg|_{r=R}, \quad (32) \]
\[
\sum_{k=0}^{\nu} \frac{1}{k!} [RF(\theta)]^k \frac{\partial^{k+1} u_{i,v}^{(i)}}{\partial \theta^{k+1}} |_{r=R} = \sum_{k=0}^{\nu} \frac{1}{k!} [RF(\theta)]^k \frac{\partial^{k+1} u_{i,v}^{(o)}}{\partial \theta^{k+1}} |_{r=R},
\]
\tag{33}
\]

for the order of \( e^{\nu} \delta^i \) \((\nu \geq 1, i \geq 0)\). In the present study, we consider the terms up to \( \delta^5 \) and \( \epsilon^1 \).

It should be noted that the area \( A \) of \( \Omega_0 \) is obtained as

\[
A = \pi R^2 \left( 1 + \frac{1}{2} \epsilon^2 \right),
\tag{34}
\]

for the shape in Eq. \(25\) \((n \geq 2)\). Here, the term proportional to \( \epsilon^2 \) can be neglected since we only consider the concentration up to the order of \( \epsilon \).

### B. Circular camphor particle

First, we consider the case with no modification from a circle. This corresponds to the concentration field \( u_{i,0} \). \( u_{i,0} \) is obtained in the polar coordinates \(24, 25\) as

\[
u^{(i)} = \frac{1}{\pi R^2} \frac{R}{2} [RK_1 (R) I_0 (r) - RK_2 (R) I_1 (r)] \cos \theta,
\tag{37}
\]

\[
u^{(o)} = \frac{1}{\pi R^2} \frac{R}{2} [-r I_1 (R) K_0 (r) + r I_2 (R) K_1 (r)] \cos \theta,
\tag{38}
\]

\[
u^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{32} [r^2 (K_0 (R) I_0 (r) - K_2 (R) I_1 (r))
\tag{39}
\]

\[
u^{(o)} = \frac{1}{\pi R^2} \frac{R^2}{32} [r^2 (I_0 (R) K_0 (r) - I_2 (R) K_1 (r))
\tag{40}
\]

\[
u^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{128} (r^2 K_2 (R) I_2 (r) - K_0 (R) I_0 (r)) + 4r (RK_1 (R) I_0 (r) - r K_0 (R) I_1 (r)) \cos \theta
\tag{41}
\]

\[
u^{(o)} = \frac{1}{\pi R^2} \frac{R^2}{32} [r^2 (I_0 (R) K_0 (r) - I_2 (R) K_2 (r))
\tag{42}
\]

\[
u^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{128} (r^2 K_2 (R) I_2 (r) - K_0 (R) I_0 (r)) + 4r (RK_1 (R) I_0 (r) - r K_0 (R) I_1 (r)) \cos \theta
\tag{43}
\]

Using these descriptions, the force and torque in Eqs. \(13\) and \(19\) are calculated as

\[
F = [f_1,0 \delta - f_3,0 \delta^3] e_x,
\tag{44}
\]

\[
N = 0,
\tag{45}
\]

where

\[
f_{1,0} = \frac{R^2}{4} [I_0 (R) K_0 (R) - I_2 (R) K_2 (R)],
\tag{46}
\]

\[
f_{3,0} = \frac{R^4}{32} [-I_0 (R) K_0 (R) + \frac{2}{R^2} I_1 (R) K_1 (R)
\tag{47}
\]

\[
+ I_2 (R) K_2 (R)].
\tag{48}
\]

Here \( f_{1,0} > 0 \) and \( f_{3,0} > 0 \) for \( v R > 0 \).

These results suggest that a circular camphor particle moves if \( \eta_t < f_{1,0} \) and that it stops if \( \eta_t > f_{1,0} \). Considering \( f_{3,0} > 0 \), this can be considered as a supercritical pitchfork bifurcation or drift bifurcation in dynamical systems. These results are the same as the ones shown in the previous work \(18, 24, 25\).

### C. Camphor particle with the \( n \)-mode shape

In the case for a camphor particle with the \( n \)-mode modification from a circle as shown in Eq. \(25\), the expanded concentrations can be explicitly given as

\[
u^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{32} [r^2 K_n (R) I_n (r)] \cos n(\theta - \theta_c),
\tag{49}
\]

\[
u^{(o)} = \frac{1}{\pi R^2} \frac{R^2}{32} [r^2 I_n (R) K_n (r)] \cos n(\theta - \theta_c),
\tag{50}
\]
\[ u_{1,1}^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{4} \left[ -rK_n(R)I_n(r) + RK_{n-1}(R)I_{n-1}(r) \right] \times \cos((n-1)\theta - n\theta_c) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{4} \left[ -rK_n(R)I_n(r) + RK_{n+1}(R)I_{n+1}(r) \right] \times \cos((n+1)\theta - n\theta_c). \]  
\[ (49) \]

\[ u_{1,1}^{(o)} = \frac{1}{\pi R^2} \frac{R^2}{4} \left[ -rI_n(R)K_n(r) + RI_{n-1}(R)K_{n-1}(r) \right] \times \cos((n-1)\theta - n\theta_c) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{4} \left[ -rI_n(R)K_n(r) + RI_{n+1}(R)K_{n+1}(r) \right] \times \cos((n+1)\theta - n\theta_c). \]  
\[ (50) \]

\[ u_{2,1}^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{32} \left[ R^2K_{n-2}(R)I_{n-2}(r) \right] \]
\[ -2rRK_{n-1}(R)I_{n-1}(r) \]
\[ + r^2K_n(R)I_n(r) \cos((n-2)\theta - n\theta_c) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{16} \left[ -n+1 \right] \]
\[ + \left( r^2 + R^2 \right)K_{n-1}(R)I_{n-1}(r) \]
\[ - n - 1 \]
\[ + rRK_{n+1}(R)I_{n+1}(r) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{32} \left[ r^2K_{n-2}(R)I_{n-2}(r) \right] \cos((n+2)\theta - n\theta_c). \]  
\[ (51) \]

\[ u_{2,1}^{(o)} = \frac{1}{\pi R^2} \frac{R^2}{32} \left[ R^2I_{n-2}(R)K_{n-2}(r) \right] \]
\[ -2rRI_{n-1}(R)K_{n-1}(r) \]
\[ + r^2I_n(R)K_n(r) \cos((n-2)\theta - n\theta_c) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{16} \left[ -n+1 \right] \]
\[ + \left( r^2 + R^2 \right)I_{n-1}(R)K_{n-1}(r) \]
\[ - n - 1 \]
\[ + rRI_{n+1}(R)K_{n+1}(r) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{32} \left[ r^2I_{n-2}(R)K_{n-2}(r) \right] \cos((n+2)\theta - n\theta_c). \]  
\[ (52) \]

\[ u_{3,1}^{(i)} = \frac{1}{\pi R^2} \frac{R^2}{384} \left[ R^3K_{n-3}(R)I_{n-3}(r) \right] \]
\[ -3rR^2K_{n-2}(R)I_{n-2}(r) \]
\[ + 3R^2K_{n-1}(R)I_{n-1}(r) \]
\[ - r^3K_n(R)I_n(r) \cos((n-3)\theta + n\theta_c) \]
\[ + \frac{1}{\pi R^2} \frac{R^2}{128} \left[ -n+1 \right] \]
\[ - R \left( \frac{2(n+1)}{n}r^2 + R^2 \right)K_{n-1}(R)I_{n-1}(r) \]
\[ - r \left( r^2 + 2(n-2)R^2 \right)K_n(R)I_n(r) \]
\[ + r^2R \left( -n - 2 \right)K_{n+1}(R)I_{n+1}(r) \]
\[ \times \cos((n-1)\theta - n\theta_c). \]  
\[ (53) \]
where Eqs. (15) and (16) are calculated. In the case of $n (o, \pi) = 1 (2)$
$$f_1 = 3 (2) + 1 + 1 n^2 \pi R$$
$$f_2 = 3 (2) + 1 + 1 n^2 R$$
$$I_n (R) K_n (r)$$
$$\cos ((n - 3) \theta - n \theta_c)$$
$$+ \frac{1}{\pi R^2} \left[ \frac{n + 1}{n - 1} n^2 \pi R \right]$$
$$I_n (R) K_n (r)$$
$$\cos ((n - 1) \theta - n \theta_c)$$
$$+ \frac{1}{\pi R^2} \left[ \frac{n + 2}{n} n^2 \pi R \right]$$
$$I_n (R) K_n (r)$$
$$\cos ((n + 1) \theta - n \theta_c)$$
$$+ \frac{1}{\pi R^2} \left[ -r^3 I_n (R) K_n (r) \right]$$
$$+ 3 r^2 R I_{n+1} (R) K_{n+1} (r)$$
$$- 3 r^2 R I_{n+2} (R) K_{n+2} (r)$$
$$+ R I_{n+3} (R) K_{n+3} (r)$$
$$\cos ((n + 3) \theta - n \theta_c).$$

Using the above description, the force and torque in Eqs. (15) and (16) are calculated. In the case of $n = 2$, we obtain
$$F^{(2)} = \left[ (f_{1,1}^{(2)} - f_{1,1}^{(2)} \cos 2 \theta_c) \delta \right.\left. - (f_{3,1}^{(2)} - 2 f_{3,1}^{(2)} \cos 2 \theta_c) \delta^3 \right] e_x$$
$$\left. - \left[ (f_{1,1} \epsilon \sin 2 \theta_c) \delta - (f_{3,1} \epsilon \sin 2 \theta_c) \delta^3 \right] e_y, \right) (55)$$
$$N^{(2)} = g_{2,1}^{(2)} \epsilon \delta^2 \sin 2 \theta_c, \right) (56)$$
$$f_{1,1}^{(2)} = \frac{R^2}{2} [I_1 (R) K_1 (R) - I_2 (R) K_2 (R)], \right) (57)$$
$$f_{3,1}^{(2)} = \frac{R^4}{96} \left[ 3 I_0 (R) K_0 (R) - 4 I_1 (R) K_1 (R) + I_2 (R) K_2 (R) \right], \right) (58)$$

FIG. 1. Plot of the coefficient $g_{3,1}^{(3)}$ against the particle radius $R$. It is positive and negative for $R > R_0$ and $R < R_0$, respectively, where $R_0 \approx 4.23024$.

$$g_{2,1}^{(2)} = \frac{R^4}{32} [2 I_0 (R) K_0 (R) - I_1 (R) K_1 (R)$$
$$- 2 I_2 (R) K_2 (R) + I_3 (R) K_3 (R)], \right) (59)$$

where $f_{1,1}^{(2)} > 0$, $f_{3,1}^{(2)} > 0$, and $g_{2,1}^{(2)} > 0$ for $^\gamma R > 0$.

These results suggest that the force is directed in the $x$-axis direction only for $\theta_c = 0$ or $\pi/2$ considering that $\theta_c$ has $\pi$-periodicity. In such cases, the bifurcation point for the translational motion is
$$\eta_t = f_{1,1}^{(2)} - \epsilon f_{3,1}^{(2)} \cos 2 \theta_c. \right) (60)$$

The maximum bifurcation point for $\eta_t$ is achieved when $\cos 2 \theta_c = -1$, that is to say, $\theta_c = \pi/2$. Therefore, the bifurcation point for the motion in a minor-axis direction is the greatest. It means that the translational motion is realized for smaller resistance coefficient, that is to say, the elliptic camphor particle tends to move in its minor-axis direction, which is the same as the discussion in our previous papers [18, 24, 25].

From the present results, we can also discuss the torque working on the camphor particle moving at a constant velocity. The torque depends on the characteristic angle $\theta_c$, namely the torque is proportional to $\sin 2 \theta_c$. Considering that the torque is working on an elliptic camphor particle moving in the $x$-axis direction if and only if $\theta_c \neq 0, \pi/2$, the characteristic angle $\theta_c$ should be $\theta_c = 0$ or $\pi/2$ for the solution with constant $\theta_c$. By considering the sign of the torque, it is concluded that the solution with $\theta_c = 0$ and $\pi/2$ are unstable and stable, respectively. In other words, the direction of the elliptic camphor particle motion should converge to its minor-axis direction.

Next, we consider the case of $n = 3$. We obtain
$$F^{(3)} = \left[ f_{1,0}^{(3)} - \delta f_{3,0}^{(3)} \right] e_x, \right) (61)$$
$$N^{(3)} = g_{3,1}^{(3)} \epsilon \delta^3 \sin 3 \theta_c, \right) (62)$$
where

\[
g_{3,1}^{(3)} = \frac{R^5}{384} \left[ -3I_0(R)K_0(R) + 3I_1(R)K_1(R) + 2I_2(R)K_2(R) - 3I_3(R)K_3(R) + I_4(R)K_4(R) \right].
\]  

(63)

These results suggest that the bifurcation point for the translational motion does not depend on the direction of the particle. However, once the particle begins to move, the torque works on the particle. The direction of the torque depends on the sign of \( g_{3,1}^{(3)} \). Interestingly, the sign of \( g_{3,1}^{(3)} \) changes depending on the particle radius \( R \).

In Fig. 1, the plot of \( g_{3,1}^{(3)} \) against \( R \) is shown, in which \( g_{3,1}^{(3)} \) is negative and positive and for \( R < R_0 \) and \( R > R_0 \), respectively. \( R_0 \) is numerically obtained as

\[
R_0 \simeq 4.23024.
\]  

(64)

This result suggests that the smaller particle moves in the direction of a corner, a more convex part, while the larger particle in the direction of a side, a flatter part.

\section*{IV. NUMERICAL CALCULATION}

Numerical calculation was performed for the confirmation of theoretical results. Equations (10) to (19) were used for the numerical calculation, though Eqs. (11), (15), and (16) were slightly changed for stable numerical calculation as

\[
\Theta(r; r_c, \theta_c) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{r - r_c}{\Delta w} \right) \right],
\]  

(65)

\[
F = -\int_{R^2} (\nabla' u(r')) \Theta(r'; r_c, \theta_c) dA',
\]  

(66)

\[
N = -\int_{R^2} r' \times (\nabla' u(r')) \Theta(r'; r_c, \theta_c) dA',
\]  

(67)

where \( \Delta w \) is a smoothing parameter, and \( \phi \) is the angle of \( r - r_c \) from the \( x \)-axis. We changed \( R \) as a parameter. The periodic boundary condition was adopted for the concentration field \( u \), which was defined in a square with a side of \( 20R \). We used the Euler method for the time development and the explicit method for the spatial derivative. The space and time steps were set to be \( \Delta x = R/40 \) and \( \Delta t = 10^{-4} \times R^2 \). The parameters were set as follows: \( m \) and \( I \) were set as

\[
m = \rho A = \rho \pi R^2 \left( 1 + \frac{c^2}{2} \right),
\]  

(68)

\[
I = \frac{\rho \pi R^4}{4} \left( 1 + 3c^2 + \frac{3}{8} c^4 \right).
\]  

(69)

Here, we set \( \rho = 10^{-3} \). The friction coefficients for the translational and rotational motions were determined from the theoretical estimation of the bifurcation point for a circular particle; The bifurcation points were calculated as

\[
\eta_r^{(bp)} = \frac{R^2}{4} \left[ I_0(R)K_0(R) - I_2(R)K_2(R) \right],
\]  

(70)

\[
\eta_r^{(bp)} = \frac{2nR^4}{3} \left[ I_{n-1}(R)K_{n-1}(R) - I_{n+1}(R)K_{n+1}(R) \right],
\]  

(71)

and we set

\[
\eta = 0.9\eta_r^{(bp)},
\]  

(72)

\[
\eta_r = 1.1\eta_r^{(bp)}.
\]  

(73)

The parameter representing the modification amplitude was set as \( \epsilon = 0.1 \).

The results of numerical calculation in the case of the two-mode modification \( (n = 2) \) are shown in Fig. 2, which shows the snapshots of the camphor concentration field \( u \) together with the particle shape and the motion direction after sufficiently long time. For each \( R \), the camphor particle moves in its minor-axis direction. In order to clearly show the relation between the direction of motion and shape, the angle difference between the direction of velocity \( \phi_c \) and the characteristic angle \( \theta_c \):

\[
\Delta \theta_c = \theta_c - \phi_c.
\]  

(74)

Here, \( \phi_c \) is defined as

\[
v_c = |v_c| \begin{pmatrix} \cos \phi_c \\ \sin \phi_c \end{pmatrix}.
\]  

(75)

It should be noted that \( \Delta \theta_c \) is set in the range of

\[
-\frac{\pi}{2n} < \Delta \theta_c \leq \frac{3\pi}{2n}
\]  

(76)

reflecting the \((2\pi/n)\)-periodicity of \( \theta_c \). The time evolution of \( \Delta \theta_c \) is shown in Fig. 2(a), which exemplifies that \( \Delta \theta_c \) eventually converged to \( \pi/2 \). This means that the particle moves in its minor-axis direction.

Figure 3 shows the numerical results in the case of the three-mode modification \( (n = 3) \), which shows the snapshot of the camphor concentration field \( u \) together with the particle shape and the motion direction for each \( R \) after sufficiently long time. In Fig. 3(a), the time evolution of \( \Delta \theta_c \) for \( n = 3 \) is plotted for each \( R \). \( \Delta \theta_c \) converged to 0 for \( R = 1, 2, 3 \), and 4, while it converged to \( \pi/3 \) for \( R = 5 \) and 6. In other words, the triangular camphor particle moved in the direction of a corner for \( R = 1, 2, 3, \) and 4, while it moved in the direction of a side for \( R = 5 \) and 6. These results well correspond to the theoretical prediction that a triangular particle moves in the direction of a corner and a side for \( R < R_0 \) and \( R > R_0 \), respectively, where \( R_0 \approx 4.23024 \). Compared with the case of \( n = 2 \), the change in \( \Delta \theta_c \) is slower since the torque is proportional to \( \delta^3 \) for \( n = 3 \), while it is proportional to \( \delta^2 \) for \( n = 2 \).
V. DISCUSSION AND SUMMARY

In the present study, we performed theoretical analyses for the camphor particle motion with an infinitesimally small $n$-mode modification from a circle. We calculated the concentration field by the perturbation method up to the third order of velocity $\delta$ and the first order of the modification amplitude $\epsilon$. Based on the calculated concentration field, we obtained the force and torque that work on the particle. In our previous study [18, 24, 25], we could only calculate the force in the case that the velocity is in the direction of either major or minor axis. However, we could not determine the preferable direction for the camphor particle with the three- or higher-mode modification from a circle using the same framework since we did not calculate the torque for the camphor particle exhibiting translational motion. In the present study, we discussed the time evolution of the characteristic angle $\theta_c$ by calculating the torque for the general configuration.
tion, and thus could derive a preferable direction for the camphor particle with the three-mode modification.

For the camphor particle with the modification of \( n \geq 4 \) from a circle, we cannot determine the preferable direction by only calculating the concentration field with respect to the third order of the velocity \( \delta \). It may be possible to calculate it if the concentration field is calculated up to the 4-th order of \( \delta \), and we expect that the bifurcation point, the term of \( \delta^4 \) with larger \( n \) becomes so small that the torque can practically rotate the particle very slowly. In this sense, the discussion for the preferable direction for larger \( n \) might become meaningless.

The motion of a point-like camphor particle confined in a circular region was recently analyzed [38]. It would be interesting to discuss the coupling between the particle shape and boundary shape with respect to the symmetric properties. The interaction among particles has also been studied [39–43]. We discussed the interaction between the two elliptic camphor particles whose center positions are fixed [44]. As a natural extension of these previous studies, the dynamics of the mobile particles that interact with each other depending on their characteristic direction, like a nematic interaction, is an interesting problem. Using a multiple-camphor-particle system with the modification from a circle, we believe we can realize such a system.

It is also known that a pentanol droplet on the almost saturated pentanol aqueous solution spontaneously moves with a banana-like-shaped deformation [26]. The mechanism of the motion is almost the same as the one for a camphor particle at the water surface. Other systems with moving droplets with deformation, which are driven by the surface tension gradient, have also been reported [29, 31]. In the present study, we establish how to calculate the effect of the shape on the motion. For the droplet system, the motion can affect the deformation, and thus the motion and deformation are coupled with each other. The present work can be further extended to the study for clarifying the mechanism of the coupling between motion and deformation.
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Appendix A: calculation of Eqs. (7) and (8)

Here, we derive the last description in Eqs. (7) and (8). We set the polar coordinates \((r', \theta')\), so that the arbitrary position \(r'\) is described as

\[
r' = q(\theta') = R [1 + F(\theta')] e(\theta'),
\]

where \(e(\theta')\) is a unit vector in the direction of \(\theta'\). For the force in Eq. (7), we obtain

\[
F_i = \int_{\partial\Omega(r', \theta_c)} \gamma(u(r')) n_i(r') dl'
\]

\[
= \int_0^{2\pi} \gamma(u(q(\theta'])) \varepsilon_{ij} dq_j dq_i d\theta'
\]

\[
= \int_0^{2\pi} \left( \frac{d}{d\theta'} \gamma(u(q(\theta'))) \right) \varepsilon_{ij} dq_j dq_i d\theta'
\]

\[
= -\int_0^{2\pi} \frac{\partial_r \varepsilon_{ij} dq_j dq_i}{\partial q_k} d\theta'
\]

\[
= -\int_0^{2\pi} \frac{\partial_r \varepsilon_{ij} dq_j dq_i}{\partial q_k} d\theta'
\]

\[
= -\int_0^{2\pi} \gamma \varepsilon_{ij} \frac{\partial_r}{\partial q_k} dA'
\]

\[
= \int_0^{2\pi} \gamma \varepsilon_{ij} \frac{\partial_r}{\partial q_k} dA'
\]

\[
= \int_0^{2\pi} \gamma \varepsilon_{ij} dA'.
\]

The Green’s theorem is used in the calculation, and \(\varepsilon_{ij}\) is set as

\[
\varepsilon_{ij} = \begin{cases} 
1, & i = 1, j = 2, \\
-1, & i = 2, j = 1, \\
0, & i = j,
\end{cases}
\]

where it should be noted that

\[
\varepsilon_{ij} \varepsilon_{jk} = -\delta_{ik},
\]

and

\[
a \times b = \varepsilon_{ij} a_i b_j
\]
hold. Here, δ_{ij} is the Kronecker’s delta. For the torque in Eq. (8), we obtain

\[ N = \int_{\partial \Omega(r_c, \theta)} (r' - r_c) \times \gamma(u(r')) \nu(r') d\ell' \]

\[ = \int_{\partial \Omega(r_c, \theta)} \varepsilon_{ij}(r_i' - r_{c,i}) \gamma(u(r')) n_j(r') d\ell' \]

\[ = \int_{\partial \Omega(r_c, \theta)} \gamma(u(q(\theta'))) \varepsilon_{ij}(q_i(\theta') - r_{c,i}) \delta_{jk} \frac{dq_k}{d\theta'} d\theta' \]

\[ = - \int_{\partial \Omega(r_c, \theta)} \gamma(u(q))(q_i - r_{c,i}) dq_i \]

\[ = \int_{\partial \Omega(r_c, \theta)} \varepsilon_{mi} \frac{\partial}{\partial r_m} (\gamma(u(r'))(r_i' - r_{c,i})) dA' \]

\[ = \int_{\partial \Omega(r_c, \theta)} \varepsilon_{mi}(r_i' - r_{c,i}) \frac{\partial r_m}{\partial \theta'} dA' \]

\[ = \int_{\partial \Omega(r_c, \theta)} [(r_i' - r_{c,i}) \times \nabla' \gamma] dA'. \quad (A6) \]
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