Support Vector Machine for Land Cover Classification using Lidar Data
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Abstract. The Lidar technology is widely used in various studies for mapping needs. In this study was to extract land cover using Lidar data by incorporating a support vector machine (SVM) approach. The study was located in the city of Lombok, Nusa Tenggara Barat. Image extraction was performed on single wavelength Lidar data to produce intensity and elevation (Digital Surface Model) features. Feature extraction of Lidar data was implemented by using a pixel-based approach. The extracted features used as an attribute for training data to generate the SVM prediction model. The prediction model to predict the types of land cover in the study area such as buildings, trees, roads, bare soil, and low vegetations. For accuracy assessment purposes, we used topographic map available in shapefile format as the reference map and estimated the accuracies of the resulted classifications. In this study, land cover classification used combination bands which improved the overall accuracy by approximately 20%. The use of the intensity data in this band combination was the reason for the increasing accuracy.

1. Introduction
Currently, many studies use Lidar data as the main data, this data can be used for various applications, such as topographic mapping, DEM modeling [1], building extraction [2,3] vegetation [4] and others. In simple terms, in many researches, Lidar data was used to classify ground and non-ground. Furthermore, Lidar data can be useful for land cover classification [5,6,7,8]. Lidar has high accuracy and resolution for both vertical and horizontal directions. From the Lidar data, features are obtained in the form of height and intensity. The intensity data provides good information in land cover classification processes [9,10] The height features commonly used for classification are DSM, nDSM, DTM and Slope. In this research, we used intensity data from Lidar point cloud. Based on previous study conducted by Hui et al. [11], land cover classification method by combining intensity data with height data provided good results. Hui stated that intensity data has advantages compared to multispectral remote sensing data by avoiding shadows that usually exist in multispectral data [11].

In literature, researches by using Lidar intensity data are increasingly being developed, and carried out in various combinations to improve the accuracy of land cover classification results by combining intensity data with other features [12]. Another study by Yan et al. [13] conducted an evaluation before and after radiometric correction. In their study, land cover homogeneity was also incorporated so that it
helped in increasing feature extraction or similarity of land cover surfaces which was further increased the accuracy of the classification results after radiometric correction.

Various methods have been used for land cover classification processes, one of which is machine learning support vector machine (SVM). According to Noi and Kappas [14] this method shows a better accuracy compared to random forest (FR) method, and K-Nearest Neighbor (kNN). SVM has capabilities that have been tested and have a major role in classification processes [15]. Another study using SVM for land cover classification with a combination of Lidar data and ortho image shows excellent accuracy results from the combination of these data [16]. The purpose of this study was to extract land cover using Lidar data by incorporating a support vector machine (SVM) approach.

2. Methodology
2.1 Study Area
The study area was located in a part of the village of Tanjung Karang, Mataram, Nusa Tenggara Barat (NTB), Indonesia. This area was selected because the area has various land cover features on the ground including buildings, vegetation, and roads. Several datasets were used in this study including: a) Lidar data (Figure 1a); b) orthophoto (Figure 1b) and c) topographic map (RBI) provided by Geospatial Information Agency (BIG, 2017) at scale 1: 5000. The point cloud density of the Lidar data was approximately 10 points per square meters (ppm). The aerial photo was acquired at the same time with the Lidar data which was recorded in 2016. Figures 1a-b represent the Lidar and the ortho-rectified aerial photos (orthophoto) of the study area.
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**Figure 1.** Study area that has various land cover feature presented by using: a). Lidar, and b). Orthophoto

2.2 Data Preparation
The data sets used in this research were prepared by converting Lidar point cloud into raster images with pixel size equals to 15 cm. Lidar data were filtered to obtain ground and non-ground information, the filtering process was carried out using Global Mapper software. New images (bands) were created namely: DTM (digital terrain model), DSM (digital surface model), nDSM (normalized digital surface model), and intensity. In this step, DSM, DTM and intensity data were extracted by using tools provided in Global Mapper software. DSM was extracted from non-ground data while DTM was extracted from ground data. Following these, we extracted nDSM by calculating the differences between DSM and DTM data. Figures 2a-c illustrate the produced Lidar raster images (intensity, DSM, and nDSM).

Furthermore, to evaluate the influence of intensity data on the classification results, seven band combinations were created consisting of one, two, and three band combinations, namely: 1) DSM; 2)
intensity; 3) nDSM; 4) DSM and intensity; 5) DSM and nDSM; 6) Intensity and and nDSM; 7) DSM, Intensity and nDSM. We used these seven band combinations as the input image when performing classification.
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**Figure 2.** The visualisation of a) Intensity, b) DSM, c) nDSM

### 2.3 Data Classification

Support vector machine is a supervised algorithm that requires training data before applying the model. For the study area, we identified five land cover classes, namely buildings, trees, roads, bare soil, and low vegetations. SVM was then performed on seven band combinations, and statistical assessment was conducted for the training data. We evaluated the classification accuracies obtained when performing SVM and added more training data if required.

In this research, we used Radial Basis Function (RBF) when performing SVM. From the previous study, the use of these functions affect the efficiency of the classification when performing SVM and increase the accuracy [17], besides using two influential parameters namely cost (C) and gamma (γ) [18].

For accuracy assessment purposes, we used topographic map available in shapefile format as the reference map and estimated the accuracies of the resulted classifications by performing error matrix. We calculated the overall accuracy values based on confusion matrix principle. The calculation provides for a specific test between the classification results and the conditions at ground level [19].
3. Results and Discussion

Table 1 presents the overall accuracy resulted from the experiment when implementing SVM for land cover classification of seven combination of bands. From the results, we can see that the overall accuracies by using DSM and intensity are less than 50%. Meanwhile, by combining both DSM and intensity data as the input images improved the results to 68%. Furthermore, using nDSM does not improve the accuracy. Nevertheless, combining DSM, nDSM and intensity data can improvement in the overall accuracy of the classification results. We obtained the overall accuracies for about 75-77%. In conclusion, by using three band combinations produced the best performance of SVM classification by 77.9%.

Figures 3a-g show the classification results for each band combination when we performed SVM in image classifications. For visualization, we compared the classification results with the reference map in Figure 3h. In Figure 3a, only three classes could be identified namely building, trees and low vegetation. Meanwhile in Figure 3b, we can see from the classification result that only vegetation classes such as trees and low vegetation were classified. It might be due to higher intensity value of vegetation classes in the NIR range [12]. Furthermore, in Figure 3c, building features could be identified instead of vegetation classes. By adding more bands, the classification results produced increase accuracy and more features were identified (see Figures 3d-g). From these experiments, the errors in classification results may be due to lack of training data for each classes or maybe due to the similarity in intensity values between land cover classes.

Table 1. The overall accuracy results when performing SVM by using seven band combinations

| No. | Band Combination          | Overall accuracy |
|-----|---------------------------|------------------|
| a.  | DSM                       | 45.9 %           |
| b.  | Intensity                 | 42.7 %           |
| c.  | nDSM                      | 48.8 %           |
| d.  | DSM and Intensity         | 68.1 %           |
| e.  | DSM and nDSM              | 75.2 %           |
| f.  | Intensity and nDSM        | 70.8 %           |
| g.  | DSM, Intensity and nDSM   | 77.9 %           |
Figure 3. The results land cover classifications by performing SVM using seven band combinations: a) DSM, b) Intensity, and c) nDSM. d) DSM and Intensity, e) DSM and nDSM), f) Intensity and nDSM, g) DSM, Intensity and nDSM, compared with h) the reference map.
4. Conclusion
In this study, we elaborated intensity image extracted from Lidar data for land cover classification by using a machine learning algorithm, SVM. The results of the land cover classification show that the classification using individual band (DSM, nDSM, Intensity) has an overall accuracy of less than 50%. Then the classification with a combination of two bands improved the results of accuracy by approximately 20% compared with using individual band. By using combination DTM and nDSM, we only obtained 75.2% accuracy value, however by including the intensity band for combination, we can improve the accuracy of land cover classification up to 77.9%.
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