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Abstract

Humans exhibit disagreement during data labeling. We term this disagreement as human label uncertainty. In this work, we study the ramifications of human label uncertainty (HLU). Our evaluation of existing uncertainty estimation algorithms, with the presence of HLU, indicates the limitations of existing uncertainty metrics and algorithms themselves in response to HLU. Meanwhile, we observe undue effects in predictive uncertainty and generalizability. To mitigate the undue effects, we introduce a novel natural scene statistics (NSS) based label dilution training scheme without requiring massive human labels. Specifically, we first select a subset of samples with low perceptual quality ranked by statistical regularities of images. We then assign separate labels to each sample in this subset to obtain a training set with diluted labels. Our experiments and analysis demonstrate that training with NSS-based label dilution alleviates the undue effects caused by HLU.

1 Introduction

Raw data usually comes with separate labels collected from multiple imperfect human annotators. These separate labels lead to a lack of consensus when they disagree with each other. The lack of consensus between human annotations exists in all data labeling processes and can be critical in various applications, e.g., image classification [19], medical diagnosis [7][12], and seismic interpretation [18][1]. We term this disagreement between human annotators as human label uncertainty.

The level of human label uncertainty (HLU) for a dataset is determined by the ratio of samples that are associated with multiple different human annotations. This ratio can be considered the label noise rate of the worst-case of aggregated human noisy labels, i.e., using one of any incorrect annotations as ground truth. Hence, we can study the effects of HLU in the worst-case human label noise setting. Following the uncertainty evaluation protocols in prior works [2][6][21][1], we assess predictive uncertainty and generalizability using three uncertainty quantification algorithms under two types of distribution shift, including rotation and corruption. Typically, compared to a vanilla network, one would expect higher log-likelihood (LL) and lower Brier Scores (BS) from Monte Carlo (MC) Dropout [2] and deterministic uncertainty quantification (DUQ) [17].

To verify the ramifications of HLU, we compare generalizability and uncertainty between two training schemes, a) training with the worst-case human label noise using CIFAR-10-N [19] that reflects HLU, and b) training with ideal clean labels. We use the original CIFAR-10 training images for
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| Training Schemes | Vanilla | CIFAR-10-Rotations | CIFAR-10-C |
|------------------|---------|---------------------|-----------|
|                  | LL BS   | Entropy ACC         | LL BS    |
|                  | (↑)    | (↑)                | (↑)      |
| Human Noise [19] | -1.115 0.400 0.384 0.750 | -1.029 0.442 1.855 0.502 | -1.029 0.442 1.855 0.502 |
| Synthetic Noise  | -1.615 0.679 1.387 0.530 | -1.907 0.605 0.736 0.582 | -1.583 0.594 1.222 0.580 |

Table 1: Evaluation results on CIFAR-10-Rotations (top part) and CIFAR-10-C (bottom part). The three uncertainty quantification algorithms are measured against different training schemes. The ramifications of human label uncertainty are detailed in Section 1 and the results of different label dilution strategies are detailed in Section 3. Overall, our proposed NSS-based label dilution mitigates the ramifications of human label uncertainty. LL: Log-likelihood, BS: Brier Scores. All models are trained with the original CIFAR-10 training images but with different labels.

both training schemes. We use the aforementioned evaluation and summarize the test results on CIFAR-10-Rotations and CIFAR-10-C [5] in the first two rows (Human Noise and Clean) of both the top and bottom parts in Table 1. The detailed experimental setup is elaborated in Section 3. We observe inconsistent trends of the discrepancy in certain uncertainty metrics, i.e., LL and BS, between the two training settings. This indicates that LL and BS do not properly capture HLU. Besides the limitations of existing metrics, MC Dropout and DUQ are not able to tackle HLU since they do not enhance the performance of uncertainty measures. Furthermore, we observe consistent trends of the degradation in predictive uncertainty and generalizability, which are measured by entropy and accuracy, respectively. Given this evidence of the undue effects, we further justify that such effects are caused by humans. In other words, the ramifications should not be replicable by introducing synthetic noisy labels. We introduce synthetic random noisy labels that are dependent on data instances with the same worst human label noise rate, since real-world HLU follows an instance-dependent pattern [19]. The discrepancy between the third row (Synthetic Noise) and the second row (Human Noise) in both parts of Table 1 verifies that the effects of HLU are caused by humans. To these ends, we motivate the objective to tackle the ramifications of HLU.

To address the undue effects caused by HLU, the authors in [20] show that training with separate human labels can be beneficial. However, collecting separate annotations from multiple independent human annotators can be challenging and expensive. In order to avoid collecting massive subjective human uncertain labels, we aim to generate separate labels in an objective manner for label dilution training. The cause of certain samples that exhibit HLU relates to the difficulty in perceiving image signals by humans. Perceptual quality assessment [10,16,14,13], which can be objectively quantified by natural scene statistics (NSS), measures such difficulty. Hence, we propose an NSS-based label dilution training scheme to mitigate the undue effects caused by HLU. Specifically, we utilize statistical regularities of image signals to target which samples are likely to exhibit HLU. For each of these targeted samples, we then assign different labels to perform label dilution. We demonstrate that the undue effects caused by HLU can be mitigated by our proposed NSS-based label dilution. In contrast to training with separate human labels, our approach does not require massive human annotations. We also compare against a learning-based label dilution as an alternative. Our NSS-based label dilution, without training a perceptual learning model, achieves a comparable mitigation impact on the undue effects caused by HLU. In order to further verify the efficacy of utilizing NSS for label dilution, we conduct an ablation study that randomly targets training samples to assign separate labels. The results of the ablation study demonstrate the contributions of the NSS-based label dilution in alleviating the undue effects of HLU. Contributions of our work include (i) exposing the ramifications...
of HLU in terms of predictive uncertainty and generalizability, (ii) identifying the limitations of certain existing uncertainty metrics and uncertainty estimation algorithms in response to HLU, and (iii) introducing a novel NSS-based label dilution training scheme to tackle the ramifications of HLU without requiring massive human annotations.

2 Methodology

In this section, we present a novel NSS-based label dilution training scheme that tackles the ramifications of HLU. Specifically, the label dilution is applied to a subset of training samples that are targeted via statistical regularities of images.

The overall diagram of our proposed label dilution scheme is illustrated in Figure 1. Consider a network $f(\cdot)$, a training dataset $D$. We inject diluted labels into a subset pool $D_{pool}$ from $D$. Specifically, each sample $x_i \in D_{pool}$ is associated with a set of separate labels, i.e., $y_1^i, \ldots, y_k^i$, $k \in \{1, 2, \ldots, K\}$, where $K$ denotes the cardinality of the set of separate labels. The remaining samples are associated with clean labels. Note that for a sample $x_i \in D_{pool}$, the network $f(\cdot)$ is given its $k$ replications, each associated with one of the labels drawn from $y_1^i, \ldots, y_k^i$.

One major question to address is how to determine $D_{pool}$. Annotations collected from multiple human annotators provide a solution. However, it is challenging and expensive to obtain massive human annotations. Hence, we propose to exploit natural scene statistics extracted from image samples to objectively determine $D_{pool}$. Particularly, we employ BRISQUE [9], an NSS-based algorithm, to obtain perceptual quality scores of all training images. Given an image sample, BRISQUE [9] exploits its spatial statistics of locally normalized luminance coefficients to quantify the perceptual quality. Samples that are in a relatively low-quality range are likely to exhibit relatively high HLU. We target this subset of training samples as $D_{pool}$ for label dilution. Once $D_{pool}$ is determined, the next question is how to assign multiple separate labels to each sample for label dilution. Moderately uncertain samples are likely to be associated with semantically relevant noisy labels, instead of random labels that are completely semantically irrelevant. Hence, we fit a $K$-means model on the training data and assign multiple labels to each sample $x_i \in D_{pool}$ based on its distance to the clustering centroids. We combine $D_{pool}$ with the remaining clean data to train a network $f(\cdot)$.

3 Experiments

We aim to address the following two questions: 1) Does NSS-based label dilution mitigate the ramifications of HLU? 2) How does NSS-based label dilution compare to other alternatives? To answer these two questions, we conduct comparative experiments on evaluating a ResNet-18 [4] that is trained with our proposed NSS-based label dilution scheme and two alternatives, including density-based and random-based dilution.

Experimental setup We experiment with three uncertainty quantification (UQ) techniques, including a vanilla ResNet18 (Vanilla), MC Dropout [2], and DUQ [17]. We include LL and BS for complete-
ness, however, they are unreliable to reflect the ramifications of HLU. Hence, we also evaluate other measures, e.g., entropy [15], a metric that does not rely on ground truth, to quantify the model’s predictive uncertainty. For all UQ algorithms, we use the same base ResNet-18 [4]. All models are evaluated on two outlier test sets, including a distortion test set CIFAR-10-C [5] and a rotated version of the CIFAR-10 test set (CIFAR-10-R). To create CIFAR-10-R, we rotate every image in the CIFAR-10 test set by \( \gamma \), where \( \gamma \) ranges from 0 to 180 degree with 12 degree intervals. The training samples consist of the original CIFAR-10 [8] training images, some of which are associated with diluted labels in \( D_{pool} \). To construct \( D_{pool} \), we ensure that the ratio of diluted labels is the same as the worst-case human label noise rates in CIFAR-10-N [19], which contains real-world human noisy annotations. Specifically, we fix the size of \( D_{pool} \) to be 40\% size of the training set. All samples in \( D_{pool} \) have a maximum \( K = 3 \) separate labels. For each sample in \( D_{pool} \) with the top 10\% uncertainty, we dilute with at least two noisy labels. The remaining 30\% of samples are diluted with one noisy label. In this way, we construct \( D_{pool} \) to have the same overall label disagreement configuration as that of the real-world human annotations in [19].

**Results and analysis** The results of our NSS-based label dilution strategy and two alternatives are summarized in the last four rows (Label Dilution Strategies) in both parts of Table 1. Overall, the increase in entropy measures, caused by HLU in the second row (Human Noise), can be mitigated by our NSS-based label dilution training scheme as shown in the last row (NSS-based (ours)). In addition to mitigating the increase in predictive uncertainty, training with our NSS-based label dilution also enhances robustness as measured in classification accuracy (ACC). This observation provides the answer to the aforementioned first question, that our NSS-based label dilution mitigates the ramifications of HLU. We also include the results of human-based label dilution using real-world human annotations [19]. While human-based dilution achieves the highest generalizability, it requires massive human annotations. To answer the aforementioned second question, we alternate the sample selection procedure that determines \( D_{pool} \), while following the same diluted label assignment procedure as in our NSS-based dilution. In addition to diluting labels via NSS, one can also dilute labels based on the complexity of samples [3] when projected to a particular feature distribution. Samples drawn from the same annotated category with a relatively lower feature density possess relatively large deviations in their visual statistics and are likely to exhibit HLU. Thus, we conduct the feature density-based label dilution as an alternative. Compared to the models trained with our NSS-based label dilution, the models trained with density-based dilution show lower uncertainty measured by entropy as illustrated in the second last row. One potential reason is that the density-based dilution enforces a more balanced category distribution of \( D_{pool} \) since it conducts feature clustering in each category separately. While the density-based dilution fits a clustering model on samples for every class, our NSS-based dilution does not require fitting any learning-based models. To develop an understanding of the efficacy of utilizing NSS to select samples that exhibit HLU, we conduct an ablation study that randomly selects the same amount of samples as \( D_{pool} \). All models trained with random-based label dilution show the largest uncertainty among the three objective label dilution strategies. While random-based label dilution can alleviate the ramifications of HLU in terms of classification accuracy, it can impair the models’ uncertainty. This confirms the efficacy of utilizing NSS for label dilution to enhance the model’s uncertainty.

**4 Discussion**

**Limitations and future work** This work illustrates the benefits of utilizing NSS for label dilution to mitigate the undue effects caused by HLU. However, the NSS-based label dilution does not explicitly consider the ambiguity in category semantics. In contrast, the learning-based label dilution exploits category semantics. Thus, a more proper label dilution is likely to utilize both NSS and feature semantics. Additionally, identifying more reliable metrics to capture HLU is required in the future. Finally, we acknowledge that, in certain critical applications, e.g., medical diagnosis and evaluation for surgery, one would favor agreement between humans on an evaluation instead of diluting labels.

**Conclusion** In this work, we investigate the ramifications of human label uncertainty (HLU). We observe that certain existing uncertainty metrics and algorithms are insufficient in response to HLU. Meanwhile, we expose the undue effects on the model’s predictive uncertainty and generalizability caused by HLU. We then demonstrate that the undue effects can be mitigated by our proposed NSS-based label dilution training scheme, which does not require massive human labels. We conduct an ablation study to verify the efficacy of utilizing NSS for label dilution.
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