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ABSTRACT

Introduction: One of the challenges facing medical science is the time and correct diagnosis of diseases. Particularly with regard to certain diseases such as the types of cancer, which are the leading causes of death worldwide, their early diagnosis has a significant impact on the control and treatment of this disease. The use of intelligent decision support systems with high precision can be a good way to reduce human error due to fatigue and lack of experience. Therefore, the present study tries to predict the disease by using data mining techniques and taking into account the variables that influence the prediction of laryngeal cancer.

Material and Methods: This study is an analytical study. The data from the 249 cases referred to Shafa Hospital in Kerman in 2017 have been obtained. This study is based on the Crisp methodology and in the MATLAB software environment. First, in order to understand the laryngeal cancer, a review of related studies was conducted and interviewed by specialist physicians. Then, according to expert opinion, 24 variables were identified as effective factors in predicting laryngeal cancer. After clearing and preparing data, an artificial neural network model was used to predict the risk of laryngeal cancer. In the following another model of the combination of the genetic algorithm and the neural network was created. Using genetic algorithm, 9 functional features of prediction of laryngeal cancer were determined from among the 24 selected variables, and artificial neural network was used to predict the risk of laryngeal cancer. Finally, the criteria for accuracy, specificity, and sensitivity were used to evaluate the two models.

Results: The genetic algorithm reduced the complexity of the model by reducing the number of features from 24 to 9, but improved the average precision from 80% to 84%. Also, the model made with the characteristics selected by the genetic algorithm, increased the specificity and accuracy criteria by 13% and 8%, respectively.

Conclusion: Combining the genetic algorithm with the neural network, in addition to improving the accuracy of prediction of laryngeal cancer, accelerates the diagnosis process, especially at the data collection stage, by reducing the number of characteristics required. Therefore, using this model as a smart decision system is suggested.

Please cite this article as:
Nejatzadeh S, Rahimi F, Khatibi Bardsiri A, Vahidian E. Predictions of Laryngeal Cancer Using Neural Network in Kerman Shafa Hospital. Iran J Med Inform. 2018; 7(1): e4. DOI: 10.24200/ijmi.v7i0.154
INTRODUCTION

Laryngeal cancer is one of the most common types of cancers that usually starts from the laryngeal crater and can gradually spread to the back of the tongue, the various parts of the throat and neck, lungs, and other parts of the body. One of the diagnostic methods for this type of cancer is the use of direct endoscopy, CT scan and biopsy. Since access to the equipment and the cost of diagnosis are not feasible for all, the use of diagnostic tools that meet both low costs and the lack of complex medical technologies seem appropriate.

Cancer research plays a central role in national cancer planning. Given the high cost of cancer treatment at advanced stages of disease, investment in cancer research is economically feasible. In recent years, the use of data mining and artificial intelligence techniques has been used in many areas and the results have shown that in the discussion of medical diagnoses, these techniques can be used with great confidence.

In 2015, Kiu and colleagues used a two-stage fuzzy neural network to build a prostate cancer diagnostic system [1]. In their research, using the classification analysis, the elementary parameters of the membership function were determined and then a combination of a neural network and a particle optimization algorithm were used to examine the relationship between inputs and outputs. The results of the evaluation on the three benchmark functions showed that the proposed two-stage fuzzy neural network is more effective and the proposed model can detect prostate cancer with higher precision. In 2015, Bardway presented a neural network model optimized using genetics to identify malignant tumors of benign tumors in breast cancer [2].

According to this paper, co-operators and new jumps were introduced, which varied with standard operators. To investigate the superiority of the proposed method, criteria such as accuracy, sensitivity, and specificity were compared with three new algorithms of the neural network optimized with genetics, the classical neural network and the classic post-defragmentation model on the WBCD data from the UCI reference. The results showed that their proposed method works well on breast cancer data [3].

In an article about lung cancer diagnosis using the nearest killing category k using the genetic algorithm in 2015, an optimization algorithm was proposed to identify the masses in the CT scan in the early stages of lung cancer. As the work of interpreting the typical CNS images of lung cancer is time-consuming and very sensitive, researchers in this paper presented a combination of a genetic algorithm with the closest neighboring k algorithm to overcome this problem, which categorized with the speed and accuracy of cancer images. Wang published an article entitled "Prediction of the disease using different types of neural network compartments." The main purpose of the paper was to examine the functionality of different categories, including the single category bundles in a collective category and single batches [4].

Also, various evaluation criteria were used to test the performance of these clusters with real life databases. Finally, statistical tests were used to assess the significance of the difference in efficiency between the three groups. The results of the statistical tests showed that a collective class works better than a single model batch. In 2013, Ada conducted a study to diagnose lung cancer using data mining techniques [5]. Lung cancer is formed due to uncontrolled cell growth in the lung tissue, and the timely diagnosis of the disease plays an important role in its treatment. But lung cancer diagnosis includes chest filming with X-ray, CT scan and MRI, which in many parts of the world still cannot use these technologies. In the article, using the methods used, data from X-ray films from the chest were categorized into two groups: normal and abnormal. Various learning experiments were carried out using feature selection along with the neural network to select the minimum and optimal set of features and compare the results.

Therefore, data mining techniques can be used to extract hidden patterns from a massive range of medical data, and intelligent systems can reduce the flaws and shortcomings caused by the fatigue or lack of exercise of physicians.

Hence, in this paper, an artificial neural network, one of the most important data mining techniques, has been used to detect laryngeal cancer. The purpose of this study was to compare the ability of the neural network algorithm to combine the algorithm derived from the genetic algorithm and the neural network in the diagnosis of laryngeal cancer.

MATERIAL AND METHODS

Theoretical Basics

Artificial Neural Networks: A neural network is a "connected" computing system that is organized in a layered manner [6-8]. In general, there are three inputs, hidden, and output layers in a neural network, respectively. Layers consist of a number of neurons that are interconnected internally and each neuron has an activation function. Patterns are provided through network layers. These layers are associated with one or more hidden layers, in which actual processing is performed through a system of weighted connections. The hidden layers are then connected to an external layer, in which the response to the grid problem is specified in the output neurons. Fig. 1 shows the overall structure of a neural network.

One of the important steps in artificial neural network, the learning step is through weight adjustment. In Fig. 1, each line represents a connection between two neurons and shows the path of the flow of information. Each connection has a weighted parameter, which actually controls the signal between two neurons. If the network produces a "good" output, there is no need to adjust the weights. But if the network leads to the production of a "weak" or so-called "error", then the system adapts the system by replacing the weights to improve the sequence of future results.

The most commonly used artificial neural network training technique is the outsourcing algorithm [9, 10]. The successes of the post-transfer algorithm can be expressed in the sense that the network first receives a training sample and uses the weights in the network that were initially randomly assigned They calculate the output. Then the error is calculated, which is the difference between the calculated result output and the expected value. The error is released inside the network and the weights are reset to
reduce the error, which is the most important part of the weights adjustment. After calculating the prediction error for the first input to the system, weights vary from the last layer to the first layer so that the forecast error decreases. Then the second sample is given to the grid and because the same sample weight may cause the new sample to fail again, the weights are modified in such a way as to produce the least error. This way, after reading the number of samples in the network input, the network converges, which means success in the learning phase. Then the network is ready to be used for the prediction phase.

**Genetic Algorithm**

Genetic Algorithm is one of the numerical optimization algorithms inspired by nature and is now used in many sciences to find optimal solutions [11, 12]. Selection, mutation, and combination are three main operators of genetic algorithm. Different stages of genetic algorithm in Fig. 2 it has been shown. First, depending on the problem, the variables to be determined are specified. Then these variables are properly encoded and displayed in the form of a chromosome. Based on the target function, a fitness function is defined for chromosomes, and an arbitrary initial population is randomly generated. Then the fitness function is calculated for each primary population chromosome. Next, the parents are selected and the children of the next generation. This process repeats until an appropriate answer or specific repeat count is reached. Finally, the best chromosome seen as the optimal answer is selected.

**Evaluation criteria**

One of the factors influencing the success of the model is to measure the model with appropriate criteria. In research in the field of data mining, a set of criteria has been used to evaluate the neural network model for predicting laryngeal cancer.

- **Sensitivity**: This criterion shows the accuracy of the prediction model and is defined as the percentage of classes that are correctly predicted to be error-prone [13].
  
  \[ \text{Sensitivity} = \frac{TP}{TP + FN} \]  

- **Specificity**: This criterion, like the sensitivity criterion, is used to measure the accuracy of the prediction model, which is defined as the percentage of classes that are reasonably predicted to be unpredictable by the following equation [13].

  \[ \text{Specificity} = \frac{TN}{TN + FP} \]  

- **Accuracy**: This criterion shows the accuracy of the prediction model, which is defined as the ratio of the number of correctly predicted classes (including errors and errors) to the total number of classes. The accuracy criterion is used to measure the overall accuracy of prediction accuracy [13].

  \[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

- **Precision**: This criterion, like the sensitivity criterion, is used to measure the accuracy of the prediction model as being prone to error. The best value is 1 and is calculated as follows [14].

  \[ \text{Precision} = \frac{TP}{TP + FP} \]  

- **Recall**: The recall time is the number of probable error classes predicted by the model. The best value for it is 1 and is calculated from the following equation [14].

  \[ \text{Recall} = \frac{TP}{TP + FN} \]  

**Modeling method**

This study is based on the Crisp methodology and in the MATLAB software environment. In order to construct a prediction model for laryngeal cancer, the required data were collected from patients with suspected laryngeal cancer. For this purpose, 249 patients were recruited from the Shafa hospital in Kerman. These patients are people who have undergone laryngeal sampling at the Shafa Hospital in Kerman, and their eclipse has lasted more than three weeks. Of these, 150 were laryngeal cancer and 99 were healthy. After consultation with relevant specialists, there are 24 significant factors that can be used to predict laryngeal cancer more than other factors. Then, based on the values recorded in the patient records for the selected factors, the final data was obtained for the prediction model. The specifications for this data are given in Table 1.

**Table 1: Data specification collected**

| Characteristics | Description |
|-----------------|-------------|
| Number of Samples | 249 |
| Number of cancer Samples | 150 |
| Number of non-cancer Samples | 99 |
| Number of Factors | 24 |
| Aim Characteristic | If a person has cancer, it shows 1, else shows 0. |
| Features | 1) age, 2) gender, 3) Cervical mass, 4) Snoring, 5) Sore throat and itching or burning, 6) Violence and hoarseness, 7) Post-nasal drainage, 8) Lupus erythematosus, 9) Dysphagia, 10) Coughing, 11) Reflux, 12) Edenophagy, 13) Ear Pain, 14) Whine Breast, 15) Overnight transpiration, 16) Weight loss, 17) Reduce appetite, 18) Liquid aspiration, 19) alcohol, 20) stool culture, 21) Obstructive apnea, 22) Oral and dental hygiene weakness, 23) history of laryngeal cancer in relatives of degree, 24) History of lung cancer, esophagus or oral cancer in relatives. |
The structure of the neural network used to build the laryngeal cancer prediction model is presented using the collected data. Artificial neural network structure. The structure of the artificial neural network used in Fig. 3 is shown. As shown in this figure, this neural network has three levels of input, hiding, and output. The number of neurons in the input layer equals the number of attributes, it means, 24 neurons. The number of neurons in the output layer is 1. There is no method for precisely determining the number of hidden layer neurons, and it must be determined with the desired value for each problem. The point that should be considered in choosing the number of hidden layer neurons is that its large size increases the complexity of the model and lowers its ability to predict the model. With the many simulations we did, it was found that 5 neurons in the secret layer were a good choice, since the final constructed model had the proper classification accuracy and its complexity was also low.

**Reduced feature with genetic algorithm**

One of the important points in modeling with the neural network and more generally of each method is the identification of effective features among all the features [17, 18]. Data from patients suspected cases of laryngeal cancer are 24 characteristics for each patient. Certainly, all of the features may not play a role in predicting laryngeal cancer. For this reason, it is necessary to identify the features that are effective in making the model using the feature selection methods. If the number of attributes is equal to n, then the total number of modes that can be used to select the attribute is 2^n. Naturally, it's not possible to check all possible states to get the best set of attributes because the number of states is exponential. Hence, the genetic algorithm is used for purposeful search in the collection of possible states of features.

To select the attribute using the genetic algorithm, chromosomes are considered to be 24-bit strings. If the bit value of it equals to 1, it means the selection and the zero value means no selection of the "i". The evaluation is considered to be accurate, after implementing the genetic algorithm of 50 generations, the best chromosome in the last generation. , The best set of features to build the model. This chromosome is shown in Fig. 5. The parameters of the genetic algorithm used in Table 3 are presented.

![Artificial Neural Network structure used](image)

**Fig 3: Artificial Neural Network structure used**

**Table 2: Artificial Neural Network Parameters**

| Parameters                 | Value          |
|----------------------------|----------------|
| Hidden Layer number        | 1              |
| Number of neurons          | 24             |
| Number of neurons in hidden layer | 5          |
| Number of neurons in output layer | 1            |
| Active function of neurons | tangent Sigmoid |
| Network training function  | Langbjarmark   |

**RESULTS**

A 5-layer validation method was used to evaluate the performance of the neural network in predicting patients with laryngeal cancer. For this purpose, data was first randomly divided into 5 parts, each time using 4 parts for making the model and one for evaluating the model using accuracy, sensitivity, specificity, accuracy and recall criteria. Finally, the minimum, average, and maximum values of each metric have been reported. Table 4 shows the results of simulation of the neural network model with all the characteristics.

![Image](image)

**Table 3: The best chromosome obtained with genetic algorithm**

| Parameters                  | Value          |
|-----------------------------|----------------|
| Type of chromosomes        | Bit            |
| The length of each chromosome | 24            |
| Number of generations      | 50             |
| Number of chromosomes      | 100            |
| Selection Operator         | tournament     |
| Associate operator         | Scattered      |
| Mutation operator          | monotone       |
| Coordinate rate            | 0.8            |
| Mutation rate              | 0.01           |

![Image](image)

**Table 4: Simulation results of the model made using all the features**

|                  | Precision | Sensitivity | Specificity | Accuracy | Recall  |
|------------------|-----------|-------------|-------------|----------|---------|
| Minimum          | 0.67      | 0.71        | 0.58        | 0.69     | 0.71    |
| Mean             | 0.80      | 0.84        | 0.75        | 0.83     | 0.84    |
| Maximum          | 0.90      | 0.90        | 0.93        | 0.97     | 0.90    |
Fig. 6 illustrates the training diagram of an artificial neural network with all features. As it is known, the neural network has achieved its best parameters after 6 replications. In fact, the training of the neural network proceeds to a point where the network error decreases on the validation data set. If we continue to train the network afterwards, although its error decreases on the training data, it will not perform well at the time of testing due to the reduced ability to generalize.

In Table 5, the simulation results of the constructed model have been reported with the characteristics selected by the genetic algorithm. As Table 5 shows, the accuracy of the neural network constructed with 9 characteristics selected by genetic algorithm (cervical mass, postnatal discharge, dysphagia, appetite loss, alcohol consumption, wheezing, cough, lupus erythematosus, stool culture) Average is 84%. In other words, if we use a neural network constructed with the characteristics determined by the genetic algorithm to predict patients with laryngeal cancer, on average, with a probability of 84%, the prediction of the neural network would be correct. Hence, the use of the neural network as a smart decision maker will be of great help to the specialist and will be a kind of supportive judgment of the physician. In addition to the average degree of classification accuracy, the minimum, maximum and average values of other criteria have also been remarkably improved in comparison to the neural network with all the features in some cases.

Table 5. Simulation results of the model made with the characteristics selected by the genetic algorithm

|            | Precision | Sensitivity | Specificity | Accuracy | Recall |
|------------|-----------|-------------|-------------|----------|--------|
| Minimum    | 0.76      | 0.72        | 0.80        | 0.84     | 0.72   |
| Mean       | 0.84      | 0.82        | 0.88        | 0.91     | 0.82   |
| Maximum    | 0.94      | 0.93        | 0.95        | 0.96     | 0.93   |

Fig. 7 illustrates the training of an artificial neural network with characteristics selected by the genetic algorithm. As it is known, the neural network has achieved its best parameters after 5 repetitions.

**DISCUSSION**

One of the most important criteria in evaluating each categorized model is the degree of precision that the model provides in the categorization of samples. The neural network model with a total of 24 features has an average precision of 80%. To reduce the complexity and improve the power of the classification of the neural network model, we also investigated the feature selection with genetic algorithm. As expected, the genetic algorithm reduced the complexity of the model by reducing the number of features from 24 features to 9, but improved the average precision from 80% to 84%. Also, the model made with the characteristics selected by the genetic algorithm has increased the specificity and accuracy criteria by 13% and 8%, respectively. As it is known, the trained neural network has a better performance than the trained neural network with all its features in terms of criteria of accuracy, specificity and precision.

The accuracy criterion means that if the neural network identifies an individual with laryngeal cancer, how much is the correct prediction? The accuracy of the trained neural network with the total characteristics is 83%, while this amount in the trained neural network has increased by 91% with the selected features by the genetic algorithm, which is a significant improvement. Also, the level of sensitivity indicates that if a person does not have laryngeal cancer, what is the probability of a nerve lining for her laryngeal cancer? In the case of the trained neural network with all the features, this value is equal to 75%, which is about 88% higher for the trained neural network with selectable features by genetic algorithm, which is still a significant increase.

The sensitivity criterion specifies that if a person really has a laryngeal cancer, how likely does the nervous system predict a positive outcome to him? In this case, the performance of the trained neural network has dropped by 2% with selective features. Finally, the precision of the neural network also indicates that all the results that the neural network predicts are likely to be reliable, which is about 84% higher for the trained neural network with selectable features by the genetic algorithm. Although the use of all features is also appropriate in making the categorization model, but reducing features from 24 to 9, in addition to enhancing the improvement of the categorized model, it will require fewer inputs for new ones. In other words, for the new patients it is enough to collect only 9 characteristics in place of the 24 features. The advantage of diminishing features is that cost-saving features are cost-effective, and cost-saving, and time-consuming.
CONCLUSION

One of the challenges facing medical science is the timely and correct diagnosis of diseases. Particularly for certain diseases, such as cancers, can properly affect the course of the disease if diagnosed properly in the early stages. In diagnosing for various reasons such as fatigue, brain drain, failure of test devices, etc., the result of the diagnosis may be mistaken or even costly in terms of time and money. Hence, the use of data mining in diagnostic decision making is of particular importance.

In this paper, the neural network, an important data mining technique, is used to detect laryngeal cancer. Laryngeal cancer is one of the most common types of cancers that usually starts from the laryngeal crater and can gradually spread to the back of the tongue, the various parts of the throat and neck, lungs, and other parts of the body. One of the diagnostic methods for this type of cancer is the use of direct endoscopy, CT scan and biopsy. Since access to this equipment and the cost of diagnosis are not feasible for all, the use of diagnostic tools that meet both low costs and the lack of complex medical technologies seem appropriate.

The simulation results showed that the use of artificial neural networks in diagnosing laryngeal cancer as a smart decision making system helped a specialist physician and is a good solution to this problem because of the lack of advanced technologies and cost reduction. Using evolutionary algorithms to regulate neural network weights, using fuzzy neural networks and investigating neural networks with more than one layer of hidden layers, including the ones we will look at in the future.
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