Fast-update in self-learning algorithm for continuous-time quantum Monte Carlo
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We propose a novel technique for speeding up the self-learning Monte Carlo method applied to the single-site impurity model. For the case where the effective Hamiltonian is expressed by polynomial functions of differences of imaginary-time coordinate between vertices, we can remove the dependence of CPU time on the number of vertices, \( n \), by saving and updating some coefficients for each insertion and deletion process. As a result, the total cost for a single-step update is drastically reduced from \( O(nm) \) to \( O(m^2) \) with \( m \) being the order of polynomials in the effective Hamiltonian. Even for the existing algorithms, in which the absolute value is used instead of the difference as the variable of polynomial functions, we can limit the CPU time for a single step of Monte Carlo update to \( O(m^2 + m \log n) \) with the help of balanced binary search trees. We demonstrate that our proposed algorithm with only logarithmic \( n \)-dependence achieves an exponential speedup from the existing methods, which suffer from severe performance issues at low temperatures.

I. INTRODUCTION

Quantum Monte Carlo has been proved as one of the most powerful numerical methods on quantum many-body systems\textsuperscript{1,2}. It has already become a large family of algorithms, but one of the common problems among these methods is the CPU time efficiency. Although all Monte Carlo algorithms can give the exact measurement of any observables in the infinite Monte Carlo step limit, this property means that any speedup on Monte Carlo algorithms will automatically make a significant difference in its performance.

Here, we focus on a continuous-time quantum Monte Carlo algorithm\textsuperscript{3,4}, especially on its application to the single-site Anderson model\textsuperscript{2}. The model describes the interaction between fermions at a local impurity and the bath, formed by a set of modes of the pure system. The Hamiltonian consists of non-interacting and interacting terms that can be written as \textsuperscript{9}

\[
H = H_0 + H_1
\]

\[
H_0 = -(\mu - U/2)(n_{\uparrow} + n_{\downarrow}) + \sum_{\sigma, p} (Vc_p^\dagger a_{p, \sigma} + \text{h.c.})
\]

\[
+ \sum_{\sigma, p} \epsilon_p a_p^\dagger a_{p, \sigma} + K
\]

\[
H_1 = U(n_{\uparrow}n_{\downarrow} - (n_{\uparrow} + n_{\downarrow})/2) - K,
\]

where \( n_{\sigma} = c_{\sigma}^\dagger c_{\sigma} \) (\( \sigma = \uparrow, \downarrow \)) are the number operators of local fermions, \( a_{p, \sigma} \) are the fermion operators for the bath, \( \mu \) is the chemical potential, \( U \) denotes the on-site Coulomb repulsion at the impurity site, and \( V \) gives the hybridization between the impurity and the bath. The parameter \( K \) is an arbitrary positive constant of \( O(1) \).

One of the state-of-the-art algorithms on this model is the continuous-time auxiliary-field method (CT-AUX)\textsuperscript{3,6}, in which we introduce an auxiliary field \( s \) for the interaction between upward and downward spin modes of the local impurity and rewrite \( H_1 \) as \textsuperscript{6,8–10}

\[
H_1 = -\frac{K}{2} \sum_{s = \pm 1} e^{s(n_{\uparrow} - n_{\downarrow})},
\]

where \( \gamma = \cosh^{-1}[1+U/(2K)] \). Then, we can make a simulation by sampling over the spin vertices inserted into the imaginary-time axis. Namely, the configuration will be \( \{(s_i, \tau_i)\} \), a set of spin vertices with their imaginary-time coordinates of auxiliary field. We can use various techniques to update the configuration, but the simplest is to either insert a new vertex at some imaginary time or remove an existing vertex in the configuration.

To decide whether to accept or reject a proposal of a new configuration, despite what update technique has been used, we need to calculate the weight difference between the initial and final states in addition to the possibility of making such a proposal. Usually, the latter can be easily obtained. For example, in CT-AUX, if we consider the most straightforward update of insertion or removal of a single vertex \( (s_i, \tau_i) \), the possibility of a proposal of removing an existing vertex is proportional to \( 1/n \), where \( n \) is the number of vertices, and insertion on a given imaginary-time point will cause a factor proportional to the length of the imaginary-time axis, namely, the inverse temperature \( \beta \). As for the weight, for a single configuration, it can be calculated by evaluating a determinant of a square matrix of size \( n \times n \). As a result, the simplest brute-force Monte Carlo update will cost \( O(n^3) \) CPU time to calculate the weight. Fortunately, as the update of the configuration will only change the matrix of which we want to calculate the determinant locally, a fast-update technique can be applied to the Monte Carlo algorithm, and we can reduce the time complexity to...
are advance to some small numbers. For example, the orders $-f$ fits the interval $[0, 1]$. Note that we assume that the imaginary time is normalized as $\tau / \beta$. Using the effective Hamiltonian, we can reduce the computational complexity for a single step can be reduced to $O(n^2)$, compared with $O(nm)$ of the original SLMC update. Our method gives the same weight as the SLMC algorithm, but the $n$-dependence of the CPU time complexity has been reduced to logarithmic. So we can expect an exponential speedup, especially at low temperature, where severe efficiency issues have been reported.

In the present paper, we propose a new technique for calculating the weight difference of the effective Hamiltonian in Eq. (5). We will show that the CPU time complexity for a single step can be reduced to $O(n^2 + m \log n)$, compared with $O(nm)$ of the original SLMC update. Our method gives the same weight as the SLMC algorithm, but the $n$-dependence of the CPU time complexity has been reduced to logarithmic. So we can expect an exponential speedup, especially at low temperature, where severe efficiency issues have been reported.

We should also notice that this form of effective Hamiltonian is free from the detailed structure of the models we are considering, and it fits for any cases where we can write the configuration by a set of $\{\tau_i\}$ of local degrees of freedom and imaginary times. So the technique introduced below should be helpful for other models as well, e.g., boson models.

II. MOMENT PRE-CALCULATION TECHNIQUE

First, we consider the algorithm for the case where $J$ and $L$ are simply polynomials of $(\tau_i - \tau_j)$, not of its absolute value. The effective Hamiltonian used in [8] will be considered in the next section. At each Monte Carlo step, we insert a new vertex by randomly choosing an imaginary time and spin or remove a vertex from the configuration. Since we need to calculate the acceptance probability at each step, the weight of the proposed configuration needs to be calculated. Naively, it will cost $O(n^2 m)$ CPU time for calculating the weight of any configuration $\{(s_i, \tau_i)\}$, but we can do far more than this.

The most naive idea of acceleration is to consider the change of weight by the insertion or removal of a vertex [8]. For simplicity, we only consider the insertion, while for removal it is almost the same except for the sign. Suppose we already have a configuration $\{(s_i, \tau_i)\}$ with $n$ vertices ($i = 1, 2, \ldots, n$). Now we want to insert a new vertex at $\tau$. For the part of $L$ the change will be

$$\Delta L = \sum_{i=1}^{n} (L(\tau_i - \tau) + L(\tau - \tau_i)) = L(0).$$

Here, we ignore the overall factor $1/n$, which can be included back at the end. As each $L$ term is an order-$m$ polynomial, the total CPU time for calculating $\Delta L$ is $O(nm)$. (Note that although we train it as a linear combination of $m$ Chebyshev polynomials, we can combine them into one polynomial after obtaining all coefficients.) The $J$ part can be done almost the same, except
for adding signs, $s_i$ and $s$, for each term. As for $f(n)$, it can be pre-calculated up to some upper limit since the number of vertices is finite, and if $n$ exceeds the limit, we increase the upper limit to $n$ and calculate the values of the polynomial up to the new upper limit. Thus, after applying this technique, the total CPU time for one step becomes $O(nm)$.

However, we can do more than this. Consider the structure of $L(\tau_i - \tau)$: it is a polynomial of $(\tau_i - \tau)$, but it can be further expanded and regarded as a polynomial of $\tau$ with $\tau_i$-dependent coefficients. If $L$ has the following form:

$$L(x) = \sum_{j=0}^{m} a_j x^j,$$

then

$$L(\tau_i - \tau) = \sum_{j=0}^{m} a_j (\tau_i - \tau)^j$$

$$= \sum_{j=0}^{m} \sum_{k=0}^{j} (-1)^k a_j \binom{j}{k} \tau_i^{j-k} \tau^k$$

$$= \sum_{k=0}^{m} \sum_{j=k}^{m} (-1)^k a_j \binom{j}{k} \tau_i^{j-k} \tau^k.$$  

If we sum over all $n$ vertices of the $L(\tau_i - \tau)$ term, it will be

$$\sum_{i=1}^{n} L(\tau_i - \tau) = \sum_{k=0}^{m} \left( \sum_{i=1}^{n} \sum_{j=k}^{m} (-1)^k a_j \binom{j}{k} \tau_i^{j-k} \right) \tau^k.$$  

So, we can store the terms in the parenthesis in Eq. (10) as a vector of length $(m + 1)$. The contribution to the vector components from each $\tau_i$ is separable. This means that we can modify each component with cost of $O(m)$ by performing the summation over $j$ for insertion or deletion of a vertex, and $O(m^2)$ time for the update of all the $(m + 1)$ components. If we have such a vector, the weight difference for inserting a vertex can be calculated by evaluating an order-$m$ polynomial, so the total CPU time cost for one step is $O(m^2)$.

Note that there is a trade-off in this moment precalculation method. Instead of storing the vector, if we rewrite Eq. (10) as

$$\sum_{i=1}^{n} L(\tau_i - \tau) = \sum_{k=0}^{m} \left( \sum_{j=0}^{m-k} \sum_{i=1}^{n} (-1)^k a_j \binom{j+k}{k} \tau_i^{j+k} \right) \tau^k$$

$$= \sum_{k=0}^{m} \left( \sum_{j=0}^{m-k} (-1)^k a_j \binom{j+k}{k} \sum_{i=1}^{n} \tau_i^j \right) \tau^k,$$

we can save $(m + 1)$ components of vectors $v_j = \sum_{i=1}^{n} \tau_i^j$ ($j = 1, \cdots, m$). In this case, each component can be updated in $O(1)$ time for insertion and deletion, so the total cost for updating will be $O(m)$. However, we need to calculate $m$ components for each vector in the parenthesis for evaluating the weight difference. The CPU time for this part is $O(m^2)$, and thus the total CPU time will not change: we can choose whether to update faster and calculate the weight difference slower or use a faster calculation of weight difference and spend more time for updating the internal vector. In both cases, compared with the original $O(nm)$ update, our new method is free from the number of vertices $n \propto \beta U$. The price is a factor $m$, which is fixed at the beginning and usually small ($m \ll n$), so we can achieve a significant speedup.

One may notice that in Eq. (10), we have to evaluate the polynomial functions with fixed coefficients many times. This fact inspires us to do some pre-calculation for the polynomials. A naive idea is since our $\tau$ can only take values between 0 and 1, pre-calculating the function values at $N$ points dividing $[0, 1]$ evenly. Then, for a given $\tau$, we find the interval $[\tau_j, \tau_j + \Delta \tau]$ including $\tau$, and interpolate the function value at $\tau$. This idea is, in fact, from the interpolation of Green’s function for the noninteracting system used in the CT-AUX method. After the precalculation, we can find the function value at any $\tau$ in $O(1)$ time, and the total CPU time is thus reduced to $O(m)$.

The error from this interpolation is $o(\Delta \tau^2)$, where we have another trade-off between memory and error: the more data points we save, the less the error will be. Since at least we can easily save up to $10^5$ data points, we can expect the error under control, and this function is also compatible with the algorithm in the next section. However, we will stop here to consider approximate methods, and in the following, we will consider more rigorous evaluation methods.

### III. SOLUTION FOR POLYNOMIALS OF ABSOLUTE VALUE OF TIME DIFFERENCE

Instead of polynomial of $(\tau_i - \tau_j)$, in the real simulation of fermion systems, a polynomial of $x = 2|\tau_i - \tau_j| - 1$ is used [17–21] for $L$ (and also for $J$). This polynomial can be expanded to a polynomial of $|\tau_i - \tau_j|$. The polynomial of $|\tau_i - \tau_j|$ can be further divided into two parts, each of which is even or odd with respect to $|\tau_i - \tau_j|$. For the even part, since $|\tau_i - \tau_j|^{2n} = (\tau_i - \tau_j)^{2n}$, no extra effort is needed. We can apply the technique presented in Sec. III to calculate the weight difference when inserting or removing a vertex. So, we will focus on the odd part of the polynomial.

First, we consider the simplest case, where $L(\tau_i - \tau) = |\tau_i - \tau|$, so the problem is “calculating the total distance to all existing vertices from a given vertex at $\tau$.” We know that

$$\sum_{i=1}^{n} |\tau_i - \tau| = \sum_{i=1}^{n} (\tau_i - \tau) + 2 \sum_{i|\tau_i < \tau} (\tau - \tau_i).$$

(12)
This can be calculated in $O(1)$ time, if we can maintain $\sum_{i=1}^{n} \tau_i$, $n_i = \sum_{i \mid \tau_i < 1}$ (the number of $\tau_i$ which is smaller than $\tau$), and $\sum_{i \mid \tau_i \leq \tau} \tau_i$. The first quantity can be easily maintained, by adding or subtracting $\tau_i$ for each update, so the problem becomes how to deal with the second and the third quantities, related to $\{\tau_i\}$ that are smaller than a given $\tau$.

Formally, we will need a data structure that can do:

1. Insert a real number $\tau_i \in [0, 1)$.
2. Remove a real number $\tau_i$, given its index.
3. Given a real number $\tau \in [0, 1)$, count the numbers in the data structure that is smaller than $\tau$.
4. Given a real number $\tau \in [0, 1)$, count the sum of numbers in the data structure that is smaller than $\tau$.

If $\tau$ takes some discrete values (e.g., integers) within some range, instead of real numbers, this is a standard application of the segment tree or the binary indexed tree \[22\]. We can use two binary indexed trees to maintain the number of $\{\tau_i\}$ smaller than $\tau$ and their sum.

Here, our problem is continuous, so we use another data structure called the balanced binary search tree \[23\]. As its name, the balanced binary search tree is a binary search tree of an ordered set of numbers (both discrete and continuous can be accepted). Among the family of binary search trees for a single data set, the balanced binary search tree is "balanced," which means the difference of depth for a node’s left and right subtrees is very small. Suppose that we have a degenerating binary search tree, only a chain to the same side (e.g., to the left). Then, if we want to search for some value to see if it is inside the tree, using the binary search technique, we will need $O(n)$ time to find it or decide that it is not in, where $n$ is the number of data items inside the data structure. However, if it is balanced, then the maximum depth is $O(\log n)$, so we can find any element in only $O(\log n)$ time.

The balanced binary search tree (from here, we call it balanced tree for simplicity) is widely used in many standard libraries and applications. For example, in the STL of C++, implementation of template data structures (std::set and std::map) is, in fact, by a kind of balanced tree \[24\]. Instead of strictly requiring the difference of depth for the two children for each node to be balanced, the splay tree uses a more interesting technique called "splay" operation, which performs to "rotate" a node to the root while potentially reducing the imbalance with keeping the binary search tree structure.

Note that the properties of subtrees can be maintained under rotation (or splay) as long as the properties support addition. The splay operation can be done only in $O(\log n)$ time. It is proved that this technique can make the complexity for operations on a balanced tree (insertion, deletion, queries for the rank of some value and $k$-th value, and so on) be $O(\log n)$ in average. As we have seen above, if the node we are considering is the root, then the lower part corresponds to the left subtree, so we can obtain the property lower than some value by first rotating (or "splaying") the node to the root, then taking the value of its left child. The average time complexity of the whole operation is $O(\log n)$. Thus, we see that a balanced tree, or more naturally, a splay tree, can satisfy our four requirements for the data structure and solve the $L(\tau_i - \tau) = |\tau_i - \tau|^3$ problem with $O(\log n)$ time complexity for both updates and queries.

Now consider a more complex case, i.e., $L(\tau_i - \tau) = |\tau_i - \tau|^3$:

$$\sum_{i=1}^{n} |\tau_i - \tau|^3 = \sum_{i=1}^{n} (\tau_i - \tau)^3 + 2 \sum_{i \mid \tau_i < \tau} (\tau_i - \tau)^3. \quad (13)$$

For the first term, we need to store $\sum_i \tau_i^k$ for $k = 0, 1, 2, 3$, and then any query and update can be done in $O(1)$ time. For the second term, we can expand it and maintain $\sum_{i \mid \tau_i < \tau} \tau_i^k$ ($k = 0, 1, 2, 3$) in the spray tree, so that the difference can still be efficiently calculated.

From the previous "trade-off" discussion, we know that if we do not have the balanced tree part, we can either store the coefficients of $\tau^k$ (the complexity for the update is $O(m^2)$ and for the query is $O(m)$) or $\sum_i \tau_i^k$ (the
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FIG. 1. Benchmark of CPU time for the original simple update [8] and our proposed method. Here, \( m = 12 \) for both \( L \) and \( J \) polynomials. We randomly insert or remove vertices while setting the range of the number of vertices as \([n_0 - \sqrt{m}, n_0 + \sqrt{m}]\) for some pre-chosen \( n_0 \)'s to keep \( \langle n \rangle \) at some stable level. As \( n_0 \) increases, \( \langle n \rangle \), which corresponds to the inverse temperature \( \beta \), increases just linearly. Although the CPU time of the simple update is proportional to \( \langle n \rangle \), the CPU time of our proposed method has almost nothing to do with \( \langle n \rangle \), only a weak logarithmic dependence for the operations on the splay tree. Inset shows the same data on a log-log scale.

complexity for the update is \( O(m) \), but to calculate the weight difference we need \( O(m^2) \) time). Here in the balanced tree part, we will have an extra \( \log n \) factor, but we can reduce the total complexity by saving \( \sum_i r_i^k \); we only need to maintain \( O(m) \) properties in the balanced tree, so the update and query for this part are \( O(m \log n) \). Thus, the total CPU time for one step (both update and query) is \( O(m^2 + m \log n) \), which is much smaller than \( O(mn) \).

IV. IMPLEMENTATION AND BENCHMARK

Finally, we provide a simple benchmark for the SLMC update speed on calculating the weight difference when inserting and removing a vertex (Fig. 1). For the implementation of the method described above, please check our GitHub repository [27]. The result is just as we expected: while the CPU time of the simple update proposed in [8] is proportional to the average number of vertices, our method proposed in the present paper can calculate the weight difference with the CPU time only weakly depends on \( n \). The default test for \( n = 3000 \), \( m_{cJ} = m_{cL} = 12 \), \( m_{cJ} = 3 \) shows a over 10 times speedup compared with the original \( O(mn) \) update.

The present benchmark result is consistent with our analysis of the asymptotic time complexity: although for small \( n \), the constant factor for the pre-calculation may dominate the CPU time, for large enough \( n \), the logarithmic dependence on \( n \) of our algorithm achieves an exponential speedup compared with the original algorithm.

V. CONCLUSION

By introducing moment pre-calculation techniques and the help of the splay tree for maintaining the prefix, we have constructed an algorithm that improves the time complexity of a single Monte Carlo step of original SLMC on the CT-AUX method for the single-impurity Anderson model from \( O(nm) \) to \( O(m^2 + m \log n) \). Our method gives the same weight as the original one. For polynomials without absolute values on variables, we also propose an interpolation method that can further improve the time complexity to \( O(m) \) with pre-calculation of some polynomial functions. However, we need to consider the error caused by the interpolation process more carefully.

Although our ideas came from the impurity model and the SLMC algorithm on fermion impurities, the technique itself only depends on more general requirements. As long as the effective Hamiltonian is expressed as a sum of polynomial functions of distances over all pairs of vertices, we can always apply the present technique to obtain an exciting speedup. It gives a chance for more algorithms to use this idea to improve time complexity, so both save CPU time and improve the accuracy of measurements, which is the main issue, especially in Monte Carlo algorithms facing low-temperature physics. We are also looking forward to more discussions about applying the current technique and welcome further improvements based on this work.
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