The Architecture of a Driverless Robot Car Based on EyeBot System
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Abstract. This paper presents the system architecture of a driverless robot car, designed to participate in the Carolo-Cup, a competition regarding automated model vehicles. We describe an implementation that completed the different tasks in this competition on our EyeBot platform in detail. EyeBot has one RGB camera as well as three infrared distance sensors, and it's powered by Raspberry Pi 3B. We developed the lane detection algorithm using the OpenCV library and completed the traffic sign recognition task based on SVM which can be used offline. Experimental and simulation results recorded in real-time are also reported. The test result showed that our programs can run at high speed to achieve stable motion control in real time and complete all the tasks in the competition. The highlight of our work is that the whole system can run on a platform with limited computing resources.

1. Introduction

Autonomous vehicles have been the subject of some research words in fields including robotics, computer vision, and machine learning. The well-known DARPA Grand Challenge [1] has triggered a great deal of research by confronting academics with real practical situations. Other competitions have also been set up, such as the Intelligent Vehicle Future Challenge (IVFC) [2], the Audi Autonomous Driving Cup [3] and the Carolo-Cup [4].

In this article, we present the complete system architecture of the driverless robot car that completed the different scenarios in Carolo-Cup. In section 2, the model car platform EyeBot [5], the software EyeSim [6], the operating system RoBIOS [7], the test track and some preparation work are presented. Section 3 and 4 gives a detailed view of our system architecture, covering all the implemented modules: lane detection using OpenCV [8] and traffic sign recognition. These functions are discussed separately in the following sections, including algorithms and experimental results. Finally, Section 5 concludes the paper and provides an overview of future work.

2. Platform & preparation work

2.1. EyeBot & EyeSim & RoBIOS

EyeBot is the name of a robot family developed by UWA. We used SoccerBot, a member of the EyeBot family which is shown in figure 1. It is powered by a Raspberry Pi 3B in combination with a
self-developed IO-Board EyeBot7, which handles all motor and sensor control and communicates with the Raspberry Pi via USB. EyeBot7 and RoBIOS provide an API to assist in robot program design.

EyeSim is a multirobot, multi-tasking simulation software that allows realistic simulation of mobile robots on MacOS, Windows, and Linux. Its snapshot is shown in Figure 1. EyeSim uses the Unity [9] physics engine and also provides VR applications for Oculus Go [10] and HTC Vive [11].

![Figure 1. SoccerBot S4 and its sensors.](image1)

![Figure 2. Snapshot of EyeSim: Simulation Windows.](image2)

EyeBot's operating system is called RoBIOS (Robot Basic Input-Output System). It comprises a user interface for robot applications on the Raspberry Pi, a set of libraries for various I/O and sensor data processing functions, plus numerous demonstration applications.

2.2. Indoor testbed & simulation

We built an indoor testbed for research, and due to the smaller size of SoccerBot robots and limited space in the laboratory, the sizes of the track and traffic signs were halved. This track consists of a double-lane road, six curves, an intersection and two parking lots. We also built a similar traffic environment in the EyeSim simulator for testing. Figure 3 shows the test track in reality and simulation.

![Figure 3. Test track in reality and simulation.](image3)

3. System architecture

In order to perform all the tasks required in Carolo-Cup, we need to bring several sensors and processing modules into play. Figure 4 shows the global architecture of the system implemented on the experimental platform. A single computer running a Linux OS was used to handle the different sub-modules in multiple threads.

![Figure 4. Global architecture of the system.](image4)
3.1. Lane detection based on OpenCV

Lane detection is a fundamental task in autonomous driving. In this section, we discuss the method we used to detect lanes running on the EyeBot platform using OpenCV. The method is modified due to the limitation of computing power, while it maintains good flexibility for different scenarios like a straight road, curves, crosswalk, and intersection. Our algorithm can run at around 30fps, which is fast enough to achieve a satisfying lane following ability. Our lane detection algorithm contains the following steps:

- **Steps of lane detection.** Images captured from the camera [Figure 5] need to be preprocessed for features extraction. Several techniques are used:
  - Set Region of Interest (ROI): remove the top part of the original image that is useless for lane detection to accelerate the image processing speed. [Figure 6]
  - Greyscale Transform: Convert color image to grayscale image.
  - Gaussian Blur: This step reduces noise in the image.

Then we search for specific edges in the image to extract the road feature. We use:

- Canny Edge Detection. It is a computational approach to detect edges in an image [12]. We used the result of canny edge detection to find edges of the lane. [Figure 7]
- Hough Transform. It is a method can be used for line detection and general curve fitting [13]. We use it to find all possible straight lines to determine the two inner edges of the lane.

The final step is feature validation. Considering the limited field-of-view of the camera, we implemented a new way to determine the left and right edges of the lane. First, select the possible lines of the left edge and right edge by the slope of the lines. Then, for each part of the image, calculate the distance from the line to the top left or top right spot of the region of interest which is shown in Figure 8. The lines with the longest distance to the left or right corner spot are considered as the inner edge of the lane markings. Figure 9 demonstrated the result of lane detection.

### Detection of different scenes

As for a curved road, one of the most common methods is curve fitting. Curve fitting is a mathematical technique that is widely used in engineering applications. It consists of fitting a set of points to a curve using Lagrange Interpolation Polynomial [14]. However, it is computationally intensive and therefore cannot be applied to the EyeBot platform while maintaining a reasonably high frame rate.

In our scenario, when the robot drives on a curve, often only one edge is visible in the camera as Figure 10 and Figure 11 show. We consider the curve as a continuous polyline. The information of angle and position of the detected edge is saved each frame. When the robot drives into a curve and one edge of the lane becomes invisible, we assume that the current edge position is the same as in the last detected position.

![Figure 8. Edges (blue), distance to spot (red).](image1)

![Figure 9. Determined inner edge of the lane.](image2)

![Figure 10. Visible solid line for the right curve.](image3)

![Figure 11. Visible dash line for the left curve.](image4)
To detect the crosswalk, we use the number of lines detected in a frame. When the crosswalk is in the sight of the camera as Figure 12 shows, the number of detected lines will increase to around fifteen, and after passing the crosswalk, it will reduce to normal level.

To detect the intersection, as Figure 13 shows, when the robot arrives at the intersection (① and ②), the number of detected lines reduced to zero due to the temporarily missing edges on the two sides. Based on this information, we can decide if there is an intersection ahead.

In an experiment, we let the car drive from the blue spot to the red spot on the left in figure 14 and printed the number of detected left or right edges in a graph. From the graph, we can see a sharp peak when the robot reaches the crosswalk.

![Figure 12. Detected lines before the crosswalk.](image1)

![Figure 13. Image before the intersection.](image2)

![Figure 14. Test track and number of lines detected from blue spot to red spot.](image3)

3.2. Traffic sign recognition task

3.2.1. The HOG feature. There are many classical methods which can complete the traffic sign recognition task. The most common of hand-crafted features are SIFT [15], HOG [16], LBP [17], etc. After describing traffic signs, classifiers are learned based on the feature representing for traffic sign detection and classification, such as support vector machines (SVM) [18] and random forest classifier [19], [20].

For our application, we found the HOG feature can gain the acceptable accuracy for our driverless simulation task after particular optimization of the current scene. Moreover, its reaction time is short enough for real-time needs. The libraries that the algorithm relies on are limited, so it is easy to be installed on the Raspberry Pi. Based on these reasons, we chose the HOG feature to perform the traffic sign detection and recognizing task.

3.2.2. The influence of different parameters in SVM. To optimize the algorithm for our needs, we must change some parameters and need to add some methods for block normalization. This can help with generalization and the speed of the function. We mainly modified these parameters to adapt the model to our situation — the C for the SVM (penalty term), and thresholding the singular values of the filters and the size of the scan windows.

Firstly, for the C of the SVM, the below pictures tell how much it should be to avoid misclassifying each training example. In our situation, the parameter C can be large, because our training datasets do not have too many noises. The accuracy sensitivity to C shows in Figure 15.
As for the threshold of the filter, we keep it small, because we want to keep more details. The accuracy sensitivity to the filter shows in Figure 16.

The windows size is more complicated as it depends on the input image size. In our situation, the input image size is 320x240 (QVGA). So, the size of the scanning window should be smaller than 80. However, when the size of scanning windows is too small, the performance of the model deteriorates, especially in the presence of noise in the training dataset. Figure 17 shows window size sensitivity. Figure 18 shows the sensitivity to norm.

4. Experimental results and discussions

4.1. Traffic sign recognition

4.1.1. HOG feature models. The result images of our HOG feature models are shown in Figure 19. They primarily reflect the shapes and appearances of the given traffic sign images, so we presume the models we trained are correct.

| Traffic signs     | Precision | Recall | F  |
|-------------------|-----------|--------|----|
| Stop              | 82.61%    | 61.29% | 70.37% |
| Pedestrian        | 100%      | 73.33% | 84.62% |
| Park              | 100%      | 50.00% | 66.67% |
| Speed limit       | 100%      | 63.64% | 77.78% |
| Speed limit cancel| 100%      | 42.11% | 59.26% |
| Give way          | 100%      | 60.00% | 75.00% |

4.1.2. The recognition results. Moreover, the accuracy of our model is tested in a testing dataset we build based on our map; the main performance is measured by the accuracy, recall, and F-measure, the result of our model is shown in Figure 20 and Figure 21.
Figure 21. The recognition results.

4.1.3 Execution time. The most important part of this model is the executing time, as real-time performance is required for the robots. The average time of executing the main control loop is 340ms. However, the time varies from 240ms to 408ms, which is quite stable for most of the time. Combining the accuracy and executing time results, we can assume that this model meets our soft real-time and accuracy requirements for this application.

5. Conclusion and Future Work
The system architecture described in this paper was successfully implemented and demonstrated within the context of Carolo-Cup 2018, both on real EyeBot/SoccerBot robots, as well as in the EyeSim simulation environment. The implemented modules worked reliably and were capable of handling complex scenarios, despite the limited computational and memory resources of the chosen hardware.

In the future, we plan to improve the robustness and accelerate the speed of the recognition process which is crucial for racing competition. Besides, considering the basic functions we have, we can implement the communication function into our system. The possibilities offered by wireless communications for an automated distributed understanding of driving scenes are numerous and still largely unexplored.
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