In-core dosimetry for the validation of neutron spectra in the CROCUS reactor
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Abstract—The present article describes the preliminary validation study of simulated in-core and reflector neutron spectra in preparation of oncoming experimental programs in the zero-power reactor CROCUS at EPFL. For this purpose, a set of activation foils were irradiated at three characteristic positions in the CROCUS reactor, and the subsequent activities were analyzed via γ spectrometry. The experimental setup was then modeled with the Monte Carlo neutron transport code Serpent2 and associated with an analysis tool to include the effect of the reactor power history during experiments.

The comparison of calculated and measured reaction rates (C/E) indicates a general consistency (±2%) between calculated and measured spectra. However, offsets of C/E values were observed in (n,γ) reactions, up to 18% for 115In and 8% for 63Cu dosimeters. This could be caused by an unexpected isotopic composition, uncertainties in nuclear data, or the γ spectrometry analysis.

In addition, a 100-groups spectrum unfolding was performed using the experimentally determined reaction rates and the Serpent2 spectra as the prior knowledge. The unfolded spectra were mainly adjusted in the thermal and fast ranges, while few modifications were made in the pithermal region due to the low contribution of epithermal neutrons in activation processes. Moreover, within energy groups where the capture reactions show resonant behavior, flux depletion (up to 38%) as compared to the prior spectra) is observed due to the absence of self-shielding effect in the unfolding process. For this purpose, an unfolding method based on energy groups weighting is developed and tested.

Keywords—Neutron spectrum measurement, in-core dosimetry, gamma spectrometry, spectrum unfolding

I. INTRODUCTION

The development of the knowledge on nuclear data have largely contributed to the advances of reactor technology, while continuous improvement is still required for further optimization, new designs and waste management for example.

The nuclear data of stainless steel components (Fe, Cr and Ni) are of great interest for the performance assessment of the Gen-III EPR reactor. Validation of the iron nuclear data was accomplished in the EOLE reactor for this purpose [1]. In continuation of this work, the PETALE program [2]–[4] will be performed in the zero-power reactor CROCUS. For such program, the interpretation of experimental data would require a precise knowledge of neutron energy spectra.

In this paper is described the experimental study conducted in CROCUS, for the validation of simulated in-core and reflector neutron spectra by means of activation dosimetry.

II. METHOD

A. Experimental setup

CROCUS is an an experimental reactor operating at a maximal power of 100 W. The reactor is light water-moderated with two interlocked fuel zones in a square lattice, separated by a water gap, as shown in fig. 1. The power of the reactor is monitored by two ex-core fission chambers and two γ compensated ionization chambers. Further information on the

Figure 1: CROCUS core configuration with irradiation positions for the present study (after [5])

reference experimental configuration of the reactor can be found in [5].

For the current study, disk-form dosimeters are placed at three different positions (indicated in fig. 1) within the reactor: (i) at the center of the core, (ii) in one of the empty control rod tubes, (iii) in two empty aluminium rods placed in the near periphery of the core (surrounded by the water reflector). Dosimeters are prepared and laminated in a thin plastic film to avoid possible deformation and contamination during experiments. These dosimeters are then attached to Plexiglas plates for positioning.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/).
At the end of the experiments, safety systems are activated to shut down the reactor. The activation of dosimeters are then analyzed via γ spectrometry, using High Purity Germanium (HPGe) detectors [6], [7].

B. Experimental design

The experimental design consists of selecting dosimeters, reactor power and operation time. It was accomplished with simulated activation experiments using the Monte Carlo neutron transport code Serpent2 [8], under criticality configuration based on the modeling in [9].

For illustration purpose, some simulated flux profiles (in 100 energy groups) at different experimental positions are shown in fig. 2, while the shaded areas represent the $1\sigma$ uncertainty of the simulation. The calculation is made in a 0.005 cm$^3$ detector, which is representative of the size of dosimeters.

Figure 2: Simulated flux in different experimental positions

One can observe a symmetrical profile for the thermal and the fast contributions in the core center, while the fast component drops significantly outside the fuel zone. Based on the flux profiles, it was decided to use two types of dosimeter: (1) resonant dosimeters presenting capture reactions (n,γ) (2) threshold dosimeters with threshold reactions such as (n,p) or (n,n').

The dosimeters are selected according to the contribution of the calculated reaction rates (RR) in different energy groups between $1 \times 10^{-5}$ eV and 20 MeV. Figure 3 illustrates the sensitivity of different dosimeters in terms of distributed and integral RR. Resonant dosimeters are sensitive to the thermal flux and certain energy groups where there are resonant peaks in the cross section. On the other side, threshold dosimeters are meant to target the fast flux since the threshold energy of the reaction is generally above 0.5 MeV. Additionally, resonant dosimeters covered with neutron poison (cadmium boxing) are also used to target epithermal contribution. The set of dosimeters (reactions and associated decay data) used for spectrum characterization is listed in Table 1.

C. Analysis with simulations

An effort has been made to accurately reproduce the experimental configurations in simulation for comparison purpose. In the Serpent2 calculations, dosimeters are modeled with their exact geometry and position within the reactor during
experiments. The isotopic composition of the materials are assumed to be as the natural abundance. The activity $A_i(t)$ for a certain isotope $i$ is estimated using the calculated RRs $R_i$ and the reactor power history $P(t)$.

For precise activity estimation of short-lived isotopes, the power history is of importance. Consistently, the influence of power history is checked for all isotopes of interest. This is implemented in a numerical code based on a simplified Bateman equation, by neglecting reaction rates in isotopes once activated:

$$A_i(t_n) = \lambda_i \Delta t \sum_{k=0}^{n} [C_0 R_i P(t_k) - A_i(t_k)]$$  \hspace{1cm} (1)

where $\lambda_i$ is the decay constant, $\Delta t$ the elementary time step and $C_0$ the normalization constant. This normalization is achieved with a reference $^{197}$Au (n,$\gamma$) dosimeter in each experiment.

A direct comparison can therefore be made between the measured dosimeter activity $A_E$ and the simulated one $A_C$. These quantities are proportional to the measured and calculated RRs $R_E$ and $R_C$. The ratio C/E between RRs in calculation (C) and experiment (E) can be estimated as:

$$\frac{C}{E} = \frac{A_C}{A_E} = \frac{R_C}{R_E}$$  \hspace{1cm} (2)

In addition to the validation based on C/E, the calculated neutron spectrum can be adjusted by the experimental feedback of measurements ($R_E$). This is accomplished via an unfolding procedure that compares the measured RR and that for an initial guess spectrum (the one calculated in Serpent2 in the present study). The best approximated spectrum is obtained by minimizing the residual on RRs in the $\chi^2$ sense. The unfolding is done with a reference code MAXED [10] based on a maximum entropy criterion, and two non-linear optimization methods with the CVXPY package [11] in Python. The first method uses augmented response matrix (of cross sections) and the information of the spectrum (referred as the unweighted method hereafter). The other method uses the spectral distribution of RRs calculated in Serpent2 to weight the contribution of the response in each energy group. Thus, it will be referred as the weighted method. The unweighted method uses a response matrix of constant cross section values, therefore the self-shielding is not taken into account. The weighted method, by contrast, aims at introducing implicitly the self-shielding effect into the unfolding by assigning different importance to energy groups.

III. RESULTS AND DISCUSSION

In the present part, the comparison of RRs in simulations and experiments is summarized. The coherence between calculation and measurement indicates that the Serpent2 modeling using a common purpose JEFF 3.1.1 library [12] is in general consistent with outcomes of the activation dosimetry. The result of the comparison also allowed a study on spectrum unfolding. However, discrepancies between calculated and measured RRs are observed for some dosimeters. Possible sources of these discrepancies will be discussed.

A. C/E in thermal and epithermal ranges

The overview of C/E values for resonant dosimeters, therefore sensitive to thermal and epithermal ranges, is presented in fig. 4. The activity measurement of $^{64}$Ni is partly due to its low isotopic proportion in nature (<1%), partly due to its short half-life (2.5 hours). Discrepancies for $^{64}$Cu, $^{65}$Cu and $^{115}$In dosimeters were observed to be an offset, regardless of the position of the dosimeter across different experiments. For $^{64}$Cu and $^{65}$Cu, the uncertainty in cross section data and branching ratio of $\gamma$ decay emission is of the same order of magnitude [12]–[15]. In the case of $^{115}$In, the offset in the source of the offsets could be a possible isotopic composition that is different from natural abundance, or biases and uncertainties in $\gamma$ spectrometry analysis not taken into account in this study.

It is worth noticing that the activity measurement of $^{63}$Cu is made on a particular $\gamma$ ray: the 511 keV photon created through the annihilation of a positron over an electron. It is however difficult to confirm that the background annihilation in the acquisition system during measurements is fully subtracted from the target decay emissions. Therefore, the applicability of spectrometry analysis is questionable by definition. It was also observed that the acquired peak shape in $\gamma$ spectrum, illustrated in fig. 5, resembles that of a Gaussian (Poisson distribution of a large number of events), but the width of the peak is generally two times larger than ordinary peaks measured in this work.

B. C/E in the fast range

Despite the general agreement between simulation and experiment for threshold dosimeters as shown in fig. 6, large
uncertainties were observed due to difficulties in measuring the activity and high statistical uncertainties in the RR calculations.

In addition to the dosimeters presented in fig. 6, the inelastic scattering reaction \((n,n')\) of \(^{115}\text{In}\) was also measured in experiments, through the 336 keV photon emission during the transition from the first metastable level to its fundamental level. However, the results show important discrepancies between calculation and measurement: the calculated RRs is about 6% of the measured one. This issue was also reported by [16]. A possible explanation is that, in general purpose nuclear data libraries, inelastic scattering cross section is defined for different metastable levels while in \(\gamma\) spectrometry the activity is measured as the sum of all transitions that would contribute to the metastable level of interest. The complexity of the decay scheme makes inconceivable to compare calculations with measured inelastic scattering RR through common libraries.

C. Spectrum unfolding

As indicated in fig. 7, the unfolding results are generally in agreement with the initial Serpent2 spectra. Sharp depletion (up to 38\% as compared to the prior spectrum) or augmentation of the flux is observed in the epithermal range, which is caused by the large value of resonant capture cross sections. Energy groups with strong flux variation are identified to be associated with resonance peaks of different libraries for \((n,n')\) reactions will be considered in future analysis.
reactions (fig. 7). In reality, the self-shielding limits the actual RR in the resonance region, while in the unfolding this mechanism has to be integrated numerically. This situation can be illustrated through the comparison of unfolded spectra by different methods: The unweighted method takes the cross section values as constant and independent of the spectrum, therefore the unfolded spectra show serious flux variation (fig. 7a). The weighted method shows positive results for the self-shielding correction. With a relatively high cost associated to flux adjustment in resonance regions, the self-shielding effect is represented to a certain extent. Nevertheless, in the case of the spectrum at the control rod position (fig. 7b) the flux depletion is important regardless of the method, possibly caused by numerical issues. Additionally, calculated and measured uncertainties in the RR of threshold dosimeters lead to large uncertainty in the unfolded fast spectra. Further improvement on the experimental procedure and more accurate reaction rate estimation in simulation are expected to optimize the unfolding results.

IV. Conclusion

This paper summarizes the used methodology to validate simulated neutron spectra in the zero-power reactor CROCUS for dosimetry applications. A set of activation dosimeters were chosen, so that the energy spectrum from thermal to up to 20 MeV is covered as much as possible. In-core experiments were designed by Monte Carlo modeling, and performed at different locations in CROCUS and the consequent activation is measured via $\gamma$ spectrometry. The experimental setup were then accurately modeled to compare calculations with experimental results in terms of C/E. The general agreement on C/E indicates the consistency between calculated and measured spectra, and thus the validation of spectra and experimental methodology.

Spectrum unfolding was performed using experimental feedbacks. Two unfolding methods were implemented, which show larger uncertainty in the solution spectrum, but are consistent with the MAXED reference solution.

Inconsistency and offsets in C/E were observed in the analysis, which could be caused by different sources of biases in simulation, experiments and nuclear data. Further improvements are to be made on the design of activation experiments, along with a dedicated model for corrections in spectrometry analysis.
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Table I: Activation characteristics for different foils

| Reaction          | Abundance (%) | Half-life (days) | Threshold Energy (MeV) | Main γ rays | Activity $(Bq.g^{-1}.W^{-1})$ |
|-------------------|---------------|------------------|------------------------|-------------|-------------------------------|
| $^{46}$Ti(n,p)$^{46}$Sc | 8.25          | 83.8             | 1.6                    | 889         | 1.55 × 10²                  |
| $^{48}$Ti(n,p)$^{48}$Sc | 73.72         | 1.82             | 3.3                    | 983         | 2.0                         |
| $^{56}$Fe(n,p)$^{56}$Mn | 91.75         | 0.107            | 0.35                   | 847         | 1.55 × 10²                  |
| $^{58}$Ni(n,p)$^{58}$Co | 68.08         | 70.8             | 0.4                    | 811         | 2.09 × 10³                  |
| $^{60}$Ni(n,γ)$^{60}$Ni | 0.927         | -                | -                      | 1482        | 2.09 × 10³                  |
| $^{63}$Cu(n,γ)$^{63}$Cu | 69.15         | 0.529            | -                      | 511         | 9.74 × 10⁵                  |
| $^{65}$Cu(n,γ)$^{65}$Cu | 30.85         | 3.54 × 10⁻³      | -                      | 1345        | 3.89 × 10⁵                  |
| $^{113}$In(n,γ)$^{113}$In | 95.72         | 0.0376           | -                      | 1294        | 5.23 × 10⁶                  |
| $^{113}$In(n,n')$^{113}$In | 95.72         | 0.187            | 0.34                   | 336         | 1.95 × 10²                  |
| $^{197}$Au(n,γ)$^{197}$Au | 100           | 2.67             | -                      | 412         | 3.12 × 10⁵                  |

1The activity corresponds to the activation after 1 hour of irradiation, when the foil is positioned in the central axis of CROCUS, at the middle height of the critical water level.