Superconducting Symmetries of \( \text{Sr}_2\text{RuO}_4 \) from First-Principles Electronic Structure

O. Gingras\(^1\), R. Nourafkan\(^2\), A.-M. S. Tremblay\(^2,3\), M. Côté\(^1\)

\(^1\)Département de Physique and Regroupement Québécois sur les Matériaux de Pointe, Université de Montréal, C. P. 6128, Succursales Centre-Ville, Montréal, Québec H3C 3J7, Canada
\(^2\)Département de Physique, Institut quantique, Regroupement Québécois sur les Matériaux de Pointe, Université de Sherbrooke, Sherbrooke, Québec, Canada and
\(^3\)Canadian Institute for Advanced Research, Toronto, Ontario, Canada M5G 1Z8

(Dated: October 11, 2019)

Although correlated electronic-structure calculations explain very well the normal state of \( \text{Sr}_2\text{RuO}_4 \), its superconducting symmetry is still unknown. Here we construct the spin and charge fluctuation pairing interactions based on its correlated normal state. Correlations significantly reduce ferromagnetic in favor of antiferromagnetic fluctuations and increase inter-orbital pairing. From the normal-state Eliashberg equations, we find spin-singlet \( d \)-wave pairing close to magnetic instabilities. Away from these instabilities, where charge fluctuations increase, we find two time-reversal symmetry-breaking spin-triplets: an odd-frequency \( s \)-wave, and a doubly-degenerate inter-orbital pairing between \( d_{xy} \) and \( (d_{yz}, d_{xz}) \).

Intensive experimental and theoretical studies have not yet yielded a definitive answer for the superconducting symmetry for \( \text{Sr}_2\text{RuO}_4 \) (SRO). Its similarities with \( ^3\text{He} \) [1] as well as experiments such as early temperature independent nuclear magnetic resonance across the critical temperature \( (T_c) \) [2, 3], polarized neutron scattering [4] and phase-sensitive tunneling experiments [5–8] suggest a superconducting spin-triplet state. Moreover, muon spin relaxation [9] along with polar Kerr effect [10] revealed the breaking of time-reversal symmetry in its superconducting state. These two properties prompt lead to an assumption that the superconducting symmetry in its superconducting state. These two properties promptly lead to an assumption that the superconducting symmetry in its superconducting state. These two properties promptly lead to an assumption that the superconducting symmetry in its superconducting state. These two properties promptly lead to an assumption that the superconducting symmetry in its superconducting state. These two properties promptly lead to an assumption that the superconducting symmetry in its superconducting state. These two properties promptly lead to an assumption that the superconducting symmetry in its superconducting state.

On the other hand, low-temperature gapless excitations were found by various methods [13–16]. Residual thermal conductivity at very low temperature is difficult to reconcile with a nodeless state and rather supports a \( d \)-wave nodal state [17]. Also, at the second critical magnetic field \( H_{c2} \), the phase transition shows evidence of being first order and \( H_{c2} \) is much lower than expected in a spin-triplet superconductor [18, 19]. It suggests the existence of a pair-breaking mechanism similar to Pauli limiting, observed for spin-singlet superconductors. Furthermore, while uniaxial strain experiments showed that the critical temperature could be enhanced by approaching van Hove singularities (vHS), no signature of breaking of degeneracy between \( k_x \) and \( k_y \) was observed [20, 21]. Moreover, very recently, the magnetic susceptibility was re-measured and found to drop below \( T_c \) challenging a standard triplet pairing state [22, 23]. These opposing observations make SRO one of the most mysterious modern electronic-structure puzzle in superconductivity and any step towards a better understanding could unravel important knowledge [24].

The multi-orbital nature of the superconductivity in SRO complicates the analysis. Numerous studies have attempted to characterize the symmetry of SRO superconducting order parameter along with its dominant orbital host [25–39], yet this discussion remains open [24]. By contrast, the electronic structure of the normal state of SRO, including interaction-induced mass renormalizations, is well explained by first-principles approaches [40]. It is thus desirable to use the machinery that describes well the normal state in order to address the unconventional superconductivity in SRO. Here we take a major step in that direction by finding out the leading superconducting instabilities from solving the Eliashberg equations starting from its correlated electronic structure [41].

SRO is a single-layer perovskite, with the ruthenium atom in the center of a tetragonally elongated octahedron of oxygen atoms. This configuration breaks the five-fold degeneracy of the 4\( d \) shell of ruthenium into \( t_{2g} \) and \( e_g \) states. There are four electrons residing on the \( t_{2g} \) subset, namely the \( d_{xy} \), \( d_{yz} \) and \( d_{xz} \) orbitals, while the \( e_g \) orbitals remain empty. Such a partially filled 4\( d \) subshell hosts relatively strong local electronic interactions.

We thus start from a correlated electronic structure obtained using density-functional theory in the local density approximation plus dynamical mean-field theory (LDA+DMFT) [42]. The LDA part of the electronic structure is computed using the projector augmented-wave pseudopotential [43, 44] implemented in ABINIT [45, 46]. Although spin-orbit coupling in SRO affects some parts of the Fermi surface (FS) [47–50], its effects on the spin and charge fluctuation spectra seems to be modest as we discuss in the supplemental material (SM) [51]. We neglect it at this stage. We incorporate the correlation effects on \( t_{2g} \) orbitals using the fully self-consistent LDA+DMFT [42, 52, 53] method with on-site Coulomb repulsion \( U = 2.3 \text{ eV} \) and Hund’s coupling \( J = 0.4 \text{ eV} \) that are consistent with effective masses [40, 54].

Figure 1 shows the LDA+DMFT in-plane partial spectral weights at the Fermi energy, \( |A(k, \omega = 0)|_l \) with \( l \) the orbitals \( d_{xy} \), \( d_{yz} \) and \( d_{xz} \) illustrated by blue, green and red colors respectively. We interpret them as the FS of SRO, which consists of a cylindrical sheet (vHS) and two quasi-one-dimensional (q1D) sheets (\( \alpha \) and \( \beta \)): the \( \gamma \) band is mainly derived from the \( d_{xy} \) orbital and is close to a vHS, while the \( \alpha \) and \( \beta \) bands are mainly derived from the \( d_{xz} \) and \( d_{yz} \) orbitals. The main nesting vectors for different FS pockets are illustrated on Fig. 1.

The effect of local correlations on the electronic structure,
encoded in the self-energy $\Sigma$, is to shift the non-interacting eigenenergies and to introduce a finite lifetime to quasiparticles. The orbital $l$’s quasiparticle renormalization factor $Z_l$, where $Z_l^{-1} \simeq 1 - \text{Im} \langle \omega_0 \rangle^l / \omega_0$ with $\omega_0$ the first Matsubara frequency, is related to the effective mass enhancement via $m^*_l / m^\text{LDA} = Z_l^{-1}$. We find $Z_l^{-1} \sim 5.3, 3.8, 3.8$ for $d_{xy}, d_{yz}, d_{xz}$, consistent with quantum oscillation measurements [55] and previous LDA+DMFT studies [40].

In spin and charge fluctuation mediated superconductivity, the Cooper pairing interaction is expressed in terms of spin and charge susceptibilities that measure the response to external magnetic or electric fields, respectively [56–59]. They take large values at the wave vectors where the spin and charge fluctuations develop. The leading term is given by the bubble susceptibility

$$\chi^0_{\text{ph}}(Q) = \left. \frac{1}{N \beta} \sum_{K} G_{K+Q,l_1l_2} G_{K,l_3l_4} \right|_{l_1l_2:l_3l_4},$$

where in LDA (LDA+DMFT) $G_{K,l_1l_2}$ is the non-interacting (fully interacting) Green’s function describing propagation of a particle from orbital $l_2$ to orbital $l_1$ with fermionic energy-momentum four vector $K \equiv (\omega_m, k)$. The external bosonic energy-momentum four vector is $Q$ and its momentum $q$ is called a nesting vector when the response is large because it nests different segments of the FS.

The propagator in an interacting system can be decomposed into coherent and incoherent parts: $G \equiv G^\text{coh} + G^\text{incoh}$. Then the bubble susceptibility can be rewritten as the sum of two contributions: (i) one that comes from the product of the coherent (quasiparticle) parts of $G$, (ii) another that comes from the scattering of the incoherent part with itself and with the coherent part [60]. The latter contribution is usually assumed smooth and featureless. The former contribution, that we will call quasiparticle, can be computed using $G_{\text{QP}} = Z^{1/2}[\omega_0 - H_{\text{QP}}]^{-1} Z^{1/2}$, where $H_{\text{QP}} = Z^{1/2}[H_0 + \text{Re} \Sigma(0) - \mu l] Z^{1/2}$ [61]. It has been approximated in the literature by using the ARPES band structure in the expression $\chi^0_{\text{QP}}(Q)|_{l_1l_2;l_3l_4} \simeq \sqrt{Z_{l_1} Z_{l_2} Z_{l_3} Z_{l_4}} \chi_{\text{ph}}(Q)|_{l_1l_2;l_3l_4}$ [62].

The important components of the bubble susceptibility in the particle-hole (p-h) channel, $\chi_{\text{ph}}(q, \nu_n = 0)$, are plotted in Fig. 2 along a high-symmetry path. We highlight the effects of local electronic correlations by comparing the LDA, QP and LDA+DMFT bubble susceptibilities. Each panel shows the intra-orbital (inter-orbital) components with full (dashed) lines. The dominant peaks are labeled to correspond with the nesting wave vectors in Fig. 1.

The cos-like shape of the q1D orbitals causes strong nesting at $q_{1D} \sim (\pm \pi, \pm 2\pi/3), (\pm 2\pi/3, \pm \pi)$, as can be seen from purely intra-orbital $d_{xz}$ and $d_{yz}$ components. Other peaks benefiting from this q1D nature are $q_{1D}' \sim (\pm 2\pi/3, \pm 2\pi/3)$ that corresponds to the neutron scattering observations in Ref. 63 and previous LDA+DMFT calculations [64].

The $d_{xy}$ intra-orbital component exhibits a wide plateau around the antiferromagnetic (AFM) nesting vector $q_{\text{AFM}} = (\pm \pi, \pm \pi)$ that connects states near vH5s. Moreover, these states also induce strong nearly ferromagnetic (nFM) fluctuations at small $q_{\text{nFM}}$. The corresponding AFM and nFM instabilities compete in LDA, but in QP and LDA+DMFT the nFM peak is strongly suppressed by electron correlations, in agreement with inelastic neutron-scattering observations [65]. Therefore, correlation effects reduce the tendency towards ferromagnetic ordering.

In the LDA calculation, the dominant component of $\chi^0_{\text{ph}}$ is the $d_{xy}$ intra-orbital component. The $d_{xy}$ orbital has the strongest mass enhancement, or smallest $Z$, so in QP the $d_{xy}$ intra-orbital component is strongly reduced. Hence in QP, the dominant components are those from $d_{xz}$ and $d_{yz}$. In the full LDA+DMFT calculation, however, all orbitals have compa-
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The Cooper pairing susceptibility, to lowest or-
der, is obtained from
\[
\chi_{pp}^0 \left(0\right)_{KK,K'K'} = \left( N/\beta \right) G_{KK,K'K'}. \]
Fig. 3 shows the real part of several components of \((1/N\beta)\chi_{pp}^0\left(0\right)\) at the lowest fermonic frequency. The intra-orbital components (full lines) are purely real and show relatively sharp peaks at the position of FSs. In the LDA (not shown) and QP calculations, the peak heights are proportional to the corresponding orbital weight on the FSs and inversely proportional to the square of the Fermi velocity \([58]\). They get narrower when reducing temperature, implying that only electrons on FSs contribute to pairing. The correlation effects broaden these peaks, so electrons away from the Fermi level can contribute to pairing. Moreover, the inter-orbital components (dashed lines) are considerably enhanced by correlations, hence electrons on different orbitals can form Cooper pairs.

In an interacting system, a propagating particle excites p-h pairs. This modifies the propagator and hence the bubble sus-
ceptibility. These corrections are captured in the LDA+DMFT calculation. However p-h excitations can be absorbed by a propagating hole, leading to a correction that is not included in the bubble susceptibility. This correction can be accounted for using the Bethe-Salpeter equation as
\[
\chi_{ph}^{d/m} \left( Q \right) = \frac{\chi_{pp}^0 \left(0\right)_{KK,K'K'} - \chi_{pp}^0 \left(0\right)_{KK,K'K'}}{1 - \Gamma_{ph}^{d/m} \chi_{pp}^0 \left(0\right)_{KK,K'K'}}, \tag{2}
\]
where \( \Gamma_{ph}^{d/m} \) denotes p-h irreducible amplitudes for all scattering processes in density and magnetic channels. Here, we use the random phase approximation (RPA), which ap-
proximates the irreducible vertex functions with uniform and static (momentum and frequency independent) ones, as was
done to study superconductivity in the cuprates \([56, 57]\) and the iron-based superconductors \([58, 59, 66–69]\). In this ap-
proximation, the irreducible vertex functions are parametrized with screened interaction parameters \( U_s \) and \( J_s \) which are different from the bare interaction parameters entering in the
DMFT calculations \([51, 59]\). As one can see from Eq. (2) an instability in the magnetic (charge) channel occurs once
the largest eigenvalue of \( \Gamma_{ph}^{d/m} \chi_{pp}^0 \left(0\right)_{KK,K'K'} \) \((-\Gamma_{ph}^{d/m} \chi_{pp}^0 \left(0\right)_{KK,K'K'}) \) reaches unity. Hence, the Stoner factors, denoted \( S^{m|d} \) and defined by the largest eigenvalue, measure proximity to an instability.

The Cooper pairing interaction can be written in term of
these susceptibilities, Eq. (2), as explained in SM \([51]\). In
the singlet (triplet) channel, the charge and spin fluctuations compete (cooperate) in the effective pairing interaction. Their magnitude is determined by the \( J_s/U_s \) ratio. At \( J_s = 0 \), the intra- and inter-orbital interaction strengths are equal, hence, there is no energy difference between electronic configur-
tions with electrons in the same orbital or in different ones. This leads to large charge fluctuations. On the other hand, a
finite \( J_s \) decreases the charge fluctuations.

Before showing results of detailed calculations in Fig. S5, it is instructive to analyze the pairing interaction to understand what pairing symmetries are most natural. Since RPA vertex functions are momentum independent, the RPA dressed sus-
ceptibilities share peak structures similar to the bubble ones, but with changes in relative magnitude that can become important close to instabilities. Nevertheless, by inspecting the bubble susceptibilities one can gain insights about the possible pairing symmetries. Here we consider \( d_{xy} \) and \( (d_{xz}, d_{yz}) \) separately and discuss their possible gap symmetries in the spin-singlet and triplet channels. We begin our preliminary discussion with the intra-orbital pairing and then comment on the possibility of inter-orbital pairing.

In the singlet channel, the overall pairing interaction is re-
pulsive, requiring a sign changing gap symmetry. The dom-
inant nesting vectors of the \( d_{xy} \) orbital corresponds to the
plateau near \( q_{AFM} \). Although the nesting condition seems poor, it is the leading wave vector for fluctuations because it
connects the FS states around vHSs. Hence, a gap function with large superconducting gap value at the FS patches around vHSs would have a much lower energy than the normal state, making a gap function with \( d \)-wave \( \cos k_x - \cos k_y \) symmetry a prime candidate. In the LDA calculation, the nFM peak pro-
motes degenerate gap functions with \( p \)-wave \( \sin k_x \) or \( \sin k_y \) symmetries. To satisfy Pauli’s principle, these spin-singlet intra-orbital odd-parity states are odd in frequency and therefore have a vanishing equal-time order parameter \([51, 70, 71]\). It
was shown that odd-frequency states are thermodynam-
ically stable and exhibit ordinary Meissner effect \([71–73]\). Comparing to \( \cos k_x - \cos k_y \) symmetry, the latter should be
sub-leading gap symmetries due to nearby vHS. They become even less likely in LDA+DMFT because the nFM peak is sup-
pressed by interaction.

The \( d_{xz} \) (\( d_{yz} \)) \( q_{1D} \) orbitals have dominant nesting vectors at \( q_{1D} \), which is compatible with a singlet gap of the form
\( \cos k_x \) (\( \cos k_y \)) with nodes on the FS near \( k_x = \pm \pi/2 \) (\( k_y = \pm \pi/2 \)). If the two orbitals are out of phase, then the resulting gap function has \( d \)-wave \( \cos k_x - \cos k_y \) symmetry, while an in-phase gap function would rather have \( \alpha \) \( \pm \) symmetry \([51]\).

Coupling all the orbitals together, the most probable singlet
gap symmetry has $\cos k_x - \cos k_y$ d-wave symmetry.

In the triplet channel, the pairing interaction has both attractive and repulsive components, involving particle and hole momenta ($K \uparrow, K' \downarrow$) for the $S^z = 0$ case. The attractive (repulsive) parts are maximum when the transferred momentum $k' - k$ $(k' + k)$ is equal to a nesting vector and $\omega_m = \omega_m$ $(\omega_m)$ [51]. For the $d_{xy}$ orbital, both attractive and repulsive components pair the same states because for $k = (\pi, 0)$ and $k' = (0, \pi)$ both $k' \pm k$ correspond to $q_{\text{AFM}}$, which is where $d_{xy}$'s intra-orbital susceptibility peaks (see Fig. 2). For an even-frequency gap, these components therefore compete with each other leading to an overall suppression of Cooper pairing. This also can be seen differently. In the even-frequency triplet channel, the intra-orbital gap function has odd-parity, i.e., $\Delta(-k) = -\Delta(k)$. It is maximum at the momentum position of the vHSs. However, as can be seen form Fig. 1, the vHSs momenta are almost time-reversal invariant momenta (TRIM). A TRIM satisfies $k_{\text{TRIM}} = -k_{\text{TRIM}} + b$ with $b$ a reciprocal lattice vector, which implies $\Delta(-k_{\text{TRIM}}) = \Delta(k_{\text{TRIM}})$ [74]. This contradicts the odd-parity relation. Hence, electrons on the $d_{xy}$ orbital would not condense in an odd-parity pairing channel. Another possibility is an intra-orbital odd-frequency state, for which attractive and repulsive components of the interaction cooperate leading to an enhancement of Cooper pairing. Benefiting from vHSs, a gap function with $s$-wave symmetry $\Delta_0 + \Delta_1 (\cos k_x + \cos k_y)$ is preferred as suggested for 1D systems [75].

For $(d_{xz}, d_{yz})$ orbitals, attractive and repulsive parts of the interaction pair different states. For example, for $d_{xz}$ (red curves in Fig. 1 with numbers labelling encircled states), the attractive part pairs states 1 and 2 on two FS branches. On the figures, these states are connected with $q_{1D}$. On the other hand, the dominant repulsive part pairs states 2 and 3 on the same FS branch. The resulting even-frequency gap function has two nodes on each FS branch and the two FS branches are out of phase. Furthermore, if gap functions for $d_{xz}$ and $d_{yz}$ orbitals are out of phase by $\pi/2$ then the resulting gap symmetry is what is predicted by Ref. 76. If the gap is odd in frequency, the requirement of odd-parity is lifted and the $\Delta_0 + \Delta_1 \cos k_x$ $(\Delta_0 + \Delta_1 \cos k_y)$ symmetry for the $d_{yz}$ $(d_{xz})$ orbital is preferred. The gap function is maximum at $k_y = (0, \pm \pi)$ $(k_x = (0, \pm \pi))$ where there are more states.

With all orbitals included, the most probable gap symmetry in the triplet channel has an odd-frequency $\Delta_0 + \Delta_1 (\cos k_x + \cos k_y)$ extended s-wave symmetry.

All intra-orbital pairing described so far are non-local. Considering the inter-orbital pairing, a local pairing mechanism becomes possible. Even in the presence of electronic repulsion, such pairing arises from Hund’s coupling and promotes spin-triplet inter-orbital states that are odd under exchange of orbitals with an almost uniform momentum dependence (see SM for a detailed analysis of the pairing interaction components promoting inter-orbital Cooper pairing). Such states have been discussed in the context of SRO [77].

To tell apart all these possibilities, we performed an unbiased calculation by searching the leading eigenvalues and corresponding gap functions of the linearized normal-state Eliashberg equation for different combinations of $J_s$ and $U_s$ [51]. Since the precise values of these parameters are unknown, we work with physically relevant ranges for $S^m$ and $J_s/U_s$. We focus on $S^m$ between 0.5 and 0.95 as SRO is considered to be in the vicinity of a magnetic instability because 3% of manganese doping is enough to reach a magnetically ordered phase [78]. For $J_s/U_s$, various values appear in the literature, ranging between 0 and 0.5 [33–36].

Although we calculated several leading eigenvectors [51], Fig. S5 shows only the leading gap symmetry for various points in parameters space. A feature present in all of them is the importance of the $d_{xz}$ orbital as a host, consistent with experiments [79, 80]. In the vicinity of a magnetic transition, the system is dominated by a spin-singlet $d_{x^2-y^2}$-wave state hosted by the $d_{xy}$ orbital. At smaller $S^m$, charge fluctuations are important and compete against (collaborate with) spin fluctuations in the singlet (triplet) channel. Thus the d-wave state is suppressed and two spin-triplet states become dominant: (i) an odd in frequency intra-orbital s-wave state hosted by the $d_{xy}$ orbital and (ii) a set of degenerate even-parity, odd-orbital gap functions that pair states between the $d_{xy}$ and $(d_{xz}, d_{yz})$ orbitals.

Both of these symmetries are promising candidates to explain experimental results in SRO. The odd-frequency gap function can lead to an intrinsic Kerr effect as observed in SRO [81]. Also, the vanishing of its order parameter at zero frequency could mimic the presence of nodes since the building up of its gap away from the FS changes the quasiparticle spectrum [82], an effect that could be interpreted as the V-shape density of state observed in tunneling spectroscopy studies [83]. Measurements of the zero-bias tunneling under magnetic fields, proposed as a fingerprint for odd-frequency in MgB$_2$ [84], would be relevant in the present context. In the odd-orbital pairing, the two degenerate order parameters $\Delta_1, \Delta_2$ can either form nematic states that break $C_4$ or form chiral states that break time-reversal symmetry as $\Delta_1 \pm i \Delta_2$. 

FIG. 4. Phase diagram of the leading superconducting instabilities. A lower $J_s/U_s$ implies more charge fluctuations, while the magnetic Stoner factor $S^m$ quantifies the proximity to a magnetic instability.
In summary, we performed a systematic search for superconducting states of SRO from a LDA+DMFT electronic structure combined with static vertex functions (RPA). Using spin and charge fluctuation mediated pairing, we found that in proximity to a magnetic instability, the spin-singlet $d$-wave state is favored by AFM fluctuations. Further away from the magnetic instability, charge fluctuations become sizeable, promoting two spin-triplet states: an odd-frequency $s$-wave state and a doubly degenerate odd-orbital state that pairs electrons between $d_{xy}$ and $(d_{yz}, d_{zx})$. Both states are interesting candidates for superconductivity in SRO. Consequences on physical observables of these two pairing states should be studied in detail.

This work has been supported by the Canada First Research Excellence Fund, the Fonds de Recherche du Québec—Nature et Technologie (FRQNT), the Natural Sciences and Engineering Research Council of Canada (NSERC) under grants RGPIN-2014-04584 and RGPIN-2016-06666, and by the Research Chair in the Theory of Quantum Materials (AMST). Simulations were performed on computers provided by the Canadian Foundation for Innovation, the Ministère de l’Éducation des Loisirs et du Sport (Québec), Calcul Québec, and Compute Canada.

[1] T. M. Rice and M. Sigrist, Journal of Physics: Condensed Matter 7, L643 (1995).
[2] K. Ishida, H. Mukuda, Y. Kitaoka, K. Asayama, Z. Q. Mao, Y. Mori, and Y. Maeno, Nature 396, 658 (1998).
[3] K. Ishida, M. Manago, T. Yamanaka, H. Fukazawa, Z. Q. Mao, Y. Maeno, and K. Miyake, Physical Review B 92, 100502 (2015).
[4] J. A. Duffy, S. M. Hayden, Y. Maeno, Z. Mao, J. Kulda, and G. J. McIntyre, Physical Review Letters 85, 5412 (2000).
[5] Y. Liu, K. D. Nelson, Z. Q. Mao, R. Jin, and Y. Maeno, Journal of Low Temperature Physics 131, 1059 (2003).
[6] K. D. Nelson, Z. Q. Mao, Y. Maeno, and Y. Liu, Science 306, 1151 (2004).
[7] Y. Liu, New Journal of Physics 12, 075001 (2010).
[8] Y. Liu and Z.-Q. Mao, Physica C: Superconductivity and its Applications Superconducting Materials: Conventional, Unconventional and Underdetermined, 514, 339 (2015).
[9] G. M. Luke, Y. Fudamoto, K. M. Kojima, M. I. Larkin, J. Merrin, B. Nachumi, Y. J. Uemura, Y. Maeno, Z. Q. Mao, Y. Mori, H. Nakamura, and M. Sigrist, Nature 394, 558 (1998).
[10] J. Xia, Y. Maeno, P. T. Beyersdorf, M. M. Fejer, and A. Kapitulnik, Physical Review Letters 97, 167002 (2006).
[11] A. P. Mackenzie and Y. Maeno, Reviews of Modern Physics 75, 657 (2003).
[12] Y. Maeno, S. Kitakata, T. Nomura, S. Yonezawa, and K. Ishida, Journal of the Physical Society of Japan 81, 011009 (2012).
[13] S. Nishizaki, Y. Maeno, and Z. Mao, Journal of the Physical Society of Japan 65, 572 (2000).
[14] M. A. Tanatar, M. Suzuki, S. Nagai, Z. Q. Mao, Y. Maeno, and T. Ishiguro, Physical Review Letters 86, 2649 (2001).
[15] K. Izawa, H. Takahashi, H. Yamaguchi, Y. Matsuda, M. Suzuki, T. Sasaki, T. Fukase, Y. Yoshida, R. Settai, and Y. Onuki, Physical Review Letters 86, 2653 (2001).
[16] C. Lupien, W. A. MacFarlane, C. Proust, L. Taillefer, Z. Q. Mao, and Y. Maeno, Physical Review Letters 86, 5986 (2001).
[17] E. Hassinger, P. Bourgeois-Hope, H. Taniguchi, S. René de Cotret, G. Grissonnanche, M. S. Anwar, Y. Maeno, N. Doiron-Leyraud, and L. Taillefer, Physical Review X 7, 011032 (2017).
[18] S. Yonezawa, T. Kajikawa, and Y. Maeno, Journal of the Physical Society of Japan 83, 083706 (2014).
[19] S. Kitakata, A. Kasahara, T. Sakakibara, D. Shibata, S. Yonezawa, Y. Maeno, K. Tenya, and K. Machida, Physical Review B 90, 220502 (2014).
[20] A. Steppke, L. Zhao, M. E. Barber, T. Scaffidi, F. Jerzembeck, H. Rosner, A. S. Gibbs, Y. Maeno, S. H. Simon, A. P. Mackenzie, and C. W. Hicks, Science 355, eaaf9398 (2017).
[21] C. A. Watson, A. S. Gibbs, A. P. Mackenzie, C. W. Hicks, and K. A. Moler, Physical Review B 98, 094521 (2018).
[22] A. Pustogow, Y. Luo, A. Chronister, Y.-S. Su, D. A. Sokolov, F. Jerzembeck, A. P. Mackenzie, C. W. Hicks, N. Kikugawa, S. Raghu, E. D. Bauer, and S. E. Brown, Nature 574, 72 (2019).
[23] K. Ishida, M. Manago, and Y. Maeno, arXiv:1907.12236 [cond-mat] (2019).
[24] A. P. Mackenzie, T. Scaffidi, C. W. Hicks, and Y. Maeno, npj Quantum Materials 2, 40 (2017).
[25] G. Baskaran, Physica B: Condensed Matter Proceedings of the International Conference on Strongly Correlated Electron Systems, 223, 490 (1996).
[26] I. I. Mazin and D. J. Singh, Physical Review Letters 79, 733 (1997).
[27] I. I. Mazin and D. J. Singh, Physical Review Letters 82, 4324 (1999).
[28] T. Kuwabara and M. Ogata, Physical Review Letters 85, 4586 (2000).
[29] K. Kuroki, M. Ogata, R. Arita, and H. Aoki, Physical Review B 63, 060506 (2001).
[30] T. Nomura and K. Yamada, Journal of Physics and Chemistry of Solids Proceedings of the 8th ISSP International Symposium, 63, 1337 (2002).
[31] E. Pavarini and I. I. Mazin, Physical Review B 74, 035115 (2006).
[32] S. B. Chung, S. Raghu, A. Kapitulnik, and S. A. Kivelson, Physical Review B 86, 064525 (2012).
[33] S. Raghu, S. B. Chung, and S. Lederer, Journal of Physics: Conference Series 449, 012031 (2013).
[34] Q. H. Wang, C. Platt, Y. Yang, C. Honerkamp, F. C. Zhang, W. Hanke, T. M. Rice, and R. Thomale, EPL (Europhysics Letters) 104, 17013 (2013).
[35] T. Scaffidi, J. C. Romers, and S. H. Simon, Physical Review B 89, 220510 (2014).
[36] M. Tsuchiziu, Y. Yamakawa, S. Onari, Y. Ohno, and H. Kontani, Physical Review B 91, 155103 (2015).
[37] S. Cobo, F. Ahn, I. Eremin, and A. Akbari, Physical Review B 94, 224507 (2016).
[38] W. Huang and H. Yao, Physical Review Letters 121, 157002 (2018).
[39] S.-O. Kaba and D. Sénéchal, arXiv:1905.10467 [cond-mat] (2019).
[40] J. Mravlje, M. Aichhorn, T. Miyake, K. Haule, G. Kotliar, and A. Georges, Physical Review Letters 106, 096401 (2011).
[41] We include the $k_z$-dependence of the dispersion in our calculation of the pairing interaction.
[42] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko, O. Parcollet, and C. A. Marianetti, Reviews of Modern Physics 78, 865 (2006).
[43] P. E. Blöchl, Physical Review B 50, 17953 (1994).
[44] B. Amadon, F. Lechermann, A. Georges, F. Jollet, T. O.
X. Gonze, F. Jollet, F. Abreu Araujo, D. Adams, B. Amadon, T. Appelencourt, C. Audouze, J. M. Beuken, J. Bieder, A. Bokhanchuk, E. Bousquet, F. Bruneval, D. Caliste, M. Côté, F. Dahm, F. Da Pieve, M. Delaveau, M. Di Gennaro, B. Durodzo, C. Espejo, G. Geneste, L. Genovese, A. Gerossier, M. Giantomassi, Y. Gillet, D. R. Hamann, L. He, G. Jomard, J. Laflamme Janssen, S. Le Roux, A. Levitt, A. Lherbier, F. Liu, I. Lukačević, A. Martin, C. Martins, M. J. T. Oliveira, S. Poncée, Y. Pouillon, T. Rangel, G. M. Rignanese, A. H. Romero, B. Rousseau, O. Rubel, A. A. Shukri, M. Stankovski, M. Torrent, M. J. Van Setten, B. Van Troeye, M. J. Verstraete, D. Waroquiers, J. Witrant, B. Xu, A. Zhou, and J. W. Zwanziger, Computer Physics Communications 205, 106 (2016).

M. W. Haverkort, I. S. Elfimov, L. H. Tjeng, G. A. Sawatzky, and A. Damascelli, Physical Review Letters 101, 026406 (2008).

C. N. Veenstra, Z.-H. Zhu, M. Raichle, B. M. Ludbrook, A. Nicolau, B. Slomski, G. Landolt, S. Kittaka, Y. Maeno, J. H. Dil, I. S. Elfimov, M. W. Haverkort, and A. Damascelli, Physical Review Letters 112, 127002 (2014).

G. Zhang, E. Gorelov, E. Sarvestani, and E. Pavarini, Physical Review Letters 116, 106402 (2016).

M. Kim, J. Mrawlje, M. Ferrero, O. Parcollet, and A. Georges, Physical Review Letters 120, 126401 (2018).

See Supplemental Materials [url] for the non-interacting LDA bands, with and without SOC, the corresponding particle-particle and particle-hole susceptibilities, the leading eigenvalues for various Stoner factors, the sign structure of all dominant intra-orbital gap functions, the Eliashberg equation and pairing vertex, and finally, the properties of the various gap functions, which includes Refs. 85–87.

A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Reviews of Modern Physics 68, 13 (1996).

F. Lechermann, A. Georges, A. Poteryaev, S. Biermann, M. Posternak, A. Yamasaki, and O. K. Andersen, Physical Review B 74, 125120 (2006).

The auxiliary impurity model in LDA+DMFT is solved using the CT-HYB [88] algorithm in the segment formulation [89] at $T = 100$ K.

C. Bergemann, A. P. Mackenzie, S. R. Julian, D. Forsythe, and C. Bergemann, Advances in Physics 52, 639 (2003).

G. Esirgen and N. E. Bickers, Physical Review B 57, 5376 (1998).

D. Sénéchal, A.-M. Tremblay, and C. Bourbonnais, “Theoretical Methods for Strongly Correlated Electrons - Springer,” (2004).

R. Nourafkan, Physical Review B 93, 241116 (2016).

R. Nourafkan, G. Kotliar, and A.-M. S. Tremblay, Physical Review Letters 117, 137001 (2016).

R. Nourafkan, M. Côté, and A.-M. S. Tremblay, Physical Review B 99, 035161 (2019).

R. Nourafkan and G. Kotliar, Physical Review B 88, 155121 (2013).

A. Kreisel, B. M. Andersen, P. O. Sprau, A. Kostin, J. C. S. Davis, and P. J. Hirschfeld, Physical Review B 95, 174504 (2017).

Y. Sidis, M. Braden, P. Bourges, B. Hennion, S. NishiZaki, Y. Maeno, and Y. Mori, Physical Review Letters 83, 3320 (1999).

L. Boehnke, P. Werner, and F. Lechermann, EPL (Europhysics Letters) 122, 57001 (2018).

K. Iida, M. Kofu, N. Katayama, J. Lee, R. Kajimoto, Y. Inamura, M. Nakamura, M. Arai, Y. Yoshida, M. Fujita, K. Yamada, and S.-H. Lee, Physical Review B 84, 060402 (2011).

S. Graser, T. A. Maier, P. J. Hirschfeld, and D. J. Scalapino, New Journal of Physics 11, 025016 (2009).

K. Kuroki, H. Usui, S. Onari, R. Arita, and H. Aoki, Physical Review B 79, 224511 (2009).

Y. Yanagi, Y. Yamakawa, and Y. Ōno, Physical Review B 81, 054518 (2010).

J. Bekaert, A. Aperis, B. Partoens, P. M. Oppeneer, and M. V. Milošević, Physical Review B 97, 014503 (2018).

J. R. Schrieffer, A. V. Balatsky, E. Abrahams, and D. J. Scalapino, Journal of Superconductivity 7, 501 (1994).

J. Linder and A. V. Balatsky, arXiv:1709.03986 [cond-mat] (2017).

D. Solenov, I. Martin, and D. Mozysky, Physical Review B 79, 132502 (2009).

H. Kusunose, Y. Fuseya, and K. Miyake, Journal of the Physical Society of Japan 80, 044711 (2011).

H. Yao and F. Yang, Physical Review B 92, 035132 (2015).

K. Shigeta, Y. Tanaka, K. Kuroki, S. Onari, and H. Aizawa, Physical Review B 83, 140509 (2011).

S. Raghu, A. Kapitulnik, and S. A. Kivelson, Physical Review Letters 105, 136401 (2010).

C. M. Puettner and H.-Y. Kee, EPL (Europhysics Letters) 98, 27010 (2012).

J. E. Ortmann, J. Y. Liu, J. Hu, M. Zhu, J. Peng, M. Matsuda, X. Ke, and Z. Q. Mao, Scientific Reports 3, 02950 (2013).

K. Deguchi, Z. Q. Mao, and Y. Maeno, Journal of the Physical Society of Japan 73, 1313 (2004).

S. Kunkemöller, P. Steffens, P. Link, Y. Siddis, Z. Q. Mao, Y. Maeno, and M. Braden, Physical Review Letters 118, 147002 (2017).

L. Komendová and A. M. Black-Schaffer, Physical Review Letters 119, 087001 (2017).

E. Abrahams, A. Balatsky, D. J. Scalapino, and J. R. Schrieffer, Physical Review B 52, 1271 (1995).

I. A. Firmo, S. Lederer, C. Lupien, A. P. Mackenzie, J. C. Davis, E. Abrahams, A. Balatsky, D. J. Scalapino, and J. R. Schrieffer, Physical Review B 50, 29295 (1994).

A. Aperis, P. Maldonado, and P. M. Oppeneer, Physical Review B 92, 054516 (2015).

D. J. Thouless, Annals of Physics 10, 553 (1960).

A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinskii, Methods of Quantum Field Theory in Statistical Physics (Dover, 1975).

R. M. Geilhufe and A. V. Balatsky, Physical Review B 97, 024507 (2018).

E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubisov, M. Troyer, and P. Werner, Reviews of Modern Physics 83, 349 (2011).

P. Werner, A. Comanac, L. de’Medici, M. Troyer, and A. J. Millis, Physical Review Letters 97, 076405 (2006).
**Supplemental Materials: Superconducting Symmetries of \( \text{Sr}_2\text{RuO}_4 \) from First-Principles Electronic Structure**

In this Supplemental Material, we show in the first section the non-interacting LDA bands, with and without spin-orbit coupling (SOC). This allows us to argue that SOC does not substantially modify the susceptibilities in either the particle-particle or particle-hole channels. The second section recalls the Eliashberg equation and pairing vertex entering the calculations. The third section explains the difference between the present and the standard uses of the Eliashberg theory. The fourth section discusses the properties of the various gap functions. The fifth section presents the leading eigenvalues and the symmetry of the corresponding eigenvectors for various Stoner factors. Finally, the last section presents a detailed analysis of the pairing interaction components promoting inter-orbital Cooper pairing.

**SPIN-ORBIT COUPLING**

Spin-orbit coupling (SOC) was neglected in this work because it necessitates a more general formulation of the pairing vertex, yet to be developed. Moreover, we believe that including it would only generate modest consequences on the results of this work and this section explains why.

Fig. S1 shows all components of the partial spectral weight \([A(k, \omega = 0)]_{nn}\) in the band basis that cross the Fermi surface. There are three such bands, namely \( \alpha \), \( \beta \) and \( \gamma \). \( A_{nn} \) are interpreted as the Fermi surface (FS). The FS in the top panels was obtained from density-functional theory in the local density approximation (LDA) and the lower panel ones from LDA with SOC (LDA+SOC). The main effect of including SOC is to mix the orbital content near degenerate points, circled in black on Fig. S1. The degeneracy is lifted and thus the FS slightly changes, with impacts on the band nesting, the orbital character and the spin character of the resulting bands [S1–S3].

However, the region contributing most to spin-fluctuations, circled in light green on Fig. S1, are away from these band-mixing points. It suggests that the bare particle-hole (p-h) susceptibility should not change significantly between LDA and LDA+SOC. Figure S2 compares, between LDA (full lines) and LDA+SOC (dashed lines), the intra-band (a and c) and inter-band (b and d) components of the bubble susceptibilities in the particle-particle (p-p) (a and b) and particle-hole (p-h) (c and d) channels.

In the p-p channel, the main changes occurs between \( \Gamma \) and \( X \), which are precisely the nearly degenerate points encircled in black on Fig. S1. The intra-orbital components illustrates the separation of the bands. Consequently, the inter-orbital peak between the \( \gamma \) and \( (\alpha, \beta) \) bands is split.

In the p-h channel, there is a slight difference all around the Brillouin zone between LDA and LDA+SOC because of various changes in the FS. Nevertheless, all the leading peaks keep similar positions, even though some are a bit suppressed. Thus no significant changes in the gap functions are expected.

The effect of SOC was argued not to affect the correlation-induced renormalizations incorporated through dynamical mean-field theory (DMFT) [S4]. The previous conclusions should thus remain true in the LDA+SOC+DMFT framework, although further studies should be made.
BETHE-SALPETER EQUATION AND RANDOM PHASE APPROXIMATION

In an interacting system, the propagating particle-hole excitations interact with their environment through their self-energy cloud and with each other by exchanging multiple real or virtual p-h excitations. According to the Bethe-Salpeter equation, the dressed susceptibilities can be decomposed into the bubble susceptibility and the vertex corrections as shown in the Fig. S3 a). The propagator lines in this equation are described by the fully interacting Green’s function obtained from LDA+DMFT which includes the self-energy, as shown in Fig. S3 a). We use the bare parameters $J = 2.3$ and $J = 0.4$ in our LDA+DMFT calculation. These parameters are the ones used in previous LDA+DMFT calculations that concerned effective masses and spectral weight. The bubble susceptibilities $\chi_{ph}$ introduced in the main text correspond to the lowest perturbation order of the response functions. We construct them from the fully interacting Green’s function.

In the p-h channel, the dressed susceptibility includes the vertex correction part as well. Calculating this part requires the irreducible vertex function $\Gamma_{ph}$, as shown in Fig. S3 b). Here, we approximate this vertex using the local and static Coulomb vertex $\Gamma_{ph}^{0,d/m}$, obtained from the rotationally invariant Slater-Kanamori Hamiltonian. It yields

$$[\Gamma_{ph}^{0,d(m)}]_{l_1l_2l_3l_4} = \begin{cases} U_s & (U_s) \quad l_1 = l_2 = l_3 = l_4 \\ -U_s' + 2J_s & (U_s') \quad l_1 = l_3 \neq l_2 = l_4 \\ 2U_s' - J_s & (J_s) \quad l_1 = l_2 \neq l_3 = l_4 \\ J_s & (J_s) \quad l_1 = l_4 \neq l_2 = l_3 \\ 0 & \text{otherwise} \end{cases}$$

(S1)

where $U_s$ ($U_s'$) is the local and static screened intra-orbital (inter-orbital) on-site Coulomb repulsion. Because of rotational invariance, one has $U_s' = U_s - 2J_s$ and $J_s$ is the Hund’s coupling. This approximation corresponds to the lowest order of parquet equations for the vertex and to the random phase approximation for the density and magnetic susceptibilities. The dressing of spin and charge fluctuations is performed using Eq. (2) of the main text.

The parameters $U_s$ and $J_s$ are different from the bare parameters ($U$ and $J$) due to screening effects. The values of $U_s$ and $J_s$ are unknown. By studying the effect of the Stoner factors, we can tune the distance from a magnetic instability. The chosen physical range is described in the main text.

NORMAL-STATE ELIASHERG EQUATION

A superconducting transition to a singlet (triplet) state is signaled by an instability in the dressed susceptibility in p-p channel. For pairs with vanishing center of mass frequency-momentum, the condition for a phase transition is given in the form of an eigenvalue problem known as the linearized Eliashberg equation

$$-\left(\frac{k_B T}{N}\right)^2 \sum_{K',l_1l_2l_3l_4} [\Gamma_{pp}^{0/d}(0)]_{Kl_1l_2;K'l_3l_4} \times$$

(S2)

where

$$\lambda \Delta^{s/t}_{Kl_1l_2l_3l_4} = \lambda(T) \Delta^{s/t}_{Kl_1l_2l_3l_4}$$

In spin- and charge-fluctuation theory, the pairing vertex for singlet $(s)$ and triplet $(t)$ channels are given by Fig. S4. The interaction is repulsive (attractive) for positive (negative) values of the pairing interaction. In the singlet channel, exchange of a charge fluctuation is attractive while a magnetic fluctuation is repulsive. In the triplet channel, exchange of any fluctuation with four-momentum $K'-K$ is attractive, while with $K'+K$ it is repulsive [S5].

From Eq. (S2), the eigenvectors $\Delta$ with largest eigenvalue $\lambda$ are called leading gap functions. Each irreducible representation of the system’s group symmetry has a specific eigenvalue. Using Arnoldi’s algorithm, we obtain the leading gap functions in decreasing order of $\lambda$.

It is worth mentioning that the standard Eliashberg equation is usually solved in the superconducting phase, however Eq. (S2) is written in the normal state at the vicinity of $T_C$. In other word, we are inspecting the pairing susceptibility divergence (also known as the Thouless criterion [S6]) by approaching from the normal phase, hence we employ the name normal-state Eliashberg equation. This method was widely used with great success in multi-band systems such as iron-based superconductors, for example see Ref S7.

Eq. (S2) is a non-hermitian eigenvalue problem and the matrix involved has a very large size. Indeed, the pairing interaction depends on three Matsubara frequencies: two fermionic and one bosonic. The matrix indices are fermionic frequencies. The center of mass bosonic frequency is set to zero because we are looking for a thermodynamic instability. Since the pairing interaction decays very fast as a function of fermionic frequency (only electrons near the Fermi surface contribute to pairing), in most multi-band calculations the magnitude of the two fermionic frequencies are set equal and further dependence of the pairing interaction on fermionic
FIG. S4. Spin-diagonalized pairing vertices entering the particle-particle channel in a) singlet and b) triplet channels. The transferred four-momentum of the charge or spin fluctuation that are exchanged is shown on the side of each ladder function.

frequency is neglected. In that case, summation over the fermionic Matsubara frequency in $\chi^0_{pp}$ can be performed and the resulting equation is then similar to the one found in textbooks like Ref. S8 for finding the pairing instability in the normal state. This is the so-called BCS approximation (see Eq. 28 of Ref. S7 or Eq. 5 of Ref. S9). Such an approach only captures even-frequency gap functions.

In our calculation, the full matrix structure in fermionic frequencies is kept. This allows us to capture both even- and odd-frequency gap functions. However, because of relatively narrow peaks in momentum space, we decided to keep only two possible values of fermionic frequencies and to consider the largest possible $k$-point grid. For some cases, we checked that increasing the number of fermionic Matsubara frequencies does not change the order of the leading gap function.

Note that we have considered 1024 positive Matsubara frequencies in evaluating the bare particle-hole susceptibility, i.e., in Eq. (1) of the main text.

PROPERTIES OF THE GAP FUNCTION

The gap function, entering the Eliashberg equation Eq. (S2), is a two-electrons condensate, or Cooper pair, written as $\Delta(1,2)$, with the shortcut $1 \equiv (r_1, \tau_1, l_1, \sigma_1)$ where position is $r_1$, imaginary time is $\tau_1$, orbital index $l_1$ and spin $\sigma_1$. The two spatial (imaginary time) coordinates can be Fourier transformed, yielding a center of mass momentum $q$ (bosonic frequency $\nu_n$) and a relative momentum $k$ (fermionic frequency $\omega_n$). With vanishing center of mass and thermodynamic equilibrium, we have $(q, i\nu_n) = 0$ so that the elements of the gap function become $\Delta_{K_{1},l_{1}}^{\sigma_1,\sigma_2}$ with $K \equiv (k, i\omega_n)$.

The normal state of SRO is invariant under any spacial transformation $g$ of the $D_{4h}$ point group. An operator $\hat{g}$ of the group acts as follows

$$\hat{g}\Delta_K = G^T(g)\Delta(R^{-1}(g)k,i\omega_n)G(g)$$

(S3)

where $R(g) \in O(3)$ is a three-dimension rotation matrix and $G(g)$ is the direct product of two operators acting on spin and orbital spaces, respectively.

Because we neglect spin-orbit coupling, these two contributions can be separated and spin is independent of momentum. Spatially, the superconducting orders transform as different irreducible representations (irreps) of $D_{4h}$. We use character theory to verify which irrep characterizes the symmetry of each gap function.

As explained in Ref. S10, the orthogonality of the irreps allows to construct the character projection operator $\hat{P}^P$ of the irrep $p$ using the character table of $D_{4h}$. Therefore, a gap function transforming as the irrep $q$ satisfies

$$\hat{P}^P \Delta = \sum_{g \in D_{4h}} |\bar{\chi}^P(g)|^* \hat{g}\Delta = \delta^{pq}\Delta$$

(S4)

where $\bar{\chi}^P(g)$ is the character of transformation $g$ associated to irrep $p$.

Since spin is independent of momentum when spin-orbit coupling is neglected, the gap function can be spin-diagonalized into singlet ($s$) and triplet ($t$). They are odd and even solutions under spin exchange $\hat{S}$. Thereby

$$\hat{S}\Delta^s = -\Delta^s, \hat{S}\Delta^t = \Delta^t$$

(S5)

Moreover, $D_{4h}$ being centrosymmetric, its irreps can be classified as even $(g)$ or odd $(u)$ under the parity operation $\hat{P}$, which reverses momentum $k \rightarrow -k$. The gap functions satisfy

$$\hat{P}\Delta_{(k,i\omega)} = \pm\Delta(-k,i\omega)$$

(S6)
The gap function is not diagonal in orbital indices in general. It thus opens the possibility to be even or odd under orbital exchange $\hat{O}$, that is

$$[\hat{O}\Delta_K]_{l_1l_2} = \pm \Delta_{Kl_2l_1}. \quad (S7)$$

Let us define the operator $\hat{T}$ such that it transforms $i\omega_n$ into $-i\omega_n$. Like all other operators above, when we apply this operator twice, it is the identity, which means its eigenvalues are $\pm 1$. Thus, we have

$$\hat{T}\Delta_{(k,i\omega_n)} = \pm \Delta_{(k,-i\omega_n)}. \quad (S8)$$

Given the definition of time-ordered product and the anticommutation of fermions, the identity $\Delta(1,2) = -\Delta(2,1)$ has to be satisfied. This implies the following constraint on the operators we just defined [S11]

$$\hat{S}\hat{P}\hat{O}\hat{T}\Delta(1,2) = -\Delta(1,2). \quad (S9)$$

The gap function in general takes the form,

$$\Delta^{s/t}_K = \left( \begin{array}{ccc} \Delta_{xy,xy} & \Delta_{xy,yz} & \Delta_{xy,zx} \\ \Delta_{yz,xy} & \Delta_{yz,yz} & \Delta_{yz,zx} \\ \Delta_{zx,xy} & \Delta_{zx,yz} & \Delta_{zx,zx} \end{array} \right), \quad (S10)$$

with $\Delta_{l_1l_2} = \Delta^{s/t}_{Kl_1l_2}$ an intra-orbital (inter-orbital) component if $l_1 = l_2$ ($l_1 \neq l_2$). The relative contribution of all orbital components reveals in what orbital the Cooper pairs are mostly hosted. A superconducting state that binds preferably an electron from orbital $l_1$ with one from orbital $l_2$ has dominant $\Delta_{l_1l_2}$ and $\Delta_{l_2l_1}$ components. The gap function is said to be intra-orbital if the leading component has $l_1 = l_2$ and inter-orbital otherwise.

**LEADING EIGENVECTORS**

The superconducting order parameters, or gap functions $\Delta$, are the eigenvectors of the $\Gamma_{pp}\chi^0_{pp}$ matrices. They are obtained, along with their corresponding eigenvalues $\lambda$, by solving the linearized Eliashberg equation Eq. (S2). Each frequency-dependent gap function is an irreducible representation of the system’s Shubnikov group of the second kind [S10].

For a given set of parameters $J_s/U_s$ and $S^m$, the gap function with largest eigenvalue is considered the leading instability. Fig. S5 presents a few leading eigenvalues in both singlet and spin-triplet channels. We only keep the symmetries that are important in each range of parameters. Each label corresponds to a distinct symmetry, with specific properties explicitly given in Table I. States number 2 and 3 (5 and 6) are almost degenerate, so they are difficult to distinguish. State number 7 is doubly degenerate.

The first column of Table I is the dominant orbital components $l_1;l_2$ of the gap function, as written in Eq. (S10). The second to fifth columns show whether the gap function is even or odd under spin exchange $\hat{S}$, parity $\hat{P}$, orbital exchange $\hat{O}$ and relative time exchange $\hat{T}$. The effect of these operators are given by Eqs. (S3) to (S8). The sixth column gives the irreducible representation of the spatial group (S-Irrep), as obtained using Eq. (S4).

The last column gives the symmetry name including angular momentum. To help understand the spatial structure of

| Dominant $\Delta_{l_1l_2}$ | $\hat{S}$ | $\hat{P}$ | $\hat{O}$ | $\hat{T}$ | S-Irrep | Name |
|---------------------------|---------|---------|---------|---------|---------|-------|
| $\gamma, \gamma$         | -1      | 1       | 1       | 1       | $B_{1g}$ | $d_{x^2-y^2}$ |
| $(yz,yz), (xz,xz)$        | -1      | 1       | 1       | 1       | $B_{1g}$ | $d_{x^2-y^2}$ |
| $(yz,yz), (xz,xz)$        | -1      | 1       | 1       | 1       | $A_{1g}$ | $s^\pm$ |
| $(xy,xy)$                 | 1       | 1       | 1       | -1      | $A_{1g}$ | s-wave |
| $(yz,yz), (xz,xz)$        | 1       | 1       | 1       | -1      | $A_{1g}$ | s-wave |
| $(xy,xy)$                 | 1       | 1       | 1       | -1      | $B_{1g}$ | $d_{x^2-y^2}$ |
| $(xy,xy)$                 | 1       | 1       | 1       | -1      | $E_{g}$  | —     |

**TABLE I.** Properties of the leading gap functions of Fig. S5. Each column is described in the text.
these gaps, Fig. S6 shows the sign-changing behavior of intra-orbital gap functions on the FS. Gap 7 is not showed because it pairs electrons on different orbitals, which is difficult to represent.

For each set of parameters studied, the eigenvector with largest eigenvalue was used to construct the phase diagram of Fig. 4 in the main text. The corresponding states have bold and underlined labels in Table I.

## ODD-ORBITAL PAIRING MECHANISM

To discuss inter-orbital pairing, we must focus on the inter-orbital pairing interactions, i.e., \( \Gamma_{pp}^{t}(0) \) and \( \Gamma_{pp}^{t}(0) \) with \( l \neq m \). Keeping only the largest component of the pairing susceptibility, the former connect inter-orbital gap function \( \Delta_{im} \) to itself while the latter connects \( \Delta_{lm} \) to \( \Delta_{ml} \). We will show that around \( J_{s}/U_{s} \sim 0.25 \), \( \Gamma_{pp}^{t}(0) \) is attractive while \( \Gamma_{pp}^{t}(0) \) is repulsive, hence promoting an odd-orbital gap function.

As shown in Fig. S4, the pairing in the triplet channel is

\[
[\Gamma_{pp}^{t}(0)]_{K_{1}l_{1}t_{1};K^{'}l_{1}t_{2}} = \frac{1}{2} \left[ \Phi_{ph}^{d}(K^{'} - K) \right]_{l_{1}l_{2};l_{1}l_{2}} + \frac{1}{2} \left[ \Phi_{ph}^{d}(K + K) \right]_{l_{1}l_{2};l_{1}l_{2}} - \frac{1}{2} \left[ \Phi_{ph}^{m}(K^{'} - K) \right]_{l_{1}l_{2};l_{1}l_{2}} + \frac{1}{2} \left[ \Phi_{ph}^{m}(K + K) \right]_{l_{1}l_{2};l_{1}l_{2}} \tag{S11}
\]

where \( \Phi_{ph}^{d(m)} \) are the density (magnetic) ladder functions. They are given by

\[
[\Phi_{ph}^{d(m)}(Q)]_{l_{1}l_{2};l_{1}l_{2}} = \sum_{l_{3} \ldots l_{s}} \left[ \Gamma_{pp}^{0,d(m)} \right]_{l_{1}l_{2};l_{3}l_{4}} \left[ \chi_{ph}^{d(m)}(Q) \right]_{l_{1}l_{3};l_{2}l_{4}} \left[ \Gamma_{pp}^{0,d(m)} \right]_{l_{3}l_{4};l_{1}l_{2}} \tag{S12}
\]

Since the dominant components of the ladder function are positive, the pairing interaction in the triplet channel, Eq. (S11), has both attractive and repulsive components.

In the RPA approximation, the particle-hole irreducible vertex function appearing in the ladder functions is defined as in Eq. (S1). Focusing on the inter-orbital component of the pairing interaction \( \Gamma_{pp}^{t}(0) \) with \( l \neq m \), one can see from Eq. (S11) that it can be written in terms of the \( mm;ll \) and \( lm;lm \) components of the ladder functions. The \( mm;ll \) component has a \((-1/2)\) multiplicative factor in Eq. (S11), hence leads to an attractive pairing interaction while the \( lm;lm \) component gives a repulsive one. The role of these components reverse if we consider \( \Gamma_{pp}^{t}(0) \) instead.

Using Eq. (S12) and the restrictions imposed by the irreducible vertex function, Eq. (S1), the dominant terms contributing in the \( mm;ll \) and \( lm;lm \) components of the ladder functions are

\[
[\Phi_{ph}^{d(m)}(K^{'} - K)]_{mm;ll} \approx \left[ \Gamma_{pp}^{0,d(m)} \right]_{mm;mm} \left[ \chi_{ph}^{d(m)}(K^{'} - K) \right]_{mm;mm} \left[ \Gamma_{pp}^{0,d(m)} \right]_{mm;ll} + \left[ \Gamma_{pp}^{0,d(m)} \right]_{mm;ll} \left[ \chi_{ph}^{d(m)}(K^{'} - K) \right]_{ll;ll} \left[ \Gamma_{pp}^{0,d(m)} \right]_{ll;ll} \tag{S13}
\]

\[
[\Phi_{ph}^{d(m)}(K^{'} + K)]_{lm;lm} \approx \left[ \Gamma_{pp}^{0,d(m)} \right]_{lm;lm} \left[ \chi_{ph}^{d(m)}(K^{'} + K) \right]_{lm;lm} \left[ \Gamma_{pp}^{0,d(m)} \right]_{lm;lm} + \left[ \Gamma_{pp}^{0,d(m)} \right]_{lm;lm} \left[ \chi_{ph}^{d(m)}(K^{'} + K) \right]_{ml;ml} \left[ \Gamma_{pp}^{0,d(m)} \right]_{ml;ml} \tag{S14}
\]

where we only kept the dominant components of the susceptibilities, \( \chi_{ph}^{d(m)}[l_{1}l_{2};l_{3}l_{4}] \). Using the explicit expressions on the right-hand side of Eq. (S1) we find

\[
[\Phi_{ph}^{d}(K^{'} - K)]_{mm;ll} \approx U_{s}(2U_{s} - J_{s}) \left[ \chi_{ph}^{d}(K^{'} - K) \right]_{mm;mm} + \left[ \chi_{ph}^{d}(K^{'} - K) \right]_{ll;ll} \tag{S15}
\]

\[
[\Phi_{ph}^{m}(K^{'} - K)]_{mm;ll} \approx U_{s} J_{s} \left[ \chi_{ph}^{m}(K^{'} - K) \right]_{mm;mm} + \left[ \chi_{ph}^{m}(K^{'} - K) \right]_{ll;ll} \tag{S16}
\]

\[
[\Phi_{ph}^{d}(K^{'} + K)]_{lm;lm} \approx (-U_{s}^{2} + 2J_{s}) \left[ \chi_{ph}^{d}(K^{'} + K) \right]_{lm;lm} + (J_{s})^{2} \left[ \chi_{ph}^{d}(K^{'} + K) \right]_{ml;ml} \tag{S17}
\]

\[
[\Phi_{ph}^{m}(K^{'} + K)]_{lm;lm} \approx (U_{s})^{2} \left[ \chi_{ph}^{m}(K^{'} + K) \right]_{lm;lm} + (J_{s})^{2} \left[ \chi_{ph}^{m}(K^{'} + K) \right]_{ml;ml} \tag{S18}
\]

One can see that increasing the Hund’s coupling suppresses the charge fluctuations as expected: At \( J_{s} = 0 \), intra-
inter-orbital density-density interactions are equal $U_s = U'_s$, hence electrons can hop locally between different orbitals without any extra energy cost. This degeneracy is lifted for a finite $J_s$, decreasing the charge (orbital) fluctuations. On the other hand, a larger Hund’s coupling increases the spin-fluctuations as seen from the last equation. Since, the inter-orbital pairing interaction is given by summation of the charge and spin fluctuation (see Eq. 1), the role of the Hund’s coupling is not trivial. Nevertheless, assuming $U'_s = U_s - 2J_s$, then for $J_s/U_s \sim 0.25$, one can see that the $mm;ll$ component of the ladder function is larger than the $lm;lm$ component. Indeed, for $J_s/U_s = 0.25$, the coefficient $(-U'_s + 2J_s)$ vanishes while $U_s(2U'_s - J_s)$ is large.

A similar analysis can be done for $[\Gamma_{pp}(0)]_{Klm;K'ml}$. The only difference is that $mm;ll$ component of the ladder function appears with positive coefficient while $lm;lm$ has negative coefficient leading to a repulsive pairing interaction. Since, $[\Gamma_{pp}(0)]_{Klm;K'ml}$ connect $\Delta_{lm}$ to $\Delta_{ml}$, it leads to an odd-inter-orbital pairing.