Performance prediction of magnetorheological fluid-based liquid gating membrane by kriging machine learning method
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Abstract
Smart liquid gating membrane is a responsive structural material as a pressure-driven system that consists of solid membrane and dynamic liquid, responding to the external field. An accurate prediction of rheological and mechanical properties is important for the designs of liquid gating membranes for various applications. However, high predicted accuracy by the traditional sequential method requires a large amount of experimental data, which is not practical in some situations. To conquer these problems, artificial intelligence has promoted the rapid development of material science in recent years, bringing hope to solve these challenges. Here we propose a Kriging machine learning model with an active candidate region, which can be smartly updated by an expected improvement probability method to increase the local accuracy near the most sensitive search region, to predict the mechanical and rheological performance of liquid gating system with an active minimal size of experimental data. Besides this, this new machine learning model can instruct our experiments with optimal size. The methods are then verified by liquid gating membrane with magnetorheological fluids, which would be of wide
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1 | INTRODUCTION

As the demand for functionality and adaptivity of materials grows, exploiting adaptive materials responding to external stimuli has come to the fore with significant advantages.\(^1\)–\(^3\) Recently, liquid gating system was put forward as an emerging technology, which has given great inspiration to design adaptive smart materials with specific functions for various applications.\(^6\)–\(^7\) In such a system, the solid matrix material provides stable mechanical structure and the capillary-stabilized liquid material offers dynamic functional adaptivity.\(^8\) Once the substrate material is set, liquid materials are key factors in the property and function of the liquid gating system. Commonly employed liquids are perfluorinated liquids, silicone oils, liquid metal, ionic liquids, and many responsive liquids.\(^9\)–\(^10\) In particular, with the advantage of remote and noncontact property, magnetorheological fluid-based liquid gating membrane (MRF-LGM), in which magnetorheological fluid (MRF) as a magnetically-responsive functional liquid in liquid gating membrane, have great potentials for the application of microfluidic control, drug release, and chemical reaction.\(^11\)

In order to accurately describe the dynamic rheology of MRF, current physical models have been developed with additional physical parameters, which greatly affect the pressure threshold of liquid gating membrane from a theoretical point of view,\(^12\) and therefore influence its potential application. In addition, as a typical non-Newtonian fluid, a small value vibration of these properties could lead to a big performance change of MRF in liquid gating membrane, which means a high predictive accuracy of MRF is also required.\(^13\) Traditional works have been made for accurately predicting the important properties based on the limited experimental data from the rheological tests.\(^14\)–\(^15\) Esmaeilinezhad et al.\(^16\) used the regression equations, which consist of the linear, two-factor interaction, and quadratic model in Bingham fluid model for predicting and response surface methodology (RSM) for error optimization of MRF properties' prediction, though, only two parameters were involved. Kemerli et al.\(^17\) applied the numerical CFD to map the relationship between the viscosity \(\eta\) and yield stress \(\tau_0\), magnetic flux density \(B\), shear rate \(\gamma\), that is, established a function of \(\eta = f (\tau_0(B), \gamma)\). Cvek et al.\(^13\) focused on evaluating the fitting capabilities of three-parameter viscoplastic models, including the Herschel–Bulkley model and Robertson–Stiff model, for the description of MRF. Lv et al.\(^18\) also compared the accuracy of three constitutive models of MRF via simple fitting algorithms. Based on the previous study, fitting the experimental data with a sequential optimization method is widely used for obtaining essential parameters. The theoretical model with more parameters means higher dimensions and brings problems of predictive accuracy, and it will be even worse if the experimental data is insufficient, which limits the further guidance for the experiment and is not practical in some extreme situations. To address these challenges, it requires a new method that can meet these needs.

Machine learning methods, including regression method, neural networks, support vector machine (SVM), clustering algorithm (K-Means), can build the relationship between inputs and outputs based on limited data, which is promising in predicting of material science, Miao et al.\(^19\) accelerated the discovery of new catalysts by combining active machine learning with density functional theory (DFT) calculations, and the prediction accuracy of the new neural network constructed by Jia et al.\(^20\) is close to the calculation results of DFT. In the field of MRF material predicting, Bahiuddin et al.\(^21\)–\(^22\) developed an extreme learning machine method to predict the properties of the MRF constitutive model. They used the machine learning model and minimal norm least square optimization method sequentially, which is complex and inefficient. As a typical Gaussian regression learning method, the kriging machine learning method is widely used in fields of aircraft,\(^23\)–\(^24\) auto vehicle designs \(^25\)–\(^26\) and quantum chemical computations,\(^27\)–\(^29\) and so forth. However, because the size and select strategy of training samples could not be obtained before calculation, machine learning methods generally need to learn from the total database and the efficiency of the traditional kriging learning method is therefore poor. With the use of stochastic processes, Bayesian optimization (BO) is suitable for solving global optimization problems with objective functions that are unknown or implicit to designers, and computationally or experimentally expensive.\(^30\) BO can be capable of
combining the kriging machine learning to using a stochastic process to develop “figures of merit” for smartly selecting the search points, which has been reported as an efficient global optimization (EGO). \[^{31}\] Efforts were made to reduce the size of the candidate region of EGO, which is another direction for improving. Wen et al. proposed an adaptive sampling region method to avoid selecting the additional points where the probability density is low. \[^{32}\] Yang et al. developed a strategy to determine the minimal or optimal size of candidate points \[^{33}\] for reliability assessment.

In this paper, based on the BO and kriging machine learning method, we develop a new active kriging machine learning method (KAML) modifying with an active candidate region (ACR) technique to predict efficiently the properties of MRF-LGM with a high accuracy based on our experimental data. The efficiency of the kriging machine active learning method with the active candidate region techniques (KAML-ACR) method is demonstrated by the famous mathematical problems. The results are compared with some current machine learning methods and different optimization techniques. Finally, we also give a strategy to obtain the most valuable tests for directing the experiments to decrease the experimental workloads for MRF-LGM.

2 | MAGNETORHEOLOGICAL FLUID-BASED LIQUID GATING MEMBRANE

The MRF-LGM is formed by impregnating the magnetically-responsive smart MRF into a porous solid membrane framework. The MRF suspension with micro-scale magnetic colloids is capillary-stabilized in the confined space. Without the magnetic field, magnetic colloids are randomly distributed in confined pores. When the immiscible fluid transports through the MRF-LGM, a certain pressure threshold is required to conquer the capillary force. Once the magnetic field is applied, which is perpendicular to the transport flow, magnetic colloids will form a chain structure along the direction of the magnetic field, so it needs higher pressure threshold when the transport fluid permeates the MRF-LGM due to the stable and robust chain structure (Figure 1A). Our previous research has revealed that the pressure threshold is an intuitive indicator of the colloidal interaction strength in the MRF-LGM, which can provide a direct strategy for characterizing the colloids’ mechanical property quantitatively. \[^{11}\] For a new liquid gating membrane with unknown characteristics, acquiring some key factors including the pressure threshold of the system, as well as the rheological, mechanical property of functional gating liquid is very critical. However, some experiments cannot be completed especially in the conditions such as ultrahigh pressure or temperature, so they need a large number of basic experiments and theoretical computations with a lot of time to conduct theoretical behavior prediction. Therefore, the machine learning method with adaptive learning technique has a great capacity for solving nonlinear and implicit problems with higher accuracy and efficiency, which is shown in Figure 1B.

3 | MACHINE LEARNING METHOD WITH ADAPTIVE CANDIDATE REGION

3.1 | Theoretical model of liquid gate system with MRF

Considering the Bingham behavior of MRF, the Darcy relation is modified as follows:

\[ P = \frac{\mu h Q}{k A} + \frac{8 L}{\pi d} \tau_y, \]

where \( \mu \) is viscosity, \( k \) is the permeability of the medium, \( Q \) is the flow rate, \( h \) is the length of pressure drop and \( A \) is the cross-sectional area to flow. \( L \) is the effective shear length. The pressure threshold is therefore,
\[
\Delta P = \frac{8L}{\pi d} \tau_y \quad (2)
\]

The yield stress \( \tau_y \) depends on the magnetic strength, which can be measured separately by rheometers. Also, \( \tau_y \) can be estimated theoretically by the micro chain-rod model\[^{34}\]:

\[
\tau_y = \frac{1}{12(2a + \delta)} \mu_0 q \chi^2 \varphi H^2 \cos^4 \alpha \sin \alpha, \quad (3)
\]

where \( a \) is the radius of magnetic particle, \( \delta \) is the distance between each particle, \( \chi \) is magnetic susceptibility, \( \varphi \) is the fraction of porosity, \( H \) is applied magnetic field. Or it can be expressed by the rheological model, and some of which are shown in Table 1, including the Bingham plastic model\[^{16,34}\] Bingham biplastic (BB) model, Herschel-Bulkley (HB) model, Mizrahi-Berk (MB) model\[^{13}\], Papanastasiou PP model\[^{12}\] and Robertson-Stiff (RS) model\[^{36}\]

| Rheological model | Expression | Features | Number of parameters | Effective parameters | Features | Features | Features |
|-------------------|------------|----------|----------------------|----------------------|----------|----------|----------|
| Bingham plastic\[^{16,34}\] | \( \tau = \eta \dot{\gamma} + \tau_0 \) | Simple, widely used, but may not suitable for magnetorheological fluid (MRF) | 2 | 2 | Low efficiency but more accurate than Bingham model | Low efficiency but more accurate than Bingham model | Good performance but with a higher computational cost | Better performance in a steady shear region |
| Bingham biplastic (BB) | \( \tau = \eta \dot{\gamma} + \tau_0 \) | Low efficiency but more accurate than Bingham model | 3 | 1 | Low efficiency but more accurate than Bingham model | Low efficiency but more accurate than Bingham model | Good performance but with a higher computational cost | Better performance in a steady shear region |
| Herschel-Bulkley (HB)\[^{13}\] | \( \tau = \frac{1}{2} K \dot{\gamma}^2 + \tau_0 \) | Low efficiency but more accurate than Bingham model | 3 | 3 | Low efficiency but more accurate than Bingham model | Low efficiency but more accurate than Bingham model | Good performance but with a higher computational cost | Better performance in a steady shear region |
| Mizrahi-Berk (MB)\[^{13}\] | \( \tau = \eta \dot{\gamma} + \tau_0 \) | Low efficiency but more accurate than Bingham model | 3 | 3 | Low efficiency but more accurate than Bingham model | Low efficiency but more accurate than Bingham model | Good performance but with a higher computational cost | Better performance in a steady shear region |
| Papanastasiou PP\[^{12}\] | \( \tau = \eta \tanh(\dot{\gamma} / \gamma_1) + \tau_0 \) | Good performance but with a higher computational cost | 3 | 3 | Low efficiency but more accurate than Bingham model | Low efficiency but more accurate than Bingham model | Good performance but with a higher computational cost | Better performance in a steady shear region |
| Robertson-Stiff (RS)\[^{36}\] | \( \tau = K \dot{\gamma}^2 (1 - \tanh(\gamma / \gamma_1)) + (\dot{\gamma} + \tau_0 / \dot{\gamma}) \tanh(\dot{\gamma} / \gamma_1) \) | Good performance but with a higher computational cost | 3 | 3 | Low efficiency but more accurate than Bingham model | Low efficiency but more accurate than Bingham model | Good performance but with a higher computational cost | Better performance in a steady shear region |

3.2 Kriging active machine learning method with adaptive candidate region

Kriging machine learning method as a typical Bayesian algorithm, active Kriging learning method treats uncertainty as the normally distributed random variables.\[^{31}\] The active learning function or acquisition function is used to update the new training point. For example, the expected improvement (EI) function is defined as a normal distribution.

\[
EI(\hat{f}(x)) = (f_{min} - \hat{f}(x)) \phi \frac{f_{min} - \hat{f}(x)}{\sigma_f(x)} + \sigma_f(x) \phi \frac{f_{min} - \hat{f}(x)}{\sigma_f(x)}, \quad (4)
\]

where \( \phi \) is the standard normal cumulative function, and \( \psi(\cdot) \) is the standard normal probability density function. The point with a maximal EI deserves to be learned in the next learning step. We have proposed a new acquisition function, named EI with exponent acceleration (EIE), to avoid selecting the boundary points even when they are far from the optimum point\[^{37}\].
where \( \eta = \max(\|x_{\text{min}} - x_{i}\|, \|x_{\text{min}} - x_{2}\|, \ldots, \|x_{\text{min}} - x_{n}\|) \), \( x_{\text{min}} \) is the minimal point, \( n \) is the number of elements in the total candidates, which is often larger than the number of original sample points. Its convergence condition is \( \delta_{\text{max}} = \max[EIE(\hat{f}(x))] \leq \varepsilon \). However, this leads to a higher probability to fall into a local optimum.

Thus, an improvement exponent distance (EID) function — that adds a new item representing the error of selecting points too far from the current predicted optimum point:

\[
\begin{align*}
EID^{(1)} &= EIE(\hat{f}(x)) \\
EID^{(p)}(\hat{f}(x)) &= EI^{(p)}(\hat{f}(x)) + EID^{(p-1)}(\hat{f}(x)), \\
&= \exp\left(-\frac{\|x_{\text{min}} - x_i\|}{\eta}\right)
\end{align*}
\]

where \( p \) is a positive integer indicating the number of iterations. Convergence condition is

\[
\delta_{\text{max}} = \max(EID^{(p)}) - \max(EID^{(p-1)}) \leq \varepsilon.
\]

If we want to obtain a global optimum with the error of \( \varepsilon \), \( N \) is required above \( 10^{\varepsilon^2 - \log(\varepsilon)} \). For example, if \( \varepsilon = 0.01 \), then \( N \) will need \( 10^{4} \) samples. Two problems are brought: (1) a large number of candidate samples should be estimated at each iteration; (2) The accuracy will reach a limit even though a large number of candidate samples should be estimated.

Therefore, we develop a method using an active candidate region (ACR) technique to solve these problems based on the theory of applied statistics and probability.\(^{[32,33]}\) At one iterative additional training point, the probability when the real optimal point locates in the current ACR is

\[
P(x) = \int_{-\infty}^{\beta} \ldots \int_{-\infty}^{\beta} f(x) dx > P_{\text{ACR}},
\]

where \( x = [x_1, x_2, \ldots, x_n]^T \) is the probable sample point, \( n \) is the dimension of variables, \( P_{\text{ACR}} \) is the required value of probability. \( f(x) \) is the joint probability density function. We can assume that the \( i^{\text{th}} \) ACR is a region of normal distribution \( N(\mu_a^{(i)}, \sigma_a^{(i)}) \). If \( x_{\text{EI}}^{(i)} \) is the additional training point, then we can calculate the probability properties as

\[
\begin{align*}
\mu_a^{(i)} &= x_{\text{EI}}^{(i)} \\
\sigma_a^{(i)} &= \beta_{\text{min}}^{(i)}
\end{align*}
\]

Transfer it as a standard normal distribution, we have

\[
\begin{align*}
\beta_{\text{min}}^{(i)} &= \phi^{(-1)}(P_{\text{ACR}}) \cdot \frac{\hat{\sigma}^{(i)}(x)}{EI(\hat{f}(x_{\text{EI}}^{(i)}))} \\
&= \phi^{(-1)}(P_{\text{ACR}}) \cdot \frac{\hat{\sigma}^{(i)}(x)}{EID(\hat{f}(x_{\text{EI}}^{(i)}))}
\end{align*}
\]

If we treat the ACR as a high-dimensional ellipsoid, then the \( \beta_{\text{min}}^{(i)} \) can be seen as the minimal diameter of ACR. For example, if the probability of sampling the real optimal point in ACR at \( i^{\text{th}} \) iteration is set to be \( 0.999 \), the new ACR could be established by computing its \( \beta_{\text{min}}^{(i)} \) with sampling in a normal distribution of \( N(\mu_a^{(i)}, \sigma_a^{(i)}) \). If the predicted optimal value of the objective functions stands still, the index should be further shrunk to help convergence. The item of \( \hat{\sigma}^{(i)}(x)/EI(\hat{f}(x_{\text{EI}}^{(i)})) \), which relates to the accuracy of the KAML model, will decrease as continuously learning from the additional training points. Therefore, the area of ACR will shrink and the accuracy of the optimal point will increase.

### 3.3 Rheological model based on KAML-ACR

Here, the Papanastasiou PP model with a 5-dimensional prediction and optimization problem is demonstrated by our KAML-ACR model as an example. The traditional learning & optimization method divides into two steps, which burden the computation resources. Our KAML-ACR method itself is an optimization algorithm, which can directly and efficiently accomplish the field-independent rheological modeling and optimization of MRF (Figure 2).

The strategy of KAML-ACR for MRF is therefore proposed and the steps are as follows.

**Step (1)** The initial predictive parameters (\( \tau_{11}, \tau_{21}, \eta_{11}, \eta_{21}, \gamma_{C_{12}} \)) of MRF properties in a smaller size are generated by the Latin hypercube sampling (LHS) in the whole feasible space. Then, the initial kriging model can be built \( \text{Optmodel}^{(0)} \), where \( i \) is the number of objective functions.

**Step (2)** A big size of initial candidate points are sampled by the LHS in the whole feasible space and their
responses are calculated by the initial kriging model Optmodel_{i}^{(0)}. Then, we can obtain their mean value and standard derivation.

**Step (3)** The EI or EID value of each point and the standard deviation of the improvement distribution can be then calculated based on Equations (5) and (6), respectively. The iteration number \( p = p + 1 \). Select the point with the maximal value of EI or EID as the new learning point to train the kriging model Optmodel_{i}^{(p)}.

**Step (4)** If \( \delta_{\text{max}} = \max(EID^{(p)}) - \max(EID^{(p-1)}) < \epsilon \), renew the candidate region by calculating \( \beta_{\text{min}}^{(p)} \). Then active changed candidate points are sampled by Monte Carlo simulation (Random sampling) following these normal distributions and the sample points in the region out of \([-3\sigma_{\mu}, 3\sigma_{\mu}]\) should be deleted. Then, go to Step 2 using the new candidate region. If not, Optmodel_{i}^{(p)} is the final KAML model and the optimal predictive parameters are obtained.

Pseudo codes of KAML-ACR can be found in Online Supporting Information Text 1.5.

### 3.4 Tests on KAML-ACR

The KAML-ACR technique, along with other prevalent machine learning algorithms, such as radial basis function neural networks (RBFNN),\(^{[38]}\) original Kriging machine learning (KML), Kriging active learning method (KAML), is compared in performances by the test functions,\(^{[39]}\) which are usually used to test the machine learning algorithms as benchmarks in solving problems with the multimodal, small-gradient, and extreme features (The details of test functions and other compared algorithms can be found in Online Supporting Information Text 1.1 and 1.2). The figures of the searching
process by the KAML-ACR method can be found in Figures S1–S5. It should be noted that the methods of RBFNN and KML essentially are only predictive modeling without an ability of optimal searching, genetic algorithm (GA) is used additionally to find the final optimal results. The results are shown in Table 2. And Table S1 compared the results of Goldstein–Price’s function (GPF) by various methods.

The increasing of dimensions would bring challenges to all learning methods, however, as a comparison, the KAML-ACR method still obtains a more accurate prediction in this situation. KAML-ACR method also has advantages in optimization compared with other prevalent optimization algorithms (Online Supporting Information text 1.2) based on the results shown in Table S2.

### TABLE 2  Comparison of efficiency and accuracy by different learning methods

| Test function | Ackley (2D) | Ackley (3D) | Ackley (5D) | Schwefel (2D) | RB (2D) | RB (3D) | RB (5D) | GPF (2D) |
|---------------|-------------|-------------|-------------|--------------|---------|---------|---------|---------|
| Real optimum  | 0           | 0           | 0           | -837.73      | 0       | 0       | 0       | 3.00    |
| RBFNN         | Ns          | 95          | 284         | 400          | 400     | 0.6     | 0.3     | 0.3     |
|               | \(f_{\text{min}}\) | 2.67E-04   | 1.15        | 8.46         | -837.95 | 1.95E-03| 0.33    | 3.25    |
|               | Time (s)    | 10          | 27          | 53           | 56      | 1.5     | 3.1     | 36.5    |
|               | Error       | 0           | 1.15        | 8.46         | 7.44E-03| 1.95E-03| 0.33    | 5.1164  |
| KML           | Ns          | 400         | 400         | 400          | 400     | 400     | 400     | 400     |
|               | \(f_{\text{min}}\) | 5.12E-03   | 5.73        | 1.52         | -829.25 | 0.05    | 0.02    | 3.22    |
|               | Time (s)    | 11.5        | 10.3        | 12.0         | 12.1    | 11.9    | 13.1    | 12.3    |
|               | Error       | 5.12E-03    | 5.73        | 1.52         | 1.01E-02| 0.05    | 0.02    | 3.22    |
| KAML          | Ns          | 116         | 400         | 400          | 400     | 36      | 76      | 400     |
|               | \(f_{\text{min}}\) | 1.33E-03   | 4.38        | 13.48        | -837.95 | 7.90E-03| 0.64    | 5.12    |
|               | Time (s)    | 12          | 42          | 44           | 41      | 1       | 2.4     | 41.6    |
|               | Error       | 1.33E-03    | 4.38        | 13.48        | 7.43E-03| 7.90E-03| 0.64    | 5.12    |
| KAML-ACR      | Ns          | 43          | 115         | 257          | 73      | 32      | 61      | 252     |
|               | \(f_{\text{min}}\) | 2.37E-05   | 0.03        | 0.21         | -837.92 | 3.88E-05| 3.52E-04| 0.3     |
|               | Time (s)    | 1           | 9           | 25           | 4       | 1       | 1       | 21.56   |
|               | Error       | 0           | 0.03        | 0.21         | 2.29E-04| 3.88E-05| 3.52E-04| 3.00E-01|

Abbreviations: KAML-ACR, Kriging machine learning method-active candidate region; RBFNN, radial basis function neural networks.

4 | EXPERIMENTAL METHODS

In this study, the MRF with a carbonyl iron particles weight percentage of 75% was purchased from Henan Huya Trading Co., Ltd. It was centrifuged at 11 000 r/min to obtain the carbonyl iron particles. The microscopic view of carbonyl iron particles was sputter-coated with a platinum layer for 30 s and observed by an Olympus IX73 Microscope. A thin layer of the MRF (75 wt.%) was coated on a glass slide for the observation of the chain structure with and without applying the magnetic field. The carbonyl iron particles were suspended in deionized water and then the particle size of carbonyl iron particles was analyzed by an LS-603 Laser Particle Size Analyzer. The viscosity and shear stress of MRF at various shear rates under the magnetic field is determined by the Anton Parr MCR 302 Rheometer with a self-designed electromagnetic coil. The shear rate range was from 0.1 to 1001/s, where the data point was recorded every 3 s. The magnetization versus magnetic field (B-H loop) curve of carbonyl iron particles is determined by a LakeShore 7404 Vibrating Sample Magnetometer with the magnetic field from −20 000 Gauss to 20 000 Gauss. When the external field is applied, the particles would move and finally become into several chain-like aggregates along with the field direction. That is the source of magnetic viscosity increasing (Figure S8).

5 | PREDICTION OF MRF

5.1 | Proposed optimization problems of MRF

Both the magnetic field and measured shear rates are used as inputs variables, while the shear stress predicted
from the KAML-ACR training is used as an output variable. Papanastasiou PP model including five parameters is used here as the constraints for having the highest accuracy and flexibility. The root means square error (RMSE),

$$RMSE(x) = \sqrt{\frac{\sum_{i=1}^{n} (\tau_i(x, y) - \hat{\tau}_i(x, y))^2}{n}}$$

(12)

which is suitable to describe the error of nonlinear model fitting, is used as the objective functions of the optimization problem. Generally, the apparent yield stress $\tau_{y1}$ is larger than the dynamic yield stress $\tau_{y2}$, but they are not able to be larger than the maximum stress obtained by experiments $\tau_{exp}$. And apparent viscosity $\eta_3$ is larger than dynamic viscosity $\eta_2$, and the range of shear rate is from 0 to 100 s$^{-1}$, which can be also set as the range of $\gamma_c$ in optimization.

Reference[21] has tested several nonlinear piecewise continuous functions, including sigmoid, hardlimit, and sine functions, as the hidden-node function for the machine learning model for estimating the predictive machine learning model. In this case, because Bezier spline regression could pass every data point, it is used to calculate the $\hat{\tau}(x, y)$ with our KAML model as a baseline.

5.2 Results and discussion

The plots of RMSE and shear stress v.s. the shear rate of different rheological models established by using KAML-ACR of MRF when $B = 600$ Gs ($n = 1000$) are shown in Figure 3A.B. With using ACR techniques, the RMSE decreases sharply after learning about 10 additional samples and keeps stable after learning 100 samples (Figure 3A). As five predicted parameters are involved, the minimal RMSEs of the BB and PP model are smaller than that of other models (details can be found in Table S3).

Table S3 shows the details of parameters predicted by different models in Figure 3B and the PP model has the smallest RMSE (9.9341 Pa) among all. BB and RS models also have a better performance. We notice that the predictive value of parameters $K$ and $n_p$ are much different in HB, MB, and RS models, which indicates that $K$ and $n_p$ have only the mathematical meaning rather than the definite physical meaning. In conclusion, the PP model performs better in accuracy than other models. Figure 3C shows that the RMSEs of all methods can be stable after about 20 training points even with a size difference from 50 to 1000. Table S4 gives the details of predictive parameters based on different $n$, which shows that a larger size can help to get a more accurate predictive value. Figure 3D and Table S5 show that KAML with ACR will have a good potential application in global optimizations. Besides this, the accuracy and convergence speed of results by KAML using the ACR technique can be both better than that without ACR (see Figure S7).

Then, according to experimental data, we discuss the prediction of the rheological parameters in different field strengths based on the PP model (Figure 3E). It shows that the averaged shear stress will increase as the B increases. Examples in reference[12] show that minimal RMSE optimized by the PSO algorithm could be as high as 100 Pa if averaged shear stresses obtained from experiments are above 5 kPa. The comparison between the predictive shear stress and our experimental data is shown in Figure 3F. The discussion on the detailed rheological parameters is based on Table S6. We can find that our method could be suitable for a wide range of magnetic fields, even with limited experimental data.

5.3 Prediction with field-dependent parameter

According to the previous study, yield stress has a direct relationship with the magnetic field[17] or a quadratic polynomial $\tau_y = AB^2 + \tau^*$ for details[40] where $A$ is the unknown linear constant, $\tau^*$ is the yield stress without the external field. The mathematical model can be written as,

$$\min A = [A_{y1}, A_{y2}]^T$$

$$\begin{align*}
\text{s.t. } & \tau(A, B) = \left[ A_{y1} B_1^2, A_{y2} B_1^2 \right] \\
& A_{y1} > 0, A_{y2} > 0; 0 < B_1 < 1000
\end{align*}$$

The RMSE change in history is shown in Figure 4A. This time, we set a convergence condition $\varepsilon \leq 10^{-5}$ and optimal results can be obtained after only 44 additional learning points. We also give a 2D plot to show its searching process in Figure 4B. The ACR could be easily found to shrink and focus on the region near the global optimum, thus, additional points to train the KAML also locate and focus on this area.

To verify our model of prediction, we also obtain a group of experiment data at $B = 1600$ Gs, which is used as a benchmark for prediction. The predictive
dynamic and apparent yield stress are $3524.3 \text{ Pa}$ and $5587.1 \text{ Pa}$. Compared to the direct method, errors are small enough though only seven effective learning points, shown in Figure 4C,D. Therefore, the KAML-ACR model can also instruct the experimental design. If we treat the magnetic field induction $B$ as an unknown parameter and find the most important value $B$ that influences the predictive error, the experimental workloads could be decreased. The mathematical model could be revised based on this point as follows.

The function $\text{KAML}(\mathbf{B}, B)$ outputs the parameters $\mathbf{A}$ obtained by the KAML-ACR model.

Assuming that we have only three experimental data at shear rate $\gamma = 0.203 \text{ s}^{-1}$, $0.492 \text{ s}^{-1}$, and $17 \text{ s}^{-1}$ when $B = 600 \text{ Gs}$, shown in Figure 4E, the additional samples at seven different shear rates are obtained by the optimization based on the Equation (14) which is worth of conducting.

\[
\text{find } B \\
\min \text{RMSE}[\text{KAML}(\mathbf{B}, B)] \\
s.t. \ 0 < B < 1100, \ B = [B_1, B_2, \ldots, B_n] \\
\tag{14}
\]
and testing their shear stresses. After the prediction by Equation (13), the RMSE of the KAML-ACR model could decrease from 163.4842 Pa to 9.9915 Pa with only 10 sample points in total (original three samples adding with 7 additional learning samples) as shown in the inserted figure in Figure 4E, which is near the minimal RMSE (9.9341 Pa) with 40 samples in Section 5.2. That is to say, the experimental workloads are only about 1/6 of that in previous works. Also, it shows its advantages on the prediction of field-dependent variables by using the dynamic yield stress prediction as an example. For example, only two original experimental data at \( B = 0 \) and 600 Gs have been obtained, shown in Figure 4F. Conducting the machine learning, the most valuable experimental test would be approached at \( B = 964.21 \) Gs. And if the fourth training point is required to add, repeat this step and a new sample \( B = 1097.93 \) Gs could be found (Figure 4F). The RMSE could decrease from 1.3173 Pa to 0.3729 Pa, which is near the minimal RMSE 0.2499 Pa with seven samples in Figure 4C. Therefore, the methodology obtaining the rheological properties of MRF can save experimental workloads instead of the theoretical calculation with a much lower economic cost, which would be of significance, especially for some expensive material testing.

**FIGURE 4** Prediction and strategy with field-dependent parameter by KAML-ACR method. (A) RMSE history in predicting with field-dependent parameters. (B) 2D plot of the optimal searching history, where \( A_1 \) and \( A_2 \) are the fitted parameters in Equation (13). (C) Results in predicting with field-dependent parameters for dynamic yield stress. (D) Results in predicting with field-dependent parameters for apparent yield stress. (E) The most valuable test points selected by KAML-ACR method (Shear stress vs. shear rate). (F) The most valuable test points selected by KAML-ACR method (Pressure threshold vs. magnetic field induction \( B \)). KAML-ACR, Kriging machine learning method-active candidate region; RMSE, root means square error.
6 | CONCLUSIONS

In order to accurately predict the performance of MRF-LGM, we introduce a new kriging machine learning method that can accurately obtain the rheological properties of MRF. The method is essentially an active learning prediction of the rheological model based on the Papanastasiou PP model obtained by using KAML-ACR. With continually adding new training points, it can increase the accuracy near the global optimum by active learning. Meanwhile, the accuracy can be further increased by decreasing the area of the search region, named the ACR method. Some conclusions are summarized as follows.

1) KAML with ACR methods only has one process to predict the rheological properties of MRF. Compared with traditional machine learning and optimization algorithms, ALK-ACR is more efficient. Besides this, the decreasing of the standard deviation of the learning function could continuously decrease the area of the candidate region, which therefore increases the accuracy of optimization.

2) In terms of global optimization, KAML-ACR performs better than some current optimization algorithms, such as particle swarm optimization algorithm (PSO), genetic algorithm (GA), and adaptive simulated annealing algorithm (ASA), especially in the performance of convergence speed. And it also has relatively higher accuracy in solving high-dimensional optimization problems.

3) By using our KAML-ACR method, we compared the fitting performance of five rheological models for describing the MRF based on our experimental data, including the Bingham biplastic (BB) model, Herschel-Bulkley (HB) model, Mizrahi-Berk (MB) model, Papanastasiou PP model, and Robertson-Stiff (RS) model. Results show that the PP model has the highest accuracy, following with the RS model and BB model. However, the BB model is a simple piecewise continuous function. And the only three parameters are much different in the HB, MB, and RS models, which are hard to be considered with the same meaning for the rheological model of MRF. Thus, the Papanastasiou PP model is treated as the ideal rheological model for predicting MRF.

4) The KAML-ACR is also very convenient for predicting accurately the field-dependent parameters and helps researchers with scientific selection strategies for the most appropriate yield stress of the smart material characterization and design of magnetorheological fluids’ devices or systems. The most impressive advantage is that it can actively select the experimental sample with the help of the ACR technique, which can save lots of experimental workloads instead and would be especially suitable for some expensive material tests.

Finally, the proposed methodology, including the prediction of the yield stress, viscosity, and directions for experiments, can be used for the MRF-LGM based on limited experimental data and will accelerate the design of other potential applications in drug release, microfluidic logic, dynamic fluid control and beyond.

ACKNOWLEDGEMENTS

This study was supported by the National Natural Science Foundation of China (52025132, 21975209, and 21621091), the National Key R&D Program of China (2018YFA0209500).

CONFLICT OF INTERESTS

The authors declare that there are no conflict of interests.

AUTHOR CONTRIBUTIONS

Xu Hou conceived the idea. Xu Hou, Mengchuang Zhang, and Zhizhi Sheng designed the research. Mengchuang Zhang proposed and improved the algorithms, and tested the methodology. Baiyi Chen, Jing Liu, and Y. L. conducted the experiments, Mengchuang Zhang, Yuan Jing, Jian Zhang, Yaqi Hou, and Jiadai Xu drafted the manuscript and all authors contributed to the discussions of the manuscript.

ORCID

Xu Hou http://orcid.org/0000-0002-9615-9547

REFERENCES

[1] Yu S, Pan L, Zhang Y, Chen X, Hou X. Liquid gating technology. Pure Appl Chem. 2021;93:1353-1370. doi:10.1515/pac-2021-0402
[2] Wang S, Zhang Y, Han Y, Hou Y, Fan Y, Hou X. Design of porous membranes by liquid gating technology. Acc Mater Res. 2021;2(6):407-419.
[3] Kuang X, Wu S, Ze Q, et al. Magnetic dynamic polymers for modular assembling and reconfigurable morphing architectures. Adv Mater. 2021;33(30):2102113.
[4] Liu Z, Wang W, Xie R, Ju XJ, Chu LY. Stimuli-responsive smart gating membranes. Chem Soc Rev. 2016;45(3):460-475.
[5] Grinthal A, Aizenberg J. Adaptive all the way down: building responsive materials from hierarchies of chemomechanical feedback. Chem Soc Rev. 2013;42(17):7072-7085.
[6] Hou X, Hu Y, Grinthal A, Khan M, Aizenberg J. Liquid-based gating mechanism with tunable multiphase selectivity and antifouling behaviour. Nat. 2015;519(7541):70-73.
[7] Gomollón-Bel F. Ten chemical innovations that will change our world. *Chem Int*. 2020;42(4):3-9.

[8] Zhang J, Chen B, Chen X, Hou X. Liquid-based adaptive structural materials. *Adv Mater*. 2021;33:2005664. doi:10.1002/adma.202005664

[9] Sheng Z, Zhang J, Liu J, Zhang Y, Chen X, Hou X. Liquid-based porous membranes. *Chem Soc Rev*. 2020;49(22):7907-7928.

[10] Wong TS, Kang SH, Tang SK, et al. Bioinspired self-repairing slippery surfaces with pressure-stable omniphobicity. *Nat*. 2011;477(7365):443-447.

[11] Sheng Z, Zhang M, Liu J, et al. Reconfiguring confined magnetic colloids with tunable fluid transport behavior. *Nat Sci Rev*. 2021;8:301 nwaa301.

[12] Bahiuddin I, Mazlan SA, Shapiai MI, Imaduddin F, Choi S. A new platform for the prediction of field-dependent yield stress and plastic viscosity of magnetorheological fluids using particle swarm optimization. *Appl Soft Comput*. 2019;76:615-628.

[13] Cvek M, Mrlik M, Pavlinek V. A rheological evaluation of steady shear magnetorheological flow behavior using three-parameter viscoplastic models. *J Rheol*. 2016;60(4):687-694.

[14] Chaudhuri A, Wereley NM, Kotha S, Radhakrishnan R, Sudarshan TS. Viscometric characterization of cobalt nanoparticle-based magnetorheological fluids using genetic algorithms. *J Magn Magn Mater*. 2005;293(1):206-214.

[15] Giuclea M, Sireteanu T, Stanciou D, Stammers CW. Model parameter identification for vehicle vibration control with magnetorheological dampers using computational intelligence methods. *Proc Inst Mechanical Engineers, Part I: J Syst Saf Syst Eng*. 2004;218(7):569-581.

[16] Esmaelinezhad E, Hajibadi SH, Choi HJ. Effect of medium viscosity on rheological characteristics of magnetite-based magnetorheological fluids. *J Ind Eng Chem*. 2019;80:197-204.

[17] Kemerli M, Engin T, Parlak Z. A new rheological model of magnetorheological fluids for CFD: comparison and validation. *Am Soc Mech Eng Digit Collection*. 2018.

[18] Lv H, Chen R, Zhang S. Comparative experimental study on constitutive mechanical models of magnetorheological fluids. *Smart Mater Struct*. 2018;27(11):115037.

[19] Zhong M, Tran K, Min Y, et al. Accelerated discovery of CO2 electrocatalysts using active machine learning. *Nat*. 2020;581(7807):178-183.

[20] Fang J, Hu L, Dong J, et al. Predicting scalar coupling constants by graph angle-attention neural network. *Sci Rep*. 2021;11(1):18686.

[21] Bahiuddin I, Mazlan SA, Shapiai MI, et al. A new constitutive model of a magneto-rheological fluid actuator using an extreme learning machine method. *Sens. Actuator A Phys*. 2018;281:209-221.

[22] Bahiuddin I, Mazlan SA, Shapiai MI, Imaduddin F, Ubadillah U, Choi S-B. Constitutive models of magnetorheological fluids having temperature-dependent prediction parameter. *Smart Mater Struct*. 2018;27(9):095001.

[23] Zhang M, Gou W, Yao Q. Reliability-based multidisciplinary design and optimization for twin-web disk using adaptive Kriging surrogate model. *Adv Mech Eng*. 2016;8(9):1687814016671448.

[24] Song W, Keane AJ. Surrogate-based aerodynamic shape optimization of a civil aircraft engine nacelle. *AIAA J*. 2007;45(10):2565-2574.

[25] Song Y, Wang X, Wright G, Thatcher D, Wu P, Felix P. Traffic volume prediction with segment-based regression kriging and its implementation in assessing the impact of heavy vehicles. *Ieee T Intell Transp*. 2018;20(1):232-243.

[26] Biswas S, Chakraborty S, Chandra S, Ghosh I. Kriging-based approach for estimation of vehicular speed and passenger car units on an urban arterial. *J Transp Eng A-Syst*. 2017;143(3):04016013.

[27] Mills MJ, Popelier PL. Intramolecular polarisable multipolar electrostatics from the machine learning method Kriging. *Comput Theor Chem*. 2011;975(1-3):42-51.

[28] Fletcher TL, Davie SJ, Popelier PL. Prediction of intramolecular polarization of aromatic amino acids using kriging machine learning. *J Chem Theory Comput*. 2014;10(9):3708-3719.

[29] Hughes TJ, Kandathil SM, Popelier PL. Accurate prediction of polarised high order electrostatic interactions for hydrogen bonded complexes using the machine learning method kriging. *Spectrochim Acta A*. 2015;136:32-41.

[30] Rezaeianjouybari B, Sheikhholeslami M, Shafee A, Babazadeh H. A novel Bayesian optimization for flow condensation enhancement using nanorefrigentant: a combined analytical and experimental study. *Chem Eng Sci*. 2020;215:115465.

[31] Jones DR, Schonlau M, Welch WJ. Efficient global optimization of expensive black-box functions. *J Global Optim*. 1998;13(4):455-492.

[32] Wen Z, Pei H, Liu H, Yue Z. A Sequential Kriging reliability analysis method with characteristics of adaptive sampling regions and parallelizability. *Reliab Eng Syst Saf*. 2016;153:170-179.

[33] Yang X, Mi C, Deng D, Liu Y. A system reliability analysis method combining active learning Kriging model with adaptive size of candidate points. *Struct Multidiscipl Optim*. 2019;60:1-14.

[34] Bossis G, Lacis A, Meunier A, Volkova O. Magnetorheological fluids. *J Magn Magn Mater*. 2002;252:224-228.

[35] Filip P, David J. Axial Couette-Poiseuille flow of power-law viscoplastic fluids in concentric annuli. *J Pet Sci Eng*. 2003;40(3-4):111-119.

[36] Kelessidis V, Maglione R. Modeling rheological behavior of bentonite suspensions as Casson and Robertson–Stiff fluids using Newtonian and true shear rates in Couette viscometry. *Powder Technol*. 2006;168(3):134-147.

[37] Zhang M, Yao Q, Sun S, Li L, Hou X. An efficient strategy for reliability-based multidisciplinary design optimization of twin-web disk with non-probabilistic model. *Appl Math Model*. 2020;82:546-572.

[38] Maffezzoni P, Gubian P. Approximate radial basis function neural networks (RBFNN) to learn smooth relations from noisy data. *Proceedings of 1994 37th Midwest Symposium on Circuits and Systems*. 1994;1:553-556.

[39] Molga M, Smutnicki C. Test functions for optimization needs. 2005.
[40] Foule J-N, Atten P, Felici N. Macroscopic model of interaction between particles in an electrorheological fluid. *J Electrost*. 1994;33(1):103-112.

**SUPPORTING INFORMATION**
Additional supporting information may be found in the online version of the article at the publisher’s website.

*How to cite this article:* Zhang M, Jing Y, Zhang J, et al. Performance prediction of magnetorheological fluid-based liquid gating membrane by Kriging machine learning method. *Interdiscip Mater*. 2022;1: 157-169. doi:10.1002/idm2.12005