RATIONAL POLYNOMIALS OF SIMPLE TYPE:
A COMBINATORIAL PROOF

PIERRETTE CASSOU-NOGUÈS AND DANIEL DAIGLE

ABSTRACT. We determine the Newton trees of the rational polynomials of simple
type, thus filling a gap in the proof of the classification of these polynomials given by
Neumann and Norbury.

1. Introduction

A polynomial map $f : \mathbb{C}^2 \to \mathbb{C}$ is rational if its generic fiber is of genus zero. It is
of simple type if, when extended to a morphism $\tilde{f} : X \to \mathbb{P}^1$ of a compactification $X$
of $\mathbb{C}^2$, the restriction of $\tilde{f}$ to each curve of the divisor $D = X \setminus \mathbb{C}^2$ is either of degree
0 or 1. The curves on which $\tilde{f}$ is non constant are called dicriticals. The degree of a
dicritical $C$ is the degree of the restriction of $\tilde{f}$ on $C$. A simple rational polynomial is
a rational polynomial all of whose dicriticals have degree 1. We say that a polynomial
is ample if it has at least 3 dicriticals of degree 1.

A classification of rational polynomials of simple type appears in [2], but is incom-
plete. This has been noticed by Neumann and Norbury, who have presented a new
classification in [4]. Actually, the larger part of [4] is devoted to the determination of
the possible splice diagrams of rational polynomials that are ample and of simple type;
at the end, they give the equations of the polynomials having these splice diagrams.

However, the proof given in [4] appears to be incomplete. In the first paragraph after
the proof of Lemma 3.1, the authors construct a rational map $\pi : X \to \mathbb{P}^1$, where $X$ is a
compactification of $\mathbb{C}^2$. Note that the rational map $\pi$ that they consider is not defined
by extending a morphism $\mathbb{C}^2 \to \mathbb{P}^1$, and that there are no obvious reasons to think that
$\pi$ is defined at all points of $\mathbb{C}^2$. Then the authors write: “If $\pi$ is not a morphism then
we blow up $X$ to get a morphism. Rather than introducing further notation for this
blow-up we will assume we began with this blow-up and call it $X$.” The last sentence
contains the hidden assumption that the new $X$ is still a compactification of $\mathbb{C}^2$, as the
old $X$ was. In other words, it is implicitly claimed that all points of indeterminacy of
the original rational map $\pi$ belong to $X \setminus \mathbb{C}^2$. That implicit claim is not proved in [4],
and in fact we don’t know if it is true. Since the determination of the splice diagrams
crucially depends on that implicit claim, there is a gap in the proof of the main result
of [4].
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The present article studies a type of combinatorial object that we call “abstract Newton tree at infinity”. These are abstract decorated trees and are closely related to splice diagrams.

Section 2 develops a general theory of abstract Newton trees at infinity; the main result of that section is Theorem 2.22. Section 3 is devoted to describing all Newton trees whose multiplicity is maximal; these trees are described by Theorem 3.4, which is the main result of the article. Note that Sections 2 and 3 are purely combinatorial and constitute the core of the paper.

Section 4 applies Theorem 3.4 to the problem of classifying rational polynomials of simple type. The first part of that section describes a process that associates an abstract Newton tree at infinity \( \mathcal{T}(F) \) to each primitive polynomial \( F \in \mathbb{C}[x, y] \) with at least two points at infinity. The process is in two steps: \( F \) determines a family \( (\Omega_\lambda)_{\lambda \in \mathbb{C}} \) of splice diagrams, and this family determines the Newton tree \( \mathcal{T}(F) \).

Prop. 4.1 states that if \( F \) is a rational polynomial of simple type that is not a variable then \( \mathcal{T}(F) \) satisfies the hypothesis of Theorem 3.4 (so \( \mathcal{T}(F) \) is among the trees given by that result).

At the end of Section 4 we observe that the Newton trees given by Theorem 3.4 correspond exactly to the splice diagrams given by Neumann and Norbury, except for the fact that we don’t restrict ourselves to the case of ample polynomials, as Neumann and Norbury did. We may therefore confirm that the splice diagrams given in [4] are correct—this needed to be ascertained, because of the gap in the proof that we pointed out in the above discussion.

More generally, we are interested in the problem of classifying the Newton trees \( \mathcal{T}(F) \) of rational polynomials \( F \) that are not variables. The present paper settles the special case where \( F \) is of simple type. In a subsequent article we use the same approach and classify the trees of rational polynomials of quasi-simple type (note that Sasao classifies a subclass of the rational polynomials of quasi-simple type in [6]). Our method is very elementary and we hope to use it to solve more cases of the classification problem.

2. Abstract Newton trees at infinity

This section and the next develop the theory of abstract Newton trees at infinity in a purely combinatorial manner. Readers who want to see how these notions are related to splice diagrams (and hence to geometry) are invited to consult Section 4.

2.1. Definition. Consider a rooted tree \( \mathcal{T} \) with two kinds of 0-dimensional cells called vertices and arrows, and 1-dimensional cells called edges, where each edge links two distinct 0-dimensional cells. We say that \( \mathcal{T} \) is an abstract Newton tree at infinity if all of the following conditions are satisfied, including conditions (1) and (2) below.

There are finitely many vertices, arrows, and edges. We denote by \( \mathcal{V} \) the set of vertices and by \( \mathcal{A} \) the set of arrows, and we assume that \( \mathcal{V} \neq \emptyset, \mathcal{A} \neq \emptyset \) and \( \mathcal{V} \cap \mathcal{A} = \emptyset \). The root, denoted by \( v_0 \), belongs to \( \mathcal{V} \). Given \( v \in \mathcal{V} \cup \mathcal{A} \), the number of edges incident to \( v \) is called its valency and is denoted by \( \delta_v \). The valency of each \( v \in \mathcal{V} \setminus \{v_0\} \) is at least 2, and the valency of each \( v \in \mathcal{A} \) is 1.
By a path, we always mean a simple path, i.e., a path that does not traverse the same edge more than once.

There is a partial order on \( V \cup A \): given distinct elements \( v, v' \) of \((V \cup A) \setminus \{v_0\}\), we say that \( v' > v \) if \( v \) is on the path between \( v_0 \) and \( v' \). Moreover, if \( v \in (V \cup A) \setminus \{v_0\} \) then \( v > v_0 \).

The edges and the arrows are decorated.

(1) The arrows bear decorations (0) or (1); when the decoration of an arrow does not appear in a picture, that decoration is assumed to be (1). We denote by \( A_0 \) the set of arrows decorated with (0). An edge linking a vertex and an arrow decorated with (0) is called a dead end. Moreover, the following are required to hold.
   (a) For each vertex \( v \in V \), there exists an arrow \( \alpha \) decorated with (1) such that \( \alpha > v \).
   (b) There is at most one dead end incident to a given vertex.

(2) The edges bear at each extremity a decoration which is an element of \( \mathbb{Z} \); when a decoration does not appear in a picture, it is assumed to be 1. If \( e \) is an edge incident to a vertex or arrow \( v \), the decoration of \( e \) near \( v \) is said to be a “decoration near \( v \)”. We denote this number by \( q(e,v) \). The following are required to hold.
   (a) All decorations near the root are 1.
   (b) The decoration near any arrow is 1.
   (c) Let \( v \in V \). If \( e, e' \) are distinct edges incident to \( v \) then \( q(e,v) \) and \( q(e',v) \) are relatively prime. Let \( E \) be the set of edges of the form \([v,v']\) where \( v' \in V \cup A \) and \( v < v' \). Then \( E \neq \emptyset \), \( q(e,v) \geq 1 \) for all \( e \in E \) and at most one element \( e \) of \( E \) satisfies \( q(e,v) > 1 \). If \( e \in E \) is such that \( q(e,v) = \max_{e \in E} q(e,v) > 1 \), we call \( e \) a leading edge at \( v \) (it may be that every element of \( E \) is leading). If there is a dead end \( e \) incident to \( v \) then \( e \) is a leading edge at \( v \).
   (d) Let \( e \) be an edge between two vertices \( u \) and \( v \). The decorations near \( u \) or \( v \) but not on \( e \) are said to be adjacent to \( e \). The edge determinant of \( e \) is the product of the decorations on \( e \), minus the product of the decorations adjacent to \( e \). All edge determinants are required to be negative.

2.2. Example. Here is an abstract Newton tree at infinity with 4 vertices, 5 arrows, and 8 edges:
Note that each arrow is represented by an arrowhead “→”, not by an arrow “—”, so that “–→” represents an edge joining a vertex “○” to an arrow “→”. We stress that the above picture completely defines an abstract Newton tree at infinity, because all missing decorations of edges (resp. of arrows) are assumed to be 1 (resp. (1)).

Consider an abstract Newton tree at infinity.

2.3. Definition. Let us agree that empty products of numbers are equal to 1.

(i) Given \( v \in \mathcal{V} \cup \mathcal{A}_0 \) and an edge \( e \) incident to \( v \), recall that \( q(e, v) \) denotes the decoration of \( e \) near \( v \) and let \( Q(e, v) = \prod_{e \in \mathcal{E} \setminus \{e\}} q(\varepsilon, v) \), where \( E \) is the set of edges incident to \( v \).

(ii) Let \( \gamma \) be a path. We say that an edge \( \varepsilon \) is incident to \( \gamma \) if \( \varepsilon \) is not in \( \gamma \) and \( \varepsilon \) is incident to some vertex \( u \) of \( \gamma \). In this case, we define \( q(\varepsilon, \gamma) = q(\varepsilon, u) \), where \( u \) is the unique vertex of \( \gamma \) to which \( \varepsilon \) is incident.

(iii) Let \( v \neq v' \in \mathcal{V} \) and consider the path \( \gamma \) from \( v \) to \( v' \). We say that \( \gamma \) is a linear path if each vertex \( u \) in \( \gamma \) but different from \( v, v' \) has valency 2. If \( \gamma \) is a linear path from \( v \) to \( v' \), then we define \( \det(\gamma) = q(e, v)q(e', v') - Q(e, v)Q(e', v') \), where \( e \) (resp. \( e' \) ) is the unique edge in \( \gamma \) which is incident to \( v \) (resp. \( v' \)).

(iv) Given \( v \in \mathcal{V} \cup \mathcal{A}_0 \) and \( \alpha \in \mathcal{A} \setminus \mathcal{A}_0 \), we set

\[
x_{v,\alpha} = \prod_{\varepsilon \in E} q(\varepsilon, \gamma) \quad \text{and} \quad \hat{x}_{v,\alpha} = \prod_{\varepsilon \in \hat{E}} q(\varepsilon, \gamma)
\]

where \( \gamma \) is the path from \( v \) to \( \alpha \), \( E \) is the set of edges incident to \( \gamma \) and \( \hat{E} \) is the set of edges incident to \( \gamma \) but not incident to \( v \).

Observe that \( x_{v,\alpha} = Q(e, v)\hat{x}_{v,\alpha} \), where \( e \) is the unique edge incident to \( v \) which is in \( \gamma \).

(v) Given \( v \in \mathcal{V} \cup \mathcal{A}_0 \), we define the multiplicity \( N_v \) of \( v \) by \( N_v = \sum_{\alpha \in \mathcal{A} \setminus \mathcal{A}_0} x_{v,\alpha} \).

(vi) We define the degree of the tree to be \( N_{v_0} \) where \( v_0 \) is the root. Note that \( N_{v_0} \geq 1 \) (proof: by 2.1(2c) we have \( x_{v_0,\alpha} \geq 1 \) for each \( \alpha \in \mathcal{A} \setminus \mathcal{A}_0 \), so \( N_{v_0} = \sum_{\alpha \in \mathcal{A} \setminus \mathcal{A}_0} x_{v_0,\alpha} \geq |\mathcal{A} \setminus \mathcal{A}_0| \geq 1 \)).

2.4. Proposition. Let \( v \neq v' \in \mathcal{V} \), let \( \gamma \) be a linear path from \( v \) to \( v' \), let \( q = q(e, v) \), \( q' = q(e', v') \), \( Q = Q(e, v) \) and \( Q' = Q(e', v') \) where \( e \) (resp. \( e' \) ) is the unique edge in \( \gamma \) which is incident to \( v \) (resp. \( v' \) ), and let

\[
A = \{ \alpha \in \mathcal{A} \setminus \mathcal{A}_0 \mid \text{the path from } v \text{ to } \alpha \text{ does not contain } v' \} \\
A' = \{ \alpha \in \mathcal{A} \setminus \mathcal{A}_0 \mid \text{the path from } v \text{ to } \alpha \text{ contains } v' \}
\]

(see Figure 1). Then the following hold.

(a) For each \( \alpha \in A \), \( x_{v,\alpha} = q\hat{x}_{v',\alpha} \) and \( x_{v',\alpha} = Q'\hat{x}_{v',\alpha} \).

(b) For each \( \alpha \in A' \), \( x_{v',\alpha} = q\hat{x}_{v,\alpha} \) and \( x_{v,\alpha} = Q\hat{x}_{v,\alpha} \).

(c) \( \begin{vmatrix} q & Q' \\ N_v & N_v' \end{vmatrix} = \det(\gamma) \sum_{\alpha \in A'} \hat{x}_{v,\alpha} \) and \( \begin{vmatrix} q' & Q \\ N_{v'} & N_v \end{vmatrix} = \det(\gamma) \sum_{\alpha \in A} \hat{x}_{v',\alpha} \).

(d) If \( v < v' \) then \( q > 0 \), \( Q' > 0 \), \( \det \gamma < 0 \) and \( \begin{vmatrix} q & Q' \\ N_v & N_v' \end{vmatrix} < 0 \).
Proof. Verification of (a) is left to the reader, and (b) follows from (a) by symmetry. Using (a) and (b), we find

\[ q N_v = q \sum_{\alpha \in A} x_{\alpha,v} + q \sum_{\alpha \in A'} x_{\alpha',v} = q Q' \sum_{\alpha \in A} \hat{x}_{\alpha,v} + q q' \sum_{\alpha \in A'} \hat{x}_{\alpha',v}, \]

\[ Q' N_v = Q' \sum_{\alpha \in A} x_{\alpha,v} + Q' \sum_{\alpha \in A'} x_{\alpha',v} = q Q' \sum_{\alpha \in A} \hat{x}_{\alpha,v} + q q' \sum_{\alpha \in A'} \hat{x}_{\alpha',v}, \]

so \( q N_v - Q' N_v = (qq' - QQ') \sum_{\alpha \in A'} \hat{x}_{\alpha,v} \), which proves the first part of assertion (c). The second part of assertion (c) then follows by symmetry.

(d) Assume that \( v < v' \). We show that \( \det \gamma < 0 \) by induction on the number \( \ell \) of edges in \( \gamma \). If \( \ell = 1 \) then \( \det \gamma = \det e < 0 \). Assume that \( \ell > 1 \) and that the result is true for linear paths shorter than \( \gamma \). Let \( v'' \) be the vertex such that \( e = [v,v''] \) and denote \( q(e,v'') \) by \( a \) and \( Q(e,v'') \) by \( a' \). Let \( \gamma' \) be the linear path from \( v'' \) to \( v' \). Let

\[ D = qa - Qa' = \det e < 0 \quad \text{and} \quad D' = qa' - aQ' = \det \gamma' < 0. \]

Since \( v < v' \), we have \( q > 0 \), \( a' > 0 \) and \( Q' > 0 \) by 2.1(2c). Then

\[ \det \gamma = qq' - QQ' = \frac{q(D' + aQ') - (qa - D)Q'}{a'} = \frac{qD' + Q'D}{a'} < 0, \]

completing the proof by induction.

Since \( v < v' \), \( \hat{x}_{v,\alpha} > 0 \) for every \( \alpha \in A' \); as \( A' \neq \emptyset \) and \( \det(\gamma) < 0 \),

\[ \begin{vmatrix} q & Q' \\ N_v & N_{v'} \end{vmatrix} = \det(\gamma) \sum_{\alpha \in A'} \hat{x}_{v,\alpha} < 0. \]

So assertion (d) is proved. \( \square \)

2.5. Remark. By 2.4(d), if \( v,v' \in V \) satisfy \( v < v' \) and \( N_v \leq 0 \), then \( N_{v'} < 0 \). It follows that the set of vertices whose multiplicity is nonnegative is connected.

2.6. Remark. Let \( e = [v,\alpha] \) be a dead end, where \( v \in V \) and \( \alpha \in A_0 \). Then

\[ N_v = q(e,v)N_\alpha. \]

To see this, simply observe that \( x_{v,\beta} = q(e,v)x_{\alpha,\beta} \) for all \( \beta \in A \setminus A_0 \).
2.7. Definition. A dicritical vertex is a vertex \( v \in V \) satisfying \( N_v = 0 \).

If \( v \) is a dicritical vertex satisfying
\[
(*) \quad \{ x \in V \cup \mathcal{A} \mid x > v \} \subseteq \mathcal{A},
\]
we define the degree of the dicritical \( v \) to be the number of edges \([v, \alpha] \) where \( \alpha \) is an arrow decorated with \((1)\).

2.8. Remark. Let \( \mathcal{T} \) be an abstract Newton tree at infinity all of whose vertices have nonnegative multiplicity (one says that \( \mathcal{T} \) is a “generic” Newton tree at infinity, see Def. 2.15). Then Rem. 2.5 implies that each dicritical vertex \( v \) of \( \mathcal{T} \) satisfies condition \((*)\) of Def. 2.7. Consequently, each dicritical vertex of \( \mathcal{T} \) has a well-defined degree.

2.9. Lemma. Let \( v' \) be a dicritical vertex of an abstract Newton tree at infinity and suppose that \( \{ x \in V \cup \mathcal{A} \mid x > v' \} \subseteq \mathcal{A} \). Then the following hold.

1. \( q(\varepsilon, v') = 1 \) for every edge \( \varepsilon \) linking \( v' \) to an element of \( \mathcal{A} \setminus \mathcal{A}_0 \).
2. Let \( \gamma \) be a linear path from a vertex \( v \in V \setminus \{v' \} \) to \( v' \). Then \( N_v = -s \det \gamma \) where \( s \geq 1 \) is the degree of the dicritical \( v' \).

Proof. Let \( \gamma \) be a linear path from a vertex \( v \in V \setminus \{v' \} \) to \( v' \). Let the notation \((q, Q, q', Q', A, A')\) be that of 2.4 applied to \( \gamma \). Write \( A' = \{\alpha_1, \ldots, \alpha_s\} \) and \( \varepsilon_i = [v', \alpha_i] \) for \( i = 1, \ldots, s \).

Consider the case where there is no dead end incident to \( v' \). Then there exists \( j \in \{1, \ldots, s\} \) such that \( q(\varepsilon_j, v') = Q' \) and \( q(\varepsilon_i, v') = 1 \) for \( i \neq j \). The definition of \( N_v \) gives
\[
0 = N_{v'} = \sum_{i=1}^s x_{v', \alpha_i} + \sum_{\beta \in A} x_{v', \beta} = q' + (s - 1)q'Q' + Q' \sum_{\beta \in A} \hat{x}_{v', \beta},
\]
so \( Q' \mid q' \). As \( \gcd(q', Q') = 1 \) by 2.1, we get \( Q' = 1 \), which proves assertion (1) of the Lemma. Applying 2.4 to \( \gamma \) gives
\[
\left| \begin{array}{c}
q \\
1 \\
0
\end{array} \right| = \det(\gamma) \sum_{i=1}^s \hat{x}_{v, \alpha_i} = s \det(\gamma),
\]
proving (2).

Next, we consider the case where there is a dead end \( \varepsilon_0 \) incident to \( v' \). Then 2.1(2c) gives \( q(\varepsilon_0, v') = Q' \) and \( q(\varepsilon_i, v') = 1 \) for \( i = 1, \ldots, s \) (in particular assertion (1) of the Lemma is true). Moreover, applying 2.4 to \( \gamma \) gives
\[
\left| \begin{array}{c}
q \\
0 \end{array} \right| = \det(\gamma) \sum_{i=1}^s \hat{x}_{v, \alpha_i} = Q' \det(\gamma); \text{ assertion (2) follows by dividing by } -Q' \neq 0 \text{ both sides.} \]

2.10. Lemma. Let \( \mathcal{T} \) be an abstract Newton tree at infinity. Suppose that \( e = [v, \alpha] \) is an edge such that \( \alpha \) is an arrow decorated with \((1)\) and \( v \) is a vertex such that \( N_v > 0 \). Then there exists a unique integer \( q' \) such that, if \( \mathcal{T}' \) is the tree obtained from \( \mathcal{T} \) by the following operations:

- remove the edge \( e \) (without removing \( v \) and \( \alpha \)),
- add a vertex \( v' \) and two edges \( e_v = [v, v'] \) and \( e_\alpha = [v', \alpha] \),
- set \( q(e_v, v) = q(e, v) \), \( q(e_\alpha, v') = q' \) and \( q(e_\alpha, v') = 1 \),

then \( \mathcal{T}' \) is an abstract Newton tree at infinity and \( v' \) is a dicritical of \( \mathcal{T}' \).
Proof. Let \( Q = Q(e,v) \) and \( q = q(e,v) > 0 \) in \( \mathcal{T} \). For an arbitrary \( q' \in \mathbb{Z} \), \( \mathcal{T}' \) is an abstract Newton tree at infinity if and only if \( qq' - Q < 0 \). Indeed, this is the condition \( \det(e_v) < 0 \) (in \( \mathcal{T}' \)) and all other conditions of definition 2.1 are met. We also note that if \( q' \) is such that \( \mathcal{T}' \) is an abstract Newton tree at infinity, then the multiplicity \( N_v \) of \( v \) is the same in \( \mathcal{T} \) and \( \mathcal{T}' \), and the number \( Q(e_v,v) \) (in \( \mathcal{T}' \)) is equal to \( Q = Q(e,v) \).

Let \( A = (A \setminus A_0) \setminus \{\alpha\} \) in \( \mathcal{T} \). Then, calculating in \( \mathcal{T} \), we have \( N_v = x_{v,\alpha} + \sum_{\beta \in A} x_{v,\beta} \) where \( x_{v,\alpha} = Q \) and \( q \mid x_{v,\beta} \) for each \( \beta \in A \). So \( q \mid (Q - N_v) \). Let \( q' = (Q - N_v)/q \in \mathbb{Z} \), then \( qq' - Q = -N_v < 0 \), so \( \mathcal{T}' \) is an abstract Newton tree at infinity. Applying 2.4(c) to the edge \( e_v \) of \( \mathcal{T}' \) gives

\[
\begin{vmatrix}
q & 1 \\
N_v & N_{v'}
\end{vmatrix} = (qq' - Q) \sum_{\beta \in \{\alpha\}} \hat{x}_{v,\beta} = qq' - Q.
\]

Since \( qq' - Q = -N_v \), this gives \( qN_{v'} = 0 \) and hence \( N_{v'} = 0 \), showing that \( q' \) exists.

To prove uniqueness, consider any \( q' \in \mathbb{Z} \) such that \( \mathcal{T}' \) is an abstract Newton tree at infinity and such that \( N_{v'} = 0 \). Then (1) is still valid and gives \( -N_v = qq' - Q \), so \( q' = (Q - N_v)/q \) is unique. \( \square \)

2.11. Definition. The number of points at infinity of an abstract Newton tree at infinity is the valency of the root when there is no dead end attached to the root and the valency minus one otherwise.

2.12. Definition. We define the multiplicity \( M(\mathcal{T}) \) of an abstract Newton tree at infinity \( \mathcal{T} \) by \( M(\mathcal{T}) = -\sum_{v \in \mathcal{V} \cup A_0} N_v(\delta_v - 2) \).

2.13. Definition. Let \( \mathcal{T} \) be an abstract Newton tree at infinity.

1. Suppose that \( e = [v,v'] \) is a dead end, where \( v \in \mathcal{V} \), \( v' \in A_0 \) and such that the decoration of \( e \) near \( v \) is 1. Let \( \mathcal{T}' \) be the abstract Newton tree at infinity obtained by deleting \( e \) and \( v' \) from \( \mathcal{T} \). We say that \( \mathcal{T}' \) is obtained from \( \mathcal{T} \) by removing a dead end decorated by 1. (The tree \( \mathcal{T}' \) is indeed an abstract Newton tree at infinity because, for any \( v \in \mathcal{V} \setminus \{v_0\} \), part (1)(a) of Definition 2.1 implies that \( \delta_v \geq 2 + n \) where \( n \in \{0,1\} \) is the number of dead ends attached to \( v \).)

2. Let \( v \) be a vertex different from the root and of valency 2, let \( e = [v,u] \) and \( e' = [v,u'] \) be the edges incident to \( v \), and let \( d = q(e,u) \) and \( d' = q(e',u') \). Let \( \mathcal{T}' \) be the abstract Newton tree at infinity obtained by deleting \( v \), \( e \) and \( e' \) from \( \mathcal{T} \), and adding the edge \( e'' = [u,u'] \), where the decorations of \( e'' \) near \( u \) and \( u' \) are \( d \) and \( d' \) respectively. We say that \( \mathcal{T}' \) is obtained from \( \mathcal{T} \) by removing a vertex of valency 2. (Note that \( \det e'' < 0 \) by 2.4(d), so \( \mathcal{T}' \) is indeed an abstract Newton tree at infinity.)

3. Note that, in (1) and (2), we have \( \mathcal{V}' \cup A' \subset \mathcal{V} \cup A \), where \( \mathcal{V}, A, \mathcal{V}', A' \) are respectively the sets of vertices of \( \mathcal{T} \), arrows of \( \mathcal{T} \), vertices of \( \mathcal{T}' \) and arrows of \( \mathcal{T}' \).

4. Given abstract Newton trees at infinity \( \mathcal{T} \) and \( \mathcal{T}' \), we write \( \mathcal{T} \succeq \mathcal{T}' \) to indicate that either \( \mathcal{T} = \mathcal{T}' \) or there exists a finite sequence \( \mathcal{T}_0, \ldots, \mathcal{T}_n \) of abstract Newton
trees at infinity satisfying $\mathcal{T}_0 = \mathcal{T}$, $\mathcal{T}_n = \mathcal{T}'$ and, for each $i \in \{0, \ldots, n - 1\}$, $\mathcal{T}_{i+1}$ is obtained from $\mathcal{T}_i$ by removing a dead end decorated by 1 or a vertex of valency 2. If $\mathcal{T}' \leq \mathcal{T}$ then $\mathcal{V}' \cup \mathcal{A}' \subseteq \mathcal{V} \cup \mathcal{A}$ and, for each $v \in \mathcal{V}' \cup \mathcal{A}'$, the multiplicities of $v$ in $\mathcal{T}$ and $\mathcal{T}'$ are equal. Note that $\leq$ is a partial order on the set of abstract Newton trees at infinity.

(5) Whenever we say that abstract Newton trees at infinity are equivalent, we mean that they are so with respect to the equivalence relation on the set of abstract Newton trees at infinity which is generated by the relation $\leq$.

2.14. Lemma. Equivalent abstract Newton trees at infinity have the same number of points at infinity and the same multiplicity.

Proof. Consider the situation of part (1) of Definition 2.13. The contribution of $v$ and $v'$ to $M(\mathcal{T})$ is $-N_v(\delta_v - 2) + N_{v'}$, while the contribution of $v$ to $M(\mathcal{T}')$ is $-N_v(\delta_v - 1 - 2)$; as $N_v = N_{v'}$ (in $\mathcal{T}$) by Remark 2.6, it follows that $M(\mathcal{T}) = M(\mathcal{T}')$ in that case. The rest of the argument is quite clear and the details are left to the reader. □

2.15. Definition. A generic Newton tree at infinity is an abstract Newton tree at infinity all of whose vertices have nonnegative multiplicity. A complete Newton tree at infinity is a generic Newton tree at infinity in which each arrow decorated with (1) is adjacent to a dicritical vertex.

2.16. Remark. Let $\mathcal{T}$ be an abstract Newton tree at infinity. By 2.5, there is at most one dicritical on any path from the root to an arrow. If $\mathcal{T}$ is complete, there is exactly one dicritical on any path from the root to an arrow decorated by (1). Also note that if $\mathcal{T}$ is complete then its number of points at infinity is equal to the number of edges $[v_0, v]$ with $v \in \mathcal{V}$.

2.17. Definition. A Newton tree at infinity $\mathcal{T}$ is minimally complete if it satisfies:

(i) $\mathcal{T}$ is complete;
(ii) if $v$ is a dicritical then there is a dead end incident to $v$;
(iii) if a dead end decorated by 1 is incident to a vertex $v$, then $v$ is a dicritical;
(iv) every element of $\mathcal{V} \setminus \{v_0\}$ has valency different from 2.

2.18. Lemma. Let $\mathcal{C}$ be the equivalence class of a generic Newton tree at infinity. Then $\mathcal{C}$ contains exactly one minimally complete Newton tree at infinity.

Proof. Let $\mathcal{T}$ be a generic Newton tree at infinity such that $\mathcal{T} \in \mathcal{C}$. Let $\mathcal{T}'$ be obtained from $\mathcal{T}$ by first removing all dead ends decorated by 1 (in the sense of 2.13(1)) and then removing all vertices of valency 2 (in the sense of 2.13(2); note that the root cannot be removed). Then $\mathcal{T}'$ is a generic Newton tree at infinity such that $\mathcal{T}' \leq \mathcal{T}$. Applying 2.10 successively to each edge $e = [v, \alpha]$ of $\mathcal{T}'$ such that $\alpha$ is an arrow decorated with (1) and $v$ a vertex with $N_v > 0$ produces a complete Newton tree $\mathcal{T}''$ satisfying $\mathcal{T}'' \geq \mathcal{T}'$. For each dicritical $v'$ of $\mathcal{T}''$ such that no dead end is incident to it, we add a dead end decorated by 1 incident to $v'$; by 2.9(1), this addition does not violate 2.1(2c), so the
resulting tree $T''$ is an abstract Newton tree at infinity (the fact that $v'$ satisfies the hypothesis of 2.9 follows from 2.5). Moreover, $T''$ is minimally complete and satisfies $T'' \geq T''$. This proves that there exists an element of $\mathcal{E}$ which is minimally complete; uniqueness is left to the reader. \hfill $\square$

2.19. **Notations.** Let $T$ be an abstract Newton tree at infinity. Given $v \in V \cup A_0$, define $C(v) = -N_v(\delta_v - 2)$; given a subset $W$ of $V \cup A_0$, define $C(W) = \sum_{v \in W} C(v)$. Given $v \in V$, let

$$W_v = \{v\} \cup \{\alpha \in A_0 \mid \alpha \text{ is linked to } v \text{ by an edge}\}$$
and $\bar{C}(v) = C(W_v)$;

given a subset $W$ of $V$, define $\bar{C}(W) = \sum_{v \in W} \bar{C}(v)$. Note that $M(T) = \bar{C}(V)$.

Let $N = \{v \in V \mid v \text{ is not dicritical}\}$. Observe that $\bar{C}(v) = 0$ whenever $v$ is a dicritical vertex (see Remark 2.6); so $\bar{C}(N) = \bar{C}(V) = M(T)$. For each $v \in N$, write

$$r_v = -1 + |\{v' \in V \mid [v, v'] \text{ is an edge}\}|$$
$$\Delta(v) = 1 - r_v - C(v).$$

For any subset $W$ of $N$, let $\Delta(W) = \sum_{v \in W} \Delta(v)$.

Finally, for each $v \in V$ define $a_v = 1$ if there is no dead end incident to $v$, and $a_v = q(e, v)$ if $e$ is a dead end incident to $v$. Note that $a_v \mid N_v$, by 2.6.

Note that $v_0 \in N$, in any abstract Newton tree at infinity. Also observe that if $T$ is minimally complete, then no edge links an arrow to the root and $\delta_{v_0}$ is equal to the number of points at infinity.

2.20. **Lemma.** Let $T$ a minimally complete Newton tree at infinity with at least two points at infinity. Then the following hold.

1. For each $v \in N$, $r_v \geq 1$, $\Delta(v) = (r_v - 1)(N_v - 1) + N_v(1 - \frac{1}{a_v})$ and $\Delta(v) \geq 0$.
2. For each $v \in N \setminus \{v_0\}$, $\Delta(v) = 0$ if and only if $N_v = 1$ and $W_v = \{v\}$.
3. $\Delta(v_0) = 0$ if and only if $\delta_{v_0} = 2$.

**Proof.** Let $v \in N$. We prove:

(2)

$$\Delta(v) = (N_v - 1)(r_v - 1) + N_v(1 - \frac{1}{a_v}).$$

First note that, since $T$ is complete and $v$ is not a dicritical, no element of $A \setminus A_0$ is linked to $v$ by an edge; so $\delta_v$ is equal to $r_v + 1$ plus the number (0 or 1) of dead ends incident to $v$. If $v$ is not the root then $\delta_v \geq 3$, so $r_v \geq 1$; if $v$ is the root then $\delta_v \geq 2$ and no arrow is linked to $v$ by an edge, so again $r_v \geq 1$.

Consider the case where $W_v = \{v\}$. Then $\delta_v = r_v + 1$ and $a_v = 1$, so

$$\bar{C}(v) = C(W_v) = -N_v(\delta_v - 2) = -N_v(r_v - 1),$$

so $\Delta(v) = 1 - r_v - \bar{C}(v) = (N_v - 1)(r_v - 1)$ and hence (2) holds, since $a_v = 1$.

If $W_v \neq \{v\}$ then, for each $\alpha \in W_v \setminus \{v\}$, $[v, \alpha]$ is a dead end incident to $v$, so (by 2.1) $W_v = \{v, \alpha\}$ for some $\alpha \in A_0$. We have $\delta_v = r_v + 2$ and, by 2.6, $N_v = a_v N_\alpha$. We
get
\[ \bar{C}(v) = C(W_v) = -N_v(\delta_v - 2) - N_{\alpha}(\delta_{\alpha} - 2) = -N_v r_v + N_{\alpha}, \]
\[ \Delta(v) = 1 - r_v - \bar{C}(v) = 1 - r_v + N_v r_v - N_{\alpha} = (N_v - 1)(r_v - 1) + N_v(1 - \frac{1}{a_v}), \]
which proves (2).

As \( r_v, N_v, a_v \geq 1 \), we have \((N_v - 1)(r_v - 1) \geq 0\) and \(N_v(1 - \frac{1}{a_v}) \geq 0\), so \(\Delta(v) \geq 0\) (the fact that \( r_v \geq 1 \) follows from the assumptions that \( T \) has at least two points at infinity and is complete); moreover, \(\Delta(v) = 0\) is equivalent to \((N_v - 1)(r_v - 1) = 0\) and \(N_v(1 - \frac{1}{a_v}) = 0\), which is equivalent to \(a_v = 1\) and either \(N_v = 1\) or \(r_v = 1\). Assertions (2) and (3) follow.

2.21. Lemma. Let \( T \) a minimally complete Newton tree at infinity with at least two points at infinity. Consider an ordered pair \( e = (v_s, v_1) \in V \times V \) such that \([v_s, v_1]\) is an edge. Let \( V_e = \{ x \in V \mid \text{the path from } v_1 \text{ to } x \text{ does not contain } v_s \} \),
\[ D_e = \{ v \in V_e \mid v \text{ is a dicritical} \}, \quad N_e = \{ v \in V_e \mid v \text{ is not a dicritical} \} \]
and \( d_e = |D_e| \). Then \(\Delta(N_e) = 1 - d_e - C(N_e)\) and \(\Delta(N_e) \geq 0\), where \(\Delta(N_e) = 0\) if and only if \(\Delta(v) = 0\) for all \(v \in N_e\).

Proof. For each \( i \geq 1 \), we denote by \( V_i \) the set of vertices in \( V_e \) which are at distance \( i \) from \( v_s \); we also set
\[ D_i = \{ v \in V_i \mid v \text{ is a dicritical} \}, \quad N_i = \{ v \in V_i \mid v \text{ is not a dicritical} \}, \]
\[ d_i = |D_i| \text{ and } n_i = |N_i| \]. Observe that \( \sum_{v \in N_i} r_v = |V_{i+1}| = n_{i+1} + d_{i+1} \) and that \(\Delta(v) = 1 - r_v - \bar{C}(v)\) for each \(v \in N_i\). Then
\[ \Delta(N_i) = \sum_{v \in N_i} \Delta(v) = \sum_{v \in N_i} (1 - r_v - \bar{C}(v)) = n_i - \sum_{v \in N_i} r_v - \bar{C}(N_i) = n_i - n_{i+1} - d_{i+1} - \bar{C}(N_i), \]
so
\[ \Delta(N_e) = \sum_{i=1}^{\infty} \Delta(N_i) = \sum_{i=1}^{\infty} (n_i - n_{i+1} - d_{i+1} - \bar{C}(N_i)) = n_1 - \sum_{i=1}^{\infty} d_{i+1} - \bar{C}(N_e) = n_1 + d_1 - d_e - \bar{C}(N_e) = 1 - d_e - \bar{C}(N_e). \]
By Lemma 2.20, \(\Delta(v) \geq 0\) for all \(v \in N_e\). So \(\Delta(N_e) \geq 0\) where equality holds if and only if \(\Delta(v) = 0\) for all \(v \in N_e\). \(\square\)

2.22. Theorem. Let \( T \) be a minimally complete Newton tree at infinity with at least two points at infinity. Let \( u_1, \ldots, u_s \) be the dicriticals of \( T \), where \( u_i \) is of degree \( d_i \). Then
\[ (1) \ M(T) + \Delta(N) = 2 - s \]
\[ (2) \ M(T) = 2 - \sum_{i=1}^{s} d_i \text{ if and only if } \Delta(N) = \sum_{i=1}^{s} (d_i - 1). \]
Lemma. Follows from 2.20.

Proof. Choose an ordered pair \(e = (v_*, v_1) \in V \times V\) such that \([v_*, v_1]\) is an edge and \(v_*\) is a dicritical. With notation as in Lemma 2.21, we have \(N_e = N\) and \(d_e = s - 1\). So the Lemma gives

\[
\Delta(N) = \Delta(N_e) = 1 - d_e - \bar{C}(N_e) = 2 - s - \bar{C}(N) = 2 - s - \bar{C}(V) = 2 - s - M(\mathcal{T}),
\]

which proves the first assertion. The second assertion follows. \(\square\)

2.23. Corollary. Let \(\mathcal{T}\) be a minimally complete Newton tree at infinity with \(s\) dicriticals and at least two points at infinity. Then \(M(\mathcal{T}) \leq 2 - s\) and equality holds if and only if there are exactly two points at infinity, every dead end is incident to a dicritical and every vertex which is not dicritical and which is different from the root has multiplicity 1.

Proof. We have \(M(\mathcal{T}) = 2 - s - \Delta(N)\) by the first part of Theorem 2.22 and \(\Delta(N) \geq 0\) by 2.20(1), so \(M(\mathcal{T}) \leq 2 - s\); \(M(\mathcal{T}) = 2 - s\) if and only if \(\Delta(N) = 0\), so the last assertion follows from 2.20. \(\square\)

2.24. Lemma. Consider an edge \([v, v']\) in a minimally complete Newton tree at infinity, where \(v\) is a vertex of multiplicity 1, \(v'\) is a vertex, and \(v < v'\). Then \(v'\) is a dicritical of degree 1 and the edge determinant of \([v, v']\) is \(-1\).

Proof. Let \(e = [v, v'], q = q(e, v), Q' = Q(e, v')\), and

\[
A' = \{\alpha \in A \setminus A_0 \mid \text{the path from } v \text{ to } \alpha \text{ contains } v'\}\.
\]

There exists an edge \(e = [v', v_1]\) such that \(v' < v_1\) and \(q(e, v') = Q'\). Let \(A'_1 = \{\alpha \in A' \mid \alpha \geq v_1\}\) and \(A'_2 = A' \setminus A'_1\). Then \(A'_2 \neq \emptyset\), since \(\delta_{v'} \geq 3\). Applying 2.4(c) to the edge \(e = [v, v']\) gives

\[
\begin{vmatrix} q & Q' \\ 1 & N_{v'} \end{vmatrix} = \det(e) \sum_{\alpha \in A'} \hat{x}_{v, \alpha} = \det(e)(Q'C + c),
\]

where \(c = \sum_{\alpha \in A'_1} \hat{x}_{v, \alpha}\) and \(C = \frac{1}{Q'} \sum_{\alpha \in A'_2} \hat{x}_{v, \alpha} \in \mathbb{N} \setminus \{0\}\). Then

\[
qN_{v'} - Q' = \det(e)(Q'C + c),
\]

so

\[
(3) \quad Q'(- \det(e)C - 1) = -qN_{v'} + \det(e)c.
\]

Since \(Q'(- \det(e)C - 1) \geq 0\) and \(-qN_{v'} + \det(e)c \leq 0\), both sides of (3) are equal to 0. It follows that \(N_{v'} = 0\), \(C = 1\), \(\det(e) = -1\) and \(c = 0\). Since \(|A'_1| \leq c = 0\) and \(|A'_2| \leq C = 1\), we obtain that \(v\) is a dead end and that \(v'\) is a dicritical of degree 1. \(\square\)

3. Newton trees at infinity with maximum multiplicity

3.1. Definition. Let \(\mathcal{T}\) be an abstract Newton tree at infinity. The shadow of \(\mathcal{T}\), denoted \(S(\mathcal{T})\), is the decorated rooted tree obtained from \(\mathcal{T}\) by erasing the decorations of the edges and decorating each vertex \(v \neq v_0\) with its multiplicity \((N_v)\). (It is understood that \(S(\mathcal{T})\) has the same underlying rooted tree as \(\mathcal{T}\) and that the arrows have the same decorations (0) or (1) in \(S(\mathcal{T})\) and in \(\mathcal{T}\).)
3.2. Definition. Let $\mathcal{T}$ be a minimally complete Newton tree at infinity with at least two points at infinity. For each dicritical $u$ of $\mathcal{T}$, there exists a unique $v \in V \setminus \{u\}$ such that $\delta_v > 2$ and the path from $u$ to $v$ is linear. We call $v$ the companion of $u$. (Remark: if $[u,v]$ is not an edge, then the path from $u$ to $v$ is $[u,v_0,v]$. This follows from part (iv) of Definition 2.17.)

3.3. Lemma. Let $\mathcal{T}$ be a minimally complete Newton tree at infinity with at least two points at infinity. Then TFAE:

(1) Every vertex that is a companion of a dicritical is a dicritical;
(2) there exists a dicritical of $\mathcal{T}$ whose companion is a dicritical.

If we moreover assume that the gcd of the degrees of the dicriticals of $\mathcal{T}$ is 1, then the above conditions are equivalent to:

(3) the shadow of $\mathcal{T}$ is the one shown in Figure 2.

Proof. Assume that (1) holds. Let $u$ be a dicritical of $\mathcal{T}$ and let $v$ be its companion. Then $v$ is a dicritical, so (2) holds.

Assume that (2) holds and let $u,v$ be dicriticals where $v$ is the companion of $u$. As two dicriticals cannot be joined by an edge (cf. Remark 2.5), the path from $u$ to $v$ is $[u,v_0,v]$. Since this is a linear path, we get $\delta_{v_0} = 2$, so $\mathcal{V} = \{u,v_0,v\}$ and it follows that (1) holds.

Assume that the gcd of the degrees of the dicriticals of $\mathcal{T}$ is 1.

Suppose that (2) holds and let the notation be as in the proof that (2) implies (1). Then, to prove (3), there only remains to show that $d_u = 1 = d_v$, where $d_u$ and $d_v$ are the degrees of the dicriticals $u$ and $v$. We have:

$$0 = \frac{N_v}{a_v} = q([v_0,v],v)d_v + a_ud_u, \quad 0 = \frac{N_u}{a_u} = q([v_0,u],u)d_u + a_vd_v.$$ 

As $\gcd(d_u, d_v) = 1$, it follows that $d_u | \gcd(q([v_0,v],v), a_v)$, so $d_u = 1$ since $\gcd(q([v_0,v],v), a_v) = 1$;

similarly, $d_v = 1$, so (3) holds. It is clear that (3) implies (1). \qed

3.4. Theorem. Let $\mathcal{T}$ be a minimally complete Newton tree at infinity with $d$ dicriticals, such that the gcd of the degrees of its dicriticals is 1. Suppose that $\mathcal{T}$ has at least two points at infinity and has multiplicity $2 - d$. Then the shadow of $\mathcal{T}$ is one of Figures 2, 3 and 4, where $r \geq 2$ is arbitrary in Figures 3 and 4. Conversely, every shadow represented in these figures is indeed the shadow of a minimally complete Newton tree at infinity satisfying the above hypotheses.

Remark. In the pictures below, dicritical vertices are represented by “●” and vertices that are not dicritical are represented by “○”.

Proof. Let $\mathcal{T}$ be a minimally complete Newton tree at infinity satisfying the above hypotheses. By 2.23 and 2.24, $S(\mathcal{T})$ has the following properties:
(i) the root has valency 2;
(ii) there exists a dead end incident to a vertex $v$ if and only if $v$ is a dicritical (i.e., is decorated by (0));
(iii) all vertices other than $v_0$ are decorated by (0) or (1);
(iv) if $[v, v']$ is an edge in $S(T)$ where $v_0 \neq v < v'$ are vertices and $v$ is decorated by (1), then $v'$ is a dicritical;
(v) every dicritical has degree 1.

Note that claim (iv) follows from Lemma 2.24. Let us justify claim (v). Let $v'$ be a dicritical vertex. If there exists a vertex of multiplicity 1 then there exists a linear path from $v'$ to some vertex $v$ such that $N_v = 1$; then the degree of the dicritical $v'$ divides
We arrange the labelling so that \( v \) is a companion of \( v' \), so condition (2) of Lemma 3.3 is satisfied; it follows that the shadow of \( \mathcal{T} \) is the one shown in Figure 2, in which case claim (v) is true. So claim (v) is true in all cases.

If there is no vertex decorated by (1) then, as we saw in the preceding paragraph, \( S(\mathcal{T}) \) is as in Figure 2; in this case we have exactly two dicriticals. If there is one vertex decorated with (1) then, a priori, \( S(\mathcal{T}) \) is as in Figure 3; in this case the number of dicriticals is not bounded.

If there are two vertices with multiplicity (1) then, a priori, \( S(\mathcal{T}) \) is as in Figure 5(a), where we have \( r \geq 2 \) dicriticals on one side of the root, and \( s \geq 2 \) dicriticals on the other side. To prove that \( S(\mathcal{T}) \) is as in Figure 4, it’s enough to show that \( \min(r, s) = 2 \).

The tree \( \mathcal{T} \) itself is partially depicted in Figure 5(b) (the only edge decorations that appear in the picture are those that play a role in the calculation below). We denote by \( v \) and \( v' \) the vertices of multiplicity (1). Let \( q = q([v_0, v], v) \) and \( q' = q([v_0, v'], v') \).

Let \( v_1, \ldots, v_r \) be the dicriticals which are linked to \( v \) by an edge, and \( v'_1, \ldots, v'_s \) those which are linked to \( v' \). Let \( \varepsilon_i \) (resp. \( \varepsilon'_i \)) be the unique dead end incident to \( v_i \) (resp. \( v'_i \)). We arrange the labelling so that \( a = q([v, v_1], v) \) is the maximum of the decorations near \( v \) on edges \([v, w]\) with \( w > v \), and similarly for \( a' = q([v', v'_1], v') \). Let \( a_i = q(\varepsilon_i, v_i) \) and \( a'_i = q(\varepsilon'_i, v'_i) \). We set \( n = \sum_{i=2}^{r} a_i \) and \( n' = \sum_{i=2}^{s} a'_i \). Then \( a, a', a_1, a'_1, n, n' \geq 1 \) and we claim that \( \min(n, n') = 1 \).

We have the following set of equations:

\[
\begin{align*}
 &q(an + a_1) + a(a'n' + a'_1) = N_v = 1 \\
 &a'(an + a_1) + q'(a'n' + a'_1) = N_{v'} = 1.
\end{align*}
\]

It follows that \( q, q' < 0 \). Let \( k = aa' - qq' \). From (4) and (5), we obtain

\[ k(a'n' + a'_1) = a' - q \quad \text{and} \quad k(an + a_1) = a - q' \]
so that \( k \geq 1 \) and:

\[
q = a' - k(a'n' + a'_1) = a'(1 - kn') - ka'_1 \\
q' = a - k(an + a_1) = a(1 - kn) - ka_1.
\]

Then \( k = aa' - qq' = aa' - [a'(1 - kn') - ka'_1][a(1 - kn) - ka_1], \)
so

\[
aa'(knn' - n - n') = aa'_1(1 - kn) + a'a_1(1 - kn') - ka_1a'_1 - 1,
\]

which implies that \( knn' - n - n' \leq -1 \) and hence that \( k = \min(n, n') \). As \( n \geq r - 1 \) and \( n' \geq s - 1 \), we get \( \min(r, s) = 2 \). So \( S(\mathcal{J}) \) is as depicted in Figure 4 and moreover \( aa' - qq' = 1 \).

We showed that, in all cases, \( S(\mathcal{J}) \) is one of Figures 2, 3 and 4. For the converse, see 3.5.

3.5. For each shadow depicted in Figures 2, 3 and 4, we find all minimally complete Newton trees at infinity satisfying the hypotheses of 3.4 and having that shadow. We give the solution and leave the verification to the reader.

Consider Figure 2. Let \( \varepsilon_1 \) and \( \varepsilon'_1 \) be the dead ends incident to \( v_1, v'_1 \) respectively. We seek all \( a_1, a'_1, q_1, q'_1 \) such that by setting

\[
q(\varepsilon_1, v_1) = a_1, \quad q(\varepsilon'_1, v'_1) = a'_1, \quad q([v_0, v_1], v_1) = q_1, \quad q([v_0, v'_1], v'_1) = q'_1
\]
we obtain a tree with the desired shadow. The complete solution is obtained by choosing relatively prime positive integers \( a_1, a'_1 \) and setting \( q_1 = -a'_1 \) and \( q'_1 = -a_1 \).

Consider Figure 3, where \( r \geq 2 \) is arbitrary. Let \( \varepsilon_i \) be the dead end incident to \( v_i \) \((1 \leq i \leq r)\) and \( \varepsilon'_i \) that incident to \( v'_i \). We seek all \( a, a_1, \ldots, a_r, a'_1, q, q_1, \ldots, q_r, q'_1 \) such that by setting

\[
(6) \quad \begin{cases} 
q([v, v_1], v) = a, & q([v, v_1], v) = 1 \ (2 \leq i \leq r), \quad q([v_0, v], v) = q, \\
q(\varepsilon_i, v_i) = a_i \end{cases} \quad \text{and} \quad q([v, v_i], v_i) = q_i \quad \text{for } i = 1, \ldots, r,
\]

\[
(7) \quad q(\varepsilon'_1, v'_1) = a'_1, \quad q([v_0, v'_1], v'_1) = q'_1
\]
we obtain a tree with the desired shadow. The solution is as follows: choose any positive integers \( a, a_1, \ldots, a_r, a'_1 \) such that \( aa'_1 \equiv 1 \) \((\text{mod } an + a_1), \) where \( n = \sum_{i=2}^{r} a_i. \)

Then define \( q = (1 - aa'_1)/(an + a_1) \) and let \( q_1, \ldots, q_r, q'_1 \) be given by

\[
q_1 = -qn - a'_1, \quad q_i = qaa_i - 1 \ (2 \leq i \leq r), \quad q'_1 = -an - a_1.
\]

Consider Figure 4, where \( r \geq 2 \) is arbitrary. Let \( \varepsilon_i \) be the dead end incident to \( v_i \) \((1 \leq i \leq r)\) and \( \varepsilon'_i \) that incident to \( v'_i \) \((i = 1, 2)\). We seek all \( a, a_1, \ldots, a_r, a'_1, a'_2, q, q_1, \ldots, q_r, q'_1, q'_2 \) such that by setting (6) and

\[
(6) \quad \begin{cases} 
q([v', v'_1], v') = a', & q([v', v'_2], v') = 1, \quad q([v_0, v'], v') = q', \\
q(\varepsilon'_i, v'_i) = a'_i \end{cases} \quad \text{and} \quad q([v', v'_i], v'_i) = q'_i \quad \text{for } i = 1, 2,
\]
we obtain a tree with the desired shadow. The solution is as follows: set \( a'_2 = 1 \) and choose any positive integers \( a, a_1, \ldots, a_r, a'_1, a'_1 \) such that \( a'_1(a(1 - n) - a_1) + aa' = 1, \)
where $n = \sum_{i=2}^r a_i$. Define $q = -a_1'$, $q' = a(1-n) - a_1$ and let $q_1, \ldots, q_r, q'_1, q'_2$ be given by
\[
q_1 = -qn - a' - a'_1 \quad q_i = -aq(n - a_i) - qa_1 - a(a' + a'_1) \quad (2 \leq i \leq r), \\
q'_1 = -q' - (an + a_1) \quad q'_2 = -q'a'_1 - a'(an + a_1).
\]

4. Application to rational polynomials of simple type

Although Neumann and Norbury [4] give explicit polynomials, their classification is initially presented in terms of the splice diagrams for the link at infinity of a generic fiber of the polynomial.

Consider a primitive polynomial $F(X, Y) \in \mathbb{C}[X, Y]$ with at least two points at infinity. For each $\lambda \in \mathbb{C}$, consider the curve $C_\lambda \subset \mathbb{A}^2_\mathbb{C}$ defined by the equation $F(X, Y) = \lambda$ and let $i : \mathbb{A}^2_\mathbb{C} \to \mathbb{P}^2_\mathbb{C}$ be the standard embedding $(x, y) \mapsto (x : y : 1)$. By Theorems 2 and 3 of [3], the pair $(C_\lambda, i)$ determines a rooted RPI splice diagram $\Omega_\lambda$ for the link of $C_\lambda$ at infinity. The description appears on p. 448 of [3] and properties of the decorations of the edges are given at the end of page 449. Replacing each vertex (other than the root) of valency 1 in $\Omega_\lambda$ by an arrow decorated by $(0)$ produces an abstract Newton tree at infinity $\mathcal{T}(\lambda)$. The multiplicity of a vertex $v$, denoted by $N_v$ here, is denoted in [3] by $l_v$ (see Lemma 3.2). The number of points at infinity of $F(X, Y)$ is equal to the number of points at infinity of $\mathcal{T}(\lambda)$. The important result that we need is Theorem 4.3 of [3] which implies that the multiplicity $M(\mathcal{T}(\lambda))$ is the Euler characteristic of $C_\lambda$. Recall that for an algebraic curve $C$
\[
\chi(C) = 2 - 2g - n
\]
where $g$ is the genus of $C$ and $n$ its number of places at infinity.

There exists a nonempty Zariski open subset $U$ of $\mathbb{C}$ such that $\mathcal{T}(\lambda)$ is generic and independent of $\lambda \in U$ up to equivalence (i.e., up to the equivalence relation defined in Def. 2.13). We denote by $\mathcal{T}(F)$ the unique minimally complete Newton tree in this class. We have $M(\mathcal{T}(F)) = M(\mathcal{T}(\lambda))$ by 2.14, so
\[
M(\mathcal{T}(F)) = \chi(C_\lambda) \quad \text{for all } \lambda \in U.
\]

Moreover, by [1, Lemma, p. 305], there is a bijection between the set of dicriticals of $F : \mathbb{A}^2_\mathbb{C} \to \mathbb{A}^1_\mathbb{C}$ and the set of dicriticals of $\mathcal{T}(F)$, under which corresponding dicriticals have the same degree.

4.1. Proposition. Let $F \in \mathbb{A} = \mathbb{C}[X]$ be a rational polynomial of simple type which is not a variable of $A$. Then there exist $X, Y$ such that $A = \mathbb{C}[X, Y]$ and $F(X, Y)$ has two points at infinity. Choose such a generating pair $X, Y$ for $A$, and define $\mathcal{T}(F)$ as in the above paragraphs (the definition of $\mathcal{T}(F)$ depends on the choice of a generating pair). Then $\mathcal{T}(F)$ satisfies all hypotheses of Theorem 3.4. Consequently, the shadow of $\mathcal{T}(F)$ is one of Figures 2, 3, 4.

Proof. Since $F$ is a rational polynomial which is not a variable of $A$, [5, Thm 4.5] implies that there exist $X, Y$ such that $A = \mathbb{C}[X, Y]$ and $F(X, Y)$ has two points at infinity. Choose such a generating pair $X, Y$ for $A$, and define $\mathcal{T}(F)$ as before. Then $\mathcal{T}(F)$ has two points at infinity. Since all dicriticals of $F$ have degree 1, the dicriticals
of $\mathcal{T}(F)$ have the same property, and in particular their gcd is 1. If $C_\lambda$ is a generic fiber of $F$ then the number of places at infinity of $C_\lambda$ is equal to the number of dicriticals of $F$, which is equal to the number $d$ of dicriticals of $\mathcal{T}(F)$; so (8) gives $\chi(C_\lambda) = 2 - d$ and so (9) gives $M(\mathcal{T}(F)) = 2 - d$. So $\mathcal{T}(F)$ satisfies all hypotheses of Theorem 3.4.

In the Neumann and Norbury paper [4], the splice diagrams are given by Figures 8, 11 and 13 (actually Figure 11 is a special case of Figure 13). Transforming the splice diagrams in Newton trees, we can see that the shadow of Figure 8 in [4] is Figure 4 of the present article, and that the shadow of Figure 13 is Figure 3. Because their classification restricts itself to ample rational polynomials of simple type, our Figure 2 does not appear in [4]. By Prop. 4.1, it follows that the splice diagrams given in [4] are correct. As explained in the introduction, this needed to be confirmed.
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