Macro to nano specimen measurements using photons and electrons with digital holographic interferometry: a review
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Abstract

Today digital holographic interferometry (DHI) is considered a modern full-field non-destructive technique that allows generating 3D quantitative data of a wide variety of specimens. There are diverse optical setups for DHI that enable the study of specimens in static and dynamic conditions: it is a viable alternative to characterize a wide diversity of parameters in the micro and macro world by conducting repeatable, reliable and accurate measurements that render specimen data, e.g., displacements, shape, spatial dimensions, physiological conditions, refractive indices, and vibration responses. This paper presents a review and progress on the most significant topics, contributions and applications involving DHI for the study of different specimens such as: cells, bio tissues, grains, insects, and nano-structures. For most of the research work involving macro and micro specimens the wave-like source used in the measurements were photons from a laser, while the studies carried out in the nano regime used the wave-like nature of the electron.
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Introduction

Dennis Gabor reported the invention of Holography in 1949. His main concern being the aberration correction in the electron microscopes. At the time the lack of coherent electron sources meant that the hologram reconstruction was done using quasi-coherent light sources. As such Holography did not produce enough results to be considered a must use tool, even though a device called a wire-biprism was invented to combine the object and reference beams.

The invention of the laser at the end of the 1950’s gave a great leap to Holography since this light source was highly coherent and hence led to the invention of Holographic Interferometry (HI) during the first lustrum of the 1960’s. A seminal manuscript that introduces the concept of HI was written by Powell and Stetson, who described the technique as one furthering the studies of the Leith-Upatnieks hologram for the time average of coherent wavefronts scattered by a vibrating object [1]. The hologram was recorded on a photographic plate that had to undergo the chemical process needed to develop and fix the film. A step forward in the development of HI was the electronic detection of holograms reported by Goodman and Lawrence [2], for computer synthesis holograms [3], and in the earlier work reported by Brown, et al. [4]. Perhaps the first manuscript that coined the term holographic interferometry was published in
1966 by Helfinger et al. [5], who reported the well-known fact that the holographic technique of photography is founded in the interference phenomena and hence the double exposure technique to obtain interference fringes in the holograms. Digital Holography (DH) takes over conventional Holography when digital recording of the holograms is achieved with electronic devices such as CCD sensors instead of the so-called holographic film emulsion. One of the main advantages of the DH recording is that data can be stored allowing for the numerical reconstruction of both the intensity and phase of the object wavefront. As reported by Schnars et al. [6, 7], digital recording and numerical reconstruction of holograms started with the first publications on the field including not only digital recording of holograms by an electronic camera, but also the implementation of basic diffraction algorithms to numerically reconstruct the intensity and phase information embedded in a hologram. After these first communications, many researches linked the term Digital Holographic Interferometry (DHI) to the process of digitally recording a hologram, and the use of numerical algorithms based on classical diffraction theory to get the intensity and phase information imbedded in the holograms [8]. DHI directly derives from DH as conventional holography during the middle of the 1960’s decade; DHI allows the measurement of the object amplitude and phase from objects that undergo static or dynamic changes in time. Thus, it is used to record two different states of the object, and permits various measurements from the phase variations, for example, surface deformation, surface shape, refractive index, vibration conditions, etc. Furthermore, DHI also refers to the numerical processing of the holograms to get intensity and phase information by spatial filtering in the Fourier domain [9–11].

In DHI an interference image formed by the overlapping of the diffracted object beam and the reference beam is captured and recorded at the location of the digital sensor (today usually a CCD, or the like, camera). The amplitude and phase of the object are encoded into the intensity of the hologram. Currently, DHI used with photons is widely applied in a quantitative and qualitative manner to perform macro or micro measurements, for instance, in the physical, mechanical and physiological characterization of parameters from ample and diverse specimen types. This discipline in the Optics field has successfully evolved to become a trusted tool in a wide variety of areas.

Electrons also behave as waves and thus can create interferograms. Reliable and highly coherent electron sources were made available by the late 1970’s, a fact that also gave an outstanding impulse to electron holography not only due to the coherent field electron guns (feg) used in the hologram reconstruction process but also because of the appearance of electron holographic interferometry (EHI) as a “quasi-non-invasive” measurement tool in transmission electron microscopes (TEM), set in the so-called holography mode. Today nanomaterials and structures belonging to a wide variety of areas can be characterized in regards to their physical and mechanical parameters using HI with light sources and EHI. Indeed, many reconstruction processes learnt with DHI using photons can be directly applied to EHI. For most of the specimen characterization involving micro to nano work, the source used in the measurement systems were either photons from a laser or electrons from a feg.

In this paper, we will review and discuss the state of the art in DHI and EHI applications to study the displacements, shape, spatial dimensions, physiological conditions, refractive indices and vibration responses of different samples as bio tissues, grains, insects, nanoparticles, cells, and bacteria, among others. These examples show that both DHI and EHI have become a reliable and robust metrology tool, gradually used in the domain of biological/medical applications.

**Digital holographic interferometry (DHI)**

Digital Holographic interferometry (DHI) provides an interferometric comparison of objects or events separated in time and space. In DHI, the holographic images are formed from the superposition of the reference and object waves: one image corresponds to the object in a known base state while a second image is acquired when the object has undergone a displacement or deformation. Both images are recorded on the CCD sensor and stored in the PC hardware for further manipulation with the aim of recovering the amplitude and phase that result from the object change in its base and deformed states. DHI is a full-field-of-view technique that has been applied to investigate a wide variety of objects and numerous unique applications. Depending on the application DHI uses cw or pulsed lasers, and can be configured in either mode: transmission, for instance to look at transparent objects (such as cells) and obtain refractive index changes or sample thickness [12]; or scattering (diffuse or non-specular objects), to obtain displacement, deformation or rotation information from the object [13].

**Optical schematics of DHI**

A typical arrangement for transmission mode to study phase objects is shown in Fig. 1a. The optical layout...
is that of a Mach Zehnder interferometer, where a laser is divided into reference and object waves by means of a beam splitter (BS1). The reference wave is guided through an optical fiber (OF), while the object wave is expanded with a microscope objective and a mirror (M1) directs the beam through the sample and with the help of another beam splitter, (BS2), the reference and object waves are combined to form an interference pattern (also called an image hologram) on a CCD sensor. The arrangement for diffuse objects is depicted in Fig. 1b, its image acquisition procedure is the same as for phase objects. The optical fiber in both arrangements can be replaced with a mirror to guide the reference beam, however, recently the use of the optical fibers has allowed simpler arrangements for holography interferometry, and also avoid the use of lenses to manipulate the size of the reference beam. Nowadays, systems that integrate digital camera’s sensors, optical fibers, and even piezoelectric fiber-optic modulators are known as Optoelectronic Holography Systems [14]. Usually for both arrangements an aperture is located right before the second beam splitter (BS2). Its use helps to increase the imaging system depth of focus, controls the amount of light that reaches the sensor, and serves as an object image band pass filter. The latter is further used during the holographic image processing that involves data manipulation in the Fourier space, where image data is spatially filtered in order to finally obtain object’s amplitude and phase. Numerically the extraction of the phase information is usually made according to the Fourier-Takeda algorithm [9–11]. This procedure is detailed in the next section.

**Working principle**

Briefly, in mathematical terms the DHI method to retrieve the optical phase is based on the interaction of a smooth reference wave and an object wave expressed as $R$ and $O$ respectively. The intensity recorded on the digital camera’s sensor for each image hologram is given by:

$$I(x_H,y_H) = |R(x_H,y_H)|^2 + |O(x_H,y_H)|^2 + R(x_H,y_H)O^*(x_H,y_H) + R^*(x_H,y_H)O(x_H,y_H)$$  

where $x_H$ and $y_H$ are the $x$ and $y$ coordinates at the image hologram plane $H$ (sensor) and the * denotes the complex-conjugate amplitude. The last two terms of Eq. (1) contain information that corresponds to the amplitude and the phase of the object wave, data which is retrieved using the Fast Fourier transform method [9–11]. Expressing the object and the reference waves in terms of amplitude and phase results in:

$$O(x_H,y_H) = o(x_H,y_H)e^{i\phi(x_H,y_H)}$$

$$R(x_H,y_H) = r(x_H,y_H)e^{-2\pi i(f_x x_H + f_y y_H)}.$$

Where $o$ and $r$ are the object and reference amplitudes respectively, and $f_x x_H$ and $f_y y_H$ represent the spatial carrier frequencies along $x_H$ and $y_H$ coordinates. Substituting these terms in eq. 1 gives,
\[ I(x_H, y_H) = a(x_H, y_H) + c(x_H, y_H)e^{2\pi i (f_{x_H}x_H + f_{y_H}y_H)} \\
+ c^*(x_H, y_H)e^{-2\pi i (f_{x_H}x_H + f_{y_H}y_H)} \]

(2)

With,

\[ a(x_H, y_H) = a^2(x_H, y_H) + r^2(x_H, y_H) \]  
\[ c(x_H, y_H) = o(x_H, y_H)r(x_H, y_H)e^{\phi(x_H, y_H)} \]

(3.1)  
(3.2)

The last two terms of equation (2) indicate where the spatial carrier is phase modulated by the term \( \phi(x_H, y_H) \) introduced due to the interference signal. These spatial carrier is introduced in the reference beam due to a small inclination with respect to the observation axis of the optical system. In order to retrieve the optical phase, equation 2 is Fourier transformed in two dimensions,

\[
FT\{I(x_H, y_H)\} = A(f_{x_H}, f_{y_H}) + C\left( f_{x_H} - f_x x_H, f_{y_H} - f_y y_H \right) + C^*\left( f_{x_H} + f_x x_H, f_{y_H} + f_y y_H \right).
\]

(4)

The \( C \) and \( C^* \) terms are the Fourier transform of \( c \) and \( c^* \) respectively (each contains the same phase information \( \phi(x_H, y_H) \)) while \( A(f_{x_H}, f_{y_H}) \) is the low-frequency background illumination, and \( (f_{x_H}, f_{y_H}) \) is the frequency coordinate. As they are spatially separated in the Fourier spectrum a bandpass filter is used to eliminate the \( A \) and \( C^* \) terms. The \( C \) term is frequency centered and an inverse Fourier transform is applied to each filtered image hologram. Then, the phase can be obtained with

\[
\phi(x_H, y_H) = \arctan \frac{Im c(x_H, y_H)}{Re c(x_H, y_H)},
\]

(5)

where \( Im c(x_H, y_H) \) and \( Re c(x_H, y_H) \) are the imaginary and real parts of the Fourier inverted hologram with the \( C \) term. Upon subtracting the two phases for the base \( \phi \) and deformed \( \phi' \) object states, a wrapped phase map is obtained showing the relative phase difference \( \Delta \phi \) calculated with

\[
\Delta \phi(x_H, y_H) = \phi(x_H, y_H) - \phi'(x_H, y_H).
\]

(6)

Equation 6 could be expressed in terms of \( c \) and \( c' \) before and after the object’s deformation as follows,

\[
\Delta \phi(x_H, y_H) = \frac{Re\{c\} Im\{c'\} - Re\{c'\} Im\{c\}}{Re\{c\} Re\{c'\} + Im\{c\} Im\{c'\}}
\]

(7)

The relative optical phase difference can be related to a vector displacement \( \vec{U} \), \( \Delta \phi = \vec{k} \cdot \vec{U} \), \( \vec{k} = \vec{r}_H - \vec{r}_s \) [13], where \( \vec{k} \) is the sensitivity vector which changes according to the experimental set up, \( \vec{r}_H \) and \( \vec{r}_s \) are the unit vectors of observation and illumination, respectively. For an out-of-plane configuration the interferometer’s sensitivity is along the \( z \) axis (i.e., the observation direction), hence

\[
u_z = \frac{\Delta \phi \lambda}{2\pi(\cos \beta + 1)}
\]

(8)

\( u_z \) represents the variable for the out-of-plane displacements in the \( z \) direction, \( \beta \) is the angle between the
object illumination and the observation directions. Please notice that equation 8 is a reduced expression valid for smooth surfaces and small illumination angles.

For more accurate out-of-plane displacements measurements, the angle $\omega$ given by the geometry of the object is introduced in the previous equation, see Fig. 2, i.e., it is the angle between the sensitivity vector and the normal to the surface [15], then

$$u_z = \frac{\Delta \phi \lambda}{2\pi (\cos \beta + 1) \cos \omega}$$

(9)

**Biological application using DHI**

The application of DHI in biomedical objects has increased significantly during the last two decades, mainly due to the development of new semiconductor devices that have had an impact on new and improved electronic devices such as illumination sources, imaging devices and so on. Normally, a biological sample requires extensive hardware dedicated to contain, preserve and manipulate it during the optical inspection. For these reasons it is notorious the complexity in the reported experimental setups when biological samples are studied with interferometric techniques. One knew and extensive tool for these inspections is the use of stroboscopic illumination at fast repetition rates [16], a tool that helps to reduce the error (de-correlated optical phase) of the measurements due to the sample’s motion. This strobed illumination is possible with the use of a pulsed laser [17, 18] synchronized with the camera’s acquisition software. This characterization includes qualitative imaging and quantitative measurements of form, geometry, displacement, vibration, stress, strain and viscoelastic properties of several objects going from handmade manufactured materials to biological and tissue samples.

The analysis of shape and several other parameters in transparent media [19, 20] is one of the first approximations to the biological inspection as the size of some samples is nearly invisible for a regular size inspection. The transparent inspection principle is tested in liquid media where the optical technique is able to retrieve a smooth and useful optical phase, which is used to measure different parameters such as temperature [21] and liquid interactions [22, 23]. In reference [24] a study using a gas-liquid interface is presented, where the authors observe the changes in the liquid phase due to the mass transfer process coupled with chemical reactions. Figure 3 shows the experimental cell used during this test while Fig. 4 shows the fringe patterns before and after the transfer. Observing Fig. 4 it is possible to detect the chemical reaction due to the CO$_2$ absorption which induces refractive index variations in the liquid below the interface.

![Fig. 3 Block-diagram of the experimental cell. Reprinted from [24]. Copyright (2011), ELSEVIER](image-url)
The inspection in different media helps to better understand complex interactions that are common in biological tissues when they change under no control. This complex behavior is explored in reference [25] using a high-speed DHI configuration. The samples under study are bird feathers in-vivo (the living bird is actually inspected, without suffering harm). Each feather is an intricate collection of hundreds of barbules and hooks interconnected and supported by barbs to the rachis (see Fig. 5). This makes a flexible ensemble that is always in motion and continuously modifying its direction by the bird’s movement, its blood flow, and the barbules’ orientation. The latter is a challenging inspection if a large area of the bird needs to be illuminated in order to retrieve a smooth optical phase map (as those shown in Fig. 6). The use of high-speed hardware helps to avoid the slow motion of the bird, however the feather orientation is a different matter and specific algorithms were designed to match the phase maps with the bird’s surface texture without de-correlation, see Fig. 7. In this kind of application, it is notorious the adaptability of DHI dealing with non-repeatable deformations in harsh conditions.

There are much more biological inspections in living organisms using DHI, but we recommend particular attention to the ones reported for the case of insects (butterflies) for wing flapping studies [26] and wing flapping comparison [27].

Another interesting example is described in reference [28] where the skin is studied, a biomedical subject that demands alternative inspection tools. The skin elasticity is one of the most studied mechanical properties because it plays an important role in healthy and unhealthy skin [28–31]. There are several physiological processes and diseases that can be directly correlated with changes in elasticity [32, 33], e.g., skin cancer presents severe changes in elasticity meaning that it is a useful parameter to study in order to better understand the mechanisms of this illness [34]. The work in reference [28] presents the variations in porcine skin rigidity caused by exposure to UV radiation, studied using a digital holographic interferometer in scattering mode. Displacement fields
normal to the surface of the skin under observation were obtained using DHI. To induce z-axis displacements, a loudspeaker driven by a function generator was used to convey the sound to the sample. The frequency used was 1.3 kHz, with a sound pressure of 93 dB SPL (0.893 Pa), enough to induce out-of-plane displacements.

From that research a new mathematical scheme to measure the skin rigidity was proposed, where the anisotropic and heterogeneous nature of the skin is considered.

For the mathematical scheme, the medium was considered as a thin vibrating membrane where normal displacements to the surface are small enough, a dynamical equation was obtained in terms of partial derivatives as

\[
\rho \frac{\partial^2 u_z}{\partial t^2} = c_{zzzz} \frac{\partial^2 u_z}{\partial x^2} + c_{zyzz} \frac{\partial^2 u_z}{\partial y^2} + 2c_{zxyz} \frac{\partial^2 u_z}{\partial y \partial x} + c_x \frac{\partial u_z}{\partial x} + c_y \frac{\partial u_z}{\partial y}
\]

where \(c_{zzzz}\), \(c_{zyzz}\) and \(c_{zxyz}\) are the rigidity moduli and the coefficients \(c_x = \frac{\partial c_{zzzz}}{\partial x} + \frac{\partial c_{zxyz}}{\partial y}\) and \(c_y = \frac{\partial c_{zyzz}}{\partial x} + \frac{\partial c_{zxyz}}{\partial y}\) are variations of \(c_{zzzz}\), \(c_{zyzz}\) and \(c_{zxyz}\) with respect to the position \((x, y)\). \(\rho\) is the density of the medium, \(t\) is the time and \(u_z(x, y)\) is the z axis component of the displacement field that defines a surface whose amplitude at each point is time-dependent. By measuring \(u_z(x, y)\) at five different times, a system of equations was constructed as
\[
\begin{pmatrix}
\rho \partial^2_{tt} u_z^{(1)} \\ \vdots \\ \rho \partial^2_{tt} u_z^{(5)}
\end{pmatrix} = \begin{pmatrix}
\partial^2_{xx} u_z^{(1)} & \partial^2_{xy} u_z^{(1)} & \cdots & \partial^2_{yz} u_z^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
\partial^2_{xx} u_z^{(5)} & \partial^2_{xy} u_z^{(5)} & \cdots & \partial^2_{yz} u_z^{(5)}
\end{pmatrix} \begin{pmatrix}
c_{xxz} \\
c_{yyz} \\
c_{zzz}
\end{pmatrix}
\]

(11)

Then, the rigidity moduli $c_{xxz}$, $c_{yyz}$ and $c_{zzz}$ can be found by solving the last system of equations.

The displacement fields normal to the surface under observation were obtained using DHI, where the sensitivity vector was chosen to be $\mathbf{k} = (0, 0, k_z)$ in order to obtain $u_z(x, y)$. The evolution of the normal to the surface displacements obtained for different time periods of UV exposure are shown in Fig. 8. The right bottom graph shows the mean rigidity coefficients, $c_{xxz}$, $c_{yyz}$ and $c_{zzz}$ vs time of UV exposure. The increment value of the rigidity coefficients means that the tissue elasticity was reduced after each period of UV radiation.

Other reports on vibration analysis of objects and biological membranes are worth of consideration [35–46]. The tympanic membrane’s (TM) motion is very important in the hearing process, serving as a transformer of mechanical impedance between low impedance in the air in the ear channel, and the high impedance at the center of the eardrum and the umbo. As an example, dynamic excitation by acoustically induced motions on the tympanic membrane (TM) of a postmortem chinchilla using an ad-hoc DHI otoscope, is shown in Fig. 9.

![Fig. 8 Displacement field obtained at a 0, b 3, c 6, d 9 and e 12 min of UV exposure. The right bottom graph presents the mean rigidity coefficients, $c_{xxz}$, $c_{yyz}$ and $c_{zzz}$ contrasted with UV exposure time. Reprinted from [28]. Copyright (2020), ELSEVIER](image)
qualitative and quantitative deformation information of a TM subjected to controlled acoustic signals was reported, giving to the hearing specialists important information about the mechanical behavior of TM at different frequencies [47]. Other applications of DHI for the 3D reconstruction of mammal’s TM, or the developing of robust algorithms to recover intensity images from holograms have been reported in Ref. [41, 48].

The sound-induced motions of the TMs, i.e., the deformation \( u_z(x, y, t) \) normal to the TM’s surface, is provoked by a continuous sinusoidal wave (acoustic) that can be represented by the following equation:

\[
\begin{align*}
  u_z(x, y, t) &= z_{m0}(x, y, t) \sin[\varnothing_m(x, y, t) - \omega_m t] \\
  \varnothing_m &= \frac{2\pi}{\lambda} x \cos(\theta + \frac{\Delta \theta}{2}) - h(x) \sin \theta + \frac{\Delta \theta}{2}
\end{align*}
\]

where \( x \) and \( y \) are the spatial coordinates, \( t \) is the time, \( z_{m0} \) represents the amplitude of the acoustic signal, \( \varnothing_m \) is the mechanical phase, and \( \omega_m \) is the angular frequency [49, 50].

Consequently, DHI was applied for measuring sound-induced displacements, determination of the shape, and mechanical properties such as the strain on the TM. The TM surface height-change \( h(x) \) may be found from the difference between the reconstructed phases which are recorded before \( \varnothing_1 \) and after \( \varnothing_2 \), the small tilt (\( \Delta \theta \)) of the object illuminating beam by the following equation [51, 52]:

\[
\Delta \varphi = 2k \sin \frac{\Delta \theta}{2} \left[ x \cos \left( \theta + \frac{\Delta \theta}{2} \right) - h(x) \sin \theta + \frac{\Delta \theta}{2} \right]
\]

where \( k = 2\pi / \lambda \), and \( \theta \) is the object beam angle which is measured from the fixed position of object illumination to the axis perpendicular to the geometrical center of the CCD sensor. Therefore, the object height-change \( h(x) \) can be determined from the difference between the reconstructed phases \( \Delta \varphi \) using equation (13), where \( \Delta \varphi \) was calculated with equation (7). Figure 10 shows the experimentally found shape of the tympanic membrane and a line profile of its surface.

In order to measure sound-induced displacements in the vibrating TM, the phase differences are calculated by capturing two holograms at two different points of the sound signal cycle, namely at 0° (reference state) and 90° (maximum amplitude of the
sound wave), i.e., two different instants of the sound-induced cycle. The synchronization of the signals (sound stimuli and external trigger to the CCD), is fundamental to secure and make the experiments repetitive, and with the exposure time short enough, $5 \mu s$, to “freeze” the movement of the sample. Equation (9) is employed to find the displacements in the $z$-direction.

Figure 11 shows the results of a cat’s TM describing its motion as displacements over the entire surface. Here the sound frequencies were from 800 Hz to 8000 Hz. Figure 11 a) shows the vibration patterns as wrapped optical phase, and b) illustrates the patterns like unwrapped phase maps.

Completeness studies of the tympanic membrane have been carried out using DHI in conjunction with a Confocal Laser Scanning Microscopy (CLSM): both were employed to measure the displacements and thickness of four cats’ healthy TMs, and the study concluded on how the thickness (by region) of the eardrum affects the TM displacements when it is subjected to acoustic stimuli, in particular at 1.8, 5.2 and 12 kHz [53]. The three specific regions studied were, R1 located in the PS posterosuperior quadrant of the eardrum; R2 in the AS anterosuperior quadrant between the umbo and the annulus; and R3 just below the end of the umbo near the annulus [54]. The displacements can be utilized to investigate the TM thickness changes without the need to invade the tissue. Figure 12 shows three “raw” fringe patterns (top), the resulting three wrapped phase maps (second row), and their corresponding unwrapped (third row) phase maps for one eardrum vibrating at 1.8, 5.2 and 12 kHz, respectively. The height displacements were calculated with equation (8). In order to determinate the TM’s thickness with CLSM its Black Zen (Zeiss Efficient Navigation) analysis software was used. The 3D structure of the eardrum was reconstructed by stacking the confocal images in the Z direction. Figure 12 (bottom row) shows three CLSM orthogonal fluorescence images, where the white or bright “thin strip” of the image corresponds to the thickness of the membrane, showing that the TM was well delimited. In each image, the top of the fluorescent section corresponds to the outer surface of the TM and the bottom corresponds to its inner surface. The distance between these two surfaces was measured to quantify the thickness of the TM in each region [53].

DHI has been used to quantify mammal’s vocal folds’ dynamic displacements, see Fig. 13 [55, 56]. This figure shows displacement maps in a pseudo 3D representation, the vibration pattern, and the wrapped phase map. There is a full 2D deformation in the vocal folds (VF) when an airflow passes through them.

These results exemplified the displacements variations along the VFs, showing the characteristic triangular form which is present during the opening of the VFs’ vibrational stage. And the patterns indicate that the
movement propagates from the anterior to the posterior edges of the VFs. Complex behavior is observed for this tissue and not only showing deformation in one axis as expected.

Performing biomechanical tests is becoming a common task for DHI, mainly due to its advantageous fact of being able to retrieve the optical phase from a single hologram. In reference [57] a DHI using an endoscope retrieves the optical phase map from an oral cavity observing the tongue as it moves (see Fig. 14).

Here, it is possible to see the robustness of the retrieved signal in this complicated inspection showing almost no de-correlation in the interferometric signal. Some of this noise is present as this is a wet tissue with random specular reflections. However, even when the optical phase is affected, the use of high dynamic range cameras (more bits per pixel) helps to reduce this error [58, 59].

The flexibility in the DHI setups allows inspection of micrometric size structures such as cells. An example in reference [60] uses photosensitized HeLa cells that are studied when they interact with controlled laser irradiation. Figure 15 shows several images of the optical phase before and after these cells were irradiated. The tracking is presented for two particular cells (A and B) whose expression is highly reduced after 45 min.

The biomechanics of another tissue that has been widely inspected is the bone from different species, such as: human [61], porcine [62] and bovine [63]. This is possible due to the fact that material engineering models are able to be applied to a wide range of experimental conditions regardless of the species. However, several of
these investigations require a previous validation or a comparison with a numerical model. Sometimes, phantoms are used instead of a real tissue; to exemplify this point, in reference [64] a comparison (experimental vs theoretical measurements) is presented in an artificial tooth. The aim of this work is to study the deformation of a tooth due to the mastication forces. Figure 16 shows two fringe patterns during the deformation test.

This experimental deformation data is compared with that coming from a finite element model (FEM) simulation of the same experiment. The FEM results are shown in Fig. 17 where it is possible to observe a good correlation between the experimental and the simulated results. This correlation is one of the advantages that makes DHI so widely applied in different conditions and with different samples under study.

Bone analyzes using DHI are focused on its mechanical strength and how external factors could modify this. Reference [65] presents a study where the mechanical response of a porcine femoral bone is analyzed when it suffers a compression. In this study the bones are affected by means of cortical hole drillings which simulate the condition when a prosthetic plaque needs to be fixed in order to heal a fractured bone. A
continuous compression load is applied to several bones with different conditions. Some have 2, 4 or 6 cortical holes (6.5 mm of diameter) and their mechanical deformation is compared with the fourth set of non-drilled bones (control group). The study presents the displacement maps at some selected compression values for comparison purposes. Figure 18 shows the results for three different non-drilled bones (control response) while Fig. 19 shows the average response of the drilled bones when the compression reaches 400 lbs. Comparing these two sets of images it is possible to observe how the anisotropic response of a healthy bone is affected in the presence of a cortical hole. Furthermore, this mechanical modification increases as the number of the hole number increases. Cortical holes remove bone material, weakening it and making a fracture more likely to happen.

A further study in affected bones was proposed in reference [66], where specimen samples from bovine cortical bones are tested. Here, demineralization (\(dm\)) and dehydration (\((-H2O)\)) are the affectations applied to a group of specimens. Resulting in four groups as Fig. 20 indicates. The controlled compression required the design of an ad-hoc micro compression testing machine (MCTM) able to apply the controlled deformation during the test. The experimental set up is observed in Fig. 21.
After processing all the bones’ responses when they are compressed, an average displacement map is retrieved for each case. Figure 22 shows the comparison between the control group (m + H2O) and the one demineralized but hydrated (dm@4 h + H2O) at three different compression values. According to this information, there is not a big mechanical difference between these two groups as the demineralized bones still act as a healthy one in this compression range.

Figure 23 shows the comparison between the dehydrated but mineralized bones (m-H2O@48 h) and the demineralized and dehydrated ones (dm@4 h-H2O@48 h). Here, it is possible to see a remarkable difference between the control group and the dehydrated but mineralized bones that are highly affected even when their mineral is still present. This difference implies a bigger deformation and the fracture value is decreased, making them more prone to be fractured. The last case where both components are affected has a plastic response indicating an extreme strength affectation of the sample. Analyzing this information it is possible to see that dehydration affects more bone strength than the demineralization.

All of the above has shown that the use of DHI has been extended beyond the traditional study of mechanical properties of materials to biomechanical properties of biological objects, involving a diversity of disciplines like mechanics, biology, chemistry, and tissue engineering among many others.

**Digital holographic microscopy (DHM)**

In the micrometric size inspection, new configurations have been developed in order to simplify the alignment and measurement of these samples. Reference [67] presents a novel transmission DHI set up able to identify micrometric size particles < 50 μm. The optical phase is able to reconstruct pollen particles as
Fig. 24a shows, while Fig. 24b and c show the optical phase for a calibration step used to validate the biological measurements. Fig. 25 compares the image retrieved with confocal microscopy with the one from transmission DHI for the same pollen particles. It is notorious the advantage of DHI in transmission (using the simplified microscopy set up in reference [67], which renders the microscopic image of the particles and retrieves their profile.

When a phase object is illuminated its transparency or translucent nature does not provoke a large amplitude variation of the transmitted wavefront, which is not the case for phase changes. In these applications, the optical path difference is a consequence of a change in the refractive index distribution along the optical path through the sample. Also, physical thickness measurements are possible. These measurements represent a paramount aspect of DHM and are covered by the quantitative phase microscopy (QPM). These techniques allow the quantification of optical thickness and refractive index changes with nanometric accuracy based in the Fourier phase microscopy (FPM) method. One of the first reports in this field was carried out by Popescu et al., in 2004 [68]. A typical DHI configuration to measure the refractive index change of a phase object is based on an off-axis setup. The general expression [68] for the spatially resolved quantitative-phase images in, e.g., a cell sample, is given by:

$$\phi(x, y) = \frac{2\pi}{\lambda} \int_0^h [n_C^z(x, y, z) - n_0] \, dz \quad \text{(14)}$$

where $\lambda$ is the illumination wavelength, $h$ is the local thickness of the cell, and $n_0$ is the refractive index of the surrounding liquid; the symbol $n_C^z$ represents the refractive index of the cellular material, mostly an inhomogeneous function of $x, y, z$. Then, quantitative measurements of refractive index distributions on phase objects can be calculated. Measurements of changes in the refraction index in microscopic transparent or semi-transparent samples by DHI have been addressed using interference microscopy techniques such as the Mirau or Linnik interference microscopes. These are based on spatial carrier fringe-pattern analysis, and their developments are a version of the classical Zernike and Normarski optical phase-contrast microscopy [69].

A very important manuscript showing advances in biological applications based on DHM, was reported by Marquet et al. in 2005 [69]. The publication of this paper and others published by the Depeursinge group from Ecole Polytechnique Federale de Lausanne, are taken by many authors as introductory in the use of DHM in biological field [68, 70], with the original demonstration of nanometric surface profiling and have carried out quantitative cellular imaging and characterization studies. Popescu refers those papers as QPI-based techniques by DHM used for imaging live cells [68]. As an example of DH-QPM imaging, Marquet et al. [69]. show in Fig. 26 the image of living mouse cortical neurons and their reaction to a hypotonic shock.

Several biological samples have been studied using DHI microscopy that follow the latter publication’s ideas and results, take for instance some recent applications of DHM to study bio-samples. In Fig. 27 Bianco et al [71]. report a hybrid system of an optical tweezer coupled to DHM to quantify the bio-volume of red blood cells (RBCs).
Rastogi et al. [72] calculated the thickness and reconstructed the 2D phase profile of an *E. coli* bacteria, shown in Fig. 28. Barroso et al. [73] present a multispectral quantitative phase imaging system with DHM to characterize a dissected murine retina by label-free refractive index measurement, results seen in Fig. 29. The wavelength is tuned from 800 to 850 nm at steps of 10 nm.

Ref. [74] presents a very clever combination of technology involving a smartphone, a DVD optical head and DHM algorithms to perform imaging of cells: the results are in Fig. 30, where the reconstructed image from red blood cells, HeLa cells and a micro channel on an aluminum coated silicon substrate, are shown.
Finally, by using partially spatially coherent light with DHM, Dubey et al [75], showed how the sperm cell motility is affected when exposed to different levels of oxidative stress, see Fig. 31. Many of these techniques including off-axis, phase-shifting and common-path methods, are compiled in several textbooks such as those published by Popescu and Kim [68, 70] and indeed many other authors.

**Biomedical contributions from electron holography**

**Brief background on electron holographic interferometry**

At the time that Gabor published [76, 77] his work on Electron Holography the proposed setup consisted of an in-line, or on-axis, wavefront combination, namely, the so called object and reference beams.
originated from the same “optical” axis, which is the axis where observation of the object was made. This in itself imposed a rather dramatic drawback in the technique since the reference and object electron beams appeared in-line on the sensor used to collect the electrons, that is, the high intensity (proportional to the electron beam irradiance) of the reference beam overshadowed the object, making it almost impossible to observe and thus recover the object information. The object wavefront reconstruction used an all optical setup that consisted in illuminating the hologram recorded on the film with a coherent monochromatic beam that worked in the visible part of the electromagnetic spectrum. This monochromatic beam was later replaced by the laser which meant that a brighter and more coherent light beam could be used to reconstruct the object wavefront imbedded in the randomness structure of the interferogram recorded in the hologram. So, on one hand, the lack of a reliable and coherent source of electrons and on the other the fact that holograms did not always result upon reconstruction in a well-defined object image (and indeed sometimes no object image was recorded at all), meant that Electron Holography was not practiced consistently in the Microscopy world. In the electron microscopes of that time, the reference and object beams were sometimes combined by using the concept of the Mollenstedt type electron biprism [78] which is a device that works as an optical Fresnel biprism, i.e., it serves to divide equally a beam into two wavefronts, also called amplitude division interferometers.

Electron Holography in microscopy was benefited by both the appearance of the CCD that replaced the wet chemical process, and also by the introduction of the field-emission electron gun in the microscope since it provides a high power and coherent electron beam which is a must for the development of Electron Holographic Interferometry (EHI) [79–81]. The technique invented by Gabor was devised to seek a reliable way to correct the aberrations inherent in electron microscopes, mainly the spherical aberration which meant that the observed images of angstrom size were defocused. But, the developments in Digital Holographic Interferometry can all be applied to EHI, so the latter has taken a major relevance in microscopy in the last few decades, and recently has shown the potential to be a tool that is able to extract experimental “real” information that may serve as the

![Diagram of hologram and electron beams](image)

**Fig. 20** Bone sample groups to be tested. Reprinted from [66]. Copyright [2018], OSA

![Diagram of holographic interferometry setup](image)

**Fig. 21** DHI set up for the cortical bone compression tests. Reprinted from [66]. Copyright [2018], OSA
basis for the correction of theoretical descriptions, both product of non-proved or empirically formulated theories in Nano Sciences and Technology.

**Off-Axis electron holographic interferometry**

In Electron Holographic Interferometry (EHI) the intensity distribution at one point $r = (x, y)$ may be expressed as,

$$I(r) = I_R(r) + I_O(r) + I_{inel}(r) + 2\mu a(r) b(r) \cos[2\pi k r + \Delta \phi(r) + \phi_0(r)]$$  \hspace{1cm} (15)

where $I(r)$ is the intensity distribution on the image plane as recorded by the camera’s sensor. $I_R(r)$ and $I_O(r)$ are the intensities of the reference and the object wave respectively. $\Delta \phi(r)$ represents the phase difference between the reference and the object waves (see eq. 8), $\phi_0(r)$ represents a phase term that describes the position of the fringe pattern with respect to the camera (also known as lateral phase and/or fringe carrier) where the dependence on $r$ can e.g., describe distortions from the camera (i.e., the fiber optic bundles for electron microscopy type cameras). $I_{inel}$ represents incoherent contributions coming from inelastically scattered electrons or stray emission from

---

**Fig. 22** Average surface displacement map comparison between $m + H_2O$ and $dm@4 h + H_2O$ left and right column respectively, for (a, b) 100 (c, d) 200 and (e, f) 300 lbs. Reprinted from [66]. Copyright [2018], OSA
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a different source to the hologram, and $\mu$ is the contrast of the interference fringes. This contrast is preferably measured without an object for transmission type holography and with a perfect mirror for reflective holography, and it is given by,

$$
\mu = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}
$$

(16)

Gabor’s main idea was to retrieve the phase term $\Delta \phi(r)$, which in electron microscopy may take different forms, depending on the parameters to be studied from the specimen. Today, EH provides a unique phase-imaging approach for characterizing nano scale electrostatic and magnetic fields. Quantitative whole field measurements can be directly related to specific specimen features from the relative phase shifts between the electron wave that passed through the specimen and the reference electron beam. In particular, the phase recovered by EH is due to several contributions [82]:

$$
\Delta \phi(r) = \phi_C + \phi_M + \phi_E + \phi_G
$$

(17)

where each phase sub index stands for Crystalline,
**Fig. 24** (a) Example of three different FOV using the variable magnification and keeping the same camera’s resolution, retrieved wrapped phase map for a standard calibration pattern, using either the (b) geometrical or the (c) controlled magnification. Reprinted from [67]. Copyright [2019], OSA.

**Fig. 25** (a) Confocal and (b) phase magnitude example of pollen particle visualization. Reprinted from [67]. Copyright [2019], OSA.
Fig. 26 Images of a living mouse cortical neuron in culture: **a** raw image and **b** perspective image in false colors of the phase distribution obtained with DHM. Reprinted from [69]. Copyright [1999], OSA.

Fig. 27 Tomography images for rolling Red Blood Cell with a Knizocite shape. Reprinted from [71]. Copyright [2019], SPIE.
Magnetostatic, Electrostatic and Geometric respectively. The crystalline phase shift is expressed by \([82, 83]\),

\[
\phi_c(x, y) = C_E \int V_E(x, y, z) \cdot dz
\]

with,

\[
C_E = \left( \frac{\pi}{\lambda\epsilon} \right) \equiv \frac{2\pi}{\lambda} \left( \frac{\epsilon_k + \epsilon_0}{\epsilon_k (\epsilon_k + 2\epsilon_0)} \right)
\]

where \(V_E\) is the electric potential, and \(C_E\) is the electron interaction constant; \(\epsilon\) is the total energy of the electron, which depends on \(\epsilon_0\) the energy of the electron.

Fig. 28 E. coli bacteria DHM imaging. a 2D phase profile, b thickness distribution of a single E. coli bacteria, c and e another 2D reconstruction of the same culture, d and f corresponding thickness distribution. Reprinted from [72]. Copyright [2019], SPIE
The Geometric phase shift is [83],

\[ \phi_G(x, y) = -2\pi g \cdot r \]

where \( g \) represents the reciprocal lattice vectors of the perfect, or “reference”, crystal, and \( r \) is a point on the \((x,y)\) plane.

In general terms, the main component of the phase shift from a standard material (such as ferroelectric or magnetic) may be described as the sum of the electrostatic \( (\phi_E) \) and the magnetostatic \( (\phi_M) \) phases as follows [83]:

\[ \phi_E(x, y) = C_E \int E(x, y, z) \cdot dx \cdot dz \]  
\[ \phi_M(x, y) = -\frac{e}{\hbar} \int B_\perp(x, y) \cdot dx \cdot dz \]

where \( e \) is the electron charge, \( E \) is the electric field...
Fig. 30 Screen shots of: a optical thickness variation of a Red Blood Cells (RBC) rendered on the smart phone; b optical thickness variation of HeLa cell rendered on the same device; and c surface profile of micro channel on aluminum coated silicon substrate rendered on smart phone. Reprinted [74]. Copyright [2019], Elsevier

Fig. 31 DHM pseudo-color plot imaging of reconstructed phase maps of a) normal sperm cells and at different concentrations of $\text{H}_2\text{O}_2$: b) 10 $\mu$M, c) 40 $\mu$M, d) 70 $\mu$M and e) 100 $\mu$M. Reprint from [75]. Copyright [2019], Science
associated to the electric potential $V_E(x,y,z)$, and $B$ is the magnetic field. Here $\phi_E$ represents the electrostatic component that may include the mean inner potential and induced polarization. The main aim for EHI is thus the recovery of the phase term $\Delta\phi(r)$, since the amplitude of the interferometric process may be read directly from counting the number of resulting fringes, whose separation is given by the electron’s wavelength $\lambda$. In EHI the phase retrieval is done based on a Fourier procedure developed independently by several authors [9–11] and discussed previously.

**State of the art results in EHI**

An electron hologram is a fringe-modulated image containing the amplitude and the phase of an electron transparent object. These holograms are collected by the interference between the reference and the object wave, due to a biased electron biprism (schematically shown in Fig. 32). In this configuration, the sample is placed in a position that covers the wavefront interfering with the sample (object hologram) and the vacuum. In addition, a reference hologram (no sample) is recorded separately for a precise phase reconstruction [84]. After the acquisition, the holograms are numerically reconstructed into complex images where it is possible to extract both: the amplitude and the phase image.

The latter gives an extraordinary opportunity to study a wide variety of physical parameters in-on and around the specimen. Next, a couple of examples are given that involve the shape quantification of gold (Au) nano particles [85] and the 3D visualization of a bacteria [86].

For a gold decahedral nano particle, Fig. 33 (a) and (b) show (after reconstruction) the wrapped and unwrapped phase images. The oriented particle shows a smooth contour moving from the center to the edge of the nano particle. In Fig. 33 (b) the unwrapped phase image is calibrated using the mean inner potential of the FCC (FFC: face-centered cubic) Au nano particle. Considering the background signal as the reference plane, the thickness profile can be computed. Fig. 33d shows a thickness line profile from the line indicated in figure (b). The phase image shown in Fig. 33c has been amplified 2.5 times [85] from that shown in Fig. 33a, this just for illustration purposes.

Biological samples studied by conventional electron microscopy (scanning and transmission modes) need to be negatively stained or coated with metals to enhance their contrast, a procedure that may affect cellular components making that the interpretation-
analysis process causes the formation of structural artifacts. Another limitation of electron microscopy in biological samples is the radiation damage, which in most cases also poses an additional challenge. In comparison, electron holography has a tremendous potential to recover sample information avoiding both problems since their structural information can be extracted even at low voltages, under cryo-conditions and at low doses. Particularly, electron holography is a highly sensitive imaging technique even for light atoms, able to discriminate chemical elements with similar atomic number and detect structures that contain different electrical potentials.

As an example, we present the *Staphylococcus aureus* (S. aureus) which is a gram (+) bacteria of serious concern for public health. *S. aureus* infections, including methicillin-resistant *S. aureus* (MRSA) strains cause several diseases including healthcare-associated infections and wound infections that could derive in pneumonia, bloodstream infections and sepsis. *S. aureus* is usually found in the respiratory tract and skin. The bacteria was treated with avidin-streptavidin anti-*S. aureus* conjugated gold nanoparticles in order to confirm the specificity of Ab-functionalized (antibody functionalized) *Au* nano particles. To gain a better understanding of the location and effects of Ab-functionalized *Au* nano particles on *S. aureus* off-axis electron holographic interferometry (EHI) was used to determine the 3D sample structure and the location of particles attached on cell walls. The three dimensional reconstruction can be achieved by acquiring several holograms from different observation or electron illumination positions [86]. A set of holograms were acquired by tilting the sample from −30° to +30° in steps of 15° as shown in Fig. 34 (a). The resulting phase maps for each inclination are displayed in Fig. 34 (b) and their respective unwrapped phase maps are shown in Fig. 34(c). The series of unwrapped phase maps in (c) shows a phase variation from each other which is clearly due to the different orientation of the bacteria.

From the unwrapped phase maps the surface plot may be extracted and represented as the real 3D image of the complete bacteria surface contour. Different views from the surface plots are shown in Fig. 35, from which it is possible to distinguish the surface morphology of the bacteria cell wall showing
the prominent wave-like surface patterns. One advantage of EHI is the acquisition of surface information from a single specimen exposure and not by tilting the sample to reconstruct the surface of the samples.

**Conclusions**

DHI is a non-invasive optical metrology technique that has been successfully used for over 50 years in many different applications. With new advances in optomechatronic technologies and high-speed processors (in particular), DHI will definitely overcome and substitute the conventional metrology tools used. The technique is able to measure in 2D and 3D hidden object areas and can be taken outside laboratory controlled environments. It is ideally suited to study non-repeatable events from samples with sizes of a few meters to nanometers.

The technique was tested for different samples from nano to macro world, and the data obtained can be related to the type of tissue properties, like its density, rigidity, thickness, healthy or unhealthy condition, morphology, and refraction index. By means of the quantification of

![Fig. 34](image1)

**Fig. 34** a set of electron holograms at different tilting angles, b reconstructed phases and c unwrapped phases taken using a biprism voltage of 20 V. The red circles show the location of a single Au nano particle that can be observed with the naked eye. The original images can be seen in the results presented in reference [86]. In that paper the authors did not measure the exact position of this nano particle. Reprint from [86]. Copyright [2017], WILEY

![Fig. 35](image2)

**Fig. 35** Surface plot of the reconstructed phase showing a 3D view of the bacteria obtained by EHI from three different views: a zero tilting, b vertical tilting and c horizontal tilting. Reprint from [86]. Copyright [2017], WILEY
displacement and imaging a characteristic unwrapped phase map, one might associate it with the biomechanical condition or inside changes. DHI represents potentially an alternative and complementary tool capable of providing qualitative and quantitative new data which will be useful to improve the understanding of the behavior of the samples. The manuscript reports on a continuous increase in biological inspections using DHI with photons and electrons. This tendency is far to be reduced and more applications are reported, as the optical systems became more complex and sophisticated. Higher speeds and resolutions will allow future inspections as the on-board processing which uses new generation hardware for real-time inspections.
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