ON NASH’S UNIQUE CONTRIBUTION TO ANALYSIS
IN JUST THREE OF HIS PAPERS
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ABSTRACT. This article focuses on the enormous impact on the modern theory of partial differential equations by three articles of John Nash, all written before the age of 30, before the onset of his terrible disease.

A lot has been written about Nash’s legacy in the wake of his tragic death last year. I note in particular Gromov’s article [31] on the descendants of Nash’s isometric embedding theorems as well as the more comprehensive C. De Lellis survey [18] on the masterpieces of J. Nash. The May 2016 commemorative article in the Notices of American Mathematical Society [19] gives also an excellent account on Nash’s work. Rather than repeat what has been said already, I will be short on describing the actual results and concentrate instead on their impact. I will restrict my discussion to only three papers, two of which concern the isometric embedding problem and the third being Nash’s work on Hilbert’s 19th problem. Both problems are at the center of some of the most exciting, far-reaching developments in PDE and geometry in the last two centuries. All three papers, written within less than ten years from his PhD, had and continue to have a huge impact on geometry and PDEs. At the time when his terrible disease struck, ten years after his PhD, Nash was at the height of his powers, working on fundamental problems in mathematics and physics. One can only imagine how much more he could have achieved!

0.1. Isometric embeddings. The two works [74], [75] on isometric embedding concern a problem first formulated by Schläfli in 1873, whose fundamental character was self-evident in the wake of Gauss and Riemann’s foundational works in geometry. As is known, Gauss defined the curvature of a surface as an extrinsic geometric concept and later showed in his Theorema egregium that it is in fact an intrinsic invariant; i.e., it depends only on measurements made on the surface itself, independent of the particular embedding (parametric representation) from which it was first defined. Riemann later took the intrinsic point of view as the starting point for his far-reaching generalization of curvature to higher-dimensional abstract Riemannian manifolds. It was then natural to ask whether these manifolds themselves can be embedded isometrically, i.e., preserving distances and angles, in a finite-dimensional Euclidean space. In modern language the problem amounts to
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finding a smooth $C^k$ diffeomorphism $u : M^n \rightarrow u(M^n) \subset \mathbb{R}^q$ for a sufficiently large $q$ such that the pull-back of the Euclidean metric $e$ is the given metric $g$ on the manifold $M^n$, i.e., $u^*(e) = g$. In a local system of coordinates $(x^1, x^2, \ldots, x^n)$ on $M$ this amounts to

$$g_{ij} = \partial_i u \cdot \partial_j u = \sum_{l=1}^{q} \partial_i u^l \partial_j u^l,$$

i.e., a fully nonlinear system of partial differential equations (PDE). Note that there are $\frac{n(n+1)}{2}$ independent components of $g$, therefore the system is overdetermined unless $q \geq \frac{n(n+1)}{2}$. Not surprisingly, local, real analytic, isometric embeddings do actually exist if $q \geq \frac{n(n+1)}{2}$. The global problem was first tackled in the case when $n = 2, q = 3$, under positivity assumptions on the Gauss curvature. In this case the embedding problem is rigid, i.e., any two solutions differ by a rigid motion in $\mathbb{R}^3$.

**Theorem** (Cohn-Vossen (1927), Herglotz). If $(S^2, g)$ has positive Gauss curvature and $u \in C^2(S^2, \mathbb{R}^3)$ is an isometric immersion, $\Rightarrow u(S^2)$ is determined up to a rigid motion.

Existence, in this context, was first established by H. Lewy (1937) when the metric $g$ is real analytic, “an analytic metric of positive curvature, defined on a sphere, is always realized by some analytic surface in three-dimensional Euclidean space”. It took another twenty years to dispense of analyticity, i.e., to deal with metrics $g$ of limited regularity. The methods introduced to this effect, as developed by Morrey, Nirenberg, Pogorelov, etc., are at the heart of the modern treatment of nonlinear elliptic partial differential equations.

The general problem, as first formulated by Schläfli in 1873, is to find conditions on the dimensions $n, q$ and regularity class $C^k$ for which isometric embeddings exist. Challenged by a bet with his MIT colleague W. Ambrose, Nash focused all his impressive intellectual energy on the problem and produced two major breakthrough results. In [74] he established, by a revolutionary new method, the existence of a large class of $C^1$ embeddings of compact manifolds $M^n$ to $\mathbb{R}^q$ for $q \geq n + 1$ (in fact, Nash requires $q \geq n + 2$; the optimal result was proved by Kuiper [60] a year later by a slight modification of Nash’s argument).

**Theorem** (Nash (1954), Kuiper (1955)). Any short embedding (immersion) $u : M^n \rightarrow \mathbb{R}^q$, $q \geq n + 1$ can be uniformly approximated by $C^1$ isometric embeddings (immersions).

---

1 One can relax this to the requirement that $u$ is an immersion, i.e., with well-defined one-to-one differentials at every point. In that case we talk about isometric immersions instead of embeddings.

2 This simple application of the Cauchy–Kowalewski principle was first derived by Janet (1926) (see [48]) and Cartan (1927) (see [8]).

3 The problem was first proposed by H. Weyl in 1916; see [96]. Note also that if $C^2$ embedding of a 2D compact Riemannian surface in $\mathbb{R}^3$ exists, then its Gauss curvature has to be positive at some points.

4 That is, a $C^1$ embedding (immersion) $u$ such that $u^*(e) \leq g$ as quadratic forms, or in local coordinates, $\partial_i u \cdot \partial_j u \leq g_{ij}$. Note that the existence of a global embedding of a general compact manifold $M^n$ is by itself a nontrivial problem solved in full generality by Whitney. In general Whitney requires $q \geq 2n$, but in the case of spheres the condition $q \geq n + 1$ suffices.
In [75] Nash proves the more expected version of smooth isometric embeddings from $M^n$ to a sufficiently high-dimensional Euclidean space. For $C^\infty$ imbeddings the best such result was later proved by Gromov; see [32]. More precisely,

**Theorem** (Nash (1956) [75] and Gromov (1970) [30]). Any short embedding $u : M^n \to \mathbb{R}^q$ can be uniformly approximated by $C^\infty$ isometric embeddings (immersions) provided $q \geq (n+2)(n+3)/2$.

It is often the case that a new method of proof is more important than the particular result to which it is first applied. In the case of the 1954 result, Nash’s new ideas have led to powerful generalizations such as convex integration and the $h$-principle, both formulated by Gromov, as well as many applications explained in detail in his survey. The second result is forever tied to the so-called Nash hard implicit function theorem (often called the Nash–Moser implicit function theorem), a stunning, out of the blue, perturbation technique for providing solutions to complicated nonlinear partial differential equations.

0.1.1. *Comments on the 1954 theorem.* It is incontrovertible that the method of proof of the 1956 theorem is far more important than the particular result it derives. The same does not apply to the 1954 theorem. In this latter case the result itself, which uncovers a new phenomenon, is at least as important. It suffices to note that, in the particular case of Weyl’s problem, the result seems to be in flagrant contradiction to the Cohn-Vossen rigidity result. Indeed, Nash’s result produces highly nonintuitive examples of $C^1$ embeddings of the standard sphere of radius 1 in any sphere of radius $R < 1$. This highly unexpected result shows, for the first time, that below a certain regularity threshold, solutions to nonlinear partial differential equations may lose their intrinsic predictability (i.e., rigidity in this case). Though, in retrospect, this is undoubtedly the most important message of Nash’s work on isometric embeddings, it took many more years before its full meaning was appreciated.

---

5 A further improvement, due to Günther [33] and [34], requires $q \geq \frac{n(n+1)}{2} + \max\{2n, 5\}$. On the regularity side the best result, due to Jacobowitz [17], requires metrics of class $C^{2,\alpha}$, $\alpha > 0$. It is not known if the result can be extended to $C^2$ metrics; see discussion in [31] and [18].

6 I understand the h-principle here, loosely, as high flexibility of the space of solutions to a system of partial differential equations underlying a geometric or a physical problem. This high flexibility is particularly striking, as is the case of Nash’s theorem, when it is due to limited regularity rather than indeterminacy of the system. See Gromov [31] and [32] for a precise and more inclusive understanding.

7 The result, at least in so far as it provides existence of smooth embeddings to high-dimensional spaces, was highly expected even though it required an analyst of the class of Nash to deal with the intrinsic difficulties of the problem. In his introduction Nash himself alludes to this when he writes, “The methods used here may prove more fruitful than the results. Time will tell how much can be done with smoothing and feed-back methods.”

8 In his survey [31] Gromov seems to restrict the domain of PDEs to boundary or initial value problems for which uniqueness prevails. Though this is the case for deterministic problems in classical physics, Gromov’s definition ignores a vast array of other problems, such as those that appear routinely in quantum physics. Moreover, even when dealing with deterministic problems, the final states of evolution of important nonlinear equations are either stationary or various types of blow-up solutions. These highly nonunique states have to be understood, classified, and connected to the evolution problem at hand. Rather than artificially excluding it from the domain of PDEs, analysts have recognized Nash’s discovery as a uniquely important new development and connected it to equations which have nothing to do with the particular geometric problem studied by Nash; see [34], [57], [58], [23], [20], [21], [9], [46], etc. Nash himself makes clear in his introduction in [76] the importance he attributes to the development of new methods in PDE.
was understood and applied to other important nonlinear equations. The most
far-reaching application of this discovery is in connection to the Onsager conjecture
for the incompressible Euler equations.

The Euler equations are a limiting case of the better known Navier–Stokes equa-
tions. In the simplest, periodic case, the Navier–Stokes equations describe the
evolution of a vectorfield (velocity of fluid particles) $u: [0,T] \times \mathbb{T}^3 \to \mathbb{R}^3$, in a
periodic box $\mathbb{T}^3$, i.e.,

$$
\partial_t u + u \cdot \nabla u = \nu \Delta u - \nabla p, \quad \text{div } u = 0,
$$

where $p = p(t, x)$ denotes the internal pressure and $\nu \geq 0$ the viscosity of the fluid.
The Euler equations are obtained by taking $\nu = 0$. One is interested in Euler flows
$u = u(t, x)$ with prescribed initial condition at $t = 0$. It can be easily shown that
$C^1$ solutions with the same initial data are unique, i.e., any two $C^1$ solutions which
coincide at a given time must coincide for all time, and conserve the energy integral
$E(t) = \int_{\mathbb{T}^3} |u(t, x)|^2 dx$, i.e., $E(t) = E(0)$ for all $t$. The Onsager conjecture, which
has its origins in Kolmogorov’s theory of turbulence, concerns the question of the
minimal regularity needed for weak solutions of the equations to conserve the
energy. The simplest way to measure regularity (in a continuous fashion) is with
respect to Hölder spaces $C^\alpha$. We say that a weak solution $u$ belongs to $L_t^\infty C^\alpha$ if
there exists a constant $C > 0$ such that

$$
|u(t, x_1) - u(t, x_2)| \leq C|x_1 - x_2|^{\alpha}, \quad \forall t \in \mathbb{R}, x_1, x_2 \in \mathbb{T}^3.
$$

**Conjecture** (Onsager [82] (1949)). Weak $L_t^\infty C^\alpha$ solutions of the Euler equations
conserve the energy $E$ if $\alpha > 1/3$. If $\alpha < 1/3$, there exists weak solutions which do
not preserve the energy.

The Onsager $1/3$ exponent is intimately connected to the power spectrum predicted
by Kolmogorov [56] in connection with his turbulence theory for the 3D
Navier–Stokes. The conjecture itself was motivated by Onsager’s belief that anom-
alous dissipation of energy for Navier–Stokes may be explained by the behavior of
solutions to the Euler equations (see [2], [20], [29], [92] for recent reviews on the On-
sager conjecture and its relations to turbulence). The positive part of the conjecture
was first addressed in [28] and settled in [9].

Remarkably, one can interpret the second, harder, part of the conjecture in the
context of the $h$-principle and convex integration discovered by Nash for the isometric
embedding problem. Though the formal connection between Nash’s result and
the Onsager conjecture was first made by C. De Lellis and L. Székelyhidi Jr. in [21],
constructions of specific weak, highly nonunique, solutions to the Euler equations
were made already in [84], [87], and [88]. Starting with the breakthrough work
of De Lellis and Székelyhidi [21], which constructs anomalous weak $L^\infty$ solutions
by convex integration, progress on the second part of the Onsager conjecture has
been extraordinarily fast. In another major breakthrough they were able to adapt

---

9It is interesting to note in this regard that Nash himself did not seem to think very highly of
his $C^1$ result, which he viewed as a sidetrack by comparison to the smooth embedding result (see
his own comments in the Raussen–Skau interview in [19]).

10These are solutions defined in a distributional sense. One can make sense in this way of
solutions which are merely in $L^2(\mathbb{R} \times \mathbb{T}^3)$.

11The sharpest result available in [11] shows the energy conservation holds true for flows in
the closure of $C_c^\infty$ in $L_t^3 L_{3,\infty}^{1/3}$, with $B_{3,\infty}^{1/3}$ a Besov space slightly larger than the more familiar $L^3$
based Sobolev space with $1/3$ derivatives.
the method of convex integration to construct continuous solutions which dissipate energy (see [22]) and, by tweaking the result a bit, to go up to Hölder exponents $\alpha < 1/10$ (see [23]). The result was then improved by Isett to $\alpha < 1/5$ (see [44] and the shorter proof in [5]). Further progress has been made in [6] where the authors show that $h$-principles are available for solutions that are integrable in time with values in a Hölder space, i.e., $L^1_t (C^\alpha)$ with $\alpha < 1/3$. Moreover, in [7] it has been very recently proved that the $h$-principle holds for weak solutions in $L^\infty_t (H^{1/3-})$ (i.e., with respect to the $L^2$ based Sobolev spaces $H^s$, $s < \frac{1}{2}$) thus matching the Kolmogorov 5/3-power spectrum. Finally, just as I was writing this part of my essay, I have received a manuscript from P. Isett with a full proof of the Onsager conjecture in $L^\infty_t C^\alpha$, $\alpha < \frac{1}{7}$; see [45]. The final proof, based on a vast extension of the convex integration ideas of Nash, gives a perfect illustration of how important ideas to solve one specific PDE may have an impact in a completely unrelated one.

Besides the incompressible Euler equations, convex integration methods have been successfully used in fluid dynamics to establish the nonuniqueness of weak solutions below a certain rigidity threshold; see for example the review article [20]. Remarkably, most of these results concern bounded weak solutions, i.e., solutions in $L^\infty_t L^\infty_x$ and encounter a fundamental difficulty (due to high frequency interactions) in obtaining solutions which are continuous in space. Note that in the case of the Euler equations the passage from merely bounded to continuous in space, made originally by De Lellis and Székelyhidi in [22], was made with the help of a special class of stationary solutions of the Euler equation, i.e., Beltrami flows. In his recent solution of the Onsager conjecture, Isett uses another kind of stationary flows, i.e., Mikado flows. A different type of additional structure was found for the incompressible porous medium equation, or more generally incompressible active scalar equations with nondegenerate nonodd constitutive laws by P. Isett and V. Vicol (see [16]) but it is not yet known for other physically important equations, such as the compressible Euler equations of isentropic gas dynamics. Nonuniqueness and $h$-principles in this case were established for the class of $L^\infty_{t,x}$ weak solutions [12], [24], [64]. It remains currently an open problem as to whether $h$-principles hold for a smoother class of weak solutions.

The work of De Lellis and Székelyhidi has opened the way not only for a better understanding of the Onsager conjecture and related results for other equations in hydrodynamics but has also led to a better appreciation of the importance of understanding the transition, in the context of the isometric embedding problem, between the regime of strong nonuniqueness discovered by Nash to that of rigidity, as in the Cohn-Vossen theorem. As in the case of the Onsager conjecture, it is tempting to believe that a sharp Hölder regularity transition exponent exists in the particular case of embedding 2D Riemannian metrics to $\mathbb{R}^3$. It is known (see [25])

\footnote{In the context of convex integration for the Euler equations these were first used in [26].}

\footnote{The first $h$-principle type result for these equations were first shown to hold for $L^\infty$ weak solutions in [10, 99, 92]. Using the specific structure of incompressible transport, a serial convex integration scheme (in the spirit of the scheme of Nash for the isometric embedding), Isett and Vicol were able to obtain $h$-principles for Hölder continuous weak solutions with exponent $< 1/(4d + 1)$ (here $d$ denotes the space dimension).}

\footnote{They also show that the $h$-principle fails if the nondegeneracy condition is not verified.}
and the reference within) that the critical exponent, if it exists, must lie\footnote{In \cite{25} the authors show that the \textit{h}-principle holds for isometric $C^{1,1/5 - \delta}$ immersions of two-dimensional disks, endowed with $C^2$ Riemannian metrics, in $\mathbb{R}^3$. The rigidity result for $C^{1,2/3 + \delta}$ maps is due to Borisov, with a shorter proof in \cite{14}.} between $C^{1,1/5}$ and $C^{1,2/3}$; see \cite{14} and \cite{18} for an up to date account of the state of the problem.

0.1.2. Comments on the 1956 theorem. As mentioned earlier, the most important thing about Nash’s 1956 paper is the introduction of a revolutionary new method to construct smooth local solutions to complicated nonlinear partial differential equations, in a neighborhood of a given solution, by an iterative process which allows \textit{loss of derivatives}. To be more precise, one of the main steps in his 1956 paper is to construct solutions to nonlinear equation (0.1) close, in some sense, to a given solution. Thus, if we denote by $F$ the functional $F(u) = \left[ \partial_i u \cdot \partial_j u \right]_{i,j=1,\ldots,n}$ and consider a given solution of (0.1) $F(u) = g$, then the goal is to solve the system

\begin{equation}
F(u + v) = g + f
\end{equation}

for small perturbations $v$ and $f$. Taking the formal Fréchet derivative of $F$, one derives the linearized system $F'(u)v = h$ or, in coordinates,

\begin{equation}
\partial_i u \cdot \partial_j v + \partial_j u \cdot \partial_i v = h_{ij},
\end{equation}

which is a system of $\frac{n(n+1)}{2}$ equations for $q$ variables. To solve this complicated linear system, Nash’s trick is to add equations, i.e.,

\begin{equation}
v \cdot \partial_i u = 0.
\end{equation}

Differentiating (0.5) and combining with (0.4) leads to the simpler linear system

\begin{equation}
\partial_i \partial_j u \cdot v = -\frac{1}{2} h_{ij}, \quad v \cdot \partial_i u = 0,
\end{equation}

which can be easily solved provided that $\partial_i u, \partial_i \partial_j u, i, j = 1, \ldots, n$, are linearly independent. This, of course, implies $q \geq \frac{n(n+1)}{2} + n = \frac{n(n+3)}{2}$. The problem is that if $u \in C^k$, then the solution $v$ of (0.6) can only by in $C^{k-2}$, i.e., \textit{we lose two derivatives}. Any reasonable person would conclude that this procedure would lead nowhere, in the smooth category\footnote{Cauchy–Kowalewsky allows one to overcome loss of derivatives in the analytic case.} since any iterative process based on this linearization would have to lose infinitely many derivatives. But not Nash! His inner voice must have been telling him to persist where others would have given up. That led him to a revolutionary new method to deal with loss of derivatives.

Despite appearances\footnote{In his essay, Gromov is right to criticize various attempts to codify Nash’s scheme into a general, precise theorem which can then be applied to a vast range of problems. It is better, in my experience, to understand Nash’s technique in the simplest possible setting and, if needed, adapt it to any new situation at hand.}, it is not too difficult to describe the main ingredients of the new method; see Appendix A.

0.1.3. Impact of Nash’s iteration technique. Reading the introduction to his 1958 Annals paper \cite{76} (as well as his remarks in the introduction to \cite{75}, see footnote \footnote{In his essay, Gromov is right to criticize various attempts to codify Nash’s scheme into a general, precise theorem which can then be applied to a vast range of problems. It is better, in my experience, to understand Nash’s technique in the simplest possible setting and, if needed, adapt it to any new situation at hand.} 7), it is clear that Nash was keenly aware of the possibility to apply his scheme to other problems in nonlinear PDEs:
The open problems in the area of nonlinear partial differential equations are very relevant to applied mathematics and sciences as a whole, perhaps more so than the open problems in any other area of mathematics, and this field seems poised for rapid development. It seems clear, however, that fresh methods must be employed. We hope this paper contributes significantly in this way and also that the new methods used in our previous paper [75], will be of value.

The first attempts to codify Nash’s method into a new type of implicit function theorem were made by J. Schwartz [85] and, more successfully, by J. Moser [68], [69]. Moser was in fact so successful in simplifying Nash’s technique, using a Newton iteration, that the method was later universally referred to as Nash–Moser. Moser was also the first to find an application of his simplified scheme to small divisor problems in celestial mechanics. Another comprehensive study of the Nash–Moser technique was later made by R. Hamilton in [35] in which the very useful concept of “tame maps” is developed and applied to a $C^\infty$ version of the Nash–Moser hard implicit function theorem. The new method is later revisited by Hörmander [43] who pioneers a discretized version of the original Nash scheme. As pointed out in [43], the original Nash scheme produces better results than the Nash–Moser scheme [13].

Important applications started to pour in during what one might call the Nash–Moser expansion period (1962–1982). Here are just a few examples:

1. L. Nirenberg (1972) formulates an abstract, nonlinear Cauchy–Kowalewski theorem using Nash–Moser; see [79].
2. F. Sergeraert (1972) is first to give a $C^\infty$ version of the Nash–Moser theorem, using the framework of Fréchet spaces with some applications to small divisor problems; see [86].
3. M. Kuranishi (1975) applies the Nash–Moser technique for deformations of isolated singularities in the context of the $\bar{\partial}_b$ in complex analysis; see [61].
4. D. Schaeffer (1975) finds simple applications of the technique to free boundary value problems; see [83].
5. L. Hörmander (1976–1977) applies the technique to the geodesy problem; see [42]. He also revives the original Nash iteration technique by discretizing and presenting it in the framework of tameness introduced by Hamilton; see [43].
6. S. Klainerman (1980) uses the technique to prove the first global existence results for a broad class of nonlinear wave equations; see [49]. The novelty in this case was loss not of derivatives but rather loss of decay.
7. R. Hamilton (1982) gives a very elegant and comprehensive treatment of the Nash–Moser technique in [35] and applies it to his recently introduced Ricci flow; see [36].
8. S. Alinhac (1995) uses the Nash–Moser technique to prove novel blow-up results for quasilinear wave equations in higher dimensions; see [1].
9. H. Lindblad (2005) applies Nash–Moser to water wave problems; see [63].
10. M. Clément and C. Villani (2011) use the Nash–Moser technique in their recent groundbreaking work on Landau damping; see [13].

---

18This fact played an important role in my own work on nonlinear wave equations [49].
19Solutions of the linear wave equation decay like $t^{-\frac{n-1}{2}}$ in the uniform norm. The original scheme used in [49] was losing one of order of decay for every iterate.
(11) P. Hintz and A. Vasy (2016) have recently proved the global nonlinear stability of the small angular momentum Kerr–De Sitter black holes using the Nash–Moser technique; see [41].

The euphoria, produced by the realization that many difficulties previously considered impossible can be resolved by the new method, lasted roughly until the 1980s, when analysts slowly started to discover classical proofs of the new results. Thus, for example, the apparent loss of derivatives of the Ricci flow, which led Hamilton to use Nash–Moser, could be overcome by a judicious choice of a gauge condition [20] see DeTurck [17]. The loss of decay manifest in [49] could be overcome by better linear estimates; see [89], [54], and [50]. Most surprisingly, the loss of derivatives in the isometric embedding problem itself was overcome in 1989 by Günther [33], [34] by a clever use of nonlocal, pseudo-differential operators. All other uses of Nash–Moser mentioned in the list above were shown later to be unnecessary [21] (to my knowledge the only type of results which still require Nash–Moser are connected to small divisor problems, such as in smooth KAM theory). Today the Nash-type iteration should be viewed as a technique of last resort: if nothing else works, try Nash–Moser! Though most proofs based on Nash–Moser were later replaced by classical ones by people who dig deeper into the problem at hand, the technique continues to have great conceptual and psychological value. As such, it is important for analysts to recognize the features of a linearized problem, with apparent loss of derivatives, which can be treated by the Nash–Moser techniques; see Appendix A for a very quick introduction and [43] for a full exposition.

0.1.4. Open problems in connection to the isometric embedding papers. In his survey [31] Gromov gives an impressive list of 85 open problems in geometry directly connected to the work of Nash on isometric embedding. My personal view is that the most important discoveries made by Nash resonate way beyond the isometric embedding context to the broader field on nonlinear PDEs. It was widely believed, Nash himself included, that the most important applications of the isometric embedding papers are related to the hard implicit function methodology developed in [75]. The first to draw attention to the revolutionary potential of the $C^1$ embedding result was Gromov who distilled from it his general $h$-principle and the method of convex integration. The $h$-principle is particularly interesting in problems where, above a certain regularity threshold, one has rigidity. This applies, most importantly, in my view, to the initial value problem for nonlinear, Hamiltonian PDEs with a well defined conserved, coercive, energy integral. In each of these equations there are various important regularity thresholds, similar to the one encountered for the Euler equation. Without being specific, let us denote by $a_U$ and $a_O$ the regularity thresholds corresponding to uniqueness and conservation of energy for the particular problem at hand. In other words, $a_U$ measures the space-regularity of solutions, with respect to a given continuous, ordered set of norms indexed by $a$ (with a corresponding family of Banach space $B_a$), such that uniqueness prevails above $a_U$ and fails below $a_U$. Similarly $a_O$, just as in the case of the Onsager conjecture, denotes the regularity threshold for which conservation of energy holds.

Remarkably, the DeTurck trick was actually known in the general relativity community, as it was used already in the famous Y. C. Bruhat [49] local-in-time existence and uniqueness result for the Einstein equations.

The work of Hintz and Vasy is too new, yet I am certain that Nash–Moser is also unnecessary in that context.
true. Finally, we can define \( a_N \) as the optimal regularity threshold below which some version of the Nash’s \( h \)-principle holds true for solutions of the initial value problem. Note that both \( a_N \) and \( a_U \) were relevant to the isometric embedding works of Nash, the first connected to the \( C^1 \) embedding, the second to the higher regularity result in [75]. No analogue of the Onsager exponent \( a_O \) is known in that case, however, since there is no analogue of energy conservation.

Another important regularity threshold is \( a_{WP} \), the well-posedness exponent above which one can prove local existence and unique dependence of the data in the corresponding family of Banach spaces \( B_a \). We have a very general result, which applies to large classes of equations, which establishes well-posedness for sufficiently large \( a \). In the case of the incompressible Euler equation, the best well-posedness result [22] is \( C^{1,\alpha} \), \( \alpha > 0 \), in Hölder spaces and \( H^a \), \( a > n/2+1 \), in Sobolev spaces \( H^a \), where \( n \) is the space dimension. Both bounds are sharp, in view of a result of Bourgain and Li; see [4]. Typically, for most other important Hamiltonian equations, only the \( L^2 \) Sobolev spaces \( H^a \) can be used to establish well-posedness[23]. In most interesting cases, as it turns out, the spaces \( B_a, a \geq a_{WP} \), are much smaller than the energy space \( E \). These equations are called supercritical, and they play a fundamental role in the nonlinear PDE world; see [51] for a more comprehensive discussion.

Typically[24] it is difficult to find the correct value of \( a_{WP} \). We have, however, a more informal way to define supercriticality by using the so-called scaling exponent \( a_* \) of the given equation. This \( a_* \) is the precise value of \( a \) for which the corresponding homogeneous Banach space, \( B_a \), is scale-invariant relative to simple scale transformations which preserve the space of solutions of the equations. In the case of the Euler equations, relative to the standard space-time scaling (i.e., \( u_{\lambda}(t,x) = u(\lambda t, \lambda x), \quad p_{\lambda}(t,x) = p(\lambda t, \lambda x) \)), we have \( a_* = 0 \) in Hölder spaces and \( a_* = \frac{n}{p} \) in \( W^p \) spaces. By simple scaling considerations one can show, in general, that \( a_* \leq a_{WP} \). A problem may thus be called supercritical, or strictly supercritical, if \( B_a \) is strictly smaller than the energy space \( E \); see [51] for a discussion of scaling and scaling exponent and relation to well-posedness. The classical well-posedness results, alluded to before, establish well-posedness for exponents \( a > a_* + 1 \). The Bourgain–Li result [4] shows that in fact \( a_{WP} = a_* + 1 \) for Euler, which illustrates the degenerate nature of the equations. For nonlinear wave equations one can show that the gap is far smaller. In fact some of the deepest recent results for semilinear geometric wave equations, establish some version of well-posedness for all \( a \geq a_* \), in the framework of Sobolev spaces \( H^a \), for realistic dimensions. These results played a fundamental role in establishing large data global regularity results in critical dimensions[25]. In the case of quasilinear equations, such as the Einstein field equation in three space dimensions, it is known that well-posedness holds for \( a \geq a_* + \frac{1}{2} \) (see

---

22. Well-posedness also holds in \( W^p \) spaces for \( a > n/p + 1 \). This result is also sharp.

23. This is particularly the case of nonlinear systems of hyperbolic equations in space dimensions \( n > 1 \). The incompressible Euler equations can be viewed as a degenerate case of a hyperbolic system, with no dispersion.

24. The incompressible Euler equation is an exception in this regard.

25. The subspace of \( B \) which have a well-defined scale. In the context of Sobolev spaces these are the usual dot spaces \( W^{s,p} \) spaces.

26. See [80,81, 58, and 94] for wave maps, [80,81] for Maxwell–Klein–Gordon, and [57] for Yang–Mills, as well as the references within.
and it is a major open problem whether one can bridge the gap, or even do slightly better.

The presence of these five critical exponents in a given system raise the following natural questions.

Given an (important) nonlinear evolution, supercritical, Hamiltonian system, does there exist an $h$-principle?

What are the critical exponents $a_U, a_N, a_O, a_{WP}$, and what are the relations between them?

How do the corresponding spaces $B_a$ compare to the energy space $E$ and scale invariant space $B_{a_r}$, and what do these spaces have to say about the general evolution of the system or its connection to related ones?27

Are there other critical exponents still to be discovered?

So far, versions of the $h$-principle have been found only for hydrodynamics equations, yet we do not have any reason to exclude the possibility that similar phenomena occur for other important PDEs such as the Einstein field equations or various other examples of quasilinear geometric wave equations. It is interesting to note that, in the familiar regime of Hölder spaces, for the Euler equations we have,28

$$0 = a_* < a_O \leq \cdots a_N \cdots \leq a_U \leq a_{WP} = 1.$$ (0.7)

Is it conceivable that such a relation holds more generally? Note that if an $h$-principle holds and $a_* < a_N$, then, in particular, there must be a gap between $a_*$ and $a_U$ and therefore also between $a_* and a_{WP}$. Thus some version of the $h$-principle could be used, in principle, to demonstrate the existence of such a gap for the Einstein field equations or other geometric quasilinear systems of wave equations.

In the context of the Euler equations the most important open problem, concerning the above exponents, are the precise values of $a_U$ and $a_N$. So far we know that uniqueness holds for $C^1$ flows, but there is no known reason why one could not go lower. Can one extend convex integration methods to construct solutions above $a_O$ (i.e., nonunique weak solutions which conserve the energy but fail to conserve other known, higher-order quantities such as helicity)?

An even more fundamental problem, left open in the wake of remarkable recent full resolution of the Onsager conjecture by P. Isett, is to connect the convex integration methods developed in the inviscid case to turbulent flows for Navier–Stokes equations, that is, to justify fully the original insight of Onsager.29 An obvious limitation of convex integration, as known today, is that it produces too many solutions of the Euler equations, in particular solutions which correspond to arbitrary energy profiles, while vanishing viscosity limits of solutions to the Navier–Stokes equations cannot increase the energy.

27 Such as the relation between Euler and Navier–Stokes. The Onsager conjecture itself was inspired by considerations concerning anomalous energy dissipation for Navier–Stokes.

28 We do not know the precise values of $a_N$ and $a_U$, but it is reasonable to assume that $a_O < a_U$. Can $a_N$ be equal to $a_U$?

29 The scaling exponent, in $H^a$-Sobolev spaces, is $a_* = 3/2$ while, as mentioned above, the best known well-posedness result in $\mathbb{R}$ shows that well-posedness holds for $a \leq 2$. It is a major open question in the subject whether $a_{WP} = a_*$ or even whether one can go below 2.

30 Concerning the Kolmogorov power spectra and the 4/5 law, in the context of the Euler equations; see also the recent treatment in [7].
0.2. Hilbert’s 19th problem. Both the pedigree and impact of Hilbert’s 19th problem are even more impressive than those of the isometric embedding. If the latter had its source in the revolutionary works on curved spaces by Gauss and Riemann, the former is tied to the variational principle, or the principle of least action as it is better known in physics. The principle, which has its origin in the insights made by mathematicians such as Fermat, Leibniz, Maupertius, the Bernoulli brothers, Euler, Lagrange, Hamilton, and E. Noether in connection to geometric and physical problems, is now both a cornerstone of modern physics as well as a powerful method to generate rich geometric objects, such as minimal surfaces, harmonic maps, Yang–Mills connections, etc.

It was Riemann who first attempted to use the variational principle (more precisely the Dirichlet principle) to prove a mathematical result, the well known Riemann mapping theorem. Riemann’s proof, which was found to be seriously defective by Weierstrass, was corrected many years later by Hilbert. Hilbert’s novel functional set-up to formulate and prove the Dirichlet principle opened the way for attacking other important variational problems and is now a foundational stone of the modern theory of elliptic PDEs. In his address to the 1900 International Congress of Mathematicians, Hilbert stated his 19th problem as follows (see [40]): “Does every Lagrangian partial differential equation of a regular variation problem have the property of admitting analytic integrals exclusively?” In modern, more general language the problem refers to second order, scalar, elliptic PDEs which arise variationally from real analytic Lagrangians, \( L(p, z, x) \), with \( p = (p_1, \ldots, p_n) \in \mathbb{R}^n \), \( z \in \mathbb{R} \), \( x = (x^1, \ldots, x^n) \in \mathbb{R}^n \), convex relative to the variables \( p \); i.e.,

\[
\sum_{i,j=1}^n \partial_{p_i} \partial_{p_j} L(p, z, u) \xi_i \xi_j > 0, \quad \forall \xi \in \mathbb{R}^n.
\]

Hilbert’s problem is to show that the minimizers of the action integral \( I[u] = \int_D L(\nabla u, u, x) \, dx \) for functions \( u : D \subset \mathbb{R}^n \rightarrow \mathbb{R} \), \( (\nabla u = (\partial_1 u, \ldots, \partial_n u) \) the gradient of \( u \) in \( x \)) with appropriate boundary conditions at \( \partial D \), are necessarily real analytic, or just infinitely differentiable in \( D \). If such a minimizer \( u = u(x) \) exists, it must satisfy, of course, the second order PDE,

\[
\sum_{i=1}^n \partial_i \partial_{p_i} L(\nabla u, u, x) = \partial_z L(\nabla u, u, x), \quad \partial_i := \frac{\partial}{\partial x_i},
\]

called the Euler–Lagrange equations. The main examples Hilbert had in mind were the Dirichlet Lagrangian \( L = |p|^2 \), corresponding to the Dirichlet functional \( I[u] = \int_D |\nabla u|^2 \, dx \), and \( L = (1 + |p|^2)^{1/2} \) corresponding to the functional \( \int_D (1 + |\nabla u|^2)^{1/2} \, dx \), for surfaces given by the graph of scalar function \( u \). The Euler–Lagrange equation of the first is the Laplace equation while that of the second is the minimal surfaces equation.

The solution to the problem also has a venerable history. It was Bernstein in 1904 and later Petrowski, E. Hopf, J. Schauder, C. B. Morrey, and L. Nirenberg who were able to show that sufficiently regular solutions of the corresponding Euler–Lagrange equation must be infinitely differentiable or analytic. On the other hand, the direct variational methods pioneered by Riemann and Hilbert were able to produce weak solutions in \( D \), i.e., \( n = 2 \).

31 Hilbert formulates his problem in two dimension, i.e., \( n = 2 \).

32 Though Hilbert requires analyticity, it turns out that the main difficulty is to show that the solutions are sufficiently smooth.
solutions of the Euler–Lagrange equations. More precisely, in the particular case when \( L = L(p) \) and

\[
(0.8) \quad c^{-1} |\xi|^2 \leq \sum_{i,j=1}^{n} \partial_{p_i} \partial_{p_j} L(p) \xi_i \xi_j \leq c |\xi|^2, \quad \text{for some} \quad c > 0,
\]
a unique minimizer can be shown to exist in the Sobolev space \( H^1 \) (i.e., \( \nabla u \in L^2 \)) which verifies the Euler–Lagrange equations,

\[
\sum_{i=1}^{n} \partial_i (\partial_{p_i} L(\nabla u)) = 0.
\]

By a simple calculation one can show that each derivative \( w = \partial_i u \in L^2 \) verifies

\[
(0.9) \quad \sum_{i,j=1}^{n} \partial_i (C^{ij}(x) \partial_j w) = 0, \quad C^{ij}(x) := \partial_{p_i} \partial_{p_j} L(\nabla_x u(x)).
\]

We are thus led to study linear second order equations with measurable coefficients \( C^{ij} \) for which we know nothing more than the uniform ellipticity estimate derived from (0.8),

\[
(0.10) \quad c^{-1} |\xi|^2 \leq C^{ij}(x) \xi_i \xi_j \leq c |\xi|^2.
\]

To succeed in proving Hilbert’s generalized 19th problem, in any dimension \( n \), one has to show that any \( L^2 \) solution \( w \) of the linear equation (0.9), with barely measurable coefficients \( C^{ij} \) verifying (0.10), must be sufficiently differentiable so that the previous methods, pioneered by Bernstein, Petrowsky, E. Hopf, J. Schauder, etc., apply. To bridge the gap, it suffices in fact to show that \( w \) is slightly better than continuous, i.e., Hölder continuous \( C^\epsilon \) for some exponent \( \epsilon > 0 \). This step was first accomplished in a historic paper by Morrey [66] in 1938 in the particular case of two space dimensions, the original version of Hilbert’s problem. The methods used by Morrey, based on complex analysis and quasiconformal mappings, were heavily restricted to two dimensions. Morrey also understood (see [67]) that the key to extending his results to higher dimensions was to prove the above-mentioned Hölder estimate for \( w \).

This state of affairs in the early 1950s opened the way for two brilliant young mathematicians, E. DeGiorgi and J. Nash, to make one of the most important contributions, to mathematics in the second half of the twentieth century. The story is well known; see S. Nassar [77]. Nash, who loved to probe mathematicians he trusted about the most important open problems in their fields, got interested in this Hölder regularity issue via L. Nirenberg. Though completely unversed in the subject, Nash succeeded in solving the problem by a characteristic display of originality. In fact, he not only solved the original problem but a seemingly harder one—that is the parabolic problem

\[
(0.11) \quad \partial_t (C^{ij}(x,t) \partial_j w) = \partial_t w
\]

for which he proved the following result.

---

33 According to L. Nirenberg, at the very beginning of his interest in the problem Nash would come to him every two weeks or so with very naive questions. Nirenberg was later both surprised and awed by Nash’s solution.
Theorem (Nash (1958) [76]). Assume that the coefficients $C^{ij}(t,x)$ verify (0.10) and that $|w(x,t)| \leq B$ for all $t \geq t_0$, then

\begin{equation}
|w(x_1,t) - w(x_2,t)| \leq BA \left( \frac{|x_1 - x_2|}{(t - t_0)^{1/2}} \right)^\alpha
\end{equation}

with $A > 0$ and $\alpha > 0$ depending only on the uniform ellipticity constant $c$ in (0.10) and dimension $n$. As a corollary, the same result holds true for the elliptic problem (0.9).

The introduction to [76] gives the impression that Nash regarded this result as his most important to date. Indeed, reading his unusually long (for him) “general remarks”, one has the impression that he had high expectations that his new a priori estimates could open the way to make progress on one of the most fundamental problems in hydrodynamics, indeed of all of science—the problem of turbulence.

Little is known about the existence, uniqueness and smoothness of solutions of the general equations of flow for a viscous, compressible and heat conducting fluid. These are a non-linear parabolic system of equations. An interest in these questions led us to undertake this work. It became clear that nothing could be done about the continuum description of general fluid flow without the ability to handle non-linear parabolic equations and that this in turn required an a priori estimate of continuity such as (0.12). Probably one should first try to prove a conditional existence and uniqueness theorem for the flow equations. This should give existence, smoothness, and unique continuation (in time) of flows, conditional on the non-appearance of certain gross types of singularity, such as infinities of temperature or density. (A gross singularity could arise, for example, from a converging spherical shock wave.) A result of this kind would clarify the turbulence problem.

Given the importance Nash attributed to this work, it is not hard to understand his great disappointment when he found out that a similar result was published a little earlier by the even-younger E. De Giorgi in an obscure Italian journal [15], in the context of elliptic equations of type (0.9). Moreover, as commented by C. Morrey in his MathSciNet reviews of both articles, the result of De Giorgi was simpler and seemingly stronger in that it depends only on the natural $L^2$ bound for $w$ rather than the $L^\infty$ one assumed by Nash. In fact all the main steps in [76], including the crucial moment estimate (13), do not depend on $B$ at all (the constant $B$ appears, in fact, only at the last step in (31)). Thus, even though Nash’s result applied, beyond the elliptic equations treated by De Giorgi, to a large class of parabolic equations, which he himself considered more fundamental, Nash could have easily proved the stronger result. As pointed out by C. De Lellis in his review [18], the $L^\infty$ bound was also later derived by Stampachia, in the context of elliptic equations.

\footnote{In fact Nash also derives a Hölder estimate with respect to $t$.}

\footnote{C. Villani, who has a working understanding of Nash’s proof, has assured me that Nash could have easily proved the stronger result. As pointed out by C. De Lellis in his review [18], the $L^\infty$ bound was also later derived by Stampachia, in the context of elliptic equations.}

\footnote{Here is a direct quote from his introduction: “Moreover to us, parabolic equations seem more natural than elliptic ones. It is certainly true in principle that the theory of parabolic equations includes elliptic equations as a specialization, and in applications an elliptic equation typically arises as the description of the steady state of a system which in general is described by a parabolic equation.”}
was greatly distressed by the outcome, and this may have led to the first outburst of paranoid behavior.

De Giorgi’s method was soon simplified by J. Moser in \[70\] by using a sequence of improving \( L^p \) estimates, connecting \( L^2 \) to \( L^\infty \). He then used his new iterative procedure to derive Harnack inequalities for both elliptic \[71\] and parabolic \[72\] equations in divergence form. Similar results were later found for scalar elliptic and parabolic equations in nondivergence form by Krylov and Safanov; see \[59\]. An excellent exposition of Nash’s original proof can be found in \[18\].

0.2.1. Impact of the H"older regularity paper. It is hard to overestimate the impact of the De Giorgi–Nash–Moser regularity results. These are undoubtedly the most fundamental works we have today in the general theory of elliptic and parabolic (scalar) equations, with an enormous range of applications in both physical and geometric problems.

Nash’s seemingly strange idea to derive hard a priori estimates for elliptic equations in divergence form by a heat-equation approach has also paid off. It turns out that heat flows provide a powerful tool to solve difficult minimization problems. Eels and Sampson \[27\] were the first to use such an approach to a geometric variational problem. They were able to construct minimizers for the harmonic-map functional by using the associated gradient flow. Their successful approach inspired R. Hamilton to bypass the enormous difficulties connected to a direct variational approach for constructing (Riemannian) Einstein metrics by introducing his celebrated Ricci flow. As is well known, it is through the Ricci flow approach pioneered by Hamilton that G. Perelman was able to solve later the Poincaré conjecture. In his work, Perelman also made use of an entropy type quantity to derive his estimates for the nonlinear Ricci flow. The introduction of the Boltzmann entropy in the proof of a regularity result is another novel, unexpected idea in Nash’s 1958 paper. For more insightful comments about this, see the beautiful and very instructive exposition of C. Villani in \[19\].

The hope Nash had that his new estimates, or some variation of them, would apply to solve some of the difficult problems connected with the Navier–Stokes equations failed to be realized for the simple reason that the De Giorgi–Nash–Moser techniques cannot be extended to general systems. This was first noticed by De Giorgi for the elliptic system in divergence form; see \[16\]. In particular, one cannot hope to extend the regularity results for minimizers for convex vectorial variational problems in the spirit of Hilbert’s 19th problem. Indeed, we know today that there exist nondifferentiable minimizers of smooth, uniformly convex functionals.

\[37\] Nash, very competitive by nature, had great expectations that, together with his work on the isometric embedding, \[26\], would make him a compelling candidate for the Fields medal. In the end, neither De Giorgi nor Nash received the medal; obviously, one of the most inexplicable failures of a prize which is often described as the Nobel prize of mathematics. As possible consolation to the 1962 Fields committee, Nash also failed to get the Böcher prize despite his well-known frenzied attempt to withdraw his 1958 paper from \textit{Acta Mathematica} in favor of the \textit{American Journal of Mathematics}, in order to qualify for the prize.

\[38\] Asked about this great disappointment in Oslo in 2015, he gives a more philosophical answer: “Of course I was disappointed but one tends to find some other way to think about it. Like water building up and the lake flowing over, and then the out flow stream backing up, so it comes out another way.”

\[39\] That is, Riemannian metrics verifying \( R_{ij} = \lambda g_{ij} \) which can be derived from a Riemannian analogue of Einstein functional in general relativity.
for domains of dimension $d \geq 3$ and targets of dimension $t \geq 2$; see [65]. Since the cases $(d \geq 1, t = 1)$ and $(d = 2, t \geq 1)$ are covered by De Giorgi–Nash and Morrey results, respectively, this counterexample is optimal.

Special geometric systems, however, do behave better. The best example is the work of Hamilton on Harnack inequality for the mean curvature [37] and Ricci flows [38]; see also [39]. His work, which builds on the Li–Yau inequality [62] for the heat equation on a Riemannian manifold, takes maximum advantage of the maximum principle in vectorial situations where it is highly surprising that it can be still applied. Nothing similar exists for the Navier–Stokes equation or for general, realistic classes of elliptic systems occurring in continuum mechanics.

0.3. What explains Nash’s unique originality? This is, of course, a question not even Nash could answer [40]. Here are my own speculations, based on the little I knew of the man I have often talked with in the faculty lounge at Princeton.

(1) Choice of problems. Nothing is more important and more personal in the creative process of a mathematician than the problems one chooses to focus on. Ability to isolate the essential in a problem and concentrate relentlessly on it is a close second. Technique, lastly, is, of course, something all successful mathematicians must possess, in various degrees. It is obvious from what we know that Nash was extraordinarily deliberate in his choice of problems. In her book, S. Nassar provides a vivid portrait on how Nash took extreme precautions to make sure that a particular problem was considered important by people he respected [41]. But in the end, the choices he made conformed to his own taste in problems that appear fundamental from a broad point of view, have an established pedigree, and have the potential to be transformative. He shared with both Poincaré [42] and Hilbert [43] a great respect for problems connected to physics. He was interested in just about any great problem in which he thought mathematical ideas could be relevant: the foundations of quantum mechanics, general relativity, cosmology, particle physics, and, of course, also economics.

---

40 There is this disturbing story in Nassar’s book [77] according to which a Harvard colleague asked him, during a visit at at the psychiatric hospital where Nash was interned, how can he, a man of great rational power, give credence to those illogical voices he was hearing—to which Nash answered that these were the very same voices that guided him in his mathematical discoveries.

41 He even went so far as to probe the interest in a particular problem by, falsely, taking credit for its solution long before he actually solved it; see [77].

42 In his address to the first ICM in 1897 Poincaré makes a powerful tribute for the importance of problems inspired by physics. “...The combinations that can be formed with numbers and symbols are an infinite multitude. In this thicket how shall we choose those that are worthy of our attention? Shall we be guided only by whimsy?... [This] would undoubtedly carry us far from each other, and we would rapidly cease to understand each other. But that is only the minor side of the problem. Not only will physics perhaps prevent us from getting lost, but it will also protect us from a more fearsome danger... turning around forever in circles. History [shows that] physics has not only forced us to choose [from the multitude of problems which arise], but it has also imposed on us directions that would never have been dreamed of otherwise... What could be more useful!”

43 In [40] Hilbert emphasizes both the importance of “the outer world” motivation as well as that internal to mathematics “by means of logical combination, generalization, specialization, by separating and collecting ideas in fortunate ways”. In his survey Gromov [31] attempts to give a categorical characterization of this type of internal problem. I daresay this point of view would have been quite foreign to Nash.
(2) Competitiveness and independence. He was both extremely competitive and fiercely independent. As a graduate student at Princeton his learning technique was to avoid formal courses for fear of being too much influenced by a specific circumscribing point of view, and to concentrate instead on reading, preferably from the original sources, and discussions with people. He felt that being an expert in a particular subject would inhibit his originality.

In my conversations with him, I was always struck by his ability to see any topic of discussion, even the most mundane ones, from an unusual, unexpected angle.

Despite his independence, Nash would often consult people whose judgement he trusted. This is particularly true in the case of his parabolic regularity paper in which, in addition to Nirenberg, he was heavily influenced by E. Stein, who suggested the interpolation inequality (which bears Nash’s name), and L. Carleson who had apparently initiated Nash on the use of the Boltzmann entropy. He loved talking about his ideas and was never too shy to approach anybody who could help him.

(3) Focus, persistence, and immense self-confidence. As vividly documented in Nassar’s book, once Nash decided that a problem was worth his effort, he would focus on it with all his incredible intellectual powers and with a sense that nothing was impossible. It is this amazing self-confidence that allowed him to probe directions which were deemed a “no-go” by his contemporaries.

(4) Intellectual honesty. Though Nash’s behavior was not always beyond reproach, he was intellectually honest to a fault and extremely demanding of himself when it came to his mathematics. I am particularly moved by the portion of his interview with Raussen and Skau where he discusses his work on the smooth embeddings and feels compelled to admit that there was a mistake in it, found 40 years after its publication by the logician R. M. Solovay. Never mind that the mistake affected only a relatively minor part of his great paper and that the mistake had been in fact corrected 20 years earlier by Gromov in [30,32], Nash spent the entire portion of the interview dedicated to this result expressing his embarrassment at finding out that he actually made a mistake.

Appendix A. Nash’s iteration technique

Very roughly, Nash’s method is to combine a rapidly converging scheme with an unexpected smoothing procedure meant to restore the loss of derivatives. To appreciate these ingredients, it helps to view them in the simplest abstract framework.

Recall first the simplest form of the classical implicit function theorem, i.e., the inverse function theorem, for a smooth nonlinear functional \( \Phi : U \subset E \rightarrow F \) with \( U \) and open set in \( E \), and \( E, F \) Banach spaces.

Proposition A.1. A \( C^1 \) functional \( \Phi : U \subset E \rightarrow F \) is locally invertible near \( u_0 \in U \) if its Frechet derivative \( \Phi'(u) : E \rightarrow F \) is an invertible linear map at \( u_0 \).

\[ 44 \text{In this he was heavily influenced by the example of Einstein.} \]

\[ 45 \text{i.e., for any } f \text{ in a neighborhood of } f_0 = \Phi(u_0), \text{ the equation } \Phi(u) = f \text{ admits a unique solution } u \text{ near } u_0. \]
The proof can be easily derived by the recursion formula
\begin{equation}
(A.1) \quad u_{i+1} = u_i + \Phi'(u_0)^{-1}(f - \Phi(u_i)), \quad i = 0, 1, \ldots
\end{equation}
Note that the scheme, which depends only on the invertibility properties of the linear operator \( \Phi'(u_0) \), is linearly convergent with respect to the error term \( e_i = \Phi(u_i) - f \), provided that \( f \) is sufficiently close to \( f_0 \).

This simple iteration method does not work well for quasilinear or fully nonlinear, nonelliptic, partial differential equations, such as the Burger equation
\[ \partial_t u + u \partial_x u = f, \quad u(0, x) = 0. \]
In this case one uses instead Newton's quadratic iteration scheme
\begin{equation}
(A.2) \quad u_{i+1} = u_i + \Phi'(u_i)^{-1}(f - \Phi(u_i)),
\end{equation}
which requires however that \( \Phi'(u) \) be invertible not only at \( u_0 \) but in a full neighborhood of it. This is the method of choice for treating general quasilinear systems of hyperbolic laws.

In Nash's isometric embedding problem, however, this iteration still leads to a loss of two derivatives. To properly state Nash's hard implicit function theorem, one has to leave the simple functional case of Banach spaces, and place oneself in the context of indexed families \(^{46}\) of Banach spaces \((E_a)_{a \geq 0}, (F_a)_{a \geq 0}\) such that both verify \( E_b \subset E_a \) and \( \| \cdot \| \leq \| b \| \) for \( a \leq b \).

Assume also given a family of smoothing operators
\[ S_\theta : E_0 \to E_\infty := \bigcap_{a \geq 0} E_a, \]
verifying the properties
\begin{equation}
(A.3) \quad |S_\theta u|_b \leq \theta^{b-a} |u|_a, \quad \text{for } b \leq a,
\end{equation}
\[ |(I - S_\theta) u|_b \leq \theta^{b-a} |u|_a, \quad \text{for } b > a. \]
Assume a similar family of smoothing operators acting on the spaces \( F_a \).

Assume, given a nonlinear map, \( \Phi : V_\lambda \cap E_{\tilde{a}} \to F_\lambda \) with \( \tilde{a} > 2\lambda \) such that \( \Phi(0) = 0 \) and \( V_\lambda := \{ u \in E_\lambda / |u|_\lambda \leq 1 \} \).

Assume in addition that \( \Phi \) verifies the following conditions:

1. \( \Phi \) is twice differentiable, and the bilinear map \( \Phi''(u) \) verifies
\begin{equation}
(A.4) \quad |(\Phi''(u)v, w)|_a \lesssim |v|_a |w|_0 + |w|_0 |v|_a + |u|_a |v|_0 |w|_0
\end{equation}
for any \( u \in E_\infty \cap V_\lambda \), \( v, w \in E_\infty \), and any \( a \in [0, \tilde{a}] \).

2. For all \( u \in V_\lambda \cap E_\infty \), the linear map \( L = \Phi'(u) \) has a right inverse \( L^{-1}(u) : F_\infty \to E_{\tilde{a}} \) verifying the tame estimate, for all \( u \in V_\lambda \cap E_\infty \) and any \( g \in F_\infty \),
\begin{equation}
(A.5) \quad |L^{-1}(u)g|_a \lesssim |g|_{a+\lambda} + |g|_\lambda |u|_{a+\lambda}.
\end{equation}
These are enough to state the following,

**Theorem** (Nash, Moser, and Hörmander). For any \( f \in F_{2\beta} \), where \( \beta > \lambda \), such that \( |f|_{2\beta} \leq \delta \), sufficiently small, there exist a sequence \( u_i \in V_\lambda \cap E_{\tilde{a}} \) such that \( u_i \to u \) in \( E_\lambda \) and \( \Phi(u_i) \to f \) in \( F_{\tilde{a}} \), for any \( \alpha < 2\beta \).
The proof of the theorem is based on an iteration scheme combined with a smoothing procedure. The simplest such procedure, introduced by Moser, has the form,

\[ u_{i+1} = u_i + S_i L^{-1}(u_i)(f - \Phi(u_i)), \quad S_i := S_{\theta_i}, \quad \theta_i = 2^{\alpha^i}, \]

for some \( 1 < \alpha < 2 \). Nash used instead a continuous convergence procedure. Hörmander introduced yet another scheme which is, in fact, a discretized version of Nash’s original scheme,

\[ u_{i+1} = u_i + (\Phi'(S_i u_i))^{-1} g_i, \quad S_i = 2^i, \]

where the \( g_i \)'s are defined in such a way that the sequence \( u_i \) converges formally to a solution of \( \Phi(u) = f \). Introducing \( L_i := \Phi'(S_i u_i), L_i^{-1} \) its right inverse, and \( \dot{u}_i := u_{i+1} - u_i \),

\[ \dot{u}_i = L_i^{-1} g_i, \]

we choose the sequence \( g_i \) according to the following procedure.

By a Taylor expansion around \( u_i \) and denoting by \( e_i'' \) the quadratic terms in \( (u_{i+1} - u_i) \), i.e.,

\[ e_i'' = \Phi(u_{i+1}) - \Phi(u_i) - \Phi'(u_i)(u_{i+1} - u_i), \]

we deduce, using (A.8),

\[ \Phi(u_{i+1}) - \Phi(u_i) = \Phi'(u_i) (u_{i+1} - u_i) + e_i'' = \Phi'(u_i) L_i g_i + e_i'' = (\Phi'(u_i) - L_i) L_i g_i + g_i + e_i''. \]

Hence,

\[ \Phi(u_{i+1}) - \Phi(u_i) = g_i + e_i \]

\[ e_i := e_i' + e_i'' \]

\[ e_i' := (\Phi'(u_i) - L_i) \dot{u}_i \]

\[ e_i'' := \Phi(u_{i+1}) - \Phi(u_i) - \Phi'(u_i) \dot{u}_i. \]

Adding, we deduce

\[ \Phi(u_{i+1}) = \sum_{j=0}^{i} g_j + E_i + e_i = \sum_{j=0}^{i} g_j + S_i E_i + e_i + (1 - S_i) E_i, \]

where \( E_i = \sum_{j=0}^{i-1} e_j \). To ensure that \( \Phi(u_{i+1}) \to f \), we choose the sequence \( g_i \) such that

\[ \sum_{j=0}^{i} g_j + S_i E_i = S_i f. \]

Thus, recursively,

\[ g_0 = S_0(f), \]

\[ g_i = (S_i - S_{i-1})(f - E_{i-1}), \]

and

\[ \Phi(u_i) = S_i f + e_i + (I - S_i) E_i. \]
Thus, given the previous steps $u_0, u_1, \ldots, u_i$, we can determine the sequence $\hat{u}_0, \hat{u}_1, \ldots, \hat{u}_{i-1}$ which by (A.9) determines the sequence $e_0, \ldots, e_{i-1}$. Using (A.10), we can then determine the sequence $g_i$. The new iterate $u_{i+1}$ is then given according to (A.7).

The proof of the theorem is done by systematically estimating the error terms, using its underlying assumptions and the properties of the smoothing operators; see [43] or [52] for a short presentation.
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