ABSTRACT

Network quantization is one of network compression techniques employed to reduce the redundancy of deep neural networks. It compresses the size of the storage for a large number of network parameters in a neural network by quantizing them and encoding the quantized values into binary codewords of smaller sizes. In this paper, we aim to design network quantization schemes that minimize the expected loss due to quantization while maximizing the compression ratio. To this end, we analyze the quantitative relation of quantization errors to the loss function of a neural network and identify that the Hessian-weighted distortion measure is locally the right objective function that we need to optimize for minimizing the loss due to quantization. As a result, Hessian-weighted k-means clustering is proposed for clustering network parameters to quantize when fixed-length binary encoding follows. Hessian-weighting properly handles the different impact of quantization errors not only within layers but also across layers and thus it can be employed for quantizing all layers of a network together at once; it is beneficial since one can avoid layer-by-layer compression rate optimization. When optimal variable-length binary codes, e.g., Huffman codes, are employed for further compression of quantized values after clustering, we derive that the network quantization problem can be related to the entropy-constrained scalar quantization (ECSQ) problem in information theory and consequently propose two solutions of ECSQ for network quantization, i.e., uniform quantization and an iterative algorithm similar to Lloyd’s algorithm for k-means clustering. Finally, using the simple uniform quantization followed by Huffman coding, our experiment results show that the compression ratios of 51.25, 22.17 and 40.65 are achievable (i.e., the sizes of the compressed models are 1.95%, 4.51% and 2.46% of the original model sizes) for LeNet, ResNet and AlexNet, respectively, at no or marginal performance loss.

1 INTRODUCTION

Deep neural networks have emerged to be the state-of-the-art in the field of machine learning for image classification, object detection, speech recognition, natural language processing, and machine translation (LeCun et al., 2015). The substantial progress of neural networks however comes with additional cost of computations and resources resulting from an increasing number of parameters. For example, Krizhevsky et al. (2012) came up with a deep convolutional neural network consisting of 61 million parameters and won the ImageNet competition in 2012. It is followed by deeper neural networks with even larger numbers of parameters, e.g., Simonyan & Zisserman (2014).

The large sizes of deep neural networks make it difficult to deploy them on resource-limited devices, e.g., mobile or embedded devices. However, it has been shown that deep neural networks typically include many redundant parameters (Denil et al., 2013) and it is of great interest in recent years to reduce the redundancy of deep neural networks.

The whole procedure to reduce the redundancy of a neural network is called as network compression. The benefit of compression is twofold: computational cost reduction and hardware resource saving. In this paper, our interest is mainly on the size reduction of the storage (memory) for a large number of network parameters (weights and biases). In particular, we focus on the network size compression by quantizing network parameters. The most related work to our investigation can be found in Gong et al. (2014); Han et al. (2015a), where a conventional quantization method
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Figure 1: Network compression pipeline consisting of pruning, quantization and fine-tuning.

using k-means clustering followed by binary encoding is employed for network quantization. In this paper, we identify the suboptimality of this conventional method and aim to newly design quantization schemes that maximize compression while minimizing the loss due to quantization for neural networks.

Network pruning (Mozer & Smolensky, 1989; LeCun et al., 1989; Hassibi & Stork, 1993; Han et al., 2015b) and low-precision fixed- or floating-point implementation of neural networks (Vanhoucke et al., 2011; Hwang & Sung, 2014; Courbariaux et al., 2014; Anwar et al., 2015; Gupta et al., 2015; Lin et al., 2015a) have been also investigated for network compression. Some extremes of low-precision neural networks consisting of binary or ternary parameters were presented in Courbariaux et al. (2015); Lin et al. (2015b); Rastegari et al. (2016). Low-rank approximation was also heavily studied mainly for speeding up computation (Sainath et al., 2013; Xue et al., 2013; Jaderberg et al., 2014; Lebedev et al., 2014; Yang et al., 2015; Kim et al., 2015; Tai et al., 2015). We note that these are different types of network compression techniques, which can be employed on top of each other.

A network compression framework consisting of network pruning, network quantization and fine-tuning is presented in Han et al. (2015a). Network pruning is employed to remove some of network parameters completely from a neural network by setting their values to be always zero. For a pruned network, one only needs to keep unpruned network parameters and their respective locations (indexes) in the original model. After network pruning, unpruned network parameters are fine-tuned to recover the loss due to pruning. The values for pruned parameters remain to be zero during this fine-tuning stage. Then, network quantization follows. Network quantization reduces the number of bits needed for representing (unpruned) network parameters by quantizing them and encoding their quantized values into binary codewords with smaller bit sizes. The quantized values can be retrieved from the binary codewords stored instead of actual values by using a lookup table of a small size. Finally, the quantized values in the lookup table can be further fine-tuned to reduce the loss due to quantization. We note that the fine-tuning stages are optional but it is preferred to have them in order to recover the loss due to compression after aggressive pruning and/or quantization.

For network quantization, we consider a neural network that is already trained, pruned if employed and fine-tuned before quantization. If no network pruning is employed, all parameters in a network are subject to quantization. For pruned networks, our focus is on quantization of unpruned parameters. We note that pruning and quantization methods can be designed jointly but it makes the problem more complicated. In particular, if fine-tuning of unpruned network parameters is assumed to be employed after aggressive pruning, it is difficult to predict and to consider the impact of fine-tuning in network quantization since unpruned parameters can change substantially from their original values after fine-tuning due to the fact that a large number of pruned parameters are fixed to be zero. Hence, in this paper, we treat them as two separable procedures for network compression and focus on network quantization.

In Gong et al. (2014); Han et al. (2015a), it is proposed to utilize the conventional k-means clustering method for quantizing network parameters. However, we identify that this conventional method has the following two issues when it is used for network quantization. First, k-means clustering treats all network parameters with equal importance in quantization while their quantization impact on the performance loss can be different. Second, k-means clustering does not consider the impact of the binary encoding scheme, followed after clustering for lossless compression of quantized values, on the compression ratio although it matters in particular when variable-length binary encoding is used, where the compression ratio depends not only on the number of clusters but also on the sizes of clusters and the lengths of the binary codewords assigned for them.
In order to address the issues that the conventional k-means clustering method cannot handle properly, this paper proposes (1) utilizing the second-order partial derivatives, i.e., the diagonal of Hessian matrix, of the loss function with respect to network parameters as a measure of the importance of network parameters and (2) solving the network quantization problem under a constraint of the actual compression ratio resulted in by the specific binary encoding scheme employed. The main contribution of the paper can be summarized as follows:

- It is derived that the performance loss due to network quantization can be minimized locally by minimizing the Hessian-weighted distortion due to quantization. Furthermore, from this result, Hessian-weighted k-means clustering is proposed for network quantization when fixed-length binary encoding is employed.

- It is identified that the optimization problem for network quantization under a constraint on the compression ratio can be reduced to an entropy-constrained scalar quantization (ECSQ) problem when entropy coding (i.e., optimal variable-length coding whose average codeword length for a given source approaches to the entropy of the source) is employed. Two efficient heuristic solutions for ECSQ are proposed for network quantization, i.e., (a) uniform quantization and (b) an iterative algorithm similar to Lloyd’s algorithm.

- As an alternative of Hessian, it is proposed to utilize some function (e.g., square root) of the second moments of gradients when the Adam (Kingma & Ba, 2014) stochastic gradient decent (SGD) optimizer is employed. Similar metrics can be obtained for other SGD optimizers, e.g., AdaGrad (Duchi et al., 2011), Adadelta (Zeiler, 2012), and RMSProp (Tieleman & Hinton, 2012). The advantage of using these metrics instead of Hessian is that they are computed while training and can be obtained at the end of training at no additional cost.

- It is shown how the proposed network quantization schemes can be applied for quantizing network parameters of all layers together at once, rather than layer-by-layer network quantization in Gong et al. (2014); Han et al. (2015a). This follows from our investigation that Hessian-weighting can handle the different impact of quantization errors properly not only within layers but also across layers.

The rest of the paper is organized as follows. Section 2 describes a general neural network model. In Section 3 we define the network quantization problem and review the conventional method using k-means clustering. Section 4 discusses network quantization using Hessian-weight. Our entropy-constrained network quantization schemes follow in Section 5. Experiment results and conclusion can be found in Section 6 and Section 7, respectively.

2 NETWORK MODEL

We consider a general non-linear neural network that yields output $y$ from input $x$ according to

$$y = f(x; w),$$

where the function $f$ is determined by the structure of the neural network while $w = [w_1, \ldots, w_N]^T$ is the vector consisting of all trainable network parameters in the network; $N$ is the total number of trainable parameters in the network.

A loss function $\text{loss}(y, \hat{y})$ is defined as the objective function that we aim to minimize in average by training:

$$\text{loss}(y, \hat{y}) = \text{loss}(f(x; w), \hat{y}(x)).$$

Observe that $y = f(x; w)$ is the predicted output from the network for input $x$ and $\hat{y} = \hat{y}(x)$ is the expected (ground-truth) output for input $x$. Cross entropy or mean square error are typical examples of a loss function. We define the average loss function for any input data set $X$ as follows:

$$L(X; w) = \frac{1}{|X|} \sum_{x \in X} \text{loss}(f(x; w), \hat{y}(x)).$$

Given a training data set $X_{\text{train}}$, we optimize network parameters by solving the following problem, e.g., approximately by using stochastic gradient decent with mini-batches:

$$\hat{w} = \arg\min_w L(X_{\text{train}}; w) = \arg\min_w \sum_{x \in X_{\text{train}}} \text{loss}(f(x; w), \hat{y}(x)).$$
Figure 2: An example of network quantization and decompression.

3 NETWORK QUANTIZATION

The goal of network quantization is to quantize (unpruned) network parameters in order to reduce the size of the storage for them while minimizing the performance degradation due to quantization. Figure 2(a) illustrates an example of network quantization. For network quantization, network parameters are grouped into clusters. Parameters in the same cluster share their quantized value, which is the representative value (i.e., cluster center) of the cluster they belong to. After clustering, lossless binary encoding follows to encode quantized parameters into binary codewords to store instead of actual parameter values. Either fixed-length binary encoding or variable-length binary encoding, e.g., Huffman coding, can be employed to this end. Note that one also needs to keep a lookup table for decoding quantized values from their binary encoded codewords as shown in Figure 2(b).

3.1 COMPRESSION RATIO

Before quantization, each network parameter is assumed to be of \( b \) bits, implying that we need \( Nb \) bits for all \( N \) network parameters. Suppose that we partition the network parameters into \( k \) clusters. For \( 1 \leq i \leq k \), let \( C_i \) be the set of network parameters in cluster \( i \) and let \( b_i \) be the number of bits of the codeword assigned for the network parameters in cluster \( i \). Then, we need \( \sum_{i=1}^{k} |C_i| b_i \) bits in total for network parameters after quantization instead of \( Nb \) bits. For a lookup table that stores \( k \) binary codewords (\( b_i \) bits for \( 1 \leq i \leq k \)) and corresponding quantized values (\( b \) bits for each), we additionally need \( \sum_{i=1}^{k} b_i + kb \) bits. The compression ratio is then given by

\[
\text{Compression ratio} = \frac{Nb}{\sum_{i=1}^{k} (|C_i| + 1)b_i + kb}.
\] (1)

Observe in (1) that the compression ratio depends not only on the number of clusters but also on the sizes of the clusters and the lengths of the binary codewords assigned for them, in particular, when a
variable-length code is used for encoding quantized values. However, for fixed-length codes, where all codewords are of the same length, i.e., $b_i = \lceil \log_2 k \rceil$ for all $1 \leq i \leq k$, it reduces to

$$\text{Compression ratio} = \frac{N b}{N \lceil \log_2 k \rceil + k b},$$

which is only a function of the number of clusters, i.e., $k$, assuming that $N$ and $b$ are given; here, we note that it is not necessary to store $k$ binary codewords in a lookup table for fixed-length codes since they can be implicitly known, e.g., if quantized values are encoded into binary numbers ranging from $0$ to $k - 1$ in increasing order and are stored in a lookup table in the same order.

3.2 K-MEANS CLUSTERING

Provided network parameters $\{w_i\}_{i=1}^N$ to quantize, k-means clustering partitions them into $k$ disjoint sets (clusters), denoted by $C_1, C_2, \ldots, C_k$, while minimizing the following distortion measure:

$$\arg\min_{c_1, c_2, \ldots, c_k} \sum_{i=1}^{k} \sum_{w \in C_i} |w - c_i|^2,$$

where $c_i$ is the mean of network parameters in $C_i$, i.e.,

$$c_i = \frac{1}{|C_i|} \sum_{w \in C_i} w.$$

After k-means clustering, network parameters in cluster $i$ are quantized to the same value, i.e., their cluster center $c_i$. The k-means clustering problem is known to be NP-hard but there are efficient heuristic algorithms that can be employed in practice to find a local optimum. The most well-known heuristic algorithm is Lloyd’s algorithm (Lloyd, 1982).

The distortion measure in (3) is the same as the mean square quantization error (MSQE) when normalized, implying that k-means clustering minimizes the MSQE for network quantization. However, we observe two issues with employing k-means clustering for network quantization.

- First, although k-means clustering minimizes the MSQE, it does not imply that k-means clustering minimizes the performance loss due to quantization as well in neural networks. K-means clustering treats quantization errors from all network parameters with equal importance. However, quantization errors from some network parameters may impact significantly on the performance while quantization errors from some other network parameters may not be important and the impact on the performance could be negligible. Therefore, for minimizing the loss due to quantization in neural networks, one needs to take this dissimilarity into account in designing clustering algorithms.

- Second, k-means clustering does not consider the impact of the binary encoding scheme on the compression ratio. Note that k-means clustering minimizes the MSQE for a given number of clusters, i.e., for $k$ clusters. Assuming that a fixed-length binary code is employed, the constraint on the number of clusters can be replaced with an equivalent constraint on the compression ratio, since the compression ratio is a function of the number of clusters only in this case. However, if variable-length binary coding is assumed, then the compression ratio depends not only on the number of clusters but also on the sizes of the clusters and assigned codeword lengths for them, which are determined by the binary code employed. Thus, in this case, one can optimize network quantization further by minimizing the loss due to quantization under a constraint on the actual compression ratio resulted in by the specific binary encoding scheme employed.

In this paper, we propose network quantization schemes that address these two issues that the conventional quantization method using k-means clustering cannot handle properly.

4 NETWORK QUANTIZATION USING HESSIAN-WEIGHT

In this section, we analyze the impact of quantization errors on the loss function of a neural network and derive that Hessian-weight can be used to quantify the importance of network parameters in
quantization. The square matrix consisting of second-order partial derivatives is called as Hessian matrix or Hessian. In LeCun et al. (1989); Hassibi & Stork (1993), Hessian is utilized in selecting network parameters to prune. In this section, we identify that Hessian, in particular, the diagonal of Hessian, can be employed in network quantization as well in order to give different weights to the quantization errors of different network parameters.

4.1 HESSIAN-WEIGHTED QUANTIZATION ERROR

The average loss function $L(\mathbf{x}; \mathbf{w})$ can be expanded by Taylor series with respect to $\mathbf{w}$ as follows:

$$
\delta L(\mathbf{x}; \mathbf{w}) = \mathbf{g}(\mathbf{w})^T \delta \mathbf{w} + \frac{1}{2} \delta \mathbf{w}^T \mathbf{H}(\mathbf{w}) \delta \mathbf{w} + O(\|\delta \mathbf{w}\|^3),
$$

where $\mathbf{w} = [w_1 \ldots w_N]^T$ and

$$
\mathbf{g}(\mathbf{w}) = \frac{\partial L(\mathbf{x}; \mathbf{w})}{\partial \mathbf{w}}, \quad \mathbf{H}(\mathbf{w}) = \frac{\partial^2 L(\mathbf{x}; \mathbf{w})}{\partial \mathbf{w}^2};
$$

the square matrix $\mathbf{H}(\mathbf{w})$ consisting of the second-order partial derivatives is called as Hessian matrix or Hessian. Assume that network parameters have been optimized and the loss function has reached to one of its local minima, at $\mathbf{w} = \bar{\mathbf{w}}$, after training and/or fine-tuning. At local minima, gradients are all zero, i.e., $\mathbf{g}(\bar{\mathbf{w}}) = \mathbf{0}$, and thus the first term in the right-hand side of (4) can be neglected. The third term in right-hand side of (4) is also ignored under the assumption that the average loss function is approximately quadratic at the local minimum $\mathbf{w} = \bar{\mathbf{w}}$. Finally, for simplicity, we approximate the Hessian matrix as a diagonal matrix by setting its off-diagonal terms to be zero. Then, it follows from (4) that

$$
\delta L(\mathbf{x}; \hat{\mathbf{w}}) \approx \frac{1}{2} \sum_{i=1}^{N} h_{ii}(\hat{\mathbf{w}})|\delta \hat{w}_i|^2,
$$

where $h_{ii}(\hat{\mathbf{w}})$ is the second-order partial derivative of the average loss function with respect to $w_i$ evaluated at $\mathbf{w} = \hat{\mathbf{w}}$, which is the $i$-th diagonal element of the Hessian matrix $\mathbf{H}(\hat{\mathbf{w}})$.

Now, we connect (5) with the problem of network quantization by treating $\delta \hat{w}_i$ as the quantization error of network parameter $w_i$ at its local optimum $\hat{w}_i = \hat{\bar{w}}_i$, i.e.,

$$
\delta \hat{w}_i = \hat{\bar{w}}_i - \bar{w}_i,
$$

where $\hat{\bar{w}}_i$ is a quantized value of $\bar{w}_i$. Finally, combining (5) and (6), we derive that the local impact of quantization on the average loss function at $\mathbf{w} = \hat{\mathbf{w}}$ can be quantified approximately as follows:

$$
\delta L(\mathbf{x}; \hat{\mathbf{w}}) \approx \frac{1}{2} \sum_{i=1}^{N} h_{ii}(\hat{\mathbf{w}})|\hat{\bar{w}}_i - \bar{w}_i|^2.
$$

At a local minimum, the diagonal elements of Hessian, i.e., $h_{ii}(\hat{\mathbf{w}})$’s, are all non-negative and thus the summation in (7) is always additive, implying that the average loss function either increases or stays the same.

We note that we do not consider the interactions between retraining and quantization in our formulation. In this paper, we analyze the expected loss due to quantization of all network parameters assuming no further retraining and focus on finding optimal network quantization schemes that minimize the performance loss while maximizing the compression ratio. After quantization, however, in our experiments, we fine-tune the quantized values (cluster centers) so that we can recover the loss due to quantization and improve the performance further.

4.2 HESSIAN-WEIGHTED K-MEANS CLUSTERING

In the previous subsection, we identify the local relation of the Hessian-weighted quantization errors to the average loss function of a neural network. In this subsection, we utilize this relation in (7) to design network quantization schemes that minimize the quantization loss. For notational simplicity, we use $w_i \equiv \hat{\bar{w}}_i$ and $h_{ii} \equiv h_{ii}(\hat{\mathbf{w}})$ from now on. From (7), the optimal clustering that minimizes the Hessian-weighted distortion measure is given by

$$
\arg\min_{\mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_k} \sum_{j=1}^{k} \sum_{w_i \in \mathcal{C}_j} h_{ij} |w_i - c_j|^2,
$$

(8)
where $c_j$ is the Hessian-weighted mean of network parameters in $C_j$, i.e.,

$$c_j = \frac{\sum_{w_i \in C_j} h_{ij} w_i}{\sum_{w_i \in C_j} h_{ij}}.$$ 

We call this as Hessian-weighted k-means clustering. Similar to the conventional k-means clustering, solving this optimization is not easy, but Lloyd’s algorithm is still applicable to find a local optimum for this problem by using Hessian-weighted means as cluster centers instead of non-weighted regular means.

Observe in (8) that we give a larger penalty in the distortion measure of Hessian-weighted k-means clustering when the second-order partial derivative for a network parameter is larger in order to avoid a large deviation from its original value, since the impact on the loss function due to quantization is expected to be larger for that network parameter. Hessian-weighted k-means clustering is locally optimal in minimizing the quantization loss when a fixed-length binary code is employed for encoding quantized values, where the compression ratio solely depends on the number of clusters as shown in Section 3.1.

### 4.3 Hessian Computation

For obtaining Hessian-weights, one needs to evaluate the second-order partial derivative of the average loss function with respect to each of network parameters, i.e., we need to calculate

$$h_{ij}(\hat{w}) = \frac{\partial^2 L(\mathcal{X}; \hat{w})}{\partial \hat{w}_i^2} \bigg|_{\hat{w} = \hat{w}} = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} \frac{\partial^2 \text{loss}(f(x; \hat{w}), \hat{y}(x))}{\partial \hat{w}_i^2} \bigg|_{\hat{w} = \hat{w}}.$$  

(9)

Recall that we are interested in only the diagonal of Hessian. An efficient way of computing the diagonal of Hessian is presented in Le Cun (1987); Becker & LeCun (1988) and it is based on the back propagation method that is similar to the back propagation algorithm used for computing first-order partial derivatives (gradients). That is, computing the diagonal of Hessian is of the same order of complexity as computing gradients. Hessian computation and our network quantization are performed after completing network training and/or fine-tuning. In particular, we note that Hessian can be obtained during the validation stage of a trained model.

For the data set $\mathcal{X}$ that we utilize to compute Hessian in (9), we can either reuse a training data set or use some other data set, e.g., validation data set. We observed from our experiments that even using a small subset of the training or validation data set is sufficient to yield good approximation of Hessian for network quantization.

### 4.4 Alternative of Hessian

Although there is an efficient way to obtain the diagonal of Hessian as discussed in the previous subsection, Hessian-weight computation is not free. In this subsection, we present an alternative metric that can be used instead of Hessian-weight. In particular, we consider neural networks trained with the Adam SGD optimizer (Kingma & Ba, 2014) and propose to use some function (e.g., square root) of the second moment estimates of gradients as an alternative of Hessian.

The Adam algorithm computes individual adaptive learning rates for different network parameters from the estimates of the first and second moments of gradients. The parameter update in the Adam algorithm follows

$$w_i(t) = w_i(t-1) - \alpha \frac{\hat{m}_i(t)}{\sqrt{\hat{v}_i(t)} + \epsilon},$$  

(10)

where $w_i(t)$ is a parameter updated at iteration $t$, $\hat{m}_i(t)$ is the calculated estimate of the momentum (first moment) at iteration $t$, and $\hat{v}_i(t)$ is the calculated estimate of the second moment at iteration $t$. The first and second moments are calculated as a function of gradient $g_i(t)$ at iteration $t$ by $\hat{m}_i(t) = m_i(t)/(1-\beta_1^t)$ and $\hat{v}_i(t) = v_i(t)/(1-\beta_2^t)$, respectively, where $m_i(t) = \beta_1 m_i(t-1) + (1-\beta_1) g_i(t)$ and $v_i(t) = \beta_2 v_i(t-1) + (1-\beta_2) g_i^2(t)$.

We compare the Adam method with Newton’s optimization method using Hessian. Newton’s optimization method is given by

$$w(t) = w(t-1) - H^{-1}(t)g(t),$$  

(11)
where \( w(t) \) is the vector of parameters updated at iteration \( t \), \( H^{-1}(t) \) is the inverse of the Hessian matrix computed at iteration \( t \), and \( g(t) \) is the gradient at iteration \( t \). From (10) and (11), we notice that the denominator \( \sqrt{\hat{v}_i(t) + \epsilon} \) acts like the Hessian \( H(t) \) in (11) while the numerator \( \hat{m}_i(t) \) corresponds to the gradient \( g(t) \). This observation leads us to use some function (e.g., square root) of the second moment estimates of gradients instead of Hessian as an alternative. Further discussion on the relation between the second moments of gradients and second-order derivatives can be found in Appendix A.1.

The advantage of using the second moment estimates from the Adam method is that they are computed while training and we can obtain them at the end of training at no additional cost. This makes Hessian-weighting more feasible for deep neural networks, which have millions of parameters. We note that similar quantities can be found and used for other SGD optimization methods using adaptive learning rates, e.g., AdaGrad (Duchi et al., 2011), Adadelta (Zeiler, 2012) and RMSProp (Tieleman & Hinton, 2012).

4.5 QUANTIZATION OF ALL LAYERS

We propose quantizing the network parameters of all layers in a neural network together at once by taking Hessian-weight into account. Layer-by-layer quantization was examined in the previous work (Gong et al., 2014; Han et al., 2015a). However, e.g., in Han et al. (2015a), a larger number of bits (a larger number of clusters) are assigned for convolutional layers than fully-connected layers, which implies that they heuristically treat convolutional layers more importantly. It follows from the fact that the impact of quantization errors on the performance varies significantly across layers; some layers, e.g., convolutional layers, may be more important than the others. This concern is exactly what we want to address by using Hessian-weight, and so we propose performing quantization all layers together with our quantization schemes using Hessian-weight.

We note that quantization of all layers is proposed under the assumption that all of binary encoded quantized parameters in a network are simply stored in one single array. Under this assumption, if layer-by-layer quantization is employed, then we need to assign some (additional) bits to each binary codeword for layer information (layer index), and it hurts the compression ratio. If we quantize all parameters of a network together, then we can avoid such additional overhead for layer indication when storing binary encoded quantized parameters. Thus, in this case, quantizing all layers together is beneficial and Hessian-weighting can be used to address the different impact of the quantization errors across layers.

For layer-by-layer quantization, it is advantageous to use separate arrays and separate lookup tables for different layers since layer information can be excluded in each of binary codewords for network parameters. Hessian-weighting can still provide gain even in this case for layer-by-layer quantization since it can address the different impact of the quantization errors of network parameters within each layer as well.

Finally, note that recent neural networks are getting deeper, e.g., see Szegedy et al. (2015a,b; He et al., 2015). In such deep neural networks, quantizing network parameters of all layers together is more efficient since optimizing layer-by-layer clustering jointly across all layers requires exponential time complexity with respect to the number of layers.

5 ENTROPY-CONSTRAINED NETWORK QUANTIZATION

In this section, we investigate how to solve the network quantization problem under a constraint on the compression ratio. In designing network quantization schemes, we not only want to minimize the performance loss but also want to maximize the compression ratio. In Section 4, we explore how to quantify and minimize the loss due to quantization. In this section, we investigate how to take the compression ratio into account properly in the optimization of network quantization.

5.1 ENTROPY CODING

After clustering network parameters, lossless data compression with a variable-length binary code can be followed for compressing quantized values by assigning short binary codewords to the most
frequent symbols (i.e., quantized values) and necessarily longer binary codewords to the less frequent symbols. There is a set of optimal codes that achieve the minimum average codeword length for a given source. Entropy is the theoretical limit of the average codeword length per symbol that we can achieve by lossless data compression, proved by Shannon (see, e.g., Cover & Thomas (2012, Section 5.3)). It is known that optimal codes achieve this limit with some overhead less than 1 bit when only integer-length codewords are allowed. So optimal coding is also called as entropy coding. Huffman coding is one of optimal coding schemes commonly used when the distribution of a source is provided (see, e.g., Cover & Thomas (2012, Section 5.6)).

5.2 Entropy-constrained scalar quantization (ECSQ)

Considering the impact of variable-length binary encoding employed for lossless data compression of quantized network parameters, we need to solve the optimization problem in (3) or the problem with Hessian-weight in (8) under a constraint on the compression ratio given by

\[
\text{Compression ratio} = \frac{b}{\bar{b} + (\sum_{i=1}^{k} b_i + kb)/N} > C, \tag{12}
\]

which follows from (1), where \( \bar{b} \) is the average codeword length, i.e.,

\[
\bar{b} = \frac{1}{N} \sum_{i=1}^{k} \mid C_i \mid b_i.
\]

Solving this optimization with a constraint on the compression ratio for any arbitrary variable-length binary code is too complex in general since the average codeword length can be arbitrary depending on the clustering output. However, we identify that it can be simplified if optimal codes, e.g., Huffman codes, are assumed to be employed after clustering. In particular, since optimal coding closely achieves the lower limit of the average codeword length of a source, i.e., entropy, we approximately have

\[
\bar{b} \approx H = -\sum_{i=1}^{k} p_i \log_2 p_i, \tag{13}
\]

where \( H \) is the entropy of quantized network parameters after clustering (i.e., source), given that \( p_i = \mid C_i \mid /N \) is the ratio of the number of network parameters in cluster \( C_i \) to the number of all network parameters (i.e., source distribution). Furthermore, assuming that \( N \gg k \), we have

\[
\frac{1}{N} \left( \sum_{i=1}^{k} b_i + kb \right) \approx 0, \tag{14}
\]

in (12). From (13) and (14), the constraint in (12) can be altered to an entropy constraint given by

\[
H = -\sum_{i=1}^{k} p_i \log_2 p_i < R.
\]

where \( R \approx b/C \). In summary, assuming that optimal coding is employed after clustering, one can approximately replace a constraint on the compression ratio with a constraint on the entropy of the clustering output. Then, the network quantization problem is translated into a quantization problem with an entropy constraint, which is called as entropy-constrained scalar quantization (ECSQ) in information theory. Two efficient heuristic solutions for ECSQ are proposed for network quantization in the following subsections, i.e., uniform quantization and an iterative algorithm similar to Lloyd’s algorithm for k-means clustering.

5.3 Uniform quantization

It is shown in Gish & Pierce (1968) that the uniform quantizer is the optimal high-resolution entropy-constrained scalar quantizer regardless of the source distribution for the mean square error criterion, implying that it is asymptotically optimal in minimizing the mean square quantization error for any random source with a reasonably smooth density function as the resolution becomes infinite, i.e., the number of clusters \( k \to \infty \). This asymptotic result leads us to come up with a very simple network quantization scheme as follows:
1. We first set uniformly spaced thresholds and divide network parameters into clusters.
2. After determining clusters, their quantized values (cluster centers) are obtained by taking the mean of network parameters in each cluster.
3. Then, optimal binary coding, e.g., Huffman coding, follows to encode quantized values into variable-length binary codewords.

Note that one can use Hessian-weighted mean instead of non-weighted mean in computing cluster centers in the second step above in order to take the benefit of Hessian-weight. A performance comparison of uniform quantization with non-weighted mean and uniform quantization with Hessian-weighted mean can be found in Appendix A.3. Another thing to note here is that some clusters could be empty after uniform quantization since the source is discrete in our case. Although uniform quantization is known to be asymptotically optimal for continuous random sources, we observed from our experiments that it still yields good performance when employed for network quantization where the source is discrete and the resolution is finite.

5.4 Iterative Algorithm to Solve ECSQ

Another scheme proposed to solve the ECSQ problem for network quantization is an iterative algorithm, which is similar to Lloyd’s algorithm for k-means clustering. Although this iterative algorithm is more complicated than uniform quantization in Section 5.3, it finds a local optimum for a given discrete source. The iterative algorithm for solving a general ECSQ problem is provided in Chou et al. (1989) and it follows from the method of Lagrangian multipliers (Boyd & Vandenberghe, 2004, Section 5.1). In order to employ the same technique for our network quantization problem, we first define a Lagrangian cost function given by

$$ J_\lambda(C_1, C_2, \ldots, C_k) = D + \lambda H, $$

where

$$ D = \frac{1}{N} \sum_{j=1}^{k} \sum_{w_i \in C_j} h_{ii} |w_i - c_j|^2, \quad H = -\sum_{j=1}^{k} p_j \log_2 p_j. $$

Note that the distortion measure $D$ in (16) is normalized so that the Lagrangian cost function in (15) can be represented by the average of individual Lagrangian costs, denoted by $d_\lambda(i, j)$, for network parameters as follows:

$$ J_\lambda(C_1, C_2, \ldots, C_k) = \frac{1}{N} \sum_{j=1}^{k} \sum_{w_i \in C_j} (h_{ii} |w_i - c_j|^2 - \lambda \log_2 p_j), $$

which stems from

$$ H = -\sum_{j=1}^{k} p_j \log_2 p_j = -\frac{1}{N} \sum_{j=1}^{k} |C_j| \log_2 p_j = -\frac{1}{N} \sum_{j=1}^{k} \sum_{w_i \in C_j} \log_2 p_j. $$

The network quantization problem is now reduced to find $k$ partitions (clusters) $C_1, C_2, \ldots, C_k$ that minimize the Lagrangian cost function as follows:

$$ \arg\min_{C_1, C_2, \ldots, C_k} J_\lambda(C_1, C_2, \ldots, C_k). $$

In this optimization problem, note that we have two optional parameters to choose, i.e., the Lagrangian multiplier $\lambda$ and the number of (initial) clusters $k$.

- The Lagrangian multiplier $\lambda$ controls the entropy constraint and solving this optimization with different values of $\lambda$ results in the optimal quantization under different entropy constraints. For example, using a larger value of $\lambda$ in optimization, we effectively give more penalty for entropy $H$, and consequently it leads us to minimize the distortion under a smaller entropy constraint. Recall that the entropy constraint is related to the compression ratio while the distortion determines the performance loss. Hence, solving this optimization problem for different values of $\lambda$, we can obtain a trade-off curve between compression ratio and performance, which shows the optimal compression ratio for a given performance limit or the performance achievable for a given compression ratio.
Algorithm 1 Iterative solution for entropy-constrained network quantization

 Initialization: $n \leftarrow 0$

 Initialization of $k$ cluster centers: $c^{(0)}_1, c^{(0)}_2, \ldots, c^{(0)}_k$

 Initial assignment of each network parameters to its closest cluster: $C^{(0)}_1, C^{(0)}_2, \ldots, C^{(0)}_k$

 Compute initial distribution of network parameters over $k$ clusters: $p^{(0)}_1, p^{(0)}_2, \ldots, p^{(0)}_k$

 repeat

 Assignment: 

 for all clusters $j = 1 \rightarrow k$ do 

 $C^{(n+1)}_j \leftarrow \emptyset$

 end for

 for all network parameters $i = 1 \rightarrow N$ do

 Assign $w_i$ to the cluster $j$ that minimizes the following individual Lagrangian cost:

 $C^{(n+1)}_j \leftarrow C^{(n+1)}_j \cup \{w_i\}$ for $l = \arg\min_j \left\{ h_{ii} | w_i - c^{(n)}_j |^2 - \lambda \log_2 p^{(n)}_j \right\}$

 end for

 Update: 

 for all clusters $j = 1 \rightarrow k$ do

 Update the cluster center and the distribution for cluster $j$:

 $c^{(n+1)}_j \leftarrow \frac{\sum_{w_i \in C^{(n+1)}_j} h_{ii} w_i}{\sum_{w_i \in C^{(n+1)}_j} h_{ii}}$ and $p^{(n+1)}_j \leftarrow \frac{|C^{(n+1)}_j|}{N}$

 end for

 $n \leftarrow n + 1$

 until Lagrangian cost function $J_\lambda$ decreases less than some threshold

- The number of clusters $k$ in the definition of the problem (18) is not equal to the number of remaining clusters after optimization since some clusters may end up to be empty due to the entropy constraint. We note that as long as $k$ is big enough, the optimization output is not impacted much by $k$ since solving this problem with an entropy constraint automatically optimizes the number of non-empty clusters as well.

In practice, we choose one value for $k$ that is big enough and solve the optimization for different values of $\lambda$, which will provide a curve that shows the maximum performance achievable for different compression ratios. From this curve, we can choose the point that satisfies our target performance and/or compression ratio.

Given $\lambda$ and $k$, a heuristic iterative algorithm to solve this ECSQ problem for network quantization is presented in Algorithm 1. Note that it is similar to Lloyd’s algorithm for k-means clustering; the only major difference is how to partition network parameters at the assignment step. In Lloyd’s algorithm, the Euclidean distance (quantization error) is minimized. For ECSQ, the individual Lagrangian cost function, i.e., $d_\lambda(i, j)$ in (17), is minimized instead, which includes both quantization error and expected codeword length after optimal encoding. We use Hessian-weighted quantization errors as shown in (16) in defining the cost function (15). However, one can utilize ordinary quantization errors without Hessian-weights if Hessian-weights are not available or if one does not want to use them. More description for Algorithm 1 can be found in Appendix A.2.

6 Experiments

This section presents our experiment results of the proposed network quantization schemes in three exemplary convolutional neural networks: (a) LeNet (LeCun et al., 1998) for the MNIST data set, (b) ResNet (He et al., 2015) for the CIFAR-10 data set, and (c) AlexNet (Krizhevsky et al., 2012) for the ImageNet data set. Our experiments can be summarized as follows:
• We employ the proposed network quantization methods to quantize all of network parameters in a network together at once, as discussed in [4.5]. In particular, we include 32-layer ResNet [He et al., 2015] in our experiments in order to see the gain of our methods using Hessian-weight for very deep convolutional neural networks.

• We evaluate the performance of the proposed network quantization methods in the cases with and without network pruning. In the case with network pruning, we choose network parameters to prune by thresholding their absolute values. After pruning, unpruned network parameters are fine-tuned so that the original accuracy is recovered. For a pruned model, we not only need to store the values of unpruned network parameters but also need to store their respective indexes (locations) in the original model. For the index information, we compute index differences between unpruned network parameters in the original model and further compress them by Huffman coding as in Han et al. (2015).

• We experiment our network quantization methods with fixed-length coding as well as with Huffman coding. It is straightforward that Huffman coding yields more compression than fixed-length coding since Huffman coding is optimal for a given source distribution. However, we evaluate both scenarios since fixed-length coding could be advantageous in practice due to its simplicity in some applications or for some devices.

• We also compare the quantization results before and after fine-tuning of quantized values (cluster centers) in order to show the impact of fine-tuning after quantization.

• Finally, we evaluate the performance of our network quantization schemes using Hessian-weight when its alternative is used instead, as discussed in Section 4.4. To this end, we retrain the considered neural networks with the Adam SGD optimizer and obtain the second moment estimates of gradients at the end of training. Then, we use the square roots of the second moment estimates instead of Hessian-weights and evaluate the performance.

6.1 EXPERIMENT MODELS

First, we evaluate our network quantization schemes for the MNIST data set with a simplified version of LeNet5 [LeCun et al., 1998], consisting of two convolutional layers and two fully-connected layers followed by a softmax layer. It has total 431,080 parameters and achieves 99.25% accuracy. For a pruned model, we keep only 8.55% (36,860 parameters) of the original network parameters and prune the rest. For Hessian computation, 50,000 samples of the training set are reused. We also evaluate the performance when Hessian is computed with only 1,000 training images.

Second, we experiment our network quantization schemes for the CIFAR-10 data set [Krizhevsky, 2009] with a pre-trained 32-layer ResNet [He et al., 2015]. The 32-layer ResNet consists of 464,154 parameters in total and achieves 92.58% accuracy. For a pruned model, we keep only 20% (92,830 parameters) of the original network parameters and prune the rest. Similar to LeNet5, for Hessian computation, we reuse 50,000 training images and also evaluate the performance when Hessian is computed with only 1,000 training images.

Third, we evaluate our network quantization schemes for the ImageNet ILSVRC-2012 data set [Russakovsky et al., 2015] with AlexNet [Krizhevsky et al., 2012]. The AlexNet consists of five convolutional layers and three fully-connected layers followed by a softmax layer, and the total number of parameters is 61 million. We obtain a pre-trained AlexNet Caffe model, which achieves a top-1 accuracy of 57.16%. For a pruned model, we prune 88.86% parameters and fine-tune the unpruned 6.8 million parameters. In fine-tuning, the Adam SGD optimizer is used in order to avoid the computation of Hessian by utilizing its alternative (see Section 4.4). However, we note that the pruned model does not recover the original accuracy after fine-tuning with the Adam method; the top-1 accuracy recovered after pruning is 56.00%.

6.2 EXPERIMENT RESULTS

We present the quantization results for unpruned models first. In Figure 3, the accuracy of LeNet5 is plotted against the average codeword length per network parameter after quantization. When fixed-length coding is employed, the proposed Hessian-weighted k-means clustering method performs the best, as expected. Observe that Hessian-weighted k-means clustering provides better accuracy than others even after fine-tuning. On the other hand, when Huffman coding is employed, uniform
quantization and the iterative algorithm for ECSQ outperform Hessian-weighted k-means clustering and k-means clustering. However, those two ECSQ solutions underperform Hessian-weighted k-means clustering and even k-means clustering when fixed-length coding is employed since they are optimized for optimal variable-length coding.

Similar results can be observed in Figure 4 for 32-layer ResNet. The performance differences among different quantization schemes are more significant in this figure for ResNet, which is a very deep convolutional neural network. Recall that we employ our network quantization schemes in order to quantize network parameters in all layers together and evaluate the performance. The impact of quantization errors across layers could vary more substantially than within layers. Thus, our Hessian-weighted k-means clustering method can have more benefit for deeper neural networks, as presented in Figure 4. Two ECSQ solutions still show better performance than the other algorithms based on k-means clustering when Huffman coding is employed. Moreover, we can now observe the performance difference between uniform quantization and the iterative algorithm for ECSQ. Both methods are heuristic, and so it is difficult to say which one is expected to be better. However, the iterative algorithm can outperform uniform quantization as shown in Figure 4 since it converges to a local optimum for a discrete source, which matches with the situation that we have in network quantization, while uniform quantization is asymptotically optimal as \( k \to \infty \) for continuous sources.

Figure 5 shows the performance of Hessian-weighted k-means clustering when Hessian is computed with a small number of samples (1,000 samples). Observe that even using a small number of samples in computing Hessian yields almost the same performance. Furthermore, we show the performance of Hessian-weighted k-means clustering when an alternative of Hessian is used instead of Hessian as explained in Section 4.4. In particular, the square roots of the second moments of gradients are used instead of Hessian-weight, and using this alternative provides similar performance to using Hessian.

Now we present the performance evaluation results of our network quantization schemes for pruned models. The general trend of the quantization results for pruned models is similar to the one for unpruned models. Thus, for pruned models, we summarize the maximum compression ratios that we can achieve at no or marginal performance loss for different network quantization methods in
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Figure 4: Accuracy versus average codeword length per network parameter after network quantization for 32-layer ResNet.

Figure 5: Accuracy versus average codeword length per network parameter after network quantization with Huffman coding and fine-tuning for LeNet5 and 32-layer ResNet when Hessian is computed with 50,000 or 1,000 samples and when the square roots of second moments of gradients are used instead of Hessian as an alternative.

Table 1: the original network parameters are 32-bit float numbers. Using the simple uniform quantization followed by Huffman encoding, we achieve the compression ratios of 51.25, 22.17 and 40.65 (i.e., the sizes of the compressed models are 1.95%, 4.51% and 2.46% of the original model sizes) for LeNet, ResNet and AlexNet, respectively, at no or marginal performance loss; note that the loss in the compressed AlexNet is mainly due to pruning. The iterative algorithm for ECSQ provides slightly worse results than uniform quantization although they are shown to perform similarly for unpruned models as shown in Figure 3 and Figure 4. Hessian-weighted k-means clustering still outperforms k-means clustering, but both are not as effective as uniform quantization when Huffman coding follows.
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Table 1: Summary of network quantization results with Huffman coding for pruned models. Extra information can be found in Appendix [A.3]

|                | LeNet5                     | Accuracy % | Compression ratio |
|----------------|----------------------------|------------|-------------------|
| Original model | 99.25                      | 100        | -                 |
| Pruned model   | 99.27                      | 10.13      |                   |
| Pruning + Quantization all layers + Huffman coding | k-means | 99.27 | 44.58 |
|                | Hessian-weighted k-means   | 99.27      | 47.16             |
|                | Uniform quantization       | 99.28      | 51.25             |
|                | Iterative ECSQ             | 99.27      | 49.01             |
| Deep compression (Han et al., 2015a) | 99.26 | 39.00 | |

|                | ResNet                     | Accuracy % | Compression ratio |
|----------------|----------------------------|------------|-------------------|
| Original model | 92.58                      | 100        | -                 |
| Pruned model   | 92.58                      | 4.52       |                   |
| Pruning + Quantization all layers + Huffman coding | k-means | 92.64 | 18.25 |
|                | Hessian-weighted k-means   | 92.67      | 20.51             |
|                | Uniform quantization       | 92.68      | 22.17             |
|                | Iterative ECSQ             | 92.73      | 21.01             |
| Deep compression (Han et al., 2015a) | 92.67 | 20.51 | |

|                | AlexNet                    | Accuracy % | Compression ratio |
|----------------|----------------------------|------------|-------------------|
| Original model | 57.16                      | 100        | -                 |
| Pruned model   | 56.00                      | 7.91       |                   |
| Pruning + Quantization all layers + Huffman coding | k-means | 56.12 | 30.53 |
|                | Hessian-weighted k-means   | 56.04      | 33.71             |
|                | Uniform quantization       | 56.20      | 40.65             |
| Deep compression (Han et al., 2015a) | 57.22 | 35.00 | |

Finally, we note that layer-by-layer quantization was evaluated in Han et al. (2015a) under the assumption that the layer information (layer index) is not needed to be encoded as additional bits for each network parameter (e.g., by using separate arrays for different layers), which is different from our assumption in this paper that all of binary encoded quantized parameters in a network are simply stored in one array (see Section [4.5]).

7 CONCLUSION

This paper investigates the quantization problem of network parameters in deep neural networks. Network quantization compresses the size of the storage for a large number of network parameters by quantizing them and encoding the quantized values into binary codewords of smaller bit sizes. We identify the suboptimality of the conventional method using k-means clustering and newly design network quantization schemes so that they can maximize the compression ratio while minimizing the loss due to quantization errors. In particular, we analytically show that Hessian-weight can be employed as a measure of the importance of network parameters and propose to minimize Hessian-weighted quantization errors in average for clustering network parameters to quantize. Hessian-weighting is beneficial in quantizing all of the network parameters together at once since it can handle the different impact of quantization errors properly not only within layers but also across layers; thus, using Hessian-weighting, we can avoid layer-by-layer compression rate optimization. Furthermore, we make connection from the network quantization problem to the entropy-constrained data compression problem in information theory and push the compression ratio to the limit that information theory provides. Two efficient heuristic solutions to this end are proposed: uniform quantization and an iterative solution for ECSQ. Uniform quantization is shown to be not only simple but also effective for network quantization when entropy coding, e.g., Huffman coding, follows. From our experiments on exemplary convolutional neural networks, we show that the proposed network quantization schemes provide considerable gain over the conventional method using k-means clustering. In particular, using the simple uniform quantization followed by Huffman coding, we achieve the compression ratios of 51.25, 22.17 and 40.65 for LeNet, ResNet and AlexNet, respectively, at no or marginal performance loss.
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A Appendix

A.1 Further Discussion on the Alternative of Hessian

The relation between the second moments of gradients and second-order derivatives can be derived from the following. As SGD optimization converges to one of local minima, the step size decreases and consequently the second-order derivative \( h_i(t) \) at iteration \( t \) can be obtained approximately from

\[
h_i(t) \approx \frac{g_i(t) - g_i(t - 1)}{\theta_i(t) - \theta_i(t - 1)}.
\]

(19)

Due to the stochastic nature of SGD, it is likely to swing around a local minimum, i.e., it repeats converging to or diverging from a local minimum. Then, using the fact that the gradient at a local minimum is zero, (19) reduces to

\[
|h_i(t)| \approx \left| \frac{g_i(t - 1)}{\theta_i(t) - \theta_i(t - 1)} \right| \quad \text{or} \quad |h_i(t)| \approx \left| \frac{g_i(t)}{\theta_i(t) - \theta_i(t - 1)} \right|.
\]

(20)

Now assume that effective step sizes selected by the Adam optimizer for different network parameters converge to small but similar values at a local minimum, i.e.,

\[
|\theta_i(t) - \theta_i(t - 1)| \approx \delta,
\]

(21)

for all \( i \), which is actually what the Adam method aims to achieve by its adaptive learning rates. Combining (20) and (21) yields

\[
|h_i(t)| \approx \frac{|g_i(t - 1)|}{\delta} \quad \text{or} \quad |h_i(t)| \approx \frac{|g_i(t)|}{\delta} = \frac{1}{\delta} \sqrt{g_i^2(t - 1)}
\]

respectively, which shows the approximate relation of the square root of the second moment of a gradient and the corresponding second-order derivative at a local minimum.

A.2 Further Discussion on Algorithm

In Algorithm we first initialize \( k \) cluster centers and partition network parameters into \( k \) clusters. The initial distribution of network parameters over \( k \) clusters are also computed. In the assignment step, we compute individual Lagrangian costs for each network parameter and find the cluster that minimizes the Lagrangian cost for each network parameter. The Lagrangian cost takes into account not only the (Hessian-weighted) quantization error but also the expected codeword length after optimal coding. In particular, we allow a non-integer codeword length and use \( \log_2 p_i^{(n)} \) as the expected codeword length after optimal coding for network parameter \( w_i \). This makes the average codeword length becomes the exact entropy but it can cause some loss when the binary code actually employed consists of integer-length codewords, e.g., Huffman codes. Moreover, note that once a cluster becomes empty, i.e., \( p_i^{(n)} = 0 \), then the individual cost function for the empty cluster becomes infinite and thus it remains to be empty until the end of iterations, implying that some clusters are excluded from iterative clustering once they become empty. Next we update the cluster center of each cluster to be the mean or Hessian-weighted mean of network parameters in the cluster. We also update the distribution of network parameters for \( k \) clusters. The assignment and update steps are iteratively performed until the Lagrangian cost function does not decrease more than a predetermined threshold.

A.3 Further Experiment Results for Uniform Quantization

We compare uniform quantization with non-weighted mean and uniform quantization with Hessian-weighted mean in Figure which shows that uniform quantization with Hessign-weighted mean slightly outperforms uniform quantization with non-weighted mean. After fine-tuning quantized values (cluster centers), the performance difference between uniform quantization with non-weighted mean and uniform quantization with Hessian-weighted mean becomes more marginal as shown in Figure which is due to the fact that cluster centers are finely-tuned and likely converge to the same local optimum.
Figure 6: Accuracy versus average codeword length per network parameter after network quantization with Huffman coding and fine-tuning for 32-layer ResNet when uniform quantization with non-weighted mean and uniform quantization with Hessian-weighted mean are used.

Table 2: Extra information of network quantization results with Huffman coding for pruned models.

|        | # clusters | Average # bits for quantized values | Average # bits for index diffs |
|--------|------------|------------------------------------|-------------------------------|
| LeNet5 | k-means    | 18                                 | 3.45                          | 4.93                          |
|        | Hessian-weighted k-means | 16 | 2.99                          | 4.93                          |
|        | Uniform quantization | 22 | 2.36                          | 4.93                          |
|        | Iterative ECSQ | 37 | 2.68                          | 4.93                          |
| ResNet | k-means    | 82                                 | 5.35                          | 3.39                          |
|        | Hessian-weighted k-means | 57 | 4.39                          | 3.39                          |
|        | Uniform quantization | 116 | 3.78                          | 3.39                          |
|        | Iterative ECSQ | 134 | 4.18                          | 3.39                          |
| AlexNet | k-means    | 56                                 | 5.10                          | 4.30                          |
|        | Hessian-weighted k-means | 36 | 4.21                          | 4.30                          |
|        | Uniform quantization | 76 | 2.76                          | 4.30                          |

A.4 EXTRA INFORMATION OF NETWORK QUANTIZATION RESULTS FOR PRUNED MODELS

In Table 2, we present extra information of the network quantization results in Table 1 for pruned models.