ImAiR: Airwriting Recognition Framework Using Image Representation of IMU Signals
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Abstract—The problem of airwriting recognition is focused on identifying letters written by movement of finger in free space. It is a type of gesture recognition where the dictionary corresponds to letters in a specific language. In particular, airwriting recognition using sensor data from wrist-worn devices can be used as a medium of user input for applications in human–computer interaction (HCI). Recognition of in-air trajectories using such wrist-worn devices is limited in literature and forms the basis of the current work. In this letter, we propose an airwriting recognition framework by first encoding the time-series data obtained from a wearable inertial measurement unit (IMU) on the wrist as images and then utilizing deep learning-based models for identifying the written alphabets. The signals recorded from 3-axis accelerometer and gyroscope in IMU are encoded as images using different techniques such as self-similarity matrix (SSM), Gramian angular field (GAF), and Markov transition field (MTF) to form two sets of 3-channel images. These are then fed to two separate classification models, and letter prediction is made based on an average of the class conditional probabilities obtained from the two models. Several standard model architectures for image classification such as variants of ResNet, DenseNet, VGGNet, AlexNet, and GoogleNet have been utilized. Experiments performed on two publicly available datasets demonstrate the efficacy of the proposed strategy. The code for our implementation will be made available at https://github.com/ayushayt/ImAiR.

Index Terms—Sensor signal processing, accelerometer, airwriting, Gramian angular field (GAF), gyroscope, inertial measurement unit (IMU), Markov transition field (MTF), self-similarity matrix (SSM), smart-band, wearables.

I. INTRODUCTION

A. Background

The process of writing letters in open space with unrestrained finger movements is known as airwriting [1]. It can be utilized to provide a user with a rapid and touch-free input alternative that can be used in human–computer interaction applications [2]. Over the last few years, the challenge of recognizing writing from motion sensors has received significant attention, and a variety of techniques have been developed for the task [3], [4], [5], [6]. The studies employing motion sensors can be separated into two categories: dedicated devices, such as a wearable glove [7], Wii remote [8], [9], smartphone [10], and vision-based studies [11]. However, these solutions require the user to carry an additional physical device, which may be inconvenient for the users. To counteract this, the second category of techniques make use of wearable gadgets such as a ring worn on the index finger [12] and smartbands [13], [14], [15] to recognize airwriting.

B. Related Work

Several attempts have been made to recognize palm movements using wrist-worn devices [16], [17]. However, most of the research in this field has focused on the scenario in which a stable and flat surface is employed during the writing process, resulting in hand stabilization. This results in reduced noise because of presence of visual and haptic feedback to the user. In this work, airwriting recognition using a wrist-worn device is addressed. However, it is to be noted that majority of the movement during writing process is contributed from the user’s palm, whereas the wearable is present on the wrist. This makes the task of airwriting recognition from wrist-worn devices challenging. The problem of airwriting recognition using a wrist-worn device was first addressed in [18]. However, the work considered only a single subject with dynamic time warping (DTW) as distance measure for classification, thus, making it to be user dependent. A convolutional neural network (CNN)-based user-independent framework was proposed in [13], for detecting airwritten English uppercase alphabets. In [15], the authors explored several techniques for interpolating signals to make them of fix-length in addition to a 2-D-CNN-based classification scheme. All these studies make use of single stage classification with cross-entropy loss minimization. A 2-stage classification scheme based on supervised contrastive loss was suggested in [14] which yielded state-of-the-art airwriting recognition performance on an in-house and a publicly available airwriting dataset. All the studies performed hitherto have been focused on directly using time-series signals. All the studies related to airwriting recognition using motion sensor data have been focused on using the time series directly for classification using different deep learning models. Due to the scarcity of pretrained architectures for time-series, there have not been any attempts in exploring transfer learning techniques for the task. By encoding the time-series to image...
representations, the powerful 2-D-CNN models pretrained on the ImageNet dataset can be utilized. These enable learning the complex attributes present in the encoded image representation and form the core idea of the current work.

C. Objectives and Contributions

In this letter, an airwriting recognition framework using image representation of time-series data is proposed for the first time. The time-series data is collected through 3-axis accelerometer and gyroscope sensors from an inertial measurement unit (IMU). Given that the airwriting recognition task requires the identification of fine-grained movements of the wrist to be identified, the sensitivity of IMU plays a huge role in this task. The required sensitivity is readily available in off-the-shelf smart bands and can therefore be used for HCI applications. By encoding the time-series to image representation, the capabilities of CNN were used to extract more diversified characteristics from complicated local patterns in the images. Given this intuition, the proposed framework consist of encoding time series data from accelerometer and gyroscope into two separate set of images. Then, a 2-D-CNN based classifier is trained by using individual feature vectors, separately. The posterior probabilities from the two classifiers for each class are averaged out, and the class with maximum probability is chosen as the predicted alphabet. We validate the efficacy of the proposed approach by performing experiments on two different publicly available datasets [13], [14]. For the purpose of image encoding, several techniques—self-similarity matrix, Gramian angular field, and Markov transition field—have been explored, and their suitability for airwriting recognition has been evaluated. Various standard architectures from the image domain—ResNet [19], DenseNet [20], VGGNet [21], GoogleNet [22], and AlexNet [23]—and their variants have been explored for the classifier.

II. PROPOSED METHOD

The ImAiR framework proposed in this article starts with the acquisition of data using IMU sensors during the process of airwriting as shown in Fig. 1. The signals from 3-axis accelerometer and gyroscope are then separated and encoded into images using different image encoding techniques to form two sets of 3-channel images corresponding to the accelerometer and gyroscope respectively. These encoded images are then fed into two separate CNN-based classification models for classifying the alphabet. Finally, the posterior probabilities corresponding to the different classes from both the classifiers are averaged and alphabet prediction is made based on this average probability score.

A. Problem Description

A multivariate time-series recorded using 3-axis accelerometer and gyroscope of an IMU placed on the wrist of the dominant hand of a human subject while writing uppercase English alphabets forms the input for the method. The input can be represented as a \( L \times 6 \) matrix \( X \), where \( L \) is the number of time steps and \( 6 \) is the number of sensor axes. Each individual time-series \( x_i(j \in \{1, \ldots, 6\}) \) is then encoded into image representation by using the function \( f(.) : x \rightarrow I \). This results in a \( L \times L \times 6 \) dimensional representation \( I \) of the input data \( X \). The image representation can be divided into two parts—\( I_A \) and \( I_G \) corresponding to the accelerometer and gyroscope, respectively, each of the two having a dimension of \( L \times L \times 3 \). The classifier network, \( C_1(.) \) maps the input \( I_A \) to a 26-D vector representing the probabilistic distribution \( P(\hat{y}_A = c_i | I_A; \Theta_A) \). Here, \( \hat{y}_A \) is the predicted class from classifier \( C_1 \), \( c_i = \{ A, B, \ldots, Z \} \) is the set of classes corresponding to each of the 26 alphabets, and \( \Theta_A \) is the set of parameters for the classifier. Similarly, classifier network, \( C_2(.) \) maps the input from the gyroscope \( I_G \) to a probabilistic distribution \( P(\hat{y}_G = c_i | I_G; \Theta_G) \). Subsequently, we compute the average class probabilities as

\[
P(\hat{y} = c_i | I_A, I_G) = \frac{P(\hat{y}_A = c_i | I_A; \Theta_A) + P(\hat{y}_G = c_i | I_G; \Theta_G)}{2}.
\] (1)

Based on the computed average probability, the input \( X \) is assigned to class \( \hat{y} = \arg \max_c P(\hat{y} = c_i | I_A, I_G) \).

B. Image Encoding Methodologies

There can be various choices of the time-series to image encoding techniques and classifier architectures that can be adopted without any constraints.

1) Self Similarity Matrix: Self-similarity matrix (SSM) is a graphical representation of similar sequences in a time-series. For a time-series \( V = \{v_1, v_2, \ldots, v_L\} \) of length \( L \), the entries of SSM are computed as

\[
SSM(i, j) = f(v_i, v_j) ; i, j \in \{1, 2, \ldots, L\}.
\] (2)

Here, \( f(v_i, v_j) \) is a measure of similarity the two points \( v_i \) and \( v_j \). In our work, we use Euclidean distance as the similarity measure.

2) Gramian Angular Field: Gramian angular field (GAF) [24] is a method to encode time series to an image by using polar coordinate-based matrix, while still preserving the inherent temporal relationships in the time-series. For \( V = \{v_1, v_2, \ldots, v_L\} \), a time-series of length \( L \), the first step is to rescale the elements of \( V \) so that they fall within the range of \([-1, 1]\). The rescaled time-series is further converted to polar coordinates as \( \theta_i = \arccos(v_i) \) and \( r_i = \frac{1}{2} \).

Here, \( t_i \) is the timestamp and the division by \( L \) is done in order to regularize the span in the polar coordinate system. Rescaling the time-series ensures that there is a proper inverse mapping from \( (r, \theta) \) to \( (\hat{v}, t) \) system. Subsequently, temporal correlation between samples
at different timestamps can be identified by using either trigonometric sum or difference of angles ($\theta$). Gramian angular summation field (GASF) is defined by using the cosine of sum of angles as

$$GASF = \begin{bmatrix} \cos(\theta_1 + \theta_1) & \cdots & \cos(\theta_1 + \theta_L) \\ \cos(\theta_2 + \theta_1) & \cdots & \cos(\theta_2 + \theta_L) \\ \vdots & \ddots & \vdots \\ \cos(\theta_L + \theta_1) & \cdots & \cos(\theta_L + \theta_L) \end{bmatrix}.$$  

(3)

Similarly, Gramian angular difference field (GADF) can be defined by using the sine of difference of angles as

$$GADF = \begin{bmatrix} \sin(\theta_1 - \theta_1) & \cdots & \sin(\theta_1 - \theta_L) \\ \sin(\theta_2 - \theta_1) & \cdots & \sin(\theta_2 - \theta_L) \\ \vdots & \ddots & \vdots \\ \sin(\theta_L - \theta_1) & \cdots & \sin(\theta_L - \theta_L) \end{bmatrix}.$$  

(4)

3) Markov Transition Field (MTF): Markov transition field [24] is another technique to encode the dynamic transition statistics of a time series by representing the Markov transition probabilities in a sequential manner. The first step in generating MTF is to sample the elements of a time-series $V = \{v_1, v_2, \ldots, v_L\}$ into $Q$ bins. Further, each sample $v_i$ is assigned to its corresponding bin $q_j$ ($j \in [1, Q]$). Using this mapping, a $Q \times Q$ dimensional adjacency matrix $W$ is constructed, the elements $w_{ij}$ of which are given by the frequency with which a point in bin $q_i$ is followed by a point in bin $q_j$. The elements of $W$ are then used to construct the MTF matrix as

$$MTF = \begin{bmatrix} w_{11} & \cdots & w_{1Q} \\ \vdots & \ddots & \vdots \\ w_{Q1} & \cdots & w_{QQ} \end{bmatrix}.$$  

(5)

C. Model Architecture

We explored various different standard architectures for the classifier block: ResNet [19] (18, 34, 50, 101, and 152 layer variants), DenseNet [20] (121, 161, 169, and 201 variants), VGGNet [21] (with the number of weight layers equal to 11, 13, 16, and 19; with and without batch normalization), GoogleNet [22], and AlexNet [23]. The parameters of the model were initialized by using pre-trained weights from the ImageNet classification task and are optimized by minimizing the cross-entropy loss using the Adam optimizer.

III. EXPERIMENTS AND RESULTS

A. Datasets

1) Dataset-1: We used the publicly available dataset from [13] that consists of recordings obtained from 55 subjects while writing English uppercase letters (15 repetitions). Data were recorded using a Microsoft band 2 at the maximum sampling rate supported by the device of 62 Hz.

2) Dataset-2: We used another publicly available dataset [14] which comprised recordings obtained from 20 subjects during ten repetitions of writing English uppercase alphabets. Signals were recorded using a Noraxon Ultium EMG sensor (with an internal IMU) [25] placed on the wrist. The sampling rate was 200 Hz and the signals were downsampled to 62 Hz. Performance details of the used IMU are presented in Table 1.

| IMU          | Range | Sensitivity       |
|--------------|-------|-------------------|
| Accelerometer| ±16g  | 2048 LSB/g        |
| Gyroscope    | ±2000 degree/sec | 16.4 LSB/(degree/second) |

Table 1. Performance Details of the Used IMU in Dataset-2

B. Experimental Details

Similar to previous studies [13, 14], we applied a two-step pre-processing strategy to the recorded IMU signals. First, the length of each signal was made fixed (to 155) by discarding samples if the signal was of greater length or padding zeros otherwise. Subsequently, Z-normalization was applied to each of the six signals individually.

In the first set of experiments, we evaluated the performance of combination of different image encoding techniques and classification models for the task of airwriting recognition on Dataset-1. For this purpose, we split the data from 55 subjects into two parts—training data comprising of recordings from 40 subjects ($40 \times 26 \times 15 = 15600$ samples) and test set from remaining 15 subjects ($15 \times 26 \times 15 = 5850$ samples). Such a split ensures that the evaluation is performed in a user independent manner. The training data were further divided into a training set and a validation set having 80:20 ratio. A mini-batch training process was employed while keeping the batch size equal to 32 and early stopping with a patience of ten epochs. In the next set of experiments, we performed leave-one-subject-out (LOSO) validation on both Dataset-1 and Dataset-2. We used the DenseNet161 model architecture for classification using all four image encoding techniques: SSM, MTF, GASF, and GADF. The performance of the proposed ImAir framework in this setting is compared with state-of-the-art performance on both the datasets.

C. Results and Comparison

Table 2 lists the performance of different model architectures and image encoding techniques for the first set of experiments on Dataset-1.

In Figs. 2 and 3, the results for LOSO experiments performed on Dataset-1 and Dataset-2 are presented and compared with state-of-the-art techniques that include different deep learning architectures (1DCNN, LSTM, BiLSTM, 1-DCNN-LSTM, and 1-DCNN-BiLSTM) with cross entropy and supervised contrastive loss-based
Table 2. Recognition Accuracies Using Different Image Encoding Techniques and Model Architecture Combinations on Dataset-1

| Architecture            | SEM     | MIF     | GADF   | GADF   |
|-------------------------|---------|---------|--------|--------|
| ResNet18                | 0.7618  | 0.7332  | 0.6215 | 0.7071 |
| ResNet24                | 0.8046  | 0.8033  | 0.6419 | 0.7088 |
| ResNet50                | 0.7650  | 0.8115  | 0.8492 | 0.7328 |
| ResNet101               | 0.8132  | 0.7999  | 0.8429 | 0.7914 |
| ResNet152               | 0.8116  | 0.7874  | 0.8054 | 0.7645 |
| VGG11                   | 0.7421  | 0.7600  | 0.8090 | 0.6618 |
| VGG11-BN                | 0.7776  | 0.7987  | 0.8293 | 0.6717 |
| VGG13                   | 0.7932  | 0.7756  | 0.8126 | 0.6619 |
| VGG13-BN                | 0.7651  | 0.8000  | 0.8309 | 0.6802 |
| VGG16                   | 0.7904  | 0.7862  | 0.8169 | 0.7347 |
| VGG16-BN                | 0.8049  | 0.8048  | 0.8489 | 0.7387 |
| VGG19                   | 0.7965  | 0.7989  | 0.8315 | 0.7099 |
| VGG19-BN                | 0.8064  | 0.8060  | 0.8620 | 0.7142 |
| DenseNet121             | 0.8100  | 0.7973  | 0.8441 | 0.7026 |
| DenseNet161             | 0.8123  | 0.7975  | 0.8461 | 0.7026 |
| DenseNet169             | 0.7939  | 0.8037  | 0.8415 | 0.7149 |
| DenseNet205             | 0.8046  | 0.8039  | 0.8479 | 0.6915 |
| ResNet20                | 0.7875  | 0.7561  | 0.7571 | 0.6938 |
| GoogLeNet               | 0.7791  | 0.7877  | 0.8296 | 0.6472 |

Entries in blue denote accuracy greater than 85% and bold entries denote the best achieved accuracy for each image encoding technique.

Fig. 3. Recognition accuracies for LOSO experiment on Dataset-2.

techniques. Performing the experiments in a LOSO setting allows us to directly compare our results with those of [13] and [14]. It is observed that on Dataset-1, by using the GADF+DenseNet161 combination, we achieve an accuracy of 88.66%, which is the best reported accuracy on the given dataset. On Dataset-2, the best accuracy achieved is 85.36%, which is comparable to state-of-the-art. The dip in mean recognition accuracy on Dataset-2 in comparison to Dataset-1 may be attributed to the small amount of samples (4940 samples) available for training the model which may not be sufficient to learn the complex attributes present in the encoded image representation.

IV. CONCLUSION

In this letter, we explored an airwriting recognition framework by using encoded image representation of time-series data from accelerometer and gyroscope sensors in a wrist-worn IMU. It is seen that the proposed approach outperforms the state-of-the-art accuracy on a publicly available dataset [13], while also performing significantly well on another dataset [14]. Future work may be focused on exploring techniques that are well-suited to learn the attributes present in the signals from small datasets to increase the utility of the airwriting recognition framework for HCI applications.
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