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X-ray characterisation methods have undoubtedly enabled cutting-edge advances in all aspects of materials research. Despite the enormous breadth of information that can be extracted from these techniques, the challenge of radiation-induced sample change and damage remains prevalent. This is largely due to the emergence of modern, high-intensity X-ray source technologies and the growing potential to carry out more complex, longer duration in situ or in operando studies. The tunability of synchrotron beamlines enables the routine application of photon energy-dependent experiments. This work explores the structural stability of [Rh(COD)Cl]$_2$, a widely used catalyst and precursor in the chemical industry, across a range of beamline parameters that target X-ray energies of 8 keV, 15 keV, 18 keV and 25 keV, on a powder X-ray diffraction synchrotron beamline at room temperature. Structural changes are discussed with respect to absorbed X-ray dose at each experimental setting associated with the respective photon energy. In addition, the X-ray radiation hardness of the catalyst is discussed, by utilising the diffraction data collected at the different energies to determine a dose limit, which is often considered in protein crystallography and typically overlooked in small molecule crystallography. This work not only gives fundamental insight into how damage manifests in this organometallic catalyst, but will encourage careful consideration of experimental X-ray parameters before conducting diffraction on similar radiation-sensitive organometallic materials.

1 Introduction

X-ray radiation, essential to a vast array of modern characterisation methods, can induce sample change as a result of inelastic photon–matter scattering interactions. The study of radiation damage has seen significant advancements over the past two decades, particularly focused on macromolecular crystallography (MX). Notable advancements in MX-based radiation damage include the categorisation of structural damage, the reproducible order and progression of damage to specific chemical bonds typical for extended biological molecules, the calculation of absorbed radiation dose, and the development of innovative damage mitigation strategies. The damage mechanism is typically characterised by primary, secondary, and tertiary damage. Primary damage corresponds to the initial sample absorption of the X-ray photon (if it has energy above the respective atomic absorption edge) and the subsequent photoionisation event that occurs. The resulting cascade of photo-ionisation events, termed secondary damage, generates subsequent electronic relaxation processes within the sample. These relaxations can take the form of local, intra-atomic or -molecular Auger or radiative decays, or interatomic or intermolecular Coulombic decay (ICD) and electron transfer mediated decay (ETMD), which occur on a nonlocal basis, via electron correlation with neighbouring atoms or molecules. Finally, the extent of these X-ray induced photoionisation and relaxation chains can be such that it leads to the degradation of the overall crystal structure, termed tertiary damage.

Detailed insight into radiation damage in protein crystallography is discussed in a large number of publications, including several comprehensive review articles.
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Despite the leaps in biological radiation damage research, systematic studies of the impact of X-ray radiation and its progression in small molecule crystals are rare. This has become a pressing issue in recent years, due to the exponential rise in X-ray source brilliance, both for synchrotron and laboratory sources.\(^9\)\(^{-12}\) A deeper understanding of how certain properties of the incoming photon beam, such as the energy, contribute to sample damage in small molecule systems at room temperature, is required to better plan X-ray experiments with regards to sample stability under irradiation. This information is crucial since experimental setups of small molecule systems in powder diffraction studies typically differ from protein diffraction, where the protein crystal/solution is irradiated and measured in the presence of a solvent or water.

The use of higher X-ray energies in characterisation experiments is known to reduce the photoelectric absorption and thereby sample damage.\(^13\)\(^{,14}\) However, the elastic scattering cross section responsible for diffraction also decreases with increasing incident X-ray energy. A small number of investigations into the effect of photon energies on radiation damage on group 1 and 2 metal compounds at room temperature have been conducted to date.\(^5\)\(^{,15}\) Several protein crystallography studies exist both for 100 K and room temperature experiments, with the aim of determining an optimum photon energy for diffraction experiments. Early reports focused on finding an ideal energy at which damage is minimised and encouraged the use of shorter X-ray wavelengths, typically less than 0.9 Å, corresponding to photon energies greater than 13.8 keV, to reduce radiation damage in proteins.\(^13\)\(^{,16}\) This was later corroborated by Müller et al. who reported that damage in an organic light atom system was reduced in the energy (wavelength) range of 12.4 keV (1.0 Å) to 20.7 keV (0.6 Å) at 100 K.\(^17\) In contrast, later reports reported no evidence of energy dependence in diffraction intensity across certain energy ranges. For instance, Weiss et al. saw no notable difference from 6.4 keV (2.0 Å) to 12.4 keV (1.0 Å) at 100 K.\(^18\) Shimizu et al. extended the previously studied energy range, by irradiating lysozyme crystals at 100 K from 6.1 keV to 33.0 keV.\(^19\) The authors also note that no clear dependence of reciprocal space damage, notably mosaicity and B-factors, on photon energy could be found when using the absorbed dose as the metric. The work by Shimizu et al. highlighted the often overlooked importance of considering not only the radiation-effects of varying energies, but also the absorbed dose.

Dose, defined as the X-ray energy absorbed per unit mass, is used to quantify levels of sample X-ray exposure. It is a convolution of experimental factors such as photon flux, energy, absorption, and photoionisation, with sample properties (elements, unit cell etc.). One limitation of the existing literature is the focus on the energy dependence of the global damage observed, rather than on the significance of specific local damage. Initial studies by Homer et al. indicate an energy dependence of site-specific damage to sulfur environments in lysozyme crystals cooled to 100 K, with the electron density around the cysteine sulfur atoms decreasing faster at 14 keV than at 9 keV.\(^20\)

At higher incident energies, the much lower quantum efficiency of beamline Si detectors, in addition to the notable drop in photon flux, contributes to an overall, indirect energy dependence of radiation damage. The issue of decreased detector efficiency at higher energies has long been a cause for concern.\(^21\) In recent years, the development of CdTe detectors with higher quantum efficiency at incident energies greater than 15 keV for macromolecular crystallography experiments, has introduced the possibility of using higher energies than those typically used at the synchrotron, to mitigate radiation damage.\(^22\)\(^{,23}\) Dickerson et al. determined a theoretical optimum photon energy of 26 keV which offers the greatest diffracted signal per unit dose, when considering the Quantum Efficiency (QE) of a CdTe detector.

A figure of merit often used to describe the stability of a macromolecular sample under specific measurement conditions is the dose limit. The Henderson limit, \(D_{0.5}\), of 20 MGy, is the threshold typically used in the field of MX to assess the dose at which the diffraction intensity of a protein crystal, cooled to 100 K, is reduced by half due to the X-ray induced perturbation of long-range crystal order.\(^24\) The limit was derived by analogy from observations of electron diffraction decay with electron flux density. Subsequent X-ray studies by Owen et al. have redefined this value to 30 MGy, using a \(D_{0.25}\), upper limit since biological information is found to be compromised at \(D_{0.5}\).\(^{22}\) This value has been challenged as too high. Atakisi et al. proposed a local resolution-dependent half-dose as a more robust metric in protein crystallography. The dose limit at \(T = 100\) K was found to increase from 2–3 MGy at 1 Å to 30 MGy at 4 Å. For lysozyme crystals diffracting to a maximum resolution of 1.4 Å, the half-dose was determined to be 10 MGy.\(^26\) Teng et al. also determined a dose threshold of 10 MGy in lysozyme crystals at 100 K.\(^27\)

It is worth noting that the definition of dose limits is variable across different X-ray experiment setups and sample environments. For instance, tolerable dose limits in soft X-ray absorption spectroscopy (XAS) experiments of metal compound solid samples tend to be orders of magnitude greater than for a sample in solution.\(^11\) This is attributed to the decrease in electron and radical mobility and the associated drop in recombination effects, which overpowers the diffusion-driven damage in solution samples.\(^11\) Additionally, cryocooling a crystal is well known to extend the dose limit by several orders of magnitude and hence, crystal lifetime.\(^28\)\(^{,29}\) How standard such sample environments are is highly variable, particularly in the case of powder X-ray diffraction, where measurements are more often conducted at room temperature. Furthermore, in non-MX diffraction, samples are generally not in the parent liquor of crystallisation, a factor which can drastically alter the tolerable dose limit of a sample. As there is typically no water in or surrounding samples studied with powder diffraction (except in the case of porous materials), radiolysis of water does not usually occur. As such, any mention of dose limits in previous single crystal X-ray diffraction (SCXRD) studies is not directly comparable with small molecule crystals in powder X-ray diffraction (PXRD). At present, despite the importance for
experiment planning, there are very few reported dose limits for small molecule systems in the solid phase.

In this study, a model organometallic catalyst \([\text{Rh(COD)Cl}]_2\), where \(\text{COD} = 1,5\text{-cyclooctadiene}\), is studied. This system has wide-reaching applications in the chemical industry, for instance in hydroamination and hydrogenation reactions, and also serves as a model framework for similar organometallic structures, related by metal centre, halide or organic ligand.\(^{30}\) A previous radiation damage study of this catalyst by the authors using X-ray diffraction (XRD), X-ray photoelectron spectroscopy (XPS), and density functional theory (DFT), highlighted the differences in sensitivity of damage across the two experimental methods.\(^{31}\) The present work expands on this study, focusing on PXRD and exploring the influence of the experimental setup on the radiation-induced structural changes occurring in the catalyst. In small molecule experiments, to avoid unfavourable energy ranges (where sample absorption is high) the positions of absorption edges are often considered. The excitation energy is then tuned accordingly. Typically, experimental factors beyond photon energy, such as X-ray dose and dose rate are rarely considered, despite evidence from MX suggesting a strong influence of these factors on the quality of diffraction data acquired.

This work highlights the necessity of applying dose-related MX experimental protocols in small molecule experiment planning, by exploring the collective effects on the sample using four different experimental arrangements at room temperature. A range of experiments were carried out at varying incident X-ray energies of 8, 15, 18 and 25 keV, which covered the photon energy range typically accessible at synchrotron powder diffraction beamlines. First, the strong, collective influence of four experimental arrangements on the global structure of \([\text{Rh(COD)Cl}]_2\) is presented. The influence of the four incident energies on radiation damage and signal quality is discussed, identifying the optimum setting for the greatest diffracted signal per dose for \([\text{Rh(COD)Cl}]_2\). In addition, the applicability of dose limits (a form of quantification of X-ray hardness of a material and commonplace in MX) to organometallic systems, is discussed.

\[\text{2 Methods}\]

\[\text{2.1 Powder X-ray Diffraction}\]

Powder X-ray diffraction experiments were carried out at 300 K (controlled using a cryostream)\(^{32}\) at beamline I11 at Diamond Light Source, Didcot, UK. \([\text{Rh(COD)Cl}]_2\) powder, acquired from Sigma Aldrich (ID: 227951) with 98% purity and a molecular weight of 493.08 g mol\(^{-1}\), was loaded into borosilicate capillaries with an outside diameter of 0.3 mm and wall thickness of 0.01 mm) and placed in the path of the X-ray beam. The Rh complex crystallises in the monoclinic \(P2_1/n\) space group. Its crystal structure has previously been determined by SCXRD.\(^{31}\) There is one crystallographically unique \([\text{Rh(COD)Cl}]_2\) dimer in the asymmetric unit, each comprising 44 atoms, giving four molecules in the unit cell and a total of 176 atoms. The complex has a square-planar geometry and shares an edge in the Cl–Cl plane, see Fig. 1.\(^{33,34}\) Four different experiments with incident photon energies typically accessible at diffraction beamlines were performed, namely 8, 15, 18, and 25 keV, corresponding to wavelengths of 1.549803(10), 0.826561(10), 0.688801(10) and 0.495937(10) Å, respectively. At each energy, 500 diffraction patterns were collected consecutively within a measurement window of two hours, using the beamline’s position sensitive detectors (PSD),\(^{35}\) and replicating the experimental procedure previously carried out by the authors.\(^{31}\)

Batch profile (Le Bail) and structural (Rietveld) refinements were conducted on all four datasets,\(^{36–38}\) using the TOPAS Academic V7 analytical software, to quantify the structural changes to the Rh catalyst, observed at the different energies.\(^{39,40}\) The background for all datasets was fitted using an eight order Chebyshev polynomial and the zero point error refined from a Si standard. A rigid body approach was used during the Rietveld refinements to model the complex structure of the COD ligands to limit the number of variable parameters in the refinement.\(^{31}\) The atomic coordinates of the carbon atoms of the initial input file were defined using z-matrices, determined from the previously determined “undamaged” SCXRD structure solution of the Rh catalyst. The Rh and Cl positions were also defined using this previously determined structure, although these coordinates were allowed to refine freely throughout all 500 iterations. The rigid body model allowed the COD structure to rotate and translate as an entire body about the central Rh–Cl rhombus. Thermal parameters were allowed to refine during the Rietveld refinements of all datasets.

Refining the isotropic thermal displacement parameters, \(B_{eq}\), with the only constraint being that the value should remain positive, led to unstable \(B_{eq}\) values for the C atoms. In addition, for the energies probed, the C \(B_{eq}\) saw a sudden decline to zero during the batch refinement. Testing the various output \(B_{eq}\) values for C, as a starting point to the batch refinement, the final structures obtained from the refinements were observed to be insensitive to small discrepancies in \(B_{eq}\). For this reason, and to avoid further complicating the refinement of such a complex system, the \(B_{eq}\) for C were fixed.

\[\text{2.2 Estimation of X-ray dose}\]

The progression of damage within a system is expected to be proportional to the absorbed X-ray radiation dose. To better
compare damage of the Rh catalyst across the beamline settings at varying photon energies (and associated fluxes) studied, dose was estimated using the RADDOSE-3D tool, which accounts for the beam properties, including energy, horizontal and vertical profile, and flux, as well as the material properties, such as the chemical composition.\(^{42,43}\) The small molecule crystal addition to the calculations by Christensen et al., was utilised, as well as the capillary model introduced by Brooks-Bartlett et al.\(^{10,44}\) Values of photon flux at each of the four energies at the beamline, were obtained by cross-calibrating current values collected using a Canberra PD 50-11-500aB Si PIN photodiode placed in-line as close as possible to the sample position (−11.5 mm), while a calibrated Canberra PD300-500CD photodiode was used for cross-calibration. This was carried out by recording the calibrated diode current at the sample position at the four energies and determining the corresponding photon flux as a function of a beam position monitor photocurrent (placed immediately before the sample position). The above steps were repeated, now with the in-line I11 photocathode, to determine the calibrated photon flux as a function of I11 diode current.\(^{45}\) The Diffraction Weighted Dose (DWD) metric, output by RADDOSE-3D, was deemed the most applicable according to the experimental arrangement. A limitation of the dose estimations is the lack of real-time and accurate characterisation of beam profile and sizes measured at the different energies at the beamline, which is known to be crucial for dose determination. The value of beam size used in this study was obtained from beam characterisation undertaken by Thompson et al. in 2009 at 15 keV, see Fig. 2(a) and (b) in ref. 46. In addition to the limitation of using the beam shape and size at 15 keV for all energies studied here, since the beamline was last characterised, there is a possibility that the beam profile may have changed. This highlights the necessity of carrying out regular and systematic beam characterisation at synchrotron beamlines to enable inter-comparisons and quantitative assessments of experiments. A full list of the RADDOSE-3D input parameters used in the DWD calculations are included in Table 1 of the ESI.†

### 3 Results & discussion

Two important sample properties typically considered prior to conducting small molecule X-ray diffraction (SMXRD) and PXRD experiments are the total absorption coefficients and the total photoionisation cross section of the sample studied and their dependence on X-ray energy. Both quantities are well described by theoretical models, and Fig. 2 shows both the absorption coefficients \(\mu R\) extracted from the WebAbsorb utility and the total photoionisation cross sections \(\sigma_{\text{tot}}\) from Scofield for the Rh complex.\(^{47-49}\) For both quantities, the absorption edges of Rh and Cl are clearly visible. The 8 keV photon energy intersects the tails of the Rh L-edge and Cl K-edge, with 15 and 18 keV located towards the end of the tails. Meanwhile, 25 keV sits just above the Rh K-edge. The photoionisation cross sections show that considering only the incoming photon energy, the order of probability for ionisation events for this compound from greatest to lowest is 8, 25, 15, and finally 18 keV.

An understanding of the positions of element-specific absorption edges has allowed small molecule experimentalists to avoid “problematic” energy ranges in which the proportion of absorbed photons is high by varying the excitation energy. In addition to limiting absorption, energies are typically chosen with the aim of obtaining high resolutions, for instance to resolve molecular features such as bond lengths. In this study, we argue that considering only the energy dependence of absorption/photoionisation cross sections is insufficient, and

| \(h\nu/\text{keV}\) | \(\Phi/\text{ph s}^{-1}\) | DWD\(_{Q=41.7\text{ min}}\)/MGy | \(Q\) | \(\sigma/10^{-4}\text{ µm}^{-1}\) |
|-----------------|-----------------|-----------------|------|-----------------|
| 8               | 5.7 × 10\(^{12}\) | 53              | 1    | 2.97            |
| 15              | 2.4 × 10\(^{12}\) | 12              | 0.2  | 1.48            |
| 18              | 1.4 × 10\(^{12}\) | 6               | 0.1  | 1.17            |
| 25              | 2.2 × 10\(^{11}\) | 1               | 0.02 | 0.74            |

![Fig. 2](Energy-dependence of (a) the absorption coefficients \(\mu R\) obtained from WebAbsorb, Argonne National Laboratory,\(^{47}\) and (b) the total photoionisation cross sections \(\sigma_{\text{tot}}\) from Scofield for elements present in \([\text{Rh(COD)}\text{Cl}]_2\).\(^{48,49}\))
other equally important energy-dependent experimental factors must be considered to determine ideal measurement conditions that minimise unwanted radiation effects.

The photon flux (in ph s$^{-1}$) across the X-ray energy range used in the present experiment is not constant, due to the necessary adjustments to the beam optics required to focus the different energy beams. Thus changing the photon energy leads to differences in photon flux and consequently, the dose absorbed by the sample. The DWD as a function of X-ray exposure time, determined from RADDOS-3D for each of the four incident energies studied, is presented in Fig. S1 of the ESI.† The RADDOS-3D input parameters used to estimate the absorbed dose are displayed in Table S1 (ESI†). Table 1 contains the photon flux $\Phi$ at each of the four energies studied, along with the maximum dose values DWD$\Phi$(r=41.7 min) corresponding to 41.7 min of total sample irradiation. These dose estimations enable a prediction to be made of the correlation of the extent of structural damage at the different photon energies used. At the 8 keV photon energy setup, for a given X-ray exposure time, the sample absorbs the greatest dose, relative to that at the other photon energies, by a substantial margin, due to the higher photon flux, absorption coefficients and photoionisation cross sections. In other words, at 8 keV, the dose rate is the highest. In addition, the elastic scattering cross section, which contributes to diffraction, is the highest at the lowest energy, 8 keV. At 15 keV the sample absorbs the next highest dose, followed by 18 keV, and lastly at 25 keV. Whilst the absorption and photoionisation cross sections are higher at 18 keV, the photon flux is significantly lower relative to the other three energies; approximately 25 keV than at 15 keV and 18 keV, the photon flux is significantly lower relative to the other three energies; approximately $10^{11}$ ph s$^{-1}$ is available at beamline I11 at this energy. As a result, the dose absorbed by the sample is substantially lower at 25 keV, relative to the other photon energies studied. The amount of flux available at a given energy is dependent on the photon source of the beamline. At beamline I11, the photon source is a 22 mm period in-vacuum undulator (IVU). The energy of the photons provided by the undulator is dependent on the amplitude of the periodic magnetic field produced in the centre of the two parallel periodic magnet arrays of the undulator. The amplitude of this field is varied by changing the gap; a larger gap reduces the peak magnetic field of the undulator, which reduces both the photon flux and the wavelength of the emitted photons, i.e. the photon energy increases with larger gap.

Based on dose calculations, another factor often considered in MX studies when determining ideal photon energy is the diffraction efficiency (DE). This is defined as the total number of elastically scattered photons per X-ray dose and provides theoretical information on which photon energy will have the highest signal to dose ratio, and thus minimises radiation-induced effects. The diffraction efficiency of [Rh(COD)Cl]$_2$, which was obtained from RADDOS-3D calculations at 8, 15, 18, and 25 keV, is presented in Fig. 3(a). Considering the DE alone, it is clear to see that of the energies studied, the maximum DE occurs at 18 keV, just before the Rh K-edge, seemingly making it the ideal energy at which to probe. This is closely followed by 15 keV. The lowest DEs are found at 25 keV and 8 keV. However, as outlined in the work of Dickerson et al., the DE is also affected by the quantum efficiency of the photon detector used. As mentioned in the Methods section, for high-throughput powder diffraction experiments, the Mythen-II PSD detectors of beamline I11 were used. These comprise Si modules of 300 μm thickness and a quantum efficiency of ≥ 100% at 7 keV and 15% at 25 keV. Fig. 3(b) shows the drop in quantum efficiency which corresponds to the attenuation percentage of the X-ray beam through Si of 300 μm thickness, assuming a detection threshold of 50%.

The quantum efficiency is seen to drop from close to 99% at 8 keV to ~51% at 15 keV, then ~35% at 18 keV and finally ~15% at 25 keV. Considering both the diffraction and quantum efficiencies at the four energies studied, at a photon energy of 15 keV the greatest signal to dose, i.e. maximising the intensity whilst minimising radiation damage, is expected.

In the above discussions, theoretical approaches have been used to predict and compare the overall radiation sensitivity of [Rh(COD)Cl]$_2$ at the different energies studied. Next, the impact on the crystal structure is explored as a function of the collective differences in experimental settings at the various energies.
These collective differences are a result of the associated changes in flux, dose rate, dose etc. when changing the X-ray energy. Estimating the theoretical dose and diffraction efficiency allows for the prediction of behaviour that is subsequently observed in experiment. Given that the dose at the experimental settings achieved at 8 keV is the largest relative to the other energy setups, it is expected that the structure will be perturbed the most at this setting during PXRD measurements. Conversely, at 25 keV, the smallest structural distortion is expected, according to the dose. However, taking into consideration the diffraction and quantum efficiencies, it can be seen that at 25 keV, resolution (signal-to-noise) will be very poor as the elastic scattering cross section and photon flux is at a minimum. At 18 keV, it is predicted that structural changes would again be minimal, although slightly greater than at 25 keV. In addition, it is clear from the diffraction (and quantum) efficiency that in this regime, resolution is maximised.

Estimations of PXRD resolution, $q$, determined using the $2\sigma$ procedure outlined in the ESI,† agree with these findings, see Table S2 (ESI†). When ordering the first, minimum dose diffraction patterns by resolution, the 15 keV dataset had the highest resolution, followed by the 18 keV, 8 keV and finally 25 keV dataset. This corresponds to resolutions ($d$-spacings in Å) of 6.20 Å$^{-1}$ (1.01), 5.58 Å$^{-1}$ (1.12), 4.06 Å$^{-1}$ (1.55) and 3.29 Å$^{-1}$ (1.91), respectively. Based on these values of $d$-spacing, structures from the 8 keV and 25 keV datasets may be less reliable, relative to the 15 keV and 18 keV datasets. The variability in PXRD patterns is evident at the experimental settings corresponding to these four photon energies, across a small range of $2\theta$ angles, see Fig. 4.

### 3.1 Changes to the unit cell

Following the methodology developed in previous work by the authors, and in order to elucidate changes to the diffraction pattern with increasing cumulative X-ray dose, Le Bail refinements were carried out to determine changes to lineshape (FWHM), peak position ($2\theta$), and peak intensity (integrated area). These changes, for five low-angle Bragg reflections, at the four energies, are presented in Fig. S2 of the ESI.† It is evident that the peak changes follow the order of X-ray dose, as expected, with the highest dose, 8 keV dataset showing the
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**Fig. 4** Discrete powder diffraction patterns of [Rh(COD)Cl]$_2$ of select low angle Bragg peaks collected approximately every 10 min at experimental settings corresponding to photon energies of (a) 8 keV, (b) 15 keV, (c) 18 keV and (d) 25 keV.
most severe decay in peak intensity, increase in full width at half maximum, FWHM, and peak shift, followed by 15 keV, then 18 keV and finally, 25 keV which shows the smallest relative differences, of the experimental settings studied. The reduction in integrated area of a diffraction peak along a certain crystallographic direction is attributed to an increase in atomic dislocations in the crystal along that direction.\textsuperscript{15} This increase in atomic dislocations can be explained by the possible occurrence of some radiation-induced C–H, and C–C decomposition of the organic COD ligand as well as the cleaving of the Rh–Cl bond, demonstrated in previous X-ray damage studies on this sample,\textsuperscript{31} and the associated movement away from the intrinsic atomic positions, resulting in an overall distortion of the molecular unit. The 8 keV Le Bail refinement, see Fig. S2(a)–(c) (ESI†), underlines the anisotropic nature of the changes. The five reflections probed, underwent a 42% to 55% loss in peak intensity.

In addition, the FWHM increases at different rates in each crystallographic direction, with the (011) reflection increasing in width by approximately 40% compared to the almost 110% increase in the (130) reflection. Considering that the instrumental contributions to peak broadening are equivalent across all experimental settings studied here, this cause of the effect can be neglected. As such, the systematic increase in FWHM across the various experimental setups can be attributed to sample contributions (decreasing crystallite size or increased lattice strain) in the given crystallographic direction alone.\textsuperscript{50,51} Goldberger et al. attribute similar changes to the production of mobile molecular species (NO\textsubscript{2} and O\textsubscript{2}), which upon liberation from the crystal lattice, are thought to break apart large grains or leave voids that contribute to an increase in inhomogeneous strain within the sample.\textsuperscript{15} Likewise, the above mentioned loss of Cl\textsubscript{2} and associated increase in new molecular Cl species observed in ref. 31 could play a role in the increase in lattice strain in the Rh complex. In addition, the potential formation of H\textsubscript{2} from the COD ligand could further increase the lattice strain, as is observed in in-solvent SCXRD radiation damage studies of small polypeptides,\textsuperscript{52} accumulating preferably in certain crystallographic directions over others. At the 8 keV setup, it should be noted that the change in FWHM increases linearly across all directions, until approximately 40 min of irradiation, equivalent to a dose of 18 MGy, plateauing to reach a maximum value after 26 MGy, equivalent to 60 min of irradiation.

This trend is also reflected in the change in peak positions for the 8 keV dataset, which shows a decrease and subsequent plateauing of the rate of peak shift after 60 min of X-ray exposure, across the different crystallographic directions studied. For example, the (011) peak undergoes a major shift towards lower 2\theta values of −1.3°, whereas the (110) sees a minimal −0.3° shift. Le Bail refinements of the 15 keV dataset show less severe, though notable, intensity decays, FWHM increases, and a maximum (011) peak shift of −0.5°, see Fig. S2(d)–(f) (ESI†). Changes in the 18 keV dataset are even smaller, with the peak positions only undergoing a notable maximum shift of approximately −0.2°, see Fig. S2(g)–(i) (ESI†). Finally, the peak shape, intensity and peak positions of the 25 keV dataset over the same two hour irradiation period, see Fig. S2(j)–(l) (ESI†), are too subtle to quantitatively extract, as would be expected from the low X-ray dose at the experimental settings corresponding to this energy.

The extent of peak shifts across all four energies is reflected in the change in the unit cell lattice parameters, also determined by full profile batch Le Bail refinements, shown in Fig. 5. The b and c lattice parameters clearly increase substantially more than the a lattice parameter over the same dose and time scales. The discontinuity in peak shape in the 8 keV data, after 26 MGy (t = 21 min) is also evident in the change of lattice parameters in Fig. 5(a). After this discontinuity, the onset of a plateau is observed across a, b and c at 8 keV. Relative to the dose at the 8 keV setting, a significantly lower dose is absorbed by the sample at experimental settings corresponding to 15, 18 and 25 keV. This results in the increase in lattice parameters remaining almost linear throughout the two hour period and a plateau is never reached.

To further understand the overall changes to the unit cell with increasing dose at the different photon energies, trends in the β angle and unit cell volume were also explored and are shown in Fig. 6. As shown in Fig. 6(a) at 8 keV, β stabilises after a 0.5% increase relative to its original value after receiving a

**Fig. 5** Change in the lattice parameters a, b and c of [Rh(COD)Cl\textsubscript{2}] as a function of diffraction-weighted dose (DWD) and X-ray exposure time at photon energy setups of (a) 8 keV, (b) 15 keV, (c) 18 keV, and (d) 25 keV.
dose of approximately 35 MGy, and remains constant for the remainder of the X-ray exposure. The global $\beta$ angle of the monoclinic Rh complex first undergoes an almost linear rate of expansion of 0.03° MGy$^{-1}$ until approximately 13 MGy, when the rate of expansion gradually decreases until it reaches an upper limit of radiation-induced expansion at a dose of approximately 35 MGy, at which point $\beta$ is 92.37° (a 0.5% increase from the starting angle of 91.89°). From the point of constant $\beta$, the unit cell volume continues to increase solely through changes in $a$, $b$, and $c$, but the rate of expansion slows down significantly from 1.3 Å$^3$ MGy$^{-1}$ to 0.5 Å$^3$ MGy$^{-1}$. Considering the relatively low doses of the 15 keV to 25 keV experiments, the lattice parameters, and thus the unit cell volume, continually increase across the two-hour time frame of the experiments without reaching a plateau, as evident in Fig. 6(b). At 15 keV the Rh complex experiences a linear unit cell volume increase of 0.98%, from 1688.7 Å$^3$ to 1705.4 Å$^3$, at a rate of 1.4 Å$^3$ MGy$^{-1}$ and at 18 keV, it expands by 0.4% from 1682.1 Å$^3$ to 1688.8 Å$^3$ at a rate of 1.2 Å$^3$ MGy$^{-1}$. Due to the extremely low flux achieved at 25 keV, the signal resolution of the diffraction patterns is severely compromised, as evidenced by the high level noise in the profile refinements in Fig. S2 of the ESL. This is in agreement with the lowest predicted diffraction and detector efficiency at 25 keV determined using RADDROSE-3D in Fig. 3(a). For this reason, it is not possible to quantify the changes in the 25 keV dataset. The changes in $\beta$ and $V$ as a function of dose, $\frac{d\beta}{dD}$ and $\frac{dV}{dD}$, are comparable across the different energies at low dose values, see insets in Fig. 6 and Table 2. The differences in these unit cell changes become slightly more apparent at higher dose. At a given dose, the 15 keV dataset appears to undergo the greatest change in $\beta$ and volume (excluding the 25 keV dataset), closely followed by 8 keV and lastly 18 keV, although these differences are not significant at low doses of less than 1.2 MGy. These minor discrepancies at higher dose could be understood through the combined effects of the difference in dose rates and resolution at the different energies, as well as the lack of accurate knowledge of beam profiles.

Southworth-Davies et al. observed that at room temperature on a home X-ray source in MX, the $D_{0.5}$ value, i.e. the dose at which half of the diffraction intensity is preserved, increases linearly with dose rate, in Gy s$^{-1}$. Expanding on this study, Owen et al. showed a dose-rate effect at room temperature at an undulator beamline, with crystal lifetimes increasing as a function of dose rate. In order to determine conclusively the presence of dose-rate dependence, the photon flux across the different energies should be attenuated such that they are approximately equal in value. In reality, and in part due to physical beamline limitations (i.e. type of undulator), this is not a trivial pursuit. Although some beamlines have implemented strategies such as foils, attenuators or detuning options to enable robust, fast and reproducible flux attenuation, these setups are not available as standard on most SMXRD beamlines, including beamline I11. This can be explained by the focus in previous decades to increase photon flux to facilitate greater spatially and time-resolved experiments. The dramatic advance in technologies and the unprecedented flux presently achievable means that the degradation of certain small molecule crystals and powders is now being observed. Therefore, the implementation of attenuators on SMXRD beamlines may be considered and revisited by beamline staff in the near future.

Many beamlines, including I11, do not currently have any form of automated attenuation, such as attenuating foils, installed, which would enable a robust, fast and reproducible flux attenuation.

### 3.2 Changes to the molecular unit

Le Bail refinements of the PXRD data provide insights into the average unit cell changes occurring in the sample irradiated at 25 keV. The average unit cell changes occurring in the sample irradiated at 8 keV, 15 keV, 18 keV, and 25 keV are tabulated in Table 2. The changes in $\beta$ and $V$ as a function of dose, $\frac{d\beta}{dD}$ and $\frac{dV}{dD}$, are comparable across the different energies at low dose values, see insets in Fig. 6 and Table 2. The differences in these unit cell changes become slightly more apparent at higher dose. At a given dose, the 15 keV dataset appears to undergo the greatest change in $\beta$ and volume (excluding the 25 keV dataset), closely followed by 8 keV and lastly 18 keV, although these differences are not significant at low doses of less than 1.2 MGy. These minor discrepancies at higher dose could be understood through the combined effects of the difference in dose rates and resolution at the different energies, as well as the lack of accurate knowledge of beam profiles.

| $h\nu$/keV | Dose rate/MGy s$^{-1}$ | $\frac{d\beta}{dD}$ /° MGy$^{-1}$ | $\frac{dV}{dD}$ /Å$^3$ MGy$^{-1}$ |
|-----------|----------------------|-------------------------------|-------------------------------|
| 8         | 1.3                  | 0.0226                        | 1.2902                        |
| 15        | 0.3                  | 0.0275                        | 1.3856                        |
| 18        | 0.1                  | 0.0242                        | 1.1944                        |
| 25        | 0.03                 | 0.0255                        | 1.4348                        |
the different photon energies. However, in order to further probe the energy and related experimental parameter-dependent structural changes experienced by each molecular unit comprising the unit cell, batch Rietveld refinements of all 500 diffraction patterns across the full time frame of the experiments were carried out. The Rietveld refinements of the first, minimum dose diffraction pattern (collected after 5 s of irradiation) and the last, maximum dose diffraction pattern (collected after 41.7 min of irradiation) corresponding to the four experimental settings that reach 8, 15, 18 and 25 keV photon energies, are presented in Fig. S4 of the ESI.†

Previous iterative X-ray Photoelectron Spectroscopy (XPS) studies of this system showed that the carbon atoms comprising the COD ligands undergo no substantial radiation-induced chemical environment change.31 The rigid body model for the COD proved incredibly useful for the comparative batch refinements across the four energies, as it enabled the carbon atoms to preserve their chemical environment throughout the sample irradiation and shift relative to the central M–Cl unit. This method also allowed the extraction of the changes in the central Rh–Cl core structure more robustly, which is known to be sensitive to X-ray radiation.31

The results extracted from the structure refinements, namely the change in the lattice parameters, the interatomic distances, and bond angles, are presented in Fig. 7 as a function of photon energy, from the first, minimum dose diffraction pattern to the maximum dose diffraction pattern (after two hours of irradiation). It is evident in Fig. 7(a) that the trend of greatest lattice parameter expansion at the experimental setting associated with a photon energy of 8 keV, is consistent with the Le Bail refinement discussed above. In addition, the extent of expansion reduces at increasing photon energy, and hence, decreasing dose, with the 25 keV sample experiencing almost no notable change. The increase in lattice parameters with X-ray dose has been previously reported on this compound at room temperature31 and has also been observed in proteins in MX at 100 K by Murray et al. and Ravelli et al.56,57

It should be noted that the changes presented in the interatomic distances and bond angles of atoms present in the average molecular unit are not only a direct consequence of radiation-induced sample change, but are also convoluted by the resolution of the minimum and maximum dose diffraction patterns. At the 8 keV photon energy, for an absorbed dose of 53 MGy (t = 41.7 min), the atomic positions are significantly perturbed. This is evidenced by the widespread changes to the interatomic distances and bond angles, see Fig. 7(b) and (c). This is particularly clear for Cl1–Cl2, which sees an 11% decrease in distance, whilst the Rh2–Cl1 distance undergoes an expansion of approximately 8%. At 8 keV, the Cl1–Cl2–Rh2 angle increases by 11%, whilst the Cl1–Rh2–Cl2 angle decreases by 14%, as expected from earlier dose calculations, since the absorbed dose decreases for the datasets collected at higher energy and the extent to which interatomic distances change becomes gradually smaller. At 15 keV, the changes to the atomic distances and bond angles are less than 3% from the starting structure. At 18 keV, which has a maximum dose of 6 MGy, there are no notable changes in either the interatomic distances or the bond angles between the first and last measurement points.

The high dose absorbed by the Rh complex during data collection at 8 keV leads to an anisotropic distortion of the central M–Cl structure, which is in agreement with previous observations by the present authors on the related [Ir(COD)Cl]2 complex.31 The Cl atoms appear to be the more mobile species compared to Rh, which is also reflected in the rising Cl isotropic atomic displacement parameters with increasing cumulative dose, see Fig. S3 in the ESI.† Fig. 8 illustrates this by focusing on the Rh–Cl motif, where radiation-induced change manifests as a bending of the initially planar Rh–Cl structure about the Rh–Rh axes such that the Cl–Cl distances are reduced. The authors’ previous XPS analysis of this system showed that the central Rh–Cl structure experiences a severe loss of Cl as a result of X-ray irradiation. We were unable to attribute the Cl loss in the Rh complex to any structural observations from the complementary diffraction studies conducted at 18 keV, since the changes were too subtle to observe in [Rh(COD)Cl]2 due to the low absorbed dose at this energy. However, since the present study also includes data collected
using the high flux and dose available at 8 keV, the global structural changes to the Rh–Cl structure are clearly evident in the structure from that dataset. As a result, the notable global Cl displacement relative to its original, minimum dose position, and relative to the approximately stable Rh atoms, can be correlated with the local movement of the Cl away from the Rh–Cl plane and the side profiles, depicting the change in the structure’s atomic arrangement as a result of X-ray irradiation. The top row is the minimum dose structure (0.1 MGy, t = 5 s) and the bottom row is the maximum dose (53 MGy, t = 41.7 min) structure.

The central Rh–Cl motif of [Rh(COD)Cl]_2 obtained from refinement of the dataset collected at 8 keV photon energy, looking at the Rh–Cl plane and the side profiles, depicting the change in the structure’s atomic arrangement as a result of X-ray irradiation. The top row is the minimum dose structure (0.1 MGy, t = 5 s) and the bottom row is the maximum dose (53 MGy, t = 41.7 min) structure.

3.3 Tolerable dose limit estimations

In order to quantify the difference in diffraction data quality over the total measurement duration between the four photon energies, the total diffraction intensity \( I_{\text{tot}} \) analogous to the dose limit determination in single crystal X-ray diffraction, was obtained, see Table 3. This was extracted from the datasets by integrating the powder diffraction pattern at minimum dose (\( t = 5 \) s) and maximum dose (\( t = 41.7 \) min), across a specified angular range of 5–60° comprising all resolvable peaks as tabulated in Table S2 of the ESL.† Despite the flux being the greatest at 8 keV, the total intensity is rather low. This can be explained by the high absorption at this energy as it is situated on the tail of both the Rh L- and Cl K-edges. The proportion of total diffraction intensity remaining after 41.7 min sample irradiation is also presented. The 8 keV dataset is the only one to lose more than half the initial total diffraction intensity. The 15, 18 and 25 keV datasets preserve more than 89% of the initial diffraction intensity after the total measurement time.

The lifetime of a crystal under X-ray irradiation in MX experiments is typically quantified by dose limits, based on a defined point at which important biological information is deemed to be compromised. In the following discussion, three different definitions of dose limits cited in literature for protein crystals are explored and applied to the Rh complex. Table 4 summarises the various dose limits calculated.

The Henderson-type dose limit is defined by the “half-damage” dose of the total diffraction intensity \( D_{0.5} \) in a typical single crystal diffraction experiment at cryotemperatures. Here, only the high photon flux at 8 keV enables such a dose limit to be determined, with the Henderson-type dose limit calculated to be 39.6 MGy for room temperature powder data collection. However, based on the observations reported in this study, it is clear that even at this dose, substantial structural change has already occurred in the form of up to 2.5% unit cell expansion, and movement in atomic positions. This suggests that \( D_{0.5} \) is therefore not suitable for use in powder diffraction studies of organometallic crystals. In addition to the “Henderson-type” limit, Owen et al. suggested another dose limit defined as the dose at which 70% of the total diffraction intensity is retained in MX at 100 K.25 Here, the experimental dose limit of \( D_{0.7} \) is calculated to be 26.1 MGy for the 8 keV dataset. Again, at this dose, although reduced compared with the \( D_{0.5} \) intensity, significant structural distortion is observed, with an approximately 2% increase in unit cell volume.

| \( hν/\text{keV} \) | \( D_{\text{tot}} \) (5 s) | \( D_{\text{tot}} \) (41.7 min) | \( x \) |
|----------------|----------------|----------------|-------|
| 8              | 22 383         | 7467           | 0.33  |
| 15             | 76 258         | 68 120         | 0.89  |
| 18             | 30 888         | 28 476         | 0.92  |
| 25             | 776            | 763            | 0.98  |

Table 3 Total diffraction intensities \( I_{\text{tot}} \) for photon energies \( hν \) of 8, 15, 18, and 25 keV, at the minimum (\( t = 5 \) s) and maximum measurement dose (\( t = 41.7 \) min), along with the remaining proportion of intensity \( x \) after the 41.7 min measurement period, where \( x = I_{\text{tot}}(41.7 \text{ min})/I_{\text{tot}}(5 \text{ s}) \).
As both the “Henderson” and “MX experimental” limits are not suitable for this organometallic system at room temperature, an alternative approach of applying a $D_{0.9}$ dose limit is considered, defined as the dose at which 90% of the initial diffraction intensity is retained. Room temperature MX dose limits (specifically dose rate effects) were investigated by De La Mora et al. The authors proposed a 0.38 MGy dose limit but stressed that this was true only for hen egg-white lysozyme (HEWL) crystals at 2 Å, and is therefore inapplicable to the organometallic system studied here. The $D_{0.9}$ definition of dose limit has not, to the best of our knowledge, been previously applied to crystallographic experiments. However, a $D_{0.9}$ dose limit has been reported for a few X-ray absorption spectroscopy experiments of metalloproteins, defined by the upper dose at which 90% of the intrinsic metal oxidation state is preserved. Based on our previous study, including XPS of the [Rh(COD)Cl]$_2$ system, this seems to be a justifiable alternative. At 8 and 15 keV the $D_{0.9}$ limit is determined to be 11.9 MGy (corresponding to approximately 27 min of X-ray exposure and estimated resolution of 2.24 ± 0.01 Å$^{-1}$) and 11.8 MGy (equivalent to 40.6 min and resolution of 5.53 ± 0.06 Å$^{-1}$), respectively. This result is as expected, giving remarkable agreement, since by its very definition dose limit should be independent of incident X-ray energy.

At the $D_{0.9}$ limit, there is a minimal increase in lattice parameters and insignificant change in the planar Rh–Cl central core. Considering the limited structural change, this definition of a tolerable dose limit is thus more favourable to the [Rh(COD)Cl]$_2$ and possibly other organometallic crystals irradiated by X-rays during powder diffraction experiments. Determining $D_{0.9}$ could be important when systematically comparing the X-ray radiation hardness in related systems using precisely the same experimental parameters, including energy, flux, dose rate etc. However, it is important to note that the reduction in crystallographic quality crucially does not account for any local chemical environment change, such as photoreduction processes in the irradiated sample. Understanding the extent of metal reduction during irradiation in an organometallic catalyst is vital. From previously published X-ray photoelectron spectroscopy data on [Rh(COD)Cl]$_2$, the dose at which 90% of the Rh(i) state is preserved at room temperature, $D_{0.9}$, is determined to be approximately 7 MGy. Attempts to correlate structural with chemical damage at these XPS and XRD dose limits should be done cautiously given the varying experimental arrangements. PXRD is typically conducted in ambient conditions, in contrast to XPS which is carried out in an ultrahigh vacuum (UHV) environment. The specific local change, in the form of metal photoreduction has a much earlier onset in the damage process than the global structural change. At the PXRD $D_{0.9}$ limit of 11.8 MGy, despite the limited global damage to the unit cell, the Rh complex will have experienced substantial specific local damage in the form of Rh(i) reduction and Rh–Cl coordination changes. It is therefore important to consider both the crystallographic and spectroscopic $D_{0.9}$ limits to describe both the global structural and local chemical changes when discussing X-ray sensitivity of organometallic systems.

4 Conclusions

In this study, X-ray induced structural changes in the [Rh(COD)Cl]$_2$ catalyst during room temperature PXRD experiments at four different X-ray experimental settings are explored. The severe structural distortion of the central Rh–Cl structure at 8 keV and up to 15% change in bond angles, is attributed to the intense photon flux and large absorption and photoionisation cross sections, and therefore, radiation dose, associated with the experiment at this energy. The dose values at energies between 15 and 25 keV are an order of magnitude smaller than at 8 keV, resulting in more subtle structural changes. However, integrated intensities are lower at 8 keV than at 15 keV and 18 keV, see Table 3, and previously discussed estimations of resolution show that the 15 keV setting has the highest detectable resolution, followed by 18 keV, 8 keV and finally 25 keV, see Table S2 (ESI†). This means that the expected changes to structure at 8 keV may not be detected from the diffraction patterns, especially as the 8 keV setting sees the largest drop in resolution of ~61% after 41.7 min of irradiation. The significant movement of Cl atoms relative to the Rh atoms at 8 keV, can be correlated to the previously reported local loss of Cl during X-ray irradiation in photoelectron spectroscopy experiments. From the 8 keV dataset, insights into the onset of an upper limit of X-ray damage, where the unit cell changes appear to stabilise after approximately 35 MGy of irradiation, are obtained.

Although there were physical beamline limitations to determining a true energy-dependence of damage during this experiment, going forward, to better determine the optimal energy, the experiment should be setup such that equal dose and dose-rates are absorbed at 8, 15, 18 or 25 keV. This would help steer the future development of sources, as beamlines move to increasingly higher energy sources.

This study showcases the importance of dose calculations for small molecule crystals, not only including the effect of varying photon energy, but a complete description of the experiment. Dose calculations can help inform the choice of beamline parameters for future experiments. Determining a dose limit allows for an understanding of the point at which the experimental dose should not be exceeded. However, dose alone is not the sole deciding factor governing which energy is chosen for an X-ray experiment, as shown in the results of the 25 keV dataset. Whilst a very minimal radiation dose is absorbed by the sample, the poor resolution diffraction patterns, meant that no accurate structural information could be extracted within the time frame of the experiment. This is attributed to the low photon flux and decrease in elastic scattering cross section which both contribute to the observed diffraction. In order to maximise the quality of data collected, the ideal energy would be that which corresponds to the maximum diffraction efficiency, ensuring the photon flux is high enough to obtain data of adequate signal quality within the experiment time, yet absorbs a dose that falls just below the dose limit.

Developing robust routines to determine dose limits for small molecule crystals is also important. Established dose
limits from protein crystallography, such as the Henderson and other experimental dose limits discussed in this work, cannot easily be translated to organometallic complexes, due to the absence of solvent-related damage processes in powder diffraction and other X-ray techniques. Here, we demonstrate that a diffraction dose limit, $D_{\text{neg}}$, of 11.8 MGy is preferable with respect to previously proposed dose limits to describe structural sensitivities of the Rh complex studied, and other similar organometallic systems at room temperature. However, we suggest that the $D_{\text{neg}}$ spectroscopic dose limit, proposed by Kubin et al. and determined to be 7 MGy for this complex, should be given precedence in order to account for changes to local chemical environments, to which diffraction experiments are blind. As such, we note the limitations of defining universal dose limits in organometallic materials, due to the integral importance of dose rate on their stability and the dependence on whether specific or global damage is probed in the X-ray technique used.

To summarise, this work provides a detailed exploration of the influence of incident energy and related beam parameters on the crystal structure and attainable data quality in PXRD experiments. It provides a new approach to understanding and predicting dose-related behaviour in organometallic systems, which can help inform future experiments. Finally, it also clearly shows the importance of further investigations into the relationship of local and global damage in small molecule crystals as well as differing experimental environments across materials characterisation techniques.
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