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Abstract

Neutron-induced reactions with charged particle emission play an important role in a variety of research fields ranging from fundamental nuclear physics and nuclear astrophysics to applications of nuclear technologies to energy production and material science. Recently, the capability to study reactions with radioactive targets has become important to significantly advance research in explosive nucleosynthesis and nuclear applications. To achieve the relevant research goals and study (n,x) reactions over a broad neutron beam energy range, the Low Energy Neutron-induced charged-particle (Z) chamber (LENZ) at Los Alamos Neutron Science Center (LANSCE) was developed along with varied ancillary instrumentation to enable the aforementioned research program. For the (n,x) reactions of interest at low energies, a precise simulation of the discrete spectrum of emitted charged particles is essential. In addition, since LANSCE is a user facility, a simulation application that can be easily accessible by users has high value. With these goals in mind, we have developed a detailed simulation using the GEANT4 toolkit. In this work, we present the implementation and the validation of the simulation using experimental data from recent campaigns with the LENZ instrument. Specifically, we benchmark the simulation against a similar MCNP-based tool and determine the realistic range of applicability for the probability biasing technique used. We describe our implementation of an evaluated library with angular distribution and partial cross-section data, and we perform a validation of the application based on comparisons of simulated spectra with the experimental ones, for a number of targets used in previous experimental campaigns. Last, we discuss the limitations, caveats, and assets of the simulation code and techniques used.
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1. Introduction

Neutron-induced reactions are of great importance in nuclear astrophysics since the bulk of elements heavier than iron are synthesized in the cosmos by either of two nucleosynthesis processes involving neutron capture, namely the slow neutron capture (s-process) or the rapid neutron capture (r-process) process \[1\] \[2\]. However, these two processes are not adequate to explain all the observed abundances. It is known that to explain the production of the few stable neutron-deficient isotopes \[3\], shielded from the r- and s- processes (p-nuclei), new processes have to be invoked (i-process, p-process or $\gamma$-process). Advances in abundance observations in metal-poor stars and in particular of the elements Sr, Y, and Zr suggest that a previously unexplored nucleosynthesis process should exist (in addition to the s-, r-, and $\gamma$- process) \[4\]. This process has been called the LEPP (Lighter Element Primary Process) \[5\] \[6\] but the precise mechanism by which it synthesizes heavy elements still eludes us.

A strong candidate for the LEPP that involves neutron-induced reactions motivates this work. The neutrino-p ($\nu$p) process \[7\] could play the role of LEPP at the slightly proton-rich regions in the neutrino driven wind of core-collapse supernovae \[8\], as predicted by long-term hydrodynamics simulations with sophisticated neutrino transport.

We provide here a brief description of the relevant nucleosynthesis scenario. Hydrodynamic simulations indicate that the neutrino-driven wind could be slightly proton-rich during the early phases of the wind evolution after a type II supernova explosion \[9\] \[13\]. In such conditions, a nucleosynthesis path along the proton-rich side of the chart is favored. The strong neutrino and anti-neutrino fluxes from the proto-neutron star, however, allow for electron anti-neutrino absorption on protons ($\nu_e + p \rightarrow n + e^+$) to produce a small residual neutron density.

This small density of neutrons prevents the typical reaction flow slow down that would happen as soon as the nucleosynthesis path crosses nuclei with relatively long $\beta$-decay half-lives such as $^{56}$Ni and $^{64}$Ge and marks the beginning of the $\nu$p process.

The availability of neutrons allows for (n,p) reactions to happen as temperatures drop between 3 GK and 1.5 GK. The (n,p) reactions are faster than the $\beta$-decays, and hence bypass them. This bypass of the flow bottleneck allows the synthesis of heavy elements beyond iron \[2\] \[13\] \[17\].

Attempts to quantify the importance of the $\nu$p process to nucleosynthesis are inhibited, among other factors, by the lack of experimental data on the bottleneck nuclei ($^{56}$Ni, and others such as $^{64}$Ge) and their (n,p) reaction rates. Currently, theoretical predictions of these rates come with significant uncertainties related to the details of the optical potential away from stability.

Recently, the importance of certain (n,p) and (n,a) reactions to questions related to the radiogenic heating of terrestrial planets with implications for the habitability of exoplanets was explored by the group at Central Michigan University \[18\].

Beyond the nuclear astrophysics points discussed above, neutrons are an essential probe in nuclear physics studies aiming to investigate nuclear reaction mechanisms and extract nuclear structure information \[19\]. Neutron-induced reactions with charged particle emission are significant for a variety of research fields ranging from fundamental nuclear physics and astrophysics to applications of nuclear technologies for energy production, nuclear medicine, and material analysis.

An example of an issue, typically encountered in nuclear engineering, is related to the development of fusion and fission reactors. The generation of charged particles through fast-neutron induced reactions such as (n,p), (n,$\alpha$), (n,$n'$p), and (n,$n'$$\alpha$) leads to the formation of hydrogen and helium gases during reactor operations. These reactions are essential for estimating residual radioactivity and resolving licensing and radioactive waste generation issues. These reactions are also related to the radiation damage inflicted in reactors through the introduction of gas-filled pores into the reactor’s structural materials \[20\].

A review of existing literature on neutron-induced reaction cross-sections reveals a lack of experimental data sets on (n,p), (n,$\alpha$) reactions for medium and high Z isotopes over a broad neutron energy range. Data sets are often discrepant by factors of a few at 14 MeV, and the majority of experimental data
sets are not covering a broad enough neutron-energy range to meet the requirements for nuclear astrophysics or the other nuclear applications mentioned above.

For astrophysics applications, evaluated libraries do not cover energies below 1 MeV, which correspond to the stellar temperatures of interest for explosive nucleosynthesis. For applications in nuclear engineering, data on product angular distributions are missing and the available experimental cross-section data with broad energy coverage are too sparse to support reliable nuclear data evaluations.

Research efforts to address the lack of experimentally constrained (n,p) and (p,n) reaction rates for short-lived nuclei by developing an appropriate technique for (p,n) reactions using FRIB radioactive beams are under way since 2017 and have culminated in the demonstration of the technique using the $^{40}$Ar(p,n)$^{40}$K reaction in inverse kinematics [21]. The technique is currently undergoing commissioning at the SECAR recoil separator. The first radioactive beam experiment with the new technique will be the measurement of the $^{56}$Co(p,n)$^{56}$Ni reaction, opening the road for experiments with more exotic species.

Historically, the majority of neutron cross-section measurements have been performed using neutron generators at neutron energies around 14 MeV, or with small accelerator-based sources like the $^2$H(d,n)$^3$He reaction for neutron energies between 3-10 MeV, and $^7$Li(p,n)$^7$Be for energies below 1 MeV. Many of these measurements have traditionally used the neutron activation technique that (while providing high statistics) does not typically retain information about short-lived excited state production or light particle angular distributions.

Dataset shortcomings such as these, especially in the case of medium-Z nuclei, hinder subsequent theoretical analyses and determinations of the appropriate statistical model parameters used in the Hauser Feshbach theory. Therefore, the systematic uncertainties of data evaluations and nucleosynthesis calculations increases.

The Low Energy Neutron-induced charged-particle (Z) chamber (LENZ) [22] was developed at Los Alamos Neutron Science Center (LANSCE) to provide the high-quality nuclear data needed for modern applications. It is designed for the study of neutron-induced charged particle reactions with neutrons in the energy range from thermal to several tens of MeV, and is optimized for measurements of differential cross-sections and angular distributions with a small energy step over the broad-energy neutron beam at LANSCE, and with a total geometrical efficiency surpassing previous systems in operation [23–26].

For the nuclear astrophysics applications that motivate this work, the LENZ instrument has to fulfill additional requirements. The instrument has to operate successfully in a high-radiation field generated by the radioactive reaction target of interest. For reactions with medium-Z nuclei, like $^{56}$Ni, the amount of radioactive emission is such that dictates a thorough understanding of all possible beam-induced background sources in the experiment. The primary goal of this work is to develop a Monte Carlo simulation that can be utilized by users of the LANSCE facility in order to understand sources of background, estimate experimental yields and interpret measurement data. The simulation uses GEANT4 [27], an open source Monte Carlo simulation toolkit, made available by CERN, designed for modeling interactions of particles with matter. It has proven to be very versatile for the description of complex geometries with multiple materials and is shown to be reliably accurate in the description of neutron scattering processes [28] and neutron detector response simulations [29]. To ensure the realistic reproduction of (n,x) reaction yields and particularly the low excitation energy spectra of emitted protons and alphas we have implemented a state of the art evaluated library [30] that includes detailed partial cross sections and angular distributions for up to the first forty levels of excitation of the residual nuclei studied. To assess the validity of the simulated spectra we compared our GEANT4 simulations with experimental data on (n,p) and (n,a) reactions acquired during a recent experimental campaign. The manuscript is organized as follows: In section 2 we describe the LENZ
experimental configuration, including the characteristics of the LANSCE neutron beam as used in the simulation. In section 3, we describe the procedure to model the LENZ setup using the GEANT4 toolkit, and discuss the implementation of the physics aspects of the simulation, including the description of particle emission to discrete levels. We discuss the results of the simulation and compare them with LENV experimental data and an MCNP-based simulation in section 4. The final conclusions from this work are presented in section 5.

2. Description of the experimental configuration

The simulations in this work revolved around the reproduction of the response of the LENZ instrument at Los Alamos National Laboratory (LANL). A dedicated instrument for the detection of charged particles, LENZ, is used for the study of neutron-induced reactions of the \((n, x)\) type. LENZ is making use of the white neutron beam generated from the spallation of high energy protons, at the Weapons Neutron Research (WNR) facility of LANSCE [31, 32]. The main aspects of the experimental setup used and simulated are described in the following sections.

2.1. Fast neutron beam production at LANSCE

The WNR facility at LANSCE produces neutrons via the spallation process caused by 800 MeV protons impinging on an unmoderated tungsten target with an average proton current of approximately 4 \(\mu\)A. The proton beam is chopped and bunched before acceleration in order to give an adjustable pulse-to-pulse separation, typically of 1.8 \(\mu\)s. The pulse width approximately 125 ps (FWHM), allows for precise neutron Time Of Flight (TOF) measurements that are mainly limited by the timing resolution of the detector system. The ‘white’ neutron spectrum covers the energy range from about 100 keV to over 600 MeV and can be delivered simultaneously to six different flight paths [33]. The WNR broad-energy neutron spectrum and flux are ideal for studying double differential cross sections \((d^2\sigma/d\Omega dE_n)\) for a variety of neutron-induced reactions. The flux and energy distribution of the neutron beam depend on each flight path’s angle and distance from the tungsten spallation target. The neutron energy is typically deduced using the TOF method by measuring the time difference between the “stop” signal produced by a neutron or other reaction particle at the detection location, and the time stamp of the “start” signal produced by the 800 MeV proton beam via a pick-up circuit apparatus, right before hitting the tungsten spallation target.

For the purposes of this work, the LENZ instrument was simulated placed at the 15\(^{\circ}\)R (Right) flight path at WNR. The detailed energy spectrum and flux of the neutron beam at 15R can be seen in Figure 1 where the points show the neutron flux measured using a \(^{238}\text{U}\) fission ionization chamber while an MCNP simulation currently in use by the facility [34] is shown with a solid line. In order to provide the simulated neutron energy spectrum this full-scale MCNP calculation included the whole spallation neutron production process in the WNR target (T4). The MCNP result was benchmarked and found to be in good agreement with the \(^{238}\text{U}\) fission ionization flux monitor measurement, as shown in Figure 1 (Left). Further details on the WNR neutron flux and spectrum measurements can be found in previous LENZ related publications [35, 36].

![Figure 1: (Left) The WNR neutron energy spectrum was simulated using MCNPX, which was benchmarked with the deduced neutron energy spectrum from the \(^{238}\text{U(n,f)}\) measurement [35, 36]. (Right) The beam spot image at the WNR flight path 15R, where the LENZ experiments were performed. The diameter of the beam spot is 0.7 inches.](image)

2.2. The Low Energy NZ (LENZ) setup

The LENZ instrument is a detector system for measuring neutron-induced reactions \((n,x)\) that pro-
duce charged particles. It is designed to have a large solid angle coverage, a low detection threshold, and a timing resolution optimized for TOF measurements. LENZ was built to replace the preceding NZ chamber \cite{23-26} at WNR, which was used for the same purposes, but had a much more limited solid angle coverage. The experimental set-up consists of a cylindrical chamber, as shown in Figure 2. The neutron beam enters and exits through two thin vacuum windows in opposite ends of the chamber, the material of which (typically Kapton and/or Aluminum) can be chosen according to the needs of each experiment. Having a minimum amount of material along the beam-path reduces the neutron-induced background in the detector system by minimizing neutron scattering, or neutron-proton recoil events in the case of hydrogen-rich window material such as Kapton.

The LENZ chamber is designed to be able to accommodate various different types of detectors, arranged along the beam axis. Examples of detectors that have been used in LENZ include annular double-sided silicon strip detectors (DSSD) such as S1 and S3 type ones \cite{37} of various thicknesses, a Frisch-gridded ionization chamber, and diamond detectors \cite{38}. The positioning of the detectors can be configured according to detector type in any combination of detector thicknesses and in single or telescope $\Delta E$ - $E$ mode according to each experiment’s needs.

A reaction target wheel, shown in Figure 3, is placed at the center of the LENZ chamber and consists of an aluminum disk with 8 positions to hold different target materials. Each target position on the wheel has a diameter of 0.9 inches and can accommodate virtually any target of interest including backing materials, empty target frames, calibration sources, or reference targets for normalization purposes. To ensure the alignment of the targets to the neutron beam axis, the target wheel can rotate via a rotary feed-through mounted outside of the chamber, while maintaining vacuum in the chamber. The materials used and the geometry of the LENZ chamber are optimized to minimize background contributions from neutron scattering in the chamber, and to reduce any residual activation by favoring the production of short-lived isotopes in the prolonged runs that are typical of the facility.

![Figure 2](image2.png)

Figure 2: Engineering design of the LENZ vacuum chamber; the cutout shows the detector setup with 3 position sensitive silicon detectors, and the target wheel. The red arrow represents the direction of neutron beams produced at LANSCE.

![Figure 3](image3.png)

Figure 3: Picture of the 8 position aluminum target wheel used in the middle of LENZ.

### 2.3. Reaction targets studied in this work

For the validation of the developed simulation and the physics processes involved we took advantage of the neutron induced reaction measurements performed with LENZ at LANSCE on selected target materials. In this work we included two standard backing materials for nuclear physics experiments, Mylar and Kapton, and a natural Ni target as an example of a multi-isotope target. The target materials are briefly described below and are listed along with the corresponding reactions studied in this work on Table 1.

The Mylar ($\text{C}_{10}\text{H}_{8}\text{O}_{4}$) target foil had a thickness
of 15 \( \mu m \), while the Kapton \((\text{C}_{22}\text{H}_{10}\text{N}_{2}\text{O}_{4})\) target foil had a thickness of 100 \( \mu m \). The Kapton foil of this commercially available thickness is not suitable for optimized charged particle detection but it was used to test the yield from a thick kapton backing. A \(^{nat}\text{Ni}\) foil with a thickness of 10 \( \mu m \) was also irradiated in order to study the performance and properties of that material under irradiation from the WNR neutron beam. No actual targets were used for \(^{nat}\text{Al}\) and \(^{63}\text{Cu}\) as these two materials were only used in calculations to benchmark the performance of our simulation against a previously validated one based on MCNP 6.2.

The choice of the measurements utilized in this work was limited by the experimental studies performed with the LENZ instrument in only one run cycle and for which data were available. The choice of utilizing a single run cycle we made in order to ensure uniformity of the instrumental and facility-wise conditions. For instance, the position of the LENZ chamber at every run cycle determines the flight path length characteristic of the neutron TOF as well as the choice and specific geometrical setup of the detectors inside the chamber.

3. The GEANT4-based simulation model.

Monte Carlo simulations are a fundamental research tool for the design and optimization of experimental configurations in their entirety. In this work we used the version 10.6.p01 of the GEANT4 toolkit \cite{27,39,40} to build a detailed simulation model of the LENZ experimental setup. Specifically, the simulation includes the geometry of the experimental apparatus shown in Figure 2, the LANSCÉ neutron beam characteristics, the interaction between the beam and the LENZ target, and the response of the detection system. The emission of secondary protons and alpha particles at neutron energies below 20 MeV was an area of specific focus. To this extent, we implemented the detailed partial cross-sections based on the ENDF/B-VIII.0 evaluated library (see Section 3.4). Due to the high precision we decided to include in the simulation model, it was deemed necessary to employ a probability biasing technique to reduce the simulation computing time to a practically reasonable amount. In the following subsections we describe the various components of this simulation model.

3.1. Experimental Geometry

The geometry of the LENZ experimental setup as implemented in the simulation code is presented in Figure 4. Every part of the chamber was reproduced in the simulation based on the engineering designs shown in Figure 2, including the beam-line stand that supports the LENZ chamber. While surrounding structures (such as the chamber stand) are not crucial for the simulation of the charged-particle detection experiments, they can potentially contribute to the neutron-induced background and hence were included in the simulated geometry. On the other hand, the signal cables, pre-amplifiers and couplings to the vacuum pump and gauges were considered less significant sources of neutron-induced background and were not included in the geometry.

The configuration of the interior of the chamber in Figure 4 reproduces the experimental setup used in the run cycle of 2017, when the samples examined in this work were taken. Perpendicularly to the beam axis and in forward angles from the target, three annular double-sided silicon strip detectors (DSSDs) were set up for that run cycle. The DSSDs were placed at distances of 2.0 cm, 4.2 cm and 9.2 cm downstream of the target, with increasing thicknesses of 65 \( \mu m \), 300 \( \mu m \) and 500 \( \mu m \) respectively. These detectors covered a wide range of forward angles, between 14° and 67° degrees. In this run cycle, 76 \( \mu m \) thick Kapton foils were used as chamber windows at the entrance and exit of the neutron beam.

3.2. Neutron Beam

As mentioned before, the LENZ chamber is placed at flight-path 15R, which is extending downstream of the spallation target at an angle of 15° degrees to the right with respect to the direction of the proton beam. The energy dependent flux of neutrons at the entrance of the LENZ chamber was obtained from the result of the MCNP simulation, described in Section 2.1. The neutron energy vs. flux histogram, shown in Figure 3, was sampled in GEANT4 to generate primary neutron energies. The neutron beam...
| # | Material | Thickness (µm) | Reaction | Q value g.s. (MeV) | Experiment | Simulation |
|----|----------|---------------|----------|-------------------|------------|------------|
| 1  | Mylar    | 15            | $^1H(n,\text{el})$ | 0                 | YES        | GEANT4     |
|    |          |               | $^{12}\text{C}(n,a)$ | -5.7              |            |            |
|    |          |               | $^{16}\text{O}(n,a)$ | -2.2              |            |            |
| 2  | Kapton   | 100           | $^1H(n,\text{el})$ | 0                 | YES        | GEANT4     |
|    |          |               | $^{12}\text{C}(n,a)$ | -5.7              |            |            |
|    |          |               | $^{14}\text{N}(n,p)$ | 0.62              |            |            |
| 3  | $^{nat}\text{Ni}$ | 10          | $^{58}\text{Ni}(n,p)$ | 2.9              | YES        | GEANT4 & MCNP6.2 |
|    |          |               | $^{58}\text{Ni}(n,a)$ | 0.4              |            |            |
| 4  | $^{63}\text{Cu}$ | 1           | $^{63}\text{Cu}(n,p)$ | -0.72             | NO         | GEANT4 & MCNP6.2 |
|    |          |               | $^{63}\text{Cu}(n,a)$ | 1.72              |            |            |
| 5  | $^{nat}\text{Al}$ | 100        | $^{27}\text{Al}(n,p)$ | -1.83             | NO         | GEANT4 & MCNP6.2 |

Table 1: The target materials along with the corresponding reactions studied in this work.

The energy resolution of the DSSDs was determined in a previous work [24] by using a $^{229}\text{Th}$ source, which emits alphas from 4 MeV to 9 MeV. The detector resolution was found to vary quadratically as a function of energy and, therefore, a second order polynomial was implemented to reproduce the energy dependence of the detector resolution in the simulation.

The timing resolution of the DSSDs for the detected charged particles is generally determined by processing the characteristic waveforms from the observed gamma flash, generated from the WNR spallation neutron production target. More specifically, the spallation source produces prompt $\gamma$-rays which after traveling through the flight path can be detected in LENZ as scattered gammas. In the signal post-processing by applying appropriate optimized digital filters on the signal waveform, we can deduce a triggered time stamp and a pulse height. The intrinsic detector timing resolution that is deduced in this way for each incoming pulse height typically has a slight energy dependence. As far as the simulation is concerned, however, this slight energy dependence was considered negligible and the timing resolution implemented as a Gaussian broadening with a width corresponding to the Full Width at Half Maximum (FWHM) of 4 ns obtained from the experimental data of [22] was, for all practical purposes, adequate for a precise description of LENZ spectra.

### 3.4. Physics implementation

All of the physics processes and data were implemented to the simulation through the reference physics list `FTFP.BERT_HP.EMZ`. Electro-
magnetic processes such as electronic energy loss of ions were implemented by using the EmStandard-Physics_option, which is an optimized electromagnetic physics list for low energy applications that require high accuracy on hadron and ion tracking. For more accurate stopping power calculations of protons and alpha particles at low energies, according to the suggestions of references [41, 42], the default step limit function was lowered to 0.01 μm.

Neutron interactions with various materials were included using the GEANT4 High Precision Physics libraries. In order to have a standardized and realistic modeling of neutron-induced reaction yields we made use of a modified nuclear data evaluation file as an input to the simulation, built upon reference total and partial differential cross sections derived from the ENDF/B-VIII.0 nuclear data library, as discussed in [30]. This modified evaluation file includes an improved treatment of the outgoing charged particle energy-angle spectra from (n,p) and (n,α) reactions for more than 60 nuclei including Ni isotopes of interest for this work. Besides these 60 nuclei, for all other isotopes we used the inputs from the ENDF/B-VIII.0 evaluation that were already available for use with GEANT4 [33,34].

During the process of developing the simulation, some limitations in the treatment of the nuclear data inputs in GEANT4 had to be overcome. One was related to the handling of empty library records that occur for reactions which are not included in the evaluated files. Empty records exist for certain types of reaction, or neutron beam energies. For example, the main beam energy related limitation, is for neutron-induced reactions above 20 MeV for which ENDF/B-VIII.0 often does not contain evaluated cross section data. This fact limited the high accuracy of our simulated results above 20 MeV, since when exceeding this energy, reaction yields are handled by an approximate hadronic model [16,47]. Consequently we have limited our discussion to energies below 20 MeV.

The second major issue was encountered when the outgoing energies in the simulated spectra did not correspond to the expected energies based on reaction kinematics, even after applying the modified evaluations that had previously been validated using an MCNP simulation of the LENZ setup. The culprit appeared to originate from within the GEANT4 source code itself and the routine that handles the kinematics from the reactions of interest when partial differential cross sections are provided (given as MF = 4 in the ENDF format). The file under question, G4ParticleHPInelasticCompFS.cc, handles both neutron inelastic scattering as well as reactions such as (n,p) and (n,α). The routines included in this file have been frequently revised in recent versions/patches of GEANT4, however, as of GEANT4.10.6, issues still remain. The most important change that we had to make was to correctly sample the reaction Q-value since the routine was still assuming that it was equal to zero minus the excitation energy of the populated state. This is only valid if the ground state Q-value is zero, as is the case for elastic scattering. Hence, for reactions with positive ground state Q-values like 58Ni(n,p)58Co, the outgoing energies were all shifted down in energy in the default GEANT kinematics calculation (see discussion in section 4.2). Also, we found that the population

Figure 4: Visualization of the LENZ chamber as made with GEANT4 simulation. The configuration of the inner chamber consists of two Kapton windows at the entrance and exit of the neutron beam, the 8 position target wheel and three annular double-sided silicon strip detectors (DSSD). The DSSDs are placed in telescope configuration, acting as ΔE-E, and provide large solid angle coverage with low detection threshold. The LENZ chamber has multi-target capability and a good timing resolution, optimized for time of flight measurements.
of the ground states were being suppressed entirely because the code was only treating the excited levels. This is most likely attributed to the fact that the same routine also treats inelastic neutron scattering, while elastic scattering to the ground state is treated in a different part of the code.

3.5. Cross Section Biasing - Implementation and Limitations

In order to render the statistics in the simulated results comparable to the ones of the experimental spectra in a reasonable amount of computing time, all the corresponding reaction cross-sections had to be enhanced via the predefined generic biasing technique provided by the GEANT4 toolkit. The technique takes advantage of the approximate relationship that connects the mean interaction length with the so-called analog cross-section,

$$\sigma_{\text{analog}} = \frac{1}{\lambda(E)}$$  \hspace{1cm} (1)

to enhance the cross section by altering the interaction length and hence to increase the occurrence of the individual physics process interactions. In this work, the cross section enhancement was applied by biasing the individual physics process interaction occurrence \[39\]. This generic biasing scheme is optimized for neutral particles, which have no continuous energy loss along a step. The interaction length is defined as the length which the beam covers within a defined volume of material (importance volume) before a reaction occurs, and can be expressed in terms of the total cross section as:

$$\lambda(E) = \left( \sum_i [n_i \sigma(Z_i, E)] \right)^{-1}$$  \hspace{1cm} (2)

where $\sigma(Z, E)$ is the total cross section of the process per atom, $\sum_i$ sums over all elements in the material of the importance volume, and $n_i$ is the number of atoms per volume for the $i^{th}$ element in a compound material and is calculated as:

$$n_i = \frac{N \rho w_i}{A_i}$$  \hspace{1cm} (3)

where $N$ is Avogadro’s number, $\rho$ is the density of the medium, $w_i$ is the proportion by mass of the $i^{th}$ element and $A_i$ is the molar mass of the $i^{th}$ element.

When decreasing the interaction length by a (biasing) factor ($F_{\text{bias}}$), the probability of a reaction to occur increases in a proportional way.

$$\sigma_{\text{bias}} = F_{\text{bias}} \times \sigma_{\text{analog}} = \frac{F_{\text{bias}}}{\lambda(E)}$$

$$\sigma_{\text{bias}} = F_{\text{bias}} \sum_i [n_i \sigma(Z_i, E)]$$  \hspace{1cm} (4)

effectively increasing the cross section $\sigma$ by the biasing factor. The above described biasing technique can be extended to include different parts of the experimental setup, as e.g. the chamber walls, the entrance foil, etc., to account for possible low-probability neutron scattering events that increase the induced background in the detectors. The described cross section biasing technique affects the probability of any physics process to occur, including energy loss, and hence it is best suited for neutral particles like neutrons.

However, even when using neutral projectiles, one has to be aware of the maximum reliable biasing factor that can be applied; especially when the stopping power of a reaction product is of great importance for the simulated project. The reason lies in the fact that when the biasing factor exceeds a limit, the reactions tend to occur earlier (i.e. at a shallower depth) within the importance volume.

For instance, a simple example presented in Figure 5 shows how the results can get unphysically distorted when the biasing factor applied is highly overestimated. We considered a 100 $\mu$m thick aluminum target placed in the LENZ chamber and run our simulation with two different biasing factors. In the spectra the energy of the charged particles detected from a DSSD placed 9.2 cm downstream the target as a function of the neutrons’ time of flight is presented accordingly. In the case of Figure 5 (Top) the biasing factor implemented was equal to 100, while for the Figure 5 (Bottom) it was 100 times greater and equal to 10000. As expected and shown on Figure 5.
(Top), due to the stopping power of the 100 µm thick target, the proton bands that result from (n,p) reactions on Aluminum are not distinguishable but rather overlapping on one another and spread throughout the whole range of the neutron time of flight. This is not however, the case for the spectrum shown in Figure 5 (Bottom), which presumably should present the same effect of stopping power, considering that the target and geometry used in both cases were completely identical. The higher biasing factor applied to this simulation has apparently altered the results and it appears as if the target used was much thinner than its actual size. As it can be observed, the $^{27}$Al(n,p) reaction along with its excited states have clearly distinguishable bands, but compressed to the lower neutron time of flight - higher beam energy region. Consequently, the neutron induced reactions occur only within the first few µms of material inside the target, as the cross sections for neutrons were over-biased. Therefore, the rest of the importance volume acts rather like an absorber, with the stopping power of the non homogeneously produced charged particles being seriously overestimated.

Figure 7 shows an example of the effect of different biasing factors on the reactions distribution within the target volume. For the first plot, Figure 7(a), no biasing factor was applied, so the distribution of the reactions is uniform, though the statistics of the plot are significantly lower than the ones implementing the biasing technique. In the second plot of Figure 7(b) a biasing factor of 1200 is applied and it appears that the uniformity of the distribution of the reactions is not significantly disturbed. However, in the third plot, Figure 7(c), with a biasing factor of 120000, the distribution is obviously distorted with the majority of reactions occurring at a smaller beam penetration depth inside the target.

For the simulations in this work the maximum acceptable biasing factor was determined by calculating the spatial distribution of reaction occurrences within targets of varying composition and thickness using increasing biasing factors. The criterion for an acceptable biasing factor was that the mean of the spatial distribution of events agrees within 10% with the mean of the unbiased calculation. Although the calculations for this test were performed for mono-isotopic targets and using a mono-energetic neutron beam with an energy of 5 MeV, the results apply to more complicated target materials and broader neutron beam energy range.

Figure 7 shows the dependence of the maximum acceptable biasing factor on the thickness of the target (expressed as an areal density atoms/cm²) for three different elements. The colored lines represent fits of the maximum acceptable biasing factor values versus the material thickness. The fit in all cases is consistent with the maximum biasing factor varying in an inversely proportional way to the material
thickness. The constant factor depends on experimental parameters such as the neutron energy and seems to roughly scale with the inverse of the target density.

4. Results and Discussion

To benchmark our newly developed GEANT4 application we took advantage of a pre-existing, validated MCNP-based simulation of LENZ, comparing the outcome of both codes when using a $^{63}$Cu reference target. To confirm the reliability of the simulated response, we recreated sample cases based on a previous run cycle of LENZ and then compared them against experimental data. In this section we present our study, on the qualitative comparison of the simulated yields with the experimental ones, obtained using two standard backing materials for nuclear physics experiments, such as Kapton and Mylar. In addition, we present our attempt of simulating a target sample with many different stable isotopes, such as $^{nat}$Ni. The detector configuration used to obtain all the aforementioned data was as described in section 3.1.

4.1. Benchmark of the GEANT4 results for LENZ using MCNP

The spectra presented in Figure 8 show the simulated results of the $^{63}$Cu target with a thickness of 1 µm as obtained using the GEANT4 and MCNP6.2 simulations of LENZ respectively, and utilizing two different nuclear data libraries as inputs. For this case, ENDF/B-VIII.0 models the outgoing charged particle spectra from (n,p) and (n,α) using double differential energy-angle (DDX) spectra whereas the modified evaluation includes partial differential cross sections, with respect to angle, for the population of the discrete levels (up to the 40$^{th}$) in the residual nuclei. The remainder of the levels are combined to form the “continuum” contribution, for which DDX information provides an average description of the outgoing charged particle energies. The labelled kinematic curves show the expected outgoing charged particle energy as a function of neutron time of flight for populating the ground states in $^{60}$Co and $^{63}$Ni and assuming that the reaction occurred at the downstream face of the target. Here, the modified evaluation provides a better description of the expected outgoing energies as validated by past LENZ experiments with a brass target [30].

4.2. Comparison of LENZ simulation with experimental data

The results of the benchmarking exercise show that the two simulations treat the very different nuclear data inputs in a consistent way. We are thus enabled to proceed and compare the GEANT4 simulations with experimental data taken with the LENZ detector. The comparison focused on the simulation of common backing materials and of a representative multi-isotopic target. The backing materials used in nuclear physics experiments for depositing targets of interest are usually thin foils or films. For the purposes of this study, we chose two carbon and hydrogen containing foils, Mylar, and Kapton, with very different thickness each, to test the accuracy of the simulation results for the neutron beam and target interactions of relevance that typically appear during nuclear physics experiments.

The experimental results obtained by the irradiation of the Kapton foil are presented at the top pane of Figure 9 while the simulated ones are shown at the bottom of the same figure. The spectra show the energy of the charged particles that was detected by the DSSD detector that was placed at 9.2 cm away from the target, as a function of the neutron time of flight. The main characteristic in both experimental and simulated spectra is the broad band of proton recoils (labeled $^1$H(n,el)$^1$H), distributed throughout the whole range of neutron time of flight. This band can be mainly attributed to forward scattered protons from the elastic scattering of neutrons in the Kapton target. The simulation can recreate the width and the position of the proton band in agreement with the experimental data, indicating that the stopping power, energy, and lateral straggling inside the target are properly reproduced in the simulation code.

A characteristic feature of the experimental data which is, at least to a comparable extent, absent from the simulated spectra is the amount of background counts at low (below 400 ns) neutron time of
Figure 6: The effect of the cross-section biasing on simulated reaction product yields as a function of target depth for 5 MeV neutrons impinging on a 10 µm (6.0E+19 thick $^{27}$Al target. In plot (a) there wasn’t any biasing applied to the simulation. For plot (b) the biasing factor was set at 1200, while in plot (c) the biasing factor used was set at 100 times higher, namely at 120000. The spectra show that an exaggeration of the cross-section biasing, yields large discrepancies, since practically all the neutron-induced reactions are forced to occur at shallower depths inside the target, and the rest of the target volume then acts as a mere absorber.

Figure 7: The biasing factor as function of thickness expressed in at/cm$^2$ for three different target isotopes. The solid lines correspond to various fits of the data with a $f(x) = a/x$ fit function. The upper acceptable limit of the biasing factor was determined by calculating the spatial distribution of reaction occurrences within targets of varying composition and thickness (see text for details).

Flight values. This well-known source of background events present in all the experimental spectra is attributed to neutrons that are scattered on flight path elements which define the neutron beam shape, such as the cleanup collimator, the steel shutter system, etc. These parts of the neutron beam flight path, it was not practically possible to model in our GEANT4 application, and hence their effect is not included in the simulated spectra.

Figure 8: Charged particle energy deposition in the detector at 9.2 cm as a function of incident neutron time of flight, from a mono isotopic $^{63}$Cu target of 1 µm thickness as simulated in MCNP6.2 (Top) and GEANT4 (Bottom).

The results for the Mylar foil as obtained from the detector positioned furthest from the target (9.2 cm) are shown in Figure 10 (Top), while the results from the GEANT4 simulation in Figure 10 (Bottom).

The spectra are in a quite satisfactory agreement. In the case of Mylar, apart from the flight path-induced background events, there was an additional background contribution, which was due to the Kapton tape used to mount the Mylar foil on the target frame. Part of the tape intercepted the neutron beam path, yielding more scattered protons, which have subsequently partially contaminated the spectrum.

Nonetheless, a closer inspection of both spectra reveals that the bands of the forward elastic scattered
protons, showing a peak at around 380 ns, appear exactly at the same position and present the same distribution. Another distinct characteristic of the spectra is the existence of punch through protons (protons that have partially lost energy in the detector) and which appear from 380 ns and extend all the way down to 250 ns, indicating that the proton stopping power inside the detector is well reproduced. The alpha particles corresponding to the events shown below the proton band in the spectra, originate from (n,a) reactions mainly on carbon and to a lesser extent on oxygen, and have generally low statistics in both spectra. The alpha particles created from the $^{12}\text{C}(n,a)$ reaction can be clearly spotted in the simulated spectrum, as their band lies below the proton one, starting at around 340 ns and extending up to 400 ns, implying deposited energies up to 13 MeV. However, the same events are not clearly distinguishable in the experimental spectrum due to the background events at the low neutron time of flight region mentioned above.

It should be noted that in the case of Mylar
the adequate neutron-proton forward elastic scattering adopted by the corresponding GEANT4 hadron physics list is the main observable. The angular distribution for the ground state of the $^{16}$O(n,a) reaction was obtained from the ENDF/B-VIII.0 evaluated library, although this is not the case for the $^{12}$C(n,a) one, as there do not exist any available angular distribution data. Therefore, the $^{12}$C(n,a) reaction is considered to have an isotropic angular distribution in the simulation. In any case, the few resulting alphas from these reactions, are blended with the abundant protons produced from the elastic scattering and are not easily distinguishable, especially in the experimental spectra, rendering their respective detailed study quite difficult.

The study of complex targets, such as the $^{nat}$Ni one that includes contributions from multiple isotopes, deems the existence of complete library input data sets crucial. $^{nat}$Ni consists of five different stable isotopes, with $^{58}$Ni being the most abundant one, comprising the 68% of natural nickel. The spectra from both the experiment and the GEANT4 simulation (implementing ENDF/B-VIII.0 data) are presented in Figure 11 (Top) and (Middle) respectively. Contrary to the excellent agreement shown in previous cases, the $^{nat}$Ni spectra appear to deviate considerably. Specifically, the experimental spectrum shows multiple excited states of protons from various (n,p) reaction channels on nickel isotopes, yet in the simulated one, these discrete levels are not independently visible as the shape of the outgoing charged particle spectra represents more of an averaged-out shape that is shifted towards lower energies.

To overcome this critical obstacle, a new, enriched evaluation for all nickel isotopes has been developed by a collaboration between KAERI and LANL. In this new evaluation, we included the partial cross-section data along with the angular distributions for the first forty excited states of the residual nuclei of each reaction and for every isotope of natural nickel. The application of this new, enhanced data set to our simulation raised some serious challenges, particularly in the incorporation of the angular distribution of every excitation level. Although the new library was accordingly modified to be implemented in the simulation, the corresponding Q-values involved (as discussed in section 3.4) were assessed incorrectly by GEANT4 and required a slight modification of the relevant segment of source code in order to use the correct reaction Q-value and pass it correctly to the appropriate function. The spectrum generated with the corrected code is shown in Figure 11 (Bottom).

Comparing the outcome from the adjusted simulation Figure 11 (Bottom) to the experimental spectrum of Figure 11 (Top) we can observe a considerably better qualitative agreement, though still not completely satisfactory. The applied code adjustment successfully corrected the sampling of the reaction’s Q-value for the particle emission leading to the ground state of the product nucleus, therefore the $^{58}$Ni(n,p$^0$)$^{58}$Co and $^{58}$Ni(n,a$^0$)$^{55}$Fe reaction channels are now clearly visible in the simulated spectrum Figure 11 (Bottom). However, the source code modification success was only partial since the mishandling of the (n,p$^x$) reaction channels with $x$>0 remains, as the bands corresponding to emission to excited states and that are expected to lie below the (n,p$^0$) ground state band are not as clearly distinguishable as in the experimental spectrum. This implies the need for further improvement of the GEANT4 code in order to appropriately handle based on differential cross-section data angular distributions of emitted particles that leave the product nucleus in an excited state.

5. Conclusions

While the demand for high-quality nuclear data in modern applications is increasing, a new detector assembly, the Low Energy Neutron-induced charged-particle (Z) chamber (LENZ), has been developed at LANSCE. The LENZ chamber is conveniently designed for the study of neutron-induced charged particle reactions, over a broad neutron energy spectrum with a high total geometrical efficiency. In combination with the white neutron beam provided at LANSCE, the LENZ instrument covers an energy range from thermal energies up to several tens of MeV, which makes it ideal for double differential cross-section measurement studies. The absence of evaluated differential cross-section data for a large variety of medium and high-Z isotopes over a broad neutron energy range demonstrates one of the great potentials
In the present work we developed a detailed simulation code for LENZ using the GEANT4 toolkit. The simulation consists of three main parts; namely the implementation of the white neutron beam as provided at the WNR facility, the tracking of neutron interactions with the target and the structural materials of the LENZ chamber, and the simulation of charged particle creation on the target and chamber materials along with their transport to the LENZ detector assembly. To ensure the reproduction of the reaction yields, the evaluated cross section and angular distribution data were obtained from the ENDF/B-VIII.0 evaluated nuclear data library.

To overcome the inevitably low statistics associated with the generation of reaction products as secondary particles in the simulation in a reasonable amount of computing time, we implemented one of the standard GEANT4 biasing techniques to alter the frequency of occurrence of nuclear reactions in the materials studied. For consistency of the simulation, a validation test was performed in order to test the reliability of the biased simulation spectra. This test revealed that the maximum reliable biasing factor is inversely proportional to the thickness of the material on which the biasing is applied.

To verify the reliability of the simulated response of the detector system we performed a qualitative comparison test between selected experimental data and simulated results generated with the GEANT4 code. The results demonstrated a quite impressive qualitative agreement between the simulated and experimental spectra when the ENDF/B-VIII.0 evaluated library contained a complete set of angular distributions and cross-section data of the tested target material; in this case a Mylar and a Kapton foil. However, the limitations in the accuracy of the simulated results are revealed when the library is lacking partially or completely, accurate \((n,p_x)\) and/or \((n,\alpha_x)\) evaluated differential cross-section data. For the reference case of \(^{64}\text{Ni}\) examined in this work, a new evaluation for all the nickel isotopes had to be developed at LANSCE in order to overcome this limitation. Parts of this evaluation are gradually being implemented in newer versions of the GEANT package by the devel-

Figure 11: Charged particle energy deposition as a function of incident neutron time of flight, in the detector at 4.1 cm using a 10 µm thick \(^{64}\text{Ni}\) target (Top) Experiment, (Middle) GEANT4 simulation implementing a biasing factor of 500 and ENDF/B-VIII.0 data, and (Bottom) implementing the same biasing (500) but with data from new evaluation as an input.
The implementation of the expanded data set revealed an issue in the handling of reaction Q-values in specific GEANT4 simulation code algorithms that affects the angular distribution of secondary particles. This part of the GEANT4 source code has received significant attention by the developers in more recent versions of the code and it is the authors' hope that future versions of GEANT4 will address it satisfactorily.

In conclusion, we have developed a detailed GEANT4 simulation code that reproduces the unique characteristics of the LENZ setup. We have benchmarked the simulation against a calculation with MCNP and validated it using experimental data. The simulation code can now be used in combination with the LENZ setup during measurement planning or data analysis to efficiently serve users in both fundamental nuclear physics research experiments, as well as applications of nuclear physics.
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