Impact of collision models on the physical properties and the stability of lattice Boltzmann methods
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The lattice Boltzmann method (LBM) is known to suffer from stability issues when the collision model relies on the BGK approximation, especially in the zero viscosity limit and for non-vanishing Mach numbers. To tackle this problem, two kinds of solutions were proposed in the literature. They consist in changing either the numerical discretization (finite-volume, finite-difference, spectral-element, etc) of the discrete velocity Boltzmann equation (DVBE), or the collision model. In this work, the latter solution is investigated in details. More precisely, we propose a comprehensive comparison of (static relaxation time based) collision models, in terms of stability, and with preliminary results on their accuracy, for the simulation of isothermal high-Reynolds number flows in the (weakly) compressible regime. It starts by investigating the possible impact of collision models on the macroscopic behavior of stream-and-collide based D2Q9-LBMs, which clarifies the exact physical properties of collision models on LBMs. It is followed by extensive linear and numerical stability analyses, supplemented with an accuracy study based on the transport of vortical structures over long distances. In order to draw conclusions as general as possible, the most common moment spaces (raw, central, Hermite, central Hermite and cumulant), as well as regularized approaches, are considered for the comparative studies. LBMs based on dynamic collision mechanisms (entropic collision, subgrid scale models, explicit filtering, etc) are also briefly discussed.
1. Introduction

The lattice Boltzmann method (LBM) is an efficient numerical solver used to simulate various types of flows and physical phenomena \[1\]. It gives the space and time evolution of fictive particles gathered in \( V \) different groups \( f_i(x, \xi_i, t) \) with respect to their propagating speed \( \xi_i \), where \( i \in \{0, \ldots, V - 1\} \), and which are located at point \((x, t)\). By computing statistical moments of \( f_i \), one then recovers macroscopic quantities of interest for computational fluid mechanics (CFD), namely, density \( \rho \), momentum \( \rho \textbf{u} \) and total energy \( \rho E \).

Going into more details, the evolution of these populations \( f_i \) is most commonly described through two steps (propagation and collision) that are combined in the widely used stream-and-collide algorithm \[2\]. The complex collision process is usually simplified using the BGK collision operator, which assumes the relaxation of populations \( f_i \) towards their local equilibrium \( f_i^{eq} \) in a time \( \tau \), as originally proposed by Bhatnagar, Gross and Krook \[3\]. Despite a great success of the BGK-LBM in various fields of research, this model is well-known to encounter stability issues in the zero-viscosity limit and/or for non-vanishing Mach numbers \[1,2\]. To alleviate this problem, numerous ideas have been proposed during the past three decades. Roughly speaking, they consist in either changing the numerical discretization, the collision model, or both of them \[4,5\].

Even if the former approach leads to more stable LBMs, the resulting numerical scheme is less efficient and accurate, as compared to the standard stream-and-collide algorithm \[6\]. This is the reason why numerous contributions were proposed to derive more stable and accurate collision models, that would eventually be coupled with other numerical discretizations if needed be.

Due to the various degrees of stability improvement induced by the different collision models, researchers tried to find physical interpretations that could explain the stability discrepancies between models. Such an investigation led to several interesting concepts. For example, by applying the collision step in a moment space, the user can control the relaxation of high-order moments – which are not supposed to impact the physics as long as the continuum limit remains valid \[7\] – and to damp them when needed be, to increase the stability and accuracy of LBMs \[8–12\]. Interestingly, the relaxation of non-hydrodynamic modes is not restricted to the raw moment space (RM \[8,13,14\]). Instead, it can be applied to several kinds of statistical quantities such as Hermite moments (HM \[15–17\]), central moments (CM \[18–21\]), central Hermite moments (CHM \[5,22–24\]) and cumulants (K \[25–27\]). Finally, the filtering of high-order contributions was also at the center of the derivation of regularization steps in both their standard \[28–31\] or recursive formulations (RR \[32–35\]). All the resulting collision models have made it possible to successfully extend the fields of application of the LBM to the low-viscosity regime and to larger compressibility effects. The latter is perfectly illustrated, in the industrial context, by the competitive results obtained with isothermal LBMs, as compared to standard CFD solvers, for the simulation of aeroacoustic phenomena at finite Mach numbers \[36\].

Up to now, several criteria have been proposed in the literature to help the reader choosing the most appropriate collision model for a targeted simulation. Among them, the concept of Galilean invariance is frequently evoked as an argument of paramount importance for the choice of collision model \[18,19,25,26,37–40\]. Yet, this fundamental principle seems to have been deflected from its original purpose which was to guide the derivation of LBMs in order to recover the correct macroscopic behavior, and more precisely, to eliminate the velocity-dependent errors observed in the definition of transport coefficients such as kinematic viscosity and thermal diffusivity \[8,17,41–47\]. Furthermore, previous efforts seem to show that as long as the correct discrete equilibrium form is adopted, then one need not to pay attention to the moment space (used for the collision step) to recover the correct macroscopic behavior whatever the targeted physics \[48–53\].

Most of the time, the impact of collision models on the stability of LBMs is investigated through numerical simulations only, and the influence of the scaling used to compute the time step is rarely studied which further restricts the validity of these comparative studies. Consequently, the present work intends to study the stabilization properties of collision models, from a more
general viewpoint, by relying on the concept of linear stability analysis (LSA) which, for example, does not depend on the time step scaling. Usually, the LSA is used to determine the linear stability properties of a given numerical scheme for uniform base flows and assuming a periodic simulation domain. To further include the impact of boundary conditions or grid mesh refinement techniques, one must use more complicated methods [54,55]. In the CFD community, the LSA is most commonly called a von Neumann (or Fourier) analysis owing to the fact that von Neumann was among the first to study the linear stability of numerical schemes used to solve partial differential equations [56]. Even if this analysis cannot quantify the impact of non-linear (de)stabilization mechanisms, it is a mandatory step to assess to good behavior of a numerical scheme in terms of both accuracy and robustness [56,57]. When it comes to the LBM community, despite the tremendous number of numerical validations of collision models that have been published up to now, only a few of them rely on the LSA [7–9,11,16,58–77]. In addition, the latter usually present results in a formalism that differs from previous studies (particular assumption on the stability criterion, reduced interval of values for the relaxation time, etc), which prevent any general comparison of the (linear) stability of collision models.

Consequently, this paper aims at (1) clarifying the exact physical properties of a given collision model in the continuum limit, and (2) providing general results regarding the linear stability of the most common collision models. Since this kind of stability analysis cannot identify non-linear (de)stabilization mechanisms that might be inherent to collision models, a numerical validation is also conducted to supplement it. The latter is further used as a first quantification of the accuracy properties of the most stable collision models. To help the reader better apprehend these notions, the present work will be restricted to D2Q9-LBMs. Nevertheless, the methodology required to achieve the aforementioned goals will be presented in a systematic manner, so that one will be able to follow the same path for any LBM of interest. All studies are conducted considering isothermal and compressible LBMs in order to provide results as general as possible.

The rest of the paper reads as follows. In Section 2, the impact of the equilibrium on the discrete velocity Boltzmann equation (DVBE) is investigated. The latter allows us to explain the observations that were reported in the literature regarding the effect of collision models on the physical properties of the DVBE in the continuum limit. After recalls on the linear behavior of the Navier-Stokes equations, the influence of the moment space is further investigated through the LSA of the DVBE, where a lattice- and equilibrium-dependent critical Mach number is pointed out (Section 3). It is then proposed in Section 4 to rely on the LSA to quantify the impact of the numerical discretization on the LBM, and on top of that, the impact of the collision model on numerical errors. This is further investigated through the vortex transport by a uniform flow in Section 5. Eventually, conclusions are drawn in Section 6.

For the sake of completeness, the main steps of the LSA are recalled in Appendix A, and technicalities related to collision models of interest are compiled in Appendix B. The latter briefly discuss how moment-space-based collision models can be build on top of the simplest one, namely, the RM-LBM. It is further explained how to obtain the RR approach by recursively computing high-order non-equilibrium HMs in the context of the HM-LBM. Eventually, an example of the spectral sampling induced by coarse grid meshes is proposed in Appendix C.

2. Discrete equilibrium and macroscopic behavior

This work lies in the context of isothermal fluid flow simulations at finite Mach numbers. The macroscopic behavior of that type of flow is described by the isothermal and compressible Navier-Stokes (NS) equations:

\[ \begin{align*}
\partial_t \rho + \partial_\alpha (\rho u_\alpha) &= 0, \\
\partial_t (\rho u_\alpha) + \partial_\beta (\rho u_\alpha u_\beta + \rho \delta_{\alpha\beta}) &= \partial_\beta (\Pi_{\alpha\beta}),
\end{align*} \]  

(2.1)

where external accelerations were not accounted for. The viscous stress tensor \( \Pi_{\alpha\beta} \) is defined by

\[ \Pi_{\alpha\beta} = \rho \nu (S_{\alpha\beta} - \frac{\partial_\delta}{\partial \chi} u_\delta \delta_{\alpha\beta}) + \rho \nu \partial_\delta u_\delta \delta_{\alpha\beta}, \]

(2.2)
with \( S_{\alpha\beta} = \partial_{\alpha} u_{\beta} + \partial_{\beta} u_{\alpha} \), while \( \nu \) and \( \nu_0 \) are transport coefficients named kinematic and bulk viscosities respectively. \( D \) is the number of physical dimensions, and Greek symbols stand for the physical coordinates \( x \) and \( y \). Eventually, the equation of state for ideal gases leads to the thermodynamic relationship between temperature \( T_0 \) (which is constant) and pressure \( p = \rho T_0 \), hence, closing the set of equations (2.1).

Interestingly, this kind of fluid flow can also be described through the (force-free) DVBE. The latter is a set of \( V \) equations, which directly flows from the velocity discretization of the Boltzmann equation, and that governs the evolution of \( V \) groups of particles \( f_i \):

\[
\forall i \in \{0, \ldots, \nu - 1\}, \quad \partial_t f_i + \xi_{i,\alpha} \partial_{\alpha} f_i = \Omega_{i_{\text{eq}}}.
\]  

(2.3)

The latter balances the transport between the transport at speed \( \xi_{i,\alpha} \) and the collision of \( V \) populations \( f_i \), respectively represented by the left- and right-hand-side terms in Eq. (2.3). Following basic rules of the kinetic theory of gases [78], collisions must drive \( f_i \) towards its local (discrete) equilibrium \( f_{i_{\text{eq}}} \). This is done here by assuming \( \Omega_{i_{\text{eq}}} \) explicitly depends on the departure from equilibrium \( f_{i_{\text{eq}}} = f_i - f_{i_{\text{eq}}} \). In addition, the above methodology is not restricted to the standard BGK operator (named after Bhatnagar, Gross and Krook [3]), but instead, it can also account for more complex collision models [79,80]. The best way to achieve such a goal is to rely only on moments of \( f_i \), or more precisely, moments of \( f_{i_{\text{eq}}} \).

Contrarily to the Boltzmann equation, the DVBE assumes that particles can only propagate in particular directions. The number, norm and orientation of these velocities \( \xi_{i,\alpha} \) must follow particular rules that depend on the macroscopic behavior of interest [1,2]. Similarly, a number of constraints must be satisfied by the discrete equilibria \( f_{i_{\text{eq}}} \), where the latter is the discrete counterpart of the Maxwell-Boltzmann distribution (or Maxwellian)

\[
f_{i_{\text{eq}}} = \frac{p}{(2\pi T_0)^{D/2}} \exp \left[ -\frac{(\xi - u)^2}{2T_0} \right],
\]

(2.4)

with \( (p, q) \in \mathbb{N}^2 \), and \( D = 2 \) in the present work. More specifically, the moments of \( f_{i_{\text{eq}}} \) must equal those of its continuous counterpart \( f_{i_{\text{eq}}} \)

\[
\sum_i f_{i_{\text{eq}}}^{p} \xi_{i,x}^{p} \xi_{i,y}^{q} = M_{pq}^{eq} = M_{pq}^{MB} = \int \xi_{\alpha}^{p} \xi_{\beta}^{q} f_{i_{\text{eq}}} \, d\xi_{\alpha} \xi_{\beta},
\]

(2.5)

at least, up to a given order \( p + q = N \in \mathbb{N} \) that depends on the physics of interest [81]. To recover the isothermal behavior of the NS equations, up to third-order moments of the Maxwellian must be recovered by the discrete equilibrium. This is explained by the fact that the NS equations (2.1) can be rewritten as

\[
\begin{align*}
\partial_t (M_{00}^{MB}) + \partial_x (M_{01}^{MB}) + \partial_y (M_{01}^{MB}) &= 0, \\
\partial_t (M_{10}^{MB}) + \partial_x (M_{11}^{MB}) + \partial_y (M_{11}^{MB}) &= \partial_x (\Pi_{20}) + \partial_y (\Pi_{11}), \\
\partial_t (M_{01}^{MB}) + \partial_x (M_{11}^{MB}) + \partial_y (M_{02}^{MB}) &= \partial_x (\Pi_{11}) + \partial_y (\Pi_{02}).
\end{align*}
\]

(2.6)

where the diffusive term is further related to equilibrium moments through the Chapman-Enskog expansion [82]

\[
\begin{align*}
\Pi_{20} \propto \partial_t (M_{00}^{MB}) + \partial_x (M_{01}^{MB}) + \partial_y (M_{01}^{MB}), \\
\Pi_{11} \propto \partial_t (M_{11}^{MB}) + \partial_x (M_{11}^{MB}) + \partial_y (M_{02}^{MB}), \\
\Pi_{02} \propto \partial_t (M_{02}^{MB}) + \partial_x (M_{12}^{MB}) + \partial_y (M_{03}^{MB}).
\end{align*}
\]

(2.7)

and the equilibrium moments are

\[
M_{00}^{MB} = \rho, \quad M_{00}^{MB} = \rho u_\alpha, \quad M_{20}^{MB} = \rho u_x^2 + T_0, \quad M_{11}^{MB} = \rho \langle u_x u_y \rangle, \\
M_{30}^{MB} = \rho \langle u_x^3 + 3T_0 u_x \rangle, \quad M_{21}^{MB} = \rho \langle u_x^2 + T_0 \rangle u_y.
\]

(2.8)

\( M_{01}^{MB}, M_{02}^{MB}, M_{12}^{MB}, M_{03}^{MB} \) are obtained by index permutations.

For standard lattices, discrete velocities are defined as \( \xi_{i,\alpha} \in \{0, \pm 1\} \) (\( \alpha = x \) or \( y \)) which leads to the aliasing defect \( \xi_{\alpha,\alpha}^3 = \xi_{i,\alpha}^2 \) [2]. In theory, this decreases the accuracy of such velocity discretization to \( N = 2 \), which corresponds to the isothermal and weakly compressible...
discrete equilibrium reads [83–85]

\[ f_{(0,0)}^q = \frac{1}{n} (M_{00}^{eq} - M_{20}^{eq}) (M_{02}^{eq} - M_{00}^{eq}) = M_{20}^{eq} - (M_{00}^{eq} + M_{02}^{eq}), \]

\[ f_{(σ,0)}^q = \frac{1}{n} (σM_{10}^{eq} + M_{20}^{eq}) (M_{02}^{eq} - M_{00}^{eq}) = \frac{1}{2} (σM_{10}^{eq} + M_{20}^{eq} - σM_{12}^{eq} - M_{22}^{eq}), \]

\[ f_{(σ,λ)}^q = \frac{1}{n} (σM_{10}^{eq} + M_{20}^{eq}) (λM_{01}^{eq} + M_{02}^{eq}) = \frac{1}{2} (σλM_{11}^{eq} + σM_{12}^{eq} + λM_{21}^{eq} + M_{22}^{eq}). \]

(2.9)

where \((σ, λ) \in \{±1\}^2\), and \(M_{00}^{eq} = M_{20}^{eq} = M_{22}^{eq}\). By following this procedure, one can show that the resulting equilibrium populations will satisfy nine matching conditions, i.e., for all \(p, q \leq 2\).

Hence, the above equilibrium states do recover some of the third- and fourth-order moments of the Maxwell-Boltzmann distribution. While fourth-order equilibrium moments do not have any impact on the isothermal macroscopic behavior (but only on the numerical stability [11,12,73,76]), third-order ones are required to recover the correct viscous stress tensor [see Eq. (2.2)]. Indeed, considering the standard second-order equilibrium [by imposing \(M_{pq}^{eq} = 0\) for \(p + q \geq 3\) in Eq. (2.9)], macroscopic errors related to the viscous stress tensor \(ΔΠ_{pq}\) are

\[ ΔΠ_{20} = \partial_x (M_{00}^{eq}) + \partial_y (M_{20}^{eq}), \]

\[ ΔΠ_{11} = \partial_x (M_{11}^{eq}) + \partial_y (M_{12}^{eq}), \]

\[ ΔΠ_{02} = \partial_x (M_{12}^{eq}) + \partial_y (M_{03}^{eq}). \]

(2.10)

whereas accounting for third-order terms \((M_{00}^{eq}, M_{20}^{eq})\) corrects all non-diagonal terms (which are related to shear phenomena):

\[ ΔΠ_{20} \propto \partial_x (M_{00}^{eq}), \quad ΔΠ_{02} \propto \partial_y (M_{03}^{eq}). \]

(2.11)

and \(ΔΠ_{11} = 0\).

Interestingly, the extended equilibrium populations (2.9) are naturally incorporated in the most sophisticated collision models (cascaded, cumulant, recursive regularized) while the common BGK operator is usually based on the second-order formulation. This seems to be the reason why the better macroscopic behavior of these LBMs was attributed to the use of more “physically sound” collision models, i.e., that better fits, in the asymptotic limit, the isothermal NS equations. Nevertheless, the extended equilibrium (2.9) is not restricted to the latter collision models, but on the contrary, it can be included in the definition of standard (originally second-order) collision models for them to benefit from the inclusion of higher-order velocity terms [5].

Consequently, collision models are not expected to have any impact on the macroscopic behavior of the resulting LBMs, as long as, (1) they are based on the very same equilibrium state, (2) relaxation parameters satisfy the continuum limit required to perform the Chapman-Enskog expansion. If one wants to improve the asymptotic behavior of LBMs in an a priori manner, one must adapt either the discrete equilibrium state or the velocity discretization. This statement obviously extends to LBMs based on collision models with dynamic relaxation frequencies (entropic [86–88], KBC [10], subgrid scale models [89], space filtering [65,90], etc). This is explained by the fact that they either lead to (1) a space- and time-dependent kinematic viscosity \(ν(x, t)\), or (2) a dynamic relaxation of third- and higher-order \(non-equilibrium\) moments that should not have any impact on the \(isothermal\) macroscopic behavior. It is finally worth noting that one could rely on approaches based on velocity dependent relaxation times [46], or even correction terms [25,77,84,91–94], to alleviate the remaining deficiencies of standard velocity discretizations.
3. Linear stability analyses of the DVBE

(a) Motivation

In the previous section, the impact of the equilibrium on the macroscopic behavior was highlighted. Nevertheless, the latter behavior is only one of the properties of the DVBE and its corresponding LBM. Hence, changing the collision model might influence other properties, such as, the (linear) stability of the DVBE. In addition, LBMs based on different collision models do not share similar numerical properties, and some of them turn out to be more robust and accurate than others under given flow conditions [25,95,96]. In order to explain these discrepancies – which cannot be evidenced by only looking at the asymptotic behavior of either the DVBE or its numerical discretization – it is proposed to perform their LSA.

As a reminder, the LSA has been extensively used to investigate the spectral properties of different sets of partial differential equations [7,97,98], as well as, the robustness and accuracy of their numerical discretizations [56,99,100]. This kind of stability analysis consists in studying the evolution of perturbations ($f'_i$ in the lattice Boltzmann context) that are injected, as monochromatic plane waves, in the set of linearized equations of interest. In the case of a temporal analysis, this technique leads to a time-advance matrix that contains all the properties of the linearized equations. As an example, looking at the propagation speed (dispersion) and growth rate (dissipation) of these waves, it is then possible to confirm if they follow rules obtained with the linearized NS equations, for a given set of parameters ($Ma, \nu, \nu_b$, etc.).

In the context of the linearized DVBE, and as proposed by several authors [7–9,16,66,75], this powerful tool can be used as an extension to standard asymptotic expansions (Chapman-Enskog, Grad, Hilbert, etc), which are only valid in the vanishing wave number limit ($k \to 0$). It can further be used to check the validity of choices that have been made during the derivation of the DVBE: (1) the velocity discretization, (2) the form of the equilibrium state, and (3) the type of collision model. When it comes to linearized LBMs, Sterling and Chen [58] were among the firsts to apply such analyses to the LBM after linearizing the equilibrium distribution function, as the sole nonlinear term involved in the BGK collision model. Later, several authors performed LSA of the LBM, which significantly improved the understanding of its numerical properties and stability limits [8,9,16,59,66,67,75,101]. In addition, a number of works investigated the behavior of collision models operating in a particular moment space (raw [8,60,69], Hermite [9,16,63], central [69,71] and central Hermite [77]) or based on a regularization step [11,73,76,77]. These studies were usually presented in their own framework, and using different methodologies, which prevents any general comparison of the results obtained for each collision model.

Concretely, this work focuses on the temporal LSA in the context of isothermal but compressible fluid flows. The aim here is to investigate both the physical properties of the DVBE and the numerical properties of every collision model of interest. The latter being re-written in a common framework, a fair comparison is indeed made possible using the extended equilibrium (2.9), so that any effect of a given model can be isolated. Furthermore, analyzing the linear behavior of the DVBE will make it possible to clearly exhibit the effects of the time/space discretization. The exact methodology followed in this work is introduced in Appendix A. All of this is done by studying the time evolution of perturbations superimposed to a uniform mean base flow. At first glance, the uniform base flow assumption might be a bit confusing because such a macroscopic flow is pretty far from realistic ones. Nonetheless, it totally makes sense considering that any realistic flow can actually be decomposed into a mean and a fluctuating part, without any hypothesis. The only assumption arises when neglecting second-order effects in this decomposition, i.e., the linear assumption [Eqs. (A 1) and (A 2)]. This assumption does not prevent the exhibited instabilities to arise in more realistic cases, if nonlinear phenomena (related to high-order terms) do not take the upper hand. This is illustrated, in Section 5, with a very simple testcase: the transport of vortical structures.
Before moving to the results obtained through the LSA of both the DVBE (Section 3(c)) and its numerical discretization (Section 4), let us recall some basic features about the linearized isothermal NS equations, which will be used as references.

(b) Hydrodynamic waves

In the linear context, where perturbations have small amplitudes with respect to mean flow quantities, the macroscopic behavior of the isothermal and compressible NS equations can be fully described through two types of characteristic waves \([73,75,102]\). They are related to the propagation \([\text{Re}(\omega)]\) and the dissipation \([\text{Im}(\omega)]\) of: (1) shear \((\omega_s)\) and (2) acoustic \((\omega_b)\) perturbations. Their analytical formulas read as \([47,75,102]\)

\[
\text{Re}(\omega_s) = uk, \quad \text{Re}(\omega_b) = (u \pm c)k,
\]

and

\[
\text{Im}(\omega_s) = -\nu k^2, \quad \text{Im}(\omega_b) = \frac{1}{2} \left[ \left( \frac{2(D-1)}{D} - \nu + \nu_b \right) \right] k^2,
\]

where \(c\) is the mean (Newtonian) speed of sound, and can further be identified as the lattice constant \(c_0\) in the present context. It is worth noting that while the above relations are exact for the shear wave, those for acoustic waves are obtained through a truncated Taylor expansion \([47]\).

In addition, it is assumed here that perturbations propagate in the direction of the mean flow (i.e., \(u \cdot k = uk\)) to ease the description of the LSA basic concepts, whereas this assumption will be dropped for the computation of linear stability domains \([Section 4(b)]\).

The isothermal NS equations is a set of \((D + 1)\) conservation equations. Hence \((D + 1)\) characteristic waves fully describe the linear behavior of this set of equations. In the one-dimensional case, these hydrodynamic modes are divided into two acoustic waves. The shear wave, which is linked to transverse velocity perturbations, has no physical meaning in this particular case. For bidimensional flows, one shear wave can further be identified as a solution of the eigenvalue problem. Eventually, three-dimensional flows have their linear behavior fully described by four characteristic waves: two shear waves and two acoustic waves. Regarding now the properties of these waves, the shear wave propagates at the mean flow speed \(u\), whereas forward (+) and backward (−) acoustic waves propagate at \(u \pm c\). Furthermore, the attenuation of the shear wave is directly controlled by its diffusivity coefficient \(\nu\). Regarding acoustic waves, the attenuation process is divided into two parts: dissipation induced by (i) shear \((\nu)\), and (ii) compression/dilation \((\nu_b)\).

In the present work, we are interested in 2D isothermal and compressible LBMs. As a consequence, three characteristic waves (one shear, and two acoustic waves) compose hydrodynamic modes, whereas incompressible LBMs should not recover the two modes related to acoustics. Furthermore, the bulk viscosity is linked to its kinematic counterpart via \(\nu_b = (2/D)\nu = \nu\) \([103]\). Thus, shear and acoustic waves will have the very same attenuation rate \(\text{Im}(\omega_b) = \text{Im}(\omega_s) = -\nu k^2\).

To help the reader understand the behavior of shear and acoustic waves in the Fourier space, the spectral properties of a 2D isothermal gas flow typical of LBMs of interest \((\nu_b = \nu)\) are plotted in Fig. 1. The 2D map of the maximal growth rate highlights their isotropic behavior in the Fourier space, meaning that dissipation rates are independent of the direction along which waves propagate. This is also true for the group velocity of each wave. In addition, one can notice that normalized dispersion curves \([\text{Re}(\omega)/c]\) are linear with respect to the wave number \(k\). Knowing that the propagation speed, or group velocity, is the slope of dispersion curves, one can conclude that hydrodynamic waves propagate at constant speed whatever the value of \(k\), at least, in the limit of vanishing viscosity \([47]\). When it comes to dissipation rates, they fit a quadratic trend with respect to the wave number \([\text{Im}(\omega)/\nu \propto k^2]\) and they are always negative. This means that the dissipation of waves is even more important when their spatial frequency \(k\) is high. This translates the fact that viscosity impacts more small vortical structures than bigger ones.
(c) Linear behavior of the D2Q9-DVBE

In what follows, the linear behavior of the D2Q9-DVBE is investigated by solving the eigenvalue problem related to the perturbed equation (A3). Hence, it is important to understand that $V$ waves will be evolving in the Fourier space, instead of the $D + 1$ waves encountered with the isothermal NS equations. This is because the DVBE, and a fortiori the LBM, is a set of $V$ equations whose linear behavior is entirely linked to $V$ waves. Among them, $D + 1$ modes linked to hydrodynamics will be encountered, while $V - (D + 1)$ non-hydrodynamic waves will also be present in the Fourier space. By comparing modes obtained via the linearization of the DVBE with those resulting from the linearized macroscopic equations, one is then able to investigate potential defects of the DVBE in terms of macroscopic behavior independently from the numerical discretization that further leads to the LBM. Hence the LSA of the DVBE aims at providing general

Figure 1. LSA of the isothermal NS equations. From left to right, maximal growth rate $\max |\text{Im}(\omega)/\nu|$, dissipation, and dispersion properties ($k_y = 0$) of a 2D gas flow at rest, with the same characteristics as for isothermal LBMs ($v_b = v$). For the 2D map, dashed isolines range from $-\pi^2/4$ to $-7\pi^2/4$ with a step of $\pi^2/4$. Expressions of theoretical curves are \[ \text{Im}(\omega_S)/\nu = \text{Im}(\omega_{\pm})/\nu = -k^2, \text{Re}(\omega_S)/c = \text{Ma}, \text{Re}(\omega_{\pm})/c = (\text{Ma} \pm 1)k, \]\ where $\text{Ma}$ is the mean Mach number.

Figure 2. LSA of the D2Q9-BGK-DVBE with a second-order equilibrium ($N = 2$). Impact of the Mach number on dissipation rates (top) and dispersion properties (bottom) for $\nu = 10^{-6}$ and $k_y = 0$. 
results that do not depend on the numerical discretization adopted (stream-and-collide, finite-volume, etc), and which are not restricted to a particular time step scaling. Hereafter, we will only focus on hydrodynamic modes, but the interested reader is referred to Refs. [9,12,63,75,104] for a detailed investigation of the properties of non-hydrodynamic modes.

Let us start with the D2Q9-BGK-DVBE based on the standard second-order equilibrium, i.e., which is recovered imposing $M_{pq}^{eq} = 0$ if $p + q > 2$ in Eq. (2.9). Its dispersion and dissipation curves are plotted in Fig. 2. From them, it is clear that this model is able to recover the correct macroscopic behavior, in terms of propagation speed and dissipation of shear and acoustic waves, for low values of the Mach number. Nevertheless, deviations in the dissipation rate start appearing for higher values. The latter deviations are related to the famous $O(Ma^3)$ errors that are obtained in the definition of the viscous stress tensor [41]. Hence, the LSA of the DVBE is able to capture the weakly compressible deficiency of the D2Q9 velocity discretization, as previously reported for the D3Q19 lattice [66]. In fact, previous studies showed that by adopting higher-order velocity discretizations, the LSA further leads to shear and acoustic waves that do not suffer anymore from compressibility errors [12,73].

If we now consider results obtained with methods that are supposed to restore the Galilean invariance of standard lattices, such as the cascaded and the cumulant based LBMs [18,19,25], it seems clear from Fig. 3 that these methods do correct the errors usually observed on the dissipation of shear waves. Nonetheless, this has nothing to do with the moment space used for

---

**Figure 3.** Impact of the moment space on the dissipation rates obtained from the LSA of the D2Q9-DVBE with $\nu = 10^{-6}$, $Ma = 0.8$ and $k_p = 0$. From left to right, BGK with the standard equilibrium, collision models based on different moment spaces (but a single relaxation time), BGK with extended equilibrium. CM, CHM and K stand for central, central Hermite moment and cumulant based LBMs.

**Figure 4.** Mach number ($Ma$) corresponding to the linear stability limit of the D2Q9-BGK-DVBE, for various angles $\phi$ of the mean flow and $\nu = 10^{-6}$. Impact of the truncation order of the equilibrium state (2.9): standard second-order, partial third-order and partial fourth-order (from left to right). The critical Mach number is defined as $Ma_c = \min_{\phi}(Ma)$. For the D2Q9-DVBE based on a polynomial equilibrium, one obtains $Ma_c = \sqrt{3} - 1 \approx 0.73 [7,12]$. 

---
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\]
the collision step, but instead, this improvement is only due to the extended equilibrium (2.9) that is naturally used with these methods, as proven by the results obtained from the LSA of the BGK-DVBE based on the same extended equilibrium. This misinterpretation results from a common mistake encountered in numerous comparisons of collision models in the literature, where two parameters are changed at the same time: equilibrium and moment space. Consequently, the LSA of the DVBE confirms that moment spaces do not have any impact on the macroscopic behavior of this set of equations, and that only the equilibrium does have an influence in the continuum limit.

It is also worth noting that even with the extended equilibrium (2.9), there are still velocity-dependent errors remaining on the diagonal part of the viscous stress tensor [see Eq. (2.10)]. While these errors obviously impact the dissipation of acoustic waves, in a less intuitive way, they also impact the attenuation of shear waves that are not propagating along coordinate axes. Hence, to correctly assess the Galilean invariance properties of transport coefficients, one must study the impact of the mean flow orientation (with respect to the grid mesh) on these coefficients [46].

Eventually, since the linearized D2Q9-DVBE shows compressibility errors that act as anti-diffusion, there is a (critical) Mach number $Ma_c$ above which this set of equations becomes linearly unstable. Such an upper limit can be obtained by checking the value of $Ma$ for which at least one of the nine waves has a positive growth rate ($\text{Im}(\omega) > 0$) for a given wavenumber $k$ [56]. For the D2Q9-BGK-DVBE, one ends up with $Ma_c = \sqrt{3} - 1 \approx 0.73$ (for values of $\nu$ satisfying the continuum limit assumption), as illustrated in Fig. 4 and further demonstrated in Refs. [7,12]. Interestingly, this upper stability limit can be shown to depend on both the lattice and the type of equilibrium (polynomial, entropic, etc). In addition, it does not seem to be impacted by either the collision model [11,12,76], or the numerical discretization [74].

In what follows, we will further investigate the linear stability domain of LBMs based on collision models considered in our previous work [5], and further recalled in Appendix B. This will allow us to: (1) quantify the impact of collision model on errors introduced during the numerical discretization of the DVBE, and (2) see if the critical Mach number of the DVBE is also an upper limit for LBMs whatever the collision model considered.

4. Sophisticated collision models as a way to improve the linear stability of LBMs?

(a) Numerical discretization

In previous sections, results regarding the asymptotic limit and the linear behavior of the DVBE have been provided before its numerical discretization. Hence, their validity holds whatever the numerical scheme used to solve that set of partial differential equations (provided it is consistent [56]), e.g., stream-and-collide [1,2], finite-difference [48,105–108], finite-volume [109–116], spectral-element discontinuous Galerkin [117–120]. For the sake of fairness, however, it is also important to understand that numerical properties (i.e., stability and accuracy) of LBMs do depend on the collision model. This statement is even more true in the context of the stream-and-collide discretization for which numerical errors appear due to the numerical discretization of the collision term in the DVBE (2.3). To understand why, let us start from the numerical discretization of the DVBE (based on this algorithm), and referred to as LBM:

$$\forall i \in \{0, \ldots, V - 1\}, \quad f_i(x + \xi, t + 1) - f_i(x, t) = -\Omega_{ij} f_j^{neq}(x, t).$$ (4.1)

The left-hand-side (convective) term has been discretized using the method of characteristics. In the context of standard lattices, composed of constant discrete velocities whose components are integers (in lattice units), this numerical discretization is exact, and as a consequence, does not introduce any numerical error. On the contrary, the right-hand-side (collision) term is discretized following the trapezium rule which leads to second-order accuracy [121,122]. The latter discretization is then the only one introducing numerical errors in the derivation of
the LBM from the DVBE. This is the reason why, one can show that the numerical behavior of LBMs is drastically impacted by the choice of both the moment space and the relaxation parameters [11,25,26,39,69,71,123].

In what follows, we will then further quantify errors that emerge from the numerical discretization of the DVBE by using the linearized formulation of the stream-and-collide algorithm (A 4). This will allow us to identify the potential impact of collision models on the linear stability of corresponding LBMs.

(b) Linear behavior of D2Q9-LBMs

As a start, the configuration of a flow at rest (Ma = 0), with a viscosity of \( \nu = 10^{-6} \), is considered. Corresponding results are compiled in Fig. 5. The most striking result that should be pointed out is the strong anisotropic behavior of the maximal growth rate, as compared to the theoretical one (Fig. 1). More precisely, the numerical discretization introduces both dissipation and dispersion errors. In other words, when hydrodynamic waves are not sufficiently discretized (e.g., due to a coarse space step) they will neither propagate at the correct speed nor be dissipated correctly. Another key thing to notice is that non-hydrodynamic behaviors might override hydrodynamic modes, due to their very low dissipation rate, for very high wave numbers (\( k \sim \pi \)). The latter might then be the source of several spurious behaviors that have been reported in the literature for a flow at rest [124–126].

In addition, it should be noted that for a mean flow at rest no positive growth rates were found, meaning that the D2Q9-LBM is linearly stable for Ma = 0 no matter how low the value of \( \nu \) is. This is true whatever the equilibrium and the collision model considered, with the exception of the cumulant based LBM. This seems to be in contradiction with previous studies [25,40,95], but in fact, this defect might be related to the linear stability analysis itself, which cannot account for non-linear mechanism without increasing the truncation order of the Taylor expansion (A 1).

Eventually, the numerical discretization leads to spurious couplings between modes, that were not observed for the DVBE. These couplings induce energy transfers between non-hydrodynamic and hydrodynamic ones, eventually leading to positive growth rates, i.e., linear instabilities. Consequently, one can expect the critical Mach number, that was obtained with the D2Q9-DVBE, to be an upper limit of linear stability domains obtained after the numerical discretization. This point will be further investigated hereafter.
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**Figure 5.** Spectral properties of the D2Q9-BGK-LBM for Ma = 0 and \( \nu = 10^{-6} \). Map of dimensionless maximal growth rate, dissipation rates and dispersion properties (from left to right). Regarding the 2D map, dashed isolines range from \(-\pi^2/4\) to \(-7\pi^2/4\) with a step of \(\pi^2/4\). For 1D plots, symbols and solid lines correspond to LSA results and theoretical curves, where the latter read as: \( \text{Im}(\omega_S) = \text{Im}(\omega_{\pm}) = -\nu k_x^2 \), \( \text{Re}(\omega_S) = k_x c_s Ma \) and \( \text{Re}(\omega_{\pm}) = k_x c_s (Ma \pm 1) \) in lattice units.
(c) Linear stability domain

A set of partial differential equations, either continuous or discrete in both space and time, is considered to be linearly stable if and only if the growth rate of perturbations \( \text{Im}(\omega) \) remains negative whatever the value of the wavenumber \( k \) \([56,99,127]\). Put simply, it translates the fact that perturbations should not be amplified over time by the system, but instead, they should decay following dissipative laws, imposed by both the physics and the numerical discretization, and that depend on their wavenumber \( k \).

Hereafter, we will use this stability criterion to compute the maximal Mach number for \( \nu \in [10^{-6}, 10^{-1}] \), where the lower value is typical of airflow simulations in under-resolved conditions while the upper value is chosen so that the continuum limit assumption remains valid. In addition, contrary to previous analyses assuming a critical stability for waves propagating in the direction of the mean flow \([8,64]\), every combination have been considered here. The above methodology drastically increases the time required for the computation of the stability domains. Hence, it is worth noting that lattice symmetry properties can be invoked to reduce the number of possiblities for \( \phi \), and consequently, speed up the computation of linear stability curves \([11,12]\).

The comparative study will be restricted to the extended equilibrium (2.9) so that the impact of each collision model can be isolated. Two configurations frequently encountered in the literature are further considered: (1) the single-relaxation-time (SRT) approach, and (2) the equilibration of high-order moments, the latter corresponding to the standard regularization (REG) procedure based on the extended equilibrium expressed in the moment space of interest \([5]\). Noting \( \omega_n \) the relaxation frequency of the \( n \)th statistical quantity of interest (RM, HM, CM, CHM and K), the SRT approach is obtained by fixing \( \omega_3 = \omega_4 = \omega_\nu \), with \( \omega_\nu = 1/((\nu/c_s^2 + 1/2) \), whereas the REG approach discards high-order non-equilibrium contributions through \( \omega_3 = \omega_4 = 1 \).

Corresponding results are compiled in Fig. 6, and from them, several remarks can be drawn. Qualitatively speaking, it is clear that the collision model does have an impact on the linear stability of LBMs. Interestingly, changing the collision model does not allow us to overcome the DVBE upper limit \( \text{Ma}_c = \sqrt{3} - 1 \approx 0.73 \) that is recovered for very high values of the kinematic viscosity \( \nu \) \([7,11,12]\). From a more quantitative point of view, all moment-based LBMs (RM, HM, CM and CHM) lead to the same behavior (BGK) when (1) a SRT is employed, and (2) the same
(extended) equilibrium (2.9) is used for all collision models. Furthermore, it is confirmed that SRT-RR- and SRT-K-LBMs do not recover the behavior of the BGK-LBM. The SRT-RR collision model leads to the widest linear stability range whereas the SRT-K-LBM shows an unexpected linear behavior. Mathematically speaking, its main difference with other collision models is the non-linear relaxation related to the fourth-order cumulant. Hence, by equilibrating high-order cumulants, one would expect that such a defect would disappear, but surprisingly, the linear stability of the regularized (REG-)K-LBM is not improved. The same goes for other collision models, with the exception of the REG-CHM that recovers the results obtained by the SRT-RR, as mathematically anticipated in our previous work [5].

In the end, the LSA provides precious information, notably regarding the impact of the equilibrium and the collision model on the linear stability of both DVBEs and LBMs. It leads to a first ranking of collision models in terms of linear stability, and confirms that none of them can help D2Q9-LBMs (based on polynomial equilibria) exceeding the Mach number upper limit (\(\text{Ma}_{\infty} \approx 0.73\)). Yet, one may wonder if both results only hold in the linear regime, or if they remain valid when running simulations – for which non-linear phenomena may be encountered. A partial answer can be found in the literature. Indeed, a critical Mach number of approximately 0.73 was observed by Wilde et al. [74], by adopting several numerical discretizations of the BGK-DVBE. Hereafter, we will check if this result can be extended to the opposite viewpoint, i.e., for which simulations will be run using a sole numerical discretization (stream-and-collide algorithm), and several collision models will be compared.

5. Further investigations

Hereafter, the transport of a vortex by a mean flow is investigated to quantify the numerical stability domain of collision models, which will be compared to their linear one. This may allow us to identify (de)stabilization mechanisms that could not be observed in the linear context. All the simulations are performed using Palabos software [128], for which, collision models were implemented following instructions provided in our previous work [5], and recalled in Appendix B.

(a) From linear to numerical instabilities

This testcase consists in the superposition of a uniform flow (density \(\rho_0\), velocity \(u = (u_x, u_y)\) and temperature \(T_0\)) and a vortical structure (characteristic radius \(R\) and strength \(\beta\) located at point \((x_c, y_c)\). This test is of particular interest since it complies with the linear assumptions – small perturbations with respect to the mean flow and periodic simulation domain – which allows us to directly compare the present (numerical) stability domains with those computed using the LSA.
In the context of isothermal LBMs, the isentropic initialization of the vortex (as proposed
in Ref. [129]) cannot be applied as it is. Gendre et al. [130] proposed to derive its isothermal
counterpart by applying a Taylor expansion about the lattice temperature \( T_0 = \rho \) 3. The first-order
approximation leads to the initial state \((t = 0)\)
\[
\rho = \rho_0 \left[ 1 - \frac{\epsilon^2}{2c_s^2} \exp(-r^2) \right], \quad u_x = u_0 - \frac{\epsilon (y-y_0)}{0} \exp(-r^2/2), \quad u_y = \frac{\epsilon (x-x_0)}{0} \exp(-r^2/2), \quad (5.1)
\]
with \( \epsilon = \beta u_0, \beta = 0.5, R = 1/20, r = \sqrt{(x-x_0)^2 + (y-y_0)^2} / R \) and \( u_0 = Ma_c \).

Before moving to the evaluation of the stability domain of each collision model, let us have a
look at the kind of instabilities that emerge during simulations. For example, simulations based
on the BGK-LBM with the second-order equilibrium show the emergence of unstable waves in the
low-viscosity regime \((\nu = 10^{-5})\) for a relatively small Mach number \((Ma = 0.1)\). This is illustrated
in Fig. 7, where after several characteristic times \((t_c = L/\nu \) with \( L \) the number of points per
direction), a spurious wave emerges and eventually leads to the blow-up of the simulation. This
spurious phenomenon can be explained by looking at the 2D map of the maximal growth rate
where the coupling between two modes leads to a small instability bubble close to \( k_x \approx 0.1 \) and \( k_y \approx 2.1 \). The latter wavenumbers correspond to space frequencies that are observed in the above
simulation (low-frequency in the \( x \)-direction and high-frequency in the \( y \)-direction). This shows
that the LSA – which in our case relies on a uniform base flow – seems to be able to predict
instabilities arising during numerical simulations, if non-linear phenomena do not come into play.

(b) Methodology

As for stability domains obtained with the LSA, two configurations of relaxation parameters
will be investigated hereafter, namely, SRT \((\omega_1 = \omega_2 = \omega_3)\) and REG \((\omega_0 = \omega_3 = 1)\). The stability
criterion is based on the normalized kinetic energy averaged over the whole simulation domain
\([u^2]/u_0^2\), that is supposed to monotonically decrease over time for this testcase. Hence, for a given
kinematic viscosity \( \nu \) and Mach number \( Ma \), if it becomes larger than one (before a certain number
\( M \) of characteristic time \( t_c \)) then the simulation is very likely to be unstable in the next few time
iterations. Hence the stability criterion reads \([u^2]/u_0^2 < 1\) for \( t \leq Mt_c \), with \( M \) a parameter to be
defined, and \( L \) being the number of points used to discretized the \( L \times L \) simulation domain.

Before comparing the stability domains obtained for all collision models of interest, the impact
of the parameter \( M \) has been investigated. Results obtained for the most sensitive collision model
(which was identified as the BGK operator) are plotted for different mesh sizes in Fig. 8. At first
glance, the fact that the stability of LBMs depends on the number of iterations (required to run
the simulation) might be surprising. Nonetheless, one must remember that in the context of LSA,
even if a wave is proven to lead to a linear instability, it will take some time before it emerges
from the uniform background of the flow. Especially, if its growth rate is extremely low, let us
say \( \text{Im}(\omega) = 10^{-5} \), then its amplitude would be increased by a factor \( \exp[\text{Im}(\omega)] \approx 1 + 10^{-5} \) at
each iteration. Consequently, it would require several tens or hundreds of thousands of iterations
before it leads to the blow-up of the simulation. In any case, it seems safe to assume that \( M = 50 \) is sufficient to accurately evaluate the numerical stability domains of LBMs. In addition, the
stability domains obtained with the D2Q9-BGK clearly show a dependence on the grid mesh.
This translates the fact that the grid mesh acts as a space filter which will automatically prevent
the growth of (spurious) waves with a particular space frequency. In other words, even if the
LSA shows that a particular type of LBM should encounter stability issues due to the growth
of spurious waves for a given set of parameters \((Ma, \nu, \text{etc.})\), they might not emerge during the
simulation because of the numerical sampling of the discrete wavenumbers, and the simulation
might then remain stable. This was pointed out, for example, in Refs. [12,73], and it is further
illustrated in Appendix C for the standard regularized collision model using the double shear
layer testcase [131,132].
Figure 8. Isothermal convected vortex. Impact of the number of characteristic times $M$ on the stability domain of the D2Q9-LBM, with the BGK operator based on the extended equilibrium, and using $L = 32$ and 256 points (from left to right). The red dotted line corresponds to the critical Mach number of the D2Q9-DVBE: $Ma_c = \sqrt{3} - 1 \approx 0.73$ [7,12].

(c) Numerical stability domains

Stability curves obtained for all collision models of interest (RM, HM, CM, CHM, K and RR) are compiled in Fig. 9 for $L = 256$, $M = 50$ and considering the two configurations: SRT and REG.

From them, several mathematical results obtained in our previous work [5] can further be confirmed. First, when only one relaxation time is used (SRT configuration), all moment based LBMs recover the same behavior (BGK) with the exception of the cumulant approach. The RR-LBM further diverges from the BGK-LBM due to the reconstruction of the non-equilibrium part of populations through recursive formulas. When high-order moments are equilibrated, the REG-CHM model recovers the behavior of the SRT-RR approach. The REG-HM and REG-RR further leads to the standard regularized approach. The latter is explained by the fact that this configuration (REG) amounts to discarding non-equilibrium part of populations that are computed using recursive formulas.

In addition, it is confirmed that none of the collision model is able to remove the Mach number limitation, that was obtained in the linear case, and which is imposed by the lattice and the equilibrium. In fact, by adopting a different type of equilibrium, e.g., the entropic formulation obtained by minimizing the H-functional under the constraint of density and momentum conservation [133], this limitation could be alleviated but at the cost of part of the physics [76]. To improve both the physical and numerical properties of LBMs, one could include correction terms for the velocity-dependent errors that remain in the definition of the viscous stress tensor [25,46,77,84,91–94].

Going into more details, the SRT-RR approach clearly outperforms other collision models based on a SRT. Even though the SRT-K model leads to better stability domains than in the linear case, it remains pretty similar to those obtained with the BGK operator while being far more complicated. Interestingly, the tendency is reversed for the REG configuration where it leads to better stability curves than standard moment space approaches (RM, HM and CM), which confirms tendencies observed in previous works [25,40,95]. Regarding the only moment space that was not investigated by the latter authors (CHM), it also leads to very satisfying results in terms of stability.

In addition, while all collision models lead to similar stability properties for high values of the kinematic viscosity $\nu$, the SRT-RR, REG-CHM and REG-K seem to be the best candidates for the simulation of isothermal flows in the zero-viscosity limit. It is also worth noting that despite its simplicity, the BGK operator based on the extended equilibrium (2.9) also leads to rather satisfying results, as already pointed out by Geier et al. [25].
Figure 9. Isothermal convected vortex with $L = 256$. Impact of the collision model on the stability domain of the D2Q9-LBMs: using a single relaxation time $\omega_\nu = \omega_3 = \omega_4$ (left), and equilibrating high-order moments $\omega_3 = \omega_4 = 1$ (right). The red dotted line corresponds to the critical Mach number of the D2Q9-DVBE: $Ma_c = \sqrt{3} - 1 \approx 0.73$ [7,12]. In the SRT configuration, RM, HM, CM and CHM models recover the same behavior (BGK). For regularized approaches, the CHM also recovers the behavior of the SRT-RR. Both HM and RR further lead to the standard regularized approach as predicted in our previous work [5].

Figure 10. Normalized vorticity field $(\omega_z - \omega_{z,t=0}^{\text{min}})/(\omega_{z,t=0}^{\text{max}} - \omega_{z,t=0}^{\text{min}})$ of the isothermal convected vortex simulated with $Ma = 0.5$, $\nu = 10^{-4}$, $L = 256$ (top) and $L = 512$ (bottom). From left to right: initial state ($t = 0$), REG-K and SRT-RR ($t = 50c_s$). The REG-CHM collision model leads to results identical with those obtained with the SRT-RR.

(d) Impact on the accuracy

Nevertheless, when it comes to numerics, it is not sufficient to only focus on the impact of collision models on the robustness of LBMs without also considering the impact on their accuracy. The latter point is investigated for the most stable collision models (SRT-RR, REG-CHM and REG-K) considering a configuration which is close to their stability limit, i.e., $Ma = 0.5$ and $\nu = 10^{-4}$. 

Corresponding results are plotted in Fig. 10. The visualization of the normalized vorticity fields at $t = 50t_c$ is very satisfying for all collision models—whose accuracy is almost identical. More precisely, using a moderate resolution of the simulation domain ($L = 256$ points per direction), the vortex is properly convected over a long distance, and shows only little dispersion and dissipation errors. The dispersion error is identified by looking at the location and the shape of the vortex, whereas the dissipation error is quantified focusing on isocontours of the normalized vorticity. By increasing the resolution of the simulation domain, e.g., considering $L = 512$, these errors are further reduced but are still observable. The remaining dissipation error can be explained, in part, because $\nu \neq 0$. Interestingly, the fact that LBMs introduce more dispersion than dissipation errors, as shown by Marié et al. [66], is further confirmed here by the non-circular shape of the vortex for the finest resolution.

In the end, taking one step back and looking at the big picture, it seems clear that these collision models (SRT-RR, REG-CHM and REG-K) not only lead to stable simulations for non-negligible Mach numbers and low-viscosity values, but they also allow the resulting LBMs to accurately transport information over long distances, even if one must keep in mind dispersion issues. Of course, more numerical validations are required to extensively quantify the accuracy of these models, for the simulation of finite Mach number flows in the low-viscosity regime. Nevertheless, these first results are very promising.

6. Conclusion

The quest for always more sophisticated collision models has led many researchers to propose new approaches with various degrees of success. In this context, our work further confirmed that only the equilibrium state does impact the macroscopic behavior of LBMs, as long as, the continuum limit remains valid. The equilibrium is then the key element to improve at the same time the physical and numerical properties of LBMs.

Another very powerful, known feature of some LBMs was further highlighted by this quest: their numerical properties can be drastically improved by simply changing the collision model. In the context of CFD based on NS solvers, such an achievement cannot be reached without adopting complex numerical schemes which usually require extended stencils [56]. The latter eventually deteriorates the parallel performances of the corresponding solvers, whereas the change of collision model is local, and it barely impacts the ratio between the wall-clock times required to run (1) a LB simulation and (2) its NS counterpart. By relying on our uniform framework [5], this work confirmed that by adopting various collision models and adjusting their free parameters (i.e., relaxation frequencies), the linear and numerical properties of LBMs can be drastically improved with only little impact on their efficiency. Interestingly, it was shown that errors flowing from the velocity discretization, and which have a direct impact on the stability (the critical Mach number of the DVBE), could not be canceled out by simply changing the collision model.

Going into more details, we presented a comprehensive comparison of the linear stability domain of the most common collision models (RM, HM, CM, CHM, K, RR) for two standard configurations encountered in the literature, namely, single relaxation time (SRT) and equilibration of high-order moments (REG). Thanks to this, general conclusions were drawn regarding the stabilization properties of each collision model in the linear regime. In addition, the numerical stability analysis, based on the transport of a vortex by a uniform flow, further allowed us to (1) account for non-linear (de)stabilization mechanisms, and to (2) propose a first evaluation of the impact of (the most stable) collision models on the accuracy of the resulting LBM.

As a conclusion, this work showed that, in terms of stability, accuracy, and for the particular D2Q9 velocity discretization, the SRT-RR, REG-CHM and REG-K collision models are the best candidates (based on static relaxation parameters) for the simulation of isothermal flows in the low-viscosity regime and at finite Mach numbers. This is in accordance with results that were previously reported in the literature [23–25,32–34,47,95]. Yet, SRT and REG configurations are
only two possible configurations among many others. Hence, it might be possible to further improve the stability properties of these collision models by fine tuning the free parameters that control the relaxation of high-order moments. This was done, for example, in the context of lattice kinetic schemes where it led to very promising results [11]. One could also want to dynamically compute these free relaxation frequencies following a predefined paradigm. One possibility would be to make them depend on (shear and ghost) non-equilibrium populations through an approximation to the maximum entropy principle [10]. Both approaches are currently under investigation. Extension of these comparative studies to more quantitative testcases, as well as, 3D models (D3Q19, D3Q27, etc), will be presented in forthcoming papers.

A. Recalls on linear stability analyses

(a) Perturbed equations

To derive linear equations related to perturbations of interest, a Taylor expansion of the populations and of the corresponding collision operator is performed about a mean flow, neglecting second- and high-order terms:

\[ f_i \approx \overline{f}_i + f'_i, \]  

(A 1)

with \( \overline{f}_i = f_i^{eq}\big|_{\rho, \mathbf{u}} \) (uniform flow), and the overline notation stands for mean quantities in space and time. Applying the same expansion to the general form of the collision term \( \Omega_i \), and noticing that it is linked to \( f_j \) through the macroscopic quantities used in the definition of the equilibrium state \( f_i^{eq} \), we end up with

\[ \Omega_i(f_j) \approx \Omega_i(\overline{f}_j) + J_{ij} f'_j, \]  

(A 2)

where \( J_{ij} = \frac{\partial \Omega_i}{\partial f_j}\big|_{f_j} \) is the Jacobian matrix of the collision operator evaluated at \( f_j = \overline{f}_j \).

By injecting Eqs. (A 1) and (A 2) in both the force-free DVBE (2.3) and its space/time discretization (4.1), and noticing that \( \overline{f}_i \) are particular solutions of the resulting equations, two perturbed equations are obtained:

- Perturbed continuous DVBE

\[ \partial_t f'_i + \mathbf{\xi}_i \cdot \nabla f'_i = J_{ij} f'_j. \]  

(A 3)

- Perturbed space/time discrete DVBE

\[ f'_i(x + \mathbf{\xi}_i, t + 1) = [\delta_{ij} + J_{ij}] f'_j(x, t). \]  

(A 4)

These two equations are of particular interest. Eq. (A 3) allows the evaluation of the velocity discretization impact, the equilibrium, as well as the collision model. Eq. (A 4) further highlights the influence of the space/time discretization on the numerical stability and accuracy of the related LBM.

(b) Eigenvalue problem

Solutions of the set of perturbed equations (A 3) and (A 4) are obtained using a Fourier transform. This is equivalent to seeking solutions in the form of monochromatic plane waves evolving in a periodic domain, i.e., \( \forall (k, \omega) \in \mathbb{R}^D \times \mathbb{C}, \)

\[ f'_i = A_i \exp[i(k \cdot x - \omega t)] \]

\[ = A_i \exp[\text{Im}(\omega) t] \exp[i(k \cdot x - \text{Re}(\omega) t)], \]  

(A 5)

(a)

(b)

where \( k \) is the (real) wave number, while \( \omega \) is the (complex) time frequency of the monochromatic wave. “ \( i \) ” is the imaginary part unit which must not be confused with \( i \) (the discrete velocity
index). Simply put, (a) is linked to the growth (or dissipation) rate of waves, while (b) gives information about the propagation speed (or dispersion) of waves.

Injecting Eq. (A 5) into perturbed equations (A 3) and (A 4) leads to the following eigenvalue problem of size $V$:

$$M^C_\Omega A = \omega A, \quad (A 6)$$

$$M^D_\Omega A = \exp (-i\omega) A, \quad (A 7)$$

with $\omega$ (resp. $\exp (-i\omega)$) the eigenvalue, $M^C_\Omega$ (resp. $M^D_\Omega$) the matrix associated to the continuous (resp. discrete) perturbed equation, and $A$ the eigenvector composed of the perturbations’ amplitude. By solving Eqs. (A 6) and (A 7), eigenvalues are then obtained, and plotting their imaginary and real parts eventually makes it possible to: (i) understand how numerical waves behave in the simulation domain, (ii) confirm if they follow analytic formulas derived from the linearized NS equations, (iii) distinguish the impact of velocity and space/time discretizations of the Boltzmann equation.

Let us continue with the definition of the matrix $M_\Omega$. It directly depends on the chosen lattice, collision model $\Omega$, wavenumber $k$ and mean flow $(\overline{\pi}, \overline{\pi})$. If we consider the general collision model $\Omega$, its mathematical expression in the continuous case reads as

$$M^C_\Omega = E^C + iJ^C_\Omega$$

with $E^C_{ij} = (\xi_i \cdot k) \delta_{ij}$, whereas its discrete counterpart is

$$M^D_\Omega = E^D \left[ \delta + J^D_\Omega \right]$$

with $E^D_{ij} = \exp[-i(\xi_i \cdot k)] \delta_{ij}$. $J^C_\Omega$ and $J^D_\Omega$ are the Jacobian matrices associated to the collision model $\Omega$ in the continuous and discrete case respectively. To derive these Jacobian matrices, one can either do it analytically [11, 12,71,75–77], or numerically by using a dedicated library. As a first study, the latter option has been adopted, even though analytical formulas for the computation of each Jacobian will be provided in a future investigation.

**B. Collision models and related post-collision populations**

Hereafter, the uniform framework [5] used for the derivation of all collision models is briefly recalled. Let us start with the definition of post-collision populations $f^*_\rho$ based on post-collision raw moments $M^\rho_{pq}$ with $p, q \leq 2$ [10,85,134]:

$$f^*_{(0,0)} = M^\rho_{00} - (M^\rho_{20} + M^\rho_{02}) + M^\rho_{22}, \quad (A 1a)$$

$$f^*_{(\sigma,0)} = \frac{1}{2} (\sigma M^\rho_{10} + M^\rho_{20} - \sigma M^\rho_{12} - M^\rho_{22}), \quad (A 1b)$$

$$f^*_{(0,\lambda)} = \frac{1}{2} (\lambda M^\rho_{01} + M^\rho_{02} - \lambda M^\rho_{21} - M^\rho_{22}), \quad (A 1c)$$

$$f^*_{(\sigma,\lambda)} = \frac{1}{4} (\sigma \lambda M^\rho_{11} + \sigma M^\rho_{12} + \lambda M^\rho_{21} + M^\rho_{22}), \quad (A 1d)$$

with $(\sigma, \lambda) \in \{\pm 1\}^2$. Post-collision RMs $M^\rho_{pq}$ are defined as

$$M^\rho_{00} = M_{00} = M^\rho_{00} = \rho,$$  

$$M^\rho_{10} = M_{10} = M^\rho_{10} = \rho u_x,$$  

$$M^\rho_{01} = M_{01} = M^\rho_{01} = \rho u_y,$$  

$$M^\rho_{20} = (1 - \omega_v)M_{20} + \omega_v M^\rho_{20},$$  

$$M^\rho_{02} = (1 - \omega_v)M_{02} + \omega_v M^\rho_{02},$$  

$$M^\rho_{11} = (1 - \omega_v)M_{11} + \omega_v M^\rho_{11},$$  

$$M^\rho_{21} = (1 - \omega_v)M_{21} + \omega_v M^\rho_{21},$$  

$$M^\rho_{12} = (1 - \omega_v)M_{12} + \omega_v M^\rho_{12},$$  

$$M^\rho_{22} = (1 - \omega_v)M_{22} + \omega_v M^\rho_{22}.$$
where central Hermite polynomials \( \tilde{H}^p,q \) computes CHMs for this methodology with the example of the collision model based on the CHM space. First, one

\[
M^p,q_{21} = (1 - \omega_3)M^p,q_{21} + \omega_3M^p,q_{21},
\]

\[
M^p,q_{12} = (1 - \omega_3)M^p,q_{12} + \omega_3M^p,q_{12},
\]

\[
M^p,q_{22} = (1 - \omega_4)M^p,q_{22} + \omega_4M^p,q_{22},
\]

with \( M^p,q_{pq} = \sum_i \xi^{p}_{i,x} \xi^{q}_{i,y} f_i \), \( M^p,q_{00} = \rho(u_x^2 + c_s^2) \), \( M^p,q_{02} = \rho(u_y^2 + c_s^2) \), \( M^p,q_{11} = \rho u_x u_y \), \( M^p,q_{12} = u_x M^p,q_{02} \), \( M^p,q_{22} = M^p,q_{00} M^p,q_{00} / \rho \), and where the conservation of mass and momentum is enforced by imposing zeroth- and first-order moments to their equilibrium values. \( \omega_p \) is the relaxation frequency related to viscous phenomena, whereas the free parameters \( \omega_3 \) and \( \omega_4 \) are those associated to third- and fourth-order moments respectively.

To compute post-collision populations for a given collision model, one just need to relax statistical quantities of interest (HM, CM, CHM and K) in their corresponding moment space. Then, one come back to post-collision RMs using relationships compiled in Appendix D of Ref. [5], and eventually, one compute post-collision populations \( f_i^\ast \) thanks to Eq. (A 1). Let us illustrate this methodology with the example of the collision model based on the CHM space. First, one computes CHMs for \( p, q \leq 2 \)

\[
\tilde{a}^p,q = \sum_i \tilde{H}^i_{i,pq} f_i,
\]

where central Hermite polynomials \( \tilde{H}^i_{i,pq} \) are defined as [135]

\[
\tilde{H}^i_{00} = 1,
\]

\[
\tilde{H}^i_{10} = (\xi_{i,x} - u_x),
\]

\[
\tilde{H}^i_{01} = (\xi_{i,y} - u_y),
\]

\[
\tilde{H}^i_{20} = (\xi_{i,x} - u_x)^2 - c_s^2,
\]

\[
\tilde{H}^i_{02} = (\xi_{i,y} - u_y)^2 - c_s^2,
\]

\[
\tilde{H}^i_{11} = \tilde{H}^i_{10} \tilde{H}^i_{01} = (\xi_{i,x} - u_x)(\xi_{i,y} - u_y),
\]

\[
\tilde{H}^i_{21} = \tilde{H}^i_{02} \tilde{H}^i_{10} = [(\xi_{i,x} - u_x)^2 - c_s^2][\xi_{i,y} - u_y],
\]

\[
\tilde{H}^i_{12} = \tilde{H}^i_{10} \tilde{H}^i_{02} = (\xi_{i,y} - u_y)[(\xi_{i,y} - u_y)^2 - c_s^2],
\]

\[
\tilde{H}^i_{22} = \tilde{H}^i_{02} \tilde{H}^i_{02} = [(\xi_{i,x} - u_x)^2 - c_s^2][(\xi_{i,y} - u_y)^2 - c_s^2].
\]

\( A^p,q_{pq} \) and \( H^p,q_{pq} \) stands respectively for Hermite moment and polynomial of order \( n = p + q \). The tilde notation extend their definition to the central moment space where discrete velocities \( \xi_i \) are replaced by their co-moving (or peculiar) counterpart \( \xi = \xi - u \).

Knowing that equilibrium CHMs \( \tilde{A}^p,q_{pq} \) are all zero with the exception of the zeroth-order one, i.e.,

\[
\tilde{A}^0,0_{00} = \rho, \tilde{A}^0,0_{10} = \tilde{A}^0,0_{10} = \tilde{A}^0,0_{11} = \tilde{A}^0,0_{20} = \tilde{A}^0,0_{11} = \tilde{A}^0,0_{22} = 0,
\]

post-collision CHMs \( \tilde{A}^p,q_{pq} \) are then computed as

\[
\tilde{A}^0,0_{00} = \tilde{A}^0,0_{00} = \tilde{A}^0,0_{00} = \rho.
\]

\[
\tilde{A}^0,0_{10} = \tilde{A}^0,0_{10} = \tilde{A}^0,0_{10} = 0.
\]

\[
\tilde{A}^0,0_{01} = \tilde{A}^0,0_{01} = \tilde{A}^0,0_{01} = 0.
\]

\[
\tilde{A}^0,0_{20} = (1 - \omega_\nu)\tilde{A}^0,0_{20} + \omega_\nu \tilde{A}^0,0_{20} = (1 - \omega_\nu)\tilde{A}^0,0_{20}.
\]

\[
\tilde{A}^0,0_{02} = (1 - \omega_\nu)\tilde{A}^0,0_{02} + \omega_\nu \tilde{A}^0,0_{02} = (1 - \omega_\nu)\tilde{A}^0,0_{02}.
\]

\[
\tilde{A}^0,0_{11} = (1 - \omega_\nu)\tilde{A}^0,0_{11} + \omega_\nu \tilde{A}^0,0_{11} = (1 - \omega_\nu)\tilde{A}^0,0_{11}.
\]

\[
\tilde{A}^0,0_{21} = (1 - \omega_\nu)\tilde{A}^0,0_{21} + \omega_\nu \tilde{A}^0,0_{21} = (1 - \omega_\nu)\tilde{A}^0,0_{21}.
\]

\[
\tilde{A}^0,0_{12} = (1 - \omega_\nu)\tilde{A}^0,0_{12} + \omega_\nu \tilde{A}^0,0_{12} = (1 - \omega_\nu)\tilde{A}^0,0_{12}.
\]
\[ \tilde{A}_{22}^* = (1 - \omega_4)\tilde{A}_{22} + \omega_4 \tilde{A}_{22}^\text{eq} = (1 - \omega_4)\tilde{A}_{22}. \] (A 6i)

Now that post-collision CHMs are known, one needs to express them in terms of post-collision HMs \( A_{pq}^* \) using

\[ \begin{align*}
A_{00}^* &= \tilde{A}_{00}^* = \rho, \quad (A 7a) \\
A_{10}^* &= \tilde{A}_{10}^* + \rho u_x = \rho u_x, \quad (A 7b) \\
A_{01}^* &= \tilde{A}_{01}^* + \rho u_y = \rho u_y, \quad (A 7c) \\
A_{20}^* &= \tilde{A}_{20}^* + \rho u_x^2, \quad (A 7d) \\
A_{02}^* &= \tilde{A}_{02}^* + \rho u_y^2, \quad (A 7e) \\
A_{11}^* &= \tilde{A}_{11}^* + \rho u_x u_y, \quad (A 7f) \\
A_{21}^* &= \tilde{A}_{21}^* + u_y \tilde{A}_{20}^* + 2u_x \tilde{A}_{11}^* + \rho u_x^2 u_y, \quad (A 7g) \\
A_{12}^* &= \tilde{A}_{12}^* + u_x \tilde{A}_{02}^* + 2u_y \tilde{A}_{11}^* + \rho u_x u_y^2 \quad (A 7h) \\
A_{22}^* &= \tilde{A}_{22}^* + 2u_y \tilde{A}_{21}^* + 2u_x \tilde{A}_{12}^* + u_y^2 \tilde{A}_{20}^* + u_x^2 \tilde{A}_{02}^* + 4u_x u_y \tilde{A}_{11}^* + \rho u_x^2 u_y^2, \quad (A 7i) \\
\end{align*} \]

before eventually coming back to post-collision RMs \( M_{pq}^* \) via

\[ \begin{align*}
M_{00}^* &= A_{00}^* = \rho, \quad (A 8a) \\
M_{10}^* &= A_{10}^* = \rho u_x, \quad (A 8b) \\
M_{01}^* &= A_{01}^* = \rho u_y, \quad (A 8c) \\
M_{11}^* &= A_{11}^*, \quad (A 8d) \\
M_{20}^* &= A_{20}^* + \rho c_x^2, \quad (A 8e) \\
M_{02}^* &= A_{02}^* + \rho c_y^2, \quad (A 8f) \\
M_{21}^* &= A_{21}^* + \rho c_x^2 u_y, \quad (A 8g) \\
M_{12}^* &= A_{12}^* + \rho c_y^2 u_x, \quad (A 8h) \\
M_{22}^* &= A_{22}^* + c_x^2 (A_{20}^* + A_{02}^*) + \rho c_y^4. \quad (A 8i) \\
\end{align*} \]

The above methodology can be applied to any kind of collision model used in this work, with the exception of the RR approach. For the latter, non-equilibrium populations are computed recursively from formulas derived using the Chapman-Enskog expansion at the NS level, i.e., \( f_{pq}^{i,n} = f_i^{(1)} \) with \( f_i^{(1)} \neq (f_i - f_i^{eq}) \). It is usually done using the Gauss-Hermite formalism \([32,34]\), but for lattices built through tensor products of low-order ones one can rely on the Hermite moment space (see Appendix G in Ref. [5]). Hence, the aforementioned methodology can be reused in the context of the D2Q9-RR with only minor modifications. Starting from Hermite moments \( A_{pq} \) and their equilibrium counterpart \( A_{pq}^{eq} \), post-collision Hermite moments \( A_{pq}^* \) are computed this time through

\[ \begin{align*}
A_{00}^* &= \rho, \quad (A 9a) \\
A_{10}^* &= \rho u_x, \quad (A 9b) \\
A_{01}^* &= \rho u_y, \quad (A 9c) \\
A_{11}^* &= A_{11}^* - \omega_\nu A_{11}^{neq}, \quad (A 9d) \\
A_{20}^* &= A_{20}^* - \omega_\nu A_{20}^{neq}, \quad (A 9e) \\
A_{02}^* &= A_{02}^* - \omega_\nu A_{02}^{neq}, \quad (A 9f) \\
\end{align*} \]
In a previous work [33], the numerical stability of the standard (PR [30]) and recursive (RR [32,34]) regularization procedures has been investigated using the double shear layer test case [131,132]—where these collision models correspond (in the present context) to the REG-HM and SRT-RR models respectively. A more in-depth study showed that stability curves (maximal Mach number for a given Reynolds number) depend on the spatial resolution [73]. For $Re = 3 \times 10^4$, and assuming an acoustic scaling to recover the weakly compressible macroscopic behavior [2], it was found that the PR (RR) approach should be stable up to $Ma = 0.14$ (0.52) for a resolution based on $L = 128$ points per direction, while it drops to $Ma = 0.11$ (0.49) when the resolution is increased to $L = 256$. Starting from a stable configuration for a given mesh, one would certainly not expect that a better resolution of the simulation domain would deteriorate the stability of the numerical scheme.

This unexpected behavior, which was observed for all collision models considered in this work, is illustrated for the D2Q9-PR-LB in Fig. 11, where the simulation was initialized using the
same methodology described in our previous work [33]. While the simulation remains stable up to \( t = 2 t_c \) (with \( t_c = L/u_0 \) the characteristic time) for a rather coarse grid mesh \((L = 128)\), it becomes unstable near \( t = 1.8 t_c \) for \( L = 256 \). By further refining the grid mesh \((L = 512)\), stability issues arise even sooner \((t = 1.7 t_c)\). These results highlights the spectral sampling induced by under-resolved grid meshes, that may, for particular configurations, increase the stability of LBMs whatever the collision model considered.
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