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In engineered quantum systems, the Hamiltonian is often not completely known and needs to be determined experimentally with accuracy and efficiency. We show that this may be done at temperatures that are greater than the characteristic interaction energies, but not too much greater. The condition for this is that there are not too many interactions: the Hamiltonian is sparse in a well-defined sense. The protocol that accomplishes this is related to compressed sensing methods of classical signal processing; in this case applied to sparse rather than low-rank matrices.
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INTRODUCTION

In quantum physics, the standard method for understanding a large system has long been to make an approximate model Hamiltonian that captures the essential physics of the material in question. More recently, this situation is often turned on its head - a quantum system of \( n \) qubits is constructed and we need to find its Hamiltonian from experimental data. To do quantum information processing of any kind, accurate control of the Hamiltonian is always a prerequisite. One needs to be able to apply external controls to guide the desired time-dependent Hamiltonian, but it is usually also the case that there are “always-on” terms, generally time-independent or nearly so, in the Hamiltonian that need to be determined at a precise quantitative level \([1]\). This is a particularly pressing issue for a quantum memory, or in cold-atom systems that are specifically constructed in order to simulate many-body Hamiltonians. For electron spin qubits in semiconductor quantum dots \([2]\), for example, the single-qubit energy-level splittings are subject to unknown random hyperfine fields, and there are also dipole-dipole interactions. These are one- and two-qubit interactions, but there is also the more challenging case of multi-qubit interactions. In this paper we propose an efficient way to determine these “always-on” terms.

For \( n = 1 \) and \( n = 2 \), considerable work has been done, since these cases are relevant to the performance of gates \([3,5]\). Process tomography is the usual tool for problems with \( n \geq 2 \), but standard methods \([6,7]\) require a number of measurements that scales exponentially with \( n \). Other methods that pertain particularly to spin systems require only a small number of measurements, but they appear to involve full simulation of the system, a task that again scales exponentially \([8,11]\). Several authors have investigated the use of techniques from compressed sensing \([12]\) which would give an efficient solution to this problem when the process matrix \( \chi \) is \( s \)-sparse (has only \( s \) nonzero elements) in some basis \([13,15]\). The number of measurements needed to determine \( \chi \) is then \( O(sn) \). However, this scheme requires prior knowledge of the basis in which \( \chi \) is sparse. Thus it is useful for verifying quantum gates, but cannot be used to determine entirely unknown processes (or Hamiltonians), which is the case we are considering.

As pointed out in Ref. \([16]\), it makes sense to take advantage of the fact that, to a very good approximation, almost all qubit Hamiltonians \( H \) have only one- and two-qubit interactions, so that the number of parameters to be determined scales only as \( n^2 \). These authors suggest a sequence of randomly chosen measurements on randomly prepared states. If the time interval \( t \) between preparation and measurement is short enough: \( \|H\|/t \ll 1 \), then the density matrix is simply related to \( H \). Here \( \|H\| \) is the operator norm (largest eigenvalue) of \( H \). Compressed-sensing techniques can then come into play and the number of measurements required to determine \( H \) is \( O(n^3) \). However, \( \|H\| \) grows with the size of the system, which limits the usefulness of this scheme.

METHOD

Here we propose a different approach for the experimental determination of \( H \). The most general Hamiltonian for an array of \( n \) qubits is:

\[
H = -\eta \sum_{a=1}^{4^n-1} J_a \lambda_a
\]

where \( a \) is an \( n \)-digit base-4 number \( a = a_1a_2...a_n \) and the \( \lambda_a \) are tensor products of Pauli matrices: \( \lambda_a = \sigma_{a_1} \otimes \sigma_{a_2} \otimes ... \otimes \sigma_{a_n} \), \( \sigma_{1,2,3} = \sigma_{x,y,z} \) and \( \sigma_0 \) is the identity matrix. For notational convenience we have defined the energy scale \( \eta \), set by the condition that the dimensionless variables \( J_a \) satisfy \( |J_a| \leq 1 \). We will assume that only \( s \) of the \( 4^n - 1 \) possible \( J_a \) are zero and \( s << 4^n \). The system is placed in a bath and comes to thermal equilibrium. The density matrix is \( \rho = \exp(-\beta H)/Q \), where \( Q \) is the partition function: \( Q = \text{Tr} \exp(-\beta H) \) and \( \beta = 1/k_B T \). If \( T = 0 \), \( \rho \) reduces to \( \rho = |0\rangle \langle 0| \) where \( |0\rangle \) is the ground state so that the density matrix has rank 1. We will work in the opposite, high-temperature,
limit $\eta \beta << 1$, where $\rho = I - \beta H + \beta^2 H^2/2 + ...$ and we may truncate the expansion. In general there are a macroscopic number of energy eigenstates that enter $\rho$ and $\rho$ represents a high rank state. It is important to note that the application of compressed sensing proposed here is opposite to others in the literature that primarily focus on the determination of states of low rank [17 18]. In fact the density matrix is technically of full rank at any finite temperature and the naive (but inefficient) procedure to determine the $J_a$ would be to measure the observables $\lambda_a$. For $\eta \beta << 1$ this gives $\eta J_a = -2^{-n} \ Tr (\lambda_a H) \approx \beta^{-1} \ Tr (\lambda_a \rho)$. However, most of the diagonal matrix elements are exponentially small, and we will use this fact to reduce the number of measurements that need to be made.

The measurement and processing protocol is as follows. After the system reaches equilibrium, its state is $\rho_{\text{eq}}$. For $\eta \beta << 1$ this gives $\eta J_a = -2^{-n} \ Tr (\lambda_a H) \approx \beta^{-1} \ Tr (\lambda_a \rho)$. However, most of the diagonal matrix elements are exponentially small, and we will use this fact to reduce the number of measurements that need to be made.

The measurement and processing protocol is as follows. After the system reaches equilibrium, its state is given by $\rho = 2^{-n} I + 2^{-n} \sum_{a=1}^{N} v_a \lambda_a$, where $\vec{v}$ is the equilibrium polarization vector of the system. We then subject the system to a random unitary transformation $U$ so that the new state of the system is $\rho' = U \rho U^{-1}$. The procedure for generating random $U$’s that are efficiently implementable with a small gate set is a modification of one proposed for quantum data hiding by DiVincenzo, Leung, and Terhal [19], using work by Harrow and Low on random quantum circuits [20]. The $U$’s are not selected uniformly from the Haar distribution but our results indicate that they provide usable compression matrices. (Details for generating each $U$ are provided in Appendix A)

The new polarization vector $\vec{v}'$ is linearly related to the previous one: $\vec{v}' = \sum_{b=1}^{4^n-1} C_{ab} v_b$ with $C_{ab} = 2^{-n} \ Tr (\lambda_a U \lambda_b U^{-1})$. $C$ is an orthogonal matrix and $\vec{v}'$ is a long but approximately sparse vector, the “signal vector”. We now measure $M$ of the observables $\lambda$ obtaining the results $\{y_b\}_{b=1}^M$ with the $y_b$ satisfying $-1 \leq y_b \leq 1$. We will discuss the magnitude of $M$ and the choice of the $\lambda$’s below. $\vec{y}$ is our “measurement vector”, a subset of the elements of $\vec{v}'$. We now have

$$y_b = \sum_{C} C_{kb} v_b,$$  \hspace{1cm} (2)

where $C(M)$ consists of $M$ rows of $C$, the choice of rows corresponding to the measurements taken. $C(M)$ is an $M \times (4^n - 1)$ matrix, the “compression matrix”. The next step is to estimate the polarization vector by minimizing the $L_1$ norm of all possible polarization vectors that are consistent with the measurement results:

$$\vec{v}_{\text{est}} = \arg \min_{\vec{v}} ||\vec{v}||_1,$$  \hspace{1cm} subject to $\sum_{b} C_{kb} v_b = y_b$.  \hspace{1cm} (3)

The $L_1$ norm of a vector $\vec{v}$ is defined as $||\vec{v}||_1 = \sum_{i=1}^{d} |v_i|$. This is a convex optimization problem that can be solved efficiently. For our purposes it is important to note that this compressed sensing protocol is stable with respect to deviations from exact sparsity in the signal vector, so that, as we shall see below, the protocol works at moderate temperatures. Also, it can be shown that if $C(M)$ is formed by choosing rows at random from $C$, then $C(M)$ satisfies a certain restricted isometry condition which guarantees that that if $M > A n \ln^3 s$ we can recover $\vec{v}$ with high probability. Here $A$ is a constant.

Once a good estimate of the polarization vector is available, we can estimate the Hamiltonian:

$$H_{\text{est}} = \beta^{-1} (2^{-n} \ Tr (\ln \rho_{\text{est}}) I - \ln \rho_{\text{est}}).$$  \hspace{1cm} (4)

**RESULTS**

We now turn to numerical studies of the protocol for 3, 4 and 5 qubits, for which $a$ takes on $N = 63$, $N = 255$, and $N = 1023$ values, respectively. We input a random Hamiltonian, compute the equilibrium density matrix $\rho$, and perform $M$ measurements, i.e., characterize $\rho$ by the numbers $\text{Tr}(\lambda_i \rho)$, $i = 1, 2, ..., M$. (This is our definition of a measurement: while experimental measurements in a lab are subject to finite sample error, it is known that compressed sensing is robust against such errors [12]). While measurements are chosen at random, they are ordered by weight, that is all measurements of weight one (i.e., single-qubit measurements) are performed before all measurements of weight two (i.e., two-qubit measurements), and so on. (See Appendix B for further explanation.)

The simplest case is the determination of the $J_a$ when we are given that only $s$ of them are nonzero. We do not have firm guarantees of success at finite temperature, since the density matrix is not $s$-sparse. So the first task is to determine how high the temperature needs to be to ensure success. The temperature is quantified by the dimensionless ratio $\eta \beta$. Success is measured by the distance of $H_{\text{est}}$, the Hamiltonian estimated from Eq. 4, from the actual Hamiltonian $H$, the metric chosen as the one corresponding to the Frobenius norm: if $\|H_{\text{est}} - H\|_F < \eta$ threshold, the procedure is judged to have succeeded.

Fig. 1 shows the quality of the reconstruction of $H$ as a function of the parameters $M/N$, which is the number of measurements divided by the signal length, and the sparsity ratio $s/N$. There are 3 qubits and each pixel in the plots is the result of 100 trials. Note first that the lower right corner is a region where the number of nonzero entries in $J_a$ is greater than the number of measurements: reconstruction is impossible there. As we move away from the diagonal to the upper left, the success probability increases. As is generally observed in cases where compressed sensing works, the boundary between success and failure (that is, the Donoho-Tanner phase transition) is sharp. High temperature is favorable for reconstruc-
FIG. 1. Quality of Hamiltonian determination for random couplings as a function of temperature. In (a) and (b) the inverse dimensionless temperature is given by $\eta\beta = 10^{-4}$ and $\eta\beta = 10^{-1}$, respectively. Red indicates a high success rate, green indicates failure, and a “negative” success rate (blue) means that reconstruction is impossible. Each pixel is an average of 100 trials.

FIG. 2. Quality of Hamiltonian determination for random couplings as a function of number of qubits. (a), (b), and (c) give the error in the estimated Hamiltonian for $n = 3$, 4 and 5 qubits, respectively, as a function of the number of measurements made ($M$), with compressed sensing (CS) and without (no CS). While the minimum error obtained by the no CS protocol appears to be lower than the minimum error obtained by the CS protocol ($\sim 10^{-14}$ and $\sim 10^{-9}$, respectively), these differences are simply artifacts of different noise floors of different numerical methods. For each algorithm, achieving its respective noise floor indicates that the Hamiltonian has been successfully reconstructed. In each case, the CS protocol substantially decreases the $M$ required to accurately reconstruct the Hamiltonian. The improvement increases with the number of qubits. Each data point is the median value of 100 trials.

In most cases of actual physical interest, we not only have some knowledge of the sparsity of $H$, we also have some knowledge of where the nonzeros lie. For example, for spin qubits, 1- and 2-body interactions are likely to be much greater in magnitude than 3- and higher-body interactions. We then find $s = O(n^2)$. Locality may also reduce the sparsity; for sufficiently short-range interactions $s = O(n)$. This is a very different situation than we have considered so far, where the nonzero $J_{jk}$ were taken at random. Of course exponential reductions in $M$ required to reconstruct $H$ are now out of the question. The question is whether we can still get speedups that may be useful in real situations - even constant speedups...
can be important. So we perform the same numerical experiment as in Fig. 2, but now the nonzero $J_a$ are restricted to those corresponding to $\lambda_a$ that are 1- and 2-qubit operators, i.e., $a$ has at most 2 nonzero digits. The results are shown in Fig. 3. The number of trials and all other parameters are the same as in Fig. 2. In the “no CS” (standard tomography) protocol, measurements of 1- and 2-body operators are made first, which now improves the performance of the “no CS” procedure, but not enough to overcome the advantage of the CS protocol (see Appendix C for further details).

The ratio of the number of measurements required is about a factor of 2 to 4 for $n = 3$, about a factor of 3 to 6 for $n = 4$, and about a factor of 6 to 8 for $n = 5$. Thus the speedup is less when the knowledge of the locations of the nonzeros is increased, but it is still quite substantial. More importantly, it appears that the speedup still increases with the number of qubits.

CONCLUSION

Previous improvements in efficiency of quantum state tomography have shown the usefulness of compressed sensing techniques by focusing on the reconstruction of states of low rank. This work, by contrast, uses this technique to reconstruct states of high rank. This is not useful for validation of gate quality, but it can be used to determine the parameters in a many-body Hamiltonian.

As compressed sensing reduces the number of real-valued system parameters that must be measured, at the cost of increased post-processing, compressed sensing is only of value for systems in which measurements are expensive but signal processing and post-processing are cheap. This tradeoff is highly attractive for many classical applications, but the tradeoffs vary from case to case. Our quantum protocol will be useful and attractive when measurement settings are expensive, but quantum gate operations are cheap. Otherwise, straightforward tomography will be better. The competition between the two is greatly affected by how much advance knowledge we have about the system. It is when we do not have a very good idea in advance about the shape of the Hamiltonian that our method is useful.

FIG. 3. Quality of Hamiltonian determination for 1- and 2-qubit couplings as a function of number of qubits. (a), (b), and (c) give the error in the estimated Hamiltonian for $n = 3$, 4, and 5 qubits, respectively, as a function of the number of measurements made ($M$), with compressed sensing (CS) and without (no CS). (As in Figure 2, the minimum error obtained by the two different protocols is an artifact of the different noise floors for the numerical methods employed; in each case, achieving the noise floor indicates successful Hamiltonian reconstruction.) In each case, the CS protocol substantially decreases the $M$ required to accurately reconstruct the Hamiltonian, though this improvement is not as big as for random couplings. As before, the improvement increases as the number of qubits increases. Each data point is the median value of 100 trials.

APPENDICES

A. Generation of $U$

To choose a random unitary map that is efficiently implementable with a small gate set, we use the following procedure, inspired by a technique for quantum data hiding proposed by DiVincenzo, Leung, and Terhal [19], along with work by Harrow and Low on random quantum circuits [20].

For an $n$-qubit system, we consider the following set $G$ of quantum gates.
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