Harnessing Artificial Intelligence and Machine Learning in Biomedical Applications with the Appropriate Regulation of Data
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Executive Summary: Medical devices and systems are increasingly relying on software using artificial intelligence (AI) and machine learning (ML) algorithms to increase efficiency, provide better diagnoses, and increase the quality of care for patients. AI- and ML-based devices and systems have an advantage over traditional medical device systems because they are designed to learn and improve using large databases of actual or simulated patient data. However, the use of these datasets could introduce harmful biases to certain populations, restrict economic development if policy were to change in the future, and negatively impact healthcare. We recommend amending the Food Drug and Cosmetic Act to explicitly direct the Secretary of Health and Human Services to regulate databases used by AI systems and require that the premarket review of medical databases includes assessments of potential bias and security.

I. The use of data in artificial intelligence
AI is defined as “any artificial system that performs tasks under varying and unpredictable circumstances without significant human oversight, or that can learn from experience and improve performance when exposed to data sets” (NDAA 2018). In the healthcare industry, AI systems have the potential to reduce the development time and cost of life-saving medical innovations. ML is an application of AI that provides systems the ability to automatically learn and improve from experience without being explicitly programmed. ML systems are initially trained by model datasets, and the quality of the training data directly dictates the quality and performance of the ML system. The ability of these systems to further adapt and improve for biomedical applications relies on accurate, representative, and continuous data from patient databases. The biomedical application that we focus on in this memo is “software as a medical device” (SaMD), which is one of three types of medical device-related software. SaMD, as defined by the International Medical Device Regulators Forum (IMDRF), is “software intended to be used for one or more medical purposes that perform these purposes without being part of a hardware medical device” (IMDRF, 2013). SaMD can perform a wide variety of tasks, such as providing information to diagnose or treat a disease (e.g., automated lung segmentation of high-resolution computed tomography) to replacing, modifying, or supporting an anatomical process (e.g., a pacemaker).
II. Database management in artificial intelligence

i. Importance of database management
In order for AI and ML to effectively increase efficiency, provide better diagnoses, and increase patient quality of care, it is important to use optimally designed databases. For biomedical applications, ethical curation of these databases requires that designers both understand the key data involved in good biomedical decision-making and ethically manage patient data (Shrestha 2019). In 2019, the FDA issued a discussion paper detailing how SaMD could be approved as a medical device, and the Agency stated its intention of assessing “the culture of quality and organizational excellence of a particular company with reasonable assurance of the high quality of their software development, testing, and performance monitoring of their products” (USFDA 2019). This statement indicates the FDA’s awareness of potential issues related to database design, and the proposed guidelines suggest a framework for safety and efficacy. However, they do not implement an appropriate regulatory framework for the specific data and databases that are utilized by the software. By omitting database regulation and thus data input, the FDA still risks approving devices that could reinforce bias, cause patient harm, and undermine patient and provider autonomy (Price 2017).

ii. Examples of mismanaged databases
Without database oversight, problems such as data “silo-ing” (i.e., collected information is sequestered or incompatible with other data systems), biased data analyzing (i.e., racial profiling, gender discrimination, improper representations of reality), or even data privacy breaches (e.g., GlaxoSmithKline’s 2018 access to 23andMe genetic data or Equifax’s 2017 data breach) can exist in AI/ML-based systems (Araujo 2020). The risks associated with poor database management are ever heightened in today’s global pandemic, as the world struggles with control over COVID-19. As scientists and engineers come up with new ways to detect and, therefore, prevent the spread of COVID-19 cases, a number of data-driven algorithms are being developed. For example, researchers at MIT have found AI can detect asymptomatic COVID-19 infections through cell phone-recorded coughs, and various other AI models are sifting through patient data on symptoms by analyzing chest X-rays and CT scans (Laguarta 2020, Borkowski 2020). While these algorithms are benevolently designed to help pull us out of this global pandemic, the lack of protections on these datasets is a major cause for concern.

III. Regulation and legislation

i. Current legislation
Currently, there is no comprehensive federal law that governs data privacy in the United States. To date, there have been 183 bills introduced since 1979 that mention AI (Congress.gov). Of those, only two related to healthcare, two to transportation, and five to national defense and security have become law (Library of Congress). The introduction of the Algorithmic Accountability Act (S.1108/H.R.2231) in 2019 reflects timely considerations for consumer rights and protections in our current high-tech era. This legislation would apply to companies that use AI and ML-based systems to make predictions or conclusions about their consumer base. It would require the companies to provide an assessment detailing measures that were taken to minimize bias, discrimination, and security and data privacy concerns in their software. This bill would directly apply to companies that create SaMD. The Algorithmic Accountability Act is still in its infancy, as it has not yet passed the House or Senate.

Still, the traditional paradigm of medical device (and SaMD) regulation by the FDA does not require re-approval of a medical device after its initial approval (FDA, 2020). This is fundamentally at odds with the nature of ML-based algorithms, which change and improve over time. This also fails to encompass the evolving databases necessary for training effective and unbiased AI/ML decision-making, especially in healthcare (Andel 2012, Ernst 2018, Congress 2019). Therefore, a solution to SaMD regulation would require a system for managing and regulating a this constantly evolving software and its input data.

ii. Opportunities
To combat the problems associated with poor database oversight in the context of AI, there exist several possible legislative options. First, the National Academies of Sciences, Engineering, and Medicine (NASEM) could give external scientific expertise and provide guidelines for AI to the FDA. NASEM has a long history of partnering with the federal government to provide scientific guidance for
IV. Recommendation

We recommend that Congress take immediate action to amend the FDCA to include databases that support AI- and ML-based medical software such that the FDA would have the ability to inspect and regulate the use of this technology. This would include a) explicitly directing the Secretary of Health and Human Services to designate a component of the FDA to regulate databases that are utilized by AI systems in the manufacturing, distributing, and administering of a drug, device, diagnosis, or biological products and b) requiring that the premarket review includes assessments of potential bias, data silo-ing, privacy breaches, and the confirmation that the database is for medical purposes only.

i. Stakeholders for the given recommendation

This policy recommendation involves numerous stakeholders that will need to work together to make this action successful. First and foremost, we are asking for the FDA to take on a new set of responsibilities, which will require public health experts, data scientists, and engineers working together to develop ways of ensuring that AI and ML algorithms are accountable and their databases minimize the unintended effects of collecting and utilizing massive datasets. Second, this course of action will require private industry in both the biomedical and big data fields to participate in the regulation process and provide feedback on these processes, especially on the best practices for developing SaMD and checking SaMD and databases for and mitigating bias, data silo-ing, and privacy breaches. There are several large corporations already working on developing AI and ML platforms for public health, such as Microsoft’s Biomedical ML division and IBM’s Watson Machine Learning Group. During the COVID-19 pandemic, this number has only grown, with large technology companies such as Fitbit, Inc. running their own biomedical studies on the impact of the novel coronavirus on their user’s health (Heneghan 2020). The companies in this space will benefit from reducing uncertainty in the regulatory environment that can negatively affect operations and products, and the consumers of these companies’ products can be reassured that they can continue to benefit from the regulated services that they have come to expect. Finally, and of greatest importance, this action will protect the private biomedical data of individuals while protecting individuals from unintended consequences of big data, both in and out of hospitals (Timan, 2019).

ii. Policy trade-offs

There exist a few policy trade-offs for this option. In order to make this amendment work, specific expertise is required to understand the complexities of AI systems and their relationships with databases. Similar to the Federal Aviation Administration dealing with the growing complexity of aeronautics, the FDA may end up partially relying on industry experts to self-regulate or participate in the regulation process (Downer 2010). This might actually be a benefit moving into the future as the nature of these devices and the necessary regulations change. Thus, the next steps toward amending the FDCA should include the creation of a committee composed of legislators as well as experts in AI, ML, and biomedical science.

V. Conclusion

By inspecting and regulating these databases, the FDA will take the first step toward ensuring that AI and ML biomedical software systems are well trained and their outputs are efficient, provide better diagnoses, and increase patient quality of care. Health care costs from preventable medical errors account for 200,000 lost lives and nearly $20 billion each year but having inspected and well-regulated medical software can reduce this impact (Andel 2012). Secondly, instead of deferring this option into the future, taking this option now provides more predictability and regularity to business and
healthcare providers already developing this technology, potentially saving the nation wasted research and development costs. Finally, this option is similar to options taken by other agencies with their own applications of AI and ML software, but it imparts timely nationwide federal regulation to ensure uniform adherence to the protection of all Americans’ unalienable rights (Ernst 2018).

Appendix

After this article was written, the FDA released an AI/ML-based Action Plan, published January 12, 2021. Included are two sections relating to issues presented in this article: Good Machine Learning Practice (GMLP) and Regulatory Science Methods Related to Algorithm Bias and Robustness. Regarding GMLP, which describes a set of best practices for clinical machine learning, FDA plans to help standardize and create GMLP in collaboration with its Medical Device Cybersecurity program and other communities. Regarding algorithms, FDA is supporting regulatory science research in order to develop methods to increase SaMD robustness.

This action plan would mitigate some issues described in this memo. However, the plan does not explicitly allow the FDA to regulate databases. Instead, its focus is still on regulating the software itself, which is necessary but inherently difficult due to its “black box” nature (i.e., ML software developers can know the input and output that the software should learn from, but by the nature of ML, they cannot fully know the process through which the software makes decisions). In contrast, databases can be managed by introducing regulations for privacy, methods of preventing data silo-ing, and bias mitigation. Further, the quality of the data input directly affects the quality and performance of the software. Regulating at the database level is just as, if not more, important than regulating at the software level. Therefore, we still argue that in order to achieve the most robust regulation of SaMD, Congress should amend the FDCA to allow the FDA to regulate databases.
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