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The analysis of irregularly sampled time series remains a challenging task requiring methods that account for continuous and abrupt changes of sampling resolution without introducing additional biases. The edit distance is an effective metric to quantitatively compare time series segments of unequal length by computing the cost of transforming one segment into the other. We show that transformation costs generally exhibit a nontrivial relationship with local sampling rate. If the sampling resolution undergoes strong variations, this effect impedes unbiased comparison between different time episodes. We study the impact of this effect on recurrence quantification analysis, a framework that is well suited for identifying regime shifts in nonlinear time series. A constrained randomization approach is put forward to correct for the biased recurrence quantification measures. This strategy involves the generation of a type of time series and time axis surrogates which we call sampling-rate-constrained (SRC) surrogates. We demonstrate the effectiveness of the proposed approach with a synthetic example and an irregularly sampled speleothem proxy record from Niue island in the central tropical Pacific. Application of the proposed correction scheme identifies a spurious transition that is solely imposed by an abrupt shift in sampling rate and uncovers periods of reduced seasonal rainfall predictability associated with enhanced El Niño-Southern Oscillation and tropical cyclone activity.
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I. INTRODUCTION

The analysis of time series from complex systems calls for numerical methods that capture the most relevant features in the observed variability. At the same time, the impact of various frequently encountered data-related intricacies such as low signal-to-noise ratio, nonstationarity, and limited time series length must be accounted for. A major challenge is posed by irregular sampling, i.e., variations in the interval \( \Delta t = t_i - t_{i-1} \) between consecutive measurement times \( t_{i-1} \) and \( t_i \). Irregular sampling is observed in many complex real-world systems. The underlying mechanisms that render the temporal sampling irregular may differ: sampling can be inherently irregular due to an additional process that controls the sampling interval (e.g., financial or cardiac time series \([1,2]\)); a mixture of various external processes can result in “missing values,” i.e., multiple interacting processes result in the nonavailability of measurements (e.g., sociological or psychological survey data \([3]\)) or cause failures of the system (e.g., mechanical or electronical systems \([4]\)); finally, the measurement process often results in irregularly sampled time series (e.g., astronomical \([5]\) or geophysical systems \([6]\)). Proxy time series obtained from palaeoclimate archives are a particularly challenging example since irregularity in the temporal sampling can itself contain valuable information on the processes of interest \([7]\). The growth rate of a stalagmite, for example, depends on variable environmental factors, including temperature in the cave and drip rate \([8]\), among others. Since these factors and their variability are
strongly coupled to the environmental conditions outside the
cave, growth rate must be regarded as a dynamical indicator,
for example, hydrological conditions, which in turn deter-
mine variations in the temporal sampling of the proxy time
series.

Across many research communities, resampling based on
interpolation techniques and imputation approaches are pop-
ular methods for making irregularly sampled time series
compatible with standard time series analysis tools [9,10].
Artifacts and statistical biases caused by interpolation tech-
niques are well known and may result in misinterpretation
of the extracted time series properties, an issue further ag-
gravated by the fact that biases introduced by interpolation
may vary among different systems [11]. The robustness of
results arising from different interpolation techniques for
the same data set is rarely examined. For instance, linear
interpolation will not compensate for the effect of lower
variability during sparsely sampled episodes in a time se-
ries compared to more densely sampled periods. In fact,
linear interpolation and mean imputation decrease variance
to a hardly quantifiable, data-related degree [12]. Finally,
more complex imputation models may account for such finite
(sampling) size effects but may not represent the “natural”
variability of a time series adequately. For data not miss-
ing at random, the assignment of a sufficient imputation
model can be challenging and must account for nonsta-
tionarity in the underlying nonrandom effects (e.g., for the
paleoclimate example mentioned above). Similar biases are
known from the problem of imbalanced data, i.e., given two
populations that should be compared based on a statisti-
cal model, a majority class exists that contains significantly
more samples than the minority class, and thus, oversampling
techniques are applied to compensate for the resulting bias
[13,14].

Geophysical time series frequently exhibit nonlinear fea-
sures such as nonlinear oscillations and critical regime
transitions, e.g., tipping points [15]. Dynamical system theory
regards observations from such systems as embedded in a
higher-dimensional phase space and offers a range of tools to
quantify gradual or abrupt changes in these dynamics [16,17].
The power of these methods relies on their ability to uncover
features that regular techniques, such as autocorrelations or
variance estimation, fail to uncover [18]. Aiming for higher
applicability of nonlinear time series analysis methods in the
Earth sciences, irregular sampling approaches have been pro-
posed [19–21]. One of these approaches is based on the idea of transforming subsequences of unequal lengths in a
time series into each other and comparing the costs of these
transformations for all subsequences [22]. More generally,
the definition of a metric distance between states at different
instances of time can entail dynamical information on the
evolution of the phase space trajectory of the studied sys-
tem. While standard metrics (such as Euclidean distance) fail
to account for irregular sampling, the TrAnsformation-Cost
Time-Series (TACTS) [23] includes the temporal information
for distinct time series segments. The TACTS method is based
on the edit distance measure, which was originally introduced
to measure the similarity between marked point processes
[22]. Similar approaches based on the edit or Levenshtein
distance have been used in natural language processing [24]
and metric analyses of point processes [25], among many
others.

In this work, we focus on the application of the (m)Edit
distance [25], which is a modified edit distance measure using
a nonlinear transformation function instead of a scaler factor
for measuring a cost operation. The modification helps to eval-
uate temporal patterns in sparse data sets such as paleoclimate
proxies or extreme events. The time-sampling regularization
by (m)Edit-distance preprocesses irregularly sampled time
series for the computation of recurrence plots (RPs) [26].
The (m)Edit-distance approach can potentially be employed in
any methodological framework that includes computation of a
distance (or similarity) measure. The RP technique represents
one particular application that has proven to be a powerful
approach, tackling many of the fundamental problems in time
series analysis, such as time series classification [27],
the study of synchronization between multiple time series [28],
and detection of regime transitions [29]. Recurrence quantifi-
cation analysis (RQA) provides a means of quantifying the
tendency of a time series to revisit previously visited states
and has grown in its scope from basic predictability quantifi-
cation towards more ambitious measures that, e.g., capture the
multiscale nature of transitions [30–32]. The identification of
shifts stands out as a particularly interesting application since
critical transitions can often be linked to the vulnerability
of the respective regional climate system towards external
shocks or feedback mechanisms. The combination of the
(m)Edit-distance approach and RPs offers a promising ap-
proach to identify regime transitions in irregularly sampled
records, which may otherwise be impeded without an ade-
quate technique designed to account for sampling variations
[33–35]. In following this approach, special care must be
taken if irregular sampling intervals undergo strong variations,
i.e., where the process(es) that control the sampling rate are
rendered nonstationary. In some applications, segments can
be chosen such that they do not cover the same time period
but the same number of values on average. Other applications
require fixing a particular time period to be covered by each
segment since this time period corresponds to the timescale
under investigation, e.g., a year for seasonal time series. Even
if such an approach is not motivated by the research ques-
tion, splitting the time series into segments that correspond
to nonequal time periods will result in mixing of timescales
in the resulting distance matrix if the sampling rate is highly
nonstationary. Here we focus on segments that cover equal
time periods but varying numbers of values, referred to as
segment size. We will show that in such cases, the resulting
strong variations in segment size entail a nontrivial sampling
bias of the (m)Editdistance.

We introduce the (m)Edit-distance methodology in
Sec. II A followed by a short summary of recurrence analy-
sis in Sec. II B. Section III illustrates the problem of strong
variations in the sampling rate whereas model time series
are studied to elucidate the sample size effects. A correction
scheme based on constrained randomization is proposed in
Sec. IV. In Sec. V we demonstrate the importance to correct
for the identified sample-size dependence in an application to
a paleoclimate record from Niue island in the central Pacific
where we identify variations in seasonal predictability. We
conclude our findings in Sec. VI.
II. METHODOLOGY

A. The (m)Edit-distance measure

Many approaches in nonlinear time series analysis are based on some notion of a (dis)similarity measure. For deterministic systems, embedding the univariate time series into an m-dimensional phase space offers a multitude of quantitative approaches to analyze the variability of its trajectory [36]. Yet appropriate techniques to extract the embedding dimension and delay from empirical data are needed. These approaches can be cumbersome. In this work we focus on univariate time series wherein the most widespread dissimilarity measure between distinct segments $S_a$, $S_b$ is the Euclidean distance. It is a metric distance, i.e., its value is always positive $D(S_a, S_b) \geq 0$, it is symmetric $D(S_a, S_b) = D(S_b, S_a)$, and the triangle inequality holds $D(S_a, S_c) \leq D(S_a, S_b) + D(S_b, S_c)$. If the time series is characterized by missing values or the sampling interval $\Delta_t$ is irregular (e.g., due to irregularities in the measurement process), no straightforward application of Euclidean distance or comparable metrics is possible: dissimilarity of values at unequal timescales would be computed without accounting for their nonequality. Linear interpolation as a means of resampling the time series values onto a regular time axis is among the most popular approaches to regularize sampling [37]. Yet hardly controllable artifacts arise from linear interpolation, ranging from difficulties related to altered absolute timing to underestimation of variance or overestimation of persistence [11,38].

Originally proposed for natural language processing, the edit distance measure [39] is designed to compare sequences of variable length. Shifting and adding and deleting of strings were proposed as two elementary operations to quantify dissimilarities between words, an objective also pursued by other methods such as dynamic time warping [40]. The resulting costs are calculated by identifying a minimum cost path to transform one sequence into the other. Taking the next step towards an application to empirical time series, the edit distance was applied to point process data whereby cost parameters for the elementary operations remained arbitrary [22,41]. By equipping the technique with data-driven cost parameter estimates, it was then applied to irregularly sampled paleoclimatic time series [23]. A further modification [(m)Edit distance] with an application to extreme events was proposed to consider the saturation of shifting costs when a certain timescale $\tau$, separating the two compared segments, is exceeded [25]. The main difference between applying the edit distance to series of events and spike trains and irregularly sampled time series is that for the latter, amplitudes of time series values must be considered. In the following, whenever no assumptions are made about the amplitudes of a signal, we refer to “events.” The edit distance between two segments $S_a$, $S_b$ of an irregularly sampled time series is computed by minimizing the transformation costs by

$$D(S_a, S_b) = \min \left\{ \sum_{\alpha, \beta \subset C} \left[ f_{\alpha,\beta}(t(\alpha), t(\beta); \tau) + \Lambda_k ||L_\alpha(\alpha) - L_\beta(\beta)|| \right] + \Lambda_s |||I| + |J| - 2|C|| \right\}$$

with a norm $\| \cdot \|$ (e.g., the Euclidean norm), the $\alpha$th and $\beta$th amplitudes $L_\alpha(\alpha)$, $L_\beta(\beta)$ of the segments $S_a$, $S_b$, and the cardinalities $| \cdot |$ of the sets $I$, $J$, and $C$. While the latter are a set of indices of the time series values, $C$ denotes the values that are shifted. $D(S_a, S_b)$ is a metric distance. The cost parameters $\Lambda_0$, $\Lambda_k$, and $\Lambda_s$ need to be fixed prior to cost optimization. We choose the cost parameter for amplitudes changes $\Lambda_k$ as suggested in [23]:

$$\Lambda_k = \frac{M - 1}{\sum_{i=1}^{M-1} \| x_i - x_{i+1} \|}.$$  \hspace{1cm} (2)

The cost parameter $\Lambda_s$ for deleting and adding has to be chosen such that deletions are neither “too cheap” nor “too expensive.” For a set of time series values with a large temporal distance or very distinct amplitudes, a deletion and addition should be favorable, while a too low value of $\Lambda_s$ will result in a transformation of sequences solely by deletion and adding operations even for very close time series values. We follow the scheme proposed in [33] by assuming normality for the distance values between all segments of the time series and optimize $\Lambda_s$ within a specified range using a Kolmogorov-Smirnov (KS) test to ensure that the normality assumption holds as close as possible. Following the modification proposed in [25], costs associated with shifting of time instances between two time series values are controlled by the logistic function

$$f_{\alpha,\beta}(t(\alpha), t(\beta); \tau) = \frac{\Lambda_0}{1 + e^{-(|L(\alpha) - L(\beta)|/\tau)}},$$  \hspace{1cm} (3)

where $\tau$ is the location parameter of the logistic function, reflecting a characteristic timescale that separates exponentially increasing from saturating or bounded exponentially increasing costs for shifting. We choose $\tau$ as the average sampling interval of the time series; $\tau = T/M$ with the total time period $T$ and the number of samples $M$. Interpreting $\tau$ as a “temporal tolerance,” this choice ensures that shifting exponentially fast becomes less favorable if time instances are separated by several standard deviations of the sampling interval distribution. Finally, a value for the maximum costs associated with shifting $\Lambda_0$ needs to be set. The ratio $\Lambda_k/\Lambda_0$ reflects the relative importance of temporal and magnitudinal separation; in the limiting case $\Lambda_k/\Lambda_0 \gg 1$, irregular sampling is no longer accounted for and the resulting distance between two segments solely reflects the norm $||L_\alpha(\alpha) - L_\beta(\beta)||$ for all amplitudes $L_\alpha(\alpha)$, $L_\beta(\beta)$ of both segments $S_a$, $S_b$. In the opposite case $\Lambda_k/\Lambda_0 \ll 1$, the time series can be regarded as a series of events since cost optimization is independent of their amplitudes. We choose $\Lambda_k = \Lambda_0 = 1$. It must be stressed that this rate depends on the research question and the data under study.
FIG. 1. Schematic illustration of how irregularly sampled segments of varying lengths are transformed with the (m)Edit-distance method. Two exemplary pairs of segments $S_a, S_b$ (a: red, blue) and $S_c, S_d$ (b: green, orange) of an irregularly sampled synthetic AR(1)-time series are displayed. Each row shows an operation applied to the respective segment (shift: purple, deletion or adding: cyan). Final costs $C$ and $\tilde{C}$ result from a specific choice of cost parameters as described in Sec. II A. Note that the higher total cost in b showcases the dependence on segment length.

In the following, we discuss the finite-sample effects bias (m)Edit-distance values $D(S_a, S_b)$ and give a summary of the RP methodology. This facilitates the presentation of finite-sample effects discussed in Sec. III alongside an illustration of the (m)Edit-distance methodology (Fig. 1).

B. Recurrence analysis

The tendency to recur to previously visited states is a ubiquitous feature shared by time series from many different complex systems. Recurrence plots encode this information in a two-dimensional binary matrix, indicating a recurrence between two states $\vec{x}_i$ and $\vec{x}_j$ at times $i$ and $j$ if the respective states are similar with respect to a given norm $D(\vec{x}_i, \vec{x}_j)$ [42]:

$$R_{ij} = \begin{cases} 1 & \text{if } D(\vec{x}_i, \vec{x}_j) \leq \varepsilon \\ 0 & \text{if } D(\vec{x}_i, \vec{x}_j) > \varepsilon \end{cases}$$

The norm $D(\vec{x}_i, \vec{x}_j)$ yields a symmetric, real-valued distance matrix $D$ between states at all time instances $i, j$. By thresholding $D$ with the vicinity threshold $\varepsilon$, a notion of similar and dissimilar states is implemented and defines the recurrence between each pair of states. The underlying idea is based on the Poincaré recurrence theorem that states the recurrence of a dynamical system’s trajectory $\vec{x}(t)$ to an $\varepsilon$ neighborhood of any previously visited state after sufficiently long time [43]. For the main diagonal of the RP, it always holds that $R_{ij} \equiv 1$. If no phase space reconstruction is applied, states $\vec{x}_i$ and $\vec{x}_j$ correspond to time series amplitudes $x_i$ and $x_j$. The threshold $\varepsilon$ can be chosen based on different data-dependent criteria. In many applications, the recurrence rate is fixed to a certain percentage (e.g., 10% recurrences [44]) or set to a multiple of the standard deviation of the distance matrix $D$ [45]. The geometric recurrence patterns encoded in a RP can be exploited to distinguish between stochastic and deterministic systems [26]; while a purely random white noise process will result in isolated dots in the recurrence matrix, time series from deterministic systems are known to yield diagonal line structures [26]. Long diagonal lines are characteristic for periodic systems; interrupted diagonal lines indicate chaotic dynamics. Recurrence quantification analysis (RQA), which evaluates the statistical properties of a RP, has proven a versatile tool for diverse real-world applications, such as time series classification [46], study of causal relations [47], or regime shift detection [48].

Recurrence analysis overcomes some of the flaws of other statistical analysis tools when applied to geophysical time series, such as the Lyapunov exponent or correlation dimension [49,50]. It is less sensitive to noise and can be applied to short time series. In combination with the (m)Edit-distance approach, first applications demonstrated its ability to detect regime transitions in palaeoclimate proxy records [23,51]. In order to compute a RP for irregularly sampled time series, $D(\vec{x}_i, \vec{x}_j)$ in Eq. (4) is identified with the modified edit distance from Eq. (1). In contrast to regular computation of metric distances, segments of the time series are required to obtain a distance value between two states. Generally speaking, segment size should be chosen sufficiently small to ensure that no
alising effects arise due to interference between the segment width and the characteristic timescale of a time series (e.g., characteristic period of a periodic time series). For some applications the segments can be chosen such that all are equally sized \( |S_a| = |S_b| = \cdots = N \). If this is not possible, the variance of segment widths can still be minimized and for each pair of segments with differing widths; deletion and adding operations will contribute to the resulting transformation cost.

If time series are short, we can allow for an overlap between segments, although caution is advised since this introduces a serial dependence in the resulting edit distances of overlapping segments and violates the normality assumption used in the estimation of \( \Lambda_S \). Here we focus on the most general case of unequal segment sizes. Apart from cases where segment size deviations can hardly be minimized, this is relevant in some real-world applications where we are interested in the recurrences between segments that correspond to a particular timescale, or where sampling rate is highly nonstationary and selecting a constant segment size would result in mixing lar timescale, or where sampling rate is highly nonstationary and selecting a constant segment size would result in mixing of distinct timescales. The application to palaeoclimate data (Sec. V) will illustrate such a case. There the focus lies on the comparison of seasonal sequences in an irregularly sampled proxy time series.

Predictability is a feature of time series that can help to identify and classify different dynamical regimes in the evolution of the studied system. Since the lengths of diagonal lines in a RP reflect the predictability of a system, the number of diagonal lines which exceed a specified minimum line length \( l_{\text{min}} \) can be used as a predictability measure:

\[
\text{DET} = \sum_{l=l_{\text{min}}}^{N} P(l) / \sum_{l=1}^{N} P(l)
\]

with the number \( P(l) \) of lines of length \( l \). Determinism (DET) can be linked to the correlation dimension of a dynamical system [52] and has successfully been used in diverse empirical analyses [33,34,48] to detect transitions between regimes of varying predictability. We use DET as a recurrence quantifier to test the impact of the sampling-based correction scheme introduced below.

III. SEGMENT SIZE DEPENDENCE

Finite-sample effects are known to entail statistical biases in various time series analysis methods. Linear or spline interpolation is often employed as a preprocessing technique to enable the application of standard time series analysis tools to irregularly sampled time series. Interpolation techniques do not account for basic finite-sample biases. For instance, statistical location and scale measures (such as the median or volatility indicators) are known to be biased for small sample sizes [53,54]. Given two segments \( S_a, S_b \) with \( |S_a| \gg |S_b| \), estimating their variance (e.g., as a volatility indicator or in order to compute a continuous wavelet spectrum) can result in underestimation of the variance for the shorter segment. Similarly, persistence estimators are generally biased due to finite-sample effects, even for Markovian stationary stochastic processes [55]. Whenever a sliding-window analysis for nonstationary, irregularly sampled time series is carried out, variations in the sampling rate will inevitably result in a mixture between the actual variability of the statistical indicator and purely sampling-related variations. As interpolation techniques are usually limited to resampling values such that sampling intervals are equal, this effect is not compensated. Similar intricacies need to be considered in short time series, e.g., when computing correlations between multiple time series (of varying length) [56].

While not designed to compensate such effects, the (m)Edit-distance methodology does not introduce any known additional biases. The computation of transformation costs is demonstrated with two exemplary pairs of segments \( S_a, S_b \) and \( S_c, S_d \) (Fig. 1). The segments \( S_a, S_b \) all display distinct operations for transforming a segment into another: in the first step, a shift of amplitude and time are applied to transform the time instance \( t_a(1) \) and amplitude \( L_a(1) \) of the first segment into time instance \( t_b(2) \) and amplitude \( L_b(2) \) of the second segment. The cost \( C_1 \) associated with this operation is the sum of shifting both time and amplitude. After shifting the third value of \( S_a \) to match the third value of \( S_b \), both a deletion and an adding operation are performed in step 3 with twice the cost \( \Lambda_S \) for a adding and deleting operation. The same transformation could have been achieved with an additional shifting operation. The preferred operation is determined by the particular choice of cost parameters. As \( |S_a| = 3 \) and \( |S_b| = 4 \), the first value of \( S_a \) is added in step 4. The resulting cost is the sum of all costs for each step. While different transformation paths are possible, the algorithmic implementation ensures that \( C \) is minimized with respect to all possible combinations. Another example is displayed in the right column of Fig. 1. The setup differs in that the indicated segments \( S_c, S_d \) are longer than \( S_a, S_b \) (\( |S_c| = 8, |S_d| = 7 \)). Despite a similar set of transformations, the resulting costs \( \tilde{C} \) are significantly higher for the exemplary choice of parameters.

A systematic derivation of transformation costs on segment size or sampling rate for exponentially distributed sampling intervals is given in Appendix A. Note that the identified effect is not due to an immanent misconception in the edit distance computation. It solely arises from the fact that the edit distance is applied in a setting where the time axis is not only irregular but undergoes significant variations in its sampling rate. In particular, abrupt transitions in the sampling rate between a time period \( T_1 \) with low sampling rate \( \lambda_1 \) and \( T_2 \) with high sampling rate \( \lambda_2 \) will imprint a nontrivial \( \lambda_1, \lambda_2 \)-dependence on the transformation cost \( D(S_aS_b) \) between any two segments. In a recurrence analysis of time series, the focus lies on the similarity of states based on the amplitudes of the time series. Hence, we argue that the identified dependencies counteract the goal of recurrence analysis of irregularly sampled time series and thus need to be corrected such that recurrence quantification measures reflect the dynamical behavior of the underlying system rather than mere shifts in the sampling rate.

We numerically examine the dependence of transformation costs between segments \( S_a, S_b \) on their sizes \( N_a, N_b \) for simple synthetic time series. We test irregularly sampled time series from three different model systems: uncorrelated uniform noise, an AR(1)-process (\( \tau = 5 \)), and a sinusoidal (\( \nu = 1/25 \)) with superimposed low-amplitude white noise. Segments of specified sizes from each of these systems are drawn to compute segment size-specific costs.
Irregular time axes are generated from a $\gamma(\Delta, k, \Theta)$-distribution with scale $\Theta$ and shape $k = \sqrt{2/\Gamma}$, where $\Gamma$ denotes the skewness of the distribution. This choice is motivated by the observation that sampling intervals in palaeoclimate proxy time series are often $\gamma$-rather than exponentially distributed. For each system, we generate a “superpopulation” ($K = 100$) of time series and time axes. Fixing a different skewness $\Gamma$ of the $\gamma$-distribution of each of the time axes between $\Gamma \in [1, 8]$ ensures that for $T = 10000$, segment sizes range between $N \in [1, 20]$. The (m)Edit-distance is used [Eq. (1)], and deletions are included as a competing operation to shifting. The optimal $\Lambda_S$ is estimated for each system according to the procedure outlined in Sec. II A: the KS statistic is minimized for each system, yielding $\Lambda_S^{(\text{unif})} = 1.5$, $\Lambda_S^{(\text{AR1})} = 1.5$, $\Lambda_S^{(\text{sin})} = 3.5$.

Figure 2(a) displays the obtained transformation costs in the cost matrices $C(N_a, N_b)$ and $\tilde{C}_{\text{shift}}(N_a, N_b)$ after averaging over $K = 100$ different realizations. Regardless of the irregularity of the time axis and the respective system, a tendency of increasing total costs for larger segment sizes is observed (upper row). For the AR(1)-system, this increase is slower for fixed $N_b$ and increasing $N_a$ compared to the uncorrelated noise and the sinusoidal examples. More generally, the rate of increase differs between the considered systems but follows the same trend. In total, $|N_a - N_b|$ “basic deletions” (or adding operations) need to be carried out for each pair of segments with $N_a \neq N_b$. If costs for these basic deletions are subtracted and computed per shifting step, a similar dependency on $N_a, N_b$ as observed in Fig. 7(c) for the more simple case can be observed in the cost matrices $\tilde{C}_{\text{shift}}(N_a, N_b)$ in Fig. 2(b): the cost of an average shift from a segment with $N = N_a$ increases towards $N_b = N_a$ and decays if segment size increases further. Consequently, the leading effect results from the basic deletions that are directly linked to the difference in segment sizes $|N_b - N_a|$. Yet transformation costs still depend on segment size even after aligning both segment sizes by means of basic deletions; this effect likely results from having a higher probability of finding closely spaced values on the time axis as the sampling rate of one segment increases, yielding an increasing trend for average costs per operation [in Fig. 2].

**IV. SAMPLING RATE CONSTRAINED SURROGATES**

Irregularly sampled time series with constant sampling rate can be studied with the (m)Edit-distance to obtain dissimilarity estimates between different time series segments. The resulting distance matrix can be used to perform a recurrence analysis. Moreover, other analysis techniques such as complex networks, clustering, or correlation analysis are based on (dis)similarity measures and could use the (m)Edit distance as a metric to account for irregular sampling or to characterize event-like data. In Sec. III we showed that in
case of a nonconstant sampling rate, an estimation of the
(m)Edit-distance matrix is biased by significant differences in
the segment sizes.

In the following, we propose a numerical correction tech-
nique for recurrence analysis. We generate an ensemble of
time series and time axis surrogates that reproduces the
sampling properties of the real irregularly sampled time se-
ries. This surrogate ensemble is used for bias correction of
recurrence quantification measures, exemplified by the deter-
minism DET.

A. Constrained randomization

When studying a system’s dynamics with time series anal-
ysis tools, a null hypothesis is formulated which can be be
tested. In case of recurrence analysis, this hypothesis could
for example be nonstationarity of a dynamical property of
the system (predictability, serial or cross-dependence, etc.)
expressed by a particular recurrence quantification measure.
In the used example, the null hypothesis tests whether the
observed dynamics could be solely caused by variations in the
sampling rate.

Parametric hypothesis testing for time series analysis often
poses severe constraints on the statistical properties of the
underlying probability distribution, e.g., normality. Surrogate
tests represent a nonparametric and flexible method to test for
a range of properties in a system, including nonlinearity or
periodicity, among others [57–59]. Time series surrogates are
altered copies of a real, underlying time series that preserve
only a specified set of properties of the real time series. The
general technique to generate surrogate realizations of a time
series is constrained randomization [60]. After defining a set
of constraints that state which properties of the real time series
should be preserved, the time series is randomized such that
these constraints are still fulfilled. Here randomization will
be carried out on the sampling interval $\Delta_i$ with the constraint
that for each segment $S_i$ of the real time series, segment
size $N_i$ is preserved. This is achieved by drawing sampling
intervals $\Delta_i$ (with replacement) from the empirical sampling
interval distribution $p(\Delta, \lambda(t))$. For a given segment $S_i$ with
size $N_i$, $N_i$ sampling intervals are drawn from $p(\Delta, \lambda(t))$ and
cumulated to generate a surrogate realization of the particular
time axis segment:

$$t_{S_i}^{(0)} = \sum_{i=1}^{N_i} \Delta_{i}, \quad t_{S_i}^{(i+1)} = t_{S_i}^{(i)} + \sum_{m=0}^{j} \Delta^{(m)}, \quad (6)$$

Let $w$ be the time period covered by each segment. For any
randomly sampled set of sampling intervals, the constraint of
preserved segment size requires that

$$t_{S_i}^{(N_i)} \leq w, \quad (7)$$

otherwise the random sampling of sampling intervals $\Delta_i$ has
to be repeated. If the distribution of segment sizes is short-
tailed, i.e., no segments with size $N \gg E[k]$ exist, this simple
randomization procedure converges rapidly for each segment.
If segments of relatively large size are present, which is likely
the case for nonstationary sampling rates, only a small subset
of sampling intervals from the left tail of $p(\Delta, \lambda(t))$ will fulfill
the condition (7). In order to ensure convergence of the algo-

rithm for large segments, a weight function can be introduced
for all sampling intervals to increase the likelihood of drawing
short sampling intervals when a segment with large size is

generated. We suggest the use of $\beta$-distributed weights $\omega$:

$$\omega(X; \alpha, \beta) = \frac{1}{B(\alpha, \beta)} \theta^{-1}(1 - x)^{\theta - 1} \quad (8)$$

with the $\beta$ function $B(\alpha, \beta)$. This choice is motivated by
the fact that for $\alpha = \beta = 1$, $\omega(X; \alpha, \beta)$ becomes a uniform
distribution. In our application, we choose $\alpha = \beta = 1$ when
the first iteration of sampling $N_i$ sampling intervals $\Delta_i$ is
carried out. The population of sampling intervals is ordered
from shortest to largest and each $x_i \leftrightarrow \Delta_i$ is assigned a
$\beta$-distributed weight $\omega_i$, i.e., for the first iteration, every
sampling interval is drawn with equal probability. If the iteration
fails ($t_{S_i}^{(N_i)} > w$), $\alpha$ is increased by a small number
$\Delta\alpha$, reshaping the beta distribution and increasing the
probability of drawing small sampling intervals. Thus, we
perform a weighted sampling from the empirical distribution
$p(\Delta, \lambda(t))$ of sampling intervals with $\beta$-distributed weights.
In the $l$th iteration, we use $\omega(X; \alpha_l; \beta = 1), \alpha_l = 1 + l\Delta\alpha$ as
the weight function for each segment. Finally, we can
identify an amplitude difference $\Delta X_i$ of the time series with
each sampling interval $\Delta_i$. This correspondence is exploited
by also drawing the respective amplitude difference for each
drawn sampling interval. After the procedure is finalized and
a surrogate has been generated, amplitude differences are
 cumulated, and that yields both a time axis and time series
surrogate. Both are denoted as sampling-rate-constrained
(SRC) surrogates. The full randomization procedure thus
 preserves segment sizes in the correct temporal order and
by definition approximately reproduces the distribution of
amplitude differences and sampling intervals.

It also preserves the correspondence between sampling
intervals and amplitude differences, ensuring that if periods
with high local sampling rate entail larger variance or strong
amplitude changes in a real time series, this property is also
included in the SRC surrogates. The full procedure is outlined
in Fig. 3 for an exemplary time series. Other randomization
schemes are conceivable, e.g., varying the sampling weights
during each single sampling interval based on the size
of the latter, or stratified randomization, i.e., performing the
randomization differently for strata that correspond to the
different segment sizes. However, the proposed scheme has
proven to be effective within the scope of this work.

With the presented scheme of generating SRC surrogates,
an ensemble of surrogates can be generated and (m)Edit-
distance matrices $D$ computed for each SRC surrogate. Any
measure that is based on $D$ can consequently be computed
for each surrogate separately, yielding a distribution that can be
used for testing the null hypothesis formulated above based
on the desired $\alpha$-confidence level.

B. Recurrence analysis of an AR(1) process

In the example below, the proposed correction scheme is
applied to an irregularly sampled AR(1)-process [Fig. 4(a)].
We consider an autocorrelation increasing with time, visible
by autocorrelation time $\tau$ [Fig. 4(b)]. A recurrence analysis is
FIG. 3. Schematic illustration of the constrained randomization procedure that generates SRC surrogates for an exemplary irregularly sampled time series with nonstationary sampling rate. The left column shows the segmentation of the time series into segments of constant time period but of variable size $N_i$. The center column illustrates the weighted sampling of sampling intervals and amplitude differences. Each sampling interval is assigned a $\beta$-distributed weight whereby the $\alpha$ parameter of the weight distribution is increased with each $l$th failed iteration to favor short sampling intervals. The resulting surrogates preserve the empirical distributions and segment sizes. Since amplitude differences are sampled jointly with the respective sampling intervals, increased volatility simply due to a higher local sampling rate is reproduced by the SRC surrogates.

used to characterize the predictability of the time series in a sliding window analysis. Predictability is computed by means of determinism, DET, as defined in Eq. (5). In particular, we study how an abrupt shift of the sampling rate (represented by the skewness of $\gamma$-distributed sampling intervals) affects DET and if a continuous increase of predictability can be recovered despite this shift by using the proposed SRC-surrogate method. The shift appears at $t = 1250$ [visible by variation of the segment size: Fig. 4(b)].

We expect DET to reproduce the linear increase in autocorrelation time, because increased serial dependence implies longer and more diagonal lines in the RP. For the computation of the (m)Edit-distance measure, segments are picked such that each covers a constant time interval of $w = 1$ which could correspond to a year in a real-world application. 200 SRC-surrogates are generated (see Appendix B) with $\alpha_0 = 1$, $\beta = 1$ and a step size for the shape parameter $\alpha$ of the beta distribution $\Delta \alpha = 0.15$. We set an upper limit of $N^{(\text{max})}_s = 1000$ for the number of iterations in the generation of each segment which is never exceeded in the performed simulations. The deletion and adding cost parameter $\Lambda_S$ is estimated separately for the real time series and the surrogate realizations, yielding $\Lambda_S^{(\text{real})} = 5.3$ and $\Lambda_S^{(\text{SRC})} = 2.6$. Recurrence plots are computed on sliding windows of size $s = 200\Delta$ with 75% overlap (time series length: $T = 5000$). We fix a recurrence rate of 15% and do not apply any time-delay embedding. For each window, two DET values are obtained [Fig. 4(c)]: the DET value of the real time series and the $\alpha (= 95\%)$ confidence level of DET values calculated from the SRC-surrogate ensemble. The DET measure indicates a spurious transition of predictability induced by the abrupt shift in sampling rate [Fig. 4(c), gray shading]. Both the real time series and the surrogate ensemble indicate this shift, demonstrating that the proposed SRC-surrogates effectively reproduce the sampling bias. The SRC-based correction is applied to DET values by dividing the real DET-series by the 95% confidence level for each window [Fig. 4(d)]. The resulting predictability estimates reproduce the expected linear increase in serial dependence while eliminating the spurious shift due to the jump of the sampling rate.

V. REAL-WORLD APPLICATION: RAINFALL SEASONALITY IN THE CENTRAL PACIFIC

Many real-world proxy time series are characterized by irregular sampling or missing data and stationarity of the underlying process that controls the sampling rate cannot be guaranteed. This perspective even goes beyond uneven time axes
FIG. 4. Application of SRC-surrogate correction method to (a) an irregularly sampled AR(1)-process with (b) nonstationary sampling rate (blue) and linearly increasing autocorrelation time (red). Gray shading indicates the abrupt shift in sampling rate. (c) A sliding window RQA using determinism (DET) as a predictability measure is carried out. Real DET values are displayed in dark blue, the 95% confidence level computed from 200 SRC surrogates is shown in yellow. (d) The ratio DET real by DET surr provides a sampling-bias corrected predictability measure that reproduces the linear increase in serial dependence.

as for some systems, it might be desirable to apply an adaptive windowing in order to obtain segments with segment sizes depending on specific parameters of the system. For instance, when analyzing cardiac time series it might be reasonable to choose the segment size adaptively to capture one heart-beat cycle within each segment. The length of every cycle is controlled by a variety of other physical, nonstationary parameters. Below we focus on an irregularly sampled palaeoclimate proxy time series with a nonstationary temporal sampling rate. We demonstrate the effectiveness of the proposed approach by carrying out a sliding window recurrence analysis.

The palaeoclimate record analyzed here is a seasonally resolved stalagmite proxy record from Niue island in the southwestern Pacific (19°S, 169°W). It covers 1000 years in the mid-Holocene [6.4–5.4 thousand years before present (ka BP)]. Niue island has a tropical climate, receiving an average of 2000 mm of precipitation annually with a pronounced wet season from November to April. Rainfall is most strongly controlled by seasonal displacement of the South Pacific Convergence Zone but also reacts sensitively to atmospheric circulation changes associated with the El Niño-Southern Oscillation. Here we analyze seasonal rainfall variability on Niue recorded in grayscale changes that arise from crystallographic variations caused by changes in the stalagmite growth rate (Fig. 5). Grayscale values are obtained from high-resolution scans of the stalagmite surface along its growth axis subsequently extracted with ImageJ [61]. During the dry season, low drip rates promote the deposition of layers with compact and dark crystals, yielding low grayscale values. In the wet season, the drip rates are higher, and crystal growth is enhanced as dissolved inorganic carbon is supplied to a greater extent (see Fig. 5). The inferred link between dark layers and dry season is supported by earlier studies [62,63].

Prior to the recurrence analysis of the grayscale time series, we subtracted a centennial-scale trend using a Gaussian kernel filter in order to focus on the high-frequency variability in the record [Fig. 6(a), black line]. Next, we downsampled the time series uniformly by only storing every tenth value due to computational constraints. This downsampling does not alter the relative changes in the sampling rate [Fig. 6(b)]. The number of samples per year (i.e., the segment size) undergoes an abrupt shift at ≈ 6.15 ka BP. The period with the highest average segment size (≈ 6.4 to 6.15 ka BP) coincides with the wettest period covered by the record, indicated by high grayscale values. This suggests that during this wet period, stalagmite growth was enhanced which resulted in thicker crystal laminae and a higher number of samples per layer. This observation reflects the complex nature of irregular sampling of palaeoclimate-proxy data. If spatial sampling on the stalagmite is performed such that the number of samples is as high as possible, it will inevitably be linked to its growth rate and thus to other environmental parameters and their nonstationary characteristics. Finally, we perform the recurrence analysis [Fig. 6(c)]. In order to characterize seasonal features, the period covered by one segment is fixed as one year. Optimization of deletion and adding costs yields $\Lambda_s = 2$. A window size of $s = 200$ years is chosen with 90% overlap. A recurrence plot with fixed recurrence rate of 15% is obtained for each window and analyzed with DET. DET reveals variations in seasonal-scale predictability for the real grayscale record [Fig. 6(c), blue line]. The effect of the varying sampling size is obtained by the 95% quantile of the DET distribution from 200 SRC surrogates [Fig. 6(c), yellow line]. Five exemplar SRC-surrogate realizations are shown in Appendix B. Both DET time series indicate an increase of seasonal-scale predictability during the wet period between 6.35 and 6.2 ka BP, potentially caused by the simultaneously
increased sampling rate. The predictability estimate is corrected for the identified sampling bias by considering the ratio $\text{DETr}/\text{DETsurr}$ [Fig. 6(d)]. Two periods (6.4 and 6.2 ka BP, and between 5.9 and 5.72 ka BP) show relatively low segment size-corrected seasonal predictability $\text{DETr}/\text{DETsurr} < 1$. While the latter is not significantly affected by the correction, the former can only be identified as less predictable when the variations in sampling rate are taken into account. This result corroborates previous findings that suggested that both of these identified periods were more irregular, i.e., showing less steady seasonal fluctuations [63]. However, it was not possible to characterize all subannual values as a proxy for subannual rainfall distribution rather extracting only the contrast between wet and dry season. The (m)Edit-distance approach employed here in combination with the proposed correction technique allows for a more reliable interpretation of mid-Holocene seasonal variations in the west Pacific.

In particular, an enhanced control of the seasonal cycle by variability was found in [63] for the periods of reduced predictability (6.4 and 6.2 ka BP, and between 5.9 and 5.72 ka BP). High tropical cyclone activity between 6.4–6.2 ka BP could have been triggered by increased El Niño-Southern Oscillation (ENSO) activity, yielding a more irregular subannual distribution of rainfall. Our results indicate that not only contrast between both seasons is rendered less predictable during this period but also the seasonal rainfall distribution appears less stable from one year to another. Reconstructing past climate variability at seasonal scale plays a critical role in the context of human adaption to continuous and abrupt climate variations, and therefore our approach has direct relevance for teasing out the seasonal-scale signals.

VI. CONCLUSION

The characterization of time series from complex nonlinear systems is a challenging task. Irregular sampling, i.e., variations in the sampling interval between consecutive values, additionally impedes typical research objectives such as spectral analysis, persistence estimation or quantifying the predictability of a system. Even though interpolation techniques offer a seemingly efficient way of preprocessing a time series to allow application of standard time series analysis tools, these entail various biases which are difficult to control. A different perspective is pursued by the (m)Edit-distance method. Many analysis methods are based on an estimate of (dis)similarity. With the (m)Edit distance, a suitable distance measure between states of a system at different times $i$ and $j$ is defined by computing the transformation cost of segments centered at these time instances. First analyses demonstrated its scope in the context of recurrence analysis, enabling researchers to examine predictability variations of irregularly sampled palaeoclimate time series. Applications to other complex systems (also for time series with “missing values”) and other methodological frameworks (e.g., complex networks, clustering, correlation analysis, etc.) are possible and should be attempted in the near future.

For some real-world systems, it is instructive to quantitatively compare sequences corresponding to a specific timescale in order to analyze the scale-specific variability. In such cases, segment sizes will vary in the presence of irregular sampling. Furthermore, splitting time series with a nonstationary sampling rate into segments that do not cover the same time period will result in a mixing of timescales. We have shown that (m)Edit-distance-based recurrence analyses are affected by variations in segment sizes, resulting in a nontrivial sampling bias if episodes with variable sampling rate are included in a single RP. The (m)Edit distance regards pairs of longer segments to be generally more dissimilar than shorter segments due to higher deletion costs. Shifting costs conversely decrease for increasing segment size, resulting in a nontrivial dependence of costs on local sampling rates. When including amplitudes of a signal into the (m)Edit-distance computation, similar general tendencies were observed but the strength of the segment size dependencies varied for different systems. A more detailed examination of how dissimilar amplitude segments of different paradigmatic systems depend on their timescale will be investigated in a future study.

We introduced a numerical technique based on constrained randomization to address and correct the issue of segment-size dependence in recurrence analysis. This method involves generating an ensemble of sampling rate constrained surrogate
realizations (SRC surrogates). Each SRC surrogate reproduces the real variations of sampling rate and its assignment to the corresponding amplitude differences, allowing the ensemble to be used for correcting the undesired segment size dependence. The effectiveness of the proposed correction was applied to a synthetic AR(1)-time series and real palaeo-proxy data. In both applications, a recurrence analysis successfully recovered variations in the scale-specific predictability of the system while discarding spurious effects imprinted by sampling rate variations. We found that seasonal-scale predictability varied significantly during the mid-Holocene in the west Pacific, corroborating and extending the results from a recent study. The reasons for these changes in predictability warrant further investigation.

The identified sampling bias is a specific case of a more general problem in time series analysis; sliding window analyses (or the study of short time series) often suffer from finite-sampling biases which may introduce artificial variability into any statistical indicator that is computed. As pointed out in Sec. V, finite-sampling biases are also not limited to irregular temporal sampling but are likely to also occur in settings where other parameter axes determine suitable window sizes or adaptive windowing is required. In future, the proposed method could also be applied in such settings to test its effectiveness beyond the examples considered in this study. Python code for the generation of SRC surrogates is available at [64].

ACKNOWLEDGMENTS

This research was supported by the Deutsche Forschungsgemeinschaft in the context of the DFG Project No. MA4759/11-1 “Nonlinear empirical mode analysis of complex systems: Development of general approach and application in climate.” It also received financial support from the European Union’s Horizon 2020 Research and Innovation program (Marie Skłodowska-Curie Grant Agreement No. 691037). D.E. acknowledges funding by TÜBİTAK (Grant No. 118C236) and the BAGEP Award of the Science Academy. C.N.F. acknowledges financial support from the German Academic Exchange Service (DAAD). A.H. acknowledges support from the Royal Society of New Zealand (Grant No. RIS-UOW1501), and the Rutherford Discovery Fellowship program (Grant No. RDF-UOW1601). The authors declare that they have no conflict of interest.

\[ p(\Delta, \lambda) = \lambda e^{-\lambda \Delta}. \]  

APPENDIX A: ANALYTICAL AND NUMERICAL

SEGMENT SIZE RELATIONS

In the following, we elaborate on the systematic dependence of the (m)Edit distance on segment lengths \( N_a = |S_a|, N_b = |S_b| \) in the most simple application: we study events (i.e., no assumptions about the amplitude of the signal) which are unevenly spaced by exponentially distributed sampling intervals \( \Delta \) with a sampling rate \( \lambda \).

Consequently, the number of samples per unit interval \( k \) is Poisson distributed:

\[ \rho(k, \lambda) = \frac{\lambda^k e^{-k}}{k!} \]  

with \( \lambda \) being equivalent to the expected number of samples per unit interval; \( \mathbb{E}(X) = \lambda \). Furthermore, the \( n \)th time step is Erlang distributed with the rate parameter \( \lambda \):

\[ f(t; n, \lambda) = \frac{\lambda^n t^{n-1} e^{-\lambda t}}{(n-1)!}, \]  

which is a general result for a sum of \( n \) independent exponential random variables with equivalent rate parameters \( \lambda \) [65].

We are interested in the segment size dependence of deletion (adding) and shifting costs for the edit distance. This can be evaluated by considering \( M \) exponential random variables where each is drawn from a distribution \( p(\Delta, \lambda_m) \) with distinct \( \lambda_m, m = 1, 2, \ldots, M \). When applied, this setting can be considered equivalent to a scenario where a time axis changes its local sampling rate \( \lambda_m \) at \( M \) points and segments from these should be compared via the edit distance. For a specific pair of segments with sizes \( N_a, N_b \), the minimum deletion cost (no deletions as competing to shifts included) for their transformation is

\[ C_{\text{del}}(N_a, N_b) = \Lambda_S |N_a - N_b|. \]  

Consequently, for two segments of average sizes \( E[N_a] = \lambda_1, E[N_b] = \lambda_2 \) we obtain a minimum deletion cost of \( C_{\text{del}}(E[N_a], E[N_b]) = \Lambda_S |\lambda_1 - \lambda_2| \). A cost matrix \( C_{\text{del}}(\lambda_1, \lambda_2) \) is exemplified in Fig. 7(a). The expected minimum deletion cost for two randomly selected segments from time periods with different rates \( \lambda_1, \lambda_2 \) can be computed by using the the Skellam distribution

\[ Q(\sqrt{2\lambda_1}, \sqrt{2\lambda_2}) = e^{-\lambda_1} \sum_{k=0}^{\infty} \left( \frac{\lambda_1}{\lambda_2} \right)^k I_k(2\sqrt{\lambda_1 \lambda_2}) \]  

and its derivative

\[ \frac{d}{dt} Q(\sqrt{2\lambda_1}, \sqrt{2\lambda_2}) = \lambda_1 e^{-\lambda_2} \lambda_2 e^{-\lambda_1} I_k(2\sqrt{\lambda_1 \lambda_2}) + \sqrt{\lambda_1 \lambda_2} I_1(2\sqrt{\lambda_1 \lambda_2}) \]  

for the difference \( Z = X - Y \) where \( X, Y \) are Poisson-distributed random variables with rates \( \lambda_1, \lambda_2 \). Eq. (A2), \( I_k(a) \) denotes the modified Bessel function of the first kind. For \( k > 0 \), the moment-generating function is consequently given by

\[ M(t; \lambda_1, \lambda_2) = e^{-\lambda_1 - \lambda_2} \sum_{k=0}^{\infty} e^{k t} I_k(2\sqrt{\lambda_1 \lambda_2}) \]

\[ \times \left[ \frac{\lambda_1^{k/2}}{\lambda_2^{k/2}} + \frac{\lambda_2^{k/2}}{\lambda_2^{k/2}} \right] I_0(2\sqrt{\lambda_1 \lambda_2}). \]  

(A6)

With “Marcum’s Q”\n
\[ Q(\sqrt{2\lambda_1}, \sqrt{2\lambda_2}) = e^{-\lambda_1} \sum_{k=0}^{\infty} \left( \frac{\lambda_1}{\lambda_2} \right)^k I_k(2\sqrt{\lambda_1 \lambda_2}) \]  

(A7)

\[ \frac{d}{dt} Q(\sqrt{2\lambda_1}, \sqrt{2\lambda_2}) = \lambda_1 e^{-\lambda_2} \lambda_2 e^{-\lambda_1} I_k(2\sqrt{\lambda_1 \lambda_2}) + \sqrt{\lambda_1 \lambda_2} I_1(2\sqrt{\lambda_1 \lambda_2}) \]  

(A8)
In the right line plot of Fig. 7(a), two columns with \( \lambda \) as difference between expected number of samples per unit interval (left matrix and gray dashed line) and as expected costs given two rates \( \lambda_1, \lambda_2 \) (right matrix and black line, Eq. (A10)). Shifting costs are studied (b) numerically with respect to their dependence on the sampling rate \( \lambda \). This can be written as

\[
M(t; \lambda_1, \lambda_2) = e^{-\lambda_1 t} \left[ Q(2\lambda_1 e^{-t}, \sqrt{2\lambda_1}) e^{\lambda_1 e^{-t}} + \lambda_2 e^{-t} \right] \times Q(2\lambda_1 e^{-t}, \sqrt{2\lambda_2}) e^{\lambda_2 e^{-t}} I_0(2\sqrt{\lambda_1 \lambda_2}).
\]  

(A9)

Differentiating this moment-generating function [using Eq. (A8)] around \( t = 0 \) with Leibniz rule yields the expected value:

\[
\mathbb{E}[k; \lambda_1, \lambda_2] = 2e^{-\lambda_1 - \lambda_2} \left[ \lambda_2 I_0(2\sqrt{\lambda_1 \lambda_2}) + \sqrt{2\lambda_1 \lambda_2} f_{\lambda_1}(2\sqrt{\lambda_1 \lambda_2}) \right] + (\lambda_2 - \lambda_1)(1 - 2Q(2\lambda_1, \sqrt{2\lambda_2})).
\]  

(A10)

Hence, \( \mathbb{E}[\text{Cost}(\lambda_1, \lambda_2)] = \Lambda_0 \mathbb{E}[k; \lambda_1, \lambda_2] \) [Fig. 7(a), middle]. In the right line plot of Fig. 7(a), two columns with \( \lambda_1 \) fixed at 3.1 are shown to illustrate the scaling of deletion costs with the rate \( \lambda \) more clearly. While \( \text{Cost}(\mathbb{E}(N_a), \mathbb{E}(N_b)) \) shows a sharp minimum at the rate \( \lambda_2 = \lambda_1 \), \( \mathbb{E}[k; \lambda_1, \lambda_2] \) decreases more smoothly with increasing \( \lambda_2 \), and increases afterwards. The latter becomes minimal for a value \( \lambda < \lambda_2 \) instead of \( \lambda = \lambda_2 \) since Poisson distributions \( \rho(k, \lambda) \) are right-skewed, having higher cumulated probability mass for all values \( k > \lambda \). Note that all said above holds in the same way for adding operations.

For the analysis of shifting costs, we focus on the simple case of linear shifting costs

\[
\tilde{f}_{\lambda}(t(\alpha), t(\beta)) = |t(\alpha) - t(\beta)|
\]  

(A11)

between the \( \alpha \)th event in segment \( S_\alpha \) and the \( \beta \)th event in segment \( S_\beta \) as proposed in the original, unmodified edit-distance measure. To exclude effects caused by absolute timing of events, timing of events within each segment is always transformed into the interval \( I = [0, 1] \). The sum of all shifting costs for a pair of segments is denoted as \( d_{ab} = \Lambda_0 \sum_{\alpha, \beta} f_{\lambda}(t(\alpha), t(\beta)) \) with \( \Lambda_0 = 1 \). Note that \( N_a = N_b \) as \( |N_a - N_b| \) deletions and additions have already been carried out. A closed-form solution for the shifting costs between two time instances drawn randomly from the distributions \( f(x; m_1, \lambda_1), f(y; m_2, \lambda_2) \) most likely exists, at least for the case \( m_1 = m_2 \) but its computation is beyond this study. We examine shifting costs for this case numerically, while we explicitly exclude any deletions as an alternative operation.
to shifting after the necessary $|N_a - N_b|$ deletions (“basic deletions”) [Fig. 7(b)]. We fix $w = 1$ as the unit interval (arbitrary units). The numerical estimate of the average cost for transforming a segment sampled with rate $\lambda_1$ into a segment sampled with rate $\lambda_2$ is based on generating time axes for a fixed time period $T = 10,000$ (but varying number of events). Given a fixed combination of $\lambda_1, \lambda_2$, a total of $K = 10,000$ segment pairs are randomly sampled (with replacement) from both corresponding time axes. The edit distance is computed for each pair of segments and averaged over all pairs to obtain a single value $d(\lambda_1, \lambda_2)$ that is characteristic for the combination of rates $\lambda_1, \lambda_2$. This is shown as a cost matrix $C_{\text{shift}}(\lambda_1, \lambda_2)$ of averaged total shifting costs between randomly drawn segments [Fig. 7(b), left]. The total number of shifts performed after deleting $|N_a - N_b|$ events generally differs for distinct pairs of segments $S_a, S_b$ at fixed $\lambda_1, \lambda_2$. However, when averaged over all randomly drawn segment pairs, an increasing trend along the diagonals is observed. Furthermore, average total shifting costs $\overline{d}(\lambda_1, \lambda_2)$ increase for fixed $\lambda_1$ and increasing $\lambda_2$ [Fig. 7(b), right] which is to be expected as a higher number of shifts will entail higher summed costs. On the other hand, no monotonous relation between the average shifting costs per shifting operation and sampling rate is observed [Fig. 7(b), center and bold black line on the right]. With increasing sampling rates, the cost of an average single shifting operation decreases (diagonals of the matrix). For fixed $\lambda_1$, it is maximized at a value $\lambda_2 < \lambda_1$ for the same reason as above, i.e., the Erlang distribution being right-skewed.

If we instead examine the dependence of shifting costs on the actual segment size $\tilde{C}_{\text{shift}}(N_a, N_b)$ rather than the rates [Fig. 7(c)], a sharp maximum at $N_b = \lambda_1$ is found (black line, right plot). Total shifting costs increase for $N_b < \lambda_1$ and continue to increase more slowly for $N_b > \lambda_1$. For fixed $N_a$, an increasing number $N_b$ of events per unit interval increases the likelihood that some events are placed close to the events in segment $S_a$, resulting in lower distances $d_{ab}(N_a, N_b)$.

APPENDIX B: SAMPLING RATE-CONSTRAINED SURROGATES

The proposed sampling-rate correction approach involves a constrained randomization procedure, in which sampling rate-constrained surrogates (SRC surrogates) are generated. To illustrate the resulting time series, we show five SRC-surrogate realizations of the irregularly sampled AR(1)-process from Sec. IVB in Fig. 8. The transition in sampling rate (dotted red line) is well visible from the different surrogate realizations.

$$\tilde{C}_{\text{shift}}(\lambda_1, \lambda_2) = \frac{\sum_{k=1}^{K} d(S_{a,k}^{(\lambda_1)}, S_{b,k}^{(\lambda_2)})}{\max[N_a, N_b]}, \quad (A12)$$
FIG. 9. Zoomed section of grayscale anomaly time series (black) and five exemplar SRC-surrogate realizations (gray). The red dotted line indicates the transition of the sampling rate towards more dense sampling.

We can also identify the rapid increase in sampling rate for the grayscale proxy time series in the real-world example from Sec. V (Fig. 9). Visually, it is expressed as an increase of variance which is reproduced by the SRC-surrogate realizations.
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