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Abstract—In this paper, we propose a new method to estimate instantaneous frequency using a combined approach based on the discrete linear chirp transform (DLCT) and the Wigner distribution (WD). The DLCT locally represents a signal as a superposition of linear chirps while the WD provides maximum energy concentration along the instantaneous frequency in the time-frequency domain for each of the chirps. The developed approach takes advantage of the separation of the linear chirps given by the DLCT, and that for each of them, the WD provides an ideal representation. Combining the WD of the linear chirp components, we obtain a time-frequency representation free of cross-terms that clearly displays the instantaneous frequency. Applying this procedure locally, we obtain an instantaneous frequency representation given by the DLCT, and that for each of them, the WD provides an ideal representation. Combining the WD of the linear chirps while the WD provides maximum energy concentration along the instantaneous frequency in the time-frequency domain for each of the chirps. The developed approach takes advantage of the separation of the linear chirps given by the DLCT, and that for each of them, the WD provides an ideal representation. Combining the WD of the linear chirp components, we obtain a time-frequency representation free of cross-terms that clearly displays the instantaneous frequency.
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I. INTRODUCTION

In many applications in biomedicine, speech processing, communications, radar, underwater acoustics, where non-stationary signals are present, it is typically necessary to estimate the instantaneous frequency of the signals [1]. Time-frequency distributions (TFDs) are widely used for IF estimation based on peak detection techniques [2], [3], [4]. The most frequently TFD used for linear chirps is the Wigner distribution (WD) due to its ideal representation for such signals. However, in the case of multicomponent signals, Wigner distribution does not perform well because of the presence of extraneous cross-terms.

Recently, the discrete linear chirp transform (DLCT) [5] was introduced as an instantaneous-frequency frequency transformation, capable of locally representing signals in terms of linear chirps. It generalizes the discrete Fourier transform and has an instantaneous-frequency time dual transform, and very importantly it can be efficiently implemented using the fast Fourier transform (FFT).

The work of [6] in multicomponent signal IF estimation requires to have a TFD that has high resolution and is free of cross-terms. In [7] an iterative method is proposed for IF estimation using the evolutionary spectrum. In general, the instantaneous frequency estimation requires signal separation, for multicomponent signals, and high resolution time-frequency distributions. In this paper, we propose a new method that takes advantage of the DLCT for signal separation, and of the WD for high resolution in the time frequency space.

II. THE DISCRETE LINEAR CHIRP TRANSFORM (DLCT)

Given a discrete-time signal \( x(n) \), with finite support \( 0 \leq n \leq N - 1 \), its discrete linear chirp transform (DLCT) and its inverse are [5]

\[
X(k, \beta) = \sum_{n=0}^{N-1} x(n) \exp \left( -j \frac{2 \pi}{N} (\beta n^2 + kn) \right)
\]

\[
x(n) = \sum_{k=-L/2}^{L/2-1} \sum_{n=0}^{N-1} \frac{X(k, \beta)}{LN} \exp \left( j \frac{2 \pi}{N} (\beta n^2 + kn) \right)
\]

(1)

The DLCT decomposes a signal using linear chirps

\[
\phi_{\beta,k}(n) = \exp \left( j \frac{2 \pi}{N} (\beta n^2 + kn) \right)
\]

characterized by the discrete frequency \( 2 \pi k/N \), and a chirp rate \( \beta \), a continuous variable connected with the instantaneous frequency of the chirp:

\[
IF(n, k) = \frac{2 \pi}{N} (2n + k).
\]

Assuming a finite support for \( \beta \), i.e., \( -\Lambda \leq \beta < \Lambda \), it is possible to construct an orthonormal basis \( \{ \phi_{\beta,k}(n) \} \) with respect to \( k \) in the supports of \( \beta \) and \( n \). To obtain a discrete transformation, we approximate the chirp rate as

\[
\beta \approx \ell C, \quad \text{where } C = \frac{2\Lambda}{L} \text{ so that } \quad -\frac{L}{2} \leq \ell \leq \frac{L}{2} - 1 \quad \text{is integer}.
\]

The DLCT is a joint instantaneous-frequency frequency transform that generalizes the discrete Fourier transform (DFT); indeed \( X(k, 0) \) is the DFT of \( x(n) \). Thus, the DLCT can be used to represent signals that locally are combinations of sinusoids, chirps, or both.

It is important to remark that in a discrete chirp, obtained by sampling a continuous chirp satisfying the Nyquist criteria, the chirp rate \( \beta \) cannot be an integer. Indeed, if a finite support continuous chirp

\[
x(t) = e^{j(\alpha t^2 + \Omega_0 t)}, \quad 0 \leq t \leq T
\]
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is sampled using a sample frequency
\[ \Omega_s = \frac{2\pi}{T_s} = M\Omega_{\text{max}}, \quad M \geq 2, \]
as determined by the Nyquist criteria, the obtained discrete signal is
\[ x(n) = e^{j(\alpha T_s^2 n^2 + \Omega_0 T_s n)} = e^{j(\hat{\beta} n^2 + \omega_0 n)} \quad 0 \leq n \leq \frac{T}{T_s} = N - 1 \]
where we let \( \hat{\beta} = \alpha T_s^2 \) be the chirp rate and \( \omega_0 = \Omega_0 T_s \) be the discrete frequency. Then the modulated chirp
\[ x(n)e^{-j\omega_0 n} = e^{j\hat{\beta} n^2} \quad \text{where} \]
\[ \hat{\beta} = \alpha T_s^2 = \left[ \frac{\Delta \Omega}{2\Delta t} \right] T_s^2 = \frac{\Omega_s T_s / M}{2N} = \frac{\pi/M}{N} \]
therefore,
\[ \beta = \frac{N \hat{\beta}}{2\pi r} = \frac{1}{2M} \]
is not an integer for \( M \geq 2 \). Therefore, for not aliased chirps, we need \( |\beta| \leq 0.25 \).

For each value of \( \beta \) it can be shown that
\[ x_{\beta}(n) = \sum_{k=0}^{N-1} X(k, \beta) \exp \left( \frac{2\pi}{N} (\beta n^2 + kn) \right) \]
equals \( x(n) \) so that the inverse DLCT is the average over all values of \( \beta \).

III. INSTANTANEOUS FREQUENCY ESTIMATION

In this section, we introduce a procedure that combines the DLCT and the WD to estimate the IF. Locally, the DLCT approximates the signal as a sum of linear chirps, for each of which the WD provides the best representation. Superposing these WDs we obtain an estimate of the overall instantaneous frequency of the signal.

The Wigner distribution of a signal \( x(t) \) is given by
\[ W(t, \Omega) = \frac{1}{2\pi} \int x^*(t - \frac{T}{2}) x(t - \frac{T}{2}) e^{-j\Omega t} dt \]
And for a linear chirp \( x(t) = \exp(j(\alpha t^2 / 2 + \Omega_0 t)) \) with instantaneous frequency
\[ IF(t) = \alpha t + \Omega_0 \]
its Wigner distribution is
\[ W(t, \Omega) = \delta(\Omega - [\alpha t + \Omega_0]) = \delta(\Omega - IF(t)) \quad (2) \]
Thus the Wigner distribution of a linear chirp concentrates the energy exactly along the instantaneous frequency in an optimal way. However, the IF is only clearly seen when the signal is a single chirp, additional terms — cross-terms — appear when the signal is composed of more than one chirp.

If the signal \( x(n) \) is the input to the system shown in Fig. I the output of the DLCT will be approximated by a sum of linear chirps. Therefore, we can find the WD of each of these linear chirps and synthesize them to obtain a WD free of cross-terms. Assuming that \( x(n) \) is approximated using the DLCT as
\[ x(n) \approx \sum_{i=1}^{P} x_i(n) \quad \text{where} \]
\[ x_i(n) = a_i \exp \left( j \frac{2\pi}{N} (\beta_i n^2 + k_i n) \right) \quad (3) \]
and \( P \) is the number of chirp components. The WD of each chirp is given by
\[ W_i(n, \omega) = a_i \delta(\omega - \beta n - \omega_i) \]
where
\[ \omega_i = \frac{2\pi k_i}{N}, \quad \alpha_i = a_i^2, \quad \text{and} \quad i = 1, 2, \ldots, P \]
Adding the \( W_i(n, \omega) \) we obtain an approximation of the Wigner distribution \( W(n, \omega) \) corresponding to \( x(n) \), but free of cross-components. Since the Wigner distribution concentrates the energy along the instantaneous frequency, the IF is estimated by
\[ \hat{\omega}(n) = \text{arg} \max_{i=1}^{P} W_i(n, \omega) \quad (4) \]
As indicated above, the instantaneous frequency is approximated locally by linear chirps. Thus the signal in general is windowed before applying the above procedure locally. The estimated IF \( \hat{\omega}(n) \) is obtained from the peak detection approach for the high resolution time-frequency distribution which is a result of combining the DLCT with the DW. The accuracy of the estimation is measured by the mean square error
\[ MSE = \langle (\omega(n) - \hat{\omega}(n))^2 \rangle \quad (5) \]
where \( \langle \cdot \rangle \) is the average.

IV. SIMULATIONS

To evaluate the performance of the proposed instantaneous frequency estimation method, we consider multicomponent signals with linear, quadratic, and sinusoidal instantaneous frequencies. Also, we add noise to the signals and test our procedure for several signal to noise ratios (SNRs) values.
Example 1. Consider the multicomponent signal $x_1(n)$
\[
x_1(n) = \exp \left( j \frac{\pi}{256} (0.15n^2 + 50n) \right) + \exp \left( j \frac{\pi}{256} (0.1n^2 - 40 \cos(\frac{\pi}{50} n)) \right) + \mathcal{N}(n)
\]

where $\mathcal{N}(n)$ is a complex white gaussian noise with a total of variance $\sigma^2$ added to the signal. Figures 2(a) and (b) display the WD and the short time Fourier transform (STFT) of $x_1(n)$ for a SNR $= -5$ dB while Fig. 2(c) shows the superposition of the WDs of the chirp components (synthesized WD). Notice that the WD does not clearly display the chirps due to cross-components and the smearing of the noise over the time-frequency space and the STFT is not robust against noise. The estimated and the original instantaneous frequencies of the signal $x_1(n)$ at SNR $= -5$ dB are given in Figs. 2(d) and (e). The mean square error (MSE) for the instantaneous frequency is shown in Fig. 2(f). It shows that the estimated IF using the proposed method matches well the original IF even at low SNRs.

Example 2. Let the signal $x_2(n)$ be a multicomponent signal which has two intersected components in the time-frequency plane. The considered signal is embedded in noise as
\[
x_2(n) = \exp \left( j \frac{\pi}{256} (\xi(n-256)^3 + 10n) \right) + \exp \left( j \frac{\pi}{256} (\xi(n-256)^3 - 246n) \right) + \mathcal{N}(n)
\]

where $\xi = 4 \times 10^{-4}$. The WD, STFT, and synthesized WD of the signal $x_2(n)$ with SNR $= 0$ dB are shown in Figs. 3 (a), (b), and (c). Figures 3(d) and (e) illustrate the original IF($\omega(n)$) as well as its estimate ($\hat{\omega}(n)$). The MSE error as a function of SNR is given in Fig. 3(f).

\[\text{TABLE I}\]

| Time-frequency Distribution | SNR (dB) |
|-----------------------------|---------|
| Synthesized WD              | -36.2 dB|-40.01 dB|-41.78 dB|-43.06 dB|
| STFT                        | -5.96 dB|-34.42 dB|-38.79 dB|-42.01 dB|
| WD                          | -3.93 dB|-5.47 dB|-6.72 dB|-6.95 dB|

Fig. 3. Example 2 $x_2(n)$ with SNR $= 0$ dB: (a) Wigner distribution of $x_2(n)$; (b) STFT with hamming window of length 64; (c) Synthesized Wigner distribution; (d) original IF; (e) Estimated IF; (f) Mean-square error.
the effect of noise. They show the synthesized WD is more robust against noise attack and gives better IF estimation than the other time-frequency distributions. On the other hand, the WD presents poor IF estimate even for high SNRs because it suffers from cross terms interference. The STFT shows good results for high SNRs but it gives poor IF estimate for low SNRs.

Example 3. In this example we show the potential of our algorithm in estimating the IF of actual multicomponent signals such as bat echolocation signal. The signal is given in Fig. 4 (a). The WD and the STFT of it are given in Figs. 4 (b) and (c) whereas Fig. 4 (d) shows the synthesized WD using the proposed method. The estimated IF of the bat signal is illustrated in Fig. 4 (e). The proposed IF estimation method performs well since it shows five components in the time frequency plane. In addition, we can observe that the bat signal suffers from aliasing in the third and fourth components as explained in Figs. 4 (d) and (e). Comparing our results with [10] for the same bat signal, our IF algorithm gives better estimation because it shows more information of the signal in the time-frequency plane.

V. CONCLUSIONS

In this paper, we propose a new method for IF estimation based on the discrete linear chirp transform and the Wigner distribution. It is shown, that we can approximate locally a signal by linear chirps using the DLCT. Separating them, finding the WD of each of these linear chirp and superposing them, a WD free of cross-terms is obtained for the signal under analysis. Simulations show we can obtain accurate IF estimation by the proposed method for even low levels of SNRs. Our procedure takes advantage of the maximum energy concentration of the Wigner distribution of linear chirps obtained from the DLCT. Work is underway on the application of this procedure in biomedical applications.
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