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Abstract
Many studies have confirmed that translated texts exhibit different features than texts originally written in the given language. This work explores texts translated by different translators taking into account expertise and native language. A set of computational analyses was conducted on three language pairs, English-Croatian, German-French and English-Finnish, and the results show that each of the factors has certain influence on the features of the translated texts, especially on sentence length and lexical richness. The results also indicate that for translations used for machine translation evaluation, it is important to specify these factors, especially when comparing machine translation quality with human translation quality.

1 Introduction
Many studies have demonstrated that translated texts (human translations, HTs) have different lexical, syntactic and other textual features than texts originally written in the given language (originals). These special traits of HTs are result of a compromise between two often antagonised aspects of the translation process: fidelity to the source text and naturalness of the generated target language text. Although all studies confirm the existence of these special features of HTs, two categories of these features are distinguished in the literature. One category, “translation universals”, represents a general set of features shared by all translations, independent of the characteristics of involved languages (Baker et al., 1993). Another category, “interference”, reflects the impact of the source language, the “trace” which the source language leaves in the translation (Toury, 1979). Some studies investigate and demonstrate the existence of both categories, sometimes called “source universals” and “target universals” (Chesterman, 2004; Koppel and Ordan, 2011).

Our research aims to find out whether differences between translators have any influence on the text features. We investigate impact of the translator’s expertise and native language. We present results of a computational analysis of a set of HTs originating from the news domain and involving three distinct language pairs, English-Croatian, German-French and English-Finnish. The analysis is guided by the following research questions:

RQ1 Are there differences between HTs related to translator’s expertise?

RQ2 Are there differences between HTs related to translator’s native language and translation direction? (from or into translator’s native language)

The main contribution of this work is empirical, showing evidence of differences between text features of HTs produced by different translators. We expect our findings to motivate and drive future research in this direction in order to better understand these differences by identifying and analysing underlying linguistic phenomena.

Moreover, differences between HTs may have practical impact on evaluation of machine translation (MT) systems. Several recent studies (Toral et al., 2018; Läubli et al., 2018; Zhang and Toral, 2019; Freitag et al., 2019) have shown that the
translation direction has impact on the results of evaluation of MT outputs, so that it is important to specify whether originals or HTs were used as source texts for MT systems. Taking into account these studies and the findings reported in this work, potential effects of translators’ backgrounds on MT should be investigated too.

2 Related work

Analysis of translated texts A lot of work has been done exploring differences between HTs and originals. Some studies (Baker et al., 1993) have emphasised the existence of “translation universals”, general features of translated texts, “simplification” and “explicitation” being the most well-known. Other studies (Toury, 1979) have pointed out the influence of the source language, “interference“, whereas some (Chesterman, 2004) concentrate on both categories, called “S-universals” and “T-universals”.

Since many text features can be measured quantitatively, a number of publications demonstrated that HTs can be automatically distinguished from originals (Baroni and Bernardini, 2006; Koppel and Ordan, 2011; Volansky et al., 2015; Rabinovich and Wintner, 2015; Rubino et al., 2016). The features used for the classifiers are partly motivated by the theoretical categories mentioned above, however many features are not directly related to a particular category, and many can belong to more than one category. The most common features are lexical variety (percentage of distinct words in a text), lexical density (sometimes called information density, percentage of content words in a text), sentence length, word length, as well as frequencies of certain POS categories, function words and collocations.

Rabinovich et al. (2016) include analysis of non-native texts, namely texts originally written in the given language but by non-native speakers. They found that these texts generally exhibit different features than native originals and HTs, thus representing yet another text category. On the other hand, their features are closer to those of HTs than to native originals, indicating the influence (“interference”) of the native language.

In addition to analysis of HTs, more and more publications report analysis of machine translated texts. Ahrenberg (2017) compares MT outputs with HTs by means of automatically calculated text features as well as by manual analysis of divergences (shifts) from the source text. The main finding is that MT output is much more similar to the source text than HT. Another study of machine translated texts (Vanmassenhove et al., 2019) reports significantly lower lexical richness in MT outputs in comparison to originals and HTs.

Post-editing (PE) of MT outputs has lead to yet another type of translated text which has been analysed extensively in the recent years (Čulo and Nitzke, 2016; Daems et al., 2017; Farrell, 2018; Toral, 2019; Castilho et al., 2019). These studies demonstrated that PEs represent an additional text category with the features lying between those of HTs and of MT outputs.

Relations between machine and human translation As machine translation (MT) technology improves, more and more work has been done on investigating relations between different aspects of MT and HT direction. First publications on this topic (Kurokawa et al., 2009; Lembersky et al., 2013) demonstrated that the direction of HT plays an important role for building a statistical MT system, and recommend training on parallel corpora which were translated in the same direction as the MT system (i.e. using originals as source and HTs as target).

Recently, several publications (Läubli et al., 2018; Toral et al., 2018; Freitag et al., 2019; Zhang and Toral, 2019) demonstrated that the translation direction plays an important role both for human as well as for automatic evaluation of MT systems. Before these findings were published, this aspect has not been taken into account at all in the MT community.1 Afterwards, as a consequence, using only originals as source test texts and HTs as reference test texts has become a common practice in the WMT shared tasks2 from 2019. The main reason is to avoid all possible side effects, since Toral et al. (2018) have shown that the use of HTs as source texts facilitates the MT process mainly because of the decreased lexical variety. On the other hand, Freitag et al. (2019) recommend using both, albeit separated, original as well as HT source texts precisely in order to be able to take into account and better understand all effects.

Apart from the impact of translation direction, the impact of divergences from a source text in HT

---

1For example, in the WMT shared tasks, even texts written in an “external” original language were used extensively, e.g. English HTs from Czech texts were used as source for English-to-German MT systems.

2http://www.statmt.org/wmt19/
used as MT data has been investigated, too. The potential influence of different translation strategies and resulting divergences (shifts) on MT evaluation was discussed in (Popović, 2019), whereas Vyas et al. (2018) explored automatic identification of such divergences and their effects on MT training.

**Texts translated by different translators** Despite of a large body of work dealing with analysis of different translated texts in different contexts, there is, however, not much work about texts translated by different translators. Rubino et al. (2016) explored effects of translator’s expertise to some extent, and reported that texts translated by students could be automatically distinguished from originals with higher accuracy than texts translated by professional translators. This indicates that the features of professional HTs are more similar to the features of originals. To the best of our knowledge, our work is the first attempt to systematically compare texts translated by different translators.

### 3 Data sets

For our experiments, we used three available parallel data sets involving three different language pairs and five translation directions: English→Croatian (EnHr), German↔French (DeFr) and English↔Finnish (EnFi). All data sets belong to the news domain and originate from the publicly available WMT shared tasks. Ideally, each data set should have been designed specifically for one particular RQ, and created under the same conditions: each of the translators should have translated the same, sufficiently large source text. In addition, all source language texts should be originally written in that language, not being translated from some other language. Table 1 summarises the properties of our three data sets, and the following limitations can be noted:

* None of the data sets were specifically designed for one RQ: only the EnHr data set is (almost) ideal for translation expertise (RQ1). The DeFr is appropriate for both expertise (RQ1) and native language (RQ2), whereas the EnFi data set is suitable for native language (RQ2).

* The EnHr data set is, as mentioned above, almost ideal for exploring translation expertise, although one HT was generated from a different source text than the other three. The main drawback is that both source language texts were not written originally in English, but are HTs: they were translated from Czech in the framework of the WMT 2012 and WMT 2013 shared task. However, this fact has no influence on the results of our experiment, because all HTs are coming from the same original language.

* The main limitation of the DeFr data set is its small size: while in the other two data sets at least 1000 source sentences were translated by each translator, this data set ranges from 100 to 750 sentences. Another drawback is the lack of a common source text for all translators – therefore, different HTs represent a comparable corpus instead of a parallel corpus. The same limitation represents the main drawback of the EnFi data set.

In addition, several domains/genres should ideally be covered, whereas all our data sets come from the news domain. Nevertheless, an ideal data set is, to the best of our knowledge, currently not available for any of our research questions. Therefore, we carried out our first experiments on the described available texts which, despite of their flaws, represent a good starting point for this research direction. The data sets are made publicly available for further research.3 No personal information (such as name, gender, age, working place) about the translators are shared. The details and statistics of each of the texts used are presented together with the results in the corresponding sections.

### 4 Text features

The set of text features used in our experiments is inspired by the features frequently used in the literature (Baroni and Bernardini, 2006; Koppel and Ordan, 2011; Volansky et al., 2015; Toral, 2019). Although they are also motivated by two theoretical categories, simplification (Baker et al., 1993) and interference (Toury, 1979), they do not represent any of these categories exclusively. The choice of features is based on a hypothesis that the selected features might vary depending on the factors addressed in our work, namely translator’s experience, native language and translation strategies.

For all features, punctuation marks were separated and counted as words. POS tags for all languages are generated by TreeTagger.4 The features

---

3[https://github.com/m-popovic/different-HTs](https://github.com/m-popovic/different-HTs)

4[https://www.cis.uni-muenchen.de/~schmid/](https://www.cis.uni-muenchen.de/~schmid/)
are defined and calculated in the following way:

Sentence length: Number of words in each sentence of the text.

Some translators might tend to generate longer sentences in the target text than others. Some translators might keep the number of words in the translated sentences closer to the number of source text words than others.

Mean word length: The total number of characters in the text divided by total number of words.

Some translators might prefer longer (potentially more complex) words than others.

Lexical variety: The total number of distinct words in the text divided by the total number of words in the text.

\[ lexV ar = \frac{N(\text{distinct words})}{N(\text{words})} \] (1)

Previous work has shown that vocabulary of HTs is generally less rich than vocabulary of originals. However, some translators might use more distinct words (a richer vocabulary) than others.

Morpho-syntactic variety: The total number of distinct POS tags in the text divided by the total number of words.

\[ \text{morphsynV ar} = \frac{N(\text{distinct POS})}{N(\text{words})} \] (2)

Some translators might use more complex and/or more diverse grammatical structures than others. Some might keep the grammatical structure of translated sentences closer to the one of the source text than others.

Lexical density: The ratio between the total number of content words (adverbs, adjectives, nouns and verbs) and the total number of words.

\[ lexDens = \frac{N(\text{content words})}{N(\text{words})} \] (3)

HTs have been found to have a lower percentage of content words than originals. However, some translators might use more content words than others.

5 Experimental set-up

For each feature, we calculate relative difference between the feature value of the original source text \( f(\text{source}) \) and the feature value of its translation \( f(ht) \).

\[ \Delta(f) = \frac{f(\text{source}) - f(ht)}{f(\text{source})} \] (4)

The main benefits of reporting relative differences are:

- relative difference reduces impact of distinct source languages (language pairs);
- relative difference minimalises effects of using comparable instead of parallel HTs.

Table 2 shows an example of lexical varieties of two comparable HTs. The values of the two target language lexical varieties \( f(ht) \) imply that the second HT is lexically richer. However, the reason for that difference might simply be the initially higher lexical variety of the second source text. Relative difference, though, clearly demonstrates that the second translation is lexically less rich and also closer to the source text.

|     | \( f(\text{source}) \) | \( f(ht) \) | \( \Delta(f) \)     |
|-----|------------------------|---------------|---------------------|
| source 1 | 0.721                          | 0.434                | 66.1%               |
| source 2 | 0.832                          | 0.548 (!)              | 51.8%               |

Table 2: Example of analysing lexical varieties of two comparable HTs and advantage of using relative differences.

For each text and each feature, relative difference is calculated as average value over chunks of 100 sentences\(^5\) (approximately 2000 words), similarly to some previous work (Volansky et al., \(^5\)50 sentences (1000 words) for the DeFr corpus due to the small size

---

| property                          | \( EnHy \) | \( DeFr \) | \( EnFr \) |
|-----------------------------------|-----------|-----------|-----------|
| RQ1: expertise                    | +         | +         | −         |
| RQ2: translation direction and native language | −         | +         | +         |
| same source language text for each translator | ±         | −         | −         |
| ≥1000 sentences per translator    | +         | −         | +         |
| source language is the original language | −         | +         | +         |

Table 1: Properties of the three data sets; "−" denotes lack of a specific property.
The purpose of averaging over small chunks is manifold: to make sure that the length of a text does not interfere with the feature values, to avoid issues related to the small size of some texts, and to further minimise the potential effects of using comparable instead of parallel translations.

For each of the research questions, the obtained values are reported and discussed in the following section. It is worth noting that the numbers differ between the data sets due to distinct properties of the language pairs. For example, relative difference between Finnish and English lexical and POS varieties are much larger than those between German and French.

We did not perform any text classification in this experiment, because the sizes of the currently available texts are not sufficient for training a classifier.

6 Results

6.1 RQ1: Influence of expertise and different cohorts

The EnHr data set and the appropriate part of the DeFr data set were used to examine the potential influence of different translator cohorts on text features. The statistics showing number of sentences and translator cohorts for both data sets is shown in Table 3. All translators were native speakers of the target language.

The EnHr data set was created in the framework of the Abu-MaTran project. A subset of the English test set from WMT 2012 (1011 sentences) was translated into Croatian in two ways: professional translation and crowdsourcing via the CrowdFlower platform. The options on the platform were configured in a way that enables the best possible translation quality: geography was limited to Croatia, and only the contributors on the top performance level were considered. In this way, 30 different crowdsourcing contributors participated in translation. In total, three HTs were created from this English source text: one by a professional translator and two by different crowd contributors. In a later phase of the project, 1000 English sentences from the WMT 2013 were translated by a student, thus representing a third translator cohort, although as a comparable text.

The DeFr data set was created for the WMT 2019 shared task. A subset of 1327 sentences was originally written in German and translated by translators with three different levels of expertise: student (326 sentences), professional translator (756 sentences), and specialist10 (245 sentences).

6.1.1 Results on the EnHr data set

The main tendencies which can be observed in Table 4 are variations in sentence length and lexical variety, and to a lesser extent, in morphosyntactic variety. In addition, the features of the two crowd HTs are very similar, and more distinct than the features of the other two HTs. The sentence length indicates that the crowd produced shorter Croatian translations than the professional translator and the student. Higher lexical and morphosyntactic varieties are probably a consequence of a large number of different contributors which lead to a decrease in consistency. Here, it should be noted that a large lexical and/or grammatical variety as well as a large divergence from the source text are not necessarily positive.

Effects on automatic MT evaluation Since the EnHr data set is the only one containing parallel (instead of comparable) HTs, it represents a perfect data set for testing the behaviour of automatic MT evaluation scores calculated on distinct reference translations. For this purpose, we translated the English source text by two online MT systems, Google Translate and Bing Translator. We then calculated the widely used BLEU score (Post, 2018) and two recently proposed character-based metrics, F-score (Popović, 2015) and edit distance (Wang et al., 2016). All scores are calculated by comparing MT output with each of the HTs.

The resulting scores in Table 5 lead to different conclusions depending on the used reference HT. According to the professional HT, the Google MT output is substantially better than the Bing output in terms of all three evaluation metrics. If the first crowd HT is used as a reference, the differences between the two systems become small according to BLEU and chrF, whereas characTER even says that the Bing MT output is better. A similar tendency can be observed if the student HT is not a professional translator by vocation, but experienced in November 2019.

https://www.abumatran.eu/
1HT from Czech, as mentioned in Section 3
http://crowdflower.com/
9also HT from Czech

https://translate.google.com/
https://www.bing.com/translator
Table 3: Characteristics of the texts used to examine the influence of translation expertise: language pair, translator, translator’s expertise and number of sentences.

| data set | set text | translator | translation expertise | number of sentence pairs |
|----------|----------|------------|------------------------|--------------------------|
| EnHr     | 2012 en→hr Tṛ₁ | Thṛ₁ | professional | 1011 |
|          | 2012 en→hr Tṛ₂ | Thṛ₂ | crowd | |
|          | 2012 en→hr Tṛ₃ | Thṛ₃ | crowd | |
|          | 2012 en→hr Tṛ₄ | Thṛ₄ | student | |
|          | 2012 en→hr Tṛ₅ | Thṛ₅ | | |
|          | 2013 en→hr Tṛ₆ | Thṛ₆ | | |
| DeFr     | 2019 de→fr Tṛ₁ | Tṛ₁ | student | 326 |
|          | 2019 de→fr Tṛ₂ | Tṛ₂ | specialist | |
|          | 2019 de→fr Tṛ₃ | Tṛ₃ | professional | 756 |

Table 4: Relative differences (%) between features of the original texts and features of the translated texts for English→Croatian texts translated by translators with different expertises: professional, crowd and student.

| SRC (en) − HT (hr) | DeFr | EnHr |
|--------------------|------|------|
| (∆(sentence length)) | 8.06 | 12.8 |
| (∆(word length)) | -13.7 | -14.3 |
| (∆(lexical variety)) | -32.6 | -40.3 |
| (∆(POS variety)) | -413 | -426 |
| (∆(lexical density)) | 51.9 | 51.6 |

used, albeit the comparison is not completely appropriate since the source text is different. If the second crowd HT is used, the BLEU score of the Bing output becomes slightly better, the character score becomes substantially better, whereas the chrF score is slightly worse than Google.

The fact that automatic scores calculated on different reference translations are different is, of course, nothing new. However, here we point out that translator cohort providing the reference HT can have influence on the scores and perceptions of systems’ quality, and therefore represents a factor which should be taken into account in MT evaluation.

6.1.2 Results on the DeFr data set

Table 6 shows the text features of the DeFr data set. In spite of differences between this corpus and the EnHr corpus in terms of expertise levels, languages, as well as comparable HTs instead of parallel HTs, the same general tendencies can be observed, namely variations in sentence length, lexical variety and morpho-syntactic variety. The sentences in the professional HT are longest and the lexical variety is highest, which could be intuitively expected – professional translators tend to divert more from the source language and to use richer vocabulary. Morpho-syntactic variety, however, is highest in the specialist HT, although not much higher than in the other two. All the findings indicate that translation expertise has influence on sentence length, lexical and morpho-syntactic variety, however a deeper analysis is needed in the future to identify the nature of these differences.

Lexical density, however, varies only in the DeFr data set, especially for the specialist’s translation. This feature should certainly be analysed further in order to determine whether the variations are related to the translator expertise, or maybe to some other factors such as distinct nature of the language pair, translator’s individual preferences, etc.

6.2 RQ2: Influence of native language and translation direction

The differences between native and non-native HTs were analysed on appropriate portions of the DeFr and EnFi data sets. The statistics of the texts used are shown in Table 7. As already mentioned in Section 3, both data sets contain comparable HTs.

The DeFr texts, created for the WMT 2019 shared task, enable two ways of investigating influence of (non-)native language. One is to compare two translation directions of one translator: a French native specialist Tfr₂ was translating in both directions: from French into German (from their native language) and from German into French (into their native language). Another way is to compare two translators working on the same translation direction: a French native specialist Tfr₂ and a German native specialist Tde₁ both were translating from French into German.

The EnFi data set enables only the first type
Table 5: Three automatic evaluation scores (BLEU, chrF and character) for English-to-Croatian on-line MT systems calculated on reference translations produced by translators with different expertises: professional, crowd and student.

| Translator | BLEU ↑ | chrF ↑ | character ↓ |
|------------|-------|--------|-------------|
| THR₁ (professional) | 41.9  | 34.9  | 65.5  |
| THR₂ (crowd) | 32.9  | 32.6  | 59.8  |
| THR₃ (crowd) | 29.5  | 29.6  | 57.6  |
| THR₄ (student) | 34.7  | 31.2  | 58.8  |

Table 6: Relative differences (%) between features of the original texts and features of the translated texts for German→French texts translated by translators with different expertises: student, specialist and professional.

| Feature | THR₁ | THR₂ | THR₃ | THR₄ |
|---------|------|------|------|------|
| Δ(sentence length) | -21.3 | -23.4 | -26.1 |      |
| Δ(word length)     | 10.6  | 11.4  | 10.9  |      |
| Δ(lexical variety) | 12.8  | 10.3  | 14.8  |      |
| Δ(POS variety)     | 39.8  | 40.9  | 38.7  |      |
| Δ(lexical density) | -10.2 | -5.62 | -13.2 |      |

Table 8 presents text features for all native and non-native HTs. Texts translated by one translator in two different translation directions are compared in Table 8(a). The following general tendencies can be observed for both translators and both language pairs: sentence length, word length and lexical variety substantially differ depending on the translation direction. Word length and lexical variety are higher when translating into the native language, indicating that the translators tend to choose longer words more often and to use a richer vocabulary in their native language, as intuitively can be expected. As for sentence length, the differences tend in opposite directions: for DeFr, the length of non-native HTs is closer to the source language, same as the other DeFr non-native HT presented in Table 8(a) – this also indicates that the reason for the opposite tendency observed on the EnFi language pair might indeed be the different nature of the language pair itself. In any case, a detailed analysis is definitely necessary, as well as for morpho-syntactic variety and lexical density.

Despite the fact that certain tendencies should be investigated further, it can be noted that native and non-native translated texts generally exhibit different traits, especially regarding sentence length, word length and lexical variety. Therefore, the native language of the translator should also be taken into account for MT evaluation.

7 Conclusions

This work presents results of a set of computational analyses on three data sets containing three language pairs and five translation directions with the aim of finding out whether different human translations exhibit different traits. Despite certain limitations, our findings represent a good base for analysing different human translations.

The main contribution of this work is empirical, showing that each of the investigated factors has certain influence on the features of translated texts. Sentence length and lexical variety are affected by

of analysis, namely comparison of two translation directions done by one translator. It contains three HTs produced by a Finnish native professional: one English into Finnish (into their native language) translation and two Finnish to English (from their native language) translations.

Table 8(b) shows the features of texts translated from French into German by two translators with different native languages. It can be seen that the variations in sentence length, word length and lexical variety observed in Table 8(a) are confirmed. Furthermore, word length and lexical variety are again higher in the native translations. Sentence length of the non-native HT is closer to the source language, same as the other DeFr non-native HT presented in Table 8(a) – this also indicates that the reason for the opposite tendency observed on the EnFi language pair might indeed be the different nature of the language pair itself. In any case, a detailed analysis is definitely necessary, as well as for morpho-syntactic variety and lexical density.

Despite the fact that certain tendencies should be investigated further, it can be noted that native and non-native translated texts generally exhibit different traits, especially regarding sentence length, word length and lexical variety. Therefore, the native language of the translator should also be taken into account for MT evaluation.

7 Conclusions

This work presents results of a set of computational analyses on three data sets containing three language pairs and five translation directions with the aim of finding out whether different human translations exhibit different traits. Despite certain limitations, our findings represent a good base for analysing different human translations.

The main contribution of this work is empirical, showing that each of the investigated factors has certain influence on the features of translated texts. Sentence length and lexical variety are affected by
Table 7: Characteristics of the texts used to examine the influence of native language and translation direction: language pair, translator, translation direction, and number of sentences.

(a) one translator, two translation directions

| DeFr | translation direction | de→fr | fr→de |
|------|-----------------------|-------|-------|
| Tfr2 | SRC−HT | Δ(sentence length) | -23.4 | 0.21 |
|      | SRC     | Δ(word length)     | 11.4  | -4.96 |
|      | SRC     | Δ(lexical variety) | 10.3  | -2.82 |
|      | SRC     | Δ(POS variety)     | 40.9  | -41.3 |
|      | SRC     | Δ(lexical density) | -5.62 | 19.0 |

| EnFi | translation direction | en→fi | fi→en |
|------|-----------------------|-------|-------|
| Tfi1 | SRC−HT | Δ(sentence length) | 21.5  | -51.4 | -46.8 |
|      | SRC     | Δ(word length)     | -55.5 | 36.2  | 35.0 |
|      | SRC     | Δ(lexical variety) | -46.7 | 39.4  | 36.3 |
|      | SRC     | Δ(POS variety)     | -393  | 79.8  | 79.3 |
|      | SRC     | Δ(lexical density) | -26.5 | 24.3  | 26.2 |

(b) one translation direction, two translators

| DeFr | translator | Tde1 | Tfr2 |
|------|------------|------|------|
| fr→de| SRC(1e)−HT(de) | Δ(sentence length) | 5.46  | 0.21 |
|      | SRC(1e)−HT(fr)  | Δ(word length)     | -9.64 | -4.96 |
|      | SRC(1e)−HT(fr)  | Δ(lexical variety) | -3.42 | -2.82 |
|      | SRC(1e)−HT(fr)  | Δ(POS variety)     | -24.4 | -41.3 |
|      | SRC(1e)−HT(fr)  | Δ(lexical density) | 22.9  | 19.0 |

Table 8: Relative differences (%) between features of native and non-native HTs; one translator working on two translation directions (a) and two translators working on one translation direction (b).

all factors, whereas word length varies depending on native language. As for POS variety and lexical density, a deeper analysis is needed to understand the observed tendencies. While we believe that the trends observed in the reported results are not incidental, more research is needed to find linguistic explanations. Our study is based on rather superficial text features at word and POS level – therefore, for future work, different HTs should be analysed in depth, including over- or under-using particular words, collocations and POS categories, as well as presence or absence of different types of translation shifts and semantic divergences. Furthermore, as described in Section 3, this study is carried out on sub-optimal data sets – providing and investigating larger data sets containing parallel HTs generated from the same source text is necessary. More data will also enable another line of work, namely automatic discrimination between different HTs.

More (ideal) data will also enable better analysis of potential effects on human and automatic MT evaluation. Nevertheless, even the presented preliminary results suggest that it is important to specify which kind of HTs were used for MT evaluation, especially for evaluations which involve comparing human and machine translation quality. As MT quality improves, such comparisons are becoming more and more frequent, and are also becoming a part of WMT shared tasks – at the WMT 2019 shared task ((Barrault et al., 2019), Section 3.8), for the German-English language pair it is reported that “many systems are tied with human performance”, as well as that “Facebook-FAIR system achieves super-human translation performance”. For this type of evaluation, we highly
recommend that researchers/evaluators specify the details about the HTs used.
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