The Cu(II) – dietary fibre interactions at molecular level unveiled via EPR spectroscopy†
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While dietary fibres have a reputation of a healthy food component, the interaction between nutrients and neutral fibers is non-covalent, and its characterization is challenging for most analytical techniques. Here, on the example of barley β-glucan (BBG) and paramagnetic Cu(II) ions we demonstrate the performance of different Electron Paramagnetic Resonance (EPR) methods in the fibre studies. EPR techniques were tested on two spin probe systems with different affinity in the interaction with dietary fibres – Cu(OAc)₂ salt, which weakly dissociates under physiological conditions and CuSO₄ salt, which easily dissociates, so that in the latter case Cu(II) can be considered as a ‘free’ ion, only chelated by water molecules. The Cu(II)-BBG interaction was determined by pulse EPR relaxation measurements, but this interaction appears not strong enough for continuous wave EPR detection. The capability of the fibres for Cu(II) absorption was successfully analyzed by comparison of the results from the pulse dipolar spectroscopy with numerical simulations. The local distribution of sugar hydrogen atoms around the Cu(II) ion has been determined by electron spin echo envelope modulation (ESEEM) and electron-nuclei double resonance (ENDOR) techniques.

Introduction

Plant foods – cereals, nuts, fruits, and vegetables are rich in carbohydrate polymers, classified as dietary fibre (DF). The diversity of saccharides, the degree of fibre ramification, and variety in the molecular weight (size) create tremendous structural variability between various DFs. Due to a lack of carbohydrate-degrading enzymes in the human digestive system, fibres are only partially digested by the intestinal microbiota without providing energy or being absorbed. On the other hand, DFs slow down stomach emptying and increase satiety, and they improve digestive functions by promoting the growth of intestinal microbiota and supporting the production of beneficial metabolites with various health promoting effects. These effects combined make DFs an essential part of a healthy diet and assist in tackling various chronic diseases and conditions such as cardiovascular disease, type II diabetes, high blood pressure, colon cancer, and being overweight. Being polymer chains with certain flexibility, on the molecular level fibres can organize into networks, which might work as molecular carriers, absorbing small nutritionally relevant molecules, such as minerals (metal ions), vitamins, toxins, and medical drugs. This reduces the bioavailability of small molecules and has a two-way effect on the diet – adverse when micronutrients are absorbed, and positive when toxins are absorbed.

Characterization of the ability of DFs to bind small molecules, as well as the identification of binding sites, is of interest for understanding and designing the balance between the beneficial and adverse properties of fibres. Mineral absorption by fibre is of prime interest due to its two-fold effect: metal ions are essential micronutrients that need to be available for a number of important biochemical reactions and molecules (e.g. metalloproteins, vitamins), while an excess of non-coordinated ions may result in toxic effects – such as in metal-poisoning diseases and due to the metal ion activity in generating reactive oxygen species. Depending on the nutrient composition, minerals could be considered as ions complexed by small buffer molecules, dissociated complexes and the precipitant, each on which contributes to food taste, metal ion toxicity, and bioavailability. Neutral fibres contain only hydroxy groups, which possess weak chelation affinity for most essential ions (Mg(II), Ca(II), Fe(III), Cu(II), Zn(II)), but could be compensated by the large number of hydroxy groups per fibre and the local network. However, identification of binding sites, quantification of absorbed ions, and even reliable detection of this interaction can be a problem for spectroscopic methods.

Electron Paramagnetic Resonance (EPR) spectroscopy is a tool that probes the electron state, local chemical, and electron environment of the paramagnetic center. The paramagnetic metal ions (VO(2+), Mn(II), Fe(II), Cu(II), Gd(III), etc) are
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intrinsically EPR-active, which is making them perfect reporters, which could not only prove or disprove the interaction with DFs, but also characterize the structure and distribution of the binding site(s) over the fibre chain. However, up to date no such studies are known for dietary fibres.

By introducing the EPR methodology to the fibre studies, we further aim to eventually examine the interactions between different EPR-active metal ions or spin-labeled small molecules and DFs with different structure. As a test compound for soluble neutral dietary fibre we used here barley β-glucan (BBG), which is a linear polysaccharide. We choose the Cu(n) ion as a test spin probe due to its convenient spectroscopic parameters: the total spin \( S = \frac{1}{2} \) and moderate anisotropy of the g-tensor provide sufficiently long transverse and longitudinal relaxation times for application of pulse EPR techniques. From the nutritional point of view, Cu(n) is an essential mineral for living organisms, whereas disruption of Cu(n)-metabolism results in copper-poisoning or copper-deficiency diseases.\(^{12}\) In an aqueous solvent at ambient conditions, the toxic copper species are the Cu(n) ions and the monohydroxy complexes \([\text{Cu(OH)}^+]\), which are dominant below pH 5.5.\(^{13}\) In the human gastrointestinal tract (GIT), the pH varies non-uniformly: starting from 6.5 in the saliva and falling to 1.5–3 in the stomach, it rises to 5–8.5 in the intestine and colon.\(^{14}\) Screening for metal ions binding by soluble cereal fibres and alditols showed that binding of Cu(n) species by saccharides starts at pH 4.0, attaining a maximum at 5.0–6.0.\(^{15,16}\) Thus, in order to test for a potential effect of DF in scavenging toxic copper species and observe Cu(n)-fibre interaction, we work in the pH range encountered in the GIT, specifically at pH 5.1. As the stability of the initial metal ion complex can compete with affinity of chelation by fibres, two different Cu(n) complexes were tested: (i) a copper acetate in the acetic buffer, which is partially dissociated and can be considered as a more stable complex;\(^{16}\) and (ii) the copper sulphate in aqueous solution, which is easily dissociated and can be considered as a source of the weak hexaaxacopper(n) complex. From the nutritional point of view, both kinds of copper can be considered relevant, as diluted acetic acid may have positive impact on the taste and contribute to the preservation of foods. CuSO\(_4\) on the other hand has been used as a food additive for acidity regulation (E519) and as an emetic but has later been prohibited due to its toxic effects. Finally, we distribute the reported EPR techniques into three groups, according to the primary question addressed: (i) the primary detection of the Cu(n)-BBG interaction is attempted by the continuous wave (CW) EPR, and by the relaxation enhancement technique; (ii) the evaluation of the fraction of bound Cu(n) ions is performed using pulse dipolar spectroscopy (PDS) and numeric simulations; (iii) the local distribution of sugar moieties around Cu(n) ions is analysed using the hyperfine spectroscopy (HFS) techniques.\(^{11,17–24}\)

**Experimental**

**The theoretical background of the EPR spectroscopy**

The \(^{63/65}\)Cu(n) ions have the electronic structure 3d\(^2\) with total spin \( S = \frac{1}{2} \) and nuclear spin \( I = \frac{3}{2} \). The often found six-coordinated Cu(n) complexes typically have an extended or compressed geometry, corresponding to Jahn–Teller distortion of the regular octahedron.\(^{6}\)

The spin Hamiltonian of Cu(n) complexes includes the electron Zeeman (EZ) and nuclear Zeeman (NZ) interaction, electron-nuclear hyperfine interaction (HFI), nuclear quadrupole interaction (NQI) and the electron-electron dipole-dipole (eD) interaction:

\[
H = \mu_B \sum_i B_0 g_i \vec{S}_i + \sum_i \mu_i B g_i \vec{I}_i + \sum_{ij} \frac{\vec{S}_i \cdot \vec{A}_ij \cdot \vec{S}_j}{2S(S+1)} + \sum_{ij} \frac{\vec{S}_i \cdot \vec{D}_ij \cdot \vec{S}_j}{2S(S+1)}
\]

where \( \mu_B \) and \( \mu_i \) are the Bohr and nuclear magnetons, \( B_0 \) is the static magnetic field, \( g \) are electron g-tensors, \( g_n \) is the scalar magnetic field, \( S \) and \( I \) are the electron and nuclear spin operators, the \( A_{ki} \) are HFI tensors, \( Q \) is the nuclear quadrupole moment, \( q \) is the magnitude of the electric field gradient, \( \theta \) is the angle between the axis of axial symmetry and \( B_0 \), and \( D_{ki} \) are tensors of eD interaction.

Ligands perturb the electronic structure of the bare Cu(n) ion by imposing a so-called crystal field, which depends on ligand type. If a dietary fibre chelates metal ions, the ligand structure changes can perturb the energy levels of the copper ions. For the case of strong interaction, the primary information about the ligand field of the transition metal ion can be probed by the routine continuous wave (CW) EPR technique. In the case of weak interaction, pulse EPR techniques can test the hyperfine structure, which is otherwise masked by an inhomogeneous linewidth. Finally, for the case of preferential absorption of the metal ions by a fibre, the analysis of the metal ions distribution over the volume of the DF particle can be performed utilizing the eD interactions.

**Materials**

The CuSO\(_4\), Cu\(_2\)(OAc)\(_4\), deuterated acetic acid (C\(^2\)H\(_3\)CO\(_2\)D, 99.5% purity) and deuterated dimethyl sulfoxide-d\(_6\) (DMSO, 99.9% purity) were purchased from Sigma Aldrich. The deuterium oxide (\(^2\)H\(_2\)O, 99.9% purity) was purchased from Merck Isotop. The barley β-glucan (in the following denoted as BBG or β-glucan) was purchased from Megazyme (Lot 100 401, 95% purity) and was used without further purification.

**Sample preparation**

The pH (pD) of all solutions was adjusted to 5.1. The BBG stock solution was prepared in \(^2\)H\(_2\)O by gently stirring at 100 °C for 1 h and then at room temperature over 23 h. The Cu\(_2\)(OAc)\(_4\) was dissolved in 0.25 M acetic buffer. The protonated or deuterated acetate was used for preparing the acetic buffer. The CuSO\(_4\) was dissolved in \(^2\)H\(_2\)O. The fibre and Cu(n) solvents were mixed and stored for 24 h at room temperature. The sample solutions were transferred to the quartz tube with o.d. of 3 mm, quickly mixed with the cryoprotector (DMSO, the solvent:DMSO = 65 : 35 v/v was used) and frozen in the liquid nitrogen to form a glass.
Between EPR measurements, samples were stored at -80 °C. The β-glucan concentration was 16.25 μM, the Cu(II) concentration was 312 μM, unless differently stated. The samples were about 40 μL in volume and ~7 mm in height.

Reference and control samples for ²H ESEEM (electron spin echo envelop modulation), ¹H ENDOR (electron-nuclear double resonance) and RIDME (relaxation induced dipolar modulation enhancement) experiments were prepared as follows: (i) Cu(II) concentration of 312 μM, with ¹H concentration in the solvent varied from 0.7 M to 14 M by mixing ²H₂O and ¹H₂O solvents in the appropriate volumes; (ii) Cu(II) concentration of 1 mM with and without fibre in ²H₂O.

A sample with Cu(II) at 312 μM concentration with excess of phytic acid was prepared to check for the competition of Cu(II) binding by DFs and by traces of phytic acid in the commercial preparation was increased 2.5 times. The ENDOR measurements were performed at the maximum of echo-detected EPR spectrum (g⊥).

The stochastic ENDOR experiments were acquired at 10 K, Q-band, by pulse sequence \( t_{\text{pre}} - T_1 - t_{\rf} - t_{\text{pul}} - t_1 - T_1 - t_{\text{echo}} \), the length of \( t_{\text{pre}} \) was tested and set to 256 ns which provide the maximal ¹H signal, the mw power was adjusted for inversion of the spin magnetization. The pulse length for detection was \( t_{\text{pul}} = 16 \text{ ns} \). The length of radiofrequency (rf) pulse was \( t_{\rf} = 12 \mu s \), \( T_1 \) was set to 2000 ns, and \( t_1 \) was set to 400 ns. The rf interval was 20 MHz and was sampled with 401 points. The amplitude of the RF pulse was adjusted to obtain the maximal ¹H signal. For ³¹P ENDOR the rf pulse power was increased 2.5 times. The ENDOR measurements were performed at g⊥ and g∥ spectral positions.

RIDME measurements were performed at Q-band by refocused sequence \( t_{\text{pul}} - t_1 - 2t_{\text{pul}} - (t_1 + T_1) - t_{\text{pul}} - T_{\text{mix}} - t_{\text{pul}} - (t_2 - T_1) - 2t_{\text{pul}} - t_2 - t_{\text{echo}} \), the length of mw pulses was set to \( t_{\text{pul}} = 12 \text{ ns} \). The time delay \( t_1 \) was set to 400 ns and \( t_2 \) was selected according to the required trace length. The mixing block time \( T_{\text{mix}} \) was varied depending on the longitudinal relaxation time and adjusted to have a constant \( T_{\text{mix}}/T_1 \approx 1.3 \text{ ratio} \). The ESEEM contribution, echo crossings and phase offsets were removed as described previously.²⁶,²⁹ RIDME decays were measured at the maximum of echo-detected EPR spectrum (g⊥).

The four-pulse DEER measurements were performed at X-band by the pulse sequence \( t_{\text{pul}} - t_1 - 2t_{\text{pul}} - (t_1 + T_1) - t_{\text{pump}} - (t_2 - T_1) - 2t_{\text{pul}} - t_2 - t_{\text{echo}} \), the length of mw pulses was set to \( 2t_{\text{pul}} = 32 \text{ ns} \). The frequency positions were chosen symmetrically with respect to the resonator dip, with \( v_A = v_B = 65 \text{ MHz} \), the detection (V₉) and pumping (V₈) frequencies were chosen symmetrically around the g∥ component of Cu(II) EPR spectrum. The mw power of the pumping pulse was adjusted by nutation measurements at \( v_A = v_B \). The time delay \( t_1 \) was set to 800 ns and \( t_2 \) was selected according to the required dipolar evolution length. Signal offset from zero was removed by cycling the first pulse \( +x \)–\( -x \) and ²H ESEEM contributions were eliminated by 8-step nuclear averaging cycle with \( \Delta t_1 = 56 \text{ ns} \).

Data processing

The g- and A-tensors were evaluated from simulations of CW EPR spectra using the EasySpin software.²⁹ All pulse EPR data were treated and simulated with home-written MATLAB scripts which are available from the authors upon request. The inversion-recovery (IR) curves or Hahn echo decays were offset-corrected, inverted (for IR) and fitted by stretched exponential decay, \( \exp\left(-\left(T/T_1\right)^\beta\right) \), and \( \exp\left(-2\pi T_{\text{mix}}^\beta\right) \). The stretching parameter \( \beta \) and longitudinal or transverse relaxation time were extracted as fit parameters. The ESEEM data were processed as follows: in the semilogarithmic scale the relaxation decay was fitted by polynomial of sixth order and subtracted, the modulated part (normalized ESEEM decay) was subjected to modul-
Fourier transformation.\textsuperscript{31} DEER and RIDME traces were fitted by stretched exponential function $\exp\left(-\left(kTd^2\right)^{0.5}\right)$. The $^1$H ENDOR spectra were simulated with assumptions listed in the corresponding section of the article.

Results and discussion

The strategy to characterize the DF interactions

The following aims could be addressed at the characterization of the metal ion-DFs interaction: (i) there are interactions between the metal ions and the dietary fibre and, if so, which EPR techniques are able to unequivocally prove it? Here, CW EPR and relaxation enhancement technique were examined. If interaction can be proved, further specific aims should be examined: (ii) the DF absorption capacity (examined by PDS techniques and modelling), and (iii) the structure of the fibre binding site(s) (examined by HFS).

The characterization of the spatial distribution of metal ions in composition with fibres, probed by PDS spectroscopy, provides the specific information about metal ion-DFs interaction. The elaboration of the fibre absorption capacity from PDS EPR must be accompanied by numerical simulations and is related to the density of sugar monomers within the fibre particle, and thus to its average size. Generally, the polymer physical dimensions are determined by the interaction between chain elementary units and the solvent, and scales with the average polymer chain length.\textsuperscript{32,33} Barley $\beta$-glucans are linear polymer with elementary unit of the $\beta-D$-glucose with alternating $1 \rightarrow 3/1 \rightarrow 4$ glycosidic bond, Fig. 1. The analysis of commercial barley $\beta$-glucans by size exclusion chromatography in the aqueous solution evaluate the hydrodynamical radius as $R_h$ [nm] = 0.84 $\cdot$ $M_w^{0.62\pm0.02}$ [kDa], ESI, S1.\textsuperscript{1} The dimension parameter in the scaling law is close to $\frac{1}{3}$, reporting on the ‘good’ solvent approximation for the polymer.

Since the polymer is referred to the soft matter without a well-defined structure, in some estimations we will simplify the polymer structure assuming the fibre as spherical ‘particle’, uniformly filled by glucan monomers. Under this assumption, the physical and hydrodynamical radii are related as $R$ [nm] = $(5/2)^{1/3}R_h = 31.5$ nm. The total volume occupied by DF ‘spheres’ can be the sum of volumes of isolated spheres, or can include DF chains aggregates, which include multiple fibres. At used concentration of 16.25 $\mu$M and the assumption of impermeable spheres with radius 31.5 nm, the volume filling factor $\nu$ would be 1.24, which readily indicates that at this concentration some aggregation and intercalation of DFs chains takes place.

Specific aim I: identification of the Cu(n)-DFs interaction

CW EPR. The Cu(n) CW EPR spectra in acetic buffer and aqueous solution differ at room temperature, Fig. 2(A and B), as well as at 50 K, Fig. 2C and D, (with simulated spectra shown as black lines). At room temperature, fast rotational tumbling regime averages the EZ and hyperfine interactions to their isotropic values. For Cu(n) ions in the aquatic solvent an unresolved broad line is detected at $g_{iso} = 2.190 \pm 0.003$ and $a_{iso} = 106 \pm 3$ MHz, whereas for Cu(n) in the acetic buffer, four lines are resolved with $g_{iso} = 2.167 \pm 0.003$ and $a_{iso} = 132 \pm 3$ MHz. In the present fast motion regime, the partially resolved hyperfine structure of the Cu(OAc)$_2$ is the result of the larger isotropic hyperfine coupling for this complex.

At 50 K (Fig. 2C and D), the EPR spectra of Cu(n) species in frozen glassy solvent reveal the anisotropic features – the resolved hyperfine structure at $g_{ff}$ and partially resolved pattern at $g_{A}$. For Cu(OAc)$_2$ in the acetic buffer, the spectrum is composed of two components with different $g$- and $A$-tensors – the difference is pronounced at the $g_{ff}$ component, and weakly resolved at $g_{A}$. For Cu(OAc)$_2$ in the acetic buffer, the spectrum is composed of two components with different $g$- and $A$-tensors – the difference is pronounced at the $g_{ff}$ component, and weakly resolved at $g_{A}$. For Cu(OAc)$_2$ in the aqueous solvent, the spectrum is resolved into three components. The inset in panel C shows zoomed-in region of the CW spectrum at 50 K, which shows the resolved hyperfine structure at $g_{ff}$ and partially resolved pattern at $g_{A}$. For Cu(OAc)$_2$ in the aqueous solvent, the spectrum is composed of two components with different $g$- and $A$-tensors – the difference is pronounced at the $g_{ff}$ component, and weakly resolved at $g_{A}$. For Cu(OAc)$_2$ in the aqueous solvent, the spectrum is composed of two components with different $g$- and $A$-tensors – the difference is pronounced at the $g_{ff}$ component, and weakly resolved at $g_{A}$.
more preferable bidentate coordination.\textsuperscript{24} Nearly axially symmetric collinear g- and A\textsuperscript{∥} tensors were determined from simulations: in the aqueous solution, the $g = [2.076 \pm 0.008\, 2.408\, 2.408], A\textsubscript{Cu}^{\parallel} = 400\, \text{MHz}$ in the acetic buffer $g_1 = [2.054\, 2.072\, 2.300], A\textsubscript{Cu}^{\parallel} = 520\, \text{MHz}$ and $g_2 = [2.070\, 2.074\, 2.357], A\textsubscript{Cu}^{\parallel} = 465\, \text{MHz}$ with the fraction of species of type 1 of 20\% (solid lines; the $A\textsubscript{Cu}^{\parallel}$ were not resolved from simulations in the frozen state). The tiny rhombicity of g-tensors means the inequivalent coordination of Cu(II) in the equatorial plane. Half-field transitions were not detected at any composition, which indicates the absence of dimeric Cu(II) complexes with strong dipole-dipole interaction.\textsuperscript{34-36} Note, however, that somewhat asymmetric CW EPR lineshape at RT and the presence of the hyperfine peaks between the main hyperfine peaks of Cu(II) in acetic buffer can be interpreted as partial dimerization.

In both solvents, for fibre-free and fibre-containing compositions, the copper(II) ions must be coordinated by oxygen atoms that can stem from water molecules, fibre hydroxy groups or carboxylic groups of the acetic acid. The clearly different Cu(II) EPR spectra in acetic buffer mean that the bidentate coordination of Cu(II) ions by acetates is more energetically favorable than coordination by water, which in turn is expected to have an impact on the interaction between the metal ions and DFs. Moreover, as acetate ligands have a negative charge, the Cu(OAc)$_2$(aqua)$_2$ complex is neutral, Cu(OAc)$_2$-OAc-aqua is negatively charged, and the ‘single’ Cu(II) ions in the aqueous solvent have the nominal charge +2 (for both solvents all $g_1$ and $A_1$ satisfy the charge-related limits in the Peisach-Blumberg plot.\textsuperscript{37} As a trend, coordination by fibre polyol groups, which are negatively charged, should be more preferred for the weaker, positively charged hexaquo complex than for the stronger, neutral Cu(OAc)$_2$ complex in acetic buffer.

In experiments we observed no difference in CW EPR line shape of Cu(II) for both CuSO$_4$ and Cu(OAc)$_2$ with and without fibres neither at room temperature, nor at 50 K. However, the absence of difference in EPR spectra could be caused by different reasons: either the geometry of coordination shells the solvent, and the interaction constants with the fibre polyol groups are close to those in the solvent, or the coordination by solvent molecules is indeed more preferable than coordination by the fibre hydroxy groups. These situations are indistinguishable by the routine CW EPR but could be revealed by pulse experiments.

**Relaxation enhancement.** The specific details of the electronic structure and local structural properties of Cu(II) species can be examined via analysis of the longitudinal ($T_1$) and the transverse ($T_2$) relaxation times. In compositions with DFs, electron spin relaxation times could be altered by different mechanisms: (i) the changing of local vibrational modes, which could increase or decrease relaxation times;\textsuperscript{38,39} (ii) via increasing the local Cu(II) concentration, which results in the eD-driven relaxation enhancement; (iii) via nuclear spin diffusion, which is manifested when the local surrounding for Cu(II) species is significantly modified.\textsuperscript{40,41}

The inversion-recovery traces of the electron spin echo signal in the fibre-free and fibre-containing compositions in the aqueous solution at 35 K are shown in Fig. 3A. The longitudinal relaxation time can be roughly estimated as the characteristic time at which signal recovery reaches the level $1 \rightarrow 1/e$ (shown by horizontal dash-dotted line). An example of the best fits for two compositions by single stretched-exponential functions for Cu(II) species in the aqueous solution is also shown in Fig. 3A. In both solvents, the stretching parameter $\beta$ was at about 0.79 ± 0.1 within studied temperature range. In both solvents, aqueous solution and acetate buffer, the relaxation rate increases when DF particles are added, but kinetics are non-uniform - in the aqueous solvent the enhancement becomes stronger above 30 K - Fig. 3B and C.

A similar trend is observed for the transverse relaxation data, shown in Fig. 3E and G. Since $T_m$ measurements suffer from the Electron Spin Echo Envelope Modulation (ESEEM) effect due to anisotropic hyperfine interaction with nearby nuclei,\textsuperscript{19} soft detection pulses were used, which limited the measurement sensitivity and resulted in lower accuracy for the $T_m$ measurements above 40 K. As seen from the data, the relaxation enhancement (RE) effect becomes pronounced above 35 K. Note that the $T_m$ relaxation traces were well-fitted by a nearly exponential function with the stretching parameter $\beta$ at about 1.01 ± 0.1 within the tested temperature range in both solvent compositions with and without DF particles. Typically, for high proton concentrations close to the paramagnetic center, as they are encountered in fully or partially protonated solvents, the $T_m$ traces are described with stretched exponential function with stretching factor $\beta > 1$, which results in a characteristic curvature of the $T_m$ decay that we do not observe here. Consequently, the absence of this behavior for fibre-containing samples indicates a rather small local proton concentration in the fibre or a relatively weak absorption capacity of DFs towards Cu(II) ions.

In a case of the relaxation enhancement by the eD mechanism a quantitative analysis would be only feasible if metal-fibre interaction is strong enough to ensure almost complete absorption of paramagnetic metal ions by DFs, so that the eD mechanism dominates over other electron spin relaxation mechanisms. Similarly, the HFI mechanism depends on the proton concentration within 1–2 nm range around the paramagnetic center,\textsuperscript{44,45} the corresponding relaxation enhancement effect could be rather weak due to the relatively low local proton concentration in the fibre (section “The strategy to characterize the DF interactions”).

We thus semi-quantitatively evaluated the RE effect due to Cu(II) incorporation into DFs by computing a difference of the characteristic relaxation rates: $\Delta k = 1/T_1 - 1/T_2$, where $T_1$ and $T_2$ are relaxation times in the presence and absence DF particles, for both solvents and $T_m$ relaxation times, as shown in Fig. 3D and H. Both for $T_1$ and $T_m$ chart it is seen that the change of Cu(II) relaxation in the aqueous solution upon addition of DFs starts to rapidly increase above 35 K, whereas no such clear onset is visible for the acetate buffer case. Most likely, the local concentration of Cu(II) ions in DFs is sufficiently high for self-accelerating dipolar-driven relaxation enhancement\textsuperscript{44,45} as soon as the intrinsic Cu(II) relaxation starts to increase above a certain threshold, which is around 35 K here. The presented longitudinal and transverse RE data would be consistent with an assumption that in case of aqueous solution the local
concentration of Cu(II) ions is enhanced compared to the corresponding uniform concentration in the absence of DFs. In contrast, in the acetic buffer the DFs admixture does not alter significantly the local concentration of Cu(II) species.

We also checked whether different Cu(II) species in our samples can be separated by a relaxation filter.44 Due to the only moderate differences in relaxation between Cu(II) in DFs and in the solution, such separation was impossible, as shown in the Fig. S2 on the example of Q-band data at 20 K.

Specific aim II: evaluation the DFs absorption capacity

RIDME. Preferential absorption of copper ions into DFs must result in an increase of the local Cu(II) concentration, which is manifested as increasing the eD interaction in eqn (1) and can be probed by pulse dipolar spectroscopy (PDS).23,24,45–47 The homogeneous Cu(II) distribution corresponds to the mean distances from one Cu(II) ion to its next neighbor of the order of 17 nm for 1 mM concentration. Thus, the expected dipolar evolution signal is a so-called background signal – the slowly decaying curve, with the decay rate depending on the local concentration of the Cu(II) ions. PDS experiments, which have the theoretical description for the intermolecular dipolar background signal and are suited for probing the metal based paramagnetic centers, are the single-frequency Relaxation Induced Dipolar Modulation Enhancement – RIDME technique, and the double-frequency technique, Double Electron-Electron Resonance – DEER (also known as Pulsed Electron electron Double Resonance (PELDOR)).33,57,58,68–70 The current subsection summarizes the RIDME data.

Since the steepness of the dipolar decay is a product of the spin-flip probability of the coupling partner and the characteristic strength of dipolar interaction, small differences in local concentration can be better detected at long dipolar evolution times. The short (dipolar evolution time $\tau_2 \sim 2 \mu$s), intermediate ($\tau_2 \sim 4 \mu$s) and long (2 $\tau_2 \sim 8 \mu$s) RIDME traces were measured for both types of solutions without and with DFs, as shown in Fig. 4A and B and in ESI Fig. S3.† Oscillations at the initial part of dipolar evolution traces up to the time of 0.5 $\mu$s for the short RIDME traces are caused by incompletely suppressed ESEEM, the spike at $T = 0$ is an echo-crossing artifact which is not fully eliminated by phase-cycling.71 As seen in Fig. 4A and B, in presence of DFs the RIDME decay in the aquatic solvent is substantially accelerated, while in the acetic buffer the impact of DFs is less pronounced.

For quantitative characterization of the DFs impact on the RIDME decay acceleration, the RIDME shape was fitted by the mono-stretched exponential decay function $\exp(-kT)^{d/3}$ and the best-fit parameters of the dimension parameter $d$ and the decay constant rate $k$ are summarized in the Table S1 (details are given in ESI†). The contrast in the RIDME decay can be quantified as $k = \frac{k_+ - k_-}{k_-}$, where $k_+$ and $k_-$ is a RIDME constant decay with and without fibre, respectively. The RIDME decay contrast for DF particles in the acetic buffer is $k = 0.058$ and only slightly varies with the $\tau_2$ value, whereas in the aquatic solvent the $\kappa$ value decreases with increasing the trace length: $\kappa = 0.21, 0.14,$ and 0.11 for $\tau_2 = 2, 4,$ and 8 $\mu$s, respectively.

RIDME measurements were performed at constant ratio $T_{\text{min}}/T_1 = 1.3$ to keep spin-flip probability during mixing time constant across the different samples. For aqueous solution, the increase in the decay time constant after adding fibre is significant, indicating that Cu(n) ions bind to the DF with
enhanced local concentration in the DF. Note that if there are two fractions of Cu(II) ions, a first one with higher local concentration and thus also higher transverse relaxation rate and a second one with lower local concentration and lower transverse relaxation rate, the contribution of the first fraction will decrease with increasing duration of the pulse sequence. This is what we indeed observe for aqueous solution. In contrast, with acetic buffer we do not observe this effect and RIDME decay rate enhancement is generally weak. In fact, the RIDME decay enhancement by addition of DFs has two possible contributions: (i) an increase in local Cu(II) concentration; (ii) enhanced nuclear-driven (ND) spectral diffusion due to the increasing of the local proton concentration in sample with DFs.\(^{27,21}\) These contributions are distinguishable at least in principle. For contribution (i) the fraction of absorbed Cu(II) species is a product of the fibres binding capacity and the DFs concentration; if Cu(II) concentration strongly exceeds the capacity of the DFs to absorb Cu(II) ions, there should be a large fraction of free Cu(II) ions and the difference between fibre-free and fibre-containing samples should be minor. Thus, samples with higher Cu(II) concentration of 1 mM were tested. The case (ii) assumes the increasing of bulk and local \(^1\)H concentration for samples with DFs to 141 mM in the DF, which is a sum of proton contamination of \(^2\)H\(_2\)O \((\sim 6 \text{ mM})\), water traces in DFs \((\sim 14 \text{ mM})\), exchangeable protons from DFs \((\sim 54 \text{ mM})\), and non-exchangeable protons from DFs \((\sim 67 \text{ mM})\), assuming them to be spheres of a radius 31.5 nm, and to contain one BBG chain per particle with a homogeneous proton concentration inside DF particle. To test this mechanism, the fibre-free sample with artificially increased bulk proton concentration up to 1.38 M was tested, which corresponds to aggregation of ten DF chains in one particle.

Enhancement of RIDME decay due to the proton-driven spectral diffusion does not appear to be significant at any \(\tau_2\) time [Fig. 4C]: the RIDME contrast \(\kappa \approx 0.028\) is much smaller than the one observed upon addition of DFs. Therefore, nuclear spectral diffusion cannot explain our results, leaving ion absorption by the DFs as the only explanation. Clearly, in the acetic buffer, the same outcome is anticipated.

In the deuterated aqueous solvent, while the RIDME decay change upon addition of DFs is pronounced at 0.312 mM bulk Cu(II) concentration, at 1 mM Cu(II) bulk concentration contrast is much weaker at \(\kappa \approx 0.032\) [Fig. 4C]. For the samples without DFs, increasing the bulk concentration about 3 times increases the fitted RIDME decay constant only 1.48 times (Table S1†). This points to the filtration of the fast relaxing part of Cu(II) species in the RIDME experiment at 1 mM spin concentration. For systems with inhomogeneous distribution of paramagnetic centers in the space, the \(T_1\) and \(T_2\) times might be significantly different for different paramagnetic centers of the same type. Thus, the relaxation-induced filtration of observer spins can potentially affect the dipolar decay shape.\(^{44,45,58,59}\) For all studied Cu(II) samples the decay rate \(k\) decreases upon increasing the \(\tau_2\) duration, which is clearly due to the mentioned RIDME signal filtration: elongation of \(\tau_2\) enhances the contribution from the long-lived Cu(II) centers to the RIDME signal.\(^{27}\)

To summarize, the pronounced RIDME decay rate escalation in the aqueous solvent and the less pronounced RIDME decay acceleration in the acetic buffer indicate different extent of Cu(II) ions absorption by DFs in these two cases. The RIDME decay contrast is a measure of Cu(II) absorption capacity of the DFs. However, this value is biased by filtration effects, due to the distribution of transverse decay times.

**DEER.** The dipolar evolution signal measured in the DEER experiment is much less affected by the ND spectral diffusion, as compared to RIDME. DEER can thus be used as a further test for accurately determining the local concentration of Cu(II) ions.\(^{21}\)

For the disordered system under consideration, we can assume the absence of any orientation selectivity in the Cu(II)–Cu(II) pairs. The DEER experimental setup is shown in Fig. 5A, while DEER traces are shown in Fig. 5B. The DEER decay enhancement for Cu(II)–fibre composition in the aqueous solvent is seen – the decay rate is 13.8 ms\(^{-1}\) in the fibre-free and 18.1 ms\(^{-1}\) in the fibre-containing sample; in the acetic buffer the enhancement effect is minor – the decay rate is 10.3 ms\(^{-1}\) and 11.2 ms\(^{-1}\) without and with fibre respectively.

The equation for DEER background decay rate for a homogeneous distribution in the three-dimensional space is:\(^{21}\)
where \( \alpha = 1.76 \times 10^{-12} \text{ cm}^3 \text{ s}^{-1} \) (the \( \alpha \) was calculated as described in\textsuperscript{23,26} for paramagnetic centers with 3D volume distribution and \( g \)-values, used for DEER setup (shown in the inset in Fig. 5A)), and \( C \) is the spin probe concentration.

An important parameter in the eqn (2) is the fraction of spins inverted by the pump pulse \( p_n \), which is determined by length and strength of the mw pulse and by the shape of the EPR spectrum.\textsuperscript{24} Since we used the commercial Bruker MS3 resonator with almost uniform \( B_0 \)-profile along the sample,\textsuperscript{n} the estimated \( p_n \) values are 0.049 \( \pm \) 0.003 for Cu(II) in the aqueous solvent and 0.039 \( \pm \) 0.002 for Cu(II) in the acetic buffer at our experimental conditions. The DEER decays at different dipolar evolution times were measured to test the \( \tau_2 \) filter effect of the decay rate (ESI, Fig. S4†). Due to this effect, the decay rate varies within 10% as \( \tau_2 \) is varied between 5.2 and 22.2 \( \mu \text{s} \), but as seen in the Fig. S4B†, the DEER decay contrast \( \kappa \) is almost the same at different \( \tau_2 \) values. In order to obtain a lower bound for local Cu(II) concentration, we used the maximal decay rate value. Neglecting a change in sample volume upon vitrification (which is small, but which we don’t accurately know), eqn (2) gives a concentration of 276 \( \pm \) 18 \( \mu \text{M} \) for Cu(II) in fibre-free sample in the aqueous solvent and 258 \( \pm \) 20 \( \mu \text{M} \) in the acetic buffer. Both values are close to the anticipated Cu(II) concentration of 312 \( \mu \text{M} \). The decay rate contrast upon adding DFs was calculated as described above and is \( \kappa = 0.21 \) in the aqueous solvent and \( \kappa = 0.09 \) in the acetic buffer. Note, the \( \kappa \), \( d \) and \( \kappa \) values also have a \( \tau_2 \)-dependence as shown in Fig. S4,† which is less pronounced in the DEER experiment as compared to RIDME. A comparison of \( \kappa \) values for DEER and RIDME in the aqueous solvent and acetic buffer is given in Fig. 5C. One can notice that the \( \kappa \) values from the shortest RIDME traces approach the \( \kappa \) value from the corresponding DEER data. Thus, the data from both these techniques can be used in the same way in modelling, however with a note of still some stronger bias in the RIDME data.

### Estimating the Cu(II) absorption capacity of DFs by modelling PDS data

The presented analysis is based on the DEER results, which are less sensitive to spin echo filtration effects, as compared to RIDME. Note the above mentioned possibility to use the RIDME data in the same way, if e.g. DEER traces cannot be measured with good signal-to-noise ratio. Since the transverse relaxation times do not significantly differ at 10 K temperature, used for DEER measurements, we neglect the differences in the \( T_\text{m} \) relaxation rate for metal ions localized in the DF particles and metal ions in the solution. We also did not include the excluded volume effect for metal ions.\textsuperscript{24,26} For the modelling we make the simplifying assumption that the sample volume consists of the ‘fibre spheres’ of about the radius of gyration of DFs and of the ‘solvent bulk’ that contains no DFs.

The distribution of Cu(II) species was constructed in the following way: the \( x \) fraction of all ions was localized within randomly placed spheres, and the \( (1 - x) \) fraction corresponded to uniformly distributed ions over the entire space, inside and outside of the DF particles. No excluded volume was considered while randomly placing the DF spheres, \textit{i.e.} their overlap was allowed. Inferring the fraction of bound metal ions from the contrast value \( \kappa \) requires an assumption on the filling factor \( v \). Thus, the \( v \) value was calculated by the Monte Carlo approach for a given radius of the individual DF particle and the fibre concentration in the assumption of permeable spheres. The physical radius of such spheres was considered from the \( R_0 \) value and had the Gaussian distribution with a width of 1.75 nm, corresponding to the polymer polydispersity value (PD = 1.36), according to the SEC data (Fig. S1†).

Such a distribution at \( v = 0.1 \), \( C_0 = 75 \mu \text{M} \) and \( x = 0.5 \) is shown in Fig. 6A, parameters were chosen for convenient visualization. Then, for a given distribution of DF particles, one can calculate the pair Cu(II)–Cu(II) distance distribution function \( P(r) \). Depending on the \( x \) value, the \( P(r) \) function transforms from the normal to the bimodal distribution, which is better seen for the function \( G(r) = P(r)/r \), Fig. 6B. This transformation
affects the shape of the dipolar trace, causing transformation from an exponential decay to a compressed exponential decay with dimensionality $d < 3$ at increasing $x$ value – Fig. 6C. Since the unknown value of the fibre filling factor obstacles the evaluation of the capacity of the individual DF particle to the metal ion absorption, the $v$ value was varied from 0.01 to 0.7 (i.e., at fixed radius of the DF particle, the concentration of particles was varied). The evaluated decay constant rate $k$ and dimension parameter $d$ at sweeping both $x$ and $v$ parameters are shown in Fig. 6D and E. As seen in this figure, for a given pair ($x$, $v$) the parameters of the dipolar trace are unique: both decreasing the fibre filling factor $v$ and increasing the fraction $x$ of absorbed ions results in a drastic increase of decay rate $k$ and monotonous decreasing of the dimension parameter $d$.

In our DEER results, we observe reduction of $d$ below 3 in the aqueous solvent, while such reduction is almost absent in the acetic buffer. A pronounced transformation from the mono-exponential to the stretched exponential decay is detectable at about $d = 2.6–2.7$, therefore, the highlighted area in Fig. 6D demonstrates the cutoff at $d = 2.65$. The contrast $k$ as a function of $x$ and $v$ is shown in Fig. 6F. For the case of high binding affinity ($x \rightarrow 1$), the abrupt increase of the contrast is a result of decreasing the dimension parameter. This situation is hard to access in experimental measurements due to expected appearance of relaxation-induced filtration effects, which would cause a decrease in the apparent decay constant rate. Note, however, that in such a situation other experiments ($T_1$, $T_m$ measurements) would reveal a much more pronounced difference between DF-free and DF-containing samples than we observe.

Thus, the $v$ values below 0.2 do not match our relaxation data, and $v$ values above 0.6 do not match the low viscosity of the samples used (the viscosity of DF solution starts to increase at about double the concentrations that we used in this study). Now, assuming the certain contrast value, one can estimate the fraction $x$ of the bound metal ions at a given filling factor $v$ (see – highlighted areas in Fig. 6F, which correspond to $k = 0.21$ (in the aqueous solvent) and $k = 0.09$ (in the acetic buffer). For the aqueous solution $v = 0.2$ corresponds to $x = 0.23$ and $v = 0.6$ corresponds to $x = 0.46$. For the acetic buffer, these values are, accordingly, $x = 0.14$ and 0.21. These values correspond to Cu(n) absorption capacity of BBG DFs between 24.7 μM g⁻¹ and 49.4 μM g⁻¹ for the aqueous solution (up to one Cu(II) ion per 125 sugar monomers) and between 15 μM g⁻¹ and 22.6 μM g⁻¹ for the acetic buffer case (up to one Cu(n) ion per 273 sugar monomers). Thus, taking the upper estimate for the Cu(n) capacity, the amount of bound Cu(n) per one DF chain is about 9–10 metal ions in the aqueous solvent, and about 5–6 metal ions in the acetic buffer, or, in other words, about 60% excess of the local Cu(n) concentration in the case of the aqueous solvent. Regarding the above estimate that for the spheres with radius 31.5 nm and concentration 16.25 μM, i.e. assuming each DF particle consisting of a single BBG chain, the volume filling factor $v$ would be 1.24, the value $v = 0.6$ corresponds roughly to six BBG chains per DF particle and $v = 0.2$ corresponds roughly to two BBG chains per DF particle.

Note, that the change in the DEER decay constant has two contributions: the increase of Cu(n) concentration inside DF particles and the depletion of the Cu(n) concentration in the...
bulk of the solvent. This qualitatively explains the relatively large average decay constant change for the moderate change of the Cu(n) capacity. This feature also leads to a rather weak correlation between the fraction of bound Cu(n) ions and the filling factor in these simulations. This allowed us to reasonably estimate x without accurately knowing the filling factor v in these partially aggregated samples.

Note also that in these simulations, we did not consider excluded volume of DF particles, i.e. individual spheres were allowed to overlap. Furthermore, in clusters of overlapping spheres constant shape and radius of the DF particles was assumed. Another simplification in such a simulation is the solid sphere-like architecture of the DF particle, with a concentration jump at the surface of the sphere. For polymers, the random chain conformation due to the chain random walk forms locally ravelled structures – the so-called blobs.23 The number of blobs and their tightness depend on the chain chemical composition and the flexibility in the monomers connections. But on the microscopic level, since these blobs have more tight structure, they potentially can work as attractive centres for metal ion coordination due to increased local concentration of OH groups. However, the relevance of local sugar monomer density fluctuations inside DF particles for the DEER data analysis would need to be further elaborated by molecular level simulations of the polymer chain conformational distribution characteristics.

Characterization of the local distribution of sugar moieties around Cu(n) ions

The hyperfine spectroscopy provides information about the type of nuclei and type of bonding within a 0.6–2 nm range from the paramagnetic center. Thus, details of the coordination sphere structure or local concentration of magnetic nuclei could be tested.4,8,10,11,63–71 Since neutral carbohydrates mostly consist of 1H, 13C and 16O nuclei, the proton signal is the principal information source in hyperfine spectroscopy of DFs. For the case of the metal ion chelation by DFs, 2H ESEEM-based detection of the local concentration change for deuterated solvent molecules most easily proves Cu(n)-DFs interaction.

The three-pulse ESEEM signal is a product of the echo decay due to relaxation processes and modulation decay Vn(T), caused by interaction with a nearby nucleus:8,11

$$V_n(T) \propto \prod_{i} k_i \cos(\omega_i(T + \tau))$$

(3)

where the modulation frequency \(\omega_i\) is determined by the nuclei Larmor frequency, the modulation depth is a function of the electron-nucleus distance \(k\sim 1/\rho\), T and \(\tau\) are the time intervals in the detection sequence.

The echo decay trace \(V(T)\) for Cu(n) ions in aqueous solution without DFs is shown in Fig. 7A. The 2H ESEEM signal is conveniently analyzed in the frequency domain – Fig. 7B. The corresponding 2H lineshape consists of a broad line (\(A_n\), its intensity was measured here at 1.7 and 2.7 MHz, Fig. 7B), and a narrow line (\(A_N\) with a splitting due to NQI with remote 2H nuclei, eqn (1)).21 The broad line stems from strongly coupled nuclei, in our case, from 2H nuclei bound to atoms that directly coordinate to the Cu(n) ions. The narrow line \(A_N\) value, which we used for analysis, reflects the local water concentration around Cu(n) ions in the distance range between about 5 to 20 Å, and the NQI splits it into the doublet.43,45

The \(A_N\) dependence on the bulk concentration of protons has the same trend in the aqueous and the acetic buffer solutions – Fig. 7C. The vertical shift between aqueous and acetic buffer values is caused by protonated methyl groups in the acetate, which shield the coordination of the Cu(n) ion by solvent molecules and thus decreases intensity of 2H signal. The vertical black dotted line in Fig. 7C corresponds to the proton concentration of 141 mM. estimated as an in-fibre proton concentration (see Section RIDME). The crossing point of this vertical line with the calibration curves correspond to the estimated 2H ESEEM signal for compositions with DFs. A decrease of the 2H signal after fibre addition is indeed observed for both solvents and it corresponds to a much larger bulk 2H concentration of \(\sim 1.325 \text{ M} \) on the calibration curve.

The decrease of the 2H ESEEM signal intensity evidences a change in the local chemical surroundings of Cu(n) species, which is mainly due to the Cu(n) coordination by DF hydroxy groups that substitute for water molecules and exclude uncoordinated water in the proximity of Cu(n). The initially present 4% of protonated water in the DFs does not play a significant role in this ESEEM signal change, as this results in a negligibly small change of the bulk deuteron concentration in the solvent.

A somewhat more accurate estimate of the fraction of 1H atoms around the bound metal ions can be obtained from the decrease of the 2H ESEEM signal as:

$$A_N^{\text{exp}} = (x + \nu(1-x))A_N^+ + (1-x)(1-\nu)A_N^-$$

(4)

where \(A_N^{\text{exp}}\) is 2H ESEEM signal intensity in composition with DF particles, \((x + \nu(1-x))\) is a portion of metal ions inside DF particles, which give the 2H ESEEM modulation signal with the intensity \(A_N^+\), and \(A_N^-\) is, accordingly, the 2H ESEEM signal intensity outside DF particles [known from the calibration]. Eq. (4) is parameterized by the fraction of bound metal ions \(x\) and volume filling factor \(\nu\) values, discussed above in Estimating the Cu(n) absorption capacity of DFs. Since the filling factor (only roughly) and the fraction of bound metal ions (more accurately) was estimated from PDS contrast values the \(A_N^+\) value could be estimated to be about 0.605 μs, which corresponds to the local proton concentration inside DFs of 1.5/2.4 M for \(\nu = 0.6\) and aqueous/acetic buffer sample and 8.5/9.7 M for \(\nu = 0.2\) and aqueous/acetic buffer sample. Comparing these values to the estimated proton concentration of 141 mM for a single BBG chain per DF particle, we obtain 10 to 97 fold increase in proton concentration, implying up to 97 BBG chains per DF particle. Such amounts of protons do not look realistic, this result rather points to larger amounts of deuterium excluded from the vicinity of metal ions, due to the presence of sugar moieties of the DF chain. Thus, ESEEM results point that simplification of the DFs architecture as spheres with uniform monomer filling appear somewhat unrealistic at the nearest vicinity of the absorbed metal ions, while, according to the PDS data
simulations, this appears to be a more realistic approximation at larger length scale. As it was mentioned above, the further simulations of the polymer structure at molecular level could shed light on the polymer chain structure.

**Specific aim 3: characterization of DFs binding site(s)**

A further question addressed by hyperfine spectroscopy is the characterization of the coordination sphere for metal ions bound by DF particles. In the point dipole approximation, the electron-nuclear hyperfine interaction tensor is described as a combination of an isotropic term and an anisotropic dipolar term:

\[
A = a_{\text{iso}} + T_{\text{dip}}(3\cos^2 \theta - 1)
\]

where \(a_{\text{iso}}\) is an isotropic (contact) coupling, and \(T_{\text{dip}} = g_\mu_B \mu_a / r^3\) is a dipolar coupling, where \(r\) is the electron-nucleus distance, \(\theta\) is an angle between the quantization axis (the external magnetic field) and the vector connecting the electron and the nucleus. Therefore, the Cu(II) couplings to the \(^1\text{H}\) nuclei could decode the structure of fiber coordination groups. Since \(^1\text{H}\) ESEEM revealed low signal intensity as well as resolution issues (see ESI†), we turned to the Electron-Nuclei Double Resonance (ENDOR) spectroscopy for more detailed information.

The Cu(II) ion coordinated by six water molecules is a classic example of distorted symmetry of the coordination shell due to the Jahn–Teller effect: there are two water molecules with Cu(II)–O distances of 2.30 Å along the axial coordination, and 4 water molecules with a square planar geometry with Cu(II)–O distances of 1.97 Å in the equatorial plane. Since the \(^1\text{H}\) ENDOR spectrum in the frozen aqueous solvent has pronounced turning points – Fig. 8A, simulation of \(^1\text{H}\) spectra assuming the axial and dipolar tensor for all protons was feasible and gave values close to the reported previously: the \(T^{ax} = [-5.12 \pm 10.24] \text{ MHz at } g_{\perp}\) and the isotropic constant \(a_{\text{iso}} = 2.1 \text{ MHz for equatorial protons, for axial protons the } T^{ax} = [-3.35 \pm 6.7] \text{ MHz at } g_{\perp}\) and \(a_{\text{iso}} = 1.55 \text{ MHz was fitted. For protons in the second and third coordination shells, isotropic couplings are negligible and their HF parameters report on Cu(II)–H distances of about 4.6 and 6.5 Å, as shown by simulations in Fig. 8A by black solid lines. Note, that in our simulations of remote and equatorial protons had no restrictions on the orientation between the HF tensor and the quantization axis, while for axial protons canonical orientations were suppressed to provide the good fit \((\theta = 10^\circ - 20^\circ \text{ at } g_{\perp}, \theta > 50^\circ \text{ at } g_{\parallel})\).

The \(^1\text{H}\) ENDOR spectrum for the Cu(II)-fibre composition in the aqueous solvent is also explained by two distinct groups of protons – Fig. 8B. The first group (label I in the figure) has the narrower pattern with singularities at 0.92–1.4 MHz (partially resolved at \(g_{\parallel}\)), which could be simulated by overlapping proton signals with Cu(II)–H distances in the range 3.6–3.1 Å, assuming that the isotropic contribution is negligible. The weak hyperfine couplings and corresponding distances larger than 3 Å for these protons point to their placement around the second coordination shell of Cu(II) ions. It is natural to assign this part of the ENDOR signal to the glucan protons that are remote from the directly coordinated hydroxy groups. The second group of protons manifests a pair of broad ENDOR lines split by approximately 11–12 MHz without pronounced turning points (label II in the figure). The presence of such strong broadening indicates a broad distribution of HFI parameters. Combined with the low signal-to-noise ratio at the \(g_{\parallel}\) orientation the broadening allows only for rough estimate of the Cu(II)–H hyperfine coupling. If one assumes the non-distributed value of the isotropic HF part, and that the signal from protons of type II is not suppressed by orientation selectivity, the width of about 4 MHz allows estimating the upper limit of Cu(II)–H distances to be about 3.4 Å, while for a case of orientation selectivity, the Cu(II)–H distances would be even shorter. If we assume the distributed isotropic coupling, the width of the \(a\) distribution should be the same at both \(g_{\perp}\) and \(g_{\parallel}\) components and is about 2 MHz, and the upper limit of Cu(II)–H distances could be estimated as 4.2 Å, assuming the line at \(g_{\parallel}\) has no orientations suppressed.

Some feasible speculation about the groups, responsible for Cu(II) coordination, could be done from the decomposition of the \(^1\text{H}\) ENDOR signal into such fractions of protons of types I and II.

---

**Fig. 7** (A) \(^2\text{H}\) ESEEM time trace for Cu(II) without DFs in aqueous solution. (B) The modulus-Fourier transformation of normalized \(^2\text{H}\) ESEEM decay. Dashed line shows boundary for intensity of the narrow line (\(A_{\parallel}\)) determining. (C) The \(^2\text{H}\) ESEEM calibration curve for Cu(II) in acetic buffer (triangles) and in aqueous (circles) solutions. The dotted line shows the estimated overall possible local proton concentration in DFs. Horizontal solid lines show the \(A_{\parallel}\) value in mixture with DFs in the aqueous solution (blue) and the acetic buffer (red). The vertical solid red line corresponds to 1.325 M bulk \(^1\text{H}\) concentration.
and II, which gave integral weights of about 70% and 30%, respectively. As we used a sufficiently long inversion pulse and a probe head with approximately linear decrease of RF field with frequency, which cancels hyperfine enhancement, we can use the integral ratio as a rough estimate for the ratio of the number of protons of types I and II. Such integrals have though a relatively large uncertainty due to hyperfine contrast selectivity. There are seven non-exchangeable \( ^{1}H \) nuclei in the carbohydrate ring (structure in Fig. 1A). Assuming that only the hydroxymethyl side chain can act as a chelator moiety for Cu(II) ions, we obtain a very similar ratio of the near proximity protons with respect to the remote protons, which is 2/7 ≈ 29%. Thus, based on the \( ^{1}H \) ENDOR data we can speculate that Cu(II) coordination occurs preferentially by the glucan hydroxymethyl side chains. In this case, only one out of three possible hydroxy groups from the glucan monomer is responsible for the Cu(II) coordination. In this case, only one out of three possible hydroxy groups from the glucan monomer is responsible for the Cu(II) coordination. The situation is less clear cut in acetate buffer. Interaction of Cu(II) with and without hydroxymethyl group, or with different \((ax-eq-ax)\) orientation of neighbor hydroxymethyl and hydroxy groups in the carbohydrate structure (for example, xyloglucan, arabinoxylan, and galactomannan) could test this suggestion.

\( ^{1}H \) ENDOR spectra in protonated acetate are almost the same in the absence and presence of DFs – Fig. 8C. The \( ^{1}H \) pattern with pronounced turning points at \( g_{\perp} \) and \( g_{||} \) orientations points to the absence of the wide Cu(II)–H distance distribution \( (i.e. \text{equivalent nuclei}) \), while the suppression of the spectrum at \( g_{\perp} \) at 2–4 MHz points to the orientation selectivity. In principle, the planar bidentate coordination of Cu(II) ions by two OAc groups, with isotropic and anisotropic terms in the HF tensor is consistent with the observed \( ^{1}H \) pattern. However, in the presence of DFs an additional weak signal is seen at 1.5–2 MHz. To eliminate the signal from OAc methyl groups, a sample with DFs in deuterated OAc was tested (only the \( g_{\perp} \) signal is shown in Fig. 8D). The \( ^{1}H \) pattern of type-I protons at around 0.92–1.4 MHz is then observed, while the signal at 5.5–6 MHz, which is attributed to coordination by hydroxymethyl groups, is nearly absent in the acetic buffer.

**Overall discussion of the Cu(II)-fibre interactions**

For DFs in aqueous solvent, the EPR data presented here are well-consistent and prove the presence of the interaction between Cu(II) ions and DF particles: (i) transverse and longitudinal relaxation rates are significantly enhanced in the presence of DFs; (ii) PDS data demonstrate heterogeneous local Cu(II) concentrations, indicating preferable absorption of the metal ion by fibre, with a capacity of barley β-glucan DFs for binding up to 1 Cu(II) ion per 125 glucan monomers; (iii) decrease of the \( ^{2}H \) ESEEM signal points to a change of the local surrounding of Cu(II) ions; (iv) the appearance of new \( ^{1}H \) ENDOR signals in the presence of DFs allows to propose that the glucan hydroxy groups are responsible for Cu(II) coordination. Both PDS and ESEEM results imply certain degree of BBG aggregation, possibly substantially overestimated in the case of ESEEM due to the local character of these data.

The situation is less clear cut in acetate buffer. Interaction of Cu(II) with DFs was evidenced by \( ^{2}H \) ESEEM and \( ^{1}H \) ENDOR, and PDS data indicate binding of up to 1 Cu(II) ion per 273 glucan monomers, which is similar but somewhat lower than the binding capacity in aqueous solution. However, relaxation was not significantly enhanced by adding DFs to Cu(II)-containing acetate buffer. The quantitative difference in Cu(II) binding to DFs is obviously caused by more stable coordination by the OAc groups.

At a concentration of Cu(II) of 312 \( \mu \)M and of studied DFs – barley β-glucan, of 16.25 \( \mu \)M \( (~1100 \text{ monomers per Df chain}) \), there are approximately 58 glucan monomers to 1 copper ion. Thus, even at a large excess of sugar monomers and accordingly an even larger excess of potentially coordinating hydroxy groups, a significant fraction of the Cu(II) ions remains unbound. This is not entirely unexpected, as water molecules...
are good competitors for hydroxy groups as Cu(n) ligands. Preferential binding by DFs arises from the chelate effect, which may not be very strong for β-glucan as it does not feature vicinal hydroxy groups. Another feature of the lowered binding capacity is caused by polymer stiffness. Indeed, dimeric Cu(n) species were detected at pH 5.0 in composition with different mono and disaccharides,\textsuperscript{15} which points to the high potential of the complexes formation by simple saccharides, while the polymer stiffness reduces the probability for two monomers to form a stacked structure.

**Conclusions**

In this work, we demonstrated the applicability of EPR spectroscopy to characterize the interactions of transition metal ions with dietary fibres, on the example of Cu(n) interactions with barley β-glucan. A combination of CW EPR, relaxation measurements and \textsuperscript{2}H ESEEM as well as RIDME spectroscopy can serve for a fast screening of different DFs to find parameters which impact the metal ion-fibre interactions. More detailed information can be gathered with DEER and \textsuperscript{1}H ENDOR combined with numeric simulations. In particular, partitioning of metal ions between solvent and DF particles and binding site structure can be assessed, which helps to understand the mechanisms of the interaction.

The spectroscopic data from all mentioned EPR techniques indicate that Cu(OAc\textsubscript{2})\textsubscript{2} species in the acetic buﬀer do not dissociate and are taken up by DFs as a whole complex, and possibly even in some amounts as dimers. In contrast, Cu(n) hexaaquo complexes in the aqueous solution incorporate into the DFs by losing some of the coordinated water molecules and substituting them by directly coordinated –OH moieties from sugar chain. Complexation by acetate interferes with Cu(n) absorption by dietary fiber, which decreases the absorption capacity of Cu(n) ions from about 49 µmol g\textsuperscript{-1} for hexaaquo complexes, to about 23 µmol g\textsuperscript{-1} for Cu(OAc\textsubscript{2})\textsubscript{2} species (upper estimates are taken).

The proposed methodology now opens the possibility for systematic research of interactions of different paramagnetic metal ions or spin labeled small molecules with dietary fibres composed of different monosaccharide types and with different overall chain architectures. Finally, one can anticipate that better knowledge of the metal ion affinity to DFs will allow using the native fibres for diet correction at different types of metal deficiency or poisoning, while the chemical modification of the DFs may tune their capacity for metal ion absorption. Importantly, many aspects of the proposed methodology would be applicable to many other unstructured polymers, well beyond the dietary fibre studies.
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