Phenomenology at the large hadron collider with deep learning: the case of vector-like quarks decaying to light jets

Felipe F. Freitas¹,a, João Gonçalves¹,b, António P. Morais¹,c, Roman Pasechnik²,d

1 Departamento de Física da Universidade de Aveiro and Centre for Research and Development in Mathematics and Applications (CIDMA), Campus de Santiago, 3810-183 Aveiro, Portugal
2 Department of Astronomy and Theoretical Physics, Lund University, Sölvegatan 14A, 223-62 Lund, Sweden

Received: 5 May 2022 / Accepted: 9 September 2022 / Published online: 18 September 2022
© The Author(s) 2022

Abstract In this work, we continue our exploration of TeV-scale vector-like fermion signatures inspired by a Grand Unification scenario based on the trinification gauge group. A particular focus is given to pair-production topologies of vector-like quarks (VLQs) at the LHC, in a multi-jet plus a charged lepton and a missing energy signature. We employ Deep Learning methods and techniques based in evolutive algorithms that optimize hyper-parameters in the neural network construction, whose objective is to maximise the Asimov estimate for distinct VLQ masses. In this article, we consider the implications of an innovative approach by simultaneously combining detector images (also known as jet images) and tabular data containing kinematic information from the final states. With this technique we are able to exclude VLQs, that are specific for the considered model, up to a mass of 800 GeV in both the high-luminosity the Run-III phases of the LHC programme.
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1 Introduction

The Standard Model (SM) of particle physics has, so far, been recognized as the most successful model in theoretical physics, proving its validity over a wide range of subatomic phenomena and energy scales [1–7]. However, despite its immense success, there is an experimental evidence that indicates certain missing features for which the SM can not provide a satisfactory explanation. Among these are the lack of a dynamical mechanism behind neutrino mass generation and the absence of a plausible dark matter (DM) candidate, as well as the emergence of slowly but steadily growing anomalies such as those of the magnetic moment of the muon [8,9], the $R_{D,D^*}$ [10,11] and the $R_{K,K^*}$ flavour observables [12,13].

Regarding the muon $g - 2$ and B-physics anomalies, one should stress that the corresponding deviations for the SM predictions do not pass the 5σ threshold for discovery, and thus are only considered as an indication for possible New Physics (NP) effects.

To address these shortcomings one typically extends the SM framework by introducing new beyond-the-SM (BSM) fields and new interactions. There are three potential avenues for one to follow in this case. One possibility relies in a phenomenology driven approach, and either simply add new BSM fields that address a given problem [14,15], or work under the effective field theory (EFT) formalism attempting to establish a bound on the NP energy scale by confronting the model predictions with the data [16,17]. One can also adopt a more fundamental avenue and build a high-energy scale framework from which the SM gauge group,
its Yukawa sector and particle content are emergent at low energy-scale. In the latter approach, one typically resorts to the so-called Grand Unified Theories (GUTs), potentially providing a first-principles understanding of the origins of the specific SM structure. For such a class of models, one attempts to encapsulate the electroweak (EW) symmetry group, $SU(3)_C \times SU(2)_L \times U(1)_Y$ into a larger gauge group, with the SM and NP fields being embedded into its representations. This strategy may result in various types of unification in the sectors of matter fields and forces such as gauge and/or Yukawa couplings unification, Higgs-lepton unification, quark-lepton unification etc, in some cases even yielding relatively light NP fields in the low-energy SM-like EFT spectrum. The latter may be observable at current or near-future collider experiments, offering a potential of probing the GUT-scale physics through either direct observation of those new states or studies of their impact on precision SM observables, such as the muon $g - 2$ and flavour changing neutral current (FCNC) processes. In this context, some of the authors have previously constructed a novel class of GUT models based on the trinification gauge group supplemented with a horizontal family symmetry in both supersymmetric (SUSY) and non-SUSY versions [18–23]. In particular, it has been demonstrated that successful unification of the gauge couplings can be achieved in a SUSY formulation in consistency with proton decay constraints [21,22]. For this work, we shall focus on the latter scenario, which shares many common features with other GUT implementations and thus represents a good playground for collider searches.

The SHUT (Supersymmetric Higgs-United Trinification) model [21,22] predicts various types of NP at low energies. The extended fermion sectors include heavy left-handed and sterile right-handed neutrinos as well as vector-like fermions (VLFs), such as EW-singlet vector-like quarks (VLQs) and EW-doublet vector-like leptons (VLLs). The latter can potentially be at the reach of Run-III and the high-luminosity (HL) phases of the Large Hadron Collider (LHC) [24]. An extended scalar sector features a minimum of three Higgs doublets at low scales, required for consistency with the measured Cabibbo–Kobayashi–Maskawa (CKM) quark mixing matrix.

In this article we continue the phenomenological exploration of SHUT inspired models, focusing on the collider signatures of a down-type VLQs, expected to emerge at a TeV energy scale. Three generations of VLQs are predicted within such a GUT framework with the first two generations being light enough to be potentially accessible at the LHC, with masses of $O(1)$ TeV, whereas the 3rd generation VLQ is expected to hold a mass of $O(100)$ TeV i.e. it is too heavy to be probed in collider measurements in the near future. As a particular promising discovery channel, we consider multi-jet signatures with one charged lepton and missing energy, probing the couplings of the VLQ with light quarks. For this, we apply Deep Learning (DL) techniques to help separating signal from background classes. To this end, we rely on two types of data in the training phase, namely, we use the abstract jet images [25] and the numerical data containing kinematic information from the final states. To train the Neural Network (NN) on the data, we construct a specific Hybrid Net, which is designed to make use of both data formats. Optimization of the NN hyper-parameters is performed by using an evolution algorithm, which optimises the Asimov metric. For a thorough description of our methods and techniques we refer the reader to our previous work [24].

The paper is organized as follows. In Sect. 2 we provide a brief introduction into the SHUT model, providing particular details relevant for our phenomenological analysis. In Sect. 3 we present the methodology implemented in the search for VLQs at the LHC, including a full description of the chosen topology as well as a detailed description of the DL algorithms and datasets used for solving the considered classification problem. This section is finalised with the presentation and subsequent discussion of the numerical results. Finally, concluding remarks are given in Sect. 4. Additional information is presented in appendix, including the VLQ Feynman rules B as well as kinematic and angular distributions C.

2 VLQ sector of the SHUT model

In this section, we begin by briefly introducing the SHUT model, with the focus on the main properties that arise from the GUT description, without delving deep into the mathematical inner workings of this framework. A more detailed description of the considered GUT framework can be found in earlier works e.g. in Refs. [18–22], while a comprehensive discussion of the low-energy limit, including the physical Lagrangian that is used in this work, can be found in Ref. [24]. In what follows we provide the theoretical background that was taken as a physics case to our study. For completeness of information a more extensive discussion of the model can be found in Appendix A.

The SHUT model is a particularly promising flavoured GUT (F-GUT) scenario whose group-theoretical structure is inspired by the $E_6$ exceptional gauge group extended with a local $SU(2)_F \times U(1)_F$ family symmetry, where all matter content, including the Higgs sector, is unified in fundamental ($27,2$) and ($27,1$) representations. It then proposes a first-principles’ explanation for some of the well-known problems within the SM, such as a common origin of all fundamental gauge forces (with exception of gravity) as well as the observed flavour hierarchies in the SM fermionic sectors. In practical terms, the SHUT model starts off with the trinification gauge symmetry, supplemented with the $SU(2)_F \times U(1)_F$ family symmetry, whose representations
have a common origin from the referred (27,2) and (27,1) multiplets of the $E_6 \times SU(2)_F \times U(1)_F$ gauge group.

Due to SUSY, the Higgs sector is unified with the charged lepton and neutrinos sectors, thus, sharing common flavor properties with fermions at high energies. The superpotential of the SHUT model reads [22]

$$W_3 = \varepsilon_{IJ}(\mathcal{Y}_1 L^f \mathcal{Q}_R^3 \mathcal{Q}_R^I - \mathcal{Y}_2 L^f \mathcal{Q}_L^I \mathcal{Q}_R^3 + \mathcal{Y}_3 L^3 \mathcal{Q}_R^I \mathcal{Q}_R^I),$$

(2.1)

where $\varepsilon_{IJ}$ is the two-dimensional Levi-Civita symbol, $\mathcal{Y}_1$ and $\mathcal{Y}_2$ are the two unified Yukawa couplings, while subscripts L/R denote SU(3)$_L$/SU(3)$_R$ superfields. The indices $I,J = 1,2$ represent SU(2)$_F$ doublets, while flavour singlets are denoted with the “3” in superscript. These massless superfields form bi-triplets of the trinification symmetry (SU(3)$_R \times SU(3)_L \times SU(3)_C$) and transform in accordance with the representations shown in Table 1. Expanding these fields in terms of SU(3) indices, we write the superfields in component form as [22]

$$(L^{i,3}_{L,R}) = \begin{pmatrix} \mathcal{N}_L & \mathcal{E}_L & e_L \\ \mathcal{E}_R & \mathcal{N}_R & v_L \\ \mathcal{R}_L & \mathcal{R}_R & \phi \end{pmatrix},$$

(2.2)

$$(Q^{i,3}_{L,R}) = \begin{pmatrix} u_L & d_L \\ d_R & D_R \end{pmatrix},$$

$$(Q^{i,3}_{L,R}) = \begin{pmatrix} u_R & d_R \\ d_L & D_L \end{pmatrix},$$

where $I$ and $x$ are SU(3)$_L$, SU(3)$_R$ and SU(3)$_C$ indices, respectively. In this paper, we denote that the left-handed and right-handed components of the SM-like leptons are embedded in the $L$ superfield ($e_L$ and $\mathcal{E}_L$). Right-handed neutrinos also reside in this representation (which are embedded inside $\mathcal{N}_R$, $\mathcal{R}_R$ and $\phi$), which helps address the neutrino mass problem via a radiative seesaw mechanism [20,22]. The SM quarks are then found in the $d_{L,R}/u_{L,R}$ components of $Q_{L,R}$, whereas the new exotic down-type VLQs reside in the $D_{L,R}$ components.

At low energies, the SM gauge group is fully realized, with additional exotic physics, including an extended scalar sector and vector-like fermions. Full unification of the field content results in a reduced freedom in the Yukawa sector, with the presence of only two $\mathcal{Y}_1$ and $\mathcal{Y}_2$ couplings at high scales, which provide the leading contributions to the generation of quark masses at tree level and the necessary means to radiatively induce strong hierarchies as observed in Nature. Indeed, as soon as the scalar components of $L$ develop vacuum expectation values (VEVs) that break the SHUT symmetry down to that of the SM, the down-type VLQs, second- and third-generation SM-like quarks gain tree-level masses, while the charged leptons and first-generation quarks develop their masses at quantum level via loop corrections. This fact offers the necessary ingredients to potentially explain the observed splitting in the fermion spectra implying the relative lightness of the charged leptons, neutrinos and the quarks of first generation.

In Ref. [22], various benchmark scenarios assuming three light Higgs doublets yielding a consistent CKM mixing matrix, were explored in detail. The further presence of new VLQs results in an extended $3 \times 6$ quark mixing matrix, defined as

$$V_{CKM} = U_L^{ij} P \cdot (U_L^{ij})^\dagger = \begin{pmatrix} V_{SM}^{CKM} & V_{VLQs}^{CKM} \end{pmatrix},$$

(2.3)

where $P$ is a projection operator, defined as $P = (1_{3 \times 3} | 0_{3 \times 3})$. Here, a $3 \times 3$ matrix $V_{SM}^{CKM}$ represents the CKM-like quark mixing of the SM while a $3 \times 3$ matrix $V_{VLQs}^{CKM}$ contains a mixing between the down-type VLQs with up-type chiral quarks of the SM. Two of them are relatively light, with a certain hierarchy between them, and are expected to emerge at a TeV energy scale. A third heavy VLQ appears beyond the reach of current or near-future colliders.

In the present work we explore the LHC discovery potential of the lightest VLQ denoted as $D$, ignoring its heavier counterparts for simplicity. Their mass reads as

$$m_D \sim \omega \mathcal{Y}_2 \quad m_S \sim p \mathcal{Y}_2 \quad m_B \sim p \mathcal{Y}_1,$$

(2.4)

with $0.01 \sim \mathcal{Y}_2 \ll \mathcal{Y}_1 \sim 1$ fixed by the charm and top quark masses respectively, and with $\omega \sim 100$ TeV being an intermediate Left-Right symmetry breaking scale and $p \gg \omega$, associated to the breaking of the family symmetry. This results in the hierarchy $m_B \gg m_S \gg m_D$ with the latter expected to emerge not far above the TeV scale. As a particular benchmark scenario inspired by the phenomenologically relevant ranges of the SHUT model parameters found in Ref. [22], we adopt the following values of the vector-like $D$-quark mixing elements in the extended CKM matrix:

$$V_{dD} \simeq 5.1 \times 10^{-6}, \quad V_{cD} \simeq 2.6 \times 10^{-5}, \quad V_{tD} \simeq 0.016.$$

(2.5)

In our numerical analysis below, we consider only light quark jets in the final states of VLQ decays $D \rightarrow W+\text{jets}$, so only $V_{dD}$ and $V_{cD}$ will be relevant in what follows. These

**Table 1** Trinification fields representations under [SU(3)$_L^3 \times SU(2)_F \times U(1)_F$] for each of the fundamental chiral superfields shown in Eq. (2.1).

| SU(3)$_L^3$ | SU(3)$_R^3$ | SU(3)$_C$ | SU(2)$_F$ | U(1)$_F$ |
|-------------|-------------|-----------|-----------|-----------|
| $L^f$       | 3           | 3         | 1         | 2         | 1         |
| $L^f$       | 3           | 3         | 1         | 1         | -2        |
| $Q^I_L$     | 3           | 1         | 3         | 2         | 1         |
| $Q^I_R$     | 3           | 1         | 3         | 1         | -2        |
| $Q^R_L$     | 1           | 3         | 3         | 2         | 1         |
| $Q^R_R$     | 1           | 3         | 3         | 1         | -2        |

Bold values indicate charges of non-abelian SU(3)/SU(2).
will be fixed as above, whereas a numerical scan will be performed over the VLQ mass $m_{\nu}$ within a phenomenologically acceptable range (see below).

3 VLQ search at the LHC

The generation of events in proton-proton collisions at the LHC follows the standard methods employed by the particle physics community. In this work, we use a specially designed chain of computational tools developed in the previous work of Ref. [24], and here we only briefly elaborate on the corresponding machinery. First, the Lagrangian density is constructed utilizing the SARAH package [26], which can be used to derive interaction vertices between the fields, their spectra and mixing. The latter are then outputted into UFO [27] files that can be used in Monte-Carlo event generators. In particular, here we employ MadGraph [28] for hard-scattering events and Pythia8 [29] for hadronization/showering processes. Fast-simulation of the detector is implemented using Delphes [30] (with the ATLAS default card), while the kinematic data extraction is done in ROOT [31]. We generate 250k events, for both VLQ production signal and backgrounds, at a centre-of-mass energy of $\sqrt{s} = 14$ TeV and all at leading-order (LO) precision. We also employ the parton-distribution function NNPDF2.3 [32], which fixes the strong-coupling constant, $\alpha_s$, and its evolution.

First, it is instructive to analyse the current constraints from direct searches of down-type VLQs. From the experimental side, among the well-known NP states a VLQ is one of the most searched for at the LHC. Since it is a coloured particle, its production rate is expected to be relatively high. In this regard, typical lower bounds on the VLQ mass range from 1.4 TeV up to 2.0 TeV (see the latest exclusion bounds, as of July 2021, in the summary plots of Ref. [33]). However, one must carefully analyse the assumptions made in these analyses. First, the vast majority of current searches focus on dominant couplings to the third generation of chiral quarks (see e.g. Refs. [34–39]). Such an assumption is not the most general, as there is no reason for the VLQ to not couple to lighter quarks. Indeed, there have also been the notations, at a centre-of-mass energy of $\sqrt{s} = 14$ TeV and all at leading-order (LO) precision. We also employ the parton-distribution function NNPDF2.3 [32], which fixes the strong-coupling constant, $\alpha_s$, and its evolution.
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In the hadronic reaction, one of the D quark decays into a light jet $j = u, c, \bar{u}, \bar{c}$ and a $W$ boson, with one of the $W$'s further decaying via a leptonic channel, with one charged lepton ($\ell^- = e^-, \mu^-$) and the corresponding neutrino ($\nu_\ell$, $\bar{\nu}_\ell$), and the other decaying via a hadronic channel into light jets. In the hadronic $W$ decay, both the up- and down-type SM quarks are considered.

- $V +$ jets, with $V$ either a $W$ or a $Z^0$ boson. While for the former one considers the decay into a charged lepton and its corresponding neutrino, for the latter case we consider the fully leptonic decay channel (muon or electron modes).

Since the Monte-Carlo simulations are done at LO, we must reweight our events based on higher-order corrections available in literature. In particular, we consider approximate N$^3$LO corrections for $t\bar{t}$ [44], NLO corrections for $W +$ jets [45] and $WW +$ jets [46], and NNLO corrections to $Z^0 +$ jets [47].

While the NN models will do most of the heavy lifting, we will also consider simple selection criteria to help discriminate the signal events from the background. In particular, we consider that

\[
\begin{align*}
    p_T(\ell^\pm) & > 25 \text{ GeV}, \\
    \text{MET} & > 20 \text{ GeV}, \\
    |\eta(\ell^\pm)| & \leq 2.5,
\end{align*}
\]

with $\eta = -\ln(\tan(\theta/2))$, $\theta$ is the angle with respect to the beam axis, and MET is defined as a missing transverse energy. With this, we extract all relevant kinematic and angular information about the final states’ configurations, such as the transverse momentum, pseudo-rapidity, and mass distributions of pairs of produced particles. Low-level observables include the transverse momenta, energy, pseudo-rapidity and the azimuthal angle of the four jets ($j_1, j_2, j_3$ and $j_4$) with the charged leptons, as well as MET. The jets are ordered with respect to their total transverse momenta, that is, $j_1$ is the leading jet with the highest $p_T$ and $j_4$ is that with the lowest $p_T$. Additionally, observables reconstructed from the combination of various objects are also considered. Namely, one uses the mass distributions $M(j_1, j_2, M(j_1, j_3), M(j_1, j_4), M(j_2, j_3), M(j_2, j_4), M(j_3, j_4), M(\text{MET}, \ell^-, j_1), M(\text{MET}, \ell^-, j_2), M(\text{MET}, \ell^-, j_3), M(\text{MET}, \ell^-, j_4)$, the cosine of the polar angle $\cos \Delta \theta(\ell^-, \text{MET})$, $\cos \Delta \theta(\ell^-, j_1)$, $\cos \Delta \theta(\ell^-, j_2)$, $\cos \Delta \theta(\ell^-, j_3)$, $\cos \Delta \theta(\ell^-, j_4)$, $\cos \Delta \theta(\ell^-, j_5)$, $\cos \Delta \theta(\ell^-, j_6)$, $\cos \Delta \theta(\ell^-, j_7)$, $\cos \Delta \theta(\ell^-, j_8)$, $\cos \Delta \theta(\ell^-, j_9)$, $\cos \Delta \theta(\ell^-, j_{10})$, the azimuthal angle distributions $\Delta \Phi(j_1, \ell^-)$, $\Delta \Phi(j_2, \ell^-)$, $\Delta \Phi(j_3, \ell^-)$, $\Delta \Phi(j_4, \ell^-)$, $\Delta \Phi(j_5, \ell^-)$, $\Delta \Phi(j_6, \ell^-)$, $\Delta \Phi(j_7, \ell^-)$, $\Delta \Phi(j_8, \ell^-)$, $\Delta \Phi(j_9, \ell^-)$, $\Delta \Phi(j_{10}, \ell^-)$, and the $\Delta R$ distributions $\Delta R(j_1, \ell^-)$, $\Delta R(j_2, \ell^-)$, $\Delta R(j_3, \ell^-)$, $\Delta R(j_4, \ell^-)$, $\Delta R(j_5, \ell^-)$, $\Delta R(j_6, \ell^-)$, $\Delta R(j_7, \ell^-)$, $\Delta R(j_8, \ell^-)$, $\Delta R(j_9, \ell^-)$, $\Delta R(j_{10}, \ell^-)$.

3.1 LHC analysis: hybrid net approach

In this section, we present the DL methodology used in our analysis, which involves a combination of both image and tabular datasets. The network, which we name as Hybrid Net in what follows, will take into account both data types in the classification of background and signal classes. The image datasets will be trained in a convolutional model, whereas kinematic data are trained through a linear sequential model, after which we combine the predictions of both.

Jet images, first introduced in Refs. [48,49], are constructed by mapping particle hits in the detector into a grid in the ($\eta, \phi$) plane, where the intensity of the pixel is directly proportional to the energy deposited by the particles. These methods, however, can be quite inefficient since in a typical jet-image there can exist plenty of blank pixels, making it computationally inefficient when passing through convolutional layers in the training phase. While various approaches have been proposed in the literature (such as particle clouds [50] or through the use of graph networks [51,52]), in this work we consider abstract jet-images as first discussed by one of the authors and collaborators in Ref. [25]. In this approach, besides associating each pixel with the energy of a particle, we also map characteristics of the particle into various geometrical shapes. For example, if it is a charged particle in a detector, we map it to a circle. In this scenario, the radius of the polygons is directly proportional to the particle energy. With this, we then provide additional features for the neural model to learn. Examples of these types of images can be seen in Fig. 2.

In order to construct such images, we impose the following conditions:

\[ \Delta R \text{ is defined as the Euclidean distance in the (}\eta, \phi\text{) plane, i.e. } \Delta R(i, j) = \sqrt{\Delta \Phi(i, j)^2 + \Delta \eta(i, j)^2} \text{ with } \Delta \Phi(i, j) = \phi_i - \phi_j \text{ and } \Delta \eta(i, j) = \eta_j - \eta_i. \Delta \Phi(i, j) \text{ is identically defined, with } \Delta \theta(i, j) = \theta_j - \theta_i. \text{ Mass distributions are reconstructed from the observables inside parenthesis, e.g. } M(j_1, j_2) \equiv M(j_1^\mu + j_2^\mu), \text{ where } j^\mu \text{ are four-momentum vectors.} \]
Fig. 2 Example of an abstract jet image in the \((\eta, \phi)\) plane. Green polygons are representative of photons, red circles are charged particles while blue hexagons indicate neutral hadrons. The radius of the polygons is proportional to the energy left by the particle in the calorimeter tower. In this image we have an event for a proton-proton collision at \(\sqrt{s} = 14\) TeV, with subsequent VLQ double production (to the right) and the corresponding background events (\(t\bar{t}\) in the centre and \(WW+\) jets in the right).

- Charged particles hitting the detector are mapped into blue circles, whose radius is given as \(r = \log p_T\), where \(p_T\) is the transverse momentum of the particle;
- Neutral hadrons are mapped into hexagons, with the radius given as \(r = \log(E_T)\), where \(E_T\) is the transverse energy;
- Photons are mapped into squares, with the radius given by the same formula as the neutral hadrons.

The resulting images are then stored in the .png format, with the pixel size of \(224 \times 224\), requiring that both hadrons and photons are restricted to be in the kinematic ranges of \(|\eta| \leq 5.0\) and \(|\phi| \leq \pi\).

We use both the image and tabular information and feed it into a NN. The images pass through a convolutional network, whereas the corresponding kinematic information is passed through a linear model. We then combine the results by summing together the predictions of both networks leading to the final result. The hyper-parameter optimization designed to maximize the statistical significance is implemented via evolutionary algorithms as described in previous works [24,53,54]. Training of the NNs based on the statistical significance follows the analysis first performed by A. Elwood and D. Krücker [55]. In this work, only linear networks are part of the optimization procedure, whereas the convolutional network for the images is fixed to a ResNet-34 network [56]. Furthermore, we consider the following list of hyper-parameters:

- Number of neurons of the sequential model: 256, 512, 1024, and 2048;
- Number of layers of the sequential model: 1, 2, 3, 4, and 5;
- Bottleneck architecture\(^2\): True or False;
- Initialisers in the sequential model: Normal, He normal and He uniform;
- Optimisers in the sequential model: Adam, SGD, Adamax and nadam;
- Vision models: ResNet-34.

The evolutionary algorithm builds sets of Hybrid Net models. Both the linear and convolution parts of the algorithms are constructed using PyTorch [57]. In the convolution part, we also utilized FastAI [58], which employs PyTorch as backend. Given this methodology, let us now turn to a discussion of numerical results.

3.2 Numerical results

We first begin by presenting the results for a particular (fixed) VLQ mass. Focusing on the lightest \(D\)-VLQ with a mass of 800 GeV and applying the selection criteria described above, the obtained LO cross-sections for the signal, and corresponding higher-order rates for the backgrounds, are showcased in Table 2. Additionally, the total expected number of events at both run-III and the HL phase of the LHC are also indicated. The variation of the post-selection cross-section with the VLQ mass is shown in Fig. 3. In this figure, we also plot dashed lines to indicate the allowed sensitivity expected for future runs of the LHC. In particular, we show that for the benchmark values of the VLQ-light quark mixing elements indicated in Eq. (2.5), the run-III phase of the LHC can potentially probe \(D\)-type VLQs up to 1.9 TeV in this channel, while the HL phase has a sufficient sensitivity.

\(^{2}\) We define a bottleneck architecture as a neural model with an ever decreasing number of neurons at each layer.
to exclude VLQs up to 2.37 TeV. Note that this approximate limits are set for the best case scenario, that is, in the limit of experimental errors going to zero and therefore can be seen as guideline to the mass scale where the VLQ can be potentially probed. Indeed, in the scenario where only one event is produced, the systematics of the backgrounds completely overshadow the signal.

In order to evaluate the performance of the network, we show in Fig. 4 the receiver operating characteristic (ROC) plots for three distinct situations: for classification with only kinematic data (top panel), for classification with only jet images (middle panel) and classification where both are taken into account (bottom panel). These plots can serve as a measure of how well the network performs on the data. In particular, these results are shown for the validation dataset, i.e. for the dataset that the network was not trained on. Within the labeling of the curves, we also indicate the area under the curve (AUC), which is related to the accuracy. As one can readily observe, the combination of both the jet images and the kinematic data offers the greater discriminating power with the highest accuracy, clearly validating the improved performance of the developed hybrid network. Indeed, we have found that the tabular data is one that performs the worst, with the jet image classification giving the best results. Such a good accuracy indicates an efficient separation between the signal and background classes. Further confirmation of this fact can be given by the predicted confidence scores for the samples plotted on the left-hand-side of Fig. 4. Here, we can clearly see that the model successfully separates the signal classes (mainly populating the convolutional NN scores of around one) from the background (which mainly populates a score of around zero). Of course, such separation is not perfect, with some contamination still present, in a sense that some background and signal overlap in some regions of the convolutional NN parameter domain. All subsequent analysis on the data will be done based on the best results, i.e. on the hybrid network scores with both kinematic and image data.

The histograms with the kinematic and angular observables that are utilized by the NN are plotted in appendix, see Figs. 7 and 8. One can observe that the angular distributions for the signal tends to be overshadowed by the backgrounds, with the signal following the same structure as the background, with the only exception being the pseudo-rapidity distributions. Note that the signal has a dominant peak at $\eta \sim 0$, whereas the backgrounds spread over the entirety of the allowed range $|\eta| \leq 2.5$. The kinematics, on the other hand, offers the most significant discriminating power, with distributions being peaked in kinematic regions where the SM backgrounds are less dominant. This is true for all transverse momentum, energy and MET distributions. Similarly, mass distributions also peak in higher invariant mass domains compared to those of the SM backgrounds.

![Fig. 3 The production cross-section (in femtobarn) as a function of the VLQ mass (in GeV). Two horizontal dashed lines are shown, one for the run-III target luminosity and the other for the HL phase of the LHC, which represent the minimal cross section for which a single event can be produced, i.e. $N_{\text{exp}} = \sigma L = 1$ for the dashed lines. The area filled in gray represents the region where neither the HL-LHC or run-III LHC have the required sensitivity to detect the $D$-VLQ for the chosen benchmark (2.5). The $y$-axis is shown in logarithmic scale](image)

Each individual event corresponds to a particular value of the physical observables transported over into the tabular data. Each event will have an associated jet image. A combination of both is used in the classification procedure, and then the statistical significance is computed using the validation dataset. We present the results using the Asimov estimate, which is defined as

$$Z_A = \left[ 2 \left( \frac{s + b}{b} \right) \frac{\ln \left( \frac{(s + b) \left( b + \sigma_b^2 \right)}{b^2 + (s + b) \sigma_b^2} \right)}{\frac{b^2}{\sigma_b^2}} \ln \left( 1 + \frac{\sigma_b^2 s}{b (b + \sigma_b^2)} \right) \right]^{1/2},$$

where $s$ is the number of signal events, $b$ is the number of background events and $\sigma_b$ is the uncertainty of the background. For this metric, we consider three scenarios with either $\sigma_b = 15\%$, $\sigma_b = 25\%$ or the much more conservative scenario of $\sigma_b = 50\%$ systematic uncertainty. The first two are the most realistic.

Considering the HL phase of the LHC, which is expected to reach an integrated luminosity of $L = 3000$ fb$^{-1}$, we can determine the median significance for the considered metrics as a function of the NN score, as shown in Fig. 5. The maximal significances for each metric are then determined to be

- $Z_A(\sigma_b = 15\%) = 16.89 \sigma$,
- $Z_A(\sigma_b = 25\%) = 10.33 \sigma$,
- $Z_A(\sigma_b = 50\%) = 5.21 \sigma$,

i.e. we obtain significances greater than 5$\sigma$ for all systematic uncertainties, even in the most conservative scenario of 50%. Such a strong signature of VLQs at the HL run of the LHC can be expected, since VLQs are coloured particles, and their production is enhanced at hadron colliders.
Fig. 4 Performance results for the Hybrid network. On each panel, we plot the ROC on the left-hand side and, on the right, the predicted confidence score for our samples. In the top panel, the results are shown for classification with only kinematic data, in the middle panel we have the results only for classification with the jet images, and at the bottom, the results when both data types were part of the training. The signal is indicated with a dashed blue line, while the $W W$+jets background – in red, the $W$+jets – in green, $Z^0$+jets – in orange and $t\bar{t}$ – in purple.
Table 2 Predicted total cross section (in fb) for both the signal and each respective background, before and after the cut selection. In the last two columns we indicate the overall number of expected events for the analysis, calculated as \( N = \sigma L \), for run-III and the HL phase of the LHC.

|                  | \( \sigma \) (before cuts, in fb) | \( \sigma \) (after cuts, in fb) | Events at run-III | Events at HL-LHC |
|------------------|-----------------------------------|----------------------------------|-------------------|------------------|
| VLQ 800 GeV      | 1.402                             | 1.063                            | 318               | 3189             |
| WW + jets        | \( 1.24 \times 10^3 \)            | \( 7.72 \times 10^3 \)           | \( 2.316 \times 10^6 \) | \( 2.316 \times 10^7 \) |
| W + jets         | \( 7.95 \times 10^8 \)            | \( 3.46 \times 10^5 \)           | \( 1.038 \times 10^8 \) | \( 1.038 \times 10^9 \) |
| \( Z^0 \) + jets | \( 6.33 \times 10^7 \)            | \( 5.70 \times 10^3 \)           | \( 1.71 \times 10^6 \) | \( 1.71 \times 10^7 \) |
| \( t\bar{t} \)    | \( 9.89 \times 10^5 \)            | \( 1.83 \times 10^5 \)           | \( 5.49 \times 10^7 \) | \( 5.49 \times 10^8 \) |

Fig. 5 The statistical significance for a hypothetical discovery of VLQs as a function of the NN score for different values of the systematic uncertainties considered in this work. The VLQ mass is 800 GeV, and the collider luminosity is \( L = 3000 \text{ fb} \). The significance is computed following the implementation of an evolution algorithm whose method is described in [24]. From left to right, we have \( \sigma_b = 15\% \), \( \sigma_b = 25\% \) and \( \sigma_b = 50\% \).

Fig. 6 The statistical significance as a function of the systematic uncertainties for pair-production of 800 GeV \( D \)-VLQs. The green curve corresponds to \( \sigma_b = 50\% \), the red curve – to \( \sigma_b = 25\% \) and the blue line – to \( \sigma_b = 15\% \). There are two vertical dashed lines marking the run-III luminosity (300 fb\(^{-1}\)) and the HL-LHC luminosity (3000 fb\(^{-1}\)). Both the y-axis and x-axis are shown in logarithmic scale.

It is also relevant to analyse the impact for other luminosities, in particular, for the run-III of the LHC, which is set to deliver \( L = 300 \text{ fb}^{-1} \) of data. In Fig. 6 we plot the statistical significance as a function of the systematic errors. Specifically, the maximal significances obtained for the run-III luminosity read as follows:

- \( Z_A(\sigma_b = 15\%) = 13.76\sigma \),
- \( Z_A(\sigma_b = 25\%) = 9.45\sigma \),
- \( Z_A(\sigma_b = 50\%) = 5.08\sigma \),

i.e. the significance is above 5\sigma for all considered systematics, indicating that the VLQ production can also be probed at run-III.

In order to complement these results further, we implement the same machinery in a numerical scan over the VLQ mass, up to the detectability limit of the HL phase, which corresponds up to the VLQ mass of around 2.2 TeV. For these additional mass points, we have used the same network as the one for the 800 GeV benchmark, with the results summarised in Table 3. As the main result, a 5\sigma significance is obtained for VLQ masses of up to 800 GeV. In particular, for a VLQ of 1.2 TeV, the highest significance was of 1.64\sigma, at the HL phase of the LHC. Indeed, for points with a larger mass, a significance above the discovery threshold requires a greater control of the background systematics. For example, if we consider a systematic uncertainty at the percent level at the high-luminosity phase of the LHC, for masses of order 1.2 TeV one obtains a remarkable enhance-
4 Conclusions

In this paper, we continue the DL phenomenological analysis, as first started in our previous work [24], of exotic vector-like fermions that naturally arise in the low-energy limit of a F-GUT model based on the trinification gauge group. In particular, we have focused on possible collider signatures of the weak-isospin-singlet \emph{D}-type VLQ at the LHC, via pair-production topologies, with subsequent VLQ decay into lighter chiral quarks. The latter topology results in a single charged lepton, light jets and a neutrino in the final state particularly convenient for experimental analysis at the LHC. In order to accomplish this task, we have performed Monte-Carlo simulations and utilized sophisticated DL methods for efficient separation of SM backgrounds from the VLQ signal. This enables us to compute the statistical significance for a hypothetical discovery of the considered VLQ. In the context of the VLQ detection prospects at the LHC, we have utilised an evolutionary algorithm that optimises the construction of a NN based on the maximisation of the statistical significance. For this purpose, we have exploited both the kinematic tabular data as well as the detector jet images as inputs in the classification procedure through the use of a Hybrid Net. We have found that the combination of both data types improves the accuracy with respect to their individual contribution. With this technique, we have found that the down-type VLQs with a mass of up to 800 GeV can be excluded both at the run-III and the HL phase of the LHC in the decay channels to light quarks. In particular, we have determined that at \( \mathcal{L} = 3000 \text{ fb}^{-1} \) one rules out VLQ at this mass scale with statistical significance of \( Z_A = 16.89 \sigma \), assuming systematic uncertainties of \( \sigma_b = 15\% \). For this same point, we have found \( Z_A = 13.76 \sigma \) for run-III luminosity. Additionally, we have found that the statistical significance of heavier VLQs decaying to light quarks remains bellow the discovery threshold and an exclusion bound can not be promptly determined for the considered channel. Instead, it was shown that a better control over systematic uncertainties is required in order to open up the possibility to probe larger masses in the light quarks channel.
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A Low-scale LS-SHUT model

Here, we consider a possible low-energy realisation of the Yukawa sector of the LS-SHUT model. The full physical Lagrangian of the model was previously shown in Ref. [24]. Here, we are going to specify the relevant terms that impact the (chiral and vector-like) quark sector. The charges of the SM and the VLQs w.r.t. the SM gauge symmetry are shown in Table 4. The SU(2)L gauge symmetry and the SM-like Higgs sectors of the LS-SHUT model. Here, we consider only two generations of the VLQs, with \( J = 1, 2 \), such that \( Y \) is a \( 3 \times 3 \) Yukawa matrix, whereas \( \Gamma, \Delta \) and \( \Pi \) are the Yukawa \( 3 \times 3 \) textures. Note that in the main text we further consider the also valid scenario where only one generation of VLQs is light enough to be present in the low-scale particle spectrum. Due to the vector-like nature of the BSM quarks additional bilinear terms are allowed by the gauge symmetry and read

\[
\mathcal{L}_{\text{bil}} = (M_D)_{iJ} (\bar{D}_L)^i L_R^j + (\Xi)_{iJ} (\bar{D}_L)^i (d_R)^j. \tag{A.3}
\]

Following spontaneous EW symmetry breaking, the mass Lagrangian of the quark fields takes the form

\[
\mathcal{L}_{\text{mass}} = \frac{\nu_a}{\sqrt{2}} (Y^i_{a})_{ij} (\bar{d}_L)^i (\bar{Q}_R)_{j} + \frac{\nu_a}{\sqrt{2}} (\Gamma^i_{a})_{ij} (\bar{d}_L)^i (\bar{d}_R)^j + \frac{\nu_a}{\sqrt{2}} (\Delta^i_{a})_{ij} (\bar{u}_L)^i (\bar{u}_R)^j + \frac{\nu_a}{\sqrt{2}} (\Xi^i_{a})_{ij} (\bar{Q}_L)^i (\bar{d}_R)^j,
\]

with \( \nu_a \) corresponding to the Higgs doublet VEVs.

For the up-quark sector, the mass matrix is given as

\[
M_u = \frac{\nu_a}{\sqrt{2}} \begin{bmatrix}
\Delta_{11}^u & \Delta_{12}^u & \Delta_{13}^u \\
\Delta_{21}^u & \Delta_{22}^u & \Delta_{23}^u \\
\Delta_{31}^u & \Delta_{32}^u & \Delta_{33}^u
\end{bmatrix}, \tag{A.6}
\]

whose eigenvalues give rise to the masses of the up, charm and top quarks in the SM. On the other hand, the down-type mass matrix takes the form

\[
M_d = \begin{bmatrix}
\frac{2a_3}{\sqrt{2}} \Gamma_{11}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{12}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{13}^u & \frac{2a_3}{\sqrt{2}} Y_{14}^u & \frac{2a_3}{\sqrt{2}} Y_{15}^u & \frac{2a_3}{\sqrt{2}} Y_{16}^u \\
\frac{2a_3}{\sqrt{2}} \Gamma_{21}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{22}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{23}^u & \frac{2a_3}{\sqrt{2}} Y_{24}^u & \frac{2a_3}{\sqrt{2}} Y_{25}^u & \frac{2a_3}{\sqrt{2}} Y_{26}^u \\
\frac{2a_3}{\sqrt{2}} \Gamma_{31}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{32}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{33}^u & \frac{2a_3}{\sqrt{2}} Y_{34}^u & \frac{2a_3}{\sqrt{2}} Y_{35}^u & \frac{2a_3}{\sqrt{2}} Y_{36}^u \\
\frac{2a_3}{\sqrt{2}} \Gamma_{41}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{42}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{43}^u & \frac{2a_3}{\sqrt{2}} Y_{44}^u & \frac{2a_3}{\sqrt{2}} Y_{45}^u & \frac{2a_3}{\sqrt{2}} Y_{46}^u \\
\frac{2a_3}{\sqrt{2}} \Gamma_{51}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{52}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{53}^u & \frac{2a_3}{\sqrt{2}} Y_{54}^u & \frac{2a_3}{\sqrt{2}} Y_{55}^u & \frac{2a_3}{\sqrt{2}} Y_{56}^u \\
\frac{2a_3}{\sqrt{2}} \Gamma_{61}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{62}^u & \frac{2a_3}{\sqrt{2}} \Gamma_{63}^u & \frac{2a_3}{\sqrt{2}} Y_{64}^u & \frac{2a_3}{\sqrt{2}} Y_{65}^u & \frac{2a_3}{\sqrt{2}} Y_{66}^u
\end{bmatrix},
\]

where \( Q_i^L \) with the flavour index \( i = 1, 2, 3 \) corresponding to three generations of the left-handed SM-like quark SU(2)L doublets that arise from the \( Q_L \) superfield, whereas the SM-like lepton doublets \( L^i \), come from the \( L \) superfield, whose interactions are determined by the superpotential (2.1). Taking into account the representations shown in Table 4, the most general renormalisable Yukawa Lagrangian of the SM-like fermions is given by

\[
\mathcal{L}_Y = (Y^a)^i_j (\bar{Q}_L)^j_i \phi_a + (\Gamma^a)^i_j (\bar{Q}_L)^j_i \phi_a + (\Delta^a)^i_j (\bar{Q}_L)^j_i \phi_a + (\Xi^a)^i_j (\bar{Q}_L)^j_i \phi_a + h.c., \tag{A.2}
\]

A Low-scale LS-SHUT model

Here, we consider a possible low-energy realisation of the Yukawa sector of the LS-SHUT model. The full physical Lagrangian of the model was previously shown in Ref. [24]. Here, we are going to specify the relevant terms that impact the (chiral and vector-like) quark sector. The charges of the SM and the VLQs w.r.t. the SM gauge symmetry are shown in Table 4. Note that, in the low-energy limit of the LS-SHUT, the third generation of the VLQs becomes heavy, and can therefore be integrated out below the scale of Left-Right symmetry breaking [22]. Hence, in Table 4, only two generations of VLQs are considered.

The SU(2)L doublets are defined as

\[
Q^L_i = \begin{bmatrix} u_L \\ d_L \end{bmatrix}^i, \quad L^i = \begin{bmatrix} u_L \\ e_L \end{bmatrix}^i, \quad \phi^i = \begin{bmatrix} \phi^+ \\ \phi^0 \end{bmatrix}^i. \tag{A.1}
\]

Table 4 Quantum numbers of the phenomenologically relevant light SM fermion, light Higgs and VLQ sectors of the LS-SHUT model. Here, \( Q_L \) and \( L \) are the SM quark and lepton left-handed doublets. \( d_R, u_R \) and \( e_R \) are the right-handed down, up and lepton SM singlets, respectively. The new physics is encoded in the last two rows, with \( D_{L,R} \) corresponding to the VLQs and \( \phi \) to the three generations of Higgs doublets containing the SM-like Higgs boson.

| Field  | SU(3)C | SU(2)L | U(1)Y | # of generations |
|--------|--------|--------|-------|----------------|
| \( Q_L \) | 3      | 2      | 1/3   | 3              |
| \( L \)   | 1      | 2      | -1/3  | 3              |
| \( d_R \) | 3      | 1      | -2/3  | 3              |
| \( u_R \) | 3      | 1      | 4/3   | 3              |
| \( e_R \) | 1      | 1      | -2    | 3              |
| \( D_{L,R} \) | 3      | 1      | -2/3  | 2              |
| \( \phi \) | 1      | 2      | 1     | 3              |

Bold values indicate charges of non-abelian SU(3)/SU(2).
B VLQ Feynman rules

In this appendix, we present the relevant Feynman rules, in the mass basis, that contribute to collider analysis in our work. Here, we define $g$ as the $\text{SU}(2)_L$ gauge coupling, $g_s$ as the $\text{SU}(3)_C$ gauge coupling, $\delta_{ab}$ as the Kronecker delta in colour space, $\delta_{ij}$ as the Kronecker delta in generation space and $\lambda$ as the well-known Gell–Mann matrices. The projector operators are defined in the standard way as $P_L = (1 - \gamma_5)/2$ and $P_R = (1 + \gamma_5)/2$. Generation indices run as $i = d, s, b, D, \ldots$ and $j = u, c, t$, where dots denote heavier down-type VLQs ignored in the current analysis. Besides, $V_{\text{CKM}}$ is the extended CKM matrix defined in (2.3).

\begin{align}
\bar{d}_{ia} / \bar{d}_{ia} &= \frac{ig}{\sqrt{2}} \delta_{ab} (V_{\text{CKM}})_{ij} \gamma^\mu P_L \\
\bar{u}_{ib} / \bar{d}_{jb} &= \frac{ig_s}{2} \delta_{ij} (\lambda^c)_{ab} \gamma^\mu P_L - \frac{ig_s}{2} \delta_{ij} (\lambda^c)_{ab} \gamma^\mu P_R
\end{align}

(B. 1, 2)

C Angular and kinematic distributions at the ATLAS detector

See Figs. 7 and 8.
Fig. 7 The dimensionful kinematic distributions (in units of GeV) for pair-production of 800 GeV VLQs. From top to bottom and left to right, we have $p_T(\ell^-)$, $E(\ell^-)$, MET, $p_T(j_1)$, $E(j_1)$, $p_T(j_2)$, $E(j_2)$, $p_T(j_3)$, $E(j_3)$, $p_T(j_4)$, $E(j_4)$, $M_T(W^-)$, $M(W_{jj}^\pm)$, $M_D(MET, \ell^-, j_1)$, $M_D(j_1, j_3, j_4)$, $M_D(j_1, j_2)$, $M(j_1, j_3)$, $M(j_1, j_4)$, $M(j_2, j_3)$, $M(j_2, j_4)$ and $M(j_3, j_4)$. The $y$-axis represents normalised events, and we select 30 bins for both the signal and the background.
Fig. 8 The dimensionless angular distributions for pair-production of 800 GeV VLQs. From top to bottom and left to right, we have $\eta(\ell^-, \ell^+)$, $\phi(\ell^-, \ell^+)$, $\eta(j_1)$, $\phi(j_1)$, $\eta(j_2)$, $\phi(j_2)$, $\eta(j_3)$, $\phi(j_3)$, $\eta(j_4)$, $\phi(j_4)$, $\Delta R(j_1, \ell^-)$, $\Delta R(j_2, \ell^-)$, $\Delta R(j_3, \ell^-)$, $\Delta R(j_4, \ell^-)$, $\Delta R(j_1, j_2)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_4)$, $\Delta R(j_2, j_1)$, $\Delta R(j_2, j_3)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_1)$, $\Delta R(j_3, j_2)$, $\Delta R(j_3, j_4)$, $\Delta R(j_4, j_1)$, $\Delta R(j_4, j_2)$, $\Delta R(j_4, j_3)$, $\Delta R(j_1, \ell^+)$, $\Delta R(j_2, \ell^+)$, $\Delta R(j_3, \ell^+)$, $\Delta R(j_4, \ell^+)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_4)$, $\Delta R(j_2, j_3)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_2)$, $\Delta R(j_1, j_4)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_3)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$, $\Delta R(j_2, j_4)$, $\Delta R(j_3, j_4)$, $\Delta R(j_1, j_3)$, $\Delta R(j_1, j_2)$. The y-axis represents normalised events and we select 30 bins for both the signal and the background.
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