Exactly soluble models for fractional topological insulators in 2 and 3 dimensions
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We construct exactly soluble lattice models for fractionalized, time reversal invariant electronic insulators in 2 and 3 dimensions. The low energy physics of these models is exactly equivalent to a non-interacting topological insulator built out of fractionally charged fermionic quasiparticles. We show that some of our models have protected edge modes (in 2D) and surface modes (in 3D), and are thus fractionalized analogues of topological insulators. We also find that some of the 2D models do not have protected edge modes – that is, the edge modes can be gapped out by appropriate time reversal invariant, charge conserving perturbations. (A similar state of affairs may also exist in 3D). We show that all of our models are topologically ordered, exhibiting fractional statistics as well as ground state degeneracy on a torus. In the 3D case, we find that the models exhibit a fractional magnetoelectric effect.

I. INTRODUCTION

One of the more surprising discoveries of the past decade has been that time-reversal invariant band insulators come in two kinds: topological insulators and trivial insulators. These two families of insulators exist in both two and three dimensional systems. They are distinguished by the fact that the interface of a topological insulator with the vacuum always carries a gapless edge mode (in two dimensions) or surface mode (in three dimensions), while no such protected boundary modes exist for the trivial insulator.

Though much of our current understanding of topological insulators has focused on non-interacting or weakly interacting systems, it is natural to consider the fate of this physics in the presence of strong interactions. Strongly interacting insulators can be divided into two classes: systems that can be adiabatically connected to (non-interacting) band insulators without closing the bulk gap, and those that cannot. In the former case it has been shown (explicitly in 2D, and implicitly in 3D) that the gapless boundary modes of a topological insulator are stable to strong interactions as long as time reversal symmetry and charge conservation are not broken (explicitly or spontaneously). Therefore there is a well-defined notion of interacting topological insulators in systems that are adiabatically connected to band insulators.

Here we will consider the second possibility: strongly interacting, time reversal invariant electron systems whose ground state cannot be adiabatically connected to a band insulator. The same question can be posed: do some of these systems have protected gapless edge modes? This question is particularly interesting in light of the fact that such phases can be fractionalized, leading to a great diversity of possibilities. That is, such phases need not have excitations that resemble electrons; in general, the quasiparticles may have fractional charge and statistics.

Our understanding of these fractionalized insulators is, however, limited. Focusing on the two dimensional case, Ref. 10 analyzed a class of strongly interacting toy models where spin-up and spin-down electrons each form fractional quantum Hall states with opposite chiralities. Ref. 10 concluded that some of these strongly interacting, time reversal invariant insulators have protected edge modes, while some do not. The two kinds of insulators were dubbed “fractional topological insulators” and “fractional trivial insulators” since they are analogous to non-interacting topological and trivial insulators, but they contain quasiparticle excitations with fractional charge and fractional statistics. These models demonstrate that fractionalized analogues of topological insulators are possible in principle, but they do not exhaust all the possibilities for these phases.

In the three dimensional case, even less is known. Refs. 12 and 13 used a parton construction to build time reversal invariant insulators with a fractional magnetoelectric effect. However, this work did not prove that these states have protected surface modes (though Ref. 12 did conjecture that this is the case). Also, Refs. 12 and 13 did not construct a microscopic Hamiltonian realizing these phases—a standard limitation of parton or slave particle approaches.

In this paper, we address both of these issues. First, we construct a set of exactly soluble lattice electron models—a standard limitation of parton or slave particle approaches.
well to more general fractionalized (or unfractiomeded) insulators.

The low energy physics of our models is exactly equiva lent to a non-interacting topological insulator built out of fractionally charged fermions. Surprisingly, however, some of the models do not have protected boundary modes. Specifically, we find that in some 2D models (namely those for which our protected-edge argument breaks down) the edge modes can be gapped out by adding an appropriate time reversal invariant, charge conserving perturbation. In the 3D case, our understanding is more limited: we can prove that some of the models have protected surface modes, but we do not know the fate of the surface modes in the remaining models.

The models that we construct and solve are rather far from describing systems that are presently accessible to experiments. Nevertheless, they are of value for two reasons. First, they allow for a study of matters of principle, such as the existence of fractional topological insulators, their properties and their stability. And second, since the phases we consider are robust to arbitrary deformations of the Hamiltonian that do not close the bulk gap (or break time reversal or charge conservation symmetry), these phases may also be realized by models that are significantly different from the ones discussed here.

The paper is organized as follows. In section II we describe the basic physical picture and summarize our results. In section III we construct models in the 2D case. In section IV we analyze the physical properties of these models, including the structure of the edge modes and the topological order in the bulk. In section V we consider the same models in the 3D case. We then analyze the physical properties of the 3D models in section VI including the structure of the surface modes, the topological order in the bulk, and the nature of the magnetoelectric effect. In the final part of the paper, section VII we investigate whether the boundary modes in our models are robust to arbitrary time reversal invariant, charge conserving perturbations. The Appendix contains some of the more technical calculations. Table I lists the various symbols that we use in the text.

### II. SUMMARY OF RESULTS

This section is aimed at introducing the reader to our exactly soluble models, and to the main results we find by analyzing these models. We will emphasize the physical picture, leaving the detailed calculations to the following sections.

#### A. Constructing exactly soluble models for fractional topological insulators

To obtain candidate fractional topological insulators, we build models with two important properties: (1) fractionally charged fermionic quasiparticles and (2) a topological insulator band structure for these excitations. Our construction has three steps. In the first step we construct lattice boson models with fractionally charged bosonic excitations. In the second step we add electrons to the lattice, and define an electron-boson interaction that binds each electron to fractionally charged fermions. In the third step we construct a hopping term on the lattice that allows the fractionally charged fermion to hop between lattice sites without exciting other degrees of freedom. We then choose the hopping terms so that these fermions have a topological insulator band structure.

The boson models we construct are similar in spirit to the “toric code” model and its \( Z_m \) generalizations.\(^{14} \),

---

**TABLE I.** List of symbols, their description, and the section where they are defined.

| Symbol | Description | Section |
|--------|-------------|---------|
| \( N_{\text{site}} \) | number of sites \( s \) in the lattice | II |
| \( N_{\text{link}} \) | number of links \( \langle ss' \rangle \) in the lattice | II |
| \( N_{\text{plaq}} \) | number of plaquettes \( P \) in the lattice | II |
| \( m \) | integer parameter in boson model | III A |
| \( b^\dagger_s \) | boson creation operator on site \( s \) | III A |
| \( b^\dagger_{ss'} \) | boson creation operator on link \( \langle ss' \rangle \) | III A |
| \( n_s \) | boson occupation number on site \( s \) | III A |
| \( n_{ss'} \) | boson occupation number on link \( \langle ss' \rangle \) | III A |
| \( Q_s \) | cluster charge on site \( s \) in boson model | III A |
| \( B_P \) | ring exchange term on plaquette \( P \) | III A |
| \( \alpha_s \) | sublattice weighting factor for site \( s \) | III A |
| \( U_{ss'} \) | hopping term on link \( \langle ss' \rangle \) | III A |
| \( q_s \) | eigenvalue of \( Q_s \) | III A |
| \( b_P \) | eigenvalue of \( B_P \) | III A |
| \( \langle q_s, b_P \rangle \) | simultaneous eigenstate of \( Q_s, B_P \) | III A |
| \( \langle q_s \rangle \) | simultaneous eigenstate \( \{ q_s, b_P = 1 \} \) | III A |
| \( q_{eh} \) | electric charge of charge excitation | III A |
| \( c^\dagger_{s\sigma} \) | electron creation operator | III B |
| \( n_{s\sigma} \) | electron occupation number | III B |
| \( n_{s\sigma} \) | total number of electrons on site \( s \) | III B |
| \( \tilde{Q}_s \) | cluster charge in electron model | III B |
| \( k \) | integer parameter in electron model | III B |
| \( \tilde{q}_s \) | eigenvalue of \( \tilde{Q}_s \) | III B |
| \( \langle q_s, b_P, n_{s\sigma} \rangle \) | simultaneous eigenstate \( \{ \tilde{Q}_s, B_P, n_{s\sigma} \} \) | III B |
| \( \langle n_{s\sigma}, \text{elec} \rangle \) | electron state with occupation \( n_{s\sigma} \) | III B |
| \( \langle n_{s\sigma} \rangle \) | eigenstate \( \{ q = 0, b = 1, n_{s\sigma} \} \) | III B |
| \( q_{f} \) | electric charge of fermion excitation | III B |
| \( H_{\text{hop}} \) | hopping term for fermion excitations | III C |
| \( t_{ss', \sigma\sigma'} \) | hopping amplitudes for fermions | III C |
| \( d^\dagger_{s\sigma} \) | creation operator for fermions | III C |
| \( \theta_{\alpha, \beta} \) | Mutual statistics of charges and fluxes | IV B |
| \( \theta_{\varepsilon, \beta} \) | Statistics of fermions and fluxes | IV B |
| \( \varepsilon^\dagger \) | smallest charged excitation | VI C |
but are built out of bosonic charged particles whose total charge is conserved. In this sense, these models are a hybrid between the toric code model (which is exactly soluble but not charge conserving) and the fractionalized bosonic insulators of Refs. [15–19] (which are charge conserving, but not exactly soluble).

The construction of the models is based on the following recipe. We consider a system of bosons that live on the sites \( s \) and links \( \langle ss' \rangle \) of a bipartite square (or in 3D, cubic) lattice. We construct a bosonic Hamiltonian composed of two parts: \( H_B = H_1 + H_2 \). Each term has an associated energy scale whose magnitude is of minor significance to our discussion. Both, however, depend on an integer parameter \( m \) which plays a crucial role, as it determines the fractional charge carried by the quasiparticle excitations.

The first term \( H_1 \) is the “charging” Hamiltonian. This term depends only on the number of bosons on each site \( n_s \) and on each link \( n_{ss'} \). Each boson is made of two electrons, of a charge \( e \) each. The charging Hamiltonian assigns different energies to different charge configurations \( \{ n_s, n_{ss'} \} \), by coupling the charge on a site to the charges on the four links neighboring the site. The spectrum of \( H_1 \) is discrete, as expected from a charging Hamiltonian. The spectrum is also highly degenerate, since many charge configurations have the same energy cost. In fact, the number of degenerate eigenstates of the lowest eigenvalue of \( H_1 \) is \( m^{N_{\text{link}}-N_{\text{site}}+1} \) with \( N_{\text{link}} \) being the number of links in the lattice and \( N_{\text{site}} \) being the number of sites.

The second term \( H_2 \) is the “hopping” Hamiltonian. This term makes bosons hop between neighboring lattice sites and links. A crucial aspect of our model is that the two parts are mutually commuting: \[ [H_1, H_2] = 0. \] Thus, the hopping Hamiltonian \( H_2 \) only has matrix elements between degenerate states of the charging Hamiltonian \( H_1 \), and splits the degeneracy for the ground state.

As we want to build an insulator, we need the ground state of \( H_B \) to be separated from the excited states by a finite energy gap. Furthermore, because we want fractionally excited excitations, \( H_B \) must be topologically ordered \(^{20,21} \) (in gapped systems, fractional charge implies the existence of topological order). The presence of topological order means that the degeneracy of the ground state must depend on the topology of the system \(^{22-22} \). More specifically, we need the degeneracy of the ground state to be independent of the system size, and to be different for a system with open and periodic boundary conditions.

The first condition – existence of an energy gap – is guaranteed in our model by having the spectra of the charging Hamiltonian \( H_1 \) and the hopping Hamiltonian \( H_2 \) discrete. Note that this is not a common feature to hopping Hamiltonians. The continuous spectrum of the Josephson Hamiltonian is a representative example to the contrary. To make the spectrum discrete, we need to choose a carefully tailored hopping operator. While a conventional hopping Hamiltonian allows a single particle to hop between two neighboring sites, the hopping term we introduce allows only for a simultaneous correlated hopping of several particles around a single plaquette.

The second condition – a ground state degeneracy that depends on the topology of the system – is a consequence of the way that the hopping Hamiltonian splits the degeneracy of the ground state of the charging Hamiltonian. For example, consider the case of the 2D system defined on a torus. Each of the terms in \( H_2 \) describes hopping around one of the \( N_{\text{plan}} \) plaquettes of the lattice and only one out of \( m^{N_{\text{plan}}-1} \) ground states of \( H_1 \) is also a ground state of \( H_2 \). Thus, the ground state degeneracy of the Hamiltonian \( H_B \) on a torus is \( m^{N_{\text{link}}-N_{\text{site}}-N_{\text{plan}}+2} \). By Euler’s theorem, this number is exactly \( m^2 \). A similar calculation in a 2D open geometry yields a ground state degeneracy of 1. In the 3D case, the analysis is similar. One finds that the ground state degeneracy in a 3D open geometry is again 1, while on a 3D torus it is \( m^3 \).

This counting agrees with the generalized “toric code” model with gauge group \( G = Z_m \) \(^{14} \). The quasiparticle excitations of the boson model are also similar to the \( Z_m \) toric code: there are two types of quasiparticle excitations – “charge” particles and “flux” particles – which are individually bosons but have fractional mutual statistics. Also, like the toric code model, the boson model does not have gapless edge modes. The main difference from the \( Z_m \) toric code model is that the “charge” quasiparticles carry a fractional electric charge, \( 2e/m \).

After constructing the bosonic models, we next introduce single electron degrees of freedom that live on the lattice sites. The electrons couple to the bosons through the charging energy, and the electron-boson coupling is characterized by a second integer parameter \( k \). We design this coupling so that it energetically binds an electron to a composite of \( k \) fractionally charged bosonic quasiparticles, each carrying charge \( 2e/m \). The resulting composite particle then has a fractional charge of \( q = e(1 + 2k/m) \), and follows fermionic statistics. We denote the Hamiltonian of this modified lattice model by \( H_e \).

In order for the composite particle to be a stable degree of freedom, it must be able to hop between lattice sites “in one piece”, i.e. without affecting the other types of excitations. In the final step of the construction, we find a hopping term \( H_{\text{hop}} \) that does just that. We then add \( H_{\text{hop}} \) to the Hamiltonian \( H_e \), choosing the hopping amplitudes so that the composite particles have a band structure of a topological insulator. The energy gap between the bands is a parameter of \( H_{\text{hop}} \), and we assume it to be much smaller than the energy gap of the bosonic excitations.

This construction results in a system of non-interacting fermions of spin-1/2 and charge \( q_f = e(1 + 2k/m) \) in a topological insulator band structure in either two or three dimensions. The smallest charged excitation in the system carries a charge \( e^* = 2e/m \) when \( m \) is even, and a charge of \( e^* = e/m \) when \( m \) is odd. In the former case, this is a bosonic excitation. In the latter, it is a composite of fermionic and bosonic excitations.
B. Properties of the models

1. The two-dimensional case

In two dimensions our models realize quantized spin Hall states, with a pair of gapless edge modes and a spin-Hall conductivity of $\frac{e^2}{h} (1 + \frac{2\pi}{m})$. The topological order characterizing the states originates from the bosonic models underlying them. The ground state degeneracy on a torus is $m^2$. In the bulk there are three types of excitations: the bosonic charge excitation with electric charge $2e/m$, the bosonic flux excitation which is neutral, and the fermion excitation with charge $q_f = e(1 + 2k/m)$. We find the flux excitation to have a non-trivial mutual statistics with the other two types of excitations. When a bosonic charge excitation of charge $2e/m$ winds around a flux excitation, it accumulates a phase of $2\pi/m$. Consequently, when a fermion, which is a composite of an electron and $k$ bosonic charge excitations, winds around a flux particle, it accumulates a phase of $2\pi k/m$.

In certain limits the only active degrees of freedom are those of the fermions at the edge, where a gapless mode exists. The system can then be described as a topological insulator built out of non-interacting fermions of fractional charge $q_f = e(1 + 2k/m)$. In particular, this description holds when the system is driven at low frequencies and long wave lengths by a weak electromagnetic field or when thermodynamical properties are probed at low temperatures. Under these conditions, the system would show a two-terminal conductance of $2q_f^2/h$, the shot noise associated with tunneling between edges would correspond to a charge of $q_f$, and the heat capacity would be linear in temperature and proportional to the system’s circumference, as expected from a 2D topological insulator of non-interacting charge $q_f$ fermions.

When deviating from these conditions, the bosonic degrees of freedom can become active. Examples include the application of a magnetic flux of the order of a flux quantum, $\Phi_0 = \hbar c/e$, per plaquette, the application of bias charges of order of $e/2m$ to particular sites and the application of an electromagnetic field at frequencies that correspond to the gap to bosonic excitations.

2. The three dimensional case

In three dimensions our models are strong topological insulators built out of charge $q_f = e(1 + 2k/m)$ fermions, with a gapless Dirac cone on each surface. When time reversal symmetry is broken on the surface, the models exhibit a surface Hall effect with a fractional Hall conductivity of $q_f^2/2h$. As in the two dimensional case, the topological order in the 3D model originates from the topological order of the underlying bosonic system. The charged excitations carry electric charges of $2e/m$ and $e(1 + 2k/m)$ and are identical to those in the 2D case, but the flux excitation becomes a flux loop rather than the point particle it is in 2D. The ground state degeneracy on a 3D torus is $m^3$. Again, in certain limits the bosonic degrees of freedom may be neglected and the only active degrees of freedom are the fermionic ones. The conditions for these limits to hold are similar to those of the two dimensional case.

The bosonic degrees of freedom are active in several cases, one of which is of particular interest. In a 3D topological insulator of non-interacting electrons, a magnetic monopole in the bulk of the insulator binds a half integer electric charge.$^{12}$ Hence, a monopole/anti-monopole pair – which may be created by a finite-length solenoid carrying a flux quantum $\Phi_0$ and positioned within the bulk – creates an electric dipole with a half-integer electric charge at its ends. In our model we find that such a solenoid leads to a dipole with a charge which is a half-integer multiple of $q_f^2/e$. Unlike the non-interacting case, however, the energy involved in creating the dipole is proportional to its length – indicating that the two ends of the dipole cannot be effectively separated from one another. The two ends of the dipole can be separated only when the flux carried by the solenoid is $e/e^*$ flux quanta. Furthermore, because we could presumably trap any number of additional charge $e^*$ quasiparticles near the ends of the solenoid by adding an appropriate local potential, the only quantity which is independent of microscopic details is the monopole charge modulo $e^*$. Calculating this quantity, we find that the charge at the end of the $(e/e^*)\Phi_0$ solenoid is a half-integer multiple of $e^*$ for the models where $q_f/e^*$ is odd, and an integer multiple of $e^*$ for the models where $q_f/e^*$ is even.

C. The stability of the edge or surface modes

In conventional topological insulators, the edge or surface modes are protected as long as time reversal symmetry and charge conservation are not broken.$^{10}$ If either of these symmetries is broken, e.g. by a Zeeman magnetic field that couples to the electron spin or by a proximity-coupling to a superconductor that allows for Cooper pairs to tunnel into and out of the edge or surface modes, these modes may be gapped. The breaking of time reversal symmetry may be spontaneous rather than explicit, induced for example by the Fock term of electron-electron interaction. The stability of the edge or surface modes to perturbations that do not break these symmetries is the distinguishing feature of topological insulators in 2D and strong topological insulators in 3D.

An important question is whether the phases we study here have protected edge or surface modes similar to conventional topological insulators. We find that some of the models do indeed have edge or surface modes protected by time reversal symmetry and charge conservation, while some do not. (Independent of this difference, all the models are topologically ordered, as demonstrated by their topological ground state degeneracy.)
1. The two dimensional case

In the 2D case, we find that our models conform to the general rule derived in Ref. 10: that is, the edge modes are protected if and only if the ratio \( \sigma_{sH}/e^* \) is odd, where \( \sigma_{sH} \) is the spin-Hall conductivity in units of \( e/2\pi \) and \( e^* \) is the elementary charge in units of \( e \). In our models, this criterion is equivalent to the condition that the ratio \( q_1/e^* \) is odd.

We establish the stability of the edge modes for the models with odd \( q_1/e^* \) by a general flux insertion argument similar to the used in Ref. 10, and establish the instability in the case of even \( q_1/e^* \) by explicitly constructing the perturbations whose combination gaps the edge. This combination is rather interesting. As defined, the models have two fermionic edge modes of opposite chiralities – the bosonic excitations are gapped at the edge. In order to gap the fermionic edge modes, we introduce one perturbation whose role is to close the gap of the bosonic excitations at the edge, and then two additional perturbations that couple the bosonic and fermionic modes, gapping them both.

For the closure of the bosonic gap at the edge we apply a perturbation aimed at turning the edge of the bosonic system from an insulator into a superfluid. The natural way of doing that is by introducing a hopping Hamiltonian that allows fractionally charged bosonic excitations at the edge to hop from one site to another. When the hopping term is strong enough it can overcome the charging term described by \( H_1 \), thereby closing the gap at the edge. As for the perturbations that couple the bosons and the fermions at the edge, the first such perturbation breaks a spinless boson of charge \( 2e \) into two electrons of opposite spin directions on the same lattice site. The second of these perturbations flips the direction of an integer number of electrons’ spins, while simultaneously operating on the flux degrees of freedom on the edge. Both of these perturbations make use of the bosonic degrees of freedom and therefore do not have analogues in non-interacting electron systems.

2. The three dimensional case

Just as in the 2D case, we find that the 3D models with odd \( q_1/e^* \) have protected surface modes. We establish this result using a 3D generalization of the flux insertion argument of Ref. 10. We note that this argument is of interest beyond the particular models discussed here, and can be applied to more general fractionalized and conventional insulators. Unlike the 2D case, we are not able to determine the stability of the surface modes for the models with even \( q_1/e^* \). Addressing this question requires either the construction of specific perturbations that gap out the surface, or an argument proving that the surface modes are protected.

III. LATTICE MODELS FOR 2D FRACTIONAL TOPOLOGICAL INSULATORS

A. Step 1: 2D lattice boson models with fractional charge

In this section we describe a collection of exactly soluble lattice boson models with fractionally charged excitations—one for each integer \( m \geq 2 \). The models can be defined on any bipartite lattice in 2 or higher dimensions. Here, for simplicity, we will focus on the case of the square lattice. Later, when we construct 3D models, we will consider the cubic lattice case.

The basic degrees of freedom in these models are charge \( 2e \) spinless bosons which live on the sites \( s \) and links \( \langle ss' \rangle \) of the square lattice. We denote the boson creation operators on the sites and links by \( b^\dagger_s \) and \( b^\dagger_{ss'} \) and the corresponding boson occupation numbers by \( n_s \) and \( n_{ss'} \). The Hamiltonian \( H_B \) can be written as a sum of two terms, one associated with sites \( s \), and the other associated with plaquettes \( P \) of the square lattice (Fig. 1):

\[
H_B = H_1 + H_2 = V \sum_s Q_s^2 - \frac{u}{2} \sum_P (B_P + B_P^\dagger)
\]  

(1)

We will take \( u, V > 0 \) but otherwise arbitrary. The \( Q_s \) term is a “cluster charge” term which measures the total charge on the site \( s \) and the four neighboring links \( \langle ss' \rangle \) with appropriate weighting factors. It is defined as the sum

\[
Q_s = \alpha_s \sum_{s'} n_{ss'} + m \cdot n_s
\]  

(2)

where

\[
\alpha_s = \begin{cases} 
1 & \text{if } s \in A \\
0 & \text{otherwise}
\end{cases}
\]

(3)

FIG. 1. In the lattice boson model, bosons live on both the sites \( s \) and links \( \langle ss' \rangle \) of the square lattice. The Hamiltonian \( H_B \) is a sum of a \( Q_s \) term, which acts on four sites \( \langle ss' \rangle \) and one site \( s \), and a \( B_P \) term, which acts on the four sites and links adjacent to a plaquette \( P \). The \( B_P \) term is a product of four link operators \( U_{ss'} \) which each act on the sites \( s, s' \) and the link \( \langle ss' \rangle \).
and $A$ and $B$ are the two sublattices of the square lattice. Since $V$ is positive, $VQ^2$ describes a short range repulsive interaction between the bosons. This interaction breaks the sublattice symmetry between the $A$ and $B$ sublattices, except in the case $m = 2$. The $B_P$ term can be thought of as a ring exchange term. It is defined as the product
\[ B_P = U_{12}U_{23}U_{34}U_{41} \tag{4} \]
where $U_{ss'}$ is a boson hopping term on the link $\langle ss' \rangle$:
\[ U_{ss'} = (b^\dagger_s)^{\alpha_s-1}b^\dagger_{ss'} b^{\alpha_{s'}} + b^{\alpha_s-1}b_s \left( b^\dagger_{ss'} \right)^{\alpha_s}. \tag{5} \]
The hopping term $U_{ss'}$ describes processes where bosons hop from the sites $s, s'$ to the link $\langle ss' \rangle$ and vice versa. It is designed so that it has two special properties. First, $U_{ss'}$ changes the number of bosons on the site at the center of the link $\langle ss' \rangle$ by $\pm 1 \pmod{m}$ with the + sign when $s \in B$ and the – sign when $s \in A$. This change is compensated by a corresponding increase or decrease in the number of bosons in the two neighboring sites $s, s'$ so that the total number of bosons is conserved. Second, $U_{ss'}$ decreases the cluster charge $Q_s$ by 1 and increases the cluster charge $Q_{s'}$ by 1 and doesn’t affect the charge on any other site:
\[ [Q_s, U_{ss'}] = (\delta_{ss'} - \delta_{ss''})U_{ss'} \tag{6} \]
An important consequence of this relation is that $Q_s$ commutes with the product of $U_{ss'}$ around any set of closed loops, and in particular,
\[ [Q_s, B_P] = 0 \tag{7} \]
Equation (7) is at the root of why our system is an insulator: the $B_P$ operator has no effect on the cluster charges $Q_s$ and hence does not provide for the long-distance transport of electric charge.

The final component of the model is our definition of the boson creation operators $b^\dagger_s$, $b^\dagger_{ss'}$. For the site bosons $b^\dagger_s$, we use a rotor representation, letting $b^\dagger_s = e^{i\theta_s}$ with $[\theta_s, n_s] = i$. The boson occupation number on the sites can therefore be any integer, $n_s \in (-\infty, \infty)$. On the other hand, we take the link bosons $b^\dagger_{ss'}$ to be a kind of generalized hard-core boson, restricting the boson occupation number to $n_{ss'} \in \{0, 1, ..., m - 1\}$, and defining $b^\dagger_{ss'}$ to be the $m \times m$ matrix
\[ b^\dagger_{ss'} = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ 0 & 0 & 0 & \cdots & 0 \end{pmatrix} \tag{8} \]
when written in the normalized number basis $\{|m - 1\rangle, ..., |0\rangle\}$ on the link $\langle ss' \rangle$. We note that while these generalized hard-core bosons are unconventional, they can arise as an effective description of a conventional boson system in an appropriate limit. For example, if the number of bosons on the link $\langle ss' \rangle$ is very large but is restricted to a set of $m$ contiguous values $\{N, N + 1, ..., N + m - 1\}$ by appropriate energetics, then the above definition of $b^\dagger_{ss'}$ becomes a good approximation to conventional bosons (up to an overall normalization factor). To summarize, the full Hilbert space for our model is spanned by the occupation number states $|n_s, n_{ss'}\rangle$ with $n_s \in (-\infty, \infty)$ and $0 \leq n_{ss'} \leq m - 1$.

1. Solving the boson model

We will now show that the Hamiltonian (1) is exactly soluble, and compute its exact energy spectrum. We are already part way there, having established that $Q_s, B_P$ commute with each other (1). Next, we note that
\[ [U_{ss'}, U_{rr'}] = 0, \quad U^{-1}_{ss'} = U_{ss'} = U_{ss'} \tag{9} \]
from which it follows that
\[ [B_P, B_P'] = [B_P, B^\dagger_P] = 0 \tag{10} \]
Combining these results with the obvious relation
\[ [Q_s, Q_s'] = 0, \tag{11} \]
we conclude that $\{Q_s, B_P, B^\dagger_P\}$ all commute, and therefore can be diagonalized simultaneously.

The simultaneous eigenstates of these operators can be labeled as $|q_s, b_P\rangle$, where
\[ Q_s|q_s, b_P\rangle = q_s|q_s, b_P\rangle \]
\[ B_P|q_s, b_P\rangle = b_P|q_s, b_P\rangle \]
\[ B^\dagger_P|q_s, b_P\rangle = b^\dagger_P|q_s, b_P\rangle \tag{12} \]
The corresponding energies are
\[ E = V \sum_s q_s^2 - \frac{u}{2} \sum_P (b_P + b^\dagger_P) \tag{13} \]
It is clear from the definition (2) that $Q_s$ has integer eigenvalues so $q_s$ is an integer. Similarly, using the fact that $U_{ss'}$ changes the occupation number $n_{ss'}$ by $\pm 1 \pmod{m}$, we can show that
\[ B^m_P = 1 \tag{14} \]
so $b_P$ must be a $m$th root of unity. This relation guarantees what we promised in section III: the spectrum of $H_2$ is discrete.

The only remaining question is to determine the degeneracy of each of the $q_s, b_P$ eigenspaces. This degeneracy depends on the geometry we consider. We first consider the case of a rectangular piece of square lattice with open boundary conditions (Fig. 2(a)). We show in Appendix
loop excitations cost an energy of \( u \) and \( V \), respectively. The number basis is given by the fractional angular momentum \( \varphi \). There are two types of elementary excitations: charge excitations cost an energy of \( u \), while the flux excitations cost an energy of \( V \).

A.1 In this geometry, there is a unique eigenstate for each collection of \( \{q_s, b_P\} \) satisfying the global constraint

\[
\sum_s q_s \equiv 0 \pmod{m} \tag{15}
\]

In other words, \( \{q_s, b_P\} \) are independent and complete quantum numbers, except for this single global constraint. A similar result holds for a (periodic) torus geometry (Fig. 2(b)). In this case, we find that there are \( m^2 \) states for each collection of \( \{q_s, b_P\} \) satisfying \( \sum_s q_s \equiv 0 \pmod{m} \), as well as the additional constraint \( \prod_P b_P = 1 \) (see Appendix A.2). This degeneracy is a consequence of the fact that the system is topologically ordered (see Section IV B). Below we will focus exclusively on the open boundary condition geometry, unless otherwise indicated.

Putting this all together, we conclude that the ground state of (1) is the unique state with \( q_s = 0, b_P = +1 \) everywhere. There are two types of elementary excitations: “charge” excitations where \( q_s = 1 \) for some site \( s \), and “flux” excitations where \( b_P = e^{2\pi i / m} \) for some plaquette \( P \). The total number of charge excitations, in the bulk and edge together, must sum up to 0 modulo \( m \). The charge excitations cost an energy of \( V \), while the flux loop excitations cost an energy of \( u(1 - \cos(2\pi / m)) \). In particular, as long as \( u, V > 0 \), then the ground state is gapped.

2. Fractional charge in the boson model

An important property of the boson model (1) is that the charge excitations carry fractional electric charge \( q \) such that \( q = 2e/m \). We can derive this result by explicitly calculating the electric charge distribution in these states. Consider an eigenstate \( |q_s, b_P \rangle \equiv |q_s, b_P = 1 \rangle \) with some arbitrary configuration of charges \( \{q_s\} \), and with no fluxes. It is straightforward to show that the (un-normalized) microscopic wave function for this state in the occupation number basis is given by

\[
|n_{ss'}, n_s \rangle = \begin{cases} 1 & \text{if } \alpha_s \sum_{s'} n_{ss'} + mn_s = q_s \text{ for all } s \\ 0 & \text{otherwise} \end{cases} \tag{16}
\]

(Again, to be precise, this wave function applies to a system with open boundary conditions). This wave function has a nice property: if we were to measure the occupation number \( n_{ss'} \) on any link \( \langle ss' \rangle \), then we would find each of the \( m \) possible values, \( n_{ss'} = 0, 1, \ldots, m - 1 \), with equal probability, \( 1/m \). This is true on every link \( ss' \), independent of the configuration of charges \( \{q_s\} \). It follows that the expectation value of \( n_{ss'} \) in the state \( |q_s \rangle \) is

\[
\langle n_{ss'} \rangle_{q_s} = \frac{0 + 1 + \ldots + m - 1}{m} = \frac{m - 1}{2} \tag{17}
\]

Using this result, together with the constraint \( \alpha_s \sum_{s'} n_{ss'} + mn_s = q_s \), we deduce

\[
\langle n_s \rangle_{q_s} = \frac{m}{m} q_s - \alpha_s (m - 1)/2 \tag{18}
\]

where \( z \) is the coordination number of lattice (\( z = 4 \) for the square lattice).

We are now in a position to compute the fractional charge \( q \). Consider the case of an isolated charge excitation—that is, a state where \( q_s = 1 \) at some site \( s_0 \) and \( q_s = 0 \) at all nearby sites. Denote this state by \( |q_{s_0} \rangle \). Similarly, consider an eigenstate \( |q_{s_0} = 0 \rangle \) where \( q_s = 0 \) at \( s_0 \) and at all nearby sites. Then the electric charge \( q \) carried by the excitation is given by the difference in expectation values

\[
q = 2e \left[ \langle N_S \rangle_{1} - \langle N_S \rangle_{0} \right] \tag{19}
\]

where \( N_S \) is an operator which measures the total number of bosons in some large area \( S \) containing \( s_0 \):

\[
N_S = \sum_{s \in S} n_s + \sum_{s, s' \in S} n_{ss'} \tag{20}
\]

Using the above results (17-18) we derive

\[
\langle n_{ss'} \rangle_{1} - \langle n_{ss'} \rangle_{0} = 0
\]

\[
\langle n_s \rangle_{1} - \langle n_s \rangle_{0} = \delta_{s, s_0} \tag{21}
\]

implying that \( q = 2e/m \). Furthermore, we can see from these expressions that this charge is perfectly localized to the site \( s_0 \). This perfect localization is specific to the exactly soluble model: in a generic gapped system we expect excitations to have a finite size of order the correlation length.

Alternatively, we can derive the fractional charge using a simple identity: for any set of sites \( S \) in the square lattice, we have the relation

\[
\sum_{s \in S} Q_s = m \left[ \sum_{s \in S} n_s + \sum_{s, s' \in S} n_{ss'} \right] + \sum_{s \in S, s' \in S} \alpha_s n_{ss'} \tag{22}
\]
Taking expectation values of both sides in the two states \( |q_s = 1, q_s = 0 \rangle \), and subtracting gives

\[
\langle N_S' \rangle_1 - \langle N_S \rangle_0 = \frac{1}{m} - \sum_{s \in S, s' \in \bar{S}} \alpha_s [\langle n_{ss'} \rangle_1 - \langle n_{ss'} \rangle_0] \tag{23}
\]

To complete the calculation, we note that the second term on the right-hand side vanishes in the limit that \( S \) becomes large, since in that case, the sum only involves links \( ss' \) that are far from \( s_0 \), and the excess charge \( \langle n_{ss'} \rangle_1 - \langle n_{ss'} \rangle_0 \) must vanish at large distances from \( s_0 \). It follows that \( q_{ch} = 2e/m \), as claimed.

### B. Step 2: 2D lattice electron models with fractional charge

We are now ready to construct a model with fractionally charged spin-1/2 fermionic quasiparticle excitations. We accomplish this task by modifying the lattice boson model \( \{1\} \) and coupling the bosons to additional (unpaired) electron degrees of freedom.

The Hilbert space for this modified model is very similar to the boson model, except that we introduce an additional spin-1/2 electron degree of freedom at each lattice site \( s \). In addition, we now think of the lattice bosons as being charge \( 2e \), spin-singlet pairs of electrons. This microscopic picture for the bosons is important conceptually because ultimately we want a model for a fractional topological insulator which is constructed out of electron degrees of freedom.

We will denote the creation and annihilation operator for the (unpaired) electrons by \( c_{s\sigma}^\dagger, c_{s\sigma} \), and their occupation number by \( n_{s\sigma} \). We will use \( n_{s,e} \) to denote the total number of the (unpaired) electrons on site \( s \):

\[
n_{s,e} = \sum_{\sigma} n_{s\sigma} = \sum_{\sigma} c_{s\sigma}^\dagger c_{s\sigma} \tag{24}
\]

Later, we will be interested in models with multiple orbitals on each lattice site \( s \). In that case, we will let \( \sigma \) include both the spin and orbital degrees of freedom.

In this notation, the Hamiltonian \( H_e \) for the electron model is a sum of three terms:

\[
H_e = V \sum_s \tilde{Q}_s^2 - \frac{u}{2} \sum_p (B_p + B_p^\dagger) - \mu \sum_{s\sigma} n_{s\sigma} \tag{25}
\]

where

\[
\tilde{Q}_s = Q_s - k \cdot n_{s,e} \tag{26}
\]

and \( B_p, Q_s \) are defined as in Eq. (24). We will take \( V, u > 0 \), but will consider both positive and negative \( \mu \), and arbitrary integer \( k \).

#### 1. Solving the electron model

The electron model \( \{25\} \) can be solved in the same way as the original boson model. Just as before,

\[
[\tilde{Q}_s, \tilde{Q}_{s'}] = [B_p, B_p^\dagger] = [B_p, B_{p'}^\dagger] = [\tilde{Q}_s, B_p] = 0 \tag{27}
\]

Also, it is clear that

\[
[\tilde{Q}_{s'}, n_{s\sigma}] = [B_p, n_{s\sigma}] = 0 \tag{28}
\]

Hence, we can simultaneously diagonalize \( \{\tilde{Q}_s, B_p, B_p^\dagger, n_{s\sigma}\} \). Let \( |\tilde{q}_s, b_p, n_{s\sigma}\rangle \) denote the simultaneous eigenstates, where \( q_s \) is an integer, \( b_p \) is a \( m \)-th root of unity, and \( n_{s\sigma} = 0, 1 \). The corresponding energies are:

\[
E = V \sum_s \tilde{q}_s^2 - \frac{u}{2} \sum_p (b_p + b_p^\dagger) - \mu \sum_{s\sigma} n_{s\sigma} \tag{29}
\]

By our analysis of the lattice boson model, we know that there is a unique state for each choice of \( \tilde{q}_s, b_p, n_{s\sigma} \) satisfying the global constraint

\[
\sum_s \tilde{q}_s + k \sum_{s\sigma} n_{s\sigma} \equiv 0 \pmod{m} \tag{30}
\]

(again, we are assuming a geometry with open boundary conditions).

Putting this all together, and taking \( \mu < 0 \) for simplicity, we conclude that the ground state is the unique state \( \tilde{q}_s = 0, b_p = 1, n_{s\sigma} = 0 \). The system has three types of elementary excitations: “charge” excitations with \( \tilde{q}_s = 1 \) for some site \( s \), “flux” excitations where \( b_p = e^{i2\pi/s} \) on some plaquette \( p \), and spin-1/2 “fermion” excitations, where \( n_{s\sigma} = 1 \) for some site \( s \) and spin \( \sigma = \uparrow, \downarrow \) . The charge excitations cost an energy of \( V \), the flux excitations cost an energy of \( u(1-\cos(2\pi/m)) \), and the fermion excitations cost energy \( -\mu \). In particular, as long as \( u, V > 0 \) and \( \mu < 0 \), the ground state is gapped.

#### 2. Fractional charge in the electron model

Our next task is to show that the fermion excitations carry fractional charge. To do this, we first need to introduce some notation. Let \( |n_{s\sigma}, elec\rangle \) denote the electron occupation basis state

\[
|n_{s\sigma}, elec\rangle = \prod_s (c_{s\sigma}^\dagger)^{n_{s\sigma}} |0\rangle \tag{31}
\]

where \( |0\rangle \) is the empty state. Also, let \( \{n_{s\sigma}, n_{e}\} \) denote the boson occupation state defined in section \( \{III\} \). A complete basis for the Hilbert space of the electron model is given by tensor product states \( |n_{s\sigma}, elec\rangle \otimes |n_{s\sigma}, n_{e}\rangle \).

In addition to these general basis states, we will also find it useful to think about the set of eigenstates \( |n_{s\sigma}\rangle \equiv |\tilde{q}_s = 0, b_p = 1, n_{s\sigma}\rangle \) made up of some arbitrary configuration of fermions \( \{n_{s\sigma}\} \) with no charge or flux excitations. (To construct these states we must impose the global constraint \( \sum_{s\sigma} n_{s\sigma} \equiv 0 \pmod{m} \)). The microscopic wave function for these states is given by

\[
|n_{s\sigma}\rangle = |n_{s\sigma}, elec\rangle \otimes |\tilde{q}_s = kn_{s,e}\rangle \tag{32}
\]
where $|q_s\rangle$ are the boson eigenstates defined in \(10\).

In order to compute the fractional charge carried by the fermion, it suffices to consider a state with an isolated fermion excitation— that is, suppose $n_{s\sigma} = 1$ at some site $s_0$ and $n_{s\sigma}$ vanishes at all nearby sites. Denote this state by $|n_{s\sigma} = 1\rangle$. According to the definition \(22\), this state is a tensor product of an electron state and a boson state:

$$|n_{s\sigma} = 1\rangle = |n_{s\sigma} = 1, elec\rangle \otimes |q_{s_0} = k\rangle \quad (33)$$

We can see that $|n_{s\sigma} = 1, elec\rangle$ consists of a single spin-$\sigma$ electron at site $s_0$, while $|q_{s_0} = k\rangle$ corresponds to $k$ “charge” excitations at site $s_0$. Thus, the fermion excitation is a composite particle made of an electron and $k$ charge excitations. To compute the total charge of the fermion, we need to add together the contributions coming from these two pieces. By our analysis of the fractional charge in the bosonic model, we know that each charge excitation carries charge $2e/m$. On the other hand, the electron clearly has charge $e$. Adding together these two contributions, we conclude that the fermion excitation has charge

$$q_{\text{f}} = e(1 + 2k/m) \quad (34)$$

3. **Time reversal symmetry and the electron model**

To construct candidate fractional topological insulators, it will be important to understand how the fermionic excitations in our model transform under time reversal. We use the usual convention for $T$, where the electron creation operators transform according to:

$$T : c_{s\uparrow} \rightarrow c_{s\uparrow}^\dagger, c_{s\downarrow} \rightarrow -c_{s\downarrow}^\dagger \quad (35)$$

In this convention, the bosons in \(25\) transform trivially, since they are spin singlet pairs of electrons:

$$b_{s\sigma}' \rightarrow b_{s\sigma}', b_s \rightarrow b_s' \quad (36)$$

Applying these transformation laws, we see that the fermion excitations transform like spin-1/2 electrons.

C. **Step 3: Building candidate 2D fractional topological insulators**

In the last two sections, we have shown that the fermionic excitations of the electron model \(25\) carry spin-1/2 and transform under time reversal just like electrons. In fact, they are virtually indistinguishable from electrons except for the fact that they carry fractional charge $q_{\text{f}}$ \(24\). Given these properties, it is easy to build a candidate fractional topological insulator: we simply put the fractionally charged fermions into a non-interacting topological insulator band structure. We accomplish this by adding a new term to the electron Hamiltonian $H_e$

$$H = H_e + H_{\text{hop}}$$

$$= \left(V \sum_s \tilde{Q}_s^2 - \frac{u}{2} \sum_p (B_P + B'_P) - \mu \sum_{s\sigma} n_{s\sigma}\right) + H_{\text{hop}} \quad (37)$$

where

$$H_{\text{hop}} = - \sum_{<s,s'>} (t_{ss'\sigma\sigma'} c_{s\sigma}^\dagger c_{s'\sigma} U_{ss'}^{k} + \text{h.c.}) \quad (38)$$

and $\tilde{Q}_s, B_P, U_{ss'}$ are defined as before. The new term $H_{\text{hop}}$ gives an amplitude for the fermion excitations to hop from site to site without affecting any of the other degrees of freedom, as we now show. We will assume that $t_{ss'\sigma\sigma'} \ll u, V$ so that the bandwidth of the fermion excitations is much smaller than the gap to the bosonic excitations.

We can understand the effect of $H_{\text{hop}}$ by computing the matrix elements of this operator between different eigenstates of $H_e$,

$$\langle q_{s_0}', b_P', n_{s\sigma}' | H_{\text{hop}} | q_s, b_P, n_{s\sigma}\rangle \quad (39)$$

This computation is considerably simplified by the fact that

$$[\tilde{Q}_s, H_{\text{hop}}] = [B_P, H_{\text{hop}}] = 0 \quad (40)$$

implying that the matrix elements are only nonzero when $q_{s_0}' = q_s$, and $b_P' = b_P$. In what follows, we specialize to the $q_{s_0} = q_s' = 0, b_P = b_P' = 1$ case, since these are the lowest energy states and this is all we will need to understand the low energy physics. These states contain only fermions and no other excitations. As in \(32\), we will denote a state with some arbitrary configuration of fermions $\{n_{r\tau}\}$ using the abbreviated notation $|n_{r\tau}\rangle = |q_r = 0, b_P = 1, n_{r\tau}\rangle$ (Here $r$ labels the sites of the lattice, while $\tau = \uparrow, \downarrow$ labels the two possible spin states). To find the matrix elements $\langle n_{r\tau}' | H_{\text{hop}} | n_{r\tau}\rangle$, we write

$$c_{s\sigma}^\dagger c_{s\sigma} U_{ss'}^k |n_{r\tau}\rangle = c_{s\sigma}^\dagger c_{s\sigma} |n_{r\tau}, \text{elec}\rangle \otimes U_{ss'}^k |q_r = kn_{r\tau}, \text{elec}\rangle \quad (41)$$

and then analyze each of these two pieces in turn. Using the explicit form of $|q_r\rangle$ \(10\), we find

$$U_{ss'}^k |q_r\rangle = |q_{r}'\rangle \quad (42)$$

where

$$q_{r}' = q_r - k\delta_{r_\sigma} + k\delta_{r_\sigma'} \quad (43)$$

Similarly, we have

$$c_{s\sigma}^\dagger c_{s\sigma} |n_{r\tau}, \text{elec}\rangle = \pm |n_{r\tau}', \text{elec}\rangle \quad (44)$$

where

$$n_{r\tau}' = n_{r\tau} - \delta_{r_\sigma}\delta_{\sigma\tau} + \delta_{r_\sigma} \delta_{\sigma\tau} \quad (45)$$
and the ± sign depends on the ordering of the electron creation and annihilation operators in Eq. (31). Combining these two results with (41), we derive

$$e^i e_\sigma t_{ss'}^k |n_{rr}\rangle = \pm |n'_{rr}\rangle \otimes |q'_{rr}\rangle \equiv \pm |n'_{rr}\rangle$$  \hspace{1cm} (46)

where $n'_{rr}$ is defined as in (45). This relation establishes what we promised earlier: $H_{\text{hop}}$ gives an amplitude for the fermion excitations to hop from site to site, but does not affect the other types of excitations. (We should not take these properties for granted: for example, if we had not included the operator $U_{ss'}^k$ in the definition of $H_{\text{hop}}$, then $H_{\text{hop}}$ would have affected the bosonic charge excitations.)

Denoting the creation operators for the fermion excitations by $d^\dagger_{ss}$, we conclude that the matrix elements of $H_{\text{eff}}$ within the low energy $\tilde{q}_s = 0$, $b_p = 1$ subspace are given by the free fermion Hamiltonian

$$H_{\text{eff}} = - \sum_{\langle ss' \rangle} (t_{ss'} \sigma \sigma') d^\dagger_{ss'} d_{ss'} + h.c. \right) - \mu \sum_{ss} d^\dagger_{ss} d_{ss}$$  \hspace{1cm} (47)

To complete the construction, we choose the hopping amplitudes $t_{ss'} \sigma \sigma'$ and the chemical potential $\mu$ so that $H_{\text{eff}}$ is a non-interacting topological insulator. The low energy physics is then described by a topological insulator built out of fractionally charged fermions.

There are many possible choices for $t_{ss'} \sigma \sigma'$, but to be concrete we will focus our discussion on the following
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To complete the construction, we choose the hopping amplitudes $t_{ss'} \sigma \sigma'$ and the chemical potential $\mu$ so that $H_{\text{eff}}$ is a non-interacting topological insulator. The low energy physics is then described by a topological insulator built out of fractionally charged fermions.

There are many possible choices for $t_{ss'} \sigma \sigma'$, but to be concrete we will focus our discussion on the following tight binding model on the square lattice[26]. We consider a model with two orbitals, whose hopping matrix elements are related by time reversal symmetry: letting $(\sigma, \sigma')$ denote the fermion spin, and $(1, 2)$ denote the orbital index, we have:

$$t_{ss'} \sigma \sigma', 1 = t^*_{ss'} \sigma \sigma', 2$$  \hspace{1cm} (48)

and there is no hopping matrix element connecting the two orbitals. For each spin, the hopping matrix elements for orbital 1 are:

$$t_{ss'} \sigma \sigma', 1 = \sum_{\vec{e}_i = \pm} \delta_{\vec{x}, \vec{y}} \delta_{\vec{z}, \vec{t}} (t \sigma_z + i \lambda \sigma_i) + \delta_{\vec{x}, -\vec{y}, \vec{t}} (\kappa - 2) \sigma_z$$

$$\mu = 0$$  \hspace{1cm} (49)

where $\sigma_{x,y,z}$ are Pauli matrices acting on the spin indices. Here $t$ parametrizes the spin-independent hopping terms, and $\lambda$ is a spin-orbit coupling constant. The constant $\kappa$ sets the band gap at the momenta $(0, 0), (\pm \pi, 0), (0, \pm \pi)$; in the regime $0 < \kappa < 2$, the model is in a topologically insulating phase.

In addition to being a topological insulator, the model [49] conserves the total $z$ component of the spin. The ground state consists of a filled spin-up band with Chern number $\nu = +1$, and a filled spin-down band with Chern number $\nu = -1$. As a result, the model exhibits a spin-Hall conductivity of

$$\sigma_{SH} = \frac{\eta}{2\pi}$$  \hspace{1cm} (50)

D. Effect of an electromagnetic field

In this section, we investigate the response of the fractionalized insulator [47] to an applied electromagnetic field. We show that for weak, slowly varying fields, the model behaves like a non-interacting system of fractionally charged fermions. On the other hand, for stronger fields, we find that other, non-fermionic, degrees of freedom contribute to the response.

The first step is to understand how to incorporate a vector potential $A$ into the Hamiltonian. As the model [47] contains charged bosons that live on links of the lattice in addition to those that live on the sites, we define a lattice vector potential $A_s, 1, A_{ss'}, 2$ for each of the two halves of each link $\langle ss' \rangle$ (see Fig. 3). The hopping operator $U_{ss'}$ is then

$$U_{ss'} = (b^\dagger_s)^{\alpha_s - 1} b^\dagger_\sigma s \sigma e^{2ie(1 - \alpha_s)A_1 e^{2ieA_2}}$$

$$+ b^{\alpha_{s'} - 1}_s b^\dagger_\sigma s \sigma e^{2ie(1 - \alpha_{s'})A_2 e^{2ieA_1}}$$  \hspace{1cm} (51)

We can simplify this expression with the help of the unitary transformation

$$W_A = \exp \left[ - \frac{2ie}{m} \sum_{\langle ss' \rangle} n_{ss'} \cdot (\alpha_s A_{ss', 1} - \alpha_{s'} A_{ss', 2}) \right]$$

A little algebra shows that

$$W_A U_{ss'} W_A^{-1} = \left[ (b^\dagger_s)^{\alpha_s - 1} b^\dagger_\sigma s \sigma + b^{\alpha_{s'} - 1}_s b^\dagger_\sigma s \sigma \right] e^{i \frac{\pi}{2} A_{ss'}}$$  \hspace{1cm} (52)

where $A_{ss'} = A_{ss', 1} + A_{ss', 2}$ is the total vector potential on the link $\langle ss' \rangle$. In retrospect, this expression is to be expected as $U_{ss'}$ hops a charge $2e/m$ from $s$ to $s'$, and as such, should be multiplied by a phase factor $e^{2ieA_{ss'}/m}$ in the presence of an electromagnetic vector potential. Substituting this expression into $H$ [47], we find that the Hamiltonian can be written as

$$H_{\text{hop}} = - \sum_{\langle ss' \rangle} (t_{ss'}^k e^{iq_s A_{ss'}} e^{\frac{1}{2} k_s^2} U_{ss'}^k)$$

$$+ \mu \sum_{ss} d^\dagger_{ss} d_{ss} + H_{\text{hop}}$$  \hspace{1cm} (53)

where $Q_s, B_p, U_{ss'}$ are defined as in the $A = 0$ case.

We now analyze this Hamiltonian in several cases. First, we consider the case where $A$ is time independent and the flux $\phi_P$ through each plaquette is small compared with a unit flux quantum. We proceed by simultaneously diagonalizing $\{Q_s, B_p, B^\dagger_j, n_{ss} \}$, denoting the eigenstates by $|q_s, b_p, n_{ss}\rangle$. We then define rotated states

$$|q_s, b_p, n_{ss}, A_{ss'} \rangle = W_A |q_s, b_p, n_{ss}\rangle$$  \hspace{1cm} (55)
We note that in the absence of the fermion hopping term $H_{\text{hop}}$, these states are exact eigenstates of $H$ with energies

$$E = V \sum_s \langle \tilde{q}_s \rangle^2 - \frac{\mu}{2} \sum_P \left( b_P e^{2i\phi_P/m} + b_P^* e^{-2i\phi_P/m} \right)$$

$$- \mu \sum_{s\sigma} n_{s\sigma}$$  \hspace{1cm} (56)

When the flux $\phi_P$ is small (specifically, $|\phi_P| < \Phi_0/4$), the lowest energy states are those with $\tilde{q}_s = 0, b_P = 1$. We will denote these (purely fermionic) states using the abbreviated notation

$$|n_{\tau\tau}, A_{ss'}\rangle \equiv W_A |\tilde{q}_s = 0, b_P = 1, n_{\tau\tau}\rangle$$  \hspace{1cm} (57)

To obtain the low energy effective Hamiltonian $H_{\text{eff}}$, we project $H$ to the subspace spanned by these states. By the calculation in the previous section, the matrix elements of $H$ within this subspace are given by

$$H_{\text{eff}} = -\mu \sum_{s\sigma} d_{s\sigma}^\dagger d_{s\sigma} + h.c.$$  \hspace{1cm} (58)

This result proves that the model behaves like a non-interacting system of fractionally charged fermions, even in the presence of a weak, time independent vector potential $A$.

In fact, the low energy effective Hamiltonian (58) is also valid for a weak, time dependent $A$, as long as $A$ varies slowly compared with the energy gap $u, V$ of the bosonic excitations. One way to derive this result is to note that when $A$ is slowly varying, we can make an adiabatic approximation and can assume that the system always remains in the instantaneous low energy subspace spanned by the fermion states $|n_{\tau\tau}, A_{ss'}\rangle$. The time evolution is therefore described by projecting the Hamiltonian (53) to the instantaneous low energy subspace, and we again obtain the low energy effective Hamiltonian $H_{\text{eff}}$ (58). As for Berry phase effects, we can see that the non-abelian Berry connection $\langle n_{\tau\tau}, A_{ss'} | i\partial_\lambda |n_{\tau\tau}, A_{ss'}\rangle$ reduces to a overall e-number phase factor and hence can be neglected for our purposes. (In other words, Berry phase effects only contribute a global phase factor to the time evolution of the wave function).

We emphasize, however, that the above low energy effective theory (58) is only valid when the flux through each plaquette is small compared to $\Phi_0$. Examining (53), we see that when the flux becomes comparable to $\Phi_0$, the states with $b_P \neq 1$ become energetically favorable. Hence, in this regime, we cannot describe the low energy physics in terms of the fermions alone: we also need to keep track of the other types of excitations.

One case where these additional degrees of freedom are particularly relevant – and which will play an important role in our analysis in section VII – is in flux insertion thought experiments. Imagine we take a geometry with open boundary conditions, and we adiabatically increase the flux through a plaquette $P_0$ from $\phi_{P_0} = 0$ to $\phi_{P_0} = \Phi_0$, while keeping the flux through all other plaquettes constant at $\phi_P = 0$. For simplicity, let us assume that the system is initialized in the state $|\tilde{q}_s = 0, b_P = 1, n_{s\sigma} = 0, A_{ss'}\rangle$ when $\phi_{P_0} = 0$, and let us neglect the fermion hopping term $H_{\text{hop}}$. From (58), we can see that there are two level crossings during the flux insertion process – one at $\phi_{P_0} = \Phi_0/4$ and one at $\phi_{P_0} = 3\Phi_0/4$. At the first level crossing, the state with $b_{P_0} = e^{-2\pi i/m}$ becomes lower in energy than the state with $b_{P_0} = 1$, while at the second level crossing, the state with $b_{P_0} = e^{-2\pi i/m}$ becomes lower in energy than $b_{P_0} = e^{-4\pi i/m}$. For a finite system size, we expect that these crossings will be avoided crossings, at least if we add a generic local perturbation to the Hamiltonian. Therefore, if we insert flux sufficiently slowly, the system will follow the lowest energy state at all times, finally evolving into a state with $b_{P_0} = e^{-4\pi i/m}$ and $\phi_{P_0} = \Phi_0$. One can check using the definition (53) that this final state is the same as the initial state. Hence, the insertion of a unit flux quantum returns us to our original starting point – as expected from general considerations (e.g. the Byers-Yang theorem).

An important point, however, is that the gap at these avoided level crossings vanishes in the limit that the plaquette $P_0$ is far from the edge of the system, since the states involved in the level crossings have different values of $b_{P_0}$ and therefore only couple to one another via a process where a flux quasiparticle tunnels from the edge to $P_0$. As a result, the above picture is only valid at extremely long time scales. If we insert the flux at a rate which is fast compared with the gap at the level crossing (but still slow compared with the bulk gap) the outcome is different. In this case, the system passes through the level crossings unaffected, leading to a final state with $b_{P_0} = 1$ at $\Phi_{P_0} = \Phi_0$. One can check using (53) that this final state corresponds to having 2 flux quasiparticles on the plaquette $P_0$. This result shows that other degrees of freedom beyond the fermions come into play in flux insertion experiments. In addition, it implies that we need to insert $m$ flux quanta (if $m$ is odd) or $m/2$ flux quanta (if $m$ is even) for the system to return to its original configuration. In this sense, our models have a reduced flux periodicity – like fractional quantum Hall states.25
IV. PHYSICAL PROPERTIES OF THE 2D MODELS

In the previous section, we introduced a Hamiltonian $H$ (37) whose low energy physics is exactly described by a non-interacting 2D topological insulator of fractionally charged fermions. We now describe the physical properties of this fractionalized insulator, and derive an effective Chern-Simons field theory which summarizes them.

A. Edge states

One of the distinguishing features of non-interacting 2D topological insulators is that they have gapless edge states which are protected by time reversal symmetry and charge conservation. Here we discuss the analogous edge states for the 2D fractionalized insulator $H$ (37).

Fortunately, the exact mapping between the low energy physics of $H$ and the non-interacting topological insulator $H_{eff}$ (37) holds for any lattice, including geometries with an edge. Hence, our problem reduces to understanding the edge structure of the insulator $H_{eff}$. We focus on the specific band structure (49), for simplicity. This insulator has two filled bands: a spin-up band with Chern number $\nu = 1$, and a spin-down band with Chern number $\nu = -1$. Therefore, by the usual bulk-boundary correspondence, $H_{eff}$ must have one spin-up edge mode and one spin-down edge mode with opposite chiralities. Translating this result over to the fractionalized insulator $H$, we conclude that $H$ also has a pair of counterpropagating free fermion edge modes. The only difference from the non-interacting case is that the low energy fermions carry charge $q_i$ instead of charge $e$. The low energy edge Hamiltonian for $H$ is thus of the form

$$H_{edge} = v d^\dag_x (i \partial_x + q A_x) d_x - v d^\dag_y (i \partial_y + q A_y) d_y$$  \hspace{1cm} (59)$$

where $v$ is the velocity of the two edge modes. We leave the discussion of the stability of these edge modes to section VII.

B. Topological order

To fully characterize our model, we must also analyze the topological order of the fractionalized insulator $H$ (37). We first recall the concept of topological order in 2D systems (20,21). Topologically ordered systems in two dimensions have three important physical properties. First, these systems have a finite energy gap separating the ground state(s) from excited states. Second, when a topologically ordered system is defined in a torus geometry (periodic boundary conditions in both directions), the ground state is typically multiply degenerate. This degeneracy is not a consequence of any symmetry and is robust to arbitrary perturbations. (22,23) Third, and perhaps most importantly, these systems have quasiparticle excitations with fractional statistics: when one such quasiparticle is braided around another, it acquires a nonvanishing Berry phase.

Before analyzing the fractionalized insulator $H$ (37), it is useful to first understand the topological order in the lattice boson model $H_B$ (1). As we discussed earlier, this model contains two types of elementary excitations: “charge” excitations where $q_i = 1$ at some site $s$, and “flux” excitations where $B_P = e^{2 \pi i / m}$ on some plaquette $P$. We will now show that these excitations have nontrivial mutual statistics: when a charge moves around a flux, it acquires a Berry phase of $\theta_{s,h,0} = 2 \pi / m$.

Imagine we have a flux on plaquette $P_0$ and a charge on some site $s_0$. We can denote this state by

$$|s_0, P_0 \rangle \equiv | n_{s_0} = 1, b_{P_0} = 1 \rangle$$  \hspace{1cm} (60)$$

We need to adiabatically move the charge around the flux and compute the resulting Berry phase. To this end, we note that the operator $U_{s_0,s_1}$ moves the charge from site $s_0$ to a neighboring site $s_1$:

$$U_{s_0,s_1} | s_0, P_0 \rangle = | s_1, P_0 \rangle$$  \hspace{1cm} (61)$$

Indeed, this follows from the commutation relations between $Q_i$, $B_P$ and $U_{ss'}$. Therefore, we can move the charge around the flux by applying a string of $U_{ss'}$ operators along some closed path $C = s_0 s_1 ... s_k s_0$ encircling $P_0$ (see Fig. 4):

$$U_{s_k,0} ... U_{s_1,s_2} U_{s_0,s_1} | s_0, P_0 \rangle$$  \hspace{1cm} (62)$$

To find the accumulated Berry phase, we use an operator identity:

$$U_{s_k,0} ... U_{s_1,s_2} U_{s_0,s_1} | s_0, P_0 \rangle = \prod_{P \in C} B_P | s_0, P_0 \rangle = e^{2 \pi i / m} | s_0, P_0 \rangle$$  \hspace{1cm} (63)$$

Here, the second equality follows from the fact that $b_{P_0} = 1$ everywhere except for $P = P_0$, where $b_{P_0} = e^{2 \pi i / m}$.

To isolate the statistical Berry phase from other geometric phases, we need to compare this phase with the
phase accumulated when the flux is not enclosed by the path C. In that case, the same operator identity gives
\[ U_{a_0} U_{a_2} U_{a_0} |s_0, P_0\rangle = |s_0, P_0\rangle \]
(64)
Comparing (63, 64), we conclude that the statistical Berry phase is precisely \( \theta_{\text{ch,fl}} = 2\pi/m \), as we claimed.

In a similar way, we can check that there is no Berry phase associated with exchanging a pair of charge or flux excitations. In other words, the charge and flux excitations are bosons. To complete our analysis of the topological order, we need to find the ground state degeneracy on a torus. We describe this calculation in Appendix A.2.

There, we show that the lattice boson model has exactly \( D = m^2 \) degenerate ground states in a torus geometry.

The above ground state degeneracy and quasiparticle statistics are identical to the statistics and ground state degeneracy of the generalized “toric code” model with gauge group \( G = Z_m \). Thus, the fractionalized bosonic insulator \( H_B \) has the same topological order as the \( Z_m \) toric code, or equivalently 2D \( Z_m \) gauge theory coupled to bosonic matter.

Given these results, we can now easily analyze the topological order of the fractionalized insulator \( H \). This model contains three types of elementary excitations—charges, fluxes, and fermions. The charge and flux excitations are identical to the excitations in the lattice boson model and obey the same statistics. On the other hand, the fermion excitation is a composite of an electron and \( k \) “charge” excitations, as we argued in equation (33). This decomposition implies that the fermion excitation has mutual statistics \( \theta_{\text{fl}} = 2\pi k/m \) with respect to the flux excitations, but no mutual statistics with respect to the charges. As for the ground state degeneracy on a torus, it is easy to check that \( D = m^2 \) just as in the lattice boson model.

C. Chern-Simons field theory description

In this section, we derive a field theoretical description of the fractionalized insulator \( H \). This field theory is useful as it captures all of the (universal) properties of the fermionic phase—including both the topological order in the bulk, and the edge modes at the boundary (see section VII C1).

We begin by writing down a field theory description of the lattice boson model \( H_B \). As we discussed in section VII B, the topological order in this model is the same as \( Z_m \) gauge theory coupled to bosonic matter. Previous work has shown that this kind of topological order is described by the Chern-Simons theory,
\[ L_B = \frac{m}{4\pi} \epsilon^{\lambda\mu\nu} (\alpha_{\lambda} \partial_{\mu} \beta_{\nu} + \beta_{\lambda} \partial_{\mu} \alpha_{\nu}) - \frac{2e}{2\pi} \epsilon^{\lambda\mu\nu} A_{\lambda} \partial_{\mu} \beta_{\nu} \]
(65)
where \( A_{\lambda} \) is the electromagnetic gauge field. (This particular form of \( U(1) \times U(1) \) Chern-Simons theory is sometimes referred to as 2D BF theory\(^{32,33} \). In this description, the boson number current is given by
\[ J^{\lambda}_{\text{bason}} = \frac{1}{2\pi} \epsilon^{\lambda\mu\nu} \partial_{\mu} \beta_{\nu} \]
(66)

Also, the two types of quasiparticle excitations, “charges” \( (q_e = 1) \) and “fluxes” \( (b_p = e^{2\pi i/m}) \), are described by coupling (65) to bosonic particles carrying unit \( \alpha_{\mu} \) and \( \beta_{\nu} \) charge respectively.

This field theory correctly describes the fractional charges and statistics of the quasiparticle excitations in the lattice boson model, as well as the ground state degeneracy on a torus. We can verify this using the “K-matrix” formalism\(^{29,31} \) for abelian Chern-Simons theory and abelian fractional quantum Hall states. First we write \( L_B \) in K-matrix notation:
\[ L_B = \frac{K_{IJ} \epsilon^{\lambda\mu\nu} a_{I\lambda} \partial_{\mu} a_{J\nu} - \frac{1}{2\pi} t_I \epsilon^{\lambda\mu\nu} A_{\lambda} \partial_{\mu} a_{I\nu}}{4\pi} \]
(67)
where
\[ K_{IJ} = \begin{pmatrix} 0 & m \\ m & 0 \end{pmatrix}, \quad t_I = \begin{pmatrix} 0 \\ 2e \end{pmatrix}, \quad a_I = \begin{pmatrix} \alpha \\ \beta \end{pmatrix} \]
(68)

In this notation, the gauge charge carried by the two types of particles (charges and fluxes) can be represented in terms of the vectors
\[ l_{\text{ch}} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad l_{\text{fl}} = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]
(69)

According to the K-matrix formalism, the physical electric charge of each excitation is given by
\[ q_I = l^T K^{-1} l_I \]
(70)
while the mutual statistics associated with braiding one particle around another is given by
\[ \theta_{\text{ch}} = 2\pi l^T K^{-1} l_I \]
(71)

(The statistical phase associated with exchanging two identical particles is \( \theta_{\text{fl}} = \theta_{\text{ch}}/2 \)). Applying this to \( l_{\text{ch}} \) and \( l_{\text{fl}} \), we see that
\[ q_{\text{ch}} = \frac{2e}{m}, \quad q_{\text{fl}} = 0, \quad \theta_{\text{ch,fl}} = \frac{2\pi}{m}, \quad \theta_{\text{ch}} = \theta_{\text{fl}} = 0 \]
(72)
in agreement with the properties of the lattice boson model. Furthermore, according to the K-matrix formalism, the ground state degeneracy on a torus is given by
\[ D = |\text{det}(K)| = m^2 \]
(73)

Again, this is in agreement with the properties of the lattice boson model. We conclude that the Chern-Simons theory (65) does indeed describe the topological order in the lattice boson model.
To obtain a field theory description of the fractionalized insulator $H$ (37), we think of this system as a non-interacting topological insulator built out of fractionally charged fermions. These fermions are composite particles composed of $k$ “charge” excitations of the lattice boson model together with one electron. In terms of the field theory (65) we can describe these composite particles by coupling (66) to fermionic particles, each of which carries $k$ units of $\alpha_c$ charge and $e$ units of electric charge. We conclude that the Lagrangian for $H$ is of the form

$$L = L_B + L_{TI}[k\alpha_c + eA_\mu]$$  \hspace{1cm} (74)

where $L_{TI}[k\alpha_c + eA_\mu]$ is the Lagrangian of a non-interacting topological insulator coupled to an external gauge field $k\alpha_c + eA_\mu$.

To complete our derivation, we need to construct a field theory $L_{TI}$ for the non-interacting topological insulator coupled to an external gauge field. We can write down such a field theory explicitly in the case of the band structure (49). In this case, the spin-up fermions form a band insulator with Chern number $\nu = +1$, while the spin-down fermions form an insulator with Chern number $\nu = -1$, so the appropriate field theory (65) is a sum of two decoupled Chern-Simons theories:

$$L_{TI}[k\alpha_c + eA_\mu] = \frac{1}{4\pi} \epsilon^{\lambda\mu\nu}(\gamma_1 \partial_\mu \gamma_\nu - \gamma_\lambda \partial_\mu \gamma_\nu)$$

$$- \frac{1}{2\pi} \epsilon^{\alpha\lambda\mu}(k\alpha_c + eA_\lambda) \partial_\mu (\gamma_\nu + \gamma_\nu)$$  \hspace{1cm} (75)

In this description, the spin-up and spin-down fermion currents are given by

$$j^\lambda = \frac{1}{2\pi} \epsilon^{\lambda\mu\nu} \partial_\mu \gamma_\nu$$  \hspace{1cm} (76)

$$j^\lambda_{\uparrow} = \frac{1}{2\pi} \epsilon^{\lambda\mu\nu} \partial_\mu \gamma_\nu$$  \hspace{1cm} (77)

while the spin-up and spin-down fermion excitations can be described by coupling (76) to bosonic sources carrying unit $\gamma_\nu$ and $\gamma_\nu$ charge respectively.

Combining (65), (74), (75), we see that the fractionalized electronic insulator $H$ is described by the 4 component Chern-Simons theory

$$L = \frac{K_{IJ}}{4\pi} \epsilon^{\lambda\mu\nu} a_\lambda \partial_\mu a_{\nu} - \frac{1}{2\pi} e \epsilon^{\lambda\mu\nu} A_\lambda \partial_\mu a_{\nu}$$  \hspace{1cm} (78)

where

$$K_{IJ} = \begin{pmatrix} 0 & m & -k & -k \\ m & 0 & 0 & 0 \\ -k & 0 & 1 & 0 \\ -k & 0 & 0 & -1 \end{pmatrix}, \hspace{1cm} t_I = \begin{pmatrix} 0 \\ 2e \\ 0 \\ 0 \end{pmatrix}, \hspace{1cm} a_I = \begin{pmatrix} \alpha \\ \beta \\ \gamma_\uparrow \\ \gamma_\downarrow \end{pmatrix}$$  \hspace{1cm} (79)

As in the bosonic lattice model case (67), this Chern-Simons theory contains all the information about the fractional charge and fractional statistics of the three types of excitations, as well as the ground state degeneracy on the torus. The “charge” excitations correspond to particles with unit $a_1$ charge, the “flux” excitations correspond to particles with unit $a_2$ charge, and the spin-up/spin-down fermions correspond to particles with unit $a_3$ or $a_4$ charge. We represent these particles with the vectors

$$l_{ch} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \hspace{1cm} l_\uparrow = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \hspace{1cm} l_\downarrow = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}$$  \hspace{1cm} (80)

Applying the formulas (74), (78), we can check that the quasiparticle charges and statistics are

$$q_{ch} = \frac{2e}{m}, \hspace{1cm} q_{l\uparrow} = 0, \hspace{1cm} q_{l\downarrow} = \frac{e(2k + m)}{m}$$  \hspace{1cm} (81)

$$\theta_{ch,\uparrow} = \frac{2\pi}{m}, \hspace{1cm} \theta_{l\uparrow,\uparrow} = \frac{2\pi k}{m}, \hspace{1cm} \theta_l = \pi, \hspace{1cm} \theta_{ch} = \theta_{l\uparrow} = 0$$

in agreement with our previous calculations. Also, the ground state degeneracy on a torus is given by

$$D = |\text{det}(K)| = m^2$$  \hspace{1cm} (82)

as expected.

V. LATTICE MODELS FOR 3D FRACTIONAL TOPOLOGICAL INSULATORS

In this section we construct exactly soluble lattice models for 3D fractionalized insulators. The 3D construction is a simple generalization of the 2D case, and much of our analysis carries over without any change. As before, we proceed in three steps, beginning by constructing lattice boson models with fractional charge.

A. Step 1: 3D lattice boson models with fractional charge

The 3D lattice boson models are identical to the 2D models (1), except that we consider these systems on the cubic lattice instead of the square lattice. In other words, the Hamiltonian is still

$$H_B = V \sum_s Q_s^2 - \frac{u}{2} \sum_P (B_P + B_P^\dagger)$$  \hspace{1cm} (83)

but now the sums over $s$ and $P$ run over the sites $s$ and plaquettes $P$ of the cubic lattice (Fig. 3(a)).

This model is exactly soluble just as in the 2D case, since $Q_s, B_P, B_P^\dagger$ all commute with one another. Again, we can choose simultaneous eigenstates $|q_s, b_P\rangle$ where $q_s$ is an integer and $b_P$ is a $m$th root of unity, and these states have energies

$$E = V \sum_q q_s^2 - \frac{u}{2} \sum_P (b_P + b_P^\dagger)$$  \hspace{1cm} (84)
Furthermore, as before, we can find the degeneracy of the $q_s, b_P$ eigenspaces for particular system geometries—say a rectangular slab of cubic lattice with open boundary conditions. The only difference from the 2D case is that the $B_P$ operators satisfy the identity
\[ \prod_{P \in C} B_P = 1 \quad (85) \]
where the product runs over the six plaquettes $P$ adjacent to a "cube" $C$ in the cubic lattice, and where we choose appropriate orientations on these plaquettes (Fig. 5 b)). Therefore, the $b_P$ quantum numbers obey the local constraint
\[ \prod_{P \in C} b_P = 1 \quad (86) \]
for every "cube" $C$ in the cubic lattice, in addition to the global constraint
\[ \sum_s q_s \equiv 0 \pmod{m} \quad (87) \]
We can check that for each set of $\{q_s, b_P\}$ satisfying these constraints, there is a unique eigenstate $|\tilde{q}_s, b_P, n_{s\sigma}\rangle$ (see Appendix B). As in the square lattice case, the ground state of the 3D cubic lattice model (with open boundary conditions) is the unique state with $q_s = 0, b_P = 1$, and there are two types of elementary excitations. The first kind of excitation are "charges" where $q_s = 1$ at some site $s$. These excitations are very similar to the charge excitations in the 2D model. In particular, they carry the same fractional charge $e/m$, as can be verified using the arguments in section III A 2. On the other hand, the second kind of excitation is slightly different from the 2D case: instead of particle-like "flux" excitations, the 3D model has "flux loop" excitations where $b_P = e^{2\pi i/m}$ along some closed loop in the dual cubic lattice. The reason that these excitations are loop-like in this case is the constraint (88) which ensures that the flux is divergence free and hence must form closed loops.

**B. Step 2: 3D lattice electron models with fractional charge**

The next step, as in the 2D case, is to modify the 3D boson model by including additional spin-1/2 electron degrees of freedom at each site $s$. The resulting 3D electron model is identical to the square lattice case (35). The Hamiltonian is still
\[ H_e = V \sum_s \tilde{q}_s^2 - \frac{u}{2} \sum_P (B_P + B_P^\dagger) - \mu \sum_{s\sigma} n_{s\sigma} \quad (88) \]
except now the sums over $s, P$ run over sites and plaquettes of the cubic lattice.

As in the 2D case, we can choose simultaneous eigenstates $|\tilde{q}_s, b_P, n_{s\sigma}\rangle$ with corresponding energies
\[ E = V \sum_s \tilde{q}_s^2 - \frac{u}{2} \sum_P (b_P + b_P^\dagger) - \mu \sum_{s\sigma} n_{s\sigma} \quad (89) \]
There is a unique state for each choice of $\tilde{q}_s, b_P, n_{s\sigma}$ satisfying the two constraints
\[ \prod_{P \in C} b_P = 1, \quad \sum_s \tilde{q}_s + k \sum_{s\sigma} n_{s\sigma} \equiv 0 \pmod{m} \quad (90) \]
(assuming a geometry with open boundary conditions).

Assuming $\mu < 0$ for simplicity, the ground state is the unique state with $\tilde{q}_s = 0, b_P = 1, n_{s\sigma} = 0$. There are three types of elementary excitations, just as in the 2D case: "charge" excitations with $\tilde{q}_s = 1$, "flux loop" excitations with $b_P = e^{2\pi i/m}$ along some loop in the dual lattice, and spin-1/2 "fermion" excitations where $n_{s\sigma} = 1$. The spin-1/2 fermion excitations are similar to the fermion excitations in the 2D model, and in particular they carry the same fractional charge $q_f = e(1 + 2k/m)$ (34), and transform under time reversal in the same way.

**C. Step 3: Building candidate 3D fractional topological insulators**

The final step is to modify the lattice electron model so that the fractionally charged fermions form a non-interacting topological insulator. As in the 2D case, we accomplish this by adding a new term, $H_{hop}$ to the Hamiltonian:
\[ H = H_e + H_{hop} \quad (91) \]
where $H_{hop}$ is defined just as in the 2D case (35):
\[ H_{hop} = -\sum_{(ss')} \langle ss' \rangle \langle ss' \rangle c_{s'\sigma}^\dagger c_{s\sigma} U_{s's}^k + h.c. \quad (92) \]
Again, we assume that $t_{ss'\sigma\sigma'} \ll u, V$ so that the bandwidth of the fermion excitations is small compared with the gap to the bosonic excitations. Just as in the 2D
case, we can show that the low energy physics of \( H \) is described by the non-interacting fermion model

\[
H_{\text{eff}} = - \sum_{\langle s \sigma \sigma' \rangle} (t_{s s' \sigma \sigma'} d_{s \sigma}^\dagger d_{s' \sigma'} + \text{h.c.}) - \mu \sum_{s \sigma} d_{s \sigma}^\dagger d_{s \sigma} \quad (93)
\]

We can then complete the construction, just as in the 2D case: we simply choose the hopping amplitudes \( t_{s s' \sigma \sigma'} \) and chemical potential \( \mu \) so that \( H_{\text{eff}} \) is a non-interacting topological insulator. The low energy physics is then described by a topological insulator built out of fractionally charged fermions. There are many possible choices for \( t_{s s' \sigma \sigma'} \), but to be concrete, we consider a 2-orbital model on the cubic lattice, introduced by Ref. 25. The 4 fermions on each site can be expressed as a single vector \((d_{s 1\uparrow}, d_{s 1\downarrow}, d_{s 2\uparrow}, d_{s 2\downarrow})\). In this basis the hopping matrix elements can be expressed as a tensor product of matrices \( \tau_i \) acting on the orbital indices \((1,2)\) and \( \sigma_i \) acting on the spin indices \((\uparrow,\downarrow)\). We take

\[
t_{s s' \sigma \sigma'} = \sum_{\epsilon_i = \hat{x}, \hat{y}, \hat{z}} \varepsilon_i \left[ i \lambda (\tau_z \otimes \sigma_i)_{\sigma \sigma'} + t (\tau_x \otimes 1)_{\sigma \sigma'} \right]_{\sigma \sigma'} + m \delta_{\epsilon_i 0} (\tau_z \otimes 1)_{\sigma \sigma'} \quad (94)
\]

where \( \sigma, \sigma' \in \{(1, \uparrow), (2, \uparrow), (1, \downarrow), (2, \downarrow)\} \) specify both the spin and orbital indices. The first term is a spin-orbit coupling whose sign differs for the two orbitals; the second term is a nearest-neighbor hopping from one orbital to the other, and the third term is an on-site hopping between the two orbitals. Taking \( \mu = 0 \), together with \( t > 0 \) and \( \lambda > 0 \), this yields a topologically insulating band structure, provided that \( 2t < |m| < 6 \frac{h}{\varepsilon} \).

VI. PHYSICAL PROPERTIES OF THE 3D MODELS

In the previous section, we introduced an electron Hamiltonian \( H_{\text{eff}} \) whose low energy physics is exactly described by a non-interacting topological insulator of fractionally charged fermions. We now describe the physical properties of the resulting fractionalized insulator.

A. Surface states

One of the most important properties of 3D non-interacting topological insulators is that they have gapless surface states which are protected by time reversal symmetry and charge conservation.\(^{25}\) In this section, we discuss the analogue of these surface states for the fractionalized insulator realized by \( H_{\text{eff}} \).

To begin, we review the structure of the surface states of the non-interacting topological insulator with band structure \( H_{\text{eff}} \). To be concrete, we consider this model in an \( L_x \times L_y \times L_z \) slab of cubic lattice which is periodic in the \( x, y \) directions and has open boundary conditions at \( z = 0 \) and \( z = L_z \). (This geometry is sometimes referred to as a “Cortino donut”). This system is translationally invariant in the \( x, y \) directions, so we can still define a 2D band structure as a function of \( k_x, k_y \). It has been shown that the surface band structure for the tight binding model \( (91) \) has two Dirac points—one for each surface. The surface states have a particularly simple structure if the chemical potential is tuned near these Dirac points. In that case, the low energy surface states on each surface are described by the Dirac Hamiltonian

\[
H_{\text{surf}}^{\text{TI}} = v_{f \alpha}^\dagger [\sigma_{\alpha \beta} \cdot (i \nabla + eA)] c_{\beta} - \mu c_{\alpha}^\dagger c_{\alpha} \quad (95)
\]

where \( \alpha, \beta = \uparrow, \downarrow \), and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \).

The surface states for the fractionalized insulator \( H_{\text{eff}} \) are almost identical to the non-interacting case, since the low energy physics of \( H \) is exactly described by the free fermion model \( H_{\text{eff}} \). The only difference is that the fermions excitations carry fractional charge \( q_f \). Therefore, the low energy surface Hamiltonian for \( H \) near the Dirac points is given by exactly \( (95) \), except with \( e \) replaced by \( q_f \) and \( c \) replaced by \( d \):

\[
H_{\text{surf}} = v_{f \alpha}^\dagger [\sigma_{\alpha \beta} \cdot (i \nabla + q_f A)] d_{\beta}^\dagger - \mu d_{\alpha}^\dagger d_{\alpha} \quad (96)
\]

We leave the discussion of the stability of these surface modes to section VII.

B. Surface quantum Hall effect

The presence of a single Dirac cone in the surface mode spectrum has an interesting consequence if we break time reversal on this surface, for example by attaching to it a thin magnetic film. Let us first review what this does to a non-interacting topological insulator with band structure \( (91) \). Assuming that the magnetic film is only weakly coupled to topological insulator, we can model its effect by including a Zeeman term \( H_Z = B d_{\alpha}^\dagger \sigma_{z \alpha} d_{\beta} \) in the surface Dirac Hamiltonian \( (96) \). This term opens up a gap in the Dirac spectrum of size \( 2|B| \). If the chemical potential lies within this gap, then the surface states are completely gapped and the system exhibits a half-integer surface Hall conductivity

\[
\sigma_{xy}^{\text{TI}} = \frac{e^2}{2h} \quad (97)
\]

The total Hall conductivity on the two surfaces is \( e^2/h \) or 0 depending on whether the magnetic field \( B \) has the same or opposite signs at \( z = 0 \) and \( z = L_z \).

The behavior of the fractionalized insulator \( H_{\text{eff}} \) is similar. As in the non-interacting case, the magnetic film introduces a Zeeman term, thereby gapping the spectrum of the surface Dirac Hamiltonian \( (96) \). If the chemical potential lies within this gap, then the system exhibits a quantized surface Hall conductivity. The only difference is that the fermionic excitations carry charge \( q_f \) so the Hall conductivity is a half-integer in units of \( q_f^2/h \):

\[
\sigma_{xy} = \frac{q_f^2}{2h} \quad (98)
\]
The total Hall conductivity on both surfaces is $q_T^2/\hbar$ or 0 depending on whether the magnetic field $B$ has the same or opposite signs at $z = 0$ and $z = L_z$. The first case is particularly interesting, since in this case the total Hall conductivity is fractional. Hence, if we view our geometry as a quasi-2D system, taking the thermodynamic limit $L_x, L_y \to \infty$ while keeping $L_z$ finite, then $H$ realizes a fractional quantum Hall state. The properties of this state can be derived using the same approach as section IV C.

C. Charge acquired by a magnetic monopole

Another important property of non-interacting topological insulators is their response in the presence of a magnetic monopole. Imagine threading a microscopic solenoid into a topological insulator which is so small that it fits within a single plaquette of the lattice. If we insert a full flux quantum $\Phi_0 = \hbar c/e$, we can effectively construct a monopole/anti-monopole pair at the two ends of the solenoid. An interesting property of non-interacting topological insulators is that this process causes a half-integer charge

$$q_{\text{TI}} = (n + 1/2)e$$

(99)
to be localized at each end of the solenoid. In other words, a magnetic monopole (or anti-monopole) in a topological insulator carries half-integer charge. (Here the integer $n$ depends on the microscopic form of the Hamiltonian near the ends of the solenoid. As such, it can be varied without encountering a phase transition in the bulk).

We consider the analogous question for the fractionalized insulators. In this case, we have to be careful because the Dirac quantization condition for monopoles is modified due to the presence of fractionally charged excitations. Rather than requiring monopoles to carry flux which is an integer multiple of $\Phi_0$, the Dirac argument implies that monopoles carry flux which is a multiple of $(e/e^*)\Phi_0$ where $e^*$ is the smallest charged quasiparticle excitation in the system. In our case, the minimal charge $e^*$ is given by

$$e^* = \begin{cases} \frac{m}{2} & \text{if } m \text{ is even} \\ \frac{m}{2} & \text{if } m \text{ is odd} \end{cases}$$

(100)

When $m$ is even, the bosonic charge excitations carry the minimal charge $e^*$; when $m$ is odd, an excitation with minimal charge $e^*$ can be constructed by forming a composite of an electron and $(1-m)/2$ charge excitations.

If one violates the Dirac condition and inserts a monopole/anti-monopole pair whose flux is not a multiple of $(e/e^*)\Phi_0$, the result is that the monopole is joined by a physically observable Dirac string to the anti-monopole partner. One way to see this is to calculate the ground state energy in the presence of the monopole/anti-monopole pair using the 3D analogue of the eigenvalue spectrum. Examining the $b_P$ term, we can see that a Dirac string with flux $j\Phi_0$ will have an energy cost $\sim uL(1 - \cos(4j\pi/m))$ proportional to its length $L$ unless $2j/m$ is an integer – that is, unless $j$ is a multiple of $e/e^*$. (We cannot eliminate this energy cost by changing the value of $b_P$ along these plaquettes due to the constraint $\prod_{j \in \mathcal{P}} b_j$.)

D. Topological order

In the previous two sections, we showed that the 3D model exhibits a fractional surface Hall conductivity and a fractional charge bound to a magnetic monopole. These phenomena are manifestations of a fractional magnetoelectric effect. On the other hand, it was argued in Ref. 12 that the only way a fractional magnetoelectric effect can be consistent with time reversal symmetry is if the ground state on a three dimensional torus is multiply degenerate. In this section, we show that our model does indeed have multiply degenerate ground states on a 3D torus. This ground state degeneracy originates from the fact that the model is topologically ordered, as we now discuss.

We begin by analyzing the topological order of the 3D lattice boson model. To derive the quasiparticle statistics in this model, we recall that contains two
types of elementary excitations: point-like “charge” excitations where \( q_s = 1 \) at some site \( s \), and “flux-loop” excitations where \( B_s = e^{2\pi i/m} \) along some loop in the dual lattice. Using the same approach as in the 2D case (section 11), one can show that when one braids a charge around a flux-loop, it acquires a Berry phase of \( e^{2\pi i/m} \) where the sign depends on the orientation of the braiding trajectory. We can think of this as the 3D analogue of mutual statistics. It is also straightforward to show that there is no Berry phase associated with exchanging two charges, so the “charge” excitations are bosons.

In addition to nontrivial statistics, the lattice boson model (83) also displays the second signature of topological order, namely ground state degeneracy. In particular, if we define this model in a 3D torus geometry, we find \( m^3 \) degenerate ground states (see Appendix B 2).

The quasiparticle statistics and ground state degeneracy of (83) is identical to the the statistics and ground state degeneracy of the 3D toric code with gauge group \( G = Z_m \). Thus, the lattice boson model (83) has the same topological order as the \( Z_m \) toric code in three dimensions, or equivalently 3D \( Z_m \) gauge theory coupled to bosonic matter.

Given these results, it is easy to analyze the topological order in the fractionalized insulator \( H \) (91). This model contains three types of elementary excitations—charges, flux loops, and fermions. The charge and flux loop excitations are identical to the excitations in the lattice boson model and obey the same statistics. On the other hand the fermion excitation is a composite of an electron and \( k \) “charge” excitations, just as in the 2D case (83). This decomposition implies that the fermion excitation has mutual statistics \( e^{2\pi ik/m} \) with respect to the flux loop excitations. As for the ground state degeneracy on a 3D torus, we can show that this is \( m^3 \), just as for the lattice boson model.

VII. GAPLESS BOUNDARY MODES: PROTECTED OR UNPROTECTED?

In the previous sections we have constructed fractionalized insulators (87,91) whose low energy physics is equivalent to a non-interacting topological insulator built out of fractionally charged fermions. We have also seen that these models have gapless boundary modes. However these two properties are not by themselves sufficient to declare these models “fractional topological insulators”: we must also show that the boundary modes are protected. That is, we must show that the modes are robust to arbitrary time reversal invariant, charge conserving perturbations.

In this section we investigate this robustness, and find two key results. First, we show that in both 2 and 3 dimensions, the models for which the ratio \( q_f/e^* \) is odd have protected boundary modes. Thus, these models are indeed authentic “fractional topological insulators.” Second—and perhaps more unexpectedly—we show that in the 2D case, the models with even \( q_f/e^* \) do not have protected edge modes, and are thus “fractional trivial insulators.” We do not have an analogous result in the 3D case. That is, we do not establish either the stability or instability of the surface modes when \( q_f/e^* \) is even.

In the 2D case, our analysis of edge modes closely follows the arguments of Ref. 10. Our conclusion is also very similar to Ref. 10. In that paper, the authors found that a certain class of \( s^2 \) conserving models have protected edge modes if and only if \( \sigma_{SH}/e^* \) is odd, where \( \sigma_{SH} \) is the spin-Hall conductivity in units of \( e/2\pi \), and \( e^* \) is the elementary charge in units of \( e \). Here, we find that our exactly soluble models have protected edge modes if and only if \( q_f/e^* \) is odd. The two criteria agree exactly, since as one can easily check, \( q_f/e^* = \sigma_{SH}/e^* \) (50) for the models discussed here.

A. 2D flux insertion argument

In this section we present a general argument that shows that when \( q_f/e^* \) is odd, the 2D fractionalized insulator \( H \) (87) has protected gapless edge modes. The argument is very similar to the one given in Ref. 10, which is in turn a generalization of the flux insertion argument of Ref. 8.

To be precise, we prove the following statement: we consider the exactly soluble model \( H \) in a cylindrical geometry with an even number of electrons and zero flux through the cylinder. We assume that the ground state is time reversal invariant and does not have a Kramers degeneracy on either of the two edges. (We discuss the meaning of this Kramers degeneracy assumption in section VII A 1 below). Given these assumptions, we show that if \( q_f/e^* \) is odd, then there is always at least one excited state whose energy gap vanishes in the thermodynamic limit. Furthermore, this excited state is robust if we add an arbitrary time reversal invariant, charge conserving, local perturbation to the Hamiltonian, as long as we do not close the bulk gap. Finally, this excited state has the important property that it is in the same “topological sector” as the ground state, as we explain below. We interpret this low lying excited state as evidence for a protected gapless edge mode—that is, a mode which cannot be gapped out without breaking time reversal symmetry or charge conservation, explicitly or spontaneously.

1. Non-interacting case

We first review the argument for the case of non-interacting topological insulators. The proof that the system always has a low lying state begins as follows: we consider the system on a cylinder, and start in the many-body ground state \( \Psi_0 \) at zero flux. We imagine adiabatically inserting \( \Phi_0/2 = \hbar c/2e \) flux through the cylinder. We call the resulting state \( \Psi_\pm \). Similarly, we
let \( \Psi_{-\pi} \) be the state obtained by adiabatically inserting \(-\Phi_0/2\) flux (See Fig. 1). We note that \( \Psi_\pi \) and \( \Psi_{-\pi} \) are time reversed partners.

To proceed further, we recall that 2D topological insulators are characterized by a \( Z_2 \) invariant \( \nu = -1 \). This value of the invariant means that \( \Psi_\pi \) has a Kramers degeneracy at the two ends of the cylinder if and only if \( \Psi_0 \) does not. (At an intuitive level, when we say that a many-body state has a Kramers degeneracy at the two ends of the cylinder, we mean that it can be brought to a state which is time reversal invariant by removing an odd number of electrons from each of the two ends. Assuming the ends are far apart, we can treat them as separate systems, each of which must have a two-fold degeneracy according to Kramers theorem. A precise definition of this notion of “local Kramers degeneracy” is given in Ref. 37. By our assumption above, \( \Psi_0 \) has no Kramers degeneracy so \( \Psi_\pi \) must have a Kramers degeneracy at the two ends of the cylinder. Hence, as long as the two ends are well separated, Kramers theorem guarantees that \( \Psi_\pi \) is part of a multiplet of four states (two associated with each end) which are nearly degenerate in energy. More precisely, these four states are separated by an energy splitting which vanishes exponentially as the distance between the two ends grows. We note that \( \Psi_{-\pi} \) is one of these degenerate states, being the time reversed partner of \( \Psi_\pi \).

Next, we imagine starting with the system at \( \Phi_0/2 \) flux and then adiabatically decreasing the flux to 0. If we start with the state \( \Psi_\pi \), then adiabatic flux removal takes us to the ground state \( \Psi_0 \). However, if we start with \( \Psi_{-\pi} \) (or one of the other two degenerate states), the result is a eigenstate \( \Psi_{ex} \) of the zero flux Hamiltonian, which is distinct from \( \Psi_0 \) (see Fig. 1). At the same time, it necessarily has low energy since the energy change \( \Delta E \) associated with an adiabatic insertion of flux through a cylinder must vanish in the thermodynamic limit as long as charge conservation is not broken (in a gapless system with linear dispersion, we expect a scaling like \( \Delta E \sim 1/L \), while in a gapped system, \( \Delta E \sim e^{-\text{const.} \cdot L} \)).

To complete the argument, we now imagine adding an arbitrary time reversal invariant, charge conserving, local perturbation to the system (for example, we could add short-ranged interactions between electrons). As long as the perturbation does not close the bulk gap, the above picture must stay the same: the Kramers degeneracy between \( \Psi_\pi \) and \( \Psi_{-\pi} \) must remain intact, and hence \( \Psi_{ex} \) must continue to be low in energy. We conclude that the system always contains at least one low-lying excited state \( \Psi_{ex} \) whose energy gap vanishes in the thermodynamic limit.

### 2. Fractionalized case

We now explain the analogous argument for our fractionalized insulator \( H \) (37). The crucial difference from the non-interacting case is that this model has excitations with fractional charge \( e^* \). As a result, we need to modify the flux insertion argument, inserting \( \pm \frac{\Phi_0}{2} \) flux through the cylinder instead of \( \pm \frac{\Phi_0}{2} \) flux (37).

To understand why this is so, imagine we insert \( \pm \Phi_0/2 \) flux instead. Then the resulting states \( \Psi_\pi, \Psi_{-\pi} \) differ by the insertion of a single flux quantum. But the insertion of a single flux quantum changes the Berry phase \( \theta \) associated with moving a charge \( e^* \) particle around the cylinder by \( \Delta\theta = 2\pi \frac{\Phi_0}{\Phi} \). As \( \Delta\theta \) is not a multiple of \( 2\pi \), \( \Psi_\pi \) and \( \Psi_{-\pi} \) are in different “topological sectors.” That is, to get from one state to the other, we need to transfer a fractionalized excitation (in this case, two flux quasiparticles – see section 1111) from one end of the cylinder to the other (10, 28). If we then try to construct a low lying excited state at zero flux in the usual way (i.e. by starting from \( \Psi_{-\pi} \) and adiabatically reducing the flux to zero), the resulting state \( \Psi_{ex} \) is in a different topological sector from \( \Psi_0 \). Unfortunately, this property means that we cannot conclude much from the existence of \( \Psi_{ex} \).

The reason is that topologically ordered systems like \( H \) always have a finite number of low lying states that lie in different topological sectors (20, 22). These states have nothing to do with time reversal symmetry and continue to exist even if time reversal symmetry is broken and the edge is gapped. Instead, these states are “topologically protected” and are analogous to the degenerate ground states in a torus geometry. Therefore, it is important that we construct a low-lying state in the same topological sector as the ground state. This will establish the existence of an “unexpected” low lying state, which can plausibly be taken as evidence for a time reversal protected gapless edge mode.

For this reason, we insert \( \pm \frac{\Phi_0}{2} \) flux through the cylinder where \( N = e/e^* \): when we insert this amount of flux, the states \( \Psi_{N\pi}, \Psi_{-N\pi} \) lie in the same topological sector, so we do not run into the issue discussed above. Other than this simple modification, the argument proceeds as before: we note that the low energy physics of \( H \) is de-
scribed by a topological insulator built out of charge $q_f$ fermions, so our insertion of $\pm e^*N\Phi_0/2$ flux is equivalent to inserting $\pm e^*N\Phi_0/2$ flux for a non-interacting topological insulator. If $q_f/e^*$ is odd, then this process changes the time reversal polarization at the two ends of the cylinder, implying that $\Psi_{N\pi}, \Psi_{-N\pi}$ are Kramers degenerate. As before, we can then construct a protected low lying state $\Psi_{ex}$ at zero flux by starting with $\Psi_{-N\pi}$ and adiabatically inserting $-\frac{\Phi_0}{2}$ flux quanta. Furthermore, $\Psi_{ex}$ is in the same topological sector as the ground state $\Psi_0$ since $\Psi_{N\pi}, \Psi_{-N\pi}$ are in the same topological sector. We conclude that when $q_f/e^*$ is odd, the fractionalized insulator $H$ has a protected low lying excited state in the same topological sector as the ground state. This is what we wanted to show.

B. 3D flux insertion argument

Next, we show that a similar flux insertion argument can be used to establish the existence of protected low lying surface states in the 3D models (11) with $q_f/e^*$ odd. The precise statement we will prove is this: we consider the 3D models in a “Corbino donut” geometry, periodic in the $x$ and $y$ directions, and with open boundary conditions in the $z$ direction (see Fig. 7a). We assume that the number of electrons is even and that the ground state is time reversal invariant when there is zero flux through the two holes of the Corbino donut. In particular, we assume that the ground state does not have a Kramers degeneracy on the $z = 0$ surfaces. We then show that if $q_f/e^*$ is odd, then there is always at least one excited state whose energy gap vanishes in the thermodynamic limit. Furthermore, this excited state is robust if we add an arbitrary time reversal invariant, charge conserving, local perturbation to the Hamiltonian, as long as we do not close the bulk gap. Finally, this excited state is in the same topological sector as the ground state. Just as in the 2D case, we interpret this low lying excited state as an evidence for a protected gapless surface mode— that is, a mode which cannot be gapped out without breaking time reversal symmetry or charge conservation, explicitly or spontaneously.

1. Non-interacting case

It is useful to first give the argument in the case of the non-interacting 3D topological insulator. (This argument was alluded to in Ref. 9, though not explicitly discussed.) The proof that the system has a protected low lying state begins similarly to the 2D case: we start in the many-body ground state at zero flux, which we call $\Psi_{(0,0)}$, and then imagine adiabatically inserting $\Phi_0/2$ flux through each of the two holes of the Corbino donut. In this way, we obtain three new states $\Psi_{(0,\pi)}, \Psi_{(\pi,0)}, \Psi_{(\pi,\pi)}$.

We next recall that 3D topological insulators are characterized by a $Z_2$ invariant $\nu = -1$. Similar to the situation in 2D, this value of the invariant implies that an odd number of the 4 states $\Psi_{(0,0)}, \Psi_{(\pi,0)}, \Psi_{(0,\pi)}, \Psi_{(\pi,\pi)}$ have a Kramers degeneracy on the $z = 0$ and $z = L_z$ surfaces of the Corbino donut. (We give a simple derivation of this result at the end of this section.) By our assumption above, $\Psi_{(0,0)}$ has no Kramers degeneracy, so either all three of the other states have a degeneracy, or exactly one of them does (see Fig. 7a). In particular, at least one of the three other states has a Kramers degeneracy. Let us denote this state by $\Psi_{(\alpha,\beta)}$. Then, as long as $L_z$ is large so that the two surfaces of the Corbino donut are well separated, Kramers theorem guarantees that $\Psi_{(\alpha,\beta)}$ is part of a multiplet of four states (two associated with each surface) which are nearly degenerate in energy. More precisely, these four states are separated by an energy splitting that vanishes exponentially as the distance between the two surfaces grows.

Just as in the 2D case, we can use this Kramers degenerate state to construct a low lying excited state at zero flux: as in that case, we start in one of the three states which are degenerate with $\Psi_{(\alpha,\beta)}$, and then adiabatically reduce the flux to $(0,0)$. The result is an eigenstate $\Psi_{ex}$ of the zero flux Hamiltonian. This state is distinct from the ground state $\Psi_{(0,0)}$ and its energy gap vanishes in the thermodynamic limit. Furthermore, time reversal invariant perturbations cannot change this picture, since they cannot split the degeneracy between $\Psi_{(\alpha,\beta)}$ and its Kramers partners. Hence, even in the presence of arbitrary time reversal invariant, charge conserving perturbations, the system always has at least one low lying excited state $\Psi_{ex}$.

For completeness we now explain why non-interacting topological insulators have the property that an odd number of the 4 states $\Psi_{(0,0)}, \Psi_{(\pi,0)}, \Psi_{(0,\pi)}, \Psi_{(\pi,\pi)}$ have a Kramers degeneracy on the $z = 0$ and $z = L_z$ surfaces of the Corbino donut. This result was first established.
in Ref. 3, we give an alternative derivation using the fact that these systems have an odd number of Dirac cones on each surface.

For simplicity we assume a band structure with a single Dirac cone on each surface. We also assume that the chemical potential is tuned to lie just above the Dirac point. We begin with the system at zero flux: \((\phi_x, \phi_y) = (0, 0)\). Letting \(L_x\) and \(L_y\) be the dimensions in the two periodic directions, the momenta \(k_x, k_y\) are quantized as:

\[
k_x = \frac{2\pi m_x}{L_x} \quad k_y = \frac{2\pi m_y}{L_y}
\]  

(103)

where \(m_x, m_y\) are arbitrary integers.

Let us focus on one of the two surfaces, say the \(z = 0\) surface. Suppose that the Dirac cone on that surface is located at \((k_x, k_y) = (0, 0)\). Then the momentum states near the Dirac point will be arranged as in Fig. 8a. The wave function \(\Psi(0,0)\) will be a Slater determinant consisting of all the momentum states at \((k_x, k_y) = (0, 0)\). If we now thread half a flux quantum through the \(x\) or \(y\) direction, the momenta will shift by half a unit in \(k_x\) or \(k_y\), leading to the states \(\Psi(\pi,0), \Psi(0,\pi), \Psi(\pi,\pi)\) shown in Fig. 8b-d. Examining these configurations, we can see that all three have a single filled state in the upper band, implying that all three of them have a Kramers degeneracy on the \(z = 0\) surface (these states must also have a Kramers degeneracy on the \(z = L_z\) surface since the total number of electrons is even).

On the other hand, if the Dirac cone is located at a different point in the Brillouin zone, say \((k_x, k_y) = (\pi, \pi)\), then depending on the parity of \(L_x, L_y\), the momentum states near the Dirac point at flux \((\phi_x, \phi_y) = (0, 0)\) can be arranged in any of the three possibilities shown in Fig. 8b-d. Again, \(\Psi(0,0)\) will be a Slater determinant involving all states in the lower band. In these cases, one can check that when one inserts flux through the two holes of the Corbino donut, exactly one of the resulting states \(\Psi(\pi,0), \Psi(0,\pi), \Psi(\pi,\pi)\) has an unpaired momentum state, and therefore a Kramers degeneracy on the \(L_z = 0\) surface. Combining all of these cases, we conclude that the system always has a Kramers degeneracy in either 1 or 3 of the four possible states. This is what we wanted to show.

2. Strong vs. weak topological insulators

The reader may have noticed that, in the flux insertion argument, we only used the fact that at least one of the states \(\Psi(\pi,0), \Psi(0,\pi), \Psi(\pi,\pi)\) had Kramers degeneracies: we did not make use of the additional information that the number of such states was odd. In other words, the argument would have worked equally well if 2 of these states had degeneracies.

We can understand the physical meaning of this observation as follows. Recall that, in addition to the usual 3D topological insulator, there is another interesting kind of 3D time reversal invariant band insulator known as a “weak topological insulator.” In (this terminology, the usual 3D topological insulator is known as a “strong topological insulator.”) Weak topological insulators can be thought of as layered systems, where each layer is a 2D topological insulator. The reason that weak topological insulators are relevant here is that these systems give examples where 2 of the three states \(\Psi(\pi,0), \Psi(0,\pi), \Psi(\pi,\pi)\) have Kramers degeneracies (assuming, as before, that \(\Psi(0,0)\) is not Kramers degenerate). More precisely, this pattern of degeneracies must arise in a weak topological insulator with an odd number of layers, with the layers oriented perpendicular to the \(z = 0, L_z\) surfaces.

This example clarifies why the flux insertion argument extends to systems where 2 of the states \(\Psi(\pi,0), \Psi(0,\pi), \Psi(\pi,\pi)\) have Kramers degeneracies: just like strong topological insulators, these odd-layer weak topological insulators have protected surface modes. One way to understand these surface modes is to note that each 2D topological insulator layer contributes a one dimensional edge mode at the boundary. These edge modes can be gapped out in pairs by appropriate perturbations, but if there are an odd number of layers, we will always be left with at least one gapless mode.

At the same time, this example reveals a shortcoming of the flux insertion argument: the argument does not distinguish strong topological insulators from weak topological insulators with an odd number of layers, as both systems have protected surface modes. Yet it is clear intuitively that the surfaces of these two systems are topologically distinct: the surface modes of a strong
topological insulator are in some sense “more two dimensional” than those of a weak topological insulator with an odd number of layers.

In the following, we refine the flux insertion argument so that it addresses this issue. We use the additional information that an odd number of $\Psi_{(0,0)}, \Psi_{(\pi,0)}, \Psi_{(0,\pi)}, \Psi_{(\pi,\pi)}$ have Kramers degeneracies to show that our system not only has a low lying surface mode, but this mode is delocalized in both the $x$ and $y$ directions. To be precise, we prove that the low lying surface modes in our system can never be localized to one dimensional strips. This property distinguishes our system from a weak topological insulator with an odd number of layers since in that case a carefully designed perturbation can gap out all low lying excitations except a single one dimensional edge mode. (As an aside, we note that the difference between the surface modes of weak and strong topological insulators largely disappears if one considers the surfaces in the presence of a random potential\footnote{38}.

We give a proof by contradiction. Suppose that an appropriate perturbation could localize all low-lying surface modes to a single one dimensional strip. Let $W_x, W_y$ denote the number of times this strip winds around the (toroidal) surface in the $x$ and $y$ directions respectively. Then, when we insert flux $\phi_x, \phi_y = 0, \pi$ through the two holes of the Corbino donut, the low lying excitations will only couple to $\phi_x, \phi_y$ via the linear combination $\phi_{\text{strip}} = W_x \phi_x + W_y \phi_y$. In particular, it follows that the presence or absence of a Kramers degeneracy at $\Psi_{(\phi_x, \phi_y)}$ only depends on $\phi_x, \phi_y$ via $\phi_{\text{strip}} = W_x \phi_x + W_y \phi_y$. But this kind of $\phi_x, \phi_y$ dependence always leads to an even number of $\Psi_{(0,0)}, \Psi_{(\pi,0)}, \Psi_{(0,\pi)}, \Psi_{(\pi,\pi)}$ having Kramers degeneracies, as we now show.

It is useful to consider the cases where $W_x, W_y$ are even and odd separately. First suppose that $W_x$ is even and $W_y$ is arbitrary. In this case, the effective flux $\phi_{\text{strip}}$ takes the same value at $(\phi_x, \phi_y) = (0, 0), (\pi, 0)$ and similarly at $(\phi_x, \phi_y) = (0, \pi), (\pi, \pi)$. Therefore, since $\phi_{\text{strip}}$ completely determines whether the system has a Kramers degeneracy, it follows that either $\Psi_{(0,0)}, \Psi_{(\pi,0)}$ both have Kramers degeneracies or they both have no degeneracy, and similarly for $\Psi_{(0,\pi)}, \Psi_{(\pi,\pi)}$. But then the Kramers degenerate states come in pairs, implying that an even number of the four states have Kramers degeneracies. The same is true if $W_y$ is even and $W_x$ is arbitrary. The only remaining possibility is if $W_x, W_y$ are both odd. In this case, $\phi_{\text{strip}}$ takes the same value at $(\phi_x, \phi_y) = (0, 0), (\pi, \pi)$ and similarly at $(\phi_x, \phi_y) = (0, \pi), (\pi, 0)$. Again, the Kramers degeneracies come in pairs and we are guaranteed to get an even number of Kramers degenerate states. We conclude that a system where an odd number of $\Psi_{(0,0)}, \Psi_{(\pi,0)}, \Psi_{(0,\pi)}, \Psi_{(\pi,\pi)}$ have Kramers degeneracies must have excitations which are truly two dimensional and are not localized to a one dimensional strip.

3. Fractionalized case

The argument for the 3D fractionalized insulator $H_{41}$ is completely analogous. For the same reason as in 2D, we insert $N\Phi_0/2$ flux rather than $\Phi_0/2$ flux, where $N = e/e^*$. Inserting flux through each of the two holes in the Corbino donut, we construct four states, $\Psi_{(0,0)}, \Psi_{(N\pi,0)}, \Psi_{(0,N\pi)}, \Psi_{(N\pi,N\pi)}$. Since the low energy physics is described by a topological insulator built out of charge $q_f$ fermions, this flux insertion is equivalent to inserting $\Phi_0/2 + 2\pi q_f$ flux for a non-interacting topological insulator. If $q_f/e^*$ is odd, then an odd number of $\Psi_{(0,0)}, \Psi_{(N\pi,0)}, \Psi_{(0,N\pi)}, \Psi_{(N\pi,N\pi)}$ have Kramers degeneracies. We can then construct a protected low lying state $\Psi_{ex}$ at zero flux, by starting in one of the Kramers degenerate states and adiabatically reducing the flux to 0. Moreover, this state is in the same topological sector as the ground state, just as in the 2D case. This is what we wanted to show.

Finally, we note that we can refine the flux insertion argument just as in the non-interacting case. To be specific, by repeating the analysis in the previous section, we can prove that if $q_f/e^*$ is odd, the fractionalized insulators not only have low lying surface modes, but these modes are truly two dimensional and cannot be localized to a one dimensional strip. Just as in the non-interacting case, this allows us to distinguish these systems from “weak fractional topological insulators” with an odd number of layers.

C. Microscopic theory of 2D edge

While the flux insertion argument shows that the edge modes are protected for the models\footnote{37} with odd $q_f/e^*$, it does not tell us anything about the converse statement—that is, whether the modes can be gapped out in the models with even $q_f/e^*$. In order to establish this fact we now analyze the microscopic theory of the edge.

1. Constructing the 2D edge theory

The first step is to construct the edge theory. The free fermion theory\footnote{59} is unfortunately not a good starting point since it is not truly a complete edge theory. The reason it is not complete is that it doesn’t include all the quasiparticle excitations with nontrivial statistics, such as flux quasiparticles. As a result, this theory cannot be used to analyze the most general edge perturbations—for example, those that are large compared to the flux quasiparticle gap.

A simple way to construct a complete edge theory is to use the general bulk-edge correspondence for abelian Chern-Simons theory\footnote{20}. According to this correspondence, the edge of $H_{47}$ is described by a four compo-
nent chiral boson theory
\[ L = \frac{1}{4\pi} \partial_x \Phi \cdot (K_{ij} \partial_i \Phi_j - V_{ij} \partial_x \Phi_j) + \frac{1}{2\pi} t \epsilon^{\mu\nu} \partial_\mu \Phi_1 A_\nu \] (104)

Here \( \Phi \) is a four component vector field, \( V \) is the velocity matrix and \( K \) and \( t \) are defined as in [39]. In this language, the most general quasiparticle creation operators can be written as \( e^{ilT} \Phi \) for \( l \) an integer valued four component vector. The charge carried by \( e^{ilT} \Phi \) is \( t^T K^{-1} t \). The subset of these operators that are “local” (i.e. products of electron creation and annihilation operators) can be written as \( e^{i\Theta(\Lambda)} \) where \( \Theta(\Lambda) = \Lambda^T K \Phi \) and \( \Lambda \) is an integer valued four component vector.

The final component of the edge theory is the physical interpretation of the \( e^{i\Theta(\Lambda)} \) operators in terms of the microscopic model \( H \). Using our understanding of the corresponding bulk Chern-Simons theory, we identify \( \Lambda^T = (0,0,1,0) \), \((0,0,0,1) \) with creation operators for spin-up and spin-down electrons, respectively, and \( \Lambda^T = (0,1,0,0) \) with a creation operator for the charge \( 2e \) spinless boson. As for \((1,0,0,0) \), this creates a neutral spinless particle which can be thought of as composite of \( m \) flux quasiparticles. The most general \( e^{i\Theta(\Lambda)} \) is a composite of these elementary operators.

These identifications have the added benefit of fixing the transformation properties of \( \Phi \) under time reversal. If we require that the electron creation operators transform as
\[ T: c_+^\dagger \rightarrow c_+^\dagger, c_-^\dagger \rightarrow -c_-^\dagger \] (105)
and that the spinless charge \( 2e \) boson is invariant under time reversal, while the flux changes sign, we deduce that \( \Phi \) transforms as
\[ \Phi \rightarrow T \Phi + \pi K^{-1} \chi \] (106)
where
\[ T = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \] and \( \chi = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} \) (107)

Equivalently, \( \Theta(\Lambda) \) transforms as
\[ \Theta(\Lambda) \rightarrow \Theta(-T \Lambda) - Q(\Lambda) \cdot \pi \] (108)
where \( Q(\Lambda) = \Lambda^T \chi \). To complete the story, we need to explain the relationship between the above edge theory [104] and the edge [59] of the exactly soluble model \( H \) [54]. An important clue is that [104] has four gapless modes while the free fermion edge [59] has only two modes. This mode counting suggests that [59] can be obtained from [104] by adding a perturbation that gaps out two of the modes. In appendix C we confirm this guess.

We show that a time reversal invariant perturbation of the form
\[ U(\Lambda) = U(x)[\cos(\Theta(\Lambda) - \alpha(x)) + (-1)^Q(\Lambda) \cos(\Theta(T \Lambda) - \alpha(x))] \] (109)
with \( \Lambda_0^T = (1,0,0,0) \) does the job. That is, the perturbation \( U(\Lambda_0) \) gaps out two of the edge modes of [104] leaving behind exactly the free fermion edge [59].

Turning this statement around, if we start with the exactly soluble model [57], we must be able to find a perturbation that closes the gap to the bosonic excitations at the edge, and results in the four component edge theory [104]. At a microscopic level, the following perturbation accomplishes this task:
\[ \Delta H_{\text{edge}} = -J \sum_{\langle ss' \rangle \in \partial X} (U_{ss'} + h.c) \] (110)

Here, the sum runs over links on the boundary \( \partial X \) of the exactly soluble system. Physically, this term gives an amplitude for the bosonic charge excitations to hop. When \( J \ll V \), the bosonic charge excitations are gapped in both the bulk and the edge, and the only low energy edge excitations are the two chiral fermion modes in [59]. However, when \( J \) is sufficiently large, the gap to the bosonic charge excitations closes at the edge, resulting in a 1D superfluid. The resulting edge has four gapless modes and is described by [104].

2. Analysis of edge mode stability

In the previous section we derived an edge theory [104] for \( H \) [54], and showed it could be obtained from the exactly soluble edge by adding an appropriate perturbation. We now investigate whether this edge theory [104] can be gapped out completely by charge conserving, time reversal symmetric perturbations. We find that the edge can be gapped out if and only if \( q_i/e^* \) is even, in agreement with the flux insertion argument.

Our analysis closely follows that of Ref. [10]. We focus on scattering terms of the form [109]. These perturbations can be divided into two different classes: perturbations where \( \Lambda, TA \) are linearly independent, and perturbations where \( TA = \pm \Lambda \). Perturbations of the first type can gap out four edge modes, while perturbations of the second type can gap out two edge modes. Therefore, in order to fully gap out the edge [104], we either need one perturbation of the first type or two perturbations of the second type. Here, we will focus on the second possibility (though we would obtain the same results if we considered the first kind of perturbation instead). That is, we will look for perturbations of the form
\[ U(\Lambda_1) + U(\Lambda_2) \] (111)
where \( TA = \pm \Lambda_1 \) and similarly for \( \Lambda_2 \).

To begin, we note that the most general charge conserving solution to \( TA = \Lambda \) is \( \Lambda^T = (0,x,-x,-x) \).
while the most general solution to $T\Lambda = -\Lambda$ is $\Lambda^T = (y, 0, z, -z)$. Therefore, in order to get two linearly independent $\Lambda$’s, we can either take

\[ \Lambda_1^T = (y_1, 0, z_1, -z_1), \quad \Lambda_2^T = (y_2, 0, z_2, -z_2) \quad (112) \]

or we can take

\[ \Lambda_1^T = (0, x, -x, -x), \quad \Lambda_2^T = (y, 0, z, -z) \quad (113) \]

In the first case (112), the corresponding perturbation \( \Lambda_1\Lambda_2 \) can indeed gap out the edge, but hand in hand with that it spontaneously breaks time reversal symmetry, as we now explain. We note that when \( \Lambda_1\Lambda_2 \) gaps out the edge, it freezes the value of \( \Theta(\Lambda_1), \Theta(\Lambda_2) \). It therefore also freezes the value of \( \Theta(y_1\Lambda_2 - y_2\Lambda_1) \), which is a multiple of \( \Theta(0, 0, 1, -1) \). But \( \cos(\Theta(0, 0, 1, -1) - \alpha) \) is odd under time reversal (this follows from (108) or alternatively from the fact that \( \cos(\Theta(0, 0, 1, -1) - \alpha) \) describes a Zeeman field oriented in the \( x y \) plane) so we conclude that this perturbation spontaneously breaks time reversal symmetry.

Therefore, if we want to gap out the edge without breaking time reversal symmetry, we are led to perturbations of the form (113). According to Haldane’s null vector criterion\(^{39}\) such a perturbation can gap out the edge if \( \Lambda_1, \Lambda_2 \) satisfy

\[ \Lambda_1^T K \Lambda_1 = \Lambda_2^T K \Lambda_2 = \Lambda_1^T K \Lambda_2 = 0 \quad (114) \]

(The origin of the criterion (114) is that this condition guarantees that we can make a linear change of variables from \( \Phi \) to \( \Psi' \) such that (a) the action for \( \Psi' \) consists of two decoupled non-chiral Luttinger liquids, and (b) the two perturbations correspond to backscattering terms for the two liquids. See appendix C for a related example). For the above \( \Lambda_1, \Lambda_2 \), this leads to the condition

\[ (2k + m)y - 2z = 0 \quad (115) \]

It is convenient to parameterize \( y, z \) by \( y = us, \quad z = vs \) where \( u, v \) have no common factors. Then the above condition becomes

\[ (2k + m)u - 2v = 0 \quad (116) \]

We now consider two cases: \( 2k + m \) divisible by 4, and \( 2k + m \) not divisible by 4. If \( 2k + m \) is not divisible by 4 then we must have \( v \) odd (since even \( v \) implies even \( u \), which contradicts the fact that \( u, v \) have no common factors). It then follows that the perturbation \( U(\Lambda_2) \) spontaneously breaks time reversal symmetry: the perturbation \( U(\Lambda_2) \) freezes the values of \( \Theta(\Lambda_2) \) which is a multiple of \( \Theta(u, 0, v, -v) \). But \( \cos(\Theta(u, 0, v, -v) - \alpha) \) is odd under time reversal symmetry (since \( v \) is odd), so this perturbation must spontaneously break time reversal symmetry. We conclude that when \( 2k + m \) is not divisible by 4, we cannot gap out the edge using these perturbations without breaking time reversal symmetry. We note that this agrees with the flux insertion argument since \( q_1/e^* \) is odd precisely when \( 2k + m \) is not divisible by 4.

On the other hand, when \( 2k + m \) is a multiple of 4 (or equivalently, \( q_1/e^* \) is even) the above condition suggests a natural solution for \( (\Lambda_1, \Lambda_2) \): we can take \( u = 1, \quad v = k + m/2, \quad s = 1, \quad x = 1 \), so that

\[ \Lambda_1^T = (0, 1, -1, -1) \]

\[ \Lambda_2^T = (1, 0, k + m/2, -k - m/2) \quad (117) \]

The physical meaning of the corresponding perturbations is clear: \( U(\Lambda_1) \) describes a process where a charge \( 2e \) boson breaks into two electrons with opposite spin directions, while \( U(\Lambda_2) \) describes a process which flips the spins of \( k + m/2 \) electrons while simultaneously creating a composite of \( m \) flux quasiparticles.

To see that the perturbation \( U(\Lambda_1) + U(\Lambda_2) \) can gap out the edge, we note that the above \( \Lambda_1, \Lambda_2 \) obey Haldane’s criterion (114). Moreover, this perturbation is time reversal invariant as long as \( \alpha_1 = \pi/2 \) or \( 3\pi/2 \). Finally, this perturbation does not break time reversal symmetry spontaneously, as we now explain. The basic point is that, the only way that time reversal symmetry (or any other symmetry) can be spontaneously broken is if, for some \( a, b \) with no common factors, the linear combination \( a\Lambda_1 + b\Lambda_2 \), is non-primitive – that is, \( a\Lambda_1 + b\Lambda_2 = n\Lambda \), where \( \Lambda \) is an integer vector, and \( n \) is an integer larger than 1. (To understand where this condition comes from, see the example of spontaneous symmetry breaking given in the discussion after (113). But it is clear from the form of \( \Lambda_1, \Lambda_2 \) that all such linear combinations \( a\Lambda_1 + b\Lambda_2 \) are primitive. We conclude that \( U(\Lambda_1) + U(\Lambda_2) \) gaps out the edge without breaking time reversal symmetry explicitly or spontaneously.

**VIII. CONCLUSION**

In this work, we have constructed a family of exactly solvable models for fractionalized, time reversal invariant insulators in 2 and 3 dimensions. At low energies, these models behave like topological insulators made of fractionally charged fermions of charge \( q_1 \). As a result, the 2D models have two edge modes of opposite chiralities, while the 3D models have a gapless Dirac cone on each surface. At high energies, the insulators possess other types of excitations, including quasiparticles with minimal charge \( e^* \). As expected for systems with fractional charge, all of the 2D and 3D insulators are topologically ordered, exhibiting fractional statistics as well as ground state degeneracy in geometries with periodic boundary conditions.

An important characteristic of the 3D models is that they exhibit a fractional magnetoelectric effect. More specifically, if time reversal symmetry is broken at the surface, the 3D models exhibit a surface Hall effect with fractional Hall conductivity \( \sigma_{xy} = q_1^2/2\hbar \). In addition, if a magnetic monopole is inserted into the bulk, it binds a fractional electric charge. Somewhat surprisingly, the
 size of the elementary charge $e^*$ plays a significant role in this charge binding physics.

A key question is whether the gapless boundary modes are robust to perturbations, so that these systems truly qualify as “fractional topological insulators.” We have studied this question in detail and have shown that the boundary modes are protected for the models where the ratio $q/\ell$ is odd. That is, the edge or surface modes cannot be gapped out by perturbations that are time reversal symmetric and charge conserving. In fact, these modes are immune even to large perturbations, as long as the perturbations do not close the bulk gap or spontaneously break time reversal or charge conservation symmetry at the boundary.

In contrast, the gapless boundary modes are not necessarily stable when $q/\ell$ is even. In the 2D case, we have demonstrated this point explicitly by constructing time reversal invariant, charge conserving perturbations that open a gap at the edge. The situation in 3D is less clear: though our argument for proving the existence of protected surface modes breaks down in the models with even $q/\ell$, we have not explicitly constructed perturbations that gap out the surface. Determining the robustness of the surface modes in these models is an interesting question for future research.

Our findings regarding the stability of the edge modes are intriguing for several reasons. First, we have demonstrated that simply having fractionally charged fermions in the right band structure does not guarantee a system is a fractional topological insulator. Second, although $e^*$ is a high energy property, it evidently determines the fate of the low energy excitations on the edge. And third, it is interesting that the condition that guarantees stability the boundary modes turns out to be identical for both the two and three dimensional models considered here and those considered in Ref. 11.

We have focused here on a particular set of models, which does not exhaust all the possibilities for fractional topological insulators. In two dimensions, the fractional quantum spin Hall systems discussed by Refs. 2 and 10 give a whole other class of examples. Similarly, in three dimensions, there may be other families of 3D fractional topological insulators beyond the ones discussed here. Constructing microscopic models of the other families, and finding a complete classification of the possibilities, remain tantalizing open questions.
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**Appendix A: Eigenstate degeneracy of 2D lattice boson model**

In this section, we find the degeneracy of the $|q_s, b_p\rangle$ eigenstates of the 2D lattice boson model [1]. We consider two geometries: a rectangular piece of square lattice with open boundary conditions (Fig. 2a), and a rectangular piece of square lattice with periodic boundary conditions—that is, a torus (Fig. 2b).

1. **Open boundary condition geometry**

The first step is to define projectors $P_{q_s}$, $P_{b_p}$, which project onto states with $Q_s = q_s$ and $B_P = b_p$ respectively. The degeneracy $D$ of the $q_s, b_p$ eigenspace can then be written as the trace of the product of all the projectors:

$$D = Tr \left( \prod_s P_{q_s} \prod_p P_{b_p} \right)$$

We next write down an explicit expression for $\prod_P P_{b_P}$. To this end, we recall that the eigenvalues of $B_P$ are $p$th roots of unity, so the projector can be written as

$$P_{b_P} = \frac{1}{m} \sum_{j=0}^{m-1} \tilde{b}_P B_P^j$$

Expanding out the product, we have

$$\prod_P P_{b_P} = \prod_P \left( \frac{1}{m} \sum_{j=0}^{m-1} \tilde{b}_P B_P^j \right) = \frac{1}{m^{N_{plaq}}} \sum_{\{jp\}} \prod_P \tilde{b}_P \prod_P B_P$$

where $N_{plaq}$ is the total number of plaquettes. Using the definition $B_P = U_{12} U_{23} U_{34} U_{41}$, we get an expression of the form

$$\prod_P P_{b_P} = \frac{1}{m^{N_{plaq}}} \sum_{\{jp\}} \prod_P \tilde{b}_P \prod_P U_{ss'} \Delta_{j_{ss'}}$$

Here, $\Delta_{j_{ss'}} = j_P - j_{P'}$ where $P, P'$ are the two plaquettes bordering the link $\langle ss' \rangle$. If $\langle ss' \rangle$ happens to live on the boundary of the system, then $\Delta_{j_{ss'}} = j_P$ where $P$ is the unique plaquette bordering this link. Substituting this into (A4) gives

$$D = \frac{1}{m^{N_{plaq}}} \sum_{\{jp\}} \prod_P \tilde{b}_P \cdot Tr \left( \prod_s P_{q_s} \prod_{\langle ss' \rangle} U_{ss'} \Delta_{j_{ss'}} \right)$$

The next step is to note that the operator $U_{ss'}$ changes the boson number $n_{ss'}$ by $\pm r$ (mod $m$). We conclude that the trace $Tr \left( \prod_s P_{q_s} \prod_{\langle ss' \rangle} U_{ss'} \Delta_{j_{ss'}} \right)$ vanishes unless
We then note that the only nonvanishing term in \((A5)\) is the one with \(j_P = 0\), so that
\[
D = \frac{1}{m^{N_{\text{plaq}}}} \cdot Tr \left( \prod_s P_{q_s} \right) 
\]  
(6)

All that remains is to compute this trace, or equivalently, count the number of states with \(Q_s = q_s\). Working in the number basis, \((n_s, n_{ss'})\), and using the definition (22) of \(Q_s\), it is clear that there is a one-to-one correspondence between states with \(Q_s = q_s\) and configurations of \(n_{ss'}\) satisfying
\[
\alpha_s \sum_{s'} n_{ss'} \equiv q_s \pmod{m} 
\]  
(7)

We can count these configurations by comparing the number of constraints (7) to the number of free parameters. Examining (7), we see that we have a constraint for every site \(s\) of the lattice. However, these constraints are not all independent, since if we add all the constraint equations together, we get
\[
\sum_s q_s = \sum_s \alpha_s \sum_{s'} n_{ss'} \equiv 0 \pmod{m} 
\]  
(8)

which is automatically satisfied as long as \(\sum_s q_s \equiv 0 \pmod{m}\). (This is a special case of the identity (22).) We conclude that the number of constraints in (7) is
\[
N_{\text{constr}} = N_{\text{site}} - 1 
\]  
(9)

On the other hand, the number of free parameters is just the total number of links
\[
N_{\text{param}} = N_{\text{link}} 
\]  
(10)

Combining these two calculations, we see that the total number of configurations of \(n_{ss'}\) satisfying (7) is given by
\[
N_{\text{config}} = m^{N_{\text{param}} - N_{\text{constr}}} = m^{N_{\text{link}} - N_{\text{site}} + 1} 
\]  
(11)

We now substitute this into our formula (6) for the degeneracy, obtaining
\[
D = \frac{1}{m^{N_{\text{plaq}}}} N_{\text{config}} = m^{N_{\text{link}} - N_{\text{site}} - N_{\text{plaq}} + 1} 
\]  
(12)

We then note that
\[
N_{\text{link}} - N_{\text{site}} - N_{\text{plaq}} = -1 
\]  
(13)

either by direct computation or by Euler’s general formula \(V - E + F = \chi\). We conclude that \(D = 1\): there is a unique eigenstate \(\{q_s, b_P\}\) for each configuration satisfying \(\sum_s q_s \equiv 0 \pmod{m}\).

2. Periodic (torus) geometry

The calculation in the torus geometry proceeds similarly to the open boundary condition case discussed above. The expression (A5) for the degeneracy is still applicable in this case, and we can still deduce that the only nonvanishing terms in this sum are the ones where \(\Delta_{ss'} \equiv 0 \pmod{m}\) everywhere. However, unlike the open boundary condition case, there are now \(m\) terms satisfying \(\Delta_{ss'} \equiv 0 \pmod{m}\)—namely the terms where \(j_P\) is constant. Therefore, in the torus geometry case, (A6) reduces to
\[
D = \frac{1}{m^{N_{\text{plaq}}}} \sum_P \prod_j \langle \bar{b}_P | P_{q_s} \rangle 
\]  
(14)

Just as in the open boundary condition case, we can compute \(Tr(\prod_s P_{q_s})\) by counting the number of configurations \(n_{ss'}\) satisfying (7), and again this number is given by (11). Substituting (11) into (14), and specializing to the case \(\prod_P b_P = 1\), we find
\[
D = \frac{1}{m^{N_{\text{plaq}}}} N_{\text{config}} = m^{N_{\text{link}} - N_{\text{site}} - N_{\text{plaq}} + 2} 
\]  
(15)

At this stage, there is again a difference from the open boundary condition case. Instead of (13), we have the modified relation
\[
N_{\text{link}} - N_{\text{site}} - N_{\text{plaq}} = 0 
\]  
(16)

(again, this can be derived directly or via Euler’s formula \(V - E + F = \chi\)). We conclude that there are \(D = m^2\) degenerate eigenstates \(\{q_s, b_P\}\) for every configuration satisfying \(\prod_P b_P = 1\) and \(\sum_s q_s \equiv 0 \pmod{m}\). In particular, the ground state \(\{q_s = 0, b_P = 1\}\) is \(m^2\)-fold degenerate.

Appendix B: Eigenstate degeneracy of 3D lattice boson model

1. Open boundary condition geometry

We use the equation (A5) in an almost unchanged form, the only difference being that the quantity \(\Delta_{ss'}\) is now defined as \(j_{P_1} - j_{P_2} + j_{P_3} - j_{P_4}\), where \(P_i\) are the four plaquettes meeting at the edge \(\langle ss'\rangle\) and the labeling is clockwise as we go around the link (i.e. there is a relative minus sign between plaquettes which are perpendicular to each other. This is a different convention from the 2D case.). The only nonvanishing matrix elements are those for which:
\[
\Delta_{ss'} \equiv 0 \pmod{m} 
\]  
(17)

The question is thus reduced to the problem of counting possible assignments \(\{j_P\}\) that satisfy those conditions.
To count the allowed configurations of \( \{ j_P \} \), we will construct an explicit mapping from choices of \( \{ j_P \} \) satisfying Eq. (B1) to configurations of \( Z_m \) spins living at the centers of the cubes on the lattice (i.e. \( Z_m \) spins on the dual lattice). One can picture \( j_P = 0 \) as the absence of a domain wall between the cubes; more generally the value of \( j_P \) assigns a label to the face separating any pair of cubes, which we will later identify with the change in the \( Z_m \) spins between these cubes. The conditions (B1) ensure that domain walls can never end on an edge – and further, that the net change in the spin along any closed curve is a multiple of \( m \), so that an allowed configuration of \( \{ j_P \} \) does indeed specify a set of domain walls between \( Z_m \) spins on adjacent cubes.

The precise mapping is as follows. Let us focus on some link \( \langle ss' \rangle \) incident at the corner of the sample – there are only two plaquettes \( P, P' \) bordering that link and \( \Delta j_{ss'} = j_P - j_{P'} \), so in order for it to contribute to the trace we need \( j_P = j_{P'} \) which can assume \( m \) values. We place the corresponding value of \( j_C = j_P \) in the corner cube of the lattice. We assign a value to all other cubes sequentially using the following algorithm: start in the corner cube and construct a closed directed loop going through a number of other cubes. If \( C, C' \) are cubes in the loop separated by a plaquette \( P \) and the value \( j_C \) is already assigned, then \( j_C' = j_C \pm j_P \) (mod \( m \)). We adopt the convention that we always pick up a positive sign as we leave the corner cube and later it alternates as shown in figure (9). The consistency is guaranteed by the fact that as we go around a single link \( \langle ss' \rangle \) and return to the cube \( C \) we pick up a contribution of precisely \( \pm \Delta j_{ss'} = 0 \) (mod \( m \)). More generally, if we pick any closed loop starting at \( C \) we can decompose it into a number of small loops around individual links enclosed by the big loop, all of which contribute 0 (mod \( m \)), which can also be seen in figure (9). Thus the assignment of spins is consistent. Once the corner cube has been assigned a value the mapping is unique. Conversely, given a configuration of \( \{ j_C \} \) in the cubes we can reconstruct the corresponding assignment of \( \{ j_P \} \). Therefore there is a bijection between the plaquette configurations and the cube configurations – of which there are \( m^{N_{\text{cube}}} \) configurations. We conclude that there are \( m^{N_{\text{cube}}} \) terms contributing to the sum in equation (A5).

For each plaquette configuration \( \{ j_P \} \), we must now evaluate the product

\[
\frac{1}{m^{N_{\text{plaq}}}} \prod_P b_{P}^{j_P} \text{Tr} \left( \prod_s P_{q_s} \right) \quad (B2)
\]

The evaluation of the trace is identical to the 2D case, and again gives \( m^{N_{\text{link}} - N_{\text{site}} + 1} \). The factor \( \prod_P b_{P}^{j_P} \) is always equal to 1 – as long as \( \prod_{P \in C} b_P = 1 \) for each cube \( C \). (Using this relation, we can simultaneously reduce the labels on all of the faces of a given cube by any integer \( j \) (mod \( m \)). This preserves the condition (B1) everywhere. Since the allowed configurations constitute closed domain walls, a series of these reductions can be used to reduce all of the labels to 0, which proves that \( \prod_P b_{P}^{j_P} = \prod_P b_{P}^{0} = 1 \) for the allowed configurations \( \{ j_P \} \). Thus:

\[
D = \frac{m^{N_{\text{cube}}}}{m^{N_{\text{plaq}}}} \cdot \text{Tr} \left( \prod_s P_{q_s} \right) = m^{N_{\text{cube}} - N_{\text{plaq}} + N_{\text{link}} - N_{\text{site}} + 1} \quad (B3)
\]

The exponent can be evaluated by explicit counting or using the generalized Euler formula:

\[
N_{\text{cube}} - N_{\text{plaq}} + N_{\text{link}} - N_{\text{site}} + 1 = 0 \quad (B4)
\]

Thus we have shown that \( D = 1 \), provided the constraint \( \prod_{P \in C} b_P = 1 \) is satisfied for all cubes.

### 2. Periodic (torus) geometry

Next, we repeat the above counting argument for a system with periodic boundary conditions in the \( x, y, \) and \( z \) directions. It is instructive to start with the open boundary case again. We may divide the configurations \( \{ j_P \} \) satisfying (B1) into bulk and boundary parts: \( \{ j_P \} \in \text{boundary} \) and \( \{ j_P \} \in \text{bulk} \). Assume we have fixed some bulk configuration. In the open geometry, fixing one of the boundary plaquettes (say, in the corner) to one of the \( m \) possible values automatically fixes all other boundary plaquettes. This is because the links \( \langle ss' \rangle \) on the boundary always have only two incident boundary plaquettes (and possibly a bulk one, but it is already fixed). Hence, the total number of configurations is \( m \) times the number of bulk configurations.

Let us now define the periodic geometry by identifying opposite faces of the boundary. This allows us to inherit the notion of bulk and boundary configurations from the open case. Note that the two cases do not differ at all in the bulk – the allowed configurations satisfying (B1) are the same. However, at the boundary there are more possible configurations if we impose periodic boundary conditions. Let us again fix a bulk configuration. In

![FIG. 9. An example of mapping to spin configuration for \( m = 3 \). The numbers in red correspond to a choice of \( \{ j_P \} \). The base of the loop is the lower left corner, which for concreteness has been assigned a value 0. The sign with which we pick up the appropriate \( j_P \) (or equivalently with which the plaquette contributes to \( \Delta j_{ss'} \) for a specific link \( \langle ss' \rangle \) enclosed by the loop) has been coded in blue for + and green for −. The involved links have been colored red.](image-url)
the periodic case choosing a value for one of the boundary plaquettes only fixes the value of the plaquettes in the same boundary plane. The two other perpendicular planes still remain unfixed as each boundary link in the corner has four incident boundary plaquettes. Independently choosing a value for one plaquette in the remaining planes produces a factor of $m^2$. Hence the total number of configurations in periodic case is $m^3$ times the number of bulk configurations or $m^2$ times the total number of configurations in the open case. Thus we have $m^{N_{	ext{cube}}+2}$ configurations. Note also, that in the periodic case there is an additional algebraic constraint satisfied by operators $B_P$: if we take any boundary plane $i$ (which is a 2D torus embedded in the 3D one) then:

$$\prod_{P \in \text{plane}(i)} B_P = 1.$$  \hspace{1cm} (B5)

The rest of the calculation is unchanged:

$$D = m^{N_{\text{cube}}+2-N_{\text{plaq}}+N_{\text{link}}-N_{\text{site}}+1} = m^3,$$  \hspace{1cm} (B6)

since in the periodic case we have $N_{\text{cube}}-N_{\text{plaq}}+N_{\text{link}}-N_{\text{site}} = 0$ either by explicit counting or using the Euler formula. Thus there is a $D = m^3$ degeneracy, provided the constraints (59) and (\ref{eq:B5}) are satisfied. In particular, the ground state $|q_x = 0, b_P = 1\rangle$ has an $m^3$ degeneracy.

**Appendix C: Relationship between the bosonic edge theory\textsuperscript{\textit{(104)}} and the free fermion edge theory\textsuperscript{\textit{(59)}}**

In this section, we show that the perturbation $U(\Lambda_0)$\textsuperscript{\textit{(104)}} where $\Lambda_0 = (1, 0, 0, 0)$ can gap out two of the edge modes of \textsuperscript{\textit{(104)}}, leaving behind exactly the free fermion edge\textsuperscript{\textit{(59)}}. We accomplish this via a change of variables,

$$\Phi = W\tilde{\Phi}, \quad W = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1/m & k/m & k/m \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (C1)

Substituting these expressions into the edge action\textsuperscript{\textit{(104)}}, we find

$$L = \frac{1}{4\pi} \partial_2 \tilde{\Phi}_I (\tilde{K}_{IJ} \partial_2 \tilde{\Phi}_J - \tilde{V}_{IJ} \partial_2 \tilde{\Phi}_J)$$
\begin{align*}
+ \frac{1}{2\pi} i e^{\mu\nu} \partial_\mu \tilde{\Phi}_I A_\nu
\end{align*}

where

$$\tilde{K}_{IJ} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad \tilde{V}_I = \begin{pmatrix} 0 \\ \frac{2e/m}{(2k+m)e/m} \end{pmatrix}$$  \hspace{1cm} (C3)

and $\tilde{V} = W^T V W$. In these variables, the perturbation becomes

$$U(\Lambda_0) = 2U(x) \cos(\tilde{\Phi}_2 - \alpha(x))$$  \hspace{1cm} (C4)

We next assume that that the interactions on the edge are tuned so that $\tilde{V} = v\delta_{I,J}$ (we can make this assumption without any loss of generality since the velocity matrix is non-universal and can be modified by appropriate perturbations at the edge). In this case, the edge theory can be written as a sum of two decoupled actions, one involving $\tilde{\Phi}_1, \tilde{\Phi}_2$ and one involving $\tilde{\Phi}_3, \tilde{\Phi}_4$:

$$L = L_{12} + L_{34}$$  \hspace{1cm} (C5)

where

$$L_{12} = \frac{1}{4\pi} \left( 2\partial_2 \tilde{\Phi}_1 \partial_2 \tilde{\Phi}_2 - v(\partial_2 \tilde{\Phi}_1)^2 - v(\partial_2 \tilde{\Phi}_2)^2 \right)$$
\begin{align*}
+ \frac{e}{m\pi} \epsilon^{\mu\nu} \partial_\mu \tilde{\Phi}_2 A_\nu
\end{align*}

and

$$L_{34} = \frac{1}{4\pi} \partial_2 \tilde{\Phi}_3 (\partial_2 \tilde{\Phi}_3 - v \partial_2 \tilde{\Phi}_3)$$
\begin{align*}
- \frac{1}{4\pi} \partial_2 \tilde{\Phi}_4 (\partial_2 \tilde{\Phi}_4 + v \partial_2 \tilde{\Phi}_4)
+ \frac{(2k+m)e}{2m\pi} \epsilon^{\mu\nu} \partial_\mu (\tilde{\Phi}_3 + \tilde{\Phi}_4) A_\nu
\end{align*}

It is now easy to analyze the effect of the perturbation $U(\Lambda_0)$\textsuperscript{\textit{(C4)}}: this term gaps out the non-chiral Luttinger liquid described by $L_{12}$ by freezing the value of $\tilde{\Phi}_2$ (at least if $U(x)$ is large). The resulting edge then has only two gapless modes, and is described by $L_{34}$. On the other hand, it is easy to check that $L_{34}$ is nothing but the bosonized description of the free fermion edge theory\textsuperscript{\textit{(59)}}, with $e^{i\Phi_3}, e^{-i\Phi_4}$ corresponding to the fermion creation operators $d^+_1, d^+_1$ respectively\textsuperscript{\textit{20,21}}. We conclude that the perturbation $U(\Lambda_0)$ does indeed gap out two of the modes of \textsuperscript{\textit{(104)}} leaving the free fermion edge\textsuperscript{\textit{(59)}}.
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