Organizational dynamic embeddedness and external shocks: The impact of financial and recession crises in strategic networks of the global pharmaceutical industry
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We analyze the global pharmaceutical industry network using a unique database that covers strategic transactions (i.e., alliance, financing and acquisition collaborations) for the top 90 global pharmaceutical firms and their ego-network partnerships totaling 4735 members during 1991–2012. The article explores insights on dynamic embeddedness analysis under network perturbations by exploring core and full networks’ behavior during the global financial crisis of 2007–2008 and the subsequent global and Eurozone recessions of 2009–2012. We introduce and test literature grounded hypotheses as well as report network visualizations and nonparametric tests that reveal important discrepancies in both network types before and after the financial crisis offset. We observe that firms in core and full networks behave differently, with smaller top pharmaceutical firms of core networks particularly being affected by the crises, potentially due to a collaboration reduction with bigger top pharmaceuticals. On the other hand, big pharmaceuticals in full networks maintain their centrality position as a possible consequence of their strategic collaborations not only with other similarly sized firms but also due to their connections with subsidiaries and other private entities present in the total sample. Our results confirm the significant dynamicity reduction during financial crisis and recession periods for core and full networks, and highlight the importance that exogenous factors as well as network types play in centrality-based dynamic longitudinal network analysis. © 2016 Wiley Periodicals, Inc. Complexity 21: 602–621, 2016
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1. INTRODUCTION

Organizations often engage in clusters of collaborations forming complex networks of a dynamic nature. This dynamic complexity is crucial as it provides an important area to study the behavior of organizations upon which recent literature has gained new learning insights via complex computational analysis. These insights have involved the capture of organizational dynamics in a longitudinal setting, where collaborative networks are observed by focusing on the contribution that each network member (i.e., actor) provides to the overall network structure and stability [1–3]. Particularly insightful is the combination of both static and dynamic network topologies resulting in studies that shed light on both endogenous and exogenous network perturbations, with a special interest in capturing actor’s contribution to any given network dynamics [4] (Hossein et al., 2013). This actor-level approach, embodied by the concept of dynamicity, has enabled researchers to study the effect of specific critical events (i.e., perturbations) that dramatically alter the structure of the longitudinal network [5].

Traditional longitudinal social network analysis has been mainly focused on dyadic (i.e., interactions between only two actors) computational approaches, often neglecting simultaneous interactions that a firm has with multiple partners at any given time [6,7]. Even studies on structural embeddedness that consider constellation analyses (i.e., interactions between more than two actors) have missed out the relevance of specific actors’ influence by purposefully focusing on a specific type of collaboration. Often, as it is the case, embeddedness-based studies have relied on strategic collaborations such as alliances [8–10] neglecting other collaborations of equal importance to network dynamic behavior.

Our study provides additional insights on dynamic network evolution by considering a multitude of strategic transactions between organizations including alliance, acquisition and financing collaborations that provide an enhanced picture of the “constellation” view in state-of-the-art social network analysis. We do so by analyzing strategic transactions in an industry of strategic importance such as the global pharmaceutical industry, and a longitudinal setting that enhances the changes of understanding dynamic behavior of organizations. Our empirical analysis is based on the novel concept of “dynamic embeddedness” defined as the individual actor’s structural positions’ variability in a longitudinal network compared to its structural position in an aggregated network [5]. In particular, we claim that macro-level exogenous shocks, such as the global financial crisis of 2007–2008 and the subsequent global as well as the more local Eurozone recessions during 2009–2012, might have a significant impact on firm-level measures of dynamic embeddedness within a specific network. Critical to this proposition is the idea that exogenous event impacts on a specific organization can be transmitted to any other connected member. Supporting this claim, our findings show a significant reduction of firm-level degree of dynamicity within networks, after crisis and during recession periods, highlighting the importance that exogenous factors as well as network types play in centrality-based dynamic longitudinal network analysis. To our knowledge, this is one the first attempts to analyze the effects of exogenous shocks on interfirm dynamic embeddedness.

The present article first develops a theoretical framework that serves as the substrate for testing hypotheses on both strategic collaborations between the top global pharmaceutical firms and their connections with other firms and institutions. It lately provides detailed and fine-grained empirical tests that include computational network visualizations, Kernel density estimates, revised longitudinal data estimations to increase statistical robustness, as well as ANOVA tests. These methods coupled, with the inclusion of necessary descriptive data, provide an enhanced view of the critical impact that large exogenous perturbations such as global crises have on dynamic longitudinal networks between top-level actors and their partnering members in the global pharmaceutical industry.

2. THEORETICAL FRAMEWORK

To understand the timing of strategic transactions’ influence on firm’s dynamic embeddedness in a specific network, we build on three complementary theoretical lenses: longitudinal social network analysis, embeddedness and strategic transactions. Social networks have been defined as relational structures formed by interactions between social actors where each individual is represented by a node, and a tie between two nodes represents whether an interaction has occurred or a relationship exists between the individuals during the observation time [2,11].

2.1. Evolutionary social network dynamics

Most social networks can be considered dynamic as their structure tends to evolve gradually, due to frequent changes in activity and interaction between individuals (Newman and Park, 2003), and relations between actors may rise or decay over time thereby altering the network structure they continuously form [11–15] (Lazega et al. 2009). Thus, actors inside a dynamic network are highly mobile as their relationships and positional structure continuously change hence, network dynamics is intrinsically connected to the longitudinal context in which it is observed. Recent literature on the subject has seen an increase of studies concerned with the analysis of these
longitudinal networks in which the time of relationship creation is registered, and network evolution is analyzed [1,3,16]. Longitudinal or dynamic networks are similar to cross-sectional or static networks in that they can be one-mode (i.e., each link represents a social actor's relationship to another) or two-mode (i.e., each link represents a social actor’s affiliation to a group [17], and data involved may be either binary (i.e., the relationship between any two actors is either present or not) or weighted (i.e., the relationship between any two actors presents differing weights) [18].

Generally, two main approaches have been considered to capture longitudinal network dynamics: (i) network-level and (ii) actor-level [19]. Network-level dynamics have traditionally relied on dependence of likelihood tie formation for which complex simulation methods of structural configurations such as exponential random graph models [20] and stochastic actor-oriented models (henceforth, SAOMs) [21,22] have been developed. These Markovian models define network’s future structural behavior as depending from both current and previous state, and explore the evolution of a network based on primary (direct) and secondary (indirect) relationships between actors, as well as on internal or external factors that might affect network change [19,23,24]. Additionally, evolutionary models based on “multi-agent” simulation methods have been developed simulating dynamic network changes over time by modeling the behavior of its actors as computer agents [19]. However, both evolutionary and multi-agent models suffer from few considerable limitations. Specifically, SAOMs infer continuous time processes even though they only observe discrete network snapshots [25]. Additionally, Markovian models present convergence issues when facing complex endogenous (i.e., structural-based) and exogenous (i.e., attribute-based) social changes [19]. Conversely, multiagent models oversimplify complex decision-making of specific actors such as individuals or organizations which can in turn distort real-life network evolution. Most importantly, both Markovian and multiagent models offer a generalist view of network dynamics, often failing to capture individual actor-level involvement in the longitudinal context.

2.2. A dynamicity approach to longitudinal network analysis

In the myriad of network evolution studies, little attention has been paid to dynamics of individual importance based on actor-level analysis [4,5,19]. Such “actor-level dynamics” approach captures actor’s positional evolution in longitudinal networks by centering itself around two key topologies: (i) static topology which applies traditional social network analysis (henceforth, SNA) methods over an aggregated network encompassing all observational time periods, and (ii) dynamic topology which applies longitudinal analysis techniques over each observational time period referred to as short-interval network. Thus, actor's activity, its structural embeddedness, proximity to other important actors and brokerage position can be captured and analyzed over time. Moreover, this approach can capture the positional change of each actor in longitudinal networks and is useful to determine actor's effect in specific networks such as “disease spread networks” [19] but also in strategic transaction networks where alliances, financing transactions, and merger and acquisition operations (henceforth, M&A) significantly alter network compositional structure.

Expanding the actor-level approach, Uddin et al. [19] introduce the concept of dynamicity observed by an individual actor as the variability of structural positions of that actor in all short-interval networks compared to its structural position in the aggregated network. This measure is used to quantify actor involvement and contribution in longitudinal communication networks and its behavior against specific perturbations such as organizational crisis. By doing so, the measure takes into account missing data in form of actors’ presence and absence which if not counted can severely distort network indicator estimates [26]. In this paper, we take into consideration the latest advances in the study of longitudinal network dynamicity. In this vein, we aim to avoid certain shortcomings inherited by the original dynamicity measures. Specifically, by choosing yearly short-interval networks, as well as global firms as actors for the longitudinal setting, we avoid potential ambiguous behavior observed in Uddin et al. [19] and Hossein et al. (2013) with regard to individual’s communication network structure. Additionally, by tracing actor’s contribution in the network, we shed light on the dynamic behavior of organizations such as pharmaceutical firms.

2.3. The structure of actor’s network embeddedness

The actor-level approach has its own followers in social network literature, with most studies researching the structural position of actors and particularly their embeddedness. In general, firm’s embeddedness in a network of interorganizational ties has been viewed as a strategic resource, and its important impact on both firms’ economic and innovative performance in terms of future capability and expected performance has been rigorously researched [27–33]. However, the extensive use of the term for various conceptualization purposes has somewhat faded its polish in network literature, in part due to scholars’ disagreeing conceptual views on embeddedness but also due to the nature of actors involved. Initially, Nahapiet and Ghoshal [34] dichotomized embeddedness in two conceptual types: (i) structural embeddedness defined as the impersonal configuration of ties between actors which include network measures such as structural holes, connectivity, centrality and hierarchy [35] and (ii)
relational embeddedness defined as the personal relationships actors have developed due to historical interactions, including measures such as interpersonal trust, trustworthiness and solidarity.

For the purpose of this article, we focus exclusively on structural embeddedness and specifically on key network centrality indicators such as degree, betweenness and closeness, which are widely accepted by social network scholars [9,32,35]. While social network literature has shown that centrality measures are only a part of actor’s structural embeddedness, researchers believe these indicators are enough to provide a dynamic view of social networks’ evolution [8–10]. Centrality, which refers to the network position of an individual actor, denotes the extent to which the focal actor occupies a strategic network position by its involvement in strategically significant ties [36–38]. According to Faust [39] there are several motivators for the existence of network centrality measures. Degree centrality measure is motivated by the fact that actors are central if they are active in the network. Betweenness centrality refers to centrality role of actors if they have the potential to mediate flows of resources or information between other actors, essentially playing a brokerage role [40]. Finally, closeness centrality arises if central actors can contact others through efficient (i.e., short) paths.

2.4. Strategic transactions as a combined form of interorganizational ties

Structural embeddedness analysis is a result of actors’ tie dynamics which depending on the type of actor (i.e., individual or organizational) can take several forms such as friendship [41,42], communication [19], strategic alliances [43,44], innovation networks [45], knowledge networks [46,47], and research and development partnerships (henceforth, R&D) [48] among others. The emergence and formation of ties among organizational actors attributable to both organizational and individual characteristics is at the core of interorganizational networks’ formation whose ties are usually created by “boundary spanners” [49]. The rationale behind tie and subsequent network formation can be traced from organizational objectives, management vision for organizational development, and specific strategies necessary to improve firm competitiveness in rapidly changing environments [50]. Given the nature of our data, we focus on networks generated by several interorganizational ties referred to as strategic transactions. We use this term to denominate close interfirm ties that are enduring and of strategic significance for the firms entering them, and include interfirm deals such as strategic alliances, acquisitions and financing collaborations [51]. By analyzing several types of collaborations at once, we contribute to network literature on embedded alliance activity and its impact on structural patterns [44,52], and also enrich literature area devoted to M&A and financing collaborations [53,54].

Research on strategic transactions varies according to whether the analysis concerns alliance networks or M&A collaborations. In general, strategic alliance studies have enjoyed continuous popularity in social network literature [43,55–58]. Viewed as access relationships, alliances act as conduits for the flow of hitherto unavailable resources and capabilities [59]. Leading firms, particularly in dynamic industries such as biotechnology, computers and telecommunications, have used strategic alliances (e.g., contractual alliances, consortia, joint ventures) to improve their resource endowment and strategic technological uncertainty towards competitors [60,61]. The key advantages attributable to the establishment of these transaction types include entry in new markets, increased market power, acquisition and exchange of skills, risk and investment sharing, increased institutional legitimacy, accruing network capital and securing firm-level advantages [62]. While these studies have gone to great lengths to describe the nature of strategic alliances, their focus has primarily been on bilateral relationships (i.e., dyadic) often and due to complexity analysis issues, neglecting the role that multilateral alliances play in overall single or multi-industry networks. In fact, firms do engage themselves in alliance groups forming alliance constellations such as code-sharing alliances among airlines [6,7], and especially in our case of the global pharmaceutical industry where a wide portfolio of strategic transactions is available, as seen in Table 1.

Conversely, strategic transaction studies based on acquisition or financing networks are considerably fewer [8,54,63]. For example, Lin et al. [8] show that networks, learning and institutions represent three building blocks that can enhance our understanding of drivers behind M&A events. Researchers have supported a view of M&A network formation based on prior alliances [8,64] which is not our case since we do not necessarily assume acquisitions as a direct result of prior alliance networks. Fabac et al. [54] hypothesize that organizational networks with compatible mixing patterns based on assortativity (i.e., similar actors connected to each-other) will be integrated more successfully while newer network actors will be less attracting components. Conversely, Havila and Salmi [63] consider M&A as critical events leading to disruption or establishment of actor ties and thus to a radical change in network structure. There has been very little in-depth research on how financing-based transactions contribute to network evolution with Borges and Fillon [65] analyzing the spin-off processes that contribute to the development of academic entrepreneurs’ social capital. We contribute to this literature by including in our analysis of firm’s dynamic embeddedness not only alliance but also financing and acquisition transactions, a reasonable choice from an organizational behavior perspective where strategic transactions are not restricted to specific types.
2.5. Large perturbations’ effect on strategic transaction networks

Inherently embedded in a dynamical setting, strategic transaction networks are continuously affected by perturbations or shocks (i.e., critical events) of both endogenous nature such as organizational crisis [19,66] and exogenous nature such as global financial crises [67,69]. While few studies on endogenous perturbations have analyzed dynamic actor-level patterns [5,70] (Uddin et al. 2011; Hossein et al. 2013), exogenous perturbations’ research has focused on understanding complex interactions between engaging actors in a quest to uncover structural pattern formation and evolution [68,71]. Critical events such as organizational crisis are found to have a profound effect on centrality measures such as degree, betweenness and closeness [5,66,70]. Specifically, Uddin et al. [5] propose the measure of dynamicity based on centrality indicators to explore underlying endogenous perturbations (i.e., organizational crisis of Enron) to different phases of longitudinal social networks, observing an increase in dynamicity for the crisis period.

Conversely, Minoiu and Reyes [68] find a negative relationship between degree centrality indicators and network perturbations caused by the global financial crisis of 2007–2008, uncovering that structural properties and dynamics of cross-country financial linkages are crucial to understand how the global financial system reacts to shocks, and how systemic risk emerges. On the same lines, Kuzubas et al. [71] show that centrality measures perform well in identifying and monitoring systemically important financial institutions, providing useful insights for financial regulations by showing that after critical events (i.e., Turkish financial crisis), network evolution is considerably less centralized than before. Having said this, evidence on the effects of exogenous shocks on actor-level dynamics as a result of actor’s strategic transaction evolution is practically inexistent. Even studies concerning such perturbations [68,71,72] exclude recession effects succeeding these critical scenarios. Our study addresses these shortcomings by not only analyzing the combined effect of the global financial crisis of 2007–2008 and the great recession of 2008–2009, but also by including the impact that more local perturbations such as the Eurozone recession of 2011–2012 have on dynamics of the global pharmaceutical actors and their networking partners. Based on the aforementioned theoretical review which highlights the reduction of centrality measures in the presence of exogenous shocks, we posit our hypotheses for testing as follows:

Hypothesis 1 (H1). The levels of an actor’s dynamic embeddedness will be negatively associated to global effects such as the global financial crisis of 2007–2008 and the great recession of 2008–2009.

Hypothesis 2 (H2). The levels of an actor’s dynamic embeddedness will be negatively associated to local effects such as the Eurozone recession of 2011–2012.

3. EMPIRICAL ANALYSIS
3.1. Research context

We choose to conduct our research in the global pharmaceutical industry for several reasons. First, this industry

| TABLE 1 |
| --- |
| Strategic Transactions by Type |
| --- |
| **Alliance** | **Financing** | **Acquisition** |
| Co-marketing | Convertible Debt | Acquisition of Private Biotech |
| Co-promotion | IPO | Buy-out |
| Disease Management | Nonconvertible Debt | Full Acquisition |
| Includes Contract | Private Investment in Private Biotech | Includes Contract |
| Includes Equity | Private Placement | Includes Earnout |
| Includes Royalty or Profit Split Information | Special-Purpose Financing Vehicle | Intra-Biotech Deal |
| Intra-Biotech Deal | Spin-Off | Partial Acquisition |
| Joint Venture | FOPO | Payment Includes Cash |
| Manufacturing or Supply | Includes Contract | Payment Includes Stock |
| Marketing-Licensing | Includes Equity | Reverse acquisition |
| Product or Technology Swap | Includes Royalty or Profit Split Information | |
| Product Purchase | Includes Earnout | |
| R&D and Marketing-Licensing | Includes Contract | |
| Reverse Licensing | Includes Royalty or Profit Split Information | |

Source: Pharma & MedTech Business Intelligence.
is renowned for its contribution to the global economy. Second, strategic transactions such as alliances, financings and acquisitions are the norm in the global pharmaceutical industry. Third, strategic transactions are a meaningful measure of firms structural embeddedness as confirmed by the literature review in the theoretical framework section. Specifically, strategic alliances which make up 74.5 percent of all strategic transactions in our data have long been considered an optimal source for centrality measures’ analysis [73]. Fourth, there is a lack of studies on dynamic embeddedness applied to the global pharmaceutical industry.

3.2. Data

We conduct our analysis on a longitudinal dataset ($T = 22$ years, 1991–2012) comprising the strategic transactions of 90 leading firms from the pharmaceutical industry in Western Europe, United States, Asia, Africa and Australia. The sample is selected by identifying those firms that have appeared at least once in the top 50 of the Pharmaceutical Executive Magazine (www.pharmexec.com) yearly editions from the period 2002–2013. Once the sample is defined, we use the Pharma & Medtech Business Intelligence database (www.pharmamedtechbi.com) to collect all the strategic transactions that involve the firms in question for the available period 1991–2012. We consider transactions starting from 1991 because of the potential contribution of this analysis in determining the global pharmaceutical network structure for an unprecedented period of 22 years, shedding light on the interactions of an industry whose information is difficult to obtain due to the pharmaceutical firm’s inherent dynamicality and market’s share concentration in few competitors.

The 90 firms of the sample have engaged in alliance, financing and acquisition collaborations with 4645 firms creating a total of 12,055 strategic transactions. It should be noted that due to their nature, the top 90 firms do not engage transactions only in the pharmaceutical industry but have differentiating portfolios which include biotechnology and chemical industries as well. In fact, the total population of firms includes biotech and chemical firms as well as public and private institutions such as research centers and universities. To minimize bias, we decide to include all transactions that firms made with each-other throughout the study period. Additionally, due to data retrieval limitations, we apply the fixed choice effect [74] meaning that strategic transaction constellations are deliberately reduced to 4 participants. However, these applied data limitation techniques represent less than 10 percent of the overall affected strategic transactions; therefore we proceed with the actors’ selection using the above design without risking important distortions of network-level statistics as observed by Kossinets [26]. Due to our selection process, we consider two types of firms, the core comprised of the top 90 pharmaceuticals and the periphery including the rest of the population, with a total population of 4735 firms whose full list is available from the authors. The obtained longitudinal data for both core and periphery firms, is unbalanced since some firms are acquired by others, or simply are not active for any particular year. This is taken into account when operationalizing the dynamicity variable for each actor, using a constant term whose purpose will be explained in the following paragraphs.

For regression purposes, we obtain financial data using COMPUSTAT (www.compustat.com) and DATASTREAM (www.financial.thomsonreuters.com) databases, supplying missing data using company annual reports. Since financial data concern firms from different countries, we convert all currencies to USD with an exchange rate based on the particular year the data is retrieved. The amount of strategic transactions evolution differs depending on whether the transaction is an alliance, financing or acquisition as seen in Figure 1.

Once our sample is defined, we proceed to build the social networks for both core and periphery firms. We model each year over the sample period as a separate network and analyze the following networks based on a similar approach by Minoiu and Reyes [68]: (i) the core network, referring to the ties between the top 90 actors and (ii) the full network comprising all available data from a total of 4735 actors. To formally characterize such networks, we use the adjacent matrix mathematical concept, meaning a symmetric (i.e., square matrix that is equal to its transpose) $N \times N$ binary adjacent matrix (i.e., sociomatrix) whose generic entry $a_{ij} = a_{ji} = 1$ if and only if a link between actor $i$ and $j$ exists and zero otherwise [75]. This means that networks are constructed with binary data,
i.e., any two actors can either be connected by a tie or not, and the ties between actors are undirected (i.e., reciprocal ties). In accordance with existing literature, we assume the actors shall not have self-referenced ties, meaning the main diagonal of the sociomatrix will always contain zeroes [76].

However many researchers have pointed out that the majority of socio-economic relationships are characterized by a non-reducible heterogeneity. Therefore involving an assessment of how intense (if any) an interaction between two actors is [75,77], binary tie networks run the risk of considering both ties that carry weak and strong flows in a similar manner. Additionally, ties with large weights can potentially have a much larger impact than ties with smaller weights [77]. Therefore, in our analysis, we consider a weighted approach, defined as an N x N "weight" matrix, whose generic entry \( w_{ij} = w_{ji} > 0 \) measures the interaction intensity between any two actors (zero if no link exists between actor \( i \) and \( j \)). This means that ties between actors are valued according to the actual number of strategic transactions, a procedure already seen in the network literature [78]. Additionally, due to data availability issues, the ties considered are of undirected nature. Following this framework and using the software R that enables us to handle very large vectors, we build 22 symmetric 90 \( \times \) 90 matrices to track the evolution of the core network and 22 symmetric 4735 \( \times \) 4735 matrices to track the evolution of the full network for the period 1991–2012. For dynamicity calculation purposes, we build two aggregate matrices which include the strategic transactions for the entire 22 years period for both core and full networks.

### 3.3. Measures

Prior to the network analysis, we define the indicators used to both track the global pharmaceuticals’ evolution and test our hypotheses.

*Degree centrality* (annotated as \( C_D \)) formally represents the simplest centrality measure and determines the number of ties for each actor, that is, the number of actors that the focal actor is connected to. However, when analyzing weighted networks, the original measure [36] has been modified to take into account the sum of weights in each tie [79,80] formalized by the following mathematical expression:

\[
C_D^w(i) = \sum_j w_{ij},
\]

where \( w_{ij} \) is the weight of the tie. This expression is equal to the definition of degree if the network is binary (i.e., each tie has a weight of 1) [77]. As a consequence, degree centrality scores for any actor will be higher, the more transactions the actor actually has [81].

*Betweenness centrality* (annotated as \( C_B \)) formally represents the number of shortest paths between any two actors passing through a specific actor [82]. Therefore, an actor is considered to be well connected if he is located on as many of the shortest paths between pairs of other actors [81]. However, in weighted networks, the actors with the highest actor strength are more likely to be connected in networks from a range of different domains [80]. This means that the shortest (i.e., geodesic) path to reach an actor would be the path that has more weight, that is, the likelihood of an actor acting as a broker in a network would increase if it has stronger ties with other actors.

The mathematical expression for this measure is:

\[
C_B^w(i) = \frac{1}{n(n-1)} \sum_{j,k \neq i} d_{jk}^w(i)
\]

where \( d_{jk}^w(i) \) is the number of the weighted shortest paths between actors \( i \) and \( j \) (\( i \neq j \)) and \( g_{ij}^w(i) \) is the number of those paths that go through actor \( i \).

*Closeness centrality* (annotated as \( C_C \)) formally represents the inverse total length of the paths from an actor to all other actors in the network. This measure is based on the idea that actors with a short distance (i.e., path) to others can spread information very productively through the network [81]. Therefore, closeness centrality values increase when the geodesic distance between any two actors decreases. The mathematical expression for this measure is:

\[
C_C^w(i) = \frac{1}{\sum_{j \neq i} d_{ij}^w(i)}
\]

where \( d_{ij}^w(i) \) is the shortest path between actors \( i \) and \( j \), and \( h \) are intermediary actors on paths between \( i \) and \( j \) as observed by Opsahl et al. [77]. All weighted centrality measures in our analysis have been normalized and are calculated using ‘net’ package available in R software.

*Dynamicity* represents the variability of structural positions of an actor in all short-interval networks compared to its structural position in the aggregated network. The mathematical expression for this measure originally proposed by Uddin et al. [5] is given in the following equation (1):

\[
DDA^t = \frac{\sum_{t=1}^{m} z_{t,t-1} \times |OV_{AN} - OV_t|}{m}
\]
from the current period irrespective of his presence in the previous period.

For the first short-interval (yearly) network (i.e., \( x_{1 \theta} \) for \( t = 0 \)), the value of the constant will depend on the presence or absence of each actor (i.e., either 1 or 0) at that particular period which further differentiates our model from the original one. It should be noted that degree, betweenness and closeness measures are introduced in their absolute form to both Eqs. (1) and (2). The dynamicity model [5] differentiates between two types of dynamicity measures, the dynamicity of an agent represented by Eq. (1) and the average dynamicity shown by an actor of the \( t \)th short-interval network represented by Eq. (2):

\[
DDN^t \times w_t = \sum_{t=1}^{w_0} \left( OV_{AN} - OV_t \right) / w_t 
\]

(2)

where \( DDN^t \) is the average degree of dynamicity shown by an actor of the \( t \)th short-interval network, and \( w_t \) is the total number of actors in the \( t \)th yearly network. Therefore, our analytical approach is based on three variables: degree dynamicity, betweenness dynamicity and closeness dynamicity constructed by substituting each centrality measure to Eqs. (1) and (2).

To analyze the effect of exogenous critical events such as financial crises and recessions on the global pharmaceutical industry, we construct two main effect variables: global crisis represents the combined effect of the global financial crisis of 2007–2008 and the great recession of 2008–2009 that followed as a direct consequence. To avoid potentially high correlations between the crisis and the recession, as well as knowing that the great recession was originally a direct consequence of the financial crisis, we decide to combine both these critical events into one dummy variable that takes the value of 1 for the years 2007–2009 and zero for the rest. Local crisis represents the exogenous effect of the Eurozone recession during 2011–2012. Even though the recession continued well into 2013, due to lack of data, we consider only the effect for the period 2011–2012. Specifically, we create a dummy variable that takes the value of 1 for the years 2011–2012 and zero for the rest. Additionally, we do not include 2010 in our analysis as it has been deemed a “recovery” period.

In multivariate analyses, we use various actor-specific measures including several financial controls, a well-known procedure accounting for the possibility that differentiates between firms in terms of how financial performance affects their propensity to engage in strategic transactions [44]. The control indicators include strategic transaction frequency, R&D intensity, profitability, headquarters (HQ) location and financial leverage. Strategic transaction frequency represents the relative frequency in percentage with which firms engage in strategic transactions. Knowing that about 75% of strategic transactions present in the data are alliances, with the rest split evenly close (about 12.5%) between financing and acquisition collaborations, it is deemed important to control for the effect of each transaction type on actor’s dynamicity. R&D intensity represents the firm’s R&D expenditure scaled by total sales, as seen in network literature [83,84]. We measure profitability for each firm by computing the ratio of net income to total assets (ROA), an indicator that has been well-accepted as a proxy of firm’s performance [84]. Another important financial measure is financial leverage (i.e., debt-to-total assets including both short- and long-term debt) [85]. While the use of this measure as such is subject to scrutiny [86], we believe its use as a control variable for this type of network-based study is feasible. Additionally, based on the existing network literature [84,87], we control for the age of the firms, operationalized as the foundation year minus the year considered in the 2002–2012 longitudinal analysis and size, operationalized as the natural logarithm of company’s employees. Since our data consists of global firms and knowing that the majority of top pharmaceutical firms are either US- or EU-based, we control for headquarters (HQ) location based on two separate dummy variables representing whether firms are U.S. or EU firms.

We use the dynamicity-based centrality measures for two purposes: (i) to analyze network evolution from the perspective of actors’ dynamic embeddedness for the period 1991–2012 applied to both network types, and (ii) to test our hypotheses using a specific panel (i.e., longitudinal) regression model for the period 2002–2012 (i.e., ±5 years from the offset of the global financial crisis) for the core network and a mean comparison ANOVA test for the full network. An important question regarding actors’ dynamicity is how to determine the stability of dynamic embeddedness distribution throughout the study period. To achieve this, we use a two-step analysis process similar to Minoiu and Reyes [68]; first we compare Kernel Density Estimates (henceforth, KDE) for core network dynamicity in the beginning and the end of our sample period, second we assess these distributions using Kolmogorov–Smirnov (henceforth, KS) tests for both core and full network. By controlling for firm-specific effects, we investigate the effect that global crisis (including the global financial crisis of 2007–2008 and the great recession of 2008–2009), and the local crisis referring to the Eurozone recession observed for 2011 and 2012, have on degree, betweenness and closeness dynamicity.

To test our hypotheses, we choose an econometric model conditioned by several factors. First, as the panel exhibits first-order serial correlation, we use GLS estimators for random effects with the disturbance term modeled as an AR (1) process. Second, since we consider a short panel of ten years, fixed-effects models are biased over short periods, thus RE models are preferred [88].
Third, the RE model is preferred after a Hausman test indicates consistency and efficiency for our choice. Fourth, we run a Breusch-Pagan Lagrange multiplier test to determine whether a pooled OLS regression would have been more appropriate which gives a significant result rejecting the null hypothesis, therefore preferring the RE model [89]. Additionally, we control for multicollinearity by computing Variance Inflation Factors (henceforth, VIF) on all explanatory variables. VIF are well below the 2.5 threshold considered for weaker models. Since the financial information considered for regression analysis presents missing data throughout the years, our regression models use unbalanced data. To explore the effects of the global and local crises on the full network, we conduct several one way Analysis of Variance (ANOVA) tests, similarly to the methodology shown by Fogel and Nehmad [90] in order to compare the dynamic embeddedness for the years prior and post to the financial crisis offset. Specifically, we compare the mean between the periods before the financial crisis (2004–2006), the global crisis period (2007–2009) and the local Eurozone crisis included in the period (2010–2012). Table 2 shows a detailed description of the above-mentioned variables.

### 4. RESULTS

We describe the dynamics of the global pharmaceutical industry using four key estimates: (i) tracking dynamic embeddedness evolution based on average dynamicity estimate plots, (ii) monitoring the stability variation of actors’ dynamic embeddedness based on KDE and KS-tests, (iii) constructing the top ten firm rankings based on yearly network average dynamicity estimates, and (iv) understanding the global and local crises association effect on dynamic embeddedness based on computational visualizations and panel regression estimates. Results (i)–(iii) concern the total panel period 1991–2012 while results (iv) concern the panel period 2002–2012.

#### 4.1. Dynamic Embeddedness Evolution

Table 3 provides summary statistics for selected dynamicity measures including start and end years of our sample. Looking at both networks, we observe dynamicity means of all centrality indicators increase in 1998 compared to 1991, but decrease in both 2008 and 2012 with the latter showing a marked drop compared to previous years. Additionally, actors’ dynamic embeddedness in 2012 reaches values never seen since the beginning of the sampling period. For some measures, this change is most visible in the full network compared to the core one, suggesting a more stable relationship between actors within the top 90 network. Furthermore, the standard deviation values are comparable to the mean, suggesting a high degree of variation in the dynamicity across centrality measures. This

### Table 2

| Variables                      | N   | Mean | SD   | Min | Max |
|-------------------------------|-----|------|------|-----|-----|
| A. Dependent variables        |     |      |      |     |     |
| Degree dynamicity             | 753 | 0.13 | 0.17 | 0.00| 1.02|
| Betweenness dynamicity        | 753 | 0.07 | 0.12 | 0.00| 0.81|
| Closeness dynamicity          | 753 | 0.02 | 0.02 | 0.00| 0.08|
| B. Network characteristics    |     |      |      |     |     |
| Strategic transaction frequency |     |      |      |     |     |
| Alliance                      | 752 | 0.71 | 0.31 | 0.00| 1.00|
| Financing                     | 752 | 0.06 | 0.13 | 0.00| 1.00|
| Acquisition                   | 752 | 0.12 | 0.18 | 0.00| 1.00|
| C. Industry characteristics   |     |      |      |     |     |
| Global crisis                 | 753 | 0.27 | 0.44 | 0.00| 1.00|
| Local crisis                  | 753 | 0.15 | 0.36 | 0.00| 1.00|
| D. Firm characteristics       |     |      |      |     |     |
| Age                           | 753 | 74.98| 66.13| 0.00| 344.00|
| Size                          | 752 | 9.30 | 1.76 | 0.00| 12.04|
| HQ Location                   |     |      |      |     |     |
| U.S. firms                    | 753 | 0.38 | 0.49 | 0.00| 1.00|
| EU firms                      | 753 | 0.39 | 0.49 | 0.00| 1.00|
| R&D intensity                 | 753 | 1.42 | 34.90| 0.00| 957.72|
| Profitability                 | 753 | 0.07 | 0.09 | −0.84| 0.61|
| Financial leverage            | 753 | 0.20 | 0.18 | 0.00| 1.20|
result, coupled with the observed difference between mean and median, provides further proof to the variability and skewness of actors’ dynamic embeddedness.

Figure 2 plots the cross-sectional averages of dynamic indicators during 1991–2012. For visualization simplicity, all values related to dynamic embeddedness (i.e., degree, betweenness, closeness) have been rescaled using an appropriate constant for both plotting and regression purposes. Results show that dynamicity values are stable for degree centrality, but vary substantially for betweenness and

TABLE 3
Summary Statistics for Selected Years

| Year | Panel A: core network | | Panel B: full network | |
|------|-----------------------|-----------------|-----------------------|------------------|
|      | Degree | Betweenness | Closeness | Degree | Betweenness | Closeness |
| 1991 | Mean   | 1.14 E-03  | 4.75 E-04  | 1.88 E-07 | 5.13 E-07  | 8.15 E-08  | 1.81 E-12 |
|      | Median  | 5.87 E-04  | 0.00       | 1.23 E-07 | 4.08 E-06  | 9.22 E-07  | 5.13 E-12 |
|      | S.D.    | 1.60 E-03  | 1.04 E-03  | 2.01 E-07 | 0.00       | 0.00       | 0.00       |
|      | Min.    | 0.00       | 0.00       | 0.00     | 0.00       | 0.00       | 0.00       |
|      | Max.    | 9.69 E-03  | 5.99 E-03  | 1.71 E-07 | 1.08 E-04  | 2.96 E-05  | 2.74 E-11 |
| 1998 | Mean   | 1.16 E-03  | 6.17 E-04  | 2.84 E-07 | 5.64 E-07  | 2.03 E-07  | 1.41 E-12 |
|      | Median  | 6.18 E-04  | 1.03 E-04  | 3.08 E-07 | 0.00       | 0.00       | 0.00       |
|      | S.D.    | 1.54 E-03  | 1.13 E-03  | 2.02 E-07 | 4.02 E-06  | 2.94 E-06  | 3.67 E-12 |
|      | Min.    | 0.00       | 0.00       | 0.00     | 0.00       | 0.00       | 0.00       |
|      | Max.    | 9.55 E-03  | 5.67 E-03  | 6.23 E-07 | 1.06 E-04  | 1.13 E-04  | 2.11 E-11 |
| 2007 | Mean   | 1.02 E-03  | 5.11 E-04  | 1.53 E-07 | 4.90 E-07  | 2.73 E-07  | 9.90 E-13 |
|      | Median  | 2.43 E-04  | 0.00       | 8.34 E-08 | 0.00       | 0.00       | 0.00       |
|      | S.D.    | 1.65 E-03  | 1.08 E-03  | 1.85 E-07 | 4.08 E-06  | 3.51 E-06  | 2.72 E-12 |
|      | Min.    | 0.00       | 0.00       | 0.00     | 0.00       | 0.00       | 0.00       |
|      | Max.    | 9.91 E-03  | 5.07 E-03  | 7.03 E-07 | 1.10 E-04  | 1.09 E-04  | 1.57 E-11 |
| 2012 | Mean   | 7.24 E-04  | 4.30 E-04  | 1.07 E-07 | 3.79 E-07  | 9.66 E-08  | 9.09 E-13 |
|      | Median  | 0.00       | 0.00       | 0.00     | 0.00       | 0.00       | 0.00       |
|      | S.D.    | 1.63 E-03  | 1.28 E-03  | 1.71 E-07 | 3.98 E-06  | 1.42 E-06  | 3.46 E-12 |
|      | Min.    | 0.00       | 0.00       | 0.00     | 0.00       | 0.00       | 0.00       |
|      | Max.    | 1.02 E-02  | 5.54 E-03  | 7.46 E-07 | 1.13 E-04  | 3.85 E-05  | 2.73 E-11 |

FIGURE 2
Dynamic embeddedness evolution 1991–2012 for both core and full networks.
closeness centrality. Particularly of interest is the values’ behavior during the offset of the global financial crisis of 2007–2008, with the estimates plummeting for both types of network. Specifically, for the core network, degree and betweenness dynamicity drop respectively 20% and 17% while closeness dynamicity is almost halved by 40% during the global crisis. The more local Eurozone crisis of 2011–2012 shows a similar trend with both networks’ dynamicity severely reduced. An exception is closeness centrality, whose dynamicity shows an upward trend for the core network, with signs of a more clustering-oriented tendency.

4.2. Dynamic Embeddedness Stability

We assess actors’ dynamic embeddedness stability by analyzing dynamicity distribution via KDE comparisons. Specifically, we plot the nonparametric density estimates for centrality-based dynamicity including the sample’s start and end year for the core network. As seen from Figure 3, dynamicity has a similar shape for all three centrality measures; however degree and closeness dynamicity have shifted downwards showing a clear tendency for the firms to reduce connections and proximity to each-other while betweenness dynamicity plotting the brokerage tendency of the firms shows signs of alternation with both left and rightward movements.

To understand whether this tendency is a mere isolated event or a result of dynamic network evolution, we test the stability of core network dynamicity distributions and compare it with the full network. For this, we compare each dynamicity distribution in the first year of each
decade as well as last year’s available (1991, 2001, and 2012) with subsequent years in the same decade, a procedure seen in Minoiu and Reyes [68] and which results are given in Table 4.

We show the proportion of years when dynamicity distribution is statistically different (at 5 percent level of significance) in each decade compared to 1991, 2001, and 2012. Not reported values mean that the distribution of a particular year compared to a particular decade is statistically close, such as the case for degree and betweenness dynamicity for years 1991 and 2001 compared with the period 1991 \( \rightarrow \) 2001. This means that in both core and full networks firms have kept a similar centrality structure. On the other hand, the distribution for the decade 2002 \( \rightarrow \) 2012 is statistically different for almost all dynamicity variables in both core and full networks, meaning that actors’ dynamicity has been highly unstable for the second decade. An exception concerns betweenness dynamicity for the full network, whose results show a relatively unaffected actors’ brokerage tendency, with only 18 percent of significant distribution change. Interestingly, closeness dynamicity exhibits the most significant change in both networks with overall distributions’ difference higher in the full network.

### 4.3. Firm Rankings in the Global Pharmaceutical Industry

One of the key contributions of the dynamicity measure is its ability to provide a ranking based on actor’s network measures’ evolution. This is crucial in understanding the contribution of each actor to network dynamics. Knowing the high market share that few pharmaceutical firms have in the global industry, we focus on the top ten dynamicity ranking, and report the first ten pharmaceutical firms that have the highest score for centrality measures of both network types as seen in Table 5.

We observe that the top ten ranking for both degree and betweenness dynamicity includes seven of the biggest pharmaceutical firms (based on their average total sales) which are highlighted in bold, meaning these firms score high in their centrality position during core network evolution. Interestingly, closeness dynamicity shows only three big pharmaceuticals in the top ten, with a clear tendency of smaller firms reducing their mutual proximities. However, big pharmaceutical firms’ hegemony is reinstated in the full network where we observe nine big pharmaceuticals scoring high in their degree and betweenness dynamicity measures and eight big pharmaceuticals scoring high in closeness centrality.

### 4.4. The Global and Local Crisis Effect on Dynamicity

The dynamicity distribution results shown in the KS test give us a statistically important clue that during the 2002–2012 decade some major perturbation event occurred. To understand the network instability of the second decade, we focus our attention on the global crisis with its offset in December 2007 and the more local Eurozone crisis starting in 2011. Following this line of thought, we proceed by visualizing the strategic transactions between actors for core networks during the global financial crisis offset in 2007 and the Eurozone recession in 2012 as seen in Figure 4 using R software.

As observed, the overall strategic transactions between core network members have seen a marked reduction when comparing the global financial crisis offset in 2007 with 2012, the last year in our analysis. In addition to the reduced transactions, the number of isolates (i.e., firms without ties) represented as dots encircling the connections, has increased though this is often the case due to firms not making it to the top 50 list or being acquired by others. Prior to showing the regression analysis estimates,
we provide the correlation matrix of all variables used in regression models as seen in Table 6.

The correlation coefficients show high and significant values for certain variables such as degree dynamicity, betweenness dynamicity and firm size. Overall, the dependent dynamicity variables are positively and significantly correlated to each other, with the explanatory variables having relatively low correlation coefficients. This tendency points to no multicollinearity problems as acknowledged by the VIF analysis mentioned in the previous section. The analyses performed so far seem to support our hypotheses of a negative effect of global and local crisis on actor's dynamic embeddedness. To further explore their accuracy, we perform a multivariate analysis, meaning a panel regression analysis with random-effects using the core network of 90 firms as our sample. Table 7 summarizes the results.

Looking at the main effects, our hypotheses are confirmed by the regression results. Specifically, we find strong support for hypothesis 1 regarding the negative effect of the global crisis on dynamicity indicators except degree dynamicity (model 1), meaning that the combined effect of the global financial crisis 2007–2008 and the subsequent great recession of 2008–2009 have significantly affected betweenness and closeness dynamicity of the core network members. Moreover, we find strong statistical significance in all three models for the negative effect that local Eurozone crisis has had on firms' dynamic embeddedness in support of hypothesis 2. Interestingly enough, each model presents its own significant

**TABLE 5**
Top-10 Firms Ranking (1991–2012) in Core and Full Networks According to Dynamic Embeddedness

| Rank | Name              | Degree Value | Betweenness Value | Closeness Value |
|------|-------------------|--------------|-------------------|-----------------|
|      | Core network      |              |                   |                 |
| 1    | Pfizer            | 0.879        | Novartis          | 0.407           |
| 2    | Roche             | 0.460        | Daiichi Sankyo    | 0.381           |
| 3    | Sanofi            | 0.455        | Sanofi            | 0.369           |
| 4    | Novartis          | 0.385        | GlaxoSmithKline   | 0.344           |
| 5    | Merck             | 0.366        | Pfizer            | 0.232           |
| 6    | Teva              | 0.358        | Roche             | 0.202           |
| 7    | AstraZeneca       | 0.356        | Teva              | 0.189           |
| 8    | GlaxoSmithKline   | 0.334        | Abbott Laboratories| 0.165           |
| 9    | Genzyme           | 0.306        | AstraZeneca       | 0.160           |
| 10   | Genentech         | 0.257        | Merck             | 0.153           |
|      | Full network      |              |                   |                 |
| 1    | Pfizer            | 0.516        | GlaxoSmithKline   | 0.269           |
| 2    | GlaxoSmithKline   | 0.384        | Pfizer            | 0.231           |
| 3    | Johnson and Johnson| 0.360       | Johnson and Johnson| 0.182          |
| 4    | Sanofi            | 0.326        | Novartis          | 0.181           |
| 5    | Roche             | 0.311        | Roche             | 0.180           |
| 6    | Novartis          | 0.298        | Bristol-Myers Squibb | 0.178       |
| 7    | Bayer AG          | 0.277        | Merck             | 0.166           |
| 8    | Bristol-Myers Squibb | 0.254    | Sanofi            | 0.161           |
| 9    | Merck             | 0.250        | Abbott Laboratories| 0.154          |
| 10   | Bayer Corp.       | 0.246        | Aventis           | 0.118           |

**Note.** Firms in bold are present in the top ranking according to sales.

**FIGURE 4**
Core network activity during global financial crisis offset and ongoing Eurozone recession.
## TABLE 6

Correlation Matrix of Variables used in Regression Models

|          | Age     | Size    | US firms | EU firms | R&D intensity | Profitability | Financial leverage | Alliance frequency | Financing frequency | Acquisition frequency | Global crisis | Local crisis | Degree of dynamicity | Betweenness dynamicity | Closeness dynamicity |
|----------|---------|---------|----------|----------|---------------|---------------|--------------------|--------------------|--------------------|----------------------|----------------|-------------|----------------------|----------------------|----------------------|
| Age      | 1.000   |         |          |          |               |               |                    |                    |                    |                      |               |             |                      |                      |                     |
| Size     | 0.2515* | 1.000   |          |          |               |               |                    |                    |                    |                      |               |             |                      |                      |                     |
| US firms | -0.1496* | 0.0710 | 1.000    |          |               |               |                    |                    |                    |                      |               |             |                      |                      |                     |
| EU firms | 0.0188  | -0.0010 | -0.6228* | 1.000    |               |               |                    |                    |                    |                      |               |             |                      |                      |                     |
| R&D intensity | -0.0182 | -0.1945* | -0.0281 | 0.0457 | 1.000         |               |                    |                    |                    |                      |               |             |                      |                      |                     |
| Profitability | 0.0813* | 0.2938* | 0.0575 | -0.0189 | -0.0755* | 1.000         |                    |                    |                    |                      |               |             |                      |                      |                     |
| Financial leverage | -0.0260 | -0.2517* | 0.0017 | 0.2182* | 0.0748* | -0.3161* | 1.000        |                    |                    |                      |               |             |                      |                      |                     |
| Alliance frequency | 0.0889* | 0.1249* | 0.0016 | -0.0912* | -0.0830* | -0.0127 | -0.0541 | 1.000        |                    |                      |               |             |                      |                      |                     |
| Financing frequency | -0.1181* | -0.0911* | 0.1583* | -0.0543 | 0.2672* | 0.0190 | 0.0099 | -0.2112* | 1.000        |                    |               |             |                      |                      |                     |
| Acquisition frequency | -0.0372 | 0.0025 | 0.0706 | 0.0076 | -0.0252 | 0.0257 | 0.0803* | -0.3352* | -0.0667 | 1.000        |               |             |                      |                      |                     |
| Global crisis | 0.0087 | 0.0396 | -0.0038 | 0.0082 | -0.0219 | 0.0327 | 0.0445 | -0.0061 | -0.0140 | 0.0318 | 1.000        |               |             |                      |                      |                     |
| Local crisis | 0.0439 | 0.0849* | -0.0416 | 0.0148 | 0.0861* | -0.0249 | 0.0422 | 0.0101 | -0.0432 | -0.1125* | -0.0433 | -0.2524* | 1.000        |               |             |                      |                      |                     |
| Degree dynamicity | 0.0564 | 0.4061* | 0.1451* | -0.0106 | -0.0262 | 0.0676 | -0.1081* | 0.2221* | 0.0293 | -0.0080 | 0.0137 | -0.0615 | 1.000        |               |             |                      |                      |                     |
| Betweenness dynamicity | -0.0487 | 0.3076* | -0.0482 | 0.0684 | -0.0204 | 0.0538 | -0.0615 | 0.1562* | 0.0244 | 0.0197 | -0.0203 | -0.1995 | 0.6204* | 1.000        |               |             |                      |                      |                     |
| Closeness dynamicity | -0.0853* | 0.0519 | 0.1291* | -0.0353 | 0.0150 | -0.0181 | -0.0944* | 0.1500* | 0.0767* | -0.0331 | -0.1939* | -0.1948* | 0.2538* | 0.1492* | 1.000        |               |             |                      |                      |                     |

*Correlation is significant at 0.05 level.
peculiarities for example, firms’ size impacts degree and betweenness but not closeness dynamicity, meaning that larger firms have an increased probability of engaging in strategic transactions as well as functioning as intermediaries between each other. From financial measures’ viewpoint, we observe that closeness dynamicity is significantly reduced by profitability and financial leverage. Additionally, strategic transaction types have an influence on dynamic embeddedness. While this result in the case of alliance transactions can be attributed to the relatively high distribution of this transaction type in the sample (about 75%), the positive and significant effect of acquisition transactions on degree dynamicity is rather interesting given that both acquisition and financing transactions show similar distributions in the sample (about 12.5% each). Table 8 shows the one way ANOVA test results, in an attempt to understand the mean distribution of dynamic embeddedness in the full network population for the years prior and after the financial crisis triggering both the global and Eurozone recessions.

According to the ANOVA tests, the distribution mean for factor 1 representing period 2004/2006, factor 2

**TABLE 7**

Dynamic Embeddedness During Crises: RE GLS Regression with AR(1) Disturbance Estimates

| Variables | Controls | Degree | Betweenness | Closeness |
|-----------|----------|--------|-------------|-----------|
|           |          |        |             |           |
|           | Age      |        |             |           |
|           | Size     | 0.00817*** | 0.0184*** | 0.000196  |
|           | HQ location | 0.0820* | 0.0227 | 0.00978*   |
|           | R&D intensity | 0.0000596 | 0.0000133 | 0.00000101 |
|           | Profitability | 0.00048 | 0.0371 | 0.0180*    |
|           | Financial leverage | 0.0062 | 0.0321 | 0.0181***  |
|           | Strategic transaction frequency | 0.0194*** | 0.0151 | 0.00634**  |
|           | Alliances | 0.0116 | 0.00373 | 0.00398   |
|           | Finances  | 0.0220** | 0.0154 | 0.00392   |
|           | Acquisitions | 0.0194*** | 0.0151 | 0.00634**  |

| Main effects | Global crisis | 0.00273 | 0.0143 | 0.00512*** |
|              | Local crisis  | 0.0184*** | 0.0210* | 0.00731*** |

| Model statistics | Constant | R² overall | N |
|------------------|----------|------------|---|
| Model 1          | 0.00242 | 0.1088     | 751|
| Model 2          | 0.0916  | 0.1272     | 751|
| Model 3          | 0.0189* | 0.1071     | 751|

Note: Standardized coefficients are reported.

| p | p | p |
|---|---|---|
| >0.1 | >0.05 | >0.01 |

**TABLE 8**

One Way ANOVA Tests for degree, Betweenness, and Closeness Dynamicity

| Factor | Mean | S.D | Freq. | Source | SS | Df | MS | F | Prob > F | Bartlett’s test for equal variances: chi2(2) = 5.3540 Prob > chi2 = 0.069 |
|--------|------|-----|-------|--------|----|----|----|----|----------|-------------------------------------------------------------------|
| Degree | 5.14E-04 | 4.08E-03 | 14,205 Between groups | 9.98E-07 | 2 | 4.93E-07 | 3.02 | 0.0488 | W0 = 7.7056585 df(2, 42612) Pr > F = 0.0004509 |
|        | 4.62E-04 | 4.05E-03 | 14,205 Within groups | 6.96E-03 | 42612 | 1.63E-07 | 1.92 | 0.1722 | 0.1098 | 0.1272 | 0.1071 |
|        | 3.96E-04 | 4.00E-03 | 14,205 Total | 6.96E-03 | 42614 | 1.63E-07 | 1.92 | 0.1722 | 0.1098 | 0.1272 | 0.1071 |
| Betweenness | 2.92E-04 | 3.89E-03 | 14,205 Between groups | 2.09E-06 | 2 | 1.05E-06 | 12.44 | 0.0000 | W0 = 47.160614 df(2, 42612) Pr > F = 0.0000000 |
|        | 1.93E-04 | 2.70E-03 | 14,205 Within groups | 3.58E-03 | 42612 | 8.41E-08 | 2.45 | 0.0936 | 0.0006E+01 | 0.0000E+00 |
|        | 1.22E-04 | 1.67E-03 | 14,205 Total | 3.58E-03 | 42614 | 8.41E-08 | 2.45 | 0.0936 | 0.0006E+01 | 0.0000E+00 |
| Closeness | 1.14E-09 | 3.07E-09 | 14,205 Between groups | 2.84E-18 | 2 | 1.42E-18 | 13.30 | 0.0000 | W0 = 27.956622 df(2, 42612) Pr > F = 0.0000000 |
|        | 1.08E-09 | 3.35E-09 | 14,205 Within groups | 4.55E-15 | 42612 | 1.07E-19 | 4.55 | 0.0000 | 0.0000E+18 |
|        | 9.46E-10 | 3.37E-09 | 14,205 Total | 4.55E-15 | 42614 | 1.07E-19 | 4.55 | 0.0000 | 0.0000E+18 |
| Total   | 1.05E-09 | 3.27E-09 | 42,615 | 4.57E-04 | 4.04E-03 | 42,615 | 2.02E-04 | 2.90E-03 | 8.41E-08 | 0.0000E+00 |

| Note: Standardized coefficients are reported. |
| p | p | p |
|---|---|---|
| >0.1 | >0.05 | >0.01 |
representing period 2007–2009 and factor 3 representing period 2010–2012 significantly differ from each other (i.e., \( p < 0.05 \)) for the three dynamicity indicators. Therefore, also for full networks, degree, betweenness and closeness indicators show a decreasing tendency across the ANOVA factors supporting the negative and significant effect of the crisis and subsequent recessions on firm-level degree of dynamicity. However, the low \( p \) value based on Bartlett’s test cannot confirm that the assumption of variances being same across time periods is not violated. In order to further explore the existence of significant differences between the three dynamicity indicators, we use the \textit{sim-nova} function in Stata as well as conduct Bonferroni, Scheffe and Sidak multiple comparison mean tests. These tests’ results, which are available from the authors upon request, confirm the mean difference between dynamicity distributions for the selected years.

5. DISCUSSION AND CONCLUDING REMARKS

According to extant research, dynamicity can track the evolution of a network by assessing the contribution of each network member in the overall structural dynamics. Furthermore, this measure can capture actor’s behavior from a dynamicity perspective with critical events such as organizational crisis, being the culprit of network evolution changes. In this context, the focus is given towards an endogenous shock causing an effect on actor’s dynamicity in a given network inside the organization. While this approach is sound, we think it could be enhanced by including the impact that critical exogenous events originating outside the organization have not only on the organization itself, but on every member to which this organization is connected to. Specifically, there seems to be little research on the effect that the global financial crisis of 2007–2008 and its subsequent recessions have on any given industry.

This paper aims to fill this gap by analyzing the effect of both crisis and recessions on organizational dynamic embeddedness evolution, focusing on strategic transactions of the global pharmaceutical industry from an actor-level approach. We do this by plotting average firm’s dynamic embeddedness evolution, analyzing dynamicity stability over the study period, listing the most important firms in the global pharmaceutical industry according to their dynamicity ranking, and testing the global and local crisis effect on firm’s dynamicity. Results on firms dynamic embeddedness suggest that prior to the global crisis the global pharmaceutical industry has been relatively stable, with firms’ centrality reflecting their market position. Specifically, top pharmaceutical firms that rank high in terms of sales have a noticeable central position in both the core and full networks. This is observable in the plotting of average degree dynamicity but less so for betweenness and closeness measures, suggesting that brokerage and proximity are more volatile indicators of dynamic embeddedness. Looking at top firm rankings, we observe that even though firms from different industrial backgrounds (i.e., biotechnology, pharmaceutical, and chemical) enter the global pharmaceutical industry, key players remain the same throughout the whole study period. This behavior indicates little dynamics as far as new players is concerned probably due to big pharmaceuticals’ powerful hub effect on sub-networks made of subsidiary firms, private and public institutions with whom they presumably have a long tradition of strategic collaboration.

The type of network greatly affects the centrality rankings of dynamicity, with smaller firms reducing their proximity to each other while increasing their intermediary (i.e., brokerage) role in the core network, and bigger firms maintaining their hegemony over the whole full network as a possible result of their collaborations with subsidiaries and other private entities. More importantly, the overall general trend for all dynamicity indicators shows that the global pharmaceutical industry has reduced its activity to even lower levels than the beginning of our sampling data, year 1991. While the reduction effect varies for specific centrality measures, its effect is more prominent after 2007, which coincides with the offset of the global financial crisis of 2007–2008. From there, dynamic embeddedness deteriorates further, potentially aided by the great recession of 2008–2009 and the more local Eurozone recession of 2011–2012. Regression results confirm this by showing significant dynamicity reduction during both crises. This significance is stronger for closeness dynamicity but consistent for all dynamicity measures. Furthermore, regression results indicate that Eurozone recession has had a far deeper negative effect on global pharmaceutical industry than the great recession. One possible explanation could be that being so close to each other, the negative effect of the more local Eurozone recession might have been augmented by the previous great recession. In fact, during our robustness analysis check not shown in this paper but available upon request, we observe that 2010, considered a recovery year, has no negative effect on dynamicity. This confirms a double-dip pattern behavior for both recessions. Moreover, the crises effect is noticeable in full networks as well, as significant mean differences among prefinancial and postfinancial crisis period are observed. Regression results also confirm the impact that financial measures such as profitability and financial leverage have on dynamicity. In particular, the more profitable and leveraged a pharmaceutical firm is, the higher the tendency to grow its proximity from other firms, a conclusion which is in line with the top firms’ ranking analysis.

Our study highlights the importance of acquisition transactions in the expansion of the firms’ importance as
central hubs. Specifically, the significant effect of acquisitions on degree dynamicity demonstrates the different impact that strategic transactions have on centrality indicators and further reinforces the reasoning behind our choice to study centrality measures evolution through dynamicity conceptualization. However, this also raises questions as to why comparable effects of strategic transaction types (i.e., acquisitions and financings) respond differently to centrality-based dynamicity. One explanation could be the nature of acquisition transactions allowing a particular actor to enlarge its existing ties by including those of the newly acquired actor which does not exist anymore as an independent entity. Simply put, the firm will have more transactions when it acquires another firm since the latter's transactions will be incorporated to the former. This may not be necessarily true for brokerage or proximity reasons; throughout the study, we observe that bigger firms tend to be selective in their brokerage role and more interestingly distance themselves from smaller firms.

The study enhances existing knowledge on dynamic social networks by presenting theory-based hypotheses for testing, and validating the concept of dynamicity. We emphasize our study's precision in describing critical events which include not only endogenous perturbations such as organizational crisis [5,70] but also exogenous critical events such as the global financial crisis of 2007–2008 and the subsequent recessions affecting global industries. Specifically, we show how each firm's dynamicity tracks the evolution of actor's structural embeddedness as well as ranking the contribution of each actor's centrality footprint. In this context, we observe that dynamicity can successfully be combined with the network concept of structural embeddedness by analyzing the evolution of actor-level centrality measures, thus unifying these concepts under the singular theoretical framework of dynamic embeddedness. By considering both top firms and especially their ego-network (i.e., networks in which they participate) partners, our study gives an enhanced view of the global pharmaceutical industry dynamics. Additionally, it contributes to the research on strategic collaborations, by considering the multiple impacts of alliances, acquisitions and financing transactions on the global pharmaceutical network. From the practical point of view, this study is a novel approach to the analysis of a highly convoluted industry such as the pharmaceuticals. By tracing its evolution on global perspectives, we shed light on industry's key players as well as highlight the movement of smaller firms on the overall network structure. Moreover, our results show the true impact of both global and more regional recession effects on the pharmaceutical network, suggesting the importance and at the same time fragility of strategic transactions toward exogenous perturbations of critical nature.

Our study's limitations could potentially provide interesting areas of future research. First, we should be careful when generalizing our results about the global pharmaceutical industry, knowing that not all firms in both core and periphery networks are dedicated to pharmaceuticals but come from other adjacent industries such as biotechnology and chemicals. In this light, a study across industries using bimodal network analysis could be beneficial to uncover the crisis effect on dynamic embeddedness. Second, dynamicity measure calculation is based on a novel design which takes into account missing actors during network evolution using a specific constant. However, the use of this constant is subject to further research to properly assign to it more robust values. Third, it could be interesting to test our results using traditional network measures and see whether the dynamic effect captured by dynamicity is present or not. Fourth, due to the availability of the data, we could not test for causality inferences as this would have involved the inclusion of robust instrumental variables that we did not have at our disposal. Finally, the dynamicity measure could be expanded to consider other centrality measures (i.e., Eigenvector, Bonacich Power) or be included in the analysis of network measures such as actor's structural similarity, structural holes and brokerage elasticity.
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