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Semi-quantum key distribution (SQKD) can share secret keys by using less quantum resource than its fully quantum counterparts, and this likely makes SQKD become more practical and realizable. In this paper, we present a new SQKD protocol by introducing the idea of B92 into semi-quantum key distribution and prove its unconditional security. In this protocol, the sender Alice just sends one qubit to the classical Bob and Bob just prepares one state in the preparation process. Indeed the classical user’s measurement is not necessary either. This protocol can reduce some quantum communication and make it easier to be implemented. It can be seen as the semi-quantum version of B92 protocol, comparing to the protocol BKM2007 as the semi-quantum version of BB84 in fully quantum cryptography. We verify it has higher key rate and therefore is more efficient. Specifically we prove it is unconditionally secure by computing a lower bound of the key rate in the asymptotic scenario from information theory aspect. Then we can find a threshold value of errors such that for all error rates less than this value, the secure key can be established between the legitimate users definitely. We make an illustration of how to compute the threshold value in case of the reverse channel is a depolarizing one with parameter $p$. Though the threshold value is a little smaller than those of some existed SQKD protocols, it can be comparable to the B92 protocol in fully quantum cryptography.

I. INTRODUCTION

Semi-quantum key distribution (SQKD) is a new technique to share secret keys in quantum world. In an SQKD, one of the users is restricted to measure, prepare and send qubit in a fixed computational basis. We call it the semi-quantum or classical user. Boyer et al \cite{1} designed the first SQKD protocol to share secret keys between quantum Alice and classical Bob successfully in 2007 (BKM07). In BKM07 protocol, Alice prepares qubits in two different basis randomly and sends them to Bob, and Bob can do two kinds of operations when he receives the state as follows:

1. SIFT: Bob chooses to measure the qubit and resend a new one to Alice. He measures the state he received in the computational basis $Z = \{|0\rangle, |1\rangle\}$ and resends the result state to Alice. In other words, Bob sends the state $|i\rangle (i \in \{0, 1\})$ to Alice when he gets the measurement outcome $i$.

2. CTRL: Bob chooses to reflect it back. He just makes the state pass through and returns it to Alice. Under this circumstance, Bob knows nothing about the transit qubit because he cannot gain any information.

When Alice gets the returning state, she measures it in the $Z$-basis or $X$-basis randomly. When Bob chooses to SIFT and Alice chooses to measure in the $Z$-basis, they...
be robust if any attacker can get nontrivial information on \( A \) or \( B \)'s secret key, the legitimate users can detect his existing with nonzero probability \([3]\). Then the robustness of SQKD protocols can only assure any attack can be detected, but it cannot tell us how much noise the protocol can tolerate to distill a secure key after applying the technique of error correction and privacy amplification.

Recently, the situation has been improved. In Ref. [13], the relationship between the disturbance and the amount of information gained by Eve was provided under the circumstance that Eve just performs individual attacks. Krawec [14] proved that any attack operator was equivalent to a restricted attack in a single-state SQKD protocol. Then Krawec [15] further proved the unconditional security of BKM07 by giving the lower bound on the key rate in the asymptotic scenario. To the best of my knowledge, this is the first unconditional security proof of a single-state SQKD protocol. Then Krawec [12] has provided an unconditional security proof of a single-state SQKD protocol.

In this paper, we introduce the idea of B92 into semi-quantum key distribution and design a new single-state SQKD protocol. It can be seen as the semi-quantum version of B92, comparing to the Protocol BKM07 as the semi-quantum version of BB84 in fully quantum cryptography. Additionally, the classical Bob has no need to own measurement equipment and the CTRL-bit can contribute to the raw key, in other words, the classical Bob’s reflection can contribute to the raw key. All of these make our protocol to be more practical and efficient. In addition, we prove it to be unconditional secure by finding a threshold value such that all the error rates less than this value, the secure keys can be established definitely.

The rest of this paper is organized as follows. First, in Section 2 we give some preliminaries. Then in Section 3 we present our single-state SQKD protocol. In particular, in Section 4 we give the unconditional security proof in detail. Finally in section 5 we make a short conclusion and give some issues for future consideration.

### II. PRELIMINARIES

In this section, we give some preliminaries and some notations which are about to appear in the next sections.

The computational basis denoted as \( Z \) basis is the two state set \( \{|0\}, |1\rangle \}, \) the Hadamard basis denoted as \( X \) basis is the set \( \{|+, |-\rangle \}, \) where

\[
|+\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}}, \quad (1)
\]

\[
|-\rangle = \frac{|0\rangle - |1\rangle}{\sqrt{2}}. \quad (2)
\]

Given a complex number \( z \in \mathbb{C} \), we denote \( Re(z) \) and \( Im(z) \) as its real and imaginary components respectively. The conjugate of \( z \) is denoted as \( z^* \). If \( U \) is a complex matrix (operator), its conjugate transpose (conjugate) is denoted as \( U^\dagger \).

Consider a random variable \( X \). Suppose each realization \( x \) of \( X \) belongs to the set \( N = \{1, 2, \cdots, i, \cdots, n\} \). Let \( P_X(i) \) be the probability distribution of \( X \). Then the Shannon entropy of \( X \) is

\[
H(X) = H(P_X(1), \cdots, P_X(i), \cdots, P_X(n)) = -\sum_{i=1}^{n} P_X(i) \log_2(P_X(i)). \quad (3)
\]

Note that here we define \( 0 \log_2 0 = 0 \). When \( N = 2 \), \( H(X) = h(P_X(1)) \), where \( h(x) = H(x, 1-x) \) is the Shannon binary entropy function.

Let \( \rho \) be a density operator acting on an \( n \)-dimensional Hilbert space \( \mathcal{H} \) satisfying

\[
\rho = \sum_{i=1}^{n} \lambda_i |i\rangle \langle i|, \quad (4)
\]

where \( \lambda_i \) is the \( i \)-th eigenvalue of \( \rho \) and \( \{|1\}, |2\}, \cdots, |n\rangle \} \) is the standard basis of \( \mathcal{H} \). Then we denote \( S(\rho) \) as its von Neumann entropy such that

\[
S(\rho) = H(\{\lambda_i\}_i) = -\sum_{i=1}^{n} \lambda_i \log_2 \lambda_i. \quad (5)
\]

Let \( \rho \) be a classical quantum state expressed as

\[
\rho = \sum_{i=1}^{n} P_X(i) |i\rangle \langle i| \otimes \rho_i. \quad (6)
\]

Then

\[
S(\rho) = H(P_X(i)) + \sum_{i=1}^{n} P_X(i) S(\rho_i). \quad (7)
\]

If \( \rho_{AB} \) is a density operator acting on the bipartite space \( \mathcal{H}_A \otimes \mathcal{H}_B \), we use \( S(AB) \) to denote the von Neumann entropy of \( \rho_{AB} \) and \( S(B) \) the von Neumann entropy of \( \rho_B \) where \( S(B) = S(tr_A(\rho_{AB})) \). We use \( S(A|B) \) to denote the von Neumann entropy of \( A \)'s system conditioned by system \( B \) such that

\[
S(A|B) = S(AB) - S(B) = S(\rho_{AB}) - S(tr_A(\rho_{AB})). \quad (8)
\]

Let \( N \) be the size of \( A \) and \( B \)'s raw key of an SQKD protocol, and \( \ell(N) < N \) denotes the size of secure secret
key distilled after error correction and privacy amplification. Let \( r \) denote the key rate in the asymptotic scenario (\( N \to \infty \)). Then

\[
    r = \lim_{N \to \infty} \frac{\ell(N)}{N} \geq \inf(S(B|E) - H(B|A)),
\]

where \( H(B|A) \) is the conditional Shannon entropy and the infimum is over all attack strategies an Eve can perform \([12, 17, 18]\).}

### III. THE PROTOCOL

In this section, we present our single-state SQKD protocol, in which the receiver Bob is limited to be classical. The protocol consists of the following steps:

1. Alice prepares and sends \( N \) quantum states \(|+\rangle\) to Bob one by one, where \( N = 4n(1 + \delta) \), \( n \) is the desired length of the INFO string, and \( \delta > 0 \) is a fixed parameter. Alice sends a quantum state only after receiving the previous one.

2. Bob prepares \( \frac{N}{2} \) quantum states \(|0\rangle\) and generates a random string \( K_B \in \{0, 1\}^N \) to be his candidate raw key. Bob chooses SIFT or CTRL randomly. Here CTRL means reflecting it back with no disturbance and SIFT means discarding the state he received and sending \(|0\rangle\) to Alice instead.

   (1) Define \( K_B^{(i)} = 0 \), when Bob chooses CTRL.

   (2) Define \( K_B^{(i)} = 1 \), when Alice chooses SIFT.

3. Alice also generates a random string \( K_A \in \{0, 1, -1\}^N \) to be her candidate raw key. When she measures the \( i \)-th quantum state in the \( Z \) basis and gets the outcome 1, she sets \( K_A^{(i)} = 0 \). When she measures the \( i \)-th quantum state in the \( X \) basis and gets the outcome \(-\), she sets \( K_A^{(i)} = 1 \). Otherwise, she sets \( K_A^{(i)} = -1 \). Then we can get \( P(K_A^{(i)} = -1) = \frac{1}{2} \), where \( P(x) \) denotes the probability of \( x \).

4. Alice announces Bob to drop all the iterations when \( K_A^{(i)} = -1 \) through authenticated classical channel shared previously. Then Alice and Bob will get \( K_A, K_B \in \{0, 1\}^l \) to be their raw key respectively. Then \( l \) is expected to approximate \( \frac{N}{2} \). They abort the protocol when \( l < 2n \).

5. Bob chooses at random \( n \) bits from his raw key \( K_B \) to be TEST bits and announces their positions and values respectively by the authenticated classical channel. Alice checks the error rate on the TEST bits. If it is higher than some predefined threshold value \( P_T \), they abort the protocol.

6. Alice and Bob select the first \( n \) remaining bits of \( K_A \) and \( K_B \) respectively to be their INFO string.

7. Alice announces ECC (error correction code) and PA (privacy amplification) data, she and Bob use them to extract the \( m \)-bit final key from the \( n \)-bit INFO string.

Note that, we can make the classical Bob to prepare qubit \(|1\rangle\) instead of \(|0\rangle\) when he SIFTs the qubit. Correspondingly, Alice should set \( K_A^{(i)} = 0 \) when she measures in \( Z \) basis and gets measurement outcome 0.

Next, we prove our protocol is correct. Assume \( K_A^{(i)} = 0 \), according to the protocol, we will conclude that Alice performs measurement in the computational basis and gets the outcome 1. Then we can infer that the qubit she received is bound to be \(|+\rangle\) if there is no disturbance. Therefore, Bob’s raw key bit \( K_B^{(i)} \) should be 0 definitely. When \( K_A^{(i)} = 1 \), Alice measures in the \( X \) basis and gets the result \(-\). Then we can infer Alice’s receiving qubit is \(|0\rangle\) definitely. Consequently, \( K_B^{(i)} = 1 \). From the above protocol, we can see Alice’s raw key bit \( K_A^{(i)} \) is perfectly correlated to Bob’s raw key bit \( K_B^{(i)} \) in each iteration in case of no disturbance exists. Then we can conclude that our protocol is correct.

In order to illustrate a protocol’s efficiency uniformly, we define a parameter \( \ell = \lim_{n \to \infty} \frac{N}{n} \), where \( n \) is the length of INFO string and \( N \) is the number of quantum states transmitted in the quantum channel, including the forward and reverse channel. Then we can get our protocol’s efficiency parameter \( \ell = \frac{1}{12} \).

Compared with the single-state SQKD protocol in \([4]\), the classical Bob’s measurement equipment can be removed, which makes our protocol is easier to implemented. Besides, the CTRL bits can contribute to the raw key, which makes our protocol get higher key rate to be more efficient. Specifically, the efficiency parameter \( \ell \) of protocol in \([4]\) is \( \frac{1}{16} \).

In comparison with the protocol in \([10]\), Alice just sends one qubit to Bob and Bob just prepares one state in the preparation process in each iteration, which makes our protocol be able to reduce some quantum communications. Additionally, our protocol is more efficient because the CTRL bits can contribute to the raw key. The efficiency parameter \( \ell \) of the protocol in \([10]\) is less than \( \frac{1}{12} \).

With respect to Krawec’s newly protocol in \([12]\), the classical Bob can be further restricted to have no measurement ability and he just prepares one state when choosing to SIFT in our protocol. In addition, some iterations have to be discarded to balance the probability of Bob’s raw key bits in Krawec’s protocol which makes it less efficient inevitably.

In order to make a clear illustration, we using TABLE I to demonstrate the main advantages compared to some existed semi-quantum key distribution protocols as follows:

From TABLE I, we can see our single-state SQKD protocol is not only more efficient but also easier to implement. Next, we show it is also unconditionally secure.
We describe the restriction attack strategy as follows: in the forward and reverse channel respectively. The classical receiver measures the received qubits or not; the key or not; attack or joint attack) is a kind of more powerful attack than the conventional attack. Generally, they are all assumed to be finite. In order to make a clear illustration, we just take one iteration for example to prove the unconditional security.

Krawec \[14\] has pointed out any collective attack \((U_F, U_R)\) is equivalent to a restricted operation \((b, U)\) where \(b \in (-\frac{1}{2}, \frac{1}{2})\) in a single-state SQKD protocol. \(U_F\) and \(U_R\) denote the attack operator performed by Eve in the forward and reverse channel respectively. \(U\) is an unitary operator acting on the joint system \(H_T \otimes H_E\). We describe the restriction attack strategy as follows:

1. Alice prepares and sends state \(|+\rangle_T\) to Bob through the forward channel. Eve intercepts \(|+\rangle_T\) and resends another state \(|e\rangle_T\) prepared by herself to Bob, where

\[
|e\rangle_T = \sqrt{\frac{1}{2} + b}|0\rangle_T + \sqrt{\frac{1}{2} - b}|1\rangle_T. \tag{10}
\]

2. Bob has two choices when he receives the state \(|e\rangle_T\).

|CTRL| Bob chooses to reflect \(|e\rangle_T\) back to Alice undisturbed through the reverse channel. Meanwhile, Eve captures the transit state and probes it using unitary operator \(U\) acting on the transit state and her own ancilla state. After that Eve resends the transit state to Alice and keeps the ancilla state in her own memory.

**SIFT**: Bob chooses to discard the state \(|e\rangle_T\) and send \(|0\rangle_T\) to Alice instead. Eve can also perform the same attack during the transmission.

The parameter \(b\) can specify the amount of noise introduced in the forward channel. It can be observed by the legitimate users. Eve probes the state by using a unitary operator \(U\) to act on \(H_T \otimes H_E\) as follows:

\[
U|0, 0\rangle_T = |0, e_{00}\rangle_T + |1, e_{01}\rangle_T, \tag{11}
\]

\[
U|1, 0\rangle_T = |0, e_{10}\rangle_T + |1, e_{11}\rangle_T. \tag{12}
\]

Since \(U\) is unitary, we can derive that

\[
\langle e_{00}|e_{00}\rangle_E + \langle e_{01}|e_{11}\rangle_E = 0, \tag{13}
\]

\[
\langle e_{00}|e_{00}\rangle_E + \langle e_{01}|e_{01}\rangle_E = 1, \tag{14}
\]

\[
\langle e_{10}|e_{10}\rangle_E + \langle e_{11}|e_{11}\rangle_E = 1. \tag{15}
\]

In order to illustrate Eve’s attack under the circumstance Bob chooses CTRL and Alice chooses to measure in X basis, we express \(|e\rangle\) in X basis as

\[
|e\rangle_T = \frac{\alpha + \beta}{\sqrt{2}}|+\rangle_T + \frac{\alpha - \beta}{\sqrt{2}}|\rangle_T, \tag{16}
\]

\[
\alpha = \sqrt{\frac{1}{2} + b}, \beta = \sqrt{\frac{1}{2} - b}. \tag{17}
\]

According to Eqs. (11) and (12), we can get

\[
U|+, 0\rangle_T = |+, f_{+0}\rangle_T + |-, f_{+1}\rangle_T, \tag{18}
\]

\[
U|-, 0\rangle_T = |+, f_{-0}\rangle_T + |-, f_{-1}\rangle_T, \tag{19}
\]

where

\[
|f_{+0}\rangle_E = \frac{1}{2}(|e_{00}\rangle_E + |e_{01}\rangle_E + |e_{10}\rangle_E + |e_{11}\rangle_E), \tag{20}
\]

\[
|f_{+1}\rangle_E = \frac{1}{2}(|e_{00}\rangle_E - |e_{01}\rangle_E + |e_{10}\rangle_E - |e_{11}\rangle_E), \tag{21}
\]

\[
|f_{-0}\rangle_E = \frac{1}{2}(|e_{00}\rangle_E + |e_{01}\rangle_E - |e_{10}\rangle_E - |e_{11}\rangle_E), \tag{22}
\]

\[
|f_{-1}\rangle_E = \frac{1}{2}(|e_{00}\rangle_E - |e_{01}\rangle_E - |e_{10}\rangle_E + |e_{11}\rangle_E). \tag{23}
\]

Then we can get

\[
U|e, 0\rangle_T = |+, g_{+}\rangle_T + |-, g_{-}\rangle_T, \tag{24}
\]
where
\[
|g_+\rangle_E = \frac{\alpha}{\sqrt{2}}|e_{00}\rangle_E + \frac{\alpha}{\sqrt{2}}|e_{01}\rangle_E
\]
\[
+ \frac{\beta}{\sqrt{2}}|e_{10}\rangle_E + \frac{\beta}{\sqrt{2}}|e_{11}\rangle_E,
\]
\[
|g_−\rangle_E = \frac{\alpha}{\sqrt{2}}|e_{00}\rangle_E - \frac{\alpha}{\sqrt{2}}|e_{01}\rangle_E
\]
\[
+ \frac{\beta}{\sqrt{2}}|e_{10}\rangle_E - \frac{\beta}{\sqrt{2}}|e_{11}\rangle_E.
\]
Next, we model one valid iteration of this protocol as follows:

1. Alice prepares and sends $|+\rangle_T$ to Bob through the forward channel:
\[
\rho^0_F = |+\rangle\langle+|_T.
\]  

2. Eve performs the restricted operation on the transit state
\[
\rho^2_T = U_F|+\rangle\langle+|TU_F^* = |e\rangle\langle e|_T.
\]  

3. Bob’s action:
   (1) SIFT:
\[
\rho^{3}_{BT} = |1\rangle\langle1|_B \otimes |0\rangle\langle0|_T.
\]
   (2) CTRL:
\[
\rho^{4}_{BT} = |0\rangle\langle0|_B \otimes |e\rangle\langle e|_T.
\]  

Because Bob chooses SIFT or CTRL randomly,
\[
P(SIFT) = P(CTRL) = \frac{1}{2}.
\]  

Therefore, the state after Bob’s operation is
\[
\rho^{5}_{BT} = \frac{1}{2}|0\rangle\langle0|_B \otimes |e\rangle\langle e|_T + \frac{1}{2}|1\rangle\langle1|_B \otimes |0\rangle\langle0|_T.
\]  

4. Eve’s attack in the reverse channel:
   (1) SIFT:
\[
P(|x\rangle) = |x\rangle\langle x|,
\]
\[
\rho^{6}_{BTE} = |1\rangle\langle1|_B \otimes U|0\rangle\langle0|_0TEU^*
\]
\[
= |1\rangle\langle1|_B \otimes P(|0, e_{00}\rangle_TE + |1, e_{01}\rangle_TE).
\]
   (2) CTRL:
\[
\rho^{7}_{BTE} = |0\rangle\langle0|_B \otimes U|e, e\rangle\langle e, e|_0TEU^*
\]
\[
= |0\rangle\langle0|_B \otimes P(|+, g_+\rangle_TE + |−, g_−\rangle_TE).
\]

Then the mixed state after Eve’s attack is
\[
\rho^{8}_{BTE} = \frac{1}{2}\rho^{6}_{BTE} + \frac{1}{2}\rho^{7}_{BTE}.
\]

5. Alice measures in Z or X basis randomly:
   (1) Measure in Z basis:
\[
\sigma^{9}_{ABE} = |0\rangle\langle0|_A \otimes |1\rangle\langle1|_B \otimes \frac{1}{2}|e_{01}\rangle\langle e_{01}|_E
\]
\[
+ |0\rangle\langle0|_A \otimes |0\rangle\langle0|_B \otimes \frac{1}{4}P(|g_+\rangle_E - |g_−\rangle_E).
\]
   (2) Measure in X basis:
\[
\sigma^{10}_{ABE} = |1\rangle\langle1|_A \otimes |0\rangle\langle0|_B \otimes \frac{1}{2}|g_−\rangle\langle g_−|_E
\]
\[
+ |1\rangle\langle1|_A \otimes |1\rangle\langle1|_B \otimes \frac{1}{4}P(|e_{00}\rangle_E - |e_{01}\rangle_E).
\]

Note that $\sigma^{9}_{ABE}$ and $\sigma^{10}_{ABE}$ may not be normalized here. Then the state after Alice’s measurement is
\[
\rho^{11}_{ABE} = \frac{1}{K}[\sigma^{9}_{ABE} + \sigma^{10}_{ABE}],
\]
\[
K = tr(\sigma^{9}_{ABE} + \sigma^{10}_{ABE}).
\]

Let $P(i, j)$ denote the probability that the event $A$ and $B$’s raw key bits are $i$ and $j$, respectively. Then we can get
\[
P(0, 0) = \frac{1}{4K}tr(\rho^{6}_{BTE} - \rho^{7}_{BTE})
\]
\[
= \frac{1}{4K}(1 - 2Re(g_+g_-)),
\]
\[
P(0, 1) = \frac{1}{2K}tr(|e_{01}\rangle\langle e_{01}|) = \frac{1}{2K}(e_{01}|e_{01}\rangle),
\]
\[
P(1, 0) = \frac{1}{2K}tr(|g_−\rangle\langle g_−|) = \frac{1}{2K}(g_−|g_−\rangle),
\]
\[
P(1, 1) = \frac{1}{4K}tr(\rho^{8}_{BTE} - |e_{01}\rangle\langle e_{01}|)
\]
\[
= \frac{1}{4K}(1 - 2Re(e_{01}|e_{01}\rangle)).
\]

$P(1, 0)$ denotes the probability that $A$’s raw key bit is 1 and $B$’s raw key bit is 0. In other words, Alice measures in the X basis and gets the outcome — when Bob chooses to CTRL. This indicates Alice initially sends $|+\rangle$ but getting $|−\rangle$ finally because of the channel noise. We call it the error rate of X-type denoted as $e_X$. According to the protocol, we can get
\[
e_X = tr_E[|−\rangle\langle−| \otimes I](U|e, 0\rangle\langle e, 0|TEU^*)
\]
\[
= \langle g_−|g_−\rangle.
\]

Similarly, $P(0, 1)$ denotes the probability that Alice measures in Z basis and gets the outcome 1 when Bob chooses to SIFT. We use $e_Z$ to denote the error rate of Z-type. Then we can get
\[
e_Z = tr_E[(|1\rangle\langle1| \otimes I](U|0, 0\rangle\langle 0, 0|TEU^*)
\]
\[
= \langle e_{01}|e_{01}\rangle.
Here $e_X$ and $e_Z$ are two statistics that can be observed by Alice and Bob in the reconciliation stage.

$P(i,j)$ ($i,j \in \{0,1\}$) is a probability distribution such that

$$\sum_{i,j} P(i,j) = 1.$$  

(46)

Then we can derive

$$K = \frac{1}{4}(1 - 2R e(\langle g_+ | g_- \rangle) + \frac{1}{2}\langle e_{01} | e_{01} \rangle)$$

$$+ \frac{1}{2}(\langle g_- | g_- \rangle - \frac{1}{4}(2R e(\langle e_{01} | e_{01} \rangle)).$$

(47)

B. Bounding the final key rate

According to Eq. (9), we can see that we can get a lower bound of the key rate by bounding the von Neumann entropy. Here we also use the expression

$$r = \lim_{N \to \infty} \frac{\ell(N)}{N} \geq \inf(S(B|E) - H(B|A))$$

$$\geq \inf(S(B|ME) - H(B|A),$$

(48)

which Krawec applied in [12,13] to give the lower bound on the key rate due to the strong subadditivity of von Neumann entropy expressed as

$$S(B|E) \geq S(B|ME),$$

(49)

where $M$ is a new system introduced to form a compound system $ABME$. Then we introduce a new system $M$ modeled by a two dimensional Hilbert space spanned by the orthonormal basis $\{|0\rangle, |1\rangle\}$. We use the operator $|i\rangle \langle i|_M, i \in \{0,1\}$ to record the outcome of performing an xor operation on $A$ and $B$’s raw key bit. Considering the mixed state of the joint system after one iteration is

$$\rho_{ABE} = \frac{1}{K}[|1\rangle\langle 1|_{A} \otimes |0\rangle\langle 0|_{B} + \frac{1}{2}(\langle g_- | g_- \rangle - \langle g_+ | g_- \rangle$$

$$+ \frac{1}{2}(\langle g_- | g_- \rangle - \frac{1}{4}(2R e(\langle e_{01} | e_{01} \rangle)),$$

(50)

then we can get the mixed state of the system $ABME$:

$$\rho_{ABME} = \frac{1}{K}[|1,0\rangle\langle 1,0|_{AB} \otimes |0\rangle\langle 0|_{M} + \frac{1}{2}(\langle g_- | g_- \rangle$$

$$+ \frac{1}{2}(\langle g_- | g_- \rangle - \frac{1}{4}(2R e(\langle e_{01} | e_{01} \rangle)),$$

(51)

Tracing out the system $A$, we can get the state $\rho_{BME}$ as

$$\rho_{BME} = \frac{1}{K}[|0,0\rangle\langle 0,0|_{BM} \otimes \frac{1}{4}P(|g_+ \rangle_E - |g_- \rangle_E)$$

$$+ |0,1\rangle\langle 0,1|_{BM} \otimes \frac{1}{2}|g_- \rangle_E$$

$$+ |1,0\rangle\langle 1,0|_{BM} \otimes \frac{1}{4}P(|e_{00} \rangle_E - |e_{01} \rangle_E).$$

(52)

Then we get $\rho_{ME}$ as

$$\rho_{ME} = tr_B(\rho_{BME})$$

$$= |0\rangle\langle 0|_{M} \otimes \frac{1}{4K}P(|g_+ \rangle_E - |g_- \rangle_E)$$

$$+ |0\rangle\langle 0|_{M} \otimes \frac{1}{4K}P(|e_{00} \rangle_E - |e_{01} \rangle_E)$$

$$+ |1\rangle\langle 1|_{M} \otimes \frac{1}{2}|g_- \rangle_E + \frac{1}{2K}|e_{00} \rangle_E.$$

(53)

The mixed states of some certain compound systems have been derived above. Then we compute their von Neumann entropy one by one to bound the final key rate $r$.

Firstly, we compute the von Neumann entropy of system $BME$. In order to compute $S(\rho_{BME})$, we rewrite it as a classical quantum state

$$\rho_{BME} = P(0,0)|0,0\rangle\langle 0,0|_{BM} \otimes \rho_E^{(0,0)}$$

$$+ P(1,0)|0,1\rangle\langle 0,1|_{BM} \otimes \rho_E^{(1,0)}$$

$$+ P(0,1)|1,0\rangle\langle 1,0|_{BM} \otimes \rho_E^{(0,1)}$$

$$+ P(1,1)|1,1\rangle\langle 1,1|_{BM} \otimes \rho_E^{(1,1)},$$

(54)

where

$$\rho_E^{(0,0)} = \frac{P(|g_+ \rangle_E - |g_- \rangle_E)}{tr(P(|g_+ \rangle_E - |g_- \rangle_E))},$$

(55)

$$\rho_E^{(1,0)} = \frac{|g_- \rangle_E - \langle g_- |}{|g_- \rangle_E - \langle g_- |},$$

(56)

$$\rho_E^{(0,1)} = \frac{|e_{00} \rangle_E - \langle e_{00} |}{|e_{00} \rangle_E - \langle e_{00} |},$$

(57)

$$\rho_E^{(1,1)} = \frac{\langle g_- \rangle_E - \langle e_{00} \rangle_E - \langle e_{00} |}{tr(P(|e_{00} \rangle_E - |e_{00} |))}.$$

(58)

According to Eq. (7), we can figure out $S(\rho_{BME})$ as

$$S(\rho_{BME}) = H(P(i,j))_{i,j} + \sum_{i,j} P(i,j)S(\rho_E^{(i,j)})$$

$$\geq H(P(0,0), P(0,1), P(1,0), P(1,1)).$$

(59)

Note that here we utilize the truth of $S(\rho_E^{(i,j)}) > 0$. Next, we compute the von Neumann entropy of system $ME$. At first, we rewrite $\rho_{ME}$ as

$$\rho_{ME} = k_1|0\rangle\langle 0|_{M} \otimes \rho_E^{(1,0)} + k_2|1\rangle\langle 1|_{M} \otimes \rho_E^{(1,1)},$$

(60)
where

\[ k_1 = P(0, 0) + P(1, 1), \quad k_2 = P(0, 1) + P(1, 0), \quad (61) \]

\[ \rho_E^1 = \frac{P(|g+\rangle_E - |g-\rangle_E) + P(|e_{00}\rangle_E - |e_{01}\rangle_E)}{4q(0, 0) + q(1, 1)}, \quad (62) \]

\[ \rho_E^2 = \frac{|g-\rangle\langle g-| + |e_{01}\rangle\langle e_{01}|}{2(q(0, 1) + q(1, 0))}, \quad (63) \]

\[ q(0, 0) = \frac{1}{4} \text{tr}(P(|g+\rangle_E - |g-\rangle_E)), \quad (64) \]

\[ q(0, 1) = \frac{1}{4} \text{tr}(|e_{01}\rangle\langle e_{01}|), \quad (65) \]

\[ q(1, 0) = \frac{1}{4} \text{tr}(|g-\rangle\langle g-|), \quad (66) \]

\[ q(1, 1) = \frac{1}{4} \text{tr}(P(|e_{00}\rangle_E - |e_{01}\rangle_E)), \quad (67) \]

\[ = \frac{1}{4} (1 - 2Re(g_+g_-)). \]

We can see \( \rho_{ME} \) is a classical-quantum state. Then \( S(\rho_{ME}) \) can be figured out as

\[ S(\rho_{ME}) = h(k_1) + k_1 S(\rho_E^1) + k_2 S(\rho_E^2). \quad (68) \]

Therefore, we can find an upper bound of \( S(\rho_{ME}) \) as

\[ S(\rho_{ME}) \leq h(k_1) + k_2 + k_1 S(\rho_E^1) \quad (69) \]

since \( \rho_E^2 \) is a two dimensional density operator, satisfying

\[ S(\rho_E^2) \leq 1. \quad (70) \]

Then we can further get the lower bound on the key rate \( r \) as

\[ r \geq H(P(i, j)_{ij}) - h(k_1) - k_2 - k_1 S(\rho_E^1) \]

\[ - H(B|A). \quad (71) \]

In order to derive an expression of a lower bound of \( r \), we need to express \( S(\rho_E^1) \) and \( H(B|A) \) by using the observable statistics. Then we compute \( S(\rho_E^1) \) and \( H(B|A) \) one by one.

First of all, we compute \( S(\rho_E^1) \). According to Eqs. (8) and (9), we need to get all eigenvalues of \( \rho_E^1 \). Let \( |l_1\rangle = |g+\rangle_E - |g-\rangle_E, |l_2\rangle = |e_{00}\rangle_E - |e_{01}\rangle_E \). Then we can rewrite \( \rho_E^1 \) as follows:

\[ \rho_E^1 = \frac{|l_1\rangle\langle l_1| + |l_2\rangle\langle l_2|}{|l_1| + |l_2|}. \quad (72) \]

Let \( |l_1\rangle = x|\xi\rangle \) and \( |l_2\rangle = y|\xi\rangle + z|\eta\rangle \), where \( x, y, z \in \mathbb{C}, \langle \xi|\xi\rangle = \langle \eta|\eta\rangle = 1 \) and \( \langle \xi|\eta\rangle = 0 \). This indicates:

\[ |x|^2 = |l_1| = 4q(0, 0), \quad (73) \]

\[ |y|^2 + |z|^2 = |l_2|^2 = 4q(1, 1), \quad (74) \]

\[ x^*y = \langle l_1|l_2\rangle, \quad (75) \]

\[ |y|^2 = \frac{|l_1|^2 |l_2|^2}{|x|^2}. \quad (76) \]

Then we can write \( \rho_E^1 \) as a matrix in the basis of \( \{|\xi\rangle, |\eta\rangle\} \):

\[ \rho_E^1 = \frac{1}{|x|^2 + |y|^2 + |z|^2} \begin{pmatrix} |x|^2 + |y|^2 & y^*z \\ y^*z & |z|^2 \end{pmatrix}. \quad (77) \]

Its eigenvalues are

\[ \lambda_{\pm} = \frac{1}{2} \pm \frac{\sqrt{k_3 + 2k_4}}{2(|x|^2 + |y|^2 + |z|^2)}, \quad (78) \]

where

\[ k_3 = |x|^4 + |y|^4 + |z|^4, \quad (79) \]

\[ k_4 = |x|^2|y|^2 + |y|^2|z|^2 - |x|^2|z|^2. \quad (80) \]

Through some mathematical skills and combining Eqs. (77)(78)(79) and (80), we can have

\[ \lambda_{\pm} = \frac{1}{2} \pm \frac{\sqrt{4q(0, 0) - q(1, 1)^2 + |l_1| l_2|^2} - 4q(0, 0) + q(1, 1))}}. \quad (81) \]

Thus, we can compute \( S(\rho_E^1) \) as

\[ S(\rho_E^1) = h(\lambda_+). \quad (82) \]

From Eq. (81), we can see \( \lambda_+ \geq \frac{1}{2} \), and thus \( h(\lambda_+) \) will increase as \( \lambda_+ \) decreases. Therefore, we can find an upper bound of \( S(\rho_E^1) \) by finding a lower bound of \( |l_1| l_2|^2 \). Assume \( B \geq 0 \) is a lower bound of \( |l_1| l_2|^2 \) and define

\[ \lambda = \frac{1}{2} + \frac{\sqrt{4q(0, 0) - q(1, 1)^2 + B^2}}{4q(0, 0) + q(1, 1))}. \quad (83) \]

Therefore, we have found an upper bound of \( S(\rho_E^1) \) as

\[ S(\rho_E^1) \leq h(\lambda). \quad (84) \]

Next, we compute \( H(B|A) \) by the observable statistics \( P(i, j)_{ij} \). We can easily get

\[ H(B|A) = H(\{ P(i, j)_{ij} \}_{ij}). \quad (85) \]

Because

\[ P_A(0) = P(0, 0) + P(0, 1), \quad (86) \]

\[ P_A(1) = P(1, 0) + P(1, 1), \quad (87) \]

where \( P_A(i) \), \( i \in \{0, 1\} \) means the probability of the event that Alice’s raw key bit is \( i \). Then we have,

\[ H(A) = h(P_A(0)) = h(P(0, 0) + P(0, 1)). \quad (88) \]

Thus,

\[ H(B|A) = H(B|A) - H(A) \]

\[ = H(\{ P(i, j)_{ij} \}_{ij}) - h(P(0, 0) + P(0, 1)). \quad (89) \]

Therefore, we can obtain a lower bound on the final key rate as

\[ r \geq h(P(0, 0) + P(0, 1)) - h(k_1) - k_2 - k_1 h(\lambda). \quad (90) \]

From the above inequation, we can see all the parameters can be estimated by \( A \) and \( B \) except \( |l_1| l_2|^2 \)’s lower bound \( B \). Next, we also consider to use some other observable statistics to determine a value of \( B \).
C. Bounding $|\langle l_1 | l_2 \rangle|$ using observable statistics

In this part, we need to express a lower bound of $|\langle l_1 | l_2 \rangle|$ by using some statistics that can be observed by the legitimate users. Recall that $|l_1\rangle_E = |g_+\rangle_E - |g_-\rangle_E$ and $|l_2\rangle_E = |e_{00}\rangle_E - |e_{01}\rangle_E$. From Eq. (25) and Eq. (26), we can derive that

$$|l_1\rangle_E = \sqrt{2} \alpha |e_{01}\rangle_E + \sqrt{2} \beta |e_{11}\rangle_E. \quad (91)$$

Thus,

$$\langle l_1 | l_2 \rangle = \sqrt{2} \alpha \langle e_{01} | e_{00} \rangle - \sqrt{2} \alpha \langle e_{01} | e_{01} \rangle - \sqrt{2} \beta \langle e_{11} | e_{00} \rangle. \quad (92)$$

Then, we can easily get

$$\langle l_2 | l_1 \rangle = \overline{\langle l_1 | l_2 \rangle} = \sqrt{2} \alpha \langle e_{00} | e_{01} \rangle - \sqrt{2} \alpha \langle e_{01} | e_{01} \rangle - \sqrt{2} \beta \langle e_{11} | e_{11} \rangle. \quad (93)$$

Considering that

$$|\langle l_2 | l_1 \rangle| = |\langle l_1 | l_2 \rangle| = \sqrt{(\text{Re}(\langle l_2 | l_1 \rangle))^2 + (\text{Im}(\langle l_2 | l_1 \rangle))^2}, \quad (94)$$

we can specify $B$ as

$$|\langle l_2 | l_1 \rangle| \geq B = \sqrt{(\text{Re}(\langle l_2 | l_1 \rangle))^2} = |\text{Re}(\langle l_2 | l_1 \rangle)|. \quad (95)$$

More specifically,

$$B = |\text{Re}(\sqrt{2} \alpha \langle e_{00} | e_{01} \rangle - \sqrt{2} \alpha \langle e_{01} | e_{01} \rangle - \sqrt{2} \beta \langle e_{11} | e_{11} \rangle)|. \quad (96)$$

We define

$$B = \begin{cases} \text{Re}(\langle l_2 | l_1 \rangle), \quad \text{Re}(\langle l_2 | l_1 \rangle) \geq 0, \\ -\text{Re}(\langle l_2 | l_1 \rangle), \quad \text{Re}(\langle l_2 | l_1 \rangle) < 0. \end{cases} \quad (97)$$

Thus, we can use observable statistics to bound $|\langle l_1 | l_2 \rangle|$ by specifying $\text{Re}(\langle l_2 | l_1 \rangle)$. In order to specify $\text{Re}(\langle l_2 | l_1 \rangle)$, we need to specify $\sqrt{2} \alpha \text{Re}(e_{00}|e_{01}), \sqrt{2} \alpha \text{Re}(e_{01}|e_{01}), \sqrt{2} \beta \text{Re}(e_{00}|e_{11})$ and $\sqrt{2} \beta \text{Re}(e_{00}|e_{11})$. Next, we specify them one by one.

1. $\sqrt{2} \alpha \text{Re}(e_{00}|e_{01})$:
   From Eq. (67), we can get
   $$\sqrt{2} \alpha \text{Re}(e_{00}|e_{01}) = \frac{\sqrt{2} \alpha}{2} - 2 \sqrt{2} \alpha g(1,1). \quad (98)$$

2. $\sqrt{2} \alpha \text{Re}(e_{01}|e_{01})$:
   According to Eq. (45), we can have
   $$\langle e_{01} | e_{01} \rangle = e_Z. \quad (99)$$
   This implies $\langle e_{01} | e_{01} \rangle$ is a real number, and therefore, $\text{Re}(e_{01}|e_{01}) = \langle e_{01} | e_{01} \rangle$. Then we can specify it as
   $$\sqrt{2} \alpha \text{Re}(e_{01}|e_{01}) = \sqrt{2} \alpha \langle e_{01} | e_{01} \rangle = \sqrt{2} \alpha e_Z. \quad (100)$$

3. $\sqrt{2} \beta \text{Re}(e_{01}|e_{11})$:
   At this point, we focus on the process that Bob chooses CTRL and Alice measures in the Z-basis and observes $|1⟩$. We use $P(K_A = 0 | K_B = 0)$ to denote the probability of the event that Alice measures in Z-basis and observes $|1⟩$ under the circumstance that Bob chooses to CTRL. We abbreviate $P(K_A = 0 | K_B = 0)$ as $P(0|0)$. Firstly, we model this process as

$$\rho_{TE} = U|e, 0⟩⟨e, 0|_{TE} U^* \quad (101)$$

$$= P(0, \alpha e_{00} + \beta e_{10})_{TE} + |1, \alpha e_{01} + \beta e_{11})_{TE}. \quad (102)$$

Then Alice measures in Z-basis and observes $|1⟩$ with the probability $P(0|0)$.

$$P(0|0) = tr(|1⟩⟨1|_T \otimes I) \rho_{TE} \quad (103)$$

$$= 2 \alpha \beta \text{Re}(e_{01}|e_{11}) + \alpha^2 \text{Re}(e_{01}|e_{01}) + \beta^2 \text{Re}(e_{11}|e_{11})$$

$$= 2 \alpha \beta \text{Re}(e_{01}|e_{11}) + (\alpha^2 - \beta^2) \text{Re}(e_{01}|e_{01}) + \beta^2.$$ (104)

Here we have used Eqs. (18)(19) and the assumption of symmetrical property which is often used in QKD security proof. Thus, we can specify $\sqrt{2} \beta \text{Re}(e_{01}|e_{11})$ as

$$\sqrt{2} \beta \text{Re}(e_{01}|e_{11}) = \frac{\sqrt{2}}{2 \alpha} [P(0|0) - (\alpha^2 - \beta^2)e_Z - \beta^2]. \quad (105)$$

4. $\sqrt{2} \beta \text{Re}(e_{00}|e_{11})$:
   At this time, we pay attention to the process that Alice measures in the X-basis and observes $|-⟩$ when Bob chooses to CTRL. We use $P(1|0)$ to denote the probability of the event that Alice measures in X-basis and observes $|-⟩$ under the circumstance Bob chooses to CTRL. Then we can compute it as

$$P(1|0) = \langle g_+ | g_+ \rangle \quad (106)$$

$$= \frac{1}{2} - \alpha^2 \text{Re}(e_{00}|e_{01}) - \alpha \beta \text{Re}(e_{00}|e_{11})$$

$$- \alpha \beta \text{Re}(e_{01}|e_{10}) - \beta^2 \text{Re}(e_{10}|e_{11}). \quad (107)$$

Then we can derive that

$$\sqrt{2} \beta \text{Re}(e_{00}|e_{11}) = \frac{\sqrt{2}}{\alpha} \left[ \frac{1}{2} - P(1|0) - \alpha^2 \frac{1}{2} \right]$$

$$- 2 g(1,1) - \alpha \beta \text{Re}(e_{01}|e_{10}) - \beta^2 \text{Re}(e_{10}|e_{11}). \quad (108)$$

We can see the right side of the Eq. (105) still contains the expression $\text{Re}(e_{01}|e_{10})$ and $\text{Re}(e_{10}|e_{11})$. Here we cannot specify them using the observable...
statistics, but we can bound them by using the Cauchy-Schwarz inequality:

\[
|\langle e_0|e_1 \rangle| \leq \sqrt{|\langle e_0|e_0 \rangle| |\langle e_1|e_1 \rangle|} = \varepsilon_Z,
\]

Thus,

\[
Re(\langle e_0|e_1 \rangle) \leq \sqrt{(Re(\langle e_0|e_1 \rangle))^2} = \varepsilon_Z,
\]

\[
Re(\langle e_1|e_0 \rangle) \leq \sqrt{(Re(\langle e_1|e_0 \rangle))^2} = \varepsilon_Z(1-e_Z).
\]

Then we can find a lower bound of \( \sqrt{2} \beta Re(\langle e_0|e_1 \rangle) \) as

\[
\sqrt{2} \beta Re(\langle e_0|e_1 \rangle) \geq \sqrt{2} \frac{1}{\alpha} - P(1|0) - \alpha^2 \frac{1}{2} - 2q(1,1) - \alpha \beta e_Z - \beta^2 \sqrt{e_Z(1-e_Z)}.
\]

From the above, we can get a lower bound on \( |\langle l_1|l_2 \rangle| \) as

\[
|\langle l_1|l_2 \rangle| \geq B = \sqrt{\frac{2\alpha}{2} - 2\sqrt{2} \alpha q(1,1) - \sqrt{2} \alpha e_Z}
\]

\[
-\frac{\sqrt{2}}{2\alpha} P(0|0) - (\alpha^2 - \beta^2)e_Z - \beta^2
\]

\[
+\frac{\sqrt{2}}{\alpha} \frac{1}{2} - P(1|0) - \alpha^2 \frac{1}{2} - 2q(1,1)
\]

\[
-\alpha \beta e_Z - \beta^2 \sqrt{e_Z(1-e_Z)}.
\]

Note that here we can ensure \( B \) to be positive by controlling the noise in the forward and reverse quantum channel. This is reasonable because the protocol should be aborted if there is too much noise.

From the above, all the parameters appeared in the right hand of Eq. (90) are specified by the observable statistics. Then we have found a lower bound of the key rate \( r \) which is expressed as a function of channel parameters because all the observable statistics are determined by the quantum channel. Thus, we can compute a threshold value of the error rates such that the key rate \( r \) can always be positive when all the errors are less than this value. In other words, the secure key can be established successfully as long as all the error rates are less than the threshold value. Finally, the full security proof restricted on Eve’s collective attack is completed.

In order to get the whole unconditional security proof, we need to spread the circumstance of collective attack to general attack. Fortunately, Renner et al. [17] proved that it suffices to consider the collective attack if protocols are permutation invariant. Next, we will show our protocol is permutation invariant by reducing it to a B92 protocol with small modifications. Though our protocol relies on a two-way quantum channel, Krawec [14] has proved that all the attacks can be equivalent to a restricted attack. Then we can reduce our protocol to a fully quantum key distribution protocol with one-way quantum channel. Specifically, it can be reduced to a protocol that Bob prepares a state of set \{\(|0\rangle,|e\rangle\}\} at random and Alice measures in Z or X basis randomly, which is a kind of modified B92 protocol. Renner et al. [17] showed that B92 is permutation invariant. Therefore, our protocol is permutation invariant as well. Thus we can derive that our protocol can be secure against general attack. The whole unconditional security proof is completed.

### D. Example

In this part, we illustrate how to compute the threshold value of the error rates under the circumstance that the reverse channel is a depolarizing one with parameter \( p \). The depolarizing channel is a typical scenario considered in the unconditional security proofs of some other protocols [12,13,20]. It can be specified as follows:

\[
\xi_p(\rho) = (1-p)\rho + \frac{p}{2}I,
\]

where \( I \) is the identity operator.

We model Eve’s attack in the reverse channel after Bob’s action as follows:

1. **SIFT:**

\[
\xi_p(|0\rangle\langle 0|) = (1 - \frac{p}{2})|0\rangle\langle 0| + \frac{p}{2}|1\rangle\langle 1|.
\]

2. **CTRL:**

\[
\xi_p(|e\rangle\langle e|) = (1 - \frac{p}{2})|e\rangle\langle e| + \frac{p}{2}|e^\perp\rangle\langle e^\perp|.
\]

where \(|e^\perp\rangle\) is a state orthogonal to \(|e\rangle\), that is to say,

\[
|e^\perp\rangle = \sqrt{\frac{1}{2} - b|0\rangle} - \sqrt{\frac{1}{2} + b}|1\rangle.
\]

Then we can get the mixed state of the compound system after an iteration:

\[
\rho = \frac{1}{2}|1\rangle\langle 1| \otimes \xi_p(|0\rangle\langle 0|)
\]

\[
+ \frac{1}{2}|0\rangle\langle 0| \otimes \xi_p(|e\rangle\langle e|).
\]

Next, we compute the parameters appeared in Eqs.(94) and (115) one by one.
Firstly, we compute $q(i, j), i, j \in \{0, 1\}$ in terms of the parameters of $b$ and $p$:

\[
q(0, 0) = \text{tr}[|0\rangle\langle 0|_{I_B} \otimes |1\rangle\langle 1|_{I_T}) = \frac{1}{4} - \frac{b}{2} + \frac{pb}{2},
\]

\[
q(0, 1) = \text{tr}[|1\rangle\langle 1|_{I_B} \otimes |1\rangle\langle 1|_{I_T}) = \frac{p}{4},
\]

\[
q(1, 0) = \text{tr}[|0\rangle\langle 0|_{I_B} \otimes |-\rangle\langle -|_{I_T}) = \frac{1}{4} - \frac{(1 - p)\sqrt{1 - 4b^2}}{4},
\]

\[
q(1, 1) = \text{tr}[|1\rangle\langle 1|_{I_B} \otimes |-\rangle\langle -|_{I_T}) = \frac{1}{4}.
\]

Then we can derive

\[
K = \sum_{i,j} q(i, j) \quad (121)
\]

\[
= \frac{3}{4} - \frac{b}{2} + \frac{pb}{2} + \frac{p}{4} - \frac{(1 - p)\sqrt{1 - 4b^2}}{4}.
\]

Thus we can get $P(i, j), i, j \in \{0, 1\}$:

\[
P(0, 0) = \frac{1 - 2b + 2pb}{3 - 2b + 2pb + p - (1 - p)\sqrt{1 - 4b^2}} \quad (122)
\]

\[
P(0, 1) = \frac{p}{3 - 2b + 2pb + p - (1 - p)\sqrt{1 - 4b^2}} \quad (123)
\]

\[
P(1, 0) = \frac{1 - (1 - p)\sqrt{1 - 4b^2}}{3 - 2b + 2pb + p - (1 - p)\sqrt{1 - 4b^2}} \quad (124)
\]

\[
P(1, 1) = \frac{1}{3 - 2b + 2pb + p - (1 - p)\sqrt{1 - 4b^2}} \quad (125)
\]

Next, we compute $e_Z$, $P(0|0)$ and $P(1|0)$ as follows:

\[
e_Z = \text{tr}[|1\rangle\langle 1|_{I_B}\rho_{P}(|0\rangle\langle 0|_{I_B})] = \frac{p}{2};
\]

\[
P(0|0) = \text{tr}[|1\rangle\langle 1|_{I_B}\rho_{P}(|e\rangle\langle e|)] = \frac{1}{2} - b + pb;
\]

\[
P(1|0) = \text{tr}[|0\rangle\langle 0|_{I_B}\rho_{P}(|e\rangle\langle e|)]
\]

\[
= \frac{1}{2} - \sqrt{\frac{1}{4} - b^2} + p\sqrt{\frac{1}{4} - b^2}.
\]

Thus, we can get a lower bound on the key rate $r$ according to Eq. (90) as

\[
r \geq f(b, p),
\]

\[
f(b, p) = h(P(0, 0) + P(0, 1)) - h(P(0, 0) + P(1, 0) + P(1, 1)) - (P(0, 1) + P(1, 0)) - (P(0, 0) + P(1, 1))h(\lambda).
\]

Then we can specify $f(b, p)$ as

\[
f(b, p) = h\left(\frac{1 - 2b + 2bp}{K'} - 1 + p - (1 - p)\sqrt{1 - 4b^2} + 2b(p - 1)\right) - 2 - 2b + 2pbh(\lambda),
\]

\[
K' = 3 + p + (p - 1)\sqrt{1 - 4b^2} + 2b(p - 1),
\]

\[
\lambda = \frac{1}{2} + \frac{\sqrt{(pb - b)^2 + b^2}}{2 - 2b + 2pb},
\]

\[
B = \frac{2}{\sqrt{1 + 2b}\sqrt{1 - 4b^2}}\left(\frac{1}{2} - 3p + \frac{3p}{4}\right) - \frac{1}{2}(\frac{1}{2} - b)\sqrt{2p - p^2} - \frac{p}{2}\sqrt{1 - 2p}.
\]

A graph of the lower bound of the key rate $r$ as a function of $p$ for different $b$ is shown in Figure 1. In the graph, we can see when $b = 0$, the key rate $r$ is positive for all $p ≤ 0.0692$, which means that when $e_Z = \frac{p}{2} ≤ 3.46\%$, the key rate will always be positive. Different values of $b$ correspond to different threshold values which assure the key rate $r$ is positive. We can see when the absolute value of $b$ is far from 0, the threshold value becomes smaller, which demonstrates that the noise in the forward channel has an effect on the final key rate in some extent.

A graph of the lower bound of the key rate $r$ as a function of $b$ for different $p$ is shown in Figure 2. In this graph, we can see the lower bound decreases sharply when the parameter $p$ increases a little. This indicates that the noise in the reverse channel affect it more evident. Therefore, we have to make more efforts to control the noise in the reverse channel when the protocol is implemented.

Next, we make a comparison of the protocol with Krawec’s protocol in [12]. It is proved that Krawec’s single-state protocol can endure the maximum bit error rate $e_Z = \frac{p}{2} ≤ 5.36\%$ when the forward channel parameter $b = 0$ [12]. A graph of the lower bound of the key rate...
r as a function of p in case of b = 0 of the two compared protocols is shown in Figure 3. In this graph, we can see $p_1 = 0.1072 > p_2 = 0.0692$ and the lower bound's decreasing speed is 2 > 1. These indicate that our protocol can endure less noise under the circumstance of $b = 0$. Under this circumstance, Krawec’s protocol can be considered as a modified three-state BB84 protocol. Specifically, the sender Bob prepares one of state from the set $\{|0\rangle, |1\rangle, |+\rangle\}$ each iteration, but they drops all the iterations when he sends $|1\rangle$ to Alice after quantum communication. It is proved that the asymmetric three-state BB84 can tolerate $e_Z < 4.36\%$ quantum bit error rate [21], comparing to $e_Z < 9.81\%$ of the symmetric three-state BB84 [21, 22]. Similarly, our protocol can be seen as the B92 protocol mentioned previously. Exactly, Bob prepares a state from the set $\{|0\rangle, |+\rangle\}$ each iteration. In Ref. [23], it is proved that B92 can tolerate depolarizing rate $p' < 0.034(e_Z = \frac{2p'}{3} < 2.27\%)$. Then the depolarizing rate has been improved to $p' < 0.036(e_Z = \frac{2p'}{3} < 2.4\%)$ in [24]. Finally, Ryutaroh Matsumoto improved the depolarizing rate to $p' < 0.065(e_Z = \frac{2p'}{3} < 4.33\%)$ through convex optimization method [25]. From above, we can see the two SQKD protocols are as secure as their fully counterparts. Though our protocol can tolerate less noise, it can be easily implemented in the real world. This coincides the case in fully quantum cryptography. As we know, B92 is more simple to implement than BB84, it can endure a maximum bit error rate of less than 4.33% comparing to 11% of BB84 protocol [21, 24]. In Ref. [21], it is also shown that more simple the QKD protocol is, less noise it can endure.

V. CONCLUSION

In this paper, we introduce the idea of B92 into semi-quantum key distribution and design a new SQKD protocol with one qubit. To our best of knowledge, this is the first semi-quantum version of B92 protocol, comparing to BKM07 as the semi-quantum version of BB84. Then we show that it is not only more efficient but also more simplified to implement. Meanwhile, it is demonstrated that our protocol is as secure as some existed SQKD and QKD protocols. We provide an unconditional security proof of our protocol by computing a lower bound of the final key rate in the asymptotic scenario and found a threshold value of errors such that all the errors are less than this value, the secure key can be established definitely. We show that our scheme can tolerate a maximum bit error rate of 3.46% under the circumstance that there is no noise in the forward channel. It is comparable to the SQKD protocol BKM07 which can tolerate up to 5.34% error rate under the circumstance that the error rate in Z-type is equal to the X-type in both forward and reverse quantum channel [15]. It is also comparable to Krawec’s newly single-state protocol which can withstand up to error rate of 5.36% [12]. Though our protocol can endure less noise, it needs fewer quantum resource and equipments which makes it to be more practical and realizable. It has great advantages in practice under the circumstance that the quantum channel is less noisy.

From above, we can see the maximum value of noise that our protocol can tolerate is a little smaller than those of BKM07 and single-state protocol in Ref. [12]. Probably the lower bound of the key rate is not tight here, and we would further improve it to enhance our maximum tolerated value in the future. Maybe Ryutaroh Matsumoto’s method in [25] can give us some tips in this direction. More importantly, we talk our unconditional security only in the perfect qubit scenario. It is a challenge problem to consider the unperfect scenario.
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