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Abstract
Capturing intricate biological phenomena often requires multiscale modeling where coarse and inexpensive models are developed using limited components of expensive and high-fidelity models. Here, we consider such a multiscale framework in the context of cancer biology and address the challenge of evaluating the descriptive capabilities of a continuum model developed using 1-dimensional statistics from a molecular dynamics model. Using deep learning, we develop a highly predictive classification model that identifies complex and emergent behavior from the continuum model. With over 99.9% accuracy demonstrated for two simulations, our approach confirms the existence of protein-specific “lipid fingerprints”, i.e., spatial rearrangements of lipids in response to proteins of interest. Through this demonstration, our model also provides external validation of the continuum model, affirms the value of such multiscale modeling, and can foster new insights through further analysis of these fingerprints.

1 Introduction
Biological phenomena are intrinsically multiscale as many relevant interactions span through wide ranges of spatial and temporal scales (Saunders & Voth, 2013). To capture such behavior at large- and long-enough scales while maintaining sufficient fidelity, multiscale modeling is used extensively (Chopard et al., 2014). Usually, multiscale techniques choose a few relevant scales and switch among them when and where needed (Ingolfsson et al., 2022; Bhatia et al., 2021), thus offering tunable tradeoffs necessary to probe the complex dynamics of sophisticated systems. Coarse-scale (approximate but fast) models are typically derived from finer-scale (high-fidelity but generally slow) models through simplification, aggregation, or changes in representation. Such approximations often lend themselves questions, not only about their accuracy but also about whether they are able to maintain and evolve key behavior of interest. Here, we leverage deep learning (DL) to address such concerns by assessing the emerging behavior of a coarse-scale model.

Scientifically, we are interested in understanding the cancer initiation mechanism driven by RAS and RAF proteins, mutations in which are implicated in about a third of all human cancers and are responsible for over a million deaths each year. To study their signaling, multiscale model have been developed using (1) molecular dynamics (MD) simulations of these proteins and their interactions with the lipids on the plasma membrane, and (2) a continuum model that mimics these interactions by evolving densities of these lipids in response to the proteins (Ingolfsson et al., 2022; Stanton et al., 2021). Through a set of training MD simulations, lipid-protein interactions are represented as sets of 1-dimensional radial density functions (RDFs), which are then used to parameterize the continuum model. Given such a continuum model, the experts are interested in understanding how this model evolves the overall spatial dynamics of lipid-protein interactions, which include several more-complex considerations, such as 2-dimensional and nonisotropic interactions, multibody effects, discretization artifacts, and others.

We address this challenge using DL by casting the scientific question into a supervised learning task, essentially asking a neural network to learn if the emergent behavior from the continuum model is predictable with respect to the proteins. Representing the densities of different lipids as a multichannel image and the type and conformational state of proteins as “class label”, we train a neural network to predict the label that corresponds to a given image. Using two different simulation sets (with six and twelve classes, respectively), we demonstrate exceptionally high predictive capability of our model. Scientifically, our approach deduces with high confidence that each type of protein (label) is associated with an easily distinguishable “lipid fingerprint” (spatial arrangement of lipids around the proteins) (Corradi et al., 2022)
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Our results inform that this continuum model not only evolves different types of lipids with respect to the different types of proteins in ways that are not described by the input RDFs, but more importantly, is able to represent emergent yet predictable behaviors that can shed light into complex biological configurations of interest.

2 Method

2.1 Description of the Continuum Data

Of interest to this work is the data generated through a macroscale, continuum model (Stanton et al., 2021) that uses the dynamic density functional theory (DDFT) (Marconi & Tarazona, 1999) to evolve densities of 14 species of lipids in response to two types of proteins — RAS and RAF, which are represented as individual particles. The RAS protein can have two splice variants — RAS4a and RAS4b — each of which can exist in three membrane conformational states (α, β, and β'). Whereas RAS proteins can exist by themselves, the RAF proteins exist on the membrane only when bonded with RAS to form a RAS-RAF complex. Table 1 lists 12 possible combinations of these proteins, which we consider as class labels in this work. Since the goal is to study lipid fingerprints (Corradi et al., 2018) of proteins, we consider local, $30 \times 30$ nm$^2$ neighborhoods of proteins, hereon referred to as “patches”. By design, a RAS protein exists at the center of the patch, which provides a consistent frame of reference to explore fingerprints. We further restrict our study to patches that contain only one RAS protein or one RAS-RAF complex.

As described in Table 1, we consider two different simulations using similar continuum models. The first contains only the RAS4a splice variant and, hence, has only six class labels, whereas the second contains both RAS4a and RAS4b and, therefore, has 12 class labels. For brevity, we refer to these as P6 and P12 datasets, respectively. The lipid densities are sampled on regular grids: $37 \times 37 \times 14$ (for P6) and $72 \times 72 \times 14$ (for P12), with the last dimension corresponding to the 14 types of lipids in the system. In order to account for the differences in the ranges of different lipid concentrations, the multichannel images were standardized per channel to zero mean and unit standard deviation.

2.2 Description of the Deep Learning Model

To demonstrate that the continuum model captures emergent behavior in the form of lipid fingerprints, we develop a classification model that can predict the protein classes, given an observed fingerprint. Specifically, we are given pairs $(X, Y)$ where the multichannel images $X$ represent lipid densities, and labels $Y$ represent the corresponding protein class. Our goal is to learn the mapping $X \rightarrow Y$ and we use a deep neural network to achieve this goal.

Given that the goal is to understand spatial patterns in lipid distributions, convolutional neural networks (CNNs) (Hubel & Wiesel, 1963; 1970) are a good fit as they are able to capture correlations across space and create a hierarchy of image features. In our case, a depth-wise convolution is also a useful tool since there exist correlations across channels (lipids) because (1) lipids are broadly either attracted to or repelled from the proteins, though with different densities, and (2) the amount of lipids packed into a region of space is limited, so high densities of some lipids lead to lower densities of others. We therefore utilize both types of convolutions in our model design.

After a few convolutional layers, we use dense layers to further reduce the data nonlinearly to accommodate remaining variations in data and create a $k$-dimensional latent space. We choose $k$ to be equal to the number of classes ($k = 6$ and $k = 12$ for the two datasets). This latent space generates unscaled log probabilities (logits), which are then converted to (normalized) class probabilities using a softmax operation. We also utilize batch normalization layers as well as the relu activation, benefits of both of which are well established in the community. We used a categorical cross-entropy loss, which is standard for multiclass classification problems. Our final model architecture is given below.

\[
X \rightarrow \text{SeparableConv2D}(\text{filters}=6, \text{depth_mult}=6, \text{kernel}_sz=1, \text{strides}=1, \text{relu}) \rightarrow \text{BatchNorm} \rightarrow \text{Conv2D}(\text{filters}=16, \text{kernel}_sz=3, \text{strides}=2, \text{relu}) \rightarrow \text{BatchNorm} \rightarrow \text{Conv2D}(\text{filters}=16, \text{kernel}_sz=3, \text{strides}=2, \text{relu}) \rightarrow \text{BatchNorm} \rightarrow \text{Flatten} \rightarrow \text{Dense}(\text{shape}=4 \times k) \rightarrow \text{Dense}(\text{shape}=k) \rightarrow z.
\]

For the model implementation, the sequential TensorFlow API was used. The model was trained for until the loss converged (about 50 epochs) with a batch size of 128 using the Adam optimizer (Kingma & Ba, 2014). For the

| class ID | proteins (RAS state) | P6   | P12   |
|----------|----------------------|------|-------|
| 1        | RAS4b (α)            | 18.14% | 5.01% |
| 2        | RAS4b (β)            | 57.52% | 17.19%|
| 3        | RAS4b (β')           | 10.78% | 2.80% |
| 4        | RAS4b-RAF (ma)       | 6.68%  | 11.88%|
| 5        | RAS4b-RAF (mb)       | 6.20%  | 12.69%|
| 6        | RAS4b-RAF (za)       | 0.62%  | 0.42% |
| 7        | RAS4a (α)            | 0      | 4.51% |
| 8        | RAS4a (β)            | 0      | 15.82%|
| 9        | RAS4a (β')           | 0      | 4.67% |
| 10       | RAS4a-RAF (ma)       | 0      | 12.36%|
| 11       | RAS4a-RAF (mb)       | 0      | 11.91%|
| 12       | RAS4a-RAF (za)       | 0      | 0.73% |

Table 1. Summary of the data distribution with respect to class labels for the P6 and P12 datasets. The datasets differ in the types of proteins (class labels) as well as the resolution of lipid densities.

Total data: 2,492,720
Data resolution: $37 \times 37 \times 14$ 72×72×14
training process, 10% of the data was randomly selected to validate the models. To accelerate the training, Hororovod framework (Sergeev & Del Balso, 2018) was used to support distributed, data-parallel training using (40 and 20 GPUs for the P6 and P12 datasets, respectively). For each epoch, the average values for accuracy (total and per class), and the average prediction loss over the different GPUs were measured as performance metrics.

3 Results

P6: Classification model with 6 classes. We use our framework to predict the protein states from lipid densities (images) for the P6 dataset. Our model demonstrates exceptionally high predictive capabilities, as shown in Figure 1(a). Specifically, we achieve a classification accuracy of 99.98%, with only a handful of misclassifications; as indicated by the shown confusion matrix. We also note that our model is robust to this unbalanced dataset (see Table 1). Other commonly used metrics for classification, such as precision, recall, and the area under the precision-recall curve, also provide similar insights showing an excellent classification.

P12: Classification model with 12 classes. Next, we utilize our framework to study the larger, P12, system. Here, one of the goals was to introduce a new splice variant of RAS — RAS4a — and study how its fingerprints differ from RAS4b. We note that our model architecture generalizes well to this new dataset and the different input/output shapes (see Table 1). Simply changing the data sizes and using the same convolutional layers allowed us to train model for this dataset and achieve equally competent results. We note from Figure 1, that even with on order of magnitude less data, we can still achieve over 99.9% accurate classification.

For this experiment, we also visualize the clustering obtained through our model directly in the underlying space of logits (the model projects the input data onto a 12-dimensional space of logits, which are then transformed into class probabilities). Here, we compute a 2-dimensional t-SNE (t-distributed Stochastic Neighbor Embedding) (Van der Maaten & Hinton, 2008) representation of this k-dimensional space and visualize all validation data as a scatter plot. We note from Figure 1(c) that our model separates the data neatly into 12 clusters — each corresponding to a protein state, with only a handful of misclassifications. We note that many of the misclassified points in this visualization are likely due to the t-SNE projection error, and not as misclassifications of the model; for true count of misclassifications, one should refer to Figure 1(a).

Finally, toward the goal of capturing fingerprints, we study the canonical fingerprint of each protein class. Here, we visualize the geometric median of each cluster — a patch that can be considered to be a representative of this cluster. Figure 2 shows these representative patches and offers several interesting observations. Only the lipids on the inner bilayer are depicted since they show stronger responses than those in the outer bilayer (the inner bilayer of the membrane is directly in contact with the protein, as compared to the outer bilayer). First, as expected, different lipids show different responses to the proteins — some show high density (yellow) near the proteins (center of the images) whereas others show low densities (blue). We also note that the local disturbance in lipids created by the proteins are different for each type of lipid, e.g., POPC, shows two distinct “blue dots” whereas POP6 shows a more aggregated “halo” (see rows RAS4b-RAF for states ma and mb). Finally, we also note that lipid PAP6 shows the strongest signal to noise ratio with a sharp increase in density near the protein. PAP6 also shows significant differences between proteins (RAS) and complexes (RAS-RAF). Comparing RAS4a with RAS4b, we also note differences. Foremost, the fingerprints for RAS4a are a bit more diffused (compare PAP6 lipid). Similar pattern is identified in the comparison between RAS4a-RAF and RAS4b-RAF complexes.

4 Conclusion

In this work, we present a deep learning-based approach to learn protein-lipid fingerprints by predicting protein states given the lipids’ spatial distributions. We show that our model generalized well to two simulation systems, with 6 and 12 types of protein states, including a new type of RAS splice variant. These simulations aim to understand the interaction behavior between lipids and RAS-RAF proteins. In both cases, our model exhibits exceptionally high classification accuracy — more than 99.9%. Our approach confirms that the given continuum model creates emergent behavior of lipids-protein interactions, given that proteins can be predicted based on the lipids. This model offers a way to establish the value of the underlying continuum model through external validation, and its potential in future work toward multiscale modeling. Based on the results of this preliminary work, a continuum description of lipids can be the basis for providing new insights for better understanding of complex biological mechanisms of interest such as the cancer initiation mechanism.

In this work, we summarize the results of our prediction model for one protein and one complex systems. Going forward, we would like to expand this framework to incorporate more-complex systems with higher number of proteins.
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Figure 1. Our approach delivers high-quality prediction with over 99.8% accuracy for both datasets, as highlighted by the corresponding confusion matrices. The figure also shows a 2-dimensional t-SNE visualization of 32,000 patches from the validation data and highlights the excellent separability of the different classes. Each point is a patch in the t-SNE space and colored by its predicted label.

Figure 2. We extract representative fingerprints (geometric median of clusters) for each protein state. The figure shows lipid fingerprints for P12: each row is a lipid in the patch and each column is a protein state. Colormaps are consistent across proteins for a given lipid.
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