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Abstract

It is of great interest to explore matter in nontrivial quantum arrangements, including Schrödinger cat-like states. Such states are sensitive to decoherence from their environment. Recently, in Ref. [1] we computed the rate of decoherence of a piece of superposed matter that primarily only interacts gravitationally, a dark-matter-Schrödinger-cat-state (DMSCS), within the nonrelativistic approximation. In this work we improve this to a general relativistic analysis. We firstly derive a single particle relativistic Schrödinger equation for a probe particle that passes through the DMSCS; the interaction is provided by the weak field metric of general relativity from the source. For a static DMSCS we find a neat generalization of our previous results. We then turn to the interesting new case of a time dependent DMSCS, which can be provided by a coherently oscillating axion field leading to superposed time dependent oscillations in the metric; a truly quantum-general relativistic phenomenon. We use scattering theory to derive the decoherence rate in all these cases. When the DMSCS is in a superposition of distinct density profiles, we find that the decoherence rate can be appreciable. We then consider the novel special case in which the density is not in a superposition, but the phase of its field oscillation is; this is a property that cannot be decohered within the nonrelativistic framework. We find that if the probe particle and/or the DMSCS’s velocity dispersion is slow, then the rate of decoherence of the phase is exponentially suppressed. However, if both the probe and the DMSCS’s velocity dispersion are relativistic, then the phase can decohere more rapidly. As applications, we find that diffuse galactic axions with superposed phases are robust against decoherence, while dense boson stars and regions near black hole horizons are not, and we discuss implications for experiment.
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1 Introduction

It is interesting to explore novel phenomena in which both gravitation and quantum mechanics play the central role. For most ordinary matter, although their quantum character can be made manifest, other interactions, such as electromagnetic, often play the central role in its dynamics. To isolate the interplay between gravitational and quantum mechanical phenomena, it is useful to consider matter that has primarily only gravitational interactions. This is not known among the familiar particles, but may well be the most dominant form of matter in the universe (for a review, see Ref. [2]). Further, we can simply consider the presence of such exotic matter, even if it were not the dominant component. In any case, we shall refer to such material that primarily interacts via gravitation, as “dark matter” (DM) in this work.

The current lack of direct detection of the DM that actually does make up most of the mass of the universe, other than its gravitational impact on galaxies, etc., implies that DM is at most very weakly coupled to the ordinary particles of the Standard Model. In fact it is possible that its only coupling to the Standard Model is gravitational (plus other Planck, or nearly Planck, suppressed operators). On the one hand, since the interactions between DM particles and ordinary matter particles is very weak and/or infrequent it makes it very difficult to detect the DM properties. On the other hand, this may offer a new opportunity for rich behavior for the following reason: due to the lack of significant interactions, DM could possibly possess long-lived exotic quantum mechanical phenomena. In particular, one can imagine that a piece of DM has organized into a macroscopic superposition of states, which are sometimes referred to as “Schrödinger cat” states.

These Schrödinger cat states possess truly quantum behavior as encoded in the off diagonal terms of the density matrix (in the relevant basis). However, the quantumness is usually short-lived for ordinary matter due to interactions with its environment, leading to suppression of the off diagonal elements of the density matrix; a process called decoherence. Decoherence can be understood as follows: the Schrödinger cat state and its environment interact and inevitably become entangled. The full system remains in a pure state, but an observer will usually not track the full system in all its detail. Instead, one adopts a coarse grained point of view in which the degrees of freedom of the environment (which are typically numerous) are ignored and traced out. This effectively destroys the quantum coherence of the residual sub-system (for early work establishing the mechanism of decoherence, see Refs. [3–5] and for various developments, see Refs. [6–17]).
Due to decoherence, the Schrödinger cat state evolves into a mixed-state of essentially classical probabilities, rather than a pure quantum mechanical superposition, and so the uniquely quantum mechanical phenomena, such as interference, are no longer present in the reduced system. This process is efficient when the interactions are large, as is the case from an environment of air scattering off some ordinary material. However, this decoherence may be inefficient for DM which lacks these interactions.

There has been much work done on decoherence in the context of gravitation and cosmology; see Refs. [18–54]. For DM it is plausible that gravitational or self-interactions can lead to such Schrödinger cat-like states due to macroscopic spreading of the wave function, especially if the system exhibits some form of chaos (e.g., see Ref. [55]). In the case of axion DM [56–63], one is often studying particles of very low mass and so they must have a very high number density to be all the DM. They are therefore normally in very high occupancy states, and so they are usually thought to be classical (e.g., see Refs. [64, 65]), but any chaos can lead to the formation of Schrödinger cat-like states. So the high occupancy is not a sufficient condition for classicality. Nevertheless, there can be forms of ensemble averaging of classical trajectories that approximately reproduce some quantum correlation functions; see Ref. [66]. The residual true quantumness of such states is nontrivial to probe experimentally, but it is conceivable and interesting to consider. So a key issue is whether its quantum character persists or decoheres due to some astrophysical environment.

The rate of decoherence for a dark-matter-Schrödinger-cat-state (DMSCS) of a localized mass distribution for nonrelativistic DM from nonrelativistic probes was computed by us for the first time in Ref. [1]. The superposition involved two differing mass distributions, and the interaction between the environment and the DM was modeled by Newtonian gravity. It was found that such a gravitational interaction would in fact lead to decoherence of the DMSCS depending on parameters. For light bosonic models for DM, such as the axion, the characteristic decoherence time-scales were found to be very sensitive to the mass of the DM particle, with lighter particles leading to rapid decoherence and heavier particles leading to very slow decoherence. The full details were provided by us in Ref. [1], including the dependence on the mass distribution, a comparison between DM in the halo versus near the earth, and so on. Furthermore, when allowing for spreading of the DMSCS, it was found that most configurations would decohere in times shorter than the age of the universe, except for heavier axions.

One may wonder if general relativistic effects can lead to new interesting forms of decoherence. It is anticipated that any DMSCS which undergoes decoherence within the Newtonian approximation will do the same if one includes relativistic corrections, even if the corrections are appreciable; this is because decoherence is a very robust phenomenon. However, one may consider a DMSCS in which the Newtonian treatment is unable to probe decoherence. In particular, consider a superposition of two states with identical (or nearly identical) Newtonian interactions, but which have distinct behavior within general relativity. A concrete example is a DM source made out of a coherently
oscillating scalar field (like an axion) that is in a superposition of different phases of oscillation, but otherwise has the same spatial profile. In this case, the Newtonian interaction would not lead to decoherence, because the Newtonian treatment does not differentiate between the sub-states of the superposition, while the general relativistic treatment does.

In this work, we consider the mechanism of decoherence of a DMSCS within a fully relativistic treatment, working to linear order in the metric perturbations. We develop a broad formalism for computing the rate of decoherence in this relativistic setup. We first treat the case when the DMSCS generates a static spacetime metric, finding many similarities to the Newtonian formalism in Ref. [1], but with all the relativistic corrections included. We then generalize this to the case of a time-varying metric, motivated by the light bosonic DM models (e.g., axions), which typically take the form of a regularly oscillating field which source a time-varying metric. The analysis of the time-varying oscillating source is broken up into two cases: the first where the light bosonic DM field has somewhat distinct spatial dependence between the two superposition states, and the second where the superposition sub-states only differ in the phases of the field. This second case captures the main goal of this paper, which is to analyze a situation in which the Newtonian gravitational interaction is completely blind to the superposition, requiring the general relativistic analysis. Within this second case, we provide a characteristic example of a specific configuration of the axion field and discuss the implications of such a DMSCS. We apply these results in several situations, including slowly moving DM in the galaxy and more exotic applications of DM which is relativistic in special environments, such as the near-horizon region of black holes or DM which forms dense boson stars, and we comment on consequences for experiment.

Our paper is organized as follows: in Section 2, we derive the relativistic Schrödinger equation necessary to track the evolution of the environment particles in the spacetime generated by the DM. In Section 3, we lay out the basic scattering theory and relation to decoherence needed for later sections. In Section 4, we analyze the evolution of the environment particles in a static spacetime background and apply this analysis to compute the decoherence rate for the DMSCS. In Section 5, we provide a similar analysis for the case of a time-varying metric, compute the decoherence rate, and also apply these results to a specific profile. In Section 6, we apply our results to DM in the galaxy today. In Section 7, we discuss the spreading of states, application to boson stars, black holes, and implications for experiment. In the Appendix we provide some supplementary details.

2 The Relativistic Schrödinger Equation

2.1 Relativistic Hamiltonian

We first compute the Hamiltonian which governs the evolution of the environment probe particles in a curved spacetime. For convenience, we treat the probe particles as scalars, i.e., ignoring their spin. This is therefore not precise for realistic probe particles, such as baryons or photons, that can
play the role of the environment (as we discuss later). However, one anticipates that the corrections from particle spin is small; we leave a proper analysis to possible future work. Then to incorporate coupling to gravity in a Lorentz invariant way, we use the field theoretic formalism for a quantum scalar field minimally coupled to gravity; this formalism makes it simple to describe interactions among particles in a local and unitary way.

Furthermore, we can take the scalar field to be complex for convenience. This is not important, since we will only be interested in single particle states, but it will make the formal manipulations simpler as we go on since it carries a conserved particle number. For a minimally coupled complex scalar field \( \chi \) in a general spacetime background with metric \( g_{\mu \nu} \) (signature \(+---\)), the action for this field is

\[
S = \int d^4 x \sqrt{-g} \left( g^{\mu \nu} \partial_\mu \chi^* \partial_\nu \chi - m^2 \chi^* \chi \right)
\]  

(2.1)

where \( g \) is the metric determinant, \( g^{\mu \nu} \) is the inverse of the metric, \( \chi^* \) is the complex conjugate of \( \chi \), and \( m \) is its mass (later we will use notation \( m \to m_p \) to emphasize that it is a “probe” particle). We ignore other possible interactions of \( \chi \) here, since, as far as is known, particles may only couple to DM through gravity (we leave a discussion of other possible interactions to Section 7.6).

The momentum conjugate is given by

\[
\Pi \equiv \frac{\partial L}{\partial \dot{\chi}} = \sqrt{-g} \left( g^{00} \dot{\chi}^* + g^{0i} \partial_i \chi^* \right)
\]  

(2.2)

The corresponding Hamiltonian density operator \( \hat{H} \) is

\[
\hat{H} = \frac{\Pi^* \Pi - g^{0i} g^{0j} \Pi \partial_i \chi^* \partial_j \chi + \sqrt{-g} g^{ij} \partial_i \chi^* \partial_j \chi + \sqrt{-g} m^2 \chi^* \chi}{\sqrt{-g} g^{00}}
\]  

(2.3)

Following the usual canonical quantization, where the fields and conjugate fields are promoted to operators and canonical commutation relations are imposed, we can then write out the operators in terms of a set of creation and annihilation operators, \( a_p \) and \( a_p^\dagger \), for the scalar particle described by the fields, and a set of similar operators, \( b_p \) and \( b_p^\dagger \), for its antiparticle – these are summarized in Appendix A. Single particle momentum eigenstates can be obtained from the vacuum state \( |0\rangle \) as usual as

\[
|p\rangle = \sqrt{2E_p} a_p^\dagger |0\rangle
\]  

(2.4)

Then acting on the one-particle momentum eigenstate with the Hamiltonian operator

\[
\hat{H} \equiv \int d^3 x \hat{H}
\]  

(2.5)

gives the form of the Hamiltonian in momentum-space for this state.

In this work, we focus on the situations in which one probe particle comes in, gravitationally scatters off the DM, and then this one probe particle goes out. There are, however, various other
processes that can take place; this includes one probe particle comes in and three particles go out (if there is a conserved particle number, such as baryon number for protons as probe particles, then it would be two protons and one anti-proton going out). This is certainly allowed by general considerations (unless it is energetically forbidden for non-relativistic probes). But the physical point is the following: since we are studying the gravitational interaction, this would be suppressed by additional powers of Newton’s gravitational constant $G_N$. In the language of Feynman diagrams, we are focussed on the simple tree process of $p + DM \rightarrow p + DM$ via a single graviton exchange. The scattering amplitude is proportional to $G_N$. However, we can also consider another tree process (or loop processes) in which $p + DM \rightarrow p + p + \bar{p} + DM$ via 2 graviton exchange. This scattering amplitude is proportional to $G_N^2$. To fix the units there will be an additional factor of $E^2$, where $E$ is the probe particle’s energy, in the amplitude. Assuming $G_N E^2 \ll 1$ (i.e., for probes of energy much lower than the Planck energy) this is completely suppressed compared to the leading process. Hence states of fixed particle number are the dominant process to consider, which is what we focus on.

Furthermore, since the scatterers are assumed to be dilute, they will scatter one at a time. So we only need to consider the effect of a single probe at a time, compute its scattering amplitude, determine the overlap of wave-functions (which affects the density matrix), and then later combine the effects of waiting for $N$ scatterers which act essentially multiplicatively to the total wave-function.

The Hamiltonian acting on a single particle state is

$$
\hat{H} |q\rangle = \int d^3x \hat{\mathcal{H}} |q\rangle = \int d^3x \frac{d^3p}{2(2\pi)^3} \left[ \frac{E_q}{\sqrt{-g}g^{00}} + \frac{g^{0i}p_i}{g^{00}E_p} + \frac{g^{0i}q_i}{g^{00}} \right]
$$

$$
+ \sqrt{-g} \left( \frac{g^{0i}g^{0j}}{g^{00}} - g^{ij} \right) \frac{p_iq_j}{E_p} + \sqrt{-g} \frac{m^2}{E_p} \right] e^{-i(p-q) \cdot x} |p\rangle \quad (2.6)
$$

Then, acting from the left with $\langle x'|$ we can write the Hamiltonian as a function of $x'$ and derivatives in $x'$ acting on a plane wave (the spatial wave function of the momentum eigenstate) as follows. Note that we only allow derivatives to act on the wave function and thus assume the metric components $g_{\mu\nu}$ to be sufficiently slowly varying in space. With $\langle x'|p\rangle = e^{ip \cdot x'}$ (note that we are using the compact notation $|x'\rangle \equiv \chi^\dagger(x')|0\rangle$), we can then carry out the above integrals by performing some integration by parts. This leads to

$$
\langle x'| \hat{H} |q\rangle = H(x', -\nabla'^2) e^{iq \cdot x'} \quad (2.7)
$$

where we have introduced a Hamiltonian $H$ defined in the position representation as a differential
operator. It is found to be

\[
H(x, -\nabla^2) = \frac{1}{2} \left[ \frac{\sqrt{-\nabla^2 + m^2}}{\sqrt{-g g_{00}}} + 2 g^{0i} g_{i0} (-i \partial_i) \right. \\
+ \frac{\sqrt{-g}}{\sqrt{-g_{00}}} \left( g^{0i} g_{0j} - g^{ij} \right) \frac{-\partial_i \partial_j}{\sqrt{-\nabla^2 + m^2}} \\
\left. + \frac{\sqrt{-g}}{\sqrt{-g_{00}}} \frac{m^2}{\sqrt{-\nabla^2 + m^2}} \right]
\]  

(2.8)

Note that even though we have built the relativistic theory using creation and annihilation operators in the usual way, we are allowed to act on particle states, and then form a kind of position space wave-function. Ordinarily, such position space wave-functions would couple multiple particle wave-functions to one another. However, as explained above, such multi-particle states are suppressed, which is to say, their amplitudes are small. This allows for a single particle wave-function to provide an accurate description of the state of the probes.

### 2.2 Weak Diagonal Metric

We specialize now to a weakly curved spacetime. Furthermore, we assume that there are no significant sources of gravitational waves. Hence we can use a gauge in which the metric is diagonal. The metric can be decomposed into a flat background \( \eta_{\mu\nu} = \text{diag}(+1, -1, -1, -1) \) and a small perturbation, \( h_{\mu\nu} \), with \( |h_{\mu\nu}| \ll 1 \), as follows

\[
g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}
\]

(2.9)

Then, to linear order in the perturbations \( h_{\mu\nu} \), the Hamiltonian becomes

\[
H(x, t, -\nabla^2) \approx \sqrt{-\nabla^2 + m^2} + \frac{h_{00}}{2} \sqrt{-\nabla^2 + m^2} - \frac{h^{ij} \partial_i \partial_j}{2 \sqrt{-\nabla^2 + m^2}}
\]

(2.10)

(writing \( g^{\mu\nu} = \eta^{\mu\nu} - h^{\mu\nu} \)). Furthermore, we will be focussed on metrics which are either static or, if they are time-dependent, are also spherically symmetric. In either case, we can fully specify the metric in terms of just two functions \( \Phi \) and \( \Psi \), which are related to components in the metric by

\[
h^{00} = 2\Phi, \quad h^{ij} = 2\Psi \delta^{ij}
\]

(2.11)

Depending on the source for the metric, these two potentials \( \Phi \) and \( \Psi \) may or may not be the same. The corresponding Hamiltonian simplifies further to

\[
H(x, t, -\nabla^2) = \sqrt{-\nabla^2 + m^2} + \Phi \sqrt{-\nabla^2 + m^2} - \frac{\Psi \nabla^2}{\sqrt{-\nabla^2 + m^2}}
\]

(2.12)
Note that if we now take the nonrelativistic limit we obtain a familiar form

\[ H_{\text{nr}}(x, t, -\nabla^2) = mc^2 - \frac{\nabla^2}{2m} + m\Phi \]  

(2.13)

where in the first term we reinstated a factor of \( c^2 \), to make it clear that this is merely the mass-energy term and is only a constant. However, we will only make use of the above relativistic Hamiltonian in this paper.

### 2.3 One Particle Schrödinger Equation

Given this relativistic Hamiltonian for a particle in a diagonal, weakly curved background spacetime, we can construct the Schrödinger equation for the evolution of a quantum state that describes this particle. The Schrödinger equation is of the usual form

\[ i\partial_t |\psi\rangle = (\hat{H}_0 + \hat{V}) |\psi\rangle \]  

(2.14)

where in the position representation \( \hat{H}_0(\nabla^2) = \sqrt{-\nabla^2 + m^2} \) is the free theory relativistic Hamiltonian and the potential \( V \) is defined as the remaining interaction parts of the Hamiltonian

\[ V(x, t, -\nabla^2) \equiv \Phi(x, t)\sqrt{-\nabla^2 + m^2} - \frac{\Psi(x, t)\nabla^2}{\sqrt{-\nabla^2 + m^2}} \]  

(2.15)

The time dependence in eq. (2.15) is made explicit because, in general, the potentials \( \Phi \) and \( \Psi \) can be time dependent. The Schrödinger equation for the wave function \( \psi(x, t) \) can be then be written as

\[ (i\partial_t - \sqrt{-\nabla^2 + m^2})\psi(x, t) = V(x, t, -\nabla^2)\psi(x, t) \]  

(2.16)

Hence we establish a well defined single particle Schrödinger equation, which can accurately describe processes in which particle number changing effects are negligible.

### 3 Scattering and Decoherence in General

#### 3.1 Perturbative Expansion

For weak gravitational interactions, it is useful to expand the full solution into a sum of an unscattered part \( \psi_u \) and a scattered part \( \psi_s \) as

\[ \psi(x, t) = \psi_u(x, t) + \psi_s(x, t) \]  

(3.1)
The free particle wave function for a probe particle of mass \( m_p \) (we replace \( m \to m_p \) now) solves the free Hamiltonian Schrödinger equation

\[
(i\partial_t - \sqrt{-\nabla^2 + m_p^2})\psi_u(x, t) = 0
\]  

In fact we have \( \psi = \psi_u \) at early times, before any interaction with the DMSCS. Then when encountering the DMSCS, the scattered part \( \psi_s \) becomes nonzero. We can solve for the scattered part of the solution perturbatively by expanding in powers of the potential. Working to first order, the scattered part is given by the solution to the following equation

\[
(i\partial_t - \sqrt{-\nabla^2 + m_p^2})\psi_s(x, t) = V(x, t, -\nabla^2)\psi_u(x, t)
\]

where \( \psi_s \) will from now on denote the first order contribution to scattering and not the full scattering solution; working to first order will be sufficient to determine the decoherence rate to leading order (for further details on this point; see Ref. [1]). Having demanded that \( \psi_s \to 0 \) at early times, the solution for \( \psi_s \) is provided by the particular solution to this equation

\[
\psi_s(x, t) = \int d^4x' G_4(t - t', x - x')V(x', t', -\nabla'^2)\psi_u(x', t')
\]

where \( G_4 \) is the four-dimensional (time-dependent) retarded Green’s function of the time-dependent Schrödinger operator

\[
(i\partial_t - \sqrt{-\nabla^2 + m_p^2})G_4(t - t', x - x') = \delta(t - t')\delta^3(x - x')
\]

Since \( \psi_u \) is just the solution to the free equation, the \( k \)th mode is both a momentum and energy eigenstate, and thus its position representation wave function \( \psi^{(k)}_u \) has the simple time dependence given by

\[
\psi^{(k)}_u(x, t) = e^{-iE_k t}\psi^{(k)}_u(x)
\]

where \( \psi^{(k)}_u(x) = e^{ik\cdot x} \) (with some normalization) is the spatial part of the wave function of the \( k \)th mode, \( E_k = \sqrt{k^2 + m_p^2} \) is its energy, and \( \psi^{(k)}_u(x, t) \) is its full time-dependent wave function.

### 3.2 Time-Independent Green’s Function

In the upcoming sections we will study two cases: (i) static DMSCS sources and (ii) time-dependent DMSCS sources. In the first case (i) we will be able to solve the problem perturbatively using a spatial (three-dimensional) Green’s function. In the second case (ii) the time dependence will be more complicated, requiring use of the full space-time dependent Green’s function. However, we will focus on coherently oscillating DMSCS sources, which carry a simple harmonic time dependence. As we will show, this will allow us to still solve the problem in terms of an appropriately shifted
spatial Green’s function.

The three-dimensional (spatial) Green’s function is found by taking the free theory (\(V=0\)) time-independent Schrödinger equation, Fourier transforming in time, and inserting a three-dimensional delta function as a source

\[
(E - \sqrt{-\nabla^2 + m_p^2})G_3(E, \mathbf{x} - \mathbf{x}') = \delta^3(\mathbf{x} - \mathbf{x}')
\]  

(3.7)

To obtain this Green’s function, we first take the spatial Fourier transform

\[
\tilde{G}_3(E, \mathbf{p}) = \int d^3x \, G_3(E, \mathbf{x} - \mathbf{x}') \, e^{i\mathbf{p} \cdot (\mathbf{x} - \mathbf{x}')} \]  

(3.8)

The corresponding particular solution is

\[
\tilde{G}_3(E, \mathbf{p}) = \frac{1}{E - \sqrt{p^2 + m_p^2} + i\epsilon}
\]  

(3.9)

where the \(i\epsilon\) factor is chosen to obtain the retarded Green’s function. Defining \(\mathbf{r} = \mathbf{x} - \mathbf{x}'\), we can readily obtain the Green’s function through the inverse Fourier transform. We can easily carry out the angular integral to obtain

\[
G_3(E, \mathbf{x} - \mathbf{x}') = \frac{1}{2\pi^2} \int_0^\infty \, dp \, p^2 \, \frac{\sin pr}{pr} \, \frac{1}{E - \sqrt{p^2 + m_p^2} + i\epsilon}
\]  

(3.10)

Changing to \(u \equiv \sqrt{p^2 + m_p^2}\) such that \(p = \sqrt{u^2 - m_p^2}\) and \(u \, du = p \, dp\) and rewriting \(\sin pr\) in terms of complex exponentials, this can be rewritten as

\[
G_3(E, \mathbf{x} - \mathbf{x}') = \frac{1}{2\pi^2 r} \int_{m_p}^\infty \frac{e^{ipr} - e^{-ipr}}{2i} \, \frac{u \, du}{u - (E + i\epsilon)}
\]  

(3.11)

where the remaining \(p\) dependence is implicitly dependent on \(u\). Integration may now be done in the complex plane. For convergence, a contour around the upper half of the plane is chosen for the term proportional to \(e^{ipr}\), and thus the pole at \(u \to E + i\epsilon\) contributes to the integral. Similarly, the contour in the lower half of the plane is chosen for the term proportional to \(e^{-ipr}\) and thus, lacking a pole, there is no contribution to the integral. At large radius, which is all we will need later on, we can ignore the branch cut starting at \(u = \pm m_p\). We are thus left with

\[
G_3(E, \mathbf{x} - \mathbf{x}') = -\frac{1}{2\pi^2 r} \frac{2\pi i}{2i} \text{Res}_{u\to E+i\epsilon} \left( \frac{e^{ipr}}{2i(u - (E + i\epsilon))} \right) = -\frac{1}{2\pi r} e^{ipr} E
\]  

(3.12)

where in the last step we have taken \(\epsilon \to 0\). Note that the remaining \(p\) in the formula is implicitly defined from the energy \(E\) as \(p = \sqrt{E^2 - m_p^2}\) (as a result of the \(d^3p\) integration). As expected,
in the nonrelativistic limit $E \to m_p$, we recover the usual time-independent Schrödinger Green’s function.

Also, we note that if one begins from the Klein-Gordon equation (see Appendix D) and uses the corresponding Feynman propagator, one of course has a pair of poles. One pole gives the above contribution, while the other pole is highly off-shell for positive energy particles and is ignorable (as it is related to anti-particles), so together we recover the Green’s function above.

### 3.3 Wave Packets

We will assume the incoming wave function of the probe particle is a wave packet. We can take the incoming, unscattered wave to be a sum of plane wave modes with a distribution function $\tilde{\psi}_k(q)$ which weights the momenta $q$ of the modes around a central value $k$ which can be thought of as the mean momentum. Hence at early times, the spatial wave function is given by

$$\psi_u(x) = \int \frac{d^3q}{(2\pi)^3} \frac{1}{\sqrt{2E_q}} \tilde{\psi}_k(q)e^{iq\cdot x}e^{-iq\cdot b}$$

where the vector $b$ is an impact parameter which can shift the spatial center of the wave packet away from the origin of the coordinate system. The pre-factor $1/\sqrt{2E_q}$ is convenient, because the normalization condition $\langle \psi_u | \psi_u \rangle = 1$ takes on the simple form

$$\int \frac{d^3q}{(2\pi)^3} |\tilde{\psi}_k(q)|^2 = 1$$

(see ahead to eq. (3.17) for the general expression for the overlap between a pair of 1-particle states).

### 3.4 Decoherence

Our interest will be a DMSCS that begins in a superposition of otherwise classical states $|DM_1\rangle$, $|DM_2\rangle$. Using the Einstein equations of general relativity (for details see later in the paper), this sets up an effective potential $V$ that is itself in a superposition of potentials $V_1$ and $V_2$; see Fig. 1. The DM can be in a superposition of different density profiles and, if time dependent, in different phases, etc. For further generality, we also allow the centers of the potentials (i.e., the center of the mass distribution) to differ from the origin of the coordinate system, characterized by the distance $L_i$ (here the index $i$ is either 1 or 2, denoting correspondence with either $V_1$ or $V_2$). The evolution of these environmental probe particles is characterized by a wave function, $\psi$, evolving according to the Schrödinger equation. After interacting with the potential ($V_1$ or $V_2$), the probe particle also evolves into a superposition of sub-states $|\psi_1\rangle$, $|\psi_2\rangle$, which are inevitably entangled with the DMSCS. The total final state is given by

$$|\Psi_f\rangle = |\psi_1\rangle |DM_1\rangle + |\psi_2\rangle |DM_2\rangle$$
Suppose there is some piece of matter that primarily only interacts gravitationally, dark matter, and it forms a dark-matter-Schrödinger-cat-state (DMSCS). This is defined as a quantum superposition of two different configurations of some piece of the DM, $|\text{DM}_1\rangle + |\text{DM}_2\rangle$, as illustrated by the blue and red distributions. The distributions can differ in the center of mass position and/or profile of the mass distribution or, for light bosonic DM, the phase of the oscillating DM field. Now also suppose there is a probe particle (wave packet with wavenumber $k$ and width $d$) in state $|\psi\rangle$ which passes through; its gravitational interaction with the DMSCS ensures that it evolves into a superposition of states $|\psi_1\rangle$ and $|\psi_2\rangle$, and so it is then entangled with the DM.

By tracing out these probe particles, which act as the “environment” that we do not track closely, the reduced density matrix of just the dark matter describes a mixed state. Our goal then is to compute the rate at which interactions with such particles lead to decoherence of the DMSCS.

As is known (e.g., see Ref. [1]), the decoherence rate depends on the inner product of the sub-states $|\psi_1\rangle$, $|\psi_2\rangle$. We parameterize the overlap of these two sub-states in terms of $\Delta$ as

$$|\langle \psi_1 | \psi_2 \rangle| \equiv 1 - \Delta$$  \hspace{1cm} (3.16)

To be consistent with the relativistic normalization of the quantum states defined in Section 2.1, the inner product in the position representation of a generic pair of 1-particle states is

$$\langle \psi | \phi \rangle \equiv \int d^3x \left( -i\phi(x,t)\partial_t \psi^*(x,t) + i\psi^*(x,t)\partial_t \phi(x,t) \right)$$  \hspace{1cm} (3.17)

The deviation from unity $\Delta$, to lowest order in scattering, can be readily shown to be given by

$$\Delta = \frac{1}{2} (\langle \psi_{s,1} | \psi_{s,1} \rangle + \langle \psi_{s,2} | \psi_{s,2} \rangle - 2R[\langle \psi_{s,1} | \psi_{s,2} \rangle])$$  \hspace{1cm} (3.18)

The decoherence rate is then given by (see our Ref. [1] for details)

$$\Gamma_{\text{dec}} = n v \int d^2b \Delta_b$$  \hspace{1cm} (3.19)
where \( n \) is the number density of probe particles, \( v \) is their typical speed, and \( b \) is the impact parameter of each probe’s approach, which is integrated over to account for its variation.

4 Static Source

We now wish to analyze the evolution of an environment particle in the spacetime generated by the DMSCS. First we examine the case where the background spacetime produced by the DMSCS is static \( V = V(x, -\nabla^2) \). The evolution of the environment particles is therefore described as the scattering of a probe particle by a fixed potential. We assume the DMSCS is taken to be sufficiently massive such that the backreaction is negligible.

For a truly nonrelativistic DMSCS source, the pressure of the source should be negligible, and thus the potentials \( \Phi \) and \( \Psi \) are equal. In fact, for a DMSCS that is an oscillating scalar field, like the axion, taking the source to be static should correspond to this nonrelativistic limit. However, to generalize the following results to a source which is not an oscillating scalar, we will keep the contribution of the source’s pressure, and thus continue to differentiate between \( \Phi \) and \( \Psi \). This may be useful to estimate the decoherence of an object which is relativistic but still sources a static metric.

4.1 Scattered Wave Function for Static Case

Since the source is static, it is useful to relate the four-dimensional and three-dimensional free Green’s functions in a simple way due to the separability of the free Schrödinger equation

\[
G_3 (E, x - x') = \int dt' G_4 (t - t', x - x') e^{-iE(t' - t)}
\]

Thus the scattered response of the \( k^{th} \) mode may be written as

\[
\psi_s^{(k)} (x, t) = e^{-iE_k t} \int d^3 x' G_3 (E_k, x - x') V (x', -\nabla'^2) \psi_u^{(k)} (x)
\]

\[
= e^{-iE_k t} \int d^3 x' \left( \frac{-E_k e^{ik|x - x'|}}{2\pi|x - x'|} \right) \left( \Phi (x') \sqrt{-\nabla'^2 + m_p^2} - \frac{\Psi (x') \nabla'^2}{\sqrt{-\nabla'^2 + m_p^2}} \right) \psi_u^{(k)} (x)
\]

We will now focus on the far distance regime \( |x| \gg |x'| \). This is of most importance at late times when the wave function is concentrated far from the center of the potential. In the exponential phase factor, we can expand \( |x - x'| \approx |x| - \hat{x} \cdot x' \). Also, given that the wave function of the \( k^{th} \) mode is a plane wave of momentum \( k \), with \( \psi_u^{(k)} (x) = e^{ik \cdot x} \), the derivatives in the potential can act
on this wave function, giving the following expression for the scattered response of the $k^{\text{th}}$ mode

$$\psi_s^{(k)}(x,t) = e^{-iE_k t} f(k', k) \frac{e^{ik|x|}}{|x|}$$  \hspace{1cm} (4.3)

where $k' \equiv k \hat{x}$ and we have defined the first order scattering amplitude as

$$f(k', k) = -\frac{1}{2\pi} \int d^3x' e^{i(k-k') \cdot x'} \left[ \Phi(x')(k^2 + m_p^2) + \Psi(x')k^2 \right]$$  \hspace{1cm} (4.4)

Then, the wave function for the scattered wave packet is given by

$$\psi_s(x, t) = \int \frac{d^3q}{(2\pi)^3} e^{-iE_q t} f(q', q) \frac{e^{iq|x|}}{|x|} \tilde{\psi}_k(q) \sqrt{2E_q} e^{-i\tilde{q} \cdot b}$$  \hspace{1cm} (4.5)

This generalizes the usual nonrelativistic treatments, e.g., see Refs. [67, 68] (we will later provide an even much greater generalization to the time-dependent relativistic case).

4.2 Decoherence Rate

We now apply the above result for the scattered wave function to obtain a decoherence rate. The DMSCS is in a superposition, meaning that when the probe wave-packet passes by it will itself launch into a superposition. The scattered parts of the superposition will be denoted $\psi_{s,i}$ or $\psi_{s,j}$, where $i,j = 1, 2$ for each part of the superposition.

In order to obtain the decoherence rate, the following integral over impact parameter is of interest

$$S_{ij} = \int d^2b \langle \psi_{s,i} | \psi_{s,j} \rangle$$  \hspace{1cm} (4.6)

Using the above result for $\psi_s$, we see that this is given by

$$S_{ij} = \int d^2b \int d^3x d^3q d^2q' \left[ e^{-iE_q t} f_j(q', \tilde{q}) \frac{e^{i\tilde{q} \cdot \tilde{r}}}{r} \tilde{\psi}_k(q) \sqrt{2E_q} e^{-i\tilde{q} \cdot (b-L_j)} \right]$$

$$\times (E_q + \tilde{E}_{\tilde{q}}) \left[ e^{+iE_{\tilde{q}} t} f_i^*(q', q) \frac{e^{-iq \cdot \tilde{r}}}{r} \tilde{\psi}_k^*(q) \sqrt{2E_{\tilde{q}}} e^{+iq \cdot (b-L_i)} \right]$$  \hspace{1cm} (4.7)

Here we have defined $r_i \equiv |x - L_i| \approx r - \hat{x} \cdot L_i$. We can perform parts of the integral as follows: Firstly the integral over impact parameter gives a two-dimensional delta function

$$\int d^2b e^{-ib \cdot (q - \tilde{q})} = (2\pi)^2 \delta^2(q_{\perp} - \tilde{q}_{\perp})$$  \hspace{1cm} (4.8)

while the integral over space can be written in spherical co-ordinates, and the radial integral gives
Another delta function

$$\int d^3 r \frac{e^{-i(q-\bar{q})r}}{r^2} = \int d^2 \Omega \int_0^\infty dr e^{-i(q-\bar{q})r} = \int d^2 \Omega (2\pi)^3 \delta(q - \bar{q})$$

(4.9)

The combination of these delta functions results in two possibilities \( q = \bar{q} \) and \( q = -\bar{q} \). However, we can use the fact that the distributions \( \tilde{\psi}_k(q) \) are sufficiently narrowly peaked such that the case when \( q \) and \( \bar{q} \) are anti-aligned is exponentially suppressed. Thus we approximate the delta functions \((2\pi)^3 \delta^2(q_\perp - \bar{q}_\perp) \delta(q - \bar{q}) \approx (2\pi)^3 \delta^3(q - \bar{q})\) and perform the \( d^3 \bar{q} \) integrals, resulting in

$$S_{ij} = \int d^2 \Omega \int d^3 q \tilde{f}_i(q', q) f_j(q', q) e^{-i(q-a') \cdot (L_i - L_j)} |\tilde{\psi}_k(q)|^2$$

(4.10)

At this point, it can be clearly seen that the results of these integrals can follow the same calculations as in the nonrelativistic Newtonian case in Ref. [1], with the exception of the fact that the scattering amplitudes \( f \) are defined differently for the relativistic case. It is useful to average over the direction of \( k \) (as in done in the previous work), which impacts the exponentials in eq. (4.10) and replaces \( |\tilde{\psi}_k(q)|^2 \) with a function \( P_k(q) \) which depends only on the magnitudes \( k \) and \( q \). It is then convenient to define the following generalized cross section which reflects the averaging over the direction of \( k \)

$$\tilde{\sigma}_{ij}(q) \equiv \int d^2 \Omega \tilde{f}_i(q', q) f_j(q', q) j_0(2q L_{ij} \sin(\theta/2))$$

(4.11)

$$S_{ij} = \int d^2 \Omega \int \frac{d^3 q}{(2\pi)^3} \tilde{\sigma}_{ij}(q) P_k(q)$$

(4.12)

where \( j_0(z) \equiv \sin(z)/z \) is the sinc-function and \( L_{ij} \equiv |L_i - L_j| \). Note that \( \sigma_1 \equiv \tilde{\sigma}_{11} \) and \( \sigma_2 \equiv \tilde{\sigma}_{22} \) correspond to the usual definition of a scattering cross section (with the appropriate general relativistic amplitudes of eq. (4.4)) since \( j_0(0) = 1 \). Finally, the decoherence rate is given by

$$\Gamma_{\text{dec}} = \frac{1}{2} \nu (S_{11} + S_{22} - 2\Re[S_{12}])$$

(4.13)

This may be approximated by taking \( S_{ij} \) to be given by the \( \tilde{\sigma}_{ij} \) evaluated at \( q = k \); this approximation is valid if the distributions \( \tilde{\psi}_k \) are sufficiently narrow such that the distribution \( P_k(q) \) is sharply peaked at \( q = k \). Then we can express the decoherence rate as

$$\Gamma_{\text{dec}} = \frac{1}{2} \nu (\sigma_1 + \sigma_2 - 2\Re[\tilde{\sigma}_{12}])|_{q=k}$$

(4.14)

Note that in the special limit in which \( \tilde{\sigma}_{12} = 0 \) and \( \sigma \equiv \sigma_1 = \sigma_2 \), this simplifies to the familiar form \( \Gamma_{\text{dec}} = \nu \sigma \) relating to other work in the literature on decoherence; but here it is generalized to nontrivial overlap (provided by the \( \tilde{\sigma}_{12} \) term) and to a general relativistic setting.
4.3 Parameterization of the Decoherence Rate

To compute the decoherence rate explicitly, one must now provide a specific form for the potentials $\Phi$ and $\Psi$. For a static, diagonal, spherically symmetric metric, one can readily show that the Einstein equations imply $\Psi = \Phi_N$, $\Phi = \Phi_N + \delta$, where $\Phi_N$ is the Newtonian gravitational potential and $\delta$ is a correction

$$\nabla^2 \Phi_N = 4\pi G_N \rho, \quad \frac{1}{r} \delta' = 4\pi G_N P_r \quad (4.15)$$

where $\rho$ is the energy density of the source and $P_r$ is the radial pressure. Most sources lead to a potential that has “infinite range”, leading to a divergence of the scattering cross section in the forward scattering direction (e.g. Rutherford scattering formula for a Coulomb potential). This divergence may be avoided for mass distributions with a vanishing monopole.

One important mass distribution to consider for DM in the galaxy is a fluctuation in the background density of DM which is an overdensity surrounded by an underdensity such that the total perturbation in the integrated mass (monopole) from the background vanishes. We can parametrize this profile with (a) a characteristic mass scale, $M$, which can be thought of as the mass scale associated with the overdensity (since the overdensity and underdensity together have no mass); and (b) a characteristic length scale $1/\mu$, which can be thought of roughly as the width of the region including the overdensity and underdensity, and which we will take to be of the order of the de Broglie wavelength of the DM. Then, the mass density that deviates from the background of DM is given by

$$\delta \rho(x) \equiv M \mu^3 \zeta(\mu r), \quad \delta P_r(x) \equiv M \mu^3 \gamma(\mu r) \quad (4.16)$$

where $\zeta(\mu r), \gamma(\mu r)$ are dimensionless functions which describe the shape of the energy density and pressure of the sources, respectively, and depend on the dimensionless variable $\mu r$. Note that we may take the distribution to be spherically symmetric for simplicity, and thus the sources only depends on the position variable $|x| = r$.

The scattering amplitude in eq. (4.4) is related to the Fourier transform of the potential with respect to the transfer momentum $p_{tr} = k - k'$. We can define the dimensionless variables $\hat{x} \equiv \mu x$ and $\hat{p} \equiv \frac{p_{tr}}{\mu}$ (with $|\hat{p}| = \hat{p} = \frac{2k}{\mu} \sin(\theta/2)$ and $\theta$ the angle between $k$ and $k'$) to have a dimensionless Fourier transform as follows

$$\hat{F}(\hat{p}) \equiv \int d^3 \hat{x} F(\hat{x}) e^{i \hat{p} \cdot \hat{x}} \quad (4.17)$$

The scattering amplitude is then simply given by

$$f(k', k) = -\frac{1}{2\pi \mu^3} \left[ \Phi_N(\hat{p})(m_p^2 + 2k^2) + \delta(\hat{p})(m_p^2 + k^2) \right]$$

Then, taking the Fourier transform of eq. (4.15), we can write down a form of the scattering
amplitude with the physical parameter dependence more clearly displayed

$$-\hat{p}^2 \hat{\Phi}_N(\hat{p}) = 4\pi G_N M \mu \hat{\zeta}(\hat{p}) \tag{4.19}$$

Similarly, to find a Fourier transform for $\delta$, we may first rewrite eq. (4.15) for $\delta$ by differentiating once with respect to $r$ and utilizing the fact that we have assumed that $\delta$ is spherically symmetric

$$\nabla^2 \delta = 4\pi G_N M \mu^3 \left(3\gamma(\mu r) + \mu r\gamma'(\mu r)\right) \tag{4.20}$$

Then, defining the function $\varepsilon$ as

$$\varepsilon(\mu r) \equiv 3\gamma(\mu r) + \mu r\gamma'(\mu r) \tag{4.21}$$

we can find the Fourier transform of $\delta$ from the following

$$-\hat{p}^2 \hat{\delta}(\hat{p}) = 4\pi G_N M \mu \hat{\varepsilon}(\hat{p}) \tag{4.22}$$

Then finally, we can find the generalized cross sections of eq. (4.11) to have the form

$$\tilde{\sigma}_{ij}(k) = \frac{8\pi G_N^2 M_i M_j}{\mu_i \mu_j} \frac{(m_p^2 + 2k^2)^2}{k^2} \chi_{ij} \tag{4.23}$$

where we have defined a dimensionless quantity

$$\chi_{ij} \equiv \int \frac{d\hat{p}}{\hat{p}^3} \left[ \hat{\zeta} \left(\sqrt{\frac{\mu_i}{\mu_j}} \hat{p}\right) + \left(\frac{m_p^2 + k^2}{m_p^2 + 2k^2}\right) \hat{\varepsilon} \left(\sqrt{\frac{\mu_i}{\mu_j}} \hat{p}\right) \right] \times [i \leftrightarrow j] \times j_0(L_{ij}\sqrt{\mu_i \mu_j} \hat{p}) \tag{4.24}$$

and $[i \leftrightarrow j]$ means to repeat the previous quantity in square brackets, interchanging $i$ and $j$.

Having scaled out the various parameters, this remaining dimensionless quantity $\chi_{ij}$ is typically $O(1)$ (e.g., when the ratio of $\mu_i$ and $\mu_j$ is $O(1)$, $L_{ij}$ is small compared to $1/\mu$, and the potential is exponentially damped outside the region of radius $1/\mu$, like a Gaussian). Using eqs. (4.14, 4.24), the decoherence rate is then given by

$$\Gamma_{\text{dec}} \approx 4\pi G_N^2 n_p \nu_p \left(\frac{m_p^2 + 2k^2}{k^2}\right)^2 \left(\frac{M_1^2}{\mu_1^2} \chi_{11} + \frac{M_2^2}{\mu_2^2} \chi_{22} - 2\frac{M_1 M_2}{\mu_1 \mu_2} \chi_{12}\right) \tag{4.25}$$

Note the two features of relativity here: in the $(m_p^2 + 2k^2)^2$ prefactor and in the definition of $\chi_{ij}$ in eq. (4.24), which includes the $\hat{\varepsilon}$ term from pressure; this provides a neat extension of Ref. [1].

To examine this further, let us now examine this result in the nonrelativistic ($k \ll m_p$) and ultrarelativistic ($k \gg m_p$) limits. In the nonrelativistic limit, we recover the result of our previous
nonrelativistic analysis in Ref. [1], namely
\[
\Gamma_{\text{dec,nr}} \approx 4\pi G_N^2 n_p m_p^2 \frac{v_p}{v_p^2} \chi_{11} + \frac{M_2^2}{\mu_2^2} \chi_{22} - \frac{2M_1 M_2}{\mu_1 \mu_2} \chi_{12} \quad \text{(nonrelativistic probes)} \quad (4.26)
\]

A good example of nonrelativistic probe particle are the baryons in the galaxy, or in atmosphere of earth, which are plentiful. For a detailed analysis of this result applied to axionic (or other light bosonic) DM in the galaxy today, including estimates in the atmosphere of the earth and dilute boson stars, see the plots and discussion in Ref. [1].

In contrast, the ultrarelativistic limit leads to different predictions
\[
\Gamma_{\text{dec,ur}} \approx 16\pi G_N^2 n_p k^2 \left( \frac{M_1^2}{\mu_1^2} \chi_{11} + \frac{M_2^2}{\mu_2^2} \chi_{22} - \frac{2M_1 M_2}{\mu_1 \mu_2} \chi_{12} \right) \quad \text{(ultrarelativistic probes)} \quad (4.27)
\]

where we take \(v_p \rightarrow 1\) in the ultrarelativistic limit. A good example of ultrarelativistic probes are cosmic microwave background (CMB) photons. Here, we can see that the decoherence rate now increases with increasing probe particle momentum. Thus, one may expect that sufficiently high-energy particles will cause decoherence of the DMSCS to come about more rapidly. However, when considering DM in the galaxy, the relative abundance of high-speed particles compared to low-speed particles is quite low. Therefore, one should expect that, for example, nonrelativistic hydrogen in the galaxy will dominate the calculation of the decoherence rate.

To compare \(\Gamma_{\text{dec,nr}}\) and \(\Gamma_{\text{dec,ur}}\) directly amounts to comparing the factors \(n_p m_p^2 / v_p\) of nonrelativistic probe particles to \(n_p k^2\) of ultrarelativistic probe particles. In the former, the larger abundance of probe particles should more than compensate for the fact that in the latter \(k \gg m_p\). One way, however, to consider a probe which is generically ultrarelativistic is to consider a photon probe. In this case, it is still clear that the nonrelativistic hydrogen with \(m_p^2 / v_p \sim 10^3 \text{GeV}^2\) will dominate over the contribution of photons which either have much smaller energies or, if they are energetic enough to compete, have much lower abundances.

Therefore, it is reasonable to conclude that the nonrelativistic analysis is sufficient to compute the decoherence rate for static DMSCS configurations. This provides extra motivation to consider DMSCS which vary in time; these sources necessarily require a general relativistic treatment and are the subject of the next section.

5 Time Dependent Source

We now consider the case where the metric sourced by the DMSCS varies in time. Of particular interest is light bosonic DM, such as an axion, which can oscillate in time and thus source a time-varying spacetime.
5.1 Einstein Equations for Spherically Symmetric Source

First, we can compute the background metric sourced by the energy momentum tensor of a scalar field which oscillates coherently in time. We consider the Lagrangian for the scalar field \( \phi \) of mass \( m_a \) (for simplicity we ignore self-interactions, like \( \sim \lambda \phi^4 \) in this discussion)

\[
\mathcal{L} = \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - \frac{1}{2} m_a^2 \phi^2
\]  

(5.1)

From this, we construct the energy momentum tensor, which we only need to zeroth order in the gravitational field

\[
T_{\mu \nu} = \partial_{\mu} \phi \partial_{\nu} \phi - \eta_{\mu \nu} \mathcal{L}
\]  

(5.2)

Assuming spherical symmetry \( \phi = \phi(r, t) \), using notation \( \partial_r \phi \equiv \phi', \partial_t \phi \equiv \dot{\phi} \), and using spherical co-ordinates, we have

\[
\rho \equiv T_{tt} = \frac{1}{2} (\dot{\phi}^2 + (\phi')^2 + m_a^2 \phi^2)
\]  

(5.3)

\[
P_r \equiv T_{rr} = \frac{1}{2} (\dot{\phi}^2 + (\phi')^2 - m_a^2 \phi^2)
\]  

(5.4)

\[
P_\theta \equiv \frac{T_{\theta \theta}}{r^2} = \frac{1}{2} (\dot{\phi}^2 - (\phi')^2 - m_a^2 \phi^2)
\]  

(5.5)

(and \( T_{\phi \phi} = T_{\theta \theta} \sin^2 \theta \)). For convenience we will express the metric in spatially conformally flat coordinates as

\[
g_{\mu \nu} = (1 + 2\Psi(r,t) + 2\delta(r,t))dt^2 - (1 - 2\Psi(r,t))(dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2)
\]  

(5.6)

with \( \Psi = \Psi(r,t) \) and \( \Phi = \Psi(r,t) + \delta(r,t) \). From this metric, we can use the linearized Einstein equations \( G_{\mu \nu} = 8\pi G_N T_{\mu \nu} \) to solve for the metric as

\[
(G_{tt} =) \quad 2\nabla^2 \Psi = 4\pi G_N (\dot{\phi}^2 + (\phi')^2 + m_a^2 \phi^2)
\]  

(5.7)

\[
(G_{\theta \theta}/r^2 - G_{rr} =) \quad r \left( \frac{\delta'}{r} \right)' = -8\pi G_N (\phi')^2
\]  

(5.8)

Using the Klein-Gordon equation of motion for the scalar field, and the equations for \( \Psi, \delta \) above, it can be shown that the \( G_{rr} = 8\pi G T_{rr} = 8\pi G_N \dot{\phi} \phi' \) equation is automatically satisfied, so we do not need to specify it here.

5.2 Coherently Oscillating Scalar Field

From these equations, we can calculate the metric sourced by an oscillating scalar. We will take the scalar field to have a spatial profile \( \phi_s(r) \) that is spherically symmetric and time dependence which is a single simple harmonic of angular frequency \( \omega \). For diffuse DM that is in motion in the
galaxy, this is not precise, since it is really made out of a combination of traveling waves, with some fluctuations in frequencies. However, for such diffuse DM, the variation in frequency is on the order \( \omega = m_a + \frac{1}{2} m_a v^2 \), where \( v^2 \) is the typical dispersion in velocities. For nonrelativistic DM, this correction is tiny (we shall return to these details in Section 6), so it is fairly monochromatic. Furthermore, for a condensate of scalars, one usually has almost perfectly periodic oscillations, so this form is even more appropriate (we shall return to such condensates in Section 7).

In any case, for our discussion it will suffice to treat the scalar field as having the form

\[
\phi(r, t) = \sqrt{2} \phi_s(r) \cos(\omega t + \varphi)
\]  

(5.9)

Hence \( \phi' = \sqrt{2} \phi'_s(r) \cos(\omega t + \varphi) \) and \( \dot{\phi} = -\sqrt{2} \omega \phi_s(r) \sin(\omega t + \varphi) \). This can be inserted into eq. (5.3) to obtain the corresponding energy density. By using double angle formulas, it can be readily shown that it takes on the following form

\[
\rho(r, t) = \rho^{(0)}(r) + \rho^{(2)}(r) \cos(2(\omega t + \varphi))
\]  

(5.10)

where we have indicated that the energy density \( \rho \) has a part which is independent of time and a part which is proportional to \( \cos(2(\omega t + \varphi)) \). The coefficients are functions of position given by

\[
\rho^{(0)}(r) = \frac{\phi_s^2(m_a^2 - \omega^2) + (\phi'_s)^2}{2} + \phi_s^2 \omega^2
\]  

(5.11)

\[
\rho^{(2)}(r) = \frac{\phi_s^2(m_a^2 - \omega^2) + (\phi'_s)^2}{2}
\]  

(5.12)

We can then identify that the Newtonian potential \( \Psi \) has the same time dependence structure

\[
\Psi(r, t) = \Psi^{(0)}(r) + \Psi^{(2)}(r) \cos(2(\omega t + \varphi))
\]  

(5.13)

with each piece solving the corresponding Poisson equation

\[
\Psi^{(n)} = 4\pi G_N \frac{\rho^{(n)}}{v^2}
\]  

(5.14)

for \( n = 0, 2 \). In addition, we can solve for \( \delta \) from eq. (5.8), from which we can see that \( \delta \) will also be proportional to \( \cos^2(\omega t + \varphi) \), and thus will also have a part independent of time and a part that oscillates in time with \( \cos(2(\omega t + \varphi)) \) as

\[
\delta(r, t) = \delta^{(0)}(r) + \delta^{(2)}(r) \cos(2(\omega t + \varphi))
\]  

(5.15)
with $\delta^{(0,2)}$ obeying

$$
\delta^{(0)}(r) = \delta^{(2)}(r) = -8\pi G_N \int_r^{\infty} dr' r' \int_{r'}^{\infty} dr'' \frac{1}{r''} (\phi_s')^2
$$

(5.16)

Thus, both potentials in the metric, $\Psi$ and $\Phi = \Psi + \delta$, have some part which is independent of time and some other part which depends on $\cos(2(\omega t + \varphi))$.

### 5.3 Scattered Wave Function for Dynamic Case

We then wish to analyze the response of a one-particle wave function for a probe particle of mass $m_p$ evolving according to the relativistic Schrödinger equation in this spacetime background. We change from describing the potentials $\Phi$ and $\Psi$ in favor of an equivalent set of time-independent potentials $V^{(0)}(r, -\nabla^2)$ and $V^{(2)}(r, -\nabla^2)$ in order to explicitly separate out the time dependence of $V$ from eq. (2.15)

$$
V(x, -\nabla^2) = V^{(0)}(r, -\nabla^2) + V^{(2)}(r, -\nabla^2) \cos(2(\omega t + \varphi))
$$

(5.17)

where we have defined the spatial operators

$$
V^{(n)}(r, -\nabla^2) = (\Psi^{(n)}(r) + \delta^{(n)}(r))\sqrt{-\nabla^2 + m^2} - \frac{\Psi^{(n)}(r)\nabla^2}{\sqrt{-\nabla^2 + m^2}}
$$

(5.18)

for $n = 0, 2$. Then, we solve the Schrödinger equation perturbatively, where the first order correction to the wave function from scattering for the $k^{\text{th}}$ mode is given by the following convolution of the potential with the 4-dimensional Green’s function

$$
\psi_s(x, t) = \int d^4 x' G_4(t - t', x - x') e^{-iE_k t'}
$$

\[ \times \left( V^{(0)}(r', -\nabla^2) + V^{(2)}(r', -\nabla^2) \left( \frac{e^{i(2(\omega t' + \varphi))} + e^{-i(2(\omega t' + \varphi))}}{2} \right) \right) \psi_u^{(k)}(x') \]

(5.19)

In the first term here with $V^{(0)}$, which is independent of time, we can easily carry out the integral over time and re-write the answer in terms of the 3-dimensional (spatial) Green’s function. In the second term here with $V^{(2)}$, which depends on time, it seems to be more complicated. However, since we are assuming a single-harmonic coherently-oscillating source, we can absorb the time dependence into the exponential $e^{-iE_k t'}$ prefactor, allowing us to once again carry out the integral over time; this time in terms of the 3-dimensional (spatial) Green’s function with an appropriately
shifted value of energy/frequency. This gives

\[ \psi_s(x, t) = \int d^3 x' \left\{ G_3(E_k, x - x') e^{-iE_k t} V^{(0)}(r', -\nabla'^2) \right. \\
+ \frac{1}{2} \left[ G_3(E_{-1}, x - x') e^{-i(E_{-1} t - 2\varphi)} + G_3(E_{+1}, x - x') e^{-i(E_{+1} t + 2\varphi)} \right] V^{(2)}(r', -\nabla'^2) \left\} \psi^{(k)}(x') \right\} (5.20) \]

Here the shifted energies/frequencies \( E_{-1} \) and \( E_{+1} \) are defined as

\[ E_\alpha \equiv E_k + 2 \alpha \omega \quad (5.21) \]

with \( \alpha = \pm 1 \). Then, as in Section 3.3, the unscattered wave function is expressed as a wave packet with Fourier amplitudes \( \tilde{\psi}_k(q) \). The resulting scattered wave can be written as

\[ \psi_s(x, t) = \int d^3 x' \frac{d^3 q}{(2\pi)^3} \frac{\tilde{\psi}_k(q)}{\sqrt{2E_q}} e^{i\mathbf{q} \cdot \mathbf{x}' e^{-i\mathbf{q} \cdot \mathbf{b}}} \left\{ G_3(E_q, x - x') e^{-iE_q t} V^{(0)}(r', q^2) \right. \\
+ \frac{1}{2} \left[ G_3(E_{-1}, x - x') e^{-i(E_{-1} t - 2\varphi)} + G_3(E_{+1}, x - x') e^{-i(E_{+1} t + 2\varphi)} \right] V^{(2)}(r', q^2) \left\} (5.22) \]

where the derivatives in the potentials \( V^{(0)}(r, -\nabla^2) \) and \( V^{(2)}(r, -\nabla^2) \) have acted on the plane waves, and now the potentials depend instead on the square of the momenta \( q^2 \).

Since the Green’s function is most naturally written in terms of momentum and not energy, we define the following momenta

\[ q_\alpha \equiv \sqrt{E_\alpha^2 - m_p^2} = \sqrt{(E_q + (2\alpha \omega)^2)^2 - m_p^2} \quad (5.23) \]

The Green’s function can be approximated in the far distance regime as

\[ G_3(E_\alpha, x - x') = -\frac{E_\alpha}{2\pi|x|} e^{iq_\alpha|x|} e^{-iq_\alpha \cdot x'} \quad (5.24) \]

where \( q'_\alpha \equiv q_\alpha \hat{x} \). Then the scattered wave packet becomes

\[ \psi_s(x, t) = \sum_{\alpha=0, -1, +1} \int \frac{d^3 q}{(2\pi)^3} e^{-i(E_{\alpha} t + 2\alpha \varphi)} F_\alpha(q'_\alpha, q) \frac{e^{iq_\alpha r}}{r} \tilde{\psi}_k(q) e^{-iq_\alpha \cdot \mathbf{b}} \quad (5.25) \]

where we have defined a set of scattering amplitudes \( F_\alpha \) as

\[ F_0(q'_0, q) \equiv -\int d^3 x' \frac{E_q}{2\pi} e^{i(q - q') \cdot x'} V^{(0)}(r', q^2) \quad (5.26) \]

\[ F_{\pm 1}(q'_\pm 1, q) \equiv -\frac{1}{2} \int d^3 x' \frac{E_{\pm 1}}{2\pi} e^{i(q - q'_{\pm 1}) \cdot x'} V^{(2)}(r', q^2) \quad (5.27) \]
5.4 Decoherence Rate

We return now to considering a DMSCS source for potential $V$, specifically a scalar field in a superposition. We will examine two cases with increasing specialization. Firstly, we will allow the centers of the potentials $V_1$ and $V_2$ to differ, as characterized by $L_1$, $L_2$. In addition, the sub-states of the scalar field will differ in the phase $\varphi$ as defined in eq. (5.17), while the spatial profile of the scalar field is taken to be the same between the sub-states (up to the difference in the centers). Then in the next subsection, we will specialize to the case where the centers of the sub-states coincide ($L_1 = L_2$), and thus the only difference between the potentials $V_1$ and $V_2$ will be from the phase $\varphi$ of the scalar field. This second case captures one of the goals of this paper, which is to evaluate the degree of decoherence for a configuration in which Newtonian gravity cannot detect the superposition, and thus only general relativistic effects have the ability to lead to decoherence.

As done in Section 4.2, the calculation of the decoherence rate involves an integral of the wave function overlaps with respect to impact parameters $S_{ij} = \int d^2b \langle \psi_{s,i} | \psi_{s,j} \rangle$. Using eq. (5.25) and shifting the center of mass appropriately, this is given by

$$S_{ij} = \int d^2b \, d^3q \, d^3\tilde{q} \left( \frac{2\pi}{\beta} \right)^6 \sum_{\alpha, \beta} \left\{ e^{-i(E_\beta t + 2\beta \varphi)} F_\beta(\tilde{q}_\beta, \tilde{q}) \frac{e^{i\tilde{q}_\beta r_j}}{r} \sqrt{2E_\beta} e^{-i\tilde{q}_\beta (b-L_i)} \right\}$$

$$\times \left( E_\alpha + E_\beta \right) \left[ e^{+i(E_\alpha t + 2\alpha \varphi)} F_\alpha(q_\alpha', q) \frac{e^{-iq_\alpha r_i}}{r} \sqrt{2E_\alpha} e^{+i\tilde{q}_\alpha (b-L_i)} \right]$$

(5.28)

where once more we have used $r_i \equiv |x - L_i| \approx r - \hat{x} \cdot L_i$. Here we have used notation that $E_\beta$ is defined as $E_\beta(\tilde{q}) = E_q + 2\beta \omega$. We once again perform the following integrals to obtain some delta functions

$$\int d^2b \, e^{-i\tilde{b} \cdot (q - \tilde{q})} = (2\pi)^2 \delta^2(q_\perp - \tilde{q}_\perp)$$

(5.29)

$$\int d^3x \frac{e^{-i(q_\alpha - \tilde{q}_\beta) r}}{r^2} = \int d^2\Omega \int_0^\infty dr \, e^{-i(q_\alpha - \tilde{q}_\beta) r} = \int d^2\Omega (2\pi) \delta(q_\alpha - \tilde{q}_\beta)$$

(5.30)

Using these delta functions, we can evaluate either the $d^3\tilde{q}$ integrals and replace $\tilde{q}$ by a function of $q$, or we can evaluate first the $d^3q$ integrals and replace $q$ with a function of $\tilde{q}$. In either case, the delta functions guarantee that $E_\alpha(q) = E_\beta(\tilde{q})$ (implicit from the condition $q_\alpha = \tilde{q}_\beta$) which guarantees that the integral becomes time independent as expected. For completeness, we should note that the delta functions provide conditions which allow $\tilde{q}$, for example, to be replaced by more than one valid function of $q$; however, since the distributions $\tilde{\psi}_k$ are meant to be relatively sharply peaked, we will only consider the $\tilde{q}$ picked out by the delta functions which are approximately aligned with $q$, since the distribution functions will suppress the cases in which $q$ and $\tilde{q}$ differ greatly.

If we choose to first perform the $d^3\tilde{q}$ integral, each delta function will result in the components
of \( \tilde{\mathbf{q}} \) being replaced by functions of the components of \( \mathbf{q} \); we denote this vector by \( \tilde{\mathbf{q}} \rightarrow \mathbf{q}_{\alpha\beta} \)

\[
q_{\alpha\beta} = \begin{cases} 
\sqrt{q^2 + 4\omega(\alpha - \beta)E_q + 4\omega^2(\alpha - \beta)^2} & \text{for } E_\alpha \geq 0 \\
\sqrt{q^2 + 4\omega(\alpha + \beta)E_q + 4\omega^2(\alpha + \beta)^2} & \text{for } E_\alpha < 0
\end{cases}
\] (5.31)

Note that \( E_\alpha \geq 0 \) is guaranteed if \( E_q > 2\omega \). We will in general wish to examine the case where \( \omega \ll E_q, m_p \); in this case we can expand to first order in \( \omega \) as follows

\[
q_{\alpha\beta} = q + \frac{2\omega}{q} E_q (\alpha - \beta) + \mathcal{O}(\omega^2)
\] (5.32)

In addition, the cancelation of the time dependence following the \( d^3\tilde{\mathbf{q}} \) integration results in a different leftover phase for each term, given simply by \( 2(\alpha\varphi_i - \beta\varphi_j) \). Then, the overlap integral can be written more concisely as

\[
S_{ij} = \sum_{\alpha,\beta} \int d^2\Omega \int \frac{d^3q}{(2\pi)^3} \left\{ F_\alpha^*(q'_\alpha, \mathbf{q}) F_\beta(q'_\alpha, \mathbf{q}_{\alpha\beta}) \times e^{-i(q-q'_\alpha)\mathbf{L}_i e^{i(q_{\alpha\beta}-q'_\alpha)\mathbf{L}_j} e^{2i(\alpha\varphi_i - \beta\varphi_j)}} \tilde{\psi}_k(q) \tilde{\psi}_k(q_{\alpha\beta}) \right\}
\] (5.33)

where in the last expression, we have simplified using \( \frac{E_\alpha}{\sqrt{E_q E_{\alpha\beta}}} \approx 1 \), which is valid for \( \omega \) which is small compared to \( E_q \). This is required for self-consistency, since this is the regime in which the source is unable to pair produce particles, and we are indeed working in the single particle formalism. For completeness, the full expression with this factor is provided in Appendix B but it will not be needed for the remainder of our analysis.

We note that when computing \( S_{ij} \), the only dependence on \( i \) or \( j \), i.e., whether the potential is \( V_1 \) or \( V_2 \), is in the form of phases and the position of the center of mass (by construction). The result of eq. (5.33) can be used to compute the decoherence rate for this configuration.

### 5.5 Phase Difference

We will specialize now to a case where the superposition is one in which the spatial mass distribution is entirely the same, including the location of the centers of mass (\( \mathbf{L}_1 = \mathbf{L}_2 = 0 \)), and only the phase \( \varphi \) of the axion field differs. Thus, the only part of the integrals which depends on the indices \( i \) and \( j \) is the leftover phase \( e^{2i(\alpha\varphi_i - \beta\varphi_j)} \) which can be taken out of the integral. We can thus write the integrals \( S_{ij} \) as

\[
S_{ij} = \sum_{\alpha,\beta} s_{\alpha\beta} e^{2i(\alpha\varphi_i - \beta\varphi_j)}
\] (5.34)
where the coefficients $s_{\alpha \beta}$ are defined as

$$s_{\alpha \beta} \equiv \int d^2 \Omega \int \frac{d^3 q}{(2\pi)^3} \left\{ F_\alpha^*(q'_\alpha, q) F_\beta(q'_\alpha, q_{\alpha\beta}) \tilde{\psi}_k^*(q) \tilde{\psi}_k(q_{\alpha\beta}) \right\}$$  \hspace{1cm} (5.35)

Then, to compute the decoherence rate, we consider the combination of $S_{ij}$ as required in eq. (3.18) to compute $\Delta$. It can now be seen that any part of $S_{ij}$ which does not depend on the phase $\varphi$ will simply cancel when computing $\Delta$. Explicitly, this is

$$S_{11} + S_{22} - 2 Re[S_{12}] = 2(1 - \cos(2(\varphi_1 - \varphi_2)))(s_{-1,-1} + s_{+1,+1})$$

$$+ 2 \{ \cos(4\varphi_1) + \cos(4\varphi_2) - 2 \cos(2(\varphi_1 + \varphi_2)) \} Re[s_{-1,+1}]$$ \hspace{1cm} (5.36)

where we have used the fact that $Re[s_{\alpha,\beta}] = Re[s_{\beta,\alpha}]$ to simplify (see Appendix [B]). Not only does the term $s_{0,0}$, completely independent of the potential's index $i$ or $j$, vanish, but also the terms of the form $s_{0,\beta}$ or $s_{\alpha,0}$. Thus, in this case, one must only compute $s_{-1,-1}$, $s_{+1,+1}$, and $Re[s_{-1,+1}]$.

Then, after carrying out the computation of the necessary $s_{\alpha,\beta}$, the decoherence rate is

$$\Gamma_{dec} = \frac{1}{2} n v \left\{ 2(1 - \cos(2(\varphi_1 - \varphi_2)))(s_{-1,-1} + s_{+1,+1})$$

$$+ 2 \{ \cos(4\varphi_1) + \cos(4\varphi_2) - 2 \cos(2(\varphi_1 + \varphi_2)) \} Re[s_{-1,+1}] \right\}$$ \hspace{1cm} (5.37)

where $n$ is the local number density for the probe particles and $v$ is their typical velocity.

Another interesting feature of this scenario arises when considering the momentum distribution functions $\tilde{\psi}_k(q)$. One typically expects that the probe particle has well-enough-defined momentum such that the dynamics are well approximated by considering a plane wave (a wave packet where $\tilde{\psi}_k(q) \propto \delta(q - k)$). For narrowly peaked $\tilde{\psi}_k$, one expects the product $\tilde{\psi}_k^*(q) \tilde{\psi}_k(q_{\alpha\beta})$ to be exponentially suppressed unless $\alpha = \beta$. Specifically, two regimes of interest are when

(A) The width of the $\tilde{\psi}_k$ distribution is large compared to the difference between $q$ and $q_{\alpha\beta}$ (roughly $\sim \omega(\alpha - \beta)E_q/q$).

(B) The width of the distribution is small compared to this difference.

In case (A), the product $\tilde{\psi}_k^*(q) \tilde{\psi}_k(q_{\alpha\beta})$ is well approximated by $|\tilde{\psi}_k(q_{av})|^2$, where $q_{av}$ is some intermediate value between $q$ and $q_{\alpha\beta}$. In case (B), however, the product $\tilde{\psi}_k^*(q) \tilde{\psi}_k(q_{\alpha\beta})$ will necessarily cause the integral to be exponentially suppressed, except for when $\alpha = \beta$ which gives $|\tilde{\psi}_k(q)|^2$. The condition for (A) is satisfied when the spatial variance of the probe particle wave packet is smaller than the spatial variance of the DMSCS, thus we expect case (A) to be of more physical relevance.

Both cases (A) and (B) are of interest since they can both lead to decoherence. In addition, both of these regimes allow for the simplification of eq. (5.35). For situation (A), we can approximate
the distributions as being evaluated at \( q_{av} \) as \( |\tilde{\psi}_k(q)|^2 \), while in situation (B) the momentum distributions only contribute to the integral when \( \alpha = \beta \) in the form \( |\tilde{\psi}_k(q)|^2 \). For either case, let us presume that the composite distribution \( |\tilde{\psi}_k(q*)|^2 \) (where \( q* \) is either \( q_{av} \) in situation (A) or \( q \) in (B)) is sufficiently narrow such that the integral in eq. (5.35) is well approximated by evaluating the rest of the integrand at \( q* = k \), giving

\[
s_{\alpha\beta} \approx \tilde{\sigma}_{\alpha\beta}(q) \bigg|_{q*=k} \tag{5.38}
\]

where

\[
\tilde{\sigma}_{\alpha\beta}(q) \equiv \int d^2\Omega F^{*\alpha}(q', q)F_{\beta}(q', q_{\alpha\beta}) \tag{5.39}
\]

is another generalized cross section. Then, the decoherence rate can be more simply expressed in terms of the generalized cross section as

\[
\Gamma_{dec} \approx \frac{1}{2} n v \left\{ 2(1 - \cos(2(\varphi_1 - \varphi_2)))(\tilde{\sigma}_{-1,-1} + \tilde{\sigma}_{+1,+1}) + 2 \{ \cos(4\varphi_1) + \cos(4\varphi_2) - 2 \cos(2(\varphi_1 + \varphi_2)) \} \Re[\tilde{\sigma}_{-1,+1}] \right\} \tag{5.40}
\]

or, in the case (B) above where \( \tilde{\sigma}_{-1,+1} \) is exponentially suppressed, the decoherence rate is more simply

\[
\Gamma_{dec} \approx \frac{1}{2} n v \left\{ 2(1 - \cos(2(\varphi_1 - \varphi_2)))(\tilde{\sigma}_{-1,-1} + \tilde{\sigma}_{+1,+1}) \right\} \tag{5.41}
\]

5.6 Parameterization and Gaussian Example

We seek once more to parameterize the decoherence rate in such a way that makes the scales in the problem manifest. In the interest of clarity, we will consider an example configuration for the scalar field. We study a Gaussian spatial profile for the scalar field

\[
\phi(r, t) = \sqrt{2} \phi_a e^{-r^2/\mu^2} \cos(\omega t + \varphi) \tag{5.42}
\]

with \( \phi_a \) an amplitude and \( \mu \) an inverse length scale. Upon substitution into eq. (5.8) we can carry out the integrals to solve for \( \delta \), and obtain

\[
\delta = -4\pi G_N \phi^2_a e^{-r^2/\mu^2} \cos^2(\omega t + \varphi) \tag{5.43}
\]

In this form, the energy density of eq. (5.10) becomes

\[
\rho = \phi^2_a e^{-r^2/\mu^2} \left[ \left( \frac{m^2_a - \omega^2 + r^2 \mu^4}{2} + \omega^2 \right) + \left( \frac{m^2_a - \omega^2 + r^2 \mu^4}{2} \cos(2(\omega t + \varphi)) \right) \right] \tag{5.44}
\]

Introducing now the mass scale \( M \) associated with the energy density of the configuration, we
wish to write the energy density $\rho$ in terms of a dimensionless function $\xi$ (analogous to the function $\zeta$ we introduced in the static case) of the dimensionless variables $\hat{x} \equiv \mu r$ and $\hat{T} \equiv \omega t$

$$\rho = M\mu^3 \xi(\hat{x}, \hat{T}) \quad (5.45)$$

To do this, we write

$$\phi_\alpha^2 = \frac{\kappa M \mu^3}{m_a^2} \quad (5.46)$$

where $\kappa$ is an $\mathcal{O}(1)$ dimensionless constant and $\xi(\hat{x}, \hat{T})$ is identified as

$$\xi(\hat{x}, \hat{T}) = \frac{\kappa}{m_a^2} e^{\frac{-\hat{x}^2}{2}} \left[ (m_a^2 + \omega^2 + \hat{x}^2 \mu^2) + \left( m_a^2 - \omega^2 + \hat{x}^2 \mu^2 \right) \cos(2(\hat{T} + \varphi)) \right] \quad (5.47)$$

Since the scattering amplitudes are related to Fourier transforms of the potentials with respect to some transfer momentum $\mathbf{p}_t \equiv \mathbf{q} - \mathbf{q}'$, we can write first the Fourier transforms of the potentials according to the definition in eq. (4.17) (which transforms with respect to $\hat{p} \equiv \mathbf{p}_t/\mu$). Taking the Fourier transform gives a form analogous to eq. (4.19)

$$-\hat{p}^2 \hat{\Psi}(\hat{p}, \hat{T}) = 4\pi G_N M \mu \hat{\xi}(\hat{p}, \hat{T}) \quad (5.48)$$

We can also write the form of the potential $\Phi(r, t)$ in terms of the dimensionless variables, using $\Phi(r, t) = \Psi(r, t) + \delta(r, t)$. To consolidate notation, we define the following two dimensionless functions of $\hat{x}$ and their Fourier transforms as functions of $\hat{p}$

$$g(\hat{x}) \equiv e^{-\hat{x}^2}, \quad \hat{g}(\hat{p}) = \frac{\pi^{3/2}}{\sqrt{\pi}} e^{-\frac{\hat{p}^2}{4}}$$
$$h(\hat{x}) \equiv \hat{x}^2 e^{-\hat{x}^2}, \quad \hat{h}(\hat{p}) = -\frac{\pi^{3/2}}{4} e^{-\frac{\hat{p}^2}{4}} (\hat{p}^2 - 6)$$

such that $\xi$ becomes

$$\xi(\hat{x}, \hat{T}) = \frac{\kappa \mu^2}{2 m_a^2} \left[ \frac{m_a^2 + \omega^2}{\mu^2} g(\hat{x}) + h(\hat{x}) + \left( \frac{m_a^2 - \omega^2}{\mu^2} g(\hat{x}) + h(\hat{x}) \right) \cos(2(\hat{T} + \varphi)) \right] \quad (5.51)$$

and the Fourier transforms of the potentials become

$$\hat{\Psi}(\hat{p}, \hat{T}) = 2\pi G_N \frac{\kappa M \mu^3}{m_a^2} \hat{g}(\hat{p}) \left[ \left( \frac{1}{4} - \frac{m_a^2 + \omega^2}{\mu^2 \hat{p}^2} - \frac{3}{2\hat{p}^2} \right) + \left( \frac{1}{4} - \frac{m_a^2 - \omega^2}{\mu^2 \hat{p}^2} - \frac{3}{2\hat{p}^2} \right) \cos(2(\hat{T} + \varphi)) \right] \quad (5.52)$$
$$\hat{\Phi}(\hat{p}, \hat{T}) = -2\pi G_N \frac{\kappa M \mu^3}{m_a^2} \hat{g}(\hat{p}) \left[ \left( \frac{1}{4} + \frac{m_a^2 + \omega^2}{\mu^2 \hat{p}^2} + \frac{3}{2\hat{p}^2} \right) + \left( \frac{1}{4} + \frac{m_a^2 - \omega^2}{\mu^2 \hat{p}^2} + \frac{3}{2\hat{p}^2} \right) \cos(2(\hat{T} + \varphi)) \right] \quad (5.53)$$

We can now readily separate the Fourier transforms of the potentials into the time dependent
and independent parts

\[
\hat{V}^{(0)}(\hat{p}, q^2) = 2\pi G_N \frac{\kappa M \mu^3}{m^2} \hat{g}(\hat{p}) \left[ -\left( \frac{1}{4} + \frac{m^2 + \omega^2}{\mu^2 \hat{p}^2} + \frac{3}{2\hat{p}^2} \right) \frac{E_q}{E_q} + \left( \frac{1}{4} - \frac{m^2 + \omega^2}{\mu^2 \hat{p}^2} - \frac{3}{2\hat{p}^2} \right) \frac{q^2}{E_q} \right] \tag{5.54}
\]

\[
\hat{V}^{(2)}(\hat{p}, q^2) = 2\pi G_N \frac{\kappa M \mu^3}{m^2} \hat{g}(\hat{p}) \left[ -\left( \frac{1}{4} + \frac{m^2 - \omega^2}{\mu^2 \hat{p}^2} + \frac{3}{2\hat{p}^2} \right) \frac{E_q}{E_q} + \left( \frac{1}{4} - \frac{m^2 - \omega^2}{\mu^2 \hat{p}^2} - \frac{3}{2\hat{p}^2} \right) \frac{q^2}{E_q} \right] \tag{5.55}
\]

Finally, we can write the scattering amplitudes as

\[
F_0(q', q) = -\frac{E_q}{2\pi \mu^3} \left. \hat{V}^{(0)}(\hat{p}, q^2) \right|_{\hat{p}=\frac{q'-q}{\mu}} \tag{5.56}
\]

\[
F_{\pm 1}(q_{\pm 1}', q) = -\frac{1}{2\pi \mu^3} \left. \hat{V}^{(2)}(\hat{p}, q^2) \right|_{\hat{p}=\frac{q'-q_{\pm 1}}{\mu}} \tag{5.57}
\]

In \( F_0 \), the exponential \( \hat{g} \) in \( \hat{V}^{(0)} \) and \( \hat{V}^{(2)} \) is \( O(1) \) when the transfer momentum goes to zero (\( \theta = 0 \), the forward direction), but this is also where these functions suffer from a divergence. This is the well-known divergence that comes from an infinite-range potential (e.g. the coulomb potential and the forward divergence of the Rutherford scattering amplitude). It arises because the density \( \rho \) which sources the potential has a monopole. In this case one can still proceed by restricting to configurations that have a vanishing monopole; this is a physical thing to do, because the monopole will decohere quickly, leaving other pieces of the distribution in a quantum state. Importantly, however, in the case in which the 2 parts of DMSCS differ only in phase, any divergences from \( F_0 \) will exactly cancel, and thus it is possible to calculate the decoherence rate for that configuration using this scattering formalism. We will focus on this case later in the paper.

For \( F_{\pm 1} \), when \( \alpha \neq 0 \), the transfer momentum cannot be exactly zero because \( q \) and \( q_\alpha' \) have different magnitudes. Thus, there is in principle no forward divergence. But now the exponentials in the amplitudes are no longer guaranteed to be \( O(1) \), and thus the amplitude may become exponentially suppressed.

Let us examine one regime of interest, where the oscillation frequency is small compared to the energy scales of the probe particle. Specifically, we take \( \frac{\omega E_q}{q^2}, \frac{\omega^2}{q^2} \ll 1 \), and thus we expand the (dimensionless) transfer momentum to second order in \( \omega \) as follows

\[
\hat{p}^2 = \left( \frac{q - q_\alpha}{\mu^2} \right)^2 \approx \frac{1}{\mu^2} \left( 2q^2 + 4\alpha \omega E_q \left( 1 - \cos \theta \right) + \frac{4\alpha^2 \omega^2 \left( q^2 + (E_q^2 - q^2) \cos \theta \right)}{q^2} \right) \tag{5.58}
\]

In the forwards direction \( \theta \to 0 \) this becomes

\[
\hat{p}^2 \bigg|_{\theta=0} \approx \frac{4\alpha^2 \omega^2 E_q^2}{\mu^2 q^2} \tag{5.59}
\]

The forwards direction is important since this is where the transfer momentum is at a minimum.
and we wish to examine how far from zero the transfer momentum must be. The leftover expression can be interpreted in the following way: For a probe which is not relativistic, \( E/q \sim m_p/q \sim 1/v_p \).

In addition, the length of the region containing the DMSCS is given approximately by \( L \sim 1/\mu \), and so the product \( \frac{E}{\mu q} \sim L/v_p \sim t_c \) where \( t_c \) is the time it takes the probe to cross through this region. Then, \( \frac{\omega E}{\mu q} \sim \omega t_c \) is approximately the number of oscillations of the DMSCS the probe particles encounters during its scattering. Estimating the number of oscillations as

\[
N \equiv \frac{\omega E}{\mu q}
\] (5.60)

we have that the minimum transfer is \( \hat{\mu}^2|_{\theta=0} \approx 4\alpha^2N^2 \).

We first note that when \( \alpha = 0 \), corresponding to the amplitude \( F_0 \), then the limit \( \theta \to 0 \) gives \( e^{-\hat{\mu}^2/4} \to 1 \) (as indicated previously, along with the forward divergence). However, with nonzero \( \alpha \), depending on parameters, it may be the case that the scattering amplitude, and therefore scattered wave function, is itself suppressed, and exponentially so. That is, for \( N \gg 1 \), the rapid oscillations of the scalar field are effectively ignored by the probe. Thus, any contribution to decoherence from the \( \alpha \neq 0 \) part of the scattered wave function would be miniscule. In this regime, decoherence would proceed in approximately the same way as in the static case, effectively ignoring the time-dependence of the potential.

### 6 Application to Dark Matter in Galaxy

In this section, we apply these results to a dark-matter-Schrödinger-cat-state (DMSCS) in the galaxy today. Our results apply to any light scalar (or light boson) as the DM, with a primary motivations from axions. The sub-states of the superposition of the DMSCS will differ only in the phase of the axion field. If we instead consider a DMCS with sub-states that differ in the spatial profile of the mass-distribution, the decoherence rate will be dominated by this spatial difference, resulting in a decoherence rate more simply found using the static and nonrelativistic analyses. Thus we restrict to the case of only differing phases.

We will continue to use the results from the Gaussian profile discussed in the previous section as a prototype for a DMCS. The phenomena resulting from this Gaussian analysis should generalize fairly generically. For example, we will see in the next section that in the nonrelativistic limit, the effects of scattering which correspond to the oscillation of the scalar field will be suppressed because they reside in the tail of the momentum distribution of the Gaussian profile. This momentum distribution, also a Gaussian with a width of the order of the characteristic momentum, is similar to the Maxwell velocity distribution that one expects to find for DM in the galaxy.
6.1 Nonrelativistic Dark Matter

For ordinary models of DM in the galaxy, one expects diffuse DM particles to have velocity dispersion to be far lower than that of light. The reason is that diffuse DM tends to virialize and we know that the virial speed of matter in the galaxy is small. Furthermore, if the diffuse DM were moving relativistically, it would easily escape the galaxy. The discussion in the previous section suggests that this makes the decoherence of phases to be exponentially suppressed; however, we shall quantify this more precisely here.

For diffuse nonrelativistic DM, such as axions, we can take the oscillation frequency to be approximately the mass of the DM, \( \omega \approx m_a \). In addition, the scale \( \mu \) is set by the de Broglie wavelength of the DM such that \( \mu \sim p_a = m_a v_a \). We can consider a nonrelativistic particle as a probe, such as a baryon/proton in the galaxy. Then using the typical DM and baryon speeds of the order of the virial speed in our galaxy \( \sim 10^{-3} \) (in units where \( c = 1 \)) \cite{69}, we obtain a minimum transfer momentum of

\[
\frac{-\hat{p}^2}{4} \bigg|_{\theta=0} \approx -\frac{\omega^2(m_a^2 + k_p^2)}{m_a^2 v_a^2 k_p^2} \approx -\frac{1}{v_a^2 v_p^2} \sim -10^{12}
\]

Similarly, for a photon as the probe, or relativistic cosmic ray protons, we have a minimum transfer momentum of

\[
\frac{-\hat{p}^2}{4} \bigg|_{\theta=0} \approx -\frac{\omega^2}{m_a^2 v_a^2} \sim -\frac{1}{v_a^2} \sim -10^6
\]

Thus, since these quantities appear in the arguments of exponentials in the scattering amplitudes, we see that the decoherence rate of the phase is highly exponentially suppressed. This suppression in scattering seems compatible with the time dependent 1-dimensional problem studied in Ref. \cite{70}. We therefore only expect an appreciable response from scattering corresponding to when \( \hat{p} \) truly vanishes. This corresponds to the generalized cross section \( \tilde{\sigma}_{0,0} \), which means that the only appreciable contribution to decoherence comes from the part of the wave function that is independent of the phases of the scalar field. Therefore, if the superposition involves spatially distinct profiles, the decoherence rate is well described by the decoherence rate for the static metric in Section \ref{4.2} and can be appreciable. If instead the superposition is only of phases as in Section \ref{5.5}, one finds a decoherence rate that is exponentially suppressed. Such a configuration is therefore quite robust against decoherence; we shall return to a discussion of possible implications of this for earth based searches for axions in Section \ref{7.5}.

6.2 Relativistic Dark Matter

Considering again axions as the DM, let us now consider a piece of the DM that involves (semi)-relativistic axions. This idea may seem at odds with the idea of cold-dark-matter (CDM), which is known to fit the data well. So let us clarify what we mean by this: (i) we can consider just a
small fraction of the DM to be relativistic, such as that which is near black holes (as we will discuss in Section 7.4), or (ii) we can even be considering the bulk of the DM particles to be relativistic, so long as they are in bound clumps, like boson stars, whose center-of-mass is moving slowly so as to act as CDM. But the velocity dispersion around the center of mass within a clump could be relativistic (as we will discuss in Sections 7.2 and 7.3).

In this situation, we have \( \mu \sim p_a \gtrsim m_a \). It is no longer guaranteed that the exponentials in the scattering amplitudes lead to an exponentially suppressed contribution to the wave function from scattering. Furthermore, one does also need relativistic probes, such as cosmic ray protons or photons, which we shall discuss in the next section.

To study the regime in which the exponentials of the scattering amplitudes are appreciable, we consider the case where both the probe and the axion have relativistic energies. One should still expect the energy of the axion to be much smaller than that of the probe, so we continue to assume this relationship (this can be satisfied trivially, for example with a relativistic proton or photon probe). Then, indeed, the transfer momentum as expressed in eq. (5.59) is \( O(1) \) and thus the exponential factors in the scattering amplitudes will not suppress the amplitudes dramatically.

In this regime, we can make use of either eq. (5.40) or eq. (5.41) to estimate the decoherence rate, where the choice between these two expressions depends on the details of the wave packet for the probe particle. As discussed in Section 5.5, if the width of the distribution function \( \tilde{\psi}_k(q) \) is large compared to the difference between \( q \) and \( q_{a\beta} \) (case (A)), then eq. (5.40) is the appropriate approximation for the decoherence rate. Instead, if the width of the distribution is small compared to this difference (case (B)), then eq. (5.41) is more appropriate. In either case, we will simply evaluate the expressions at \( q = k \) (though in case (A), in principle, \( k \) should be set to some \( q_{av} \), this approximation will suffice to estimate the decoherence rate). To evaluate these expressions, one must compute the generalized cross sections defined in eq. (5.39) explicitly. The form of these cross sections is quite complicated, but can be simplified greatly to achieve an order-of-magnitude estimate for the decoherence rate; the details of this approximation and the resulting cross sections are discussed in Appendix C. Here, we give the resulting decoherence rate in terms of the physical parameters defined in Section 5.6

\[
\Gamma_{\text{dec}} \approx G_N^2 (\kappa M)^2 n v e^{-\frac{2\mu^2 p_a^2}{k^2 \mu^2}} \frac{\pi \left( 2k^4 (3\mu^2 - \omega^2) + 3k^2 \mu^2 m_p^2 + \omega^2 m_p^4 + k^2 m_a^2 (2k^2 + m_p^2) \right)^2}{4k^2 \mu^2 \omega^2 (k^2 + m_p^2)^2} \Theta(\varphi_1, \varphi_2) \tag{6.3}
\]

where \( \Theta \) is an \( O(1) \) function of the phases; its limiting values are

\[
\Theta_A(\varphi_1, \varphi_2) = \frac{(2 + \cos 4\varphi_1 + \cos 4\varphi_2 - 4 \cos(2(\varphi_1 - \varphi_2)))}{8} \tag{6.4}
\]

\[
\Theta_B(\varphi_1, \varphi_2) = \frac{\sin^2(\varphi_1 - \varphi_2)}{2} \tag{6.5}
\]

where the choice depends on whether one is in case (A) with eq. (5.40) (\( \Theta_A \)) or case (B) with
We can set the mass scale $M$ to be the amount of DM mass contained in a region of volume $1/\mu^3$ by specifying the local DM density $\rho_{DM}$; these are roughly related as $\rho \approx m_a^2 \phi_a^2 = \kappa M \mu^3$. In addition, for relativistic particles, we can relate their momenta and their energies/masses to further eliminate parameters. For a massive probe, we parameterize the momentum of the probe as $a \equiv k/m_p$ where $a$ is a numerical factor which can be $O(1)$. In this case, we can replace the mass of the probe particle in favor of its energy by $m_p = E(1 + a^2)^{-1/2}$ where $E = E_k$ is the energy of the probe, and the speed of the probe is simply $v = a(1 + a^2)^{-1/2}$. We can also eliminate the number density of probes in favor of their energy density as $n = \rho_p/E$. If instead the probe is massless, then $v = 1$, $m_p = 0$, and $k = E$. Similarly, for a semi-relativistic DM, we can take the oscillation frequency to be on the order of the mass of the axion; we parameterize it by $b \equiv \omega/m_a$. Also, for semi-relativistic DM the inverse length scale $\mu$ can also be on the order of the axion mass; we parameterize it by $c \equiv \mu/m_a$. With this parameterization, we obtain the following result for the decoherence rate

$$\Gamma_{dec} \approx K G_N^2 E \rho_p \rho_{DM}^2 \Theta(\varphi_1, \varphi_2)$$ (6.6)

where $K$ is a dimensionless numerical factor, which includes the exponential factor. For a massive probe particle it is given by

$$K_{mp} \equiv e^{-\frac{2(1 + a^2)b^2}{a^4 c^2}} \pi \left( \frac{b^2 + a^2(1 + 3c^2) + a^4(2 - 2b^2 + 6c^2)}{4a(1 + a^2)^{7/2}b^4c^8} \right)^2$$ (6.7)

For a massless probe particle ($a \to \infty$) this simplifies to

$$K_0 \equiv e^{-\frac{2a^2}{\pi}} \pi \left( \frac{(1 - b^2 + 3c^2)^2}{b^4c^8} \right)$$ (6.8)

The decoherence rate can then be obtained by specifying the densities and energies of the probe particle and the axion. As a starting point, we can compare density estimates for the DM to the local average density of DM in the Milky Way [71]

$$\rho_{loc,mw} \approx 0.4 \frac{\text{GeV}}{\text{cm}^3}$$ (6.9)

Although, as we discuss below, what really matters is the energy density of relativistic DM (which may be DM near black holes, or DM that is in the form of dense clumps, etc), so this figure is not directly relevant, but acts as merely a starting point for consideration.

We can consider different types of probe particles. Most of the baryonic mass in the galaxy is made of hydrogen atoms; for simplicity, we can think of these as being protons. Since we are considering only (semi)-relativistic probes, we can take the proton to have a kinetic energy on the order of GeV. The average density in the universe is about one-fifth that of DM. So the
average density at our radius from the center of the galaxy for baryons is about \( \rho_b \approx \rho_{loc,mw} \approx 0.08 \text{ GeV/cm}^3 \). This number is evidently larger in the disk of the galaxy and much larger in the solar system, etc. However, almost all of the baryons are nonrelativistic, leading to a huge exponential suppression in the decoherence of the phase, as explained above. So our interest is in the energy density of protons that are relativistic (or at least semi-relativistic). At a typical point in the galaxy, we can use estimates of the cosmic ray density of protons, which has been estimated to be \( \rho_{cr} \sim 10^{-9} \text{ GeV/cm}^3 \) (6.10)

So it is suppressed from the average density of nonrelativistic baryons by about 7 orders of magnitude, or so. It can be altered in the solar system due to solar or earth magnetic fields, but we shall not go into those details here.

For this baryonic probe, we calculate the following reference decoherence rate in terms of mass of the axion \( m_a \), the density of DM \( \rho_{DM} \), the density of protons \( \rho_p \), and the factor \( K \). We take an example value for \( K_{mp} \) as \( 10^{-4} \) and a reference mass \( m_a \) corresponding to a decoherence rate roughly near the Hubble rate today (\( H_0 \approx 2.2 \times 10^{-18} \text{ s}^{-1} \))

\[
\Gamma_{dec} \approx 10^{-21} \text{s}^{-1} \left( \frac{K}{10^{-4}} \right) \left( \frac{10^{-12} \text{eV}}{m_a} \right)^8 \left( \frac{E}{2 \text{ GeV}} \right) \left( \frac{\rho_{DM}}{0.4 \text{ GeV/cm}^3} \right)^2 \left( \frac{\rho_p}{10^{-9} \text{ GeV/cm}^3} \right) \quad (6.11)
\]

This suggests the decoherence rate is quite small, unless the axion mass is somewhat below \( 10^{-12} \text{ eV} \). But this conclusion is still subject to the choice of density \( \rho_{DM} \) of the DMSCS. For diffuse DM, it normally has only a very small amount that is relativistic. But under some circumstances, this density can be large; we shall return to this in the next Section.

Additionally, photons from the CMB radiation are numerous and may have a chance to decohere the source. An example value for \( K_0 \) is \( 10^{-2} \). The number density of CMB photons today is known to be approximately 400/cm\(^3\). We take the energy of a typical CMB photon to be \( 6 \times 10^{-4} \text{ eV} \), which gives the following estimate for the decoherence rate

\[
\Gamma_{dec} \approx 10^{-16} \text{s}^{-1} \left( \frac{K}{10^{-2}} \right) \left( \frac{10^{-14} \text{eV}}{m_a} \right)^8 \left( \frac{E}{6 \times 10^{-4} \text{ eV}} \right)^2 \left( \frac{\rho_{DM}}{0.4 \text{ GeV/cm}^3} \right)^2 \left( \frac{n_p}{400/\text{cm}^3} \right) \quad (6.12)
\]

Note that the approximations necessary for this decoherence rate estimate require that the mass of the axion is larger than the energy of the photon. Thus, this result should only be trusted for axion masses smaller than \( 10^{-4} \text{ eV} \) (or the photon energy of interest). We see that indeed this decoherence rate is comparable to the current Hubble rate, or faster, for \( m_a \lesssim 10^{-14} \text{ eV} \). These are very light for QCD axions, but may be a type of stringy motivated axion or other ultralight axion. But again, any such conclusions are very sensitive to the local density \( \rho_{DM} \) of the DMSCS, which we discuss shortly.
7 Discussion and Various Applications

In this discussion section, we analyze our results in various contexts. Since the decoherence rate of the phase is exponentially suppressed for slowly moving DM particles, we begin by discussing contexts in which it is relativistic; including spreading in Section 7.1 dense boson stars in Section 7.2 dense oscillons in Section 7.3 and near black holes in Section 7.4. On the other hand, in earth based experiments, the DM should be nonrelativistic, leading to negligible decoherence of the phase, which we then discuss in Section 7.5. We also discuss other interactions in Section 7.6.

7.1 Spatial Spreading of State

To estimate the characteristic amount of time it takes for decoherence to occur, it is usually sufficient to take the inverse of the above decoherence rate ($t_{\text{dec}} \approx \Gamma_{\text{dec}}^{-1}$). However, since one may consider the DMSCS to be a fluctuation in the DM density with a scale set by its de Broglie wavelength, one should also consider that this fluctuation may spread out over time. If the characteristic time of spreading is large compared to the inverse of the decoherence rate, then the inverse of the decoherence rate is an accurate estimate for the decoherence time. Otherwise, it is necessary to compute the decoherence time as follows.

Since the DM is modeled here as a scalar (axion), it evolves under the Klein-Gordon equation. Since the DMSCS is taken to be a Gaussian-shaped fluctuation about the mean of the DM density, we can track the spatial spreading by considering the evolution of a Gaussian wave packet under the Klein-Gordon equation (as discussed, for example, in Ref. [73]). Evolving such a wave packet in time results in the growth of its spatial variance $\Delta x$; in the case of the Gaussian profile for the axion discussed in the previous sections, this is equivalent to the shrinking of the parameter $\mu$ as

$$\Delta x \sim \frac{1}{\mu(t)} = \frac{1}{\mu_0} \sqrt{1 + \left(\frac{t}{\tau}\right)^2} \quad (7.1)$$

where the characteristic time $\tau$ is given by

$$\tau \equiv \frac{\gamma m_a}{\mu_0^2} \quad (7.2)$$

and where $m_a$ is the scalar’s mass, $\mu_0$ is the initial $\mu$, and $\gamma$ is the usual relativistic Lorentz factor for the center of mass of the Gaussian. Since we will be studying the DMSCS in its rest frame, we can set $\gamma = 1$ here. Note that this shrinking does not apply directly to the momentum distribution for the particles (as momentum is conserved for free particles), but it applies to the momentum distribution for the density and hence gravitational potential; this is because they are associated with the square of the field and are affected by the spatial spread. Note that at late times, the width is growing as $\Delta x \sim 1/\mu \approx (\mu_0/m_a)t$, and by noting that one anticipates $\mu_0 \sim m_a v$ for some
characteristic speed \( v \), this gives \( \Delta x \sim vt \) as expected.

Then, one can write the decoherence rate as a function of time \( \Gamma_{\text{dec}}(t) \) by inserting eq. (7.1) into eq. (6.3). We then define the decoherence time \( t_{\text{dec}} \) as the solution to the following equation

\[
\int_0^{t_{\text{dec}}} \Gamma_{\text{dec}}(t) dt = 1
\]  

(7.3)

For \( t \ll \tau \), \( \Gamma_{\text{dec}}(t) \approx \Gamma_{\text{dec}}(0) \), and therefore, we would have simply that \( t_{\text{dec}} = \Gamma_{\text{dec}}^{-1}(0) \) so long as this \( t_{\text{dec}} \) is found to be in the regime \( t \ll \tau \). On the hand, when \( t \gg \tau \), we have \( \mu(t) \ll \mu_0 \). The decoherence rate can be estimated in either regime as

\[
\Gamma_{\text{dec}}(t) \approx \Gamma_{\text{dec}}(0) \left( \frac{\mu_0}{\mu(t)} \right) \left( \frac{1}{\mu(t)^2} - \frac{1}{\mu_0^2} \right) e^{-2\omega^2 E^2 k^2 \left( \frac{1}{\mu(t)^2} - \frac{1}{\mu_0^2} \right)}
\]  

(7.4)

In this late-time limit, there is not likely to be a solution to eq. (7.3). The decrease in \( \mu \) at late times would lead to an exponentially slow rate of decoherence. Therefore, if the decoherence does not occur within a time that is of the order of \( \tau \), then one should not expect decoherence to occur at all. One expects a larger \( \tau \) for nonrelativistic axions. Thus it may be interesting to consider conditions that cause a nonrelativistic DMSCS, which is robust against decoherence and has slower spreading, to become relativistic and experience decoherence before sufficient spreading has occurred.

Additionally, the \( \tau \) of eq. (7.2) is only for a Gaussian evolving with the free theory Klein-Gordon equation. If, instead, one considers a DMSCS which experiences some binding force, then the spreading of the Gaussian would be slowed or stopped completely. The realization of such conditions is discussed in the following sections.

### 7.2 Boson Stars

A superposition of phases of the axion (or similar light scalar DM), as discussed in Section 5.5, may be of unique observational interest in the case of boson stars. Boson stars are gravitationally bound Bose-Einstein condensates of scalars. Much work has been done regarding the properties of boson stars, specifically in the contexts of axions as DM; see Refs. [74–90]. (Note that the condensate is a short-ranged localized clump, due to the attractive nature of gravity [65], rather than one with long-range properties, as claimed in Refs. [91,92].)

As seen in previous work (see Ref. [90]), the merger dynamics of boson stars strongly depends on the phase of the axion field. For some phases, there is a merger, while for other phases, the boson stars do not merge. Thus, a boson star in a superposition of different phases, when coming into contact with another boson star, could initially evolve into a superposition of merged and unmerged. However, one should expect rapid decoherence during the merger event because of the stark difference in the resulting gravitational interactions of the star (merged or unmerged) with its environment.
It is common to examine boson star solutions in the nonrelativistic regime, that is the axions in orbit are moving slowly. From our previous analysis in Section 4.3, a dilute boson star in a superposition of different density profiles, will rapidly decohere (as we already showed in Ref. [1]). However, from the analysis of Section 6.1, if it is in a superposition of different phases, then this aspect of the state will be robust against decoherence.

On the other hand, from our analysis in Section 6.2, if we consider dense boson stars that are made out of a bound state of (semi)-relativistic axions, then there may indeed be appreciable decoherence. Since the boson star is held together by gravity, its spatial size will not grow in time and we can ignore the spreading of the previous subsection. For the densest boson stars with negligible self-interactions, the mass and radius can be estimated as (e.g., see Ref. [93])

$$ M \sim \frac{1}{G_N m_a}, \quad R \sim \frac{1}{m_a} \quad (7.5) $$

The corresponding density can be estimated as $\rho_{DM} \sim M/R^3 \sim m_a^2/G_N$. If we use (semi)-relativistic protons as the environment, with a realistic value of $\rho_p \sim 10^{-9}$ GeV/cm$^3$, one obtains a decoherence rate of

$$ \Gamma_{\text{dec}} \sim 10^6 \text{s}^{-1} \left( \frac{K}{10^{-4}} \right) \left( \frac{1 \text{eV}}{m_a} \right)^4 \quad (\text{dense boson stars}) \quad (7.6) $$

We note that for such dense stars the perturbation theory may breakdown and the true rate may be somewhat different, so this is an estimate. Note that we need very dense stars; if they are even moderately dilute, and their velocity dispersion is even, say, $\sim 0.1$ that of light, the exponential suppression in $K$ is huge. So dispersions that are, say, $\sim 0.5$ that of light are needed for appreciable decoherence. We can also consider photons from the CMB as probes; in this case, one finds a much slower decoherence rate than is caused by relativistic protons, $\Gamma_{\text{dec}} \sim 10^{-5} \text{s}^{-1} (K/10^{-2}) (1 \text{eV}/m_a)^4$.

Thus, in the presence of (semi)-relativistic protons and CMB photons, one expects the decoherence due to the protons to dominate; so this is what sets the rate to good accuracy.

From eq. (7.6), we see that for anything other than heavy axions, the decoherence is very rapid. Note that this is a truly general relativistic form of quantum decoherence, since the dense boson star is described by general relativity and the environment are relativistic particles that are probing the general relativistic phenomenon of oscillations in the metric.

### 7.3 Condensates from Self-Interactions

We also mention that when there are self-interaction terms included $\sim \lambda \phi^4$, then the above solutions do not exist for $|\lambda| > G_N m_a^2$. Instead one is lead to other kinds of relativistic solutions. For
attractive self-interactions ($\lambda < 0$), these are oscillons/axitons with mass and radius given by

$$ M \sim \frac{m_a}{\lambda}, \quad R \sim \frac{1}{m_a} $$

(7.7)

For extremely small $\lambda$, as anticipated for an axion with $\lambda \sim m_a^2/f_a^2$ ($f_a$ is the axion decay constant, which is anticipated to be an extremely high scale, perhaps within a few orders of magnitude of the Planck scale), these masses can be appreciable too. However, in this case there is radiation in the form of scalar waves, so these states do not live too long, unless $m_a$ is extremely small. But in any case, the decoherence rate is altered from the result in eq. (7.6) by a simple additional factor

$$ \Gamma_{\text{dec}} \sim 10^6 \text{s}^{-1} \left( \frac{K}{10^{-4}} \right) \left( \frac{1 \text{ eV}}{m_a} \right)^4 \left( \frac{f_a}{M_{\text{Pl}}} \right)^4 $$

(dense oscillons) (7.8)

where $M_{\text{Pl}} \equiv 1/\sqrt{G_N}$ is the Planck mass. So unless $f_a$ is many orders of magnitude below the Planck scale, one anticipates rapid decoherence here too. Again we need very dense oscillons so that they are a bound state of semi-relativistic scalars to avoid large exponential suppression in the factor $K$. These tend to radiate fairly quickly, however. (In addition to the gravitational decoherence studied here, one might also consider the scalar radiation to be a form of “environment” that one may consider tracing over; we leave this as a possible future topic.)

For completeness, we also mention that for appreciable self-interactions that are repulsive ($\lambda > 0$), there are other interesting kinds of solutions that exist in which the repulsion holds the object up against gravitational collapse. However, for a real scalar, these cannot live long due to annihilation processes in its core, as determined for the first time by some of us in Ref. [94]. Hence we will not explore these solutions further here. There are, however, a related set of stable solutions for a complex scalar in theories organized by a global $U(1)$ symmetry (with gravity, see Ref. [95], and without gravity, see Ref. [96]). In this case, however, the symmetry ensures that even though the field oscillates as $\phi \propto e^{-i\omega t}$, its magnitude does not, and in turn the metric does not. Therefore even general relativity is not sensitive to the value of this phase and cannot decohere it. One may anticipate that an exact global symmetry is broken by quantum gravity, but we leave these topics for future investigation.

### 7.4 Black Holes

Another situation that can lead to relativistic DM would be in the region surrounding the event horizon of a black hole. In fact, for primordial black holes, one can anticipate nucleation of boson stars [97]. However, our analysis in this subsection does not rely on the DM forming boson stars.

Let us imagine the following interesting sequence of events: DM organizes into some DMSCS which maintains its quantum coherence for a long time in the halo of the galaxy. Suppose it then approaches, or gets trapped by, the accretion disk around the black hole, but still far from the hori-
zon. In this case, the accretion disk is likely to cause the spatial profile of the DMSCS to decohere using the analysis of Section 4.3. However, the phase can remain in a quantum superposition. Then if the DMSCS spirals in towards the horizon of the black hole it will become relativistic, and of course its environment will be relativistic here too. This means the analysis of Section 6.2 becomes relevant, and one can anticipate that decoherence of the phase occurs here too.

To estimate the decoherence rate as the DMSCS nears the horizon, we can estimate the density of accreting matter near the innermost stable circular orbit (ISCO) of a stellar mass black hole as prescribed by the Shakura-Sunyaev solutions for the accretion disk (see Ref. [98]). For example, for a solar-mass black hole, at a distance $\sim 0.1 R_S$ outside of the ISCO, where $R_S$ is the Schwarzschild radius of the black hole, the density of accreting matter is approximately $\rho_p \sim 10^{23}$ GeV/cm$^3$.

Further, as the DMSCS get’s closer to the horizon, the density of matter increases rapidly, and the energy of the probe particles increases as they become more relativistic. Thus one expects decoherence to happen quite rapidly here. Very close to the horizon, the weak field metric analysis of this paper is not accurate, but the basic qualitative behavior indicated here may apply.

So from the point of view of coherent superpositions, it is the state that is the most classical that will ultimately cross the horizon into the black hole (although there are many other aspects to this issue, not discussed here). This may have consequences for one’s thinking about the black hole information puzzle (for a review, see Ref. [99]) and various subtleties surrounding the quantum nature of black holes. We leave these interesting subjects for future consideration.

### 7.5 Consequences for Earth Based Experiments

Let us now discuss possible implications for earth based experiments. We are thinking of haloscopes [100], such as ADMX [101], which looks for direct detection of the DM axion wind that passes through the atmosphere and surface of the earth and can potentially interact with a detector through non-gravitational couplings; see next subsection for more discussion. In our previous work [1] we showed that DM passing through the earth’s atmosphere leads to much quicker decoherence. This follows simply from the fact that the atmosphere of the earth is much denser that the halo of the galaxy, so the rate of particles passing through the DMSCS goes up by many orders of magnitude. This typically leads to decoherence of the spatial profile of the DMSCS, except for heavier axions.

However, as discussed in this paper in detail, this cannot decohere the phase. Since the axion DM is expected to be nonrelativistic as it passes through the atmosphere, the rate of decoherence of the axion’s phase is exponentially suppressed. This means that one should more precisely be describing an axion wave as it passes through one’s experiment as

$$|\text{axion}\rangle \sim \sum_i c_i \cos(\omega t - k_a \cdot x + \varphi_i)$$

(7.9)
where we have indicated a sum over phases $\varphi_i$ (more generally, this can be lifted to an integral). This is certainly not the standard treatment that ADMX and essentially all other analyses use to make predictions for the signal. This leads to the very important question as to its possible consequences. Since these experiments are very sensitive to the axion phase, for example its phase directly impacts the phase of the electromagnetic resonance in an ADMX cavity, it can potentially be very important to note that its phase is likely in a superposition. This implies that the cavity is itself launched into a quantum superposition of different cavities with different resonant phases. On the other hand, it is highly nontrivial to see how this would itself be probed experimentally, if these “worlds” subsequently decohere due to other interactions. This deserves further investigation.

7.6 Non-Gravitational Interactions

In addition to gravitation, one can consider other interactions that couple the DM to the Standard Model particles. In the case of an axion, it enjoys an (approximate) shift symmetry and is a pseudo-scalar. So its interactions take on a specific form. At the dimension 5 level, this includes coupling to gauge bosons of the form $\Delta L \propto \phi F_{\mu\nu} \tilde{F}^{\mu\nu}$ and coupling to fermions of the form $\Delta L \propto \partial_\mu \phi \bar{\psi} \gamma^\mu \gamma_5 \psi$. The specific couplings are model dependent [102–107].

These interactions are inherently relativistic (they are particle number changing, for example) and could be studied with some of the formalism that we have outlined in this work. The resulting decoherence rate is worthy of future study. In particular, as we explained, the phase for nonrelativistic DM is robust against decoherence from gravity. It would therefore be of interest to determine its phase against these other interactions. This is especially important since earth based experiments rely upon the existence of these other interactions. So if the phase remains in a Schrödinger cat-like state, it is important to know how it affects the experiment in question through these other operators.
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A Standard Field Expansion

For completeness here we mention the standard expansion of fields in Schrödinger picture in terms of creation and annihilation operators for a scalar

\[
\chi(x) = \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{2E_p}} \left( a_p e^{ip\cdot x} + b_p^\dagger e^{-ip\cdot x} \right)
\] (A.1)
\[
\Pi(x) = -i \int \frac{d^3 p}{(2\pi)^3} \sqrt{\frac{E_p}{2}} \left( b_p e^{i p \cdot x} - \hat{a}_p e^{-i p \cdot x} \right) 
\]  

(A.2)

The factors of \(E_p\), defined as \(E_p \equiv \sqrt{p^2 + m^2}\), assure the proper relativistic normalization, so that \(\chi\) transforms as a Lorentz scalar, with standard creation and annihilation operators \([\hat{a}_p, \hat{a}_p^\dagger] = (2\pi)^3 \delta^3(p - p')\).

B Properties of \(S_{ij}\)

The expression for \(S_{ij}\) in eq. (5.33) seems asymmetric in the role of \(\alpha\) compared to that of \(\beta\), whereas one might expect some form of symmetry due to the arbitrary definitions of which coefficient is \(\alpha\) and which is \(\beta\). The apparent asymmetry arises from the fact that the integrals have not all been completed, and the \(d^3q\) integral which has been completed has eliminated some \(\beta\) dependence in favor of \(\alpha\). To clearly see that the expected symmetry exists, let us integrate instead over \(d^3\tilde{q}\).

Then, starting from eq. (5.28) and integrating once more as in eqs. (5.29, 5.30), the subsequent integration over \(d^3q\) will replace all \(q\) with a function of \(\tilde{q}\) which can be defined analogously from the definition of \(q_{\alpha\beta}\) as \(\tilde{q}_{\beta\alpha}\). Then we are left with

\[
S_{ij} = \sum_{\alpha, \beta} \int d^2 \Omega \int d^3q (2\pi)^3 \left\{ F_{\alpha}^*(q_{\beta}, \tilde{q}_{\beta\alpha}; \tilde{q}) F_{\beta}(q_{\alpha}, \tilde{q}) \left( \frac{E_{\tilde{q}_{\beta\alpha}} + E_{\tilde{q}} + 2(\alpha + \beta) \omega}{2\sqrt{E_{\tilde{q}_{\beta\alpha}} E_{\tilde{q}}}} \right) \right.
\]
\[
\times e^{-i(\tilde{q}_{\beta\alpha} - \tilde{q}')} L_i e^{+i(\tilde{q} - \tilde{q}')} L_j e^{2i(\alpha \varphi_i - \beta \varphi_j)} \tilde{\psi}^*_{k}(q_{\beta\alpha}) \tilde{\psi}_{k}(q) \right\} 
\]  

(B.1)

If we interchange \(i\) with \(j\), \(\alpha\) with \(\beta\), and redefine \(\tilde{q} \rightarrow q\), we can write

\[
S_{ji} = \sum_{\alpha, \beta} \int d^2 \Omega \int d^3q (2\pi)^3 \left\{ F_{\beta}^*(q_{\alpha}, q_{\alpha\beta}; q) F_{\alpha}(q_{\beta}, q) \left( \frac{E_{q_{\alpha\beta}} + E_{q} + 2(\alpha + \beta) \omega}{2\sqrt{E_{q_{\alpha\beta}} E_{q}}} \right) \right.
\]
\[
\times e^{-i(q_{\alpha\beta} - q')} L_j e^{+i(q - q')} L_i e^{2i(\beta \varphi_j - \alpha \varphi_i)} \tilde{\psi}^*_{k}(q_{\alpha\beta}) \tilde{\psi}_{k}(q) \right\} 
\]  

(B.2)

This result should be of no surprise. The unitarity of the Schrödinger evolution guarantees that the overlap \(\langle \psi^{(1)}_{s,i} | \psi^{(1)}_{s,i} \rangle\) must be real. Thus, the \(S_{ii}\) must be real, which is seen by the fact that they are equal to their own complex conjugate, while the off-diagonal elements must be equal to the conjugate of their transpose.

One can continue this analysis through the analysis of Section 5.5, where the sub-states of the superposition differ only in phase, and therefore the only appearance of \(i\) or \(j\) is in the phases. \(S_{ij}\) is then broken up accordingly as in eq. (5.34) and \(s_{\alpha\beta}\) is defined as in eq. (5.35). By inspection
of eq. (B.2) and the definition of $s_{\alpha\beta}$ in eq. (5.35), we have

$$S_{ji} = \sum_{\alpha,\beta} e^{2i(\beta \varphi_j - \alpha \varphi_i)} \int d^2 \Omega \int \frac{d^3 q}{(2\pi)^3} F^*_{\beta}(q', q_{\alpha\beta}) F_{\alpha}(q', q)$$

$$\times \left( \frac{E_{q_{\alpha\beta}} + E_q + 2(\alpha + \beta) \omega}{2\sqrt{E_{q_{\alpha\beta}} E_q}} \right) \tilde{\psi}^*_k(q_{\alpha\beta}) \tilde{\psi}_k(q)$$

(B.3)

Hence we have

$$S_{ji} = \sum_{\alpha,\beta} e^{2i(\beta \varphi_j - \alpha \varphi_i)} s_{\alpha\beta}^* = \sum_{\alpha,\beta} e^{2i(\beta \varphi_j - \alpha \varphi_i)} s_{\beta\alpha}$$

(B.4)

and so we can conclude similarly that $s_{\alpha\beta} = s_{\beta\alpha}^*$.

### C Generalized Cross Sections for the Gaussian Profile

For the Gaussian profile discussed in Section 5.6 and the corresponding scattering amplitudes in eqs. (5.56, 5.57), we report here on the generalized cross sections $\tilde{\sigma}_{\alpha\beta}$.

Recall that the leading exponentials in the scattering amplitudes cause the expressions to be exponentially suppressed for large $\theta$. Thus, we will approximate the integral in eq. (5.39) by expanding the arguments of the exponentials and the remaining parts of the integrand in powers of $\theta$ about $\theta = 0$ and then taking the upper limit of $\theta$ to infinity. Then, we can obtain an expression for $\tilde{\sigma}_{\alpha\beta}$ in terms of the parameters discussed in Section 5.6. We quote here the result for $\tilde{\sigma}_{1,1}$ and $\tilde{\sigma}_{-1,-1}$ (note that $\tilde{\sigma}_{00}$ is given simply by the generalized cross section for the static metric case $\sigma_{ii}$)

$$\tilde{\sigma}_{11} = \frac{\pi \left( 4k^2(3\mu^2 - \omega^2) + 2m^2_{\alpha}(2k^2 + m^2_{\mu}) + m^2_{\beta}(k^2 + 6\mu^2 + 2\omega E_k - k \sqrt{k^2 + 4\omega (\omega + E_k)}) \right)^2}{32k \mu^2 \sqrt{k^2 + 4\omega (\omega + E_k)} \left( k^2 + 2\omega (\omega + E_k) - k \sqrt{k^2 + 4\omega (\omega + E_k)} \right)^2}$$

$$\times G_N^2(\kappa M)^2 e^{-2\omega (\omega + E_k) + k(-k + \sqrt{k^2 + 4\omega (\omega + E_k)})}$$

(C.1)

$$\tilde{\sigma}_{-1-1} = \frac{\pi \left( 4k^2(3\mu^2 - \omega^2) + 2m^2_{\alpha}(2k^2 + m^2_{\mu}) + m^2_{\beta}(k^2 + 6\mu^2 - 2\omega E_k - k \sqrt{k^2 + 4\omega (\omega - E_k)}) \right)^2}{32k \mu^2 \sqrt{k^2 + 4\omega (\omega - E_k)} \left( k^2 + 2\omega (\omega - E_k) - k \sqrt{k^2 + 4\omega (\omega - E_k)} \right)^2}$$

$$\times G_N^2(\kappa M)^2 e^{2\omega (\omega - E_k) + k(-k + \sqrt{k^2 + 4\omega (\omega - E_k)})}$$

(C.2)

To apply these expressions to the analysis in Section 6.2, one examines the regime in which the probe particle and the DM particle are relativistic. This is the only scenario where the exponentials in $\tilde{\sigma}_{\alpha\beta}$ do not cause the results to be exponentially suppressed. Then, we use the fact that the energy/mass/momentum of the DM particle are assumed smaller than the energy/mass/momentum.
of the probe particle (this is trivially the case when, for example, the DM is a light axion and the
probe is a proton). Expanding the expressions for $\bar{\sigma}_{\alpha\beta}$ to leading order in the DM parameters $\omega, \mu,$ and $m_a$, we can combine the resulting expressions as in eq. (5.40) or eq. (5.41) to obtain eq. (6.6).

D Relation to Klein-Gordon Equation

Here we explain that the one-particle Schrödinger equation is closely related to the Klein-Gordon equation in curved spacetime, even though the latter is usually only used in the context of field theory. For completeness, we quote here the Schrödinger equation of Section 2.3.

\[
(i\partial_t - \sqrt{-\nabla^2 + m^2})\psi(x, t) = \left(\Phi(x, t)\sqrt{-\nabla^2 + m^2} - \frac{\Psi(x, t)\nabla^2}{\sqrt{-\nabla^2 + m^2}}\right)\psi(x, t)
\]  

We now show that this is related to the Klein-Gordon equation in a curved background space-
time. To obtain the Klein-Gordon equation in curved spacetime, one need only generalize the flat-space Klein-Gordon equation by replacing the Minkowski metric with the curved metric $g_{\mu\nu}$ and by generalizing ordinary derivatives to covariant derivatives appropriately

\[
g^{\mu\nu}\partial_\mu\partial_\nu\psi + m^2\psi = 0
\]  

The covariant derivative in eq. (D.2) involves an ordinary derivative and a Christoffel symbol
term. However, in the analysis leading to the Schrödinger equation of Section 2.3, we assumed that
the metric coefficients are slowly varying in space and time. Thus, the Christoffel symbols involving
spatial and time derivatives of the metric can be taken to be zero. What this means is that the
variation in time of the metric is sufficiently slow compared to the variation in time of the wave
function (in the case of a probe particle scattering off of an oscillating scalar field, this amounts to
assuming that the energy of the probe particle is much greater than the frequency of oscillation of
the scalar field), and the source is wide compared to the probe. Altogether this gives

\[
g^{\mu\nu}\partial_\mu\partial_\nu\psi + m^2\psi = 0
\]  

To linear order in perturbations of the metric of Section 2.2 this leads to

\[
\ddot{\psi} \approx (1 + 2\Psi + 2\Phi)\nabla^2\psi - (1 + 2\Phi)m^2\psi
\]  

We can see that the solutions to the above Schrödinger equation are compatible with the
solutions of the Klein-Gordon Equation. Taking a time derivative of the Schrödinger equation as

\[
- i\partial_t (i\partial_t \psi(x, t)) = -i\partial_t \left(H(x, -\nabla^2)\psi(x, t)\right)
\]  
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and then using the appropriate Hamiltonian and ignoring derivatives of the metric

\[ \ddot{\psi} = -iH(x, -\nabla^2)\dot{\psi}(x, t) \approx -H^2(x, -\nabla^2)\psi(x, t) \quad (D.6) \]

By using the previously defined Hamiltonian, we readily recover the Klein-Gordon equation (D.4).

Thus a time derivative of the Schrödinger equation gives the Klein-Gordon equation. The extra differentiation promotes the Schrödinger equation to a second-order differential equation. This introduces a new set of negative frequency solutions, which are understood to be related to the need for antiparticles for a causal interacting theory. The corresponding solutions of the Klein-Gordon equation must be restricted to the limit where only one particle’s evolution is described and no particles/antiparticles are created or destroyed, and thus the negative frequency solutions (which do not solve the Schrödinger equation) do not contribute.
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