Systematic time-scale-bridging molecular dynamics applied to flowing polymer melts
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We present a novel thermodynamically guided, low-noise, time-scale bridging, and pertinently efficient strategy for the dynamic simulation of microscopic models for complex fluids. The systematic coarse-graining method is exemplified for low-molecular polymeric systems subjected to homogeneous flow fields. We use established concepts of nonequilibrium thermodynamics and an alternating Monte-Carlo–molecular dynamics iteration scheme in order to obtain the model equations for the slow variables. For chosen flow situations of interest, the established model predicts structural as well as material functions beyond the regime of linear response. As a by-product, we present the first steady state equibiaxial simulation results for polymer melts. The method is simple to implement and allows for the calculation of time-dependent behavior through quantities readily available from the nonequilibrium steady states.
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I. INTRODUCTION

Systematic bridging the time- and length-scale gap between microscopic and macroscopic levels of description is “of the greatest importance in theoretical science” [1]. In many cases, this challenging task can neither be solved purely analytically nor by brute force computer simulations alone. This is true in particular for soft condensed matter like colloids, polymers, liquid crystals, with their internal structure leading to additional length and time scales, intermediate between microscopic and macroscopic scales [2].

In recent years, effective interactions for coarse-grained models of soft matter systems have been derived from inversion procedures that are designed to reproduce chosen pair correlation functions [3–7]. While the inversion procedures often reproduce the static structure rather accurately, their naive extension to dynamical phenomena clearly failed [4]. This deficiency calls for a systematic approach that bridges simultaneously the time- and length-scale gap between two levels. For comparatively simple two-dimensional crystalline solids, a simultaneous space/time coarse-graining procedure was proposed recently in [8] based on renormalization group techniques. There, temporal coarse graining is coupled via the dynamical critical exponent to the degree of spatial coarse graining. This approach is unfortunately not applicable to the dynamics of complex fluids, since their internal structures break the scale invariance - an essential prerequisite for renormalization group methods - and lead to the emergence of slow, non-hydrodynamic modes. The latter are typically described on an intermediate, mesoscopic level by a set of “collective” or “structural” variables \( \Pi(z) \) which in turn determine the macroscopic properties of complex fluids [2]. Since many microstates \( z \) are compatible with given values of \( \Pi \), the mesoscopic level is necessarily stochastic in nature. Thus, the emergence of entropy and irreversibility from reversible dynamics is the hallmark of coarse graining. Several coarse-graining approaches, in particular for solutions and suspensions, have been suggested where the starting level is already dissipative (see e.g. [7, 9] and references therein). In the context of polymer melts, promising work on coarse-graining polymer chains starting from Hamiltonian dynamics has been done e.g. in [10, 11].

In this paper, we propose and explore a systematic, thermodynamically guided method which establishes the mesoscopic model from the underlying microscopic level. The proposed method is general enough to be applied to various soft matter systems and valid in equilibrium as well as nonequilibrium situations. Its strategy relies on the balance of reversible and irreversible contributions to the dynamics and explicitly accounts for the entropy generated in the coarse-graining step [12]. We use an alternating Monte-Carlo (MC) and molecular dynamics (MD) simulation scheme in order to iteratively determine static and dynamic “building blocks” [13] of the mesoscopic model self-consistently.

II. ORIGINAL AND COARSE-GRAINED MODEL SYSTEM

The novel algorithm is applicable to a wide range of soft matter systems. In order to illustrate the basic idea and its
worked out counterpart, let us consider a particular liquid, a classical monodisperse bulk model polymer melt. The system consists of $N_{ch}$ anharmonic multibead-spring (FENE) chains made of $N$ purely repulsive Lennard-Jones beads each [14–16]: $N_i = N_{ch}N$ particle positions and momenta are denoted as $\{r_j\}$ and $\{p_j\}$. The interaction energy between particle $i$ and $j$ is $U_{ij} = U_{ij}^{LJ} + U_{ij}^{FENE}$, where

$$U_{ij}^{LJ} = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} + \frac{1}{4} \right]$$

for $r_{ij} \leq 2^{1/6}\sigma$, and $U_{ij}^{LJ} = 0$ else. The distance between particles $i$ and $j$ is denoted by $r_{ij}$, $\sigma$ the bead diameter and $\epsilon$ the Lennard-Jones interaction energy. Chain connectivity is ensured by FENE springs that act between adjacent neighbors along the chain,

$$U_{ij}^{FENE} = -\frac{1}{2} r_{ij} \ln \left[ 1 - \left( \frac{r_{ij}}{r_0} \right)^2 \right],$$

and $U_{ij}^{FENE} = 0$ for all other particle pairs. All model parameters and thermodynamic state point are adopted from [14]: temperature $T = \epsilon/k_B$, density $n = 0.84 \sigma^{-3}$, finite extensibility of the springs $r_0 = 1.5 \sigma$, and the strength of chain potential $\epsilon_{FENE} = 67.5 \epsilon$ is large enough in order to prevent chain crossings. In the following, we use reduced Lennard-Jones units throughout [17].

The simple FENE model system is very useful to describe the general dynamical behavior of polymer melts [14–16, 18]. This system serves as our starting point, providing the microscopic ("atomistic") level of description without any irreversibility built in. Under the assumption that the collective variables $\Pi$ capture all relevant physical processes on the time scale of interest, the nonequilibrium state of the system is characterized by the generalized canonical ensemble,

$$\rho(z) = f_{eq}(z) e^{-\Lambda \Pi(z) - \Lambda_0},$$

with phase space coordinates $z \equiv \{r_j, p_j\}$ and the classical $f_{eq}(z) \propto \exp(-H(z)/k_BT)$ with $H$ denoting the microscopic Hamiltonian [1, 13, 19]. The Lagrange multipliers $\Lambda(x)$ (cf. Fig. 1) are determined by the values of the slow variables, $x = (\Pi(z))$, where the average is performed with (3), and $\Lambda_0$ a normalization constant. As structural variable, we here choose $x$ to be the mean tensor of gyration,

$$\Pi(z) = \frac{1}{N_{ch} N} \sum_{a=1}^{N_{ch}} \sum_{j=i_a+1}^{i_a+N} (r_j - r_{i_a}^c)(r_j - r_{i_a}^c),$$

where $i_a = (a-1)N$ and $r_{i_a}^c = N^{-1} \sum_{i=i_a+1}^{i_a+N} r_i$ is the center of mass of chain $a$. This choice of slow variables is appropriate for low-molecular, unentangled polymeric systems, where $x$ indeed varies slowly compared with fast relaxation processes such as fluctuation of bond lengths and angles, intermolecular distances, or higher normal modes [2, 13]. For a more detailed justification of our choice of $x$ see Appendix A. We can neglect the macroscopic hydrodynamic velocity field in (3) since it equilibrates extremely rapidly on length scales of individual polymers [20]. The same situation is encountered in other complex fluids as long as the large relaxation time scales of the collective variables are generated on relatively short length scales. For a more complete treatment including the hydrodynamic fields see Ref. [21].

The time evolution for the slow variables $x$ can in general be written as [13]

$$\dot{x} = x_{rev} + M : \frac{\delta S}{\delta x}, \quad \frac{\delta S}{\delta x} = k_B \Lambda,$$

where $x_{rev}$ denotes the reversible contribution in terms of a Poisson bracket. Here, we have employed the expression for the macroscopic entropy $S(x) = -k_B \langle \ln \rho \rangle$ corresponding to the ensemble (3). Entropy gradients drive the irreversible contribution to (5). Equation (5) is justified e.g. from projection operator derivation [12, 22], which shows that the symmetric friction matrix $M(x)$ can be obtained from a Green-Kubo type formula

$$M = \langle \mathcal{M}(z(t)) \rangle, \quad \mathcal{M} = \frac{1}{2k_B \tau_s} \triangle_{\tau_s} \Pi(z) \triangle_{\tau_s} \Pi(z),$$

where $\triangle_{\tau_s} \Pi$ denotes fast fluctuations of $\Pi$ on a time scale $\tau_s$ that separates the evolution of the slow variables $x$ from the rapid dynamics of the remaining degrees of freedom.

The reversible part of motion is obtained analytically by considering the transformation behavior of $\Pi$, cf. [13] for worked out examples. Specifically, when $x$ is a deformation tensor such as the tensor of gyration, and considering a macroscopic flow field $v(r) = \kappa \cdot r$, hence $\kappa = (\nabla v)^T$, one finds the so-called upper-convected behavior [21], $\dot{x}_{rev}(x, \kappa) = x \cdot \kappa^T + \kappa \cdot x$. The remaining building blocks $\Lambda$ and $M$ needed to complete the coarse-grained model (5), we obtain self-consistently through a hybrid iteration scheme, as described next.

III. SYSTEMATIC TIME-SCALE BRIDGING METHOD

In general, the space of admissible values for the slow variable $x$ is too large for a full parameterization of $\Lambda(x)$ from direct numerical integration. We choose to parameterize $\Lambda$ and $M$ along one-dimensional paths $x(\gamma)$, where $\gamma$ denotes the value of the external control parameter, i.e. the flow rate for chosen velocity gradients $\kappa (\gamma)$ in our case. Note, that this procedure is analogous to the experimental determination of rheological properties in viscometric flows [2]. While errors in determining $\Lambda$ can in principle violate the thermodynamic integrability condition for $S(x)$, this problem is avoided when working with one-dimensional paths which do not cross. In order to calculate $\Lambda(x)$ for relevant $x$ (here, relevant for given flow gradient $\kappa$), we investigate nonequilibrium steady states, for which the left hand side of (5) vanishes. The systematic time-scale bridging method we propose is summarized in Tab. I.

The updated Lagrange multipliers obtained in step (v) can potentially be used to re-enter the procedure at (i), and follow steps (ii)–(v) until $\Lambda$ has converged. The whole procedure
step description

(i) choose initial values for the Lagrange multipliers $\Lambda$
(ii) generate $n$ independent configurations distributed according to the generalized canonical ensemble (3)
(iii) solve Hamilton’s unconstrained equations of motion for all $n$ systems during a short time interval $\tau_s$
(iv) calculate the friction matrix $\mathbf{M}$ from Eq. (6) and $\mathbf{x}$ directly from the $n$ trajectories produced in (iii)
(v) calculate an updated value for $\Lambda$ by solving (5) for $\Lambda$ with $\dot{x} = 0$ (in terms of $\mathbf{M}$, $\mathbf{x}$, and $\kappa$

the latter two quantities are “hidden” in $\dot{x}_{\text{rev}}$)

TABLE I: Summary of proposed time-scale bridging method.

(i)–(v) is then repeated for other choices of the control parameter $\gamma$ in order to establish the model (5) for different external fields.

Notice, that the strategy does not require the implementation of flow-specific boundary conditions such as Lees-Edwards (shear) [14] or Krainy-Reinelt (planar elongational flow) [18] which is a particularly useful feature as it allows us to study arbitrary flow situations within exactly the same approach. In the same spirit, and in order to not potentially falsify results for the friction matrix, the algorithm also does not involve any constraints such as thermo- or barostats. These advantages are build in our approach since the macroscopic variables do not change significantly on the short time scale $\tau_s$ of the MD simulations in (iii).

We now specify how to implement the steps (i)–(v) efficiently, and how to self-consistently determine the range of validity of the underlying assumption (3). We choose the control parameter $\gamma$ logarithmically equidistant, $\log(\gamma) \in [a, a + \Delta a, a + 2\Delta a, \ldots, b]$. Before we start the procedure, we initialize $\Lambda = 0$ and $\log \gamma = a$.

The loop starts at (i) with the current value of $\Lambda$. For (ii) the same $\Lambda$ is used in a MC scheme to generate microcanonical configurations distributed according to (3). We have generated $n$ realizations (typically, $n = 500$) by slightly modifying the procedure of [23]: For each realization, we generate $N_{\text{ch}} > N_{\text{ch}}$ (infinitely thin) independent single FENE polymer chains, each distributed according to $\exp(-\mathbf{A} : \mathbf{Pi})$, where $\mathbf{Pi} = \mathbf{Pi} / N_{\text{ch}}$ is the tensor of gyration of the single chain. Next, the diameter of chains is successively increased, and overlapping chains selectively removed. With this method, we generate a polymer melt at the desired density, where the anisotropy generated by $\Lambda$ remains preserved. Subsequently, Maxwellian distributed velocities are assigned, in agreement with (3). For (iii) one chooses a symplectic integrator (we have used a velocity-Verlet algorithm) to perform microcanonical equilibrium MD based on the microscopic Hamiltonian $H(\mathbf{x})$. We calculate and store trajectories $\mathbf{z}(t)$ during a short time interval, $t \in [0, \tau_s]$, which is small enough to not significantly alter $\mathbf{x}$ during the course of the MD. For polymeric systems, the gyration tensor will relax towards equilibrium on a time scale $\tau$ which is known to be huge compared with the Lennard-Jones time unit, $\tau = 0.39 (1 + N/78)^2$ from [14] for melts under study, i.e., $\tau \approx 200$ for $N = 20$. As we carefully investigated, results are (as they should for proper choice of $\tau_s$) insensitive on $\tau_s$ in the regime $\tau / \tau_s \in [5, 50]$. See also Fig. 2. We use $\tau_s = \tau / 30 \ll \tau$, and $N \in \{10, 20, 30\}$ for results to be presented. Notice, that the MD simulation time is thus very short compared to conventional nonequilibrium MD (NEMD) at (the problematic) low field strengths (flow rates), where simulation times large compared with the inverse rate ($\gamma^{-1}$) are required. (iv) With the $n$ sets of phase space trajectories $\mathbf{z}(t)$ at hand, one inserts them into the definition of the slow variable $\Pi(\mathbf{z}(t))$, and then evaluates the friction term $\mathbf{M}$ (in our case a $4 \times 4$ matrix) from (6), with $\Delta \tau \mathbf{Pi} = \Pi^\ast(t(\tau_s)) - \Pi^\ast(t(0))$. The average in (6) is evaluated as an arithmetic mean over the $n$ independent trajectories, e.g., $\mathbf{M} = (1/n) \sum_i \mathbf{M}_i$, where we denote the partial contribution from trajectory $i \in \{1, \ldots, n\}$ by a bracketed subscript. The number of samples $n$ has to be chosen large enough to calculate $\mathbf{M}$ sufficiently accurate. In our case, several components of $\mathbf{M}$ should vanish by symmetry consideration, and one can choose $n$ as large as to ensure these components vanish within statistical uncertainty. Notice further, that $\mathbf{M}$ possesses basic symmetries such as $M_{k\mu\nu} = M_{\mu\nu k\beta} = M_{\beta k\mu\nu}$ for arbitrary choices of indices because $\Pi$ is symmetric. (v) Repeating the procedure (i)–(v)–(i)–.. for each $\gamma$ until convergence can be replaced by an efficient reweighting scheme. This scheme relies on the smallness of the change of increment $\Delta a$, which comes together with moderate changes of the distribution function $\rho$. To this end we use Broyden’s method with standard settings [24] which does not require the Jacobian matrix, to solve the nonlinear system

$$0 = \sum_{i=1}^{n} \left[ C_i + k_B \mathbf{M}_i(\gamma) : \delta \Lambda \right] w_i, \quad w_i \equiv e^{-\delta \Lambda \Pi(i)} \prod_{j \neq i} e^{-\delta \Lambda \Pi(j)}$$

for (matrix) $\delta \Lambda$, with mismatch $C_i \equiv \dot{x}_{\text{rev}}(\Pi(i), \kappa) + k_B \mathbf{M}_i(\gamma) : \Lambda$, cf. Eqs. (3), (5). For example, in a shear flow, (7) stands for six equations and six unknowns. With the solution $\delta \Lambda$ of (7) at hand, we directly calculate the reweighted slow variables and friction matrix, $\mathbf{x} = \sum_i w_i \Pi_i, \mathbf{M} = \sum_i w_i \mathbf{M}_i$, as well as updated Lagrange multipliers, $\Lambda \rightarrow \Lambda + \delta \Lambda$. A justification of the reweighting scheme is given in Appendix B. Finally, we increase the control parameter $\log \gamma \rightarrow \log \gamma + \Delta a$, and start over with step (i) of the procedure, until we have swept through the control parameter space.

By then, we have recorded consistent sets $\mathbf{x}, \mathbf{M}$, as well as $\Lambda$ for the whole range of parameters $\gamma$. That is, we have obtained $\Lambda(\mathbf{x})$, $\mathbf{M}(\mathbf{x})$ and therefore established the coarse-grained model (5) for particular parameterized path $\mathbf{x}(\gamma)$. By choosing the control parameters appropriately, our approach uses paths to explore those regions in state and parameter space that correspond to driven nonequilibrium situations of interest. For the system under study, the quantity $x(\gamma)$ itself is experimentally accessible by means of small angle neutron scattering [14]. Other particularly interesting material functions are flow curves, i.e., stress tensor $\sigma$ as function of the control parameter $\gamma$. The macroscopic expression for the
polymer contribution to the stress tensor

\[ \sigma = -2n_p k_B T \mathbf{x} \cdot \Lambda, \quad (8) \]

where \( n_p \) is the polymer concentration, follows from both, nonequilibrium thermodynamics [13], and by evaluating the microscopic expression for the stress tensor in the ensemble (3), see Appendix C. A more detailed discussion of the stress tensor within this context is given in [21].

Before presenting results obtained with the proposed method, we briefly comment on the time- and length-scales involved, already alluded to in the introduction. The original, microscopic model has as characteristic length scale the bead diameter \( \sigma \) and reference time \( \tau_{R,L} = [m\sigma^2/\epsilon]^{1/2} \), where \( m \) is the mass and \( \epsilon \) the characteristic Lennard-Jones interaction energy. On the coarse-grained level, the characteristic length scale is the radius of gyration, \( R_g \approx \sigma N^{1/2} \). The corresponding time scale estimated from the Rouse model [25] is \( \tau_R = \zeta(N\sigma)^2/[3\pi^2 k_B T] \), where \( \zeta \) is the bead friction coefficient. Therefore, the bridging of length scale \( R_g/\sigma = N^{1/2} \) is associated with a bridging of time scales \( \tau_R/\tau_{R,L} = cN^2 \), where \( c = 5/16\pi^{3/2}\zeta/\epsilon/k_B T \).\(^{1/2} \) with \( \zeta_0 = 3\pi/(16\sigma)\pi m k_B T \) \(^{1/2} \) the friction coefficient of a hard sphere gas.

IV. RESULTS

Figure 2 shows different components of the \( \mathbf{M} \) matrix (6) as a function of the separating time \( \tau_s \). As mentioned before, the results for \( \mathbf{M} \) are to a good approximation independent of the precise value of \( \tau_s \) in a broad range \( \tau_s \in [5, 50] \) which is significant smaller than the polymer relaxation time \( \tau \) (\( \tau \approx 200 \) for \( N = 20 \)). Furthermore, the comparison in Fig. 2 shows that the simplified formula (6) approximates the more accurate integral formula [13] \( \mathbf{M} = \frac{1}{\tau_s} \int_0^{\tau_s} dt \langle \Pi(t) \Pi(0) \rangle \) quite well.

Having established the thermodynamic building blocks \( \Lambda(\mathbf{x}) \) and \( \mathbf{M}(\mathbf{x}) \), we can use the evolution equations (5) to study time-dependent flows. We have calculated transient dynamics in startup of steady shear flow, or storage and loss moduli \( G' \) and \( G'' \) as function of frequency \( \omega \) upon using an oscillating control parameter \( \gamma \propto \sin \omega t \) (graphs not shown). We note that, due to our choice of the parameterization \( \mathbf{x}(\hat{\gamma}) \), the transient dynamics \( \mathbf{x}(t) \) is readily calculated as long as we do not leave the known subspace \( \{ \mathbf{x}(\hat{\gamma}) \} \). Otherwise, interpolation and extrapolation methods are needed for parameterizing the missing regions in \( \mathbf{x} \)-space.

There are several options to test the range of validity of the coarse-grained model. As an internal consistency check, we recommend comparing the macroscopic expression for the stress tensor Eq. (8) with the standard microscopic (virial) expression, Eq. (C1). Both are available during the course of the simulation. We have verified that the two expressions for \( \sigma \) agree with each other for the range of flow rates considered. Under strong flow conditions and beyond the scope of the present study, higher order modes and kinetic contributions to the stress tensor tend to become increasingly important and need to be included suitably in \( \mathbf{x} \), cf. [19].

![FIG. 2: Different components of the friction matrix \( \mathbf{M} \) as a function of the separating time \( \tau_s \) obtained in step (iii) of our procedure. Solid and open symbols correspond to the integral formula mentioned in the text and Eq. (6), respectively. Results correspond to a chain length of \( N = 30 \) and a planar shear flow with dimensionless shear rate \( \dot{\gamma} = 0.00036 \).](image)

![FIG. 3: (color online). Flow alignment angle \( \chi \) calculated from gyration tensor \( \mathbf{x} \) (open circles) and \( \Lambda \) (filled squares) as a function of the logarithm of the shear rate \( \dot{\gamma} \) for planar shear flow (chain length \( N = 30 \)). Diamonds correspond to NEMD reference results taken from [14] obtained under the same conditions.](image)

We apply the proposed method to the FENE polymer melt described above, subjected to various flows (results for mixed and elliptical elongational flow not shown). For the case of simple shear, Fig. 1 shows the shear rate dependence of the chosen slow variable \( \mathbf{x} \) (tensor of gyration in our case) and the corresponding Lagrange multiplier \( \Lambda \). Very good agreement of \( \mathbf{x} \) with NEMD reference results is obtained. As a further consistency check, we have verified, that the basic identity \( (x_{11} - x_{22})x_{12}^{-1} \equiv (\Lambda_{11} - \Lambda_{22}) \Lambda_{12}^{-1} \), derived from Eq. (5) [26] using our choice for \( \mathbf{x} \) and \( \kappa \), holds within error margins. This quantity is related to the flow alignment angle \( \chi \) by \( (x_{11} - x_{22})x_{12}^{-1} = 2\cot(2\chi) \). Therefore, we show in Fig. 3 the alignment angle \( \chi \) calculated from \( \mathbf{x} \) as well as from \( \Lambda \). The very good agreement between those values shows the intrinsic consistency of our results. Further-
while in planar and equibiaxial elongation as well as in planar shear flow the viscosity decreases monotonically with flow rate [15, 27]. The corresponding \( x_{11} \) components of the gyration tensor, which characterize the polymer stretch, are plotted in Fig. 4b. We observe that polymer stretching is much more pronounced for planar and equibiaxial elongation compared to in planar shear flow. We have further validated the proposed algorithm for the rate \( \dot{\gamma} \) and chain length \( N \) dependence of the shear viscosity (see Fig. 5, which offers a quantitative comparison with available NEMD data from [14] for an identical system). Since our method does not require flow-adapted boundary conditions, we are able to include here the first simulation results on steady state equibiaxial elongation. All results for the sample application, including the many beyond the scope of this article and therefore not reported here, reproduce available experimental findings for gyration tensor and viscosities (shear thinning, strain hardening only in simple elongation, alignment in shear weaker than in elongation at same flow invariants, scaling behavior, overshoots, cf. [2, 27, 28]). The results provided in this section clearly demonstrate that the proposed simple procedure outlined in Tab. I allows to (i) recover known results obtained via classical approaches, (ii) study flow geometries not accessible using alternate approaches, (iii) calculate the friction matrix and La-grange multiplier, i.e., the irreversible part of the closed and low-dimensional time evolution equation (5) for the coarse-grained variable in a straightforward manner.

\section{V. CONCLUSIONS}

Using an alternating MC–MD iteration scheme, our approach successfully bridges the time-scale gap between microscopic and macroscopic scales by establishing the coarse-grained model within a nonequilibrium thermodynamics framework. Since only short MD simulations are needed, our method is very efficient (moreover, it is ideally suited for parallelization) and particularly allows to deal with arbitrary flow gradients, since neither special boundary conditions nor other constraints are needed. To be specific, even from the viewpoint of material property determination, our method is more efficient than standard NEMD when \( \dot{\gamma} \tau < (n_0/n)(\tau/\tau_s) \), where \( n_0 \) denotes the number of strain units needed for the NEMD. With \( \tau/\tau_s = 30, n = 500 \) used here, taking \( n_0 = 10 \) from [15] and also the time for the MC step into account (see [23]), our method is superior to NEMD for \( \dot{\gamma}\tau \leq 0.5 \), and \( m \) orders of magnitude faster at a value \( 10^{10} \) times smaller than that dimensionless rate.

The presented approach is very general, but the (a-posteriori validated) success of the coarse-graining procedure depends crucially on the proper choice of the slow variable. As mentioned above in our illustrating example, conformation tensors as slow variables for polymer melts are clearly restricted to the unentangled regime because interchain effects, entanglements or knots, hinder the relaxation of the conformation tensor for high molecular weight polymers [14, 16]. Some promising candidates for other soft matter systems are the tensorial order parameter for liquid crystals, the magne-
tization for magnetic liquids, and the path length of the entanglement network for entangled polymer melts [2, 14, 29]. The MC step is particularly challenging for dense polymeric systems, but efficient schemes exist for FENE as well as for atomistic models [26, 30].

For many complex fluids, Eq. (3) is known to serve as a successful starting point to derive closure relationships [14, 19]. Therefore, our method establishes the coarse-grained model all the way from equilibrium up to the validity of (3) and complements standard NEMD methods, which remain often well-suited for the less challenging regime of strong external forcing.
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APPENDIX A: CHOICE OF SLOW VARIABLES

The proper choice of appropriate slow (collective) variables is crucial not only for the method proposed here but for a broad class of nonequilibrium statistical mechanics approaches based on projection operator techniques [13].

In the present case of unentangled polymer melts, there is ample evidence that single chain conformation tensors are promising candidates for slow variables [2, 13, 26]. Therefore, we assume the slow variable \( x \) can be decomposed into an average over single chain (symmetric second rank) conformation tensors,

\[
\bar{x} = \frac{1}{N_{ch}} \sum_{a=1}^{N_{ch}} x^{(a)}. \tag{A1}
\]

The latter can always be expanded in a series of Rouse modes,

\[
x^{(a)} = \sum_{p=1}^{N-1} c_p x_p^{(a)} x_p; \quad x_p^{(a)} = \sum_{j=1}^{N-1} \Omega_{pj} Q_j^{(a)}, \tag{A2}
\]

where \( x_p^{(a)} \) is the \( p \)-th Rouse mode of chain \( a \), \( \Omega_{pj} = \sqrt{2/N \sin((\pi j)/N)} \) an element of the Rouse matrix and \( Q_j^{(a)} \) the connector vector of particles \( j + 1 \) and \( j \) of chain \( a \) [2].

As possible choice of the weights \( c_p \) in Eq. (A2), we initially implemented \( c_p = \delta_{p1} \), i.e. only the first Rouse mode is included. This choice is reasonable since the first Rouse mode is the slowest and therefore a natural candidate for the slow variable \( x \). However, the resulting model is restricted to very small deviations from equilibrium because there is no clear time scale separation to the higher modes which are neglected. In fact, the relaxation time of mode \( p \) in the Rouse model is \( \tau_p = \zeta/[8k \sin^2(\pi j/N)] \propto \tau_1/j^2 \) (\( \zeta \) and \( k \) are the bead friction coefficient and the spring constant in the Rouse model, respectively) and therefore the second mode relaxes only a factor four faster than the first one. Thus, when driven out of equilibrium like in a flow situation, several of the lowest Rouse modes are typically excited. In order to address this issue, we propose to include all Rouse modes in a single quantity such that the increasing relaxation times of the higher modes are reflected in a decreasing weight \( c_p \). Such a choice can be motivated by the fact that, in a stationary flow situation, the Lagrange multiplier is proportional to the product of relaxation time and velocity gradient (see e.g. Eq. (8.52) in [13]).

Thus, we use a single Lagrange multiplier \( \Lambda \) in the nonequilibrium ensemble Eq. (3) in order to excite all Rouse modes at the same time in a way that is consistent with Rouse theory. With \( c_p = N/(\pi p)^2 \) decreasing for increasing mode number \( p \) as the corresponding relaxation times, \( x \) becomes the gyration tensor, at least to a very good approximation. Comparing different choices for \( x \) (gyration tensor and the second rank tensor formed by either the first Rouse mode or the end-to-end vector), we found the gyration tensor to give the most accurate results.

APPENDIX B: REWEIGHTING SCHEME

We here describe the reweighting scheme employed in the above described algorithm. The generalized canonical distribution (3) is denoted by \( \rho_{\Lambda}(z) \), in order to make explicit its dependence on the values of the Lagrange multipliers \( \Lambda \). Corresponding averages of phase space functions are \( \langle A \rangle_{\Lambda} = \int dz A(z) \rho_{\Lambda}(z) \). The analytical form of (3) allows to relate the distribution \( \rho_{\Lambda+\delta\Lambda}(z) \) corresponding to different Lagrange multipliers \( \Lambda + \delta\Lambda \) to \( \rho_{\Lambda}(z) \) by

\[
\rho_{\Lambda+\delta\Lambda}(z) = \rho_{\Lambda}(z) \frac{e^{-\delta\Lambda : \Pi(z)}}{\left( e^{-\delta\Lambda : \Pi(z)} \right)_{\Lambda}}. \tag{B1}
\]

Therefore, also the averages of phase space functions corresponding to different values of Lagrange multipliers are related by

\[
\langle A \rangle_{\Lambda+\delta\Lambda} = \left( \frac{A e^{-\delta\Lambda : \Pi(z)}}{e^{-\delta\Lambda : \Pi(z)}} \right)_{\Lambda} \tag{B2}
\]

For small deviations \( \delta\Lambda \), the latter expression simplifies to

\[
\langle A \rangle_{\Lambda+\delta\Lambda} \approx \langle A \rangle_{\Lambda} \frac{\delta\Lambda : (\Pi A)_{\Lambda}}{1 - \delta\Lambda : \langle \Pi \rangle_{\Lambda}}. \tag{B3}
\]

Equation (B2) or (B3) for \( A = \Pi \) and \( \Lambda = M \) are used in the reweighting scheme in order to calculate the corrected values for \( x \) and \( M \), respectively, from recorded averages. In principle, Eq. (B2) allows to recalculate averages of \( A \) for arbitrary \( \delta\Lambda \). In practice, however, due to the finite ensemble size, such estimates are accurate only if \( \rho_{\Lambda} \) and \( \rho_{\Lambda+\delta\Lambda} \) have considerable overlap. This is the case for \( \delta\Lambda \) small enough such that relevant states for averages at \( \Lambda + \delta\Lambda \) are sufficiently well sampled with \( \rho_{\Lambda} \).
APPENDIX C: STRESS TENSOR IN GENERALIZED CANONICAL ENSEMBLE

Point of departure is the microscopic expression for the total stress tensor [2] which can be inferred from the term of second order in the expansion of the configurational Helmholtz free energy with respect to the strain tensor [31]

\[
\sigma_{\alpha\beta}^{\text{tot}} = -\frac{1}{V} \left\langle \sum_j m_j c_{j,\alpha} c_{j,\beta} \right\rangle - \frac{1}{V} \left\langle \sum_j r_{j,\alpha} F_{j,\beta} \right\rangle. \tag{C1}
\]

The first, kinetic contribution can be well approximated by the ideal gas expression with \( p \equiv n k_B T \). Deviations from this expression are minor in polymer melts and show up only at extremely high flow rates [14, 32].

We further assume (i) potential forces \( F_{j,\alpha} = -\partial H/\partial r_{j,\alpha} \), and (ii) a generalized canonical ensemble \( \rho(z) = (1/Z^\ast) \exp[-\beta H - N_{\text{ch}} \Lambda : \Pi] \), cf. Eq. (3), where \( N_{\text{ch}} \) denotes the number of polymer chains.

Assumptions (i) and (ii) allow us to write

\[
F_{j,\beta} \rho = -\frac{\partial H}{\partial r_{j,\beta}} \rho = \frac{1}{\beta} \frac{\partial}{\partial r_{j,\beta}} \rho + \frac{N_{\text{ch}}}{\beta} \Lambda_{\mu\nu} \frac{\partial \Pi_{\mu\nu}}{\partial r_{j,\beta}} \rho. \tag{C2}
\]

Inserting this into (C1) gives

\[
\sigma_{\alpha\beta}^{\text{tot}} = -p \delta_{\alpha\beta} - \frac{1}{\beta V} \sum_j \int dz r_{j,\alpha} \frac{\partial}{\partial r_{j,\beta}} \rho(z)_{z=0} - \frac{N_{\text{ch}} \Lambda_{\mu\nu}}{V \beta} \sum_j \int dz r_{j,\alpha} \frac{\partial \Pi_{\mu\nu}}{\partial r_{j,\beta}} \rho(z) = -p \delta_{\alpha\beta} - n_p k_B T \Lambda_{\mu\nu} \left\langle \sum_j r_{j,\alpha} \frac{\partial \Pi_{\mu\nu}}{\partial r_{j,\beta}} \right\rangle. \tag{C3}
\]

Equation (C4) can independently be derived from nonequilibrium thermodynamics [13]. It should be noted that Eq. (C4) captures the polymer contribution to the stress tensor as the Lagrange multipliers \( \Lambda \) describe nonequilibrium polymer configurations. For short-chain polymer melts, a “simple fluid contribution” has to be added in order to account for the stress contribution to the total stress tensor that would be present in the absence of chain connectivity [21, 33].

For the special case of conformation tensor models, \( \Pi \) can be expressed as a bilinear form of the particle positions. Then, we obtain from Eq. (C3) the final expression

\[
\sigma_{\alpha\beta}^{\text{tot}} = -p1 - 2n_p k_B T x \cdot \Lambda. \tag{C4}
\]
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