On the partition function of the $Sp(4)$ integrable vertex model
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Abstract

In this paper we investigate certain fusion relations associated to an integrable vertex model on the square lattice which is invariant under $Sp(4)$ symmetry. We establish a set of functional relations which include a transfer matrix inversion identity. The solution of these relations in the thermodynamic limit allows us to compute the partition function per site of the fundamental $Sp(4)$ representation of the vertex model. As a byproduct we also obtain the partition function per site of a vertex model mixing the four and five dimensional representations of the $Sp(4)$ symmetry.
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1 Introduction

The study of statistical models on the square lattice via transfer matrix techniques has a long history [1, 2]. Over the years, the use of approaches based on functional equations has been shown to be fruitful in dealing with models of intricate algebraic or analytical structure. More specifically, in the context of vertex models and IRF models, one has approaches based on inversion relations [3, 4, 5], fusion functional equations [6, 7, 8] and transfer matrix inversion identities [9].

In this work, we are interested in the determination of the partition function of the $Sp(4)$ integrable vertex model via functional methods, which together with Bethe ansatz techniques and $T$-$Q$ relations are the state of the art of the computation of the partition functions. At the classical level, the $Sp(4)$ vertex model is interesting (along with the general $Sp(2n)$ and $O(n)$ vertex models) since, along with the identity and permutation operators, it involves the Temperley-Lieb operators and so generalizes the $SU(n)$ vertex models. On the other hand, the $Sp(4)$ quantum spin chain can be seen as coupled spin-1/2 chains in the context of spin-orbital models [10]. Besides that, the interest in the $Sp(4)$ model is enhanced due to the subtle analytical structure of the leading eigenvalue, which implies that one cannot straightforwardly solve the usual inversion relation. In order to proceed, we need to complement the usual inversion relation with suitable additional relations obtained from the rules of fusion [11, 12, 13, 14]. We derive a set of relations that we refer to as transfer matrix fusion identities which hold for arbitrary values of the spectral parameter. This is in contrast with the discrete set of relations used in [14].

In the thermodynamic limit, the above mentioned transfer matrix fusion identities are an exact truncation of the fusion hierarchy, which therefore allows for the complete determination of the partition function per site of the vertex model on the square lattice. The obtained solution can be seen to show explicitly a kind of CDD factor due to the loss of analyticity along an infinitely long line in the complex plane. This
seems to be the first instance of rational model presenting such features.

Moreover, the determination of the partition function of the transfer matrix in the thermodynamic limit is the first step towards the determination of the two-sites correlation function of the $Sp(4)$ quantum spin chain, along the same lines as [15]. Similarly to [15], a set of two functional equations for the physical correlations can be obtained from the quantum Knizhnik-Zamolodchikov equations [16] for the $Sp(4)$ spin chain. Nevertheless, one of these equations can be cast into the form of the inversion relation discussed in this work. Therefore, due to the loss of analyticity in the putative physical strip, it is necessary to enlarge the system of equations to fully determine this first function. The general framework to work out, from the quantum Knizhnik-Zamolodchikov equations, namely the full set of generalized fusion equations to fully determine the correlation functions is still an open problem.

This paper is organized as follows. In section 2 we outline the integrable structure of the model. In section 3 we introduce the fusion properties and obtain the transfer matrix fusion identities for the $Sp(4)$ model. In section 4 we compute the partition function per site in the thermodynamic limit. Our conclusions are given in section 5. Additional details are given in two appendices.

2 The vertex model

The fundamental $Sp(4)$ integrable vertex model is described by the $R$-matrix [18] [19] [20] [21]

$$R_{12}^{(4,4)}(\lambda) = \lambda(\lambda + 3)I_{12} + (\lambda + 3)P_{12} + \lambda E_{12}. \quad (1)$$

which acts in the indicated spaces of the tensor product $W \otimes W$, where $W$ is the fundamental representation of $Sp(4)$, which is of dimension 4 as indicated in the superscript. Here $I_{i,i+1}$, $P_{i,i+1}$ and $E_{i,i+1}$ are the identity, permutation and Temperley-Lieb operators acting on the sites $i$ and $i + 1$. Their matrix elements are given...
as \((I_{i,i+1})^{bd}_{ac}\) = \(\delta_{a,b}\delta_{c,d}\), \((P_{i,i+1})^{bd}_{ac}\) = \(\delta_{a,d}\delta_{b,c}\) and \((E_{i,i+1})^{bd}_{ac}\) = \(\epsilon_{a}\epsilon_{c}\delta_{a,5} - \epsilon_{b}\delta_{b,5} - d\) for \(1 \leq a, b, c, d \leq 4\) where \(\epsilon_{1} = \epsilon_{2} = 1\) and \(\epsilon_{3} = \epsilon_{4} = -1\).

The \(R\)-matrix has the important properties of regularity, unitarity and crossing as given below,

\[
R^{4,4}_{12}(0) = 3P_{12},
\]

\[
R^{4,4}_{12}(\lambda)R^{4,4}_{21}(-\lambda) = (1 - \lambda^2)(3^2 - \lambda^2)I_{12},
\]

\[
R^{4,4}_{12}(\lambda) = (V \otimes I)(R^{4,4}_{12}(-\lambda - \rho))t_2(V^{-1} \otimes I),
\]

where \(t_2\) is transposition in the second space, the crossing parameter is \(\rho = 3\) and the crossing matrix \(V\) is given by \(V = \text{anti-diagonal}(1, 1, -1, -1)\), where the matrix entries are listed from the top-right to the bottom-left corners. The \(R\)-matrix satisfies the Yang-Baxter equation

\[
R^{4,4}_{12}(\lambda - \mu)R^{4,4}_{13}(\lambda)R^{4,4}_{23}(\mu) = R^{4,4}_{23}(\mu)R^{4,4}_{13}(\lambda)R^{4,4}_{12}(\lambda - \mu).
\]

The partition function of a classical vertex model on an \(M \times L\) lattice with periodic boundary conditions in both directions can be written as \(Z = \text{Tr} \left[ (T^{4})^{M}\right]\), where \(T^{4}(\lambda)\) is the row-to-row transfer matrix given by the trace over the 4-dimensional auxiliary space \(A\) of the monodromy matrix \(T^{4}(\lambda) = R^{4,4}_{A_4}(\lambda) \ldots R^{4,4}_{A_1}(\lambda)\) such that,

\[
T^{4}(\lambda) = \text{Tr}_A [T^{4,4}_A(\lambda)].
\]

Thanks to the Yang-Baxter equation, the transfer matrix constitutes a family of commuting operators with \([T^{4}(\lambda), T^{4}(\mu)] = 0\). Therefore, \(T^{4}(\lambda)\) is a generating function of conserved charges. The first non-trivial conserved charge is obtained by logarithmic derivative of the transfer matrix, \(\mathcal{H}^{4} = \frac{d}{d\lambda} \log T^{4}(\lambda)\bigg|_{\lambda=0}\), which is the Hamiltonian of the integrable \(Sp(4)\) spin chain with periodic boundary condition

\[
\mathcal{H}^{4} = \sum_{i=1}^{L} \left( \frac{1}{3} I_{i,i+1} + P_{i,i+1} - \frac{1}{3} E_{i,i+1} \right),
\]

\(L\)
whose physical properties were studied via the solution of the Bethe ansatz equation in [24].

The above Hamiltonian can be written in terms of two commuting sets of Pauli matrices [23, 24] and it is related to spin-orbital models [10],

\[
\mathcal{H}^{(4)} = \frac{1}{6} \sum_{i=1}^{L} \left[ \vec{\sigma}_i \vec{\sigma}_{i+1} + 2(\vec{\tau}_i \vec{\tau}_{i+1} - \frac{1}{2} \tau_i^z \tau_{i+1}^z) + \vec{\sigma}_i \vec{\sigma}_{i+1}(\vec{\tau}_i \vec{\tau}_{i+1} + \tau_i^z \tau_{i+1}^z) + 4I_{i,i+1} \right],
\]

where \( \vec{\sigma}_i \) is associated with the spin degrees of freedom and \( \vec{\tau}_i \) represents the orbital degree of freedom.

3 Fusion relations

For the \( Sp(4) \) case, the tensor product of two fundamental representations decomposes as \( 4 \otimes 4 = 1 \oplus 5 \oplus 10 \) [25]. This means that we can rewrite the fundamental \( R \)-matrix \( R_{12}^{(4,4)}(\lambda) \) in terms of the projectors onto such spaces, namely

\[
R_{12}^{(4,4)}(\lambda) = (\lambda + 1)(\lambda - 3)\tilde{P}_{12}^{(1)} + (\lambda - 1)(\lambda + 3)\tilde{P}_{12}^{(5)} + (\lambda + 1)(\lambda + 3)\tilde{P}_{12}^{(10)},
\]

where \( \tilde{P}_{12}^{(\alpha)} \) are the projectors on the \( \alpha \)-dimensional subspaces (\( \alpha = 1, 5, 10 \)), which are given in Appendix A. This shows explicitly the singular \( \lambda \) values for which the \( R \)-matrix degenerates into projection operators and implies \( R_{12}^{(4,4)}(-3) = 12\tilde{P}_{12}^{(1)} \) and \( R_{12}^{(4,4)}(-1) = -4\tilde{P}_{12}^{(5)} \).

By the rules of fusion [11, 12, 13], one can exploit the point \( \lambda = -1 \) to obtain a new \( R \)-matrix with a 5-dimensional auxiliary space (see [13, 26] and the Appendix A for more details on the fusion rules for \( Sp(4) \)) given as,

\[
R_{12}^{(5,4)}(\lambda) = (\lambda - \frac{5}{2})\tilde{P}_{12}^{(4)} + (\lambda + \frac{5}{2})\tilde{P}_{12}^{(16)},
\]

where the projectors \( \tilde{P}_{12}^{(4)} \) and \( \tilde{P}_{12}^{(16)} \) (also given in Appendix A) are due to the decomposition \( 5 \otimes 4 = 4 \oplus 16 \). From the singular values, one can also simply read
that $R^{(5,4)}_{12}(\frac{5}{2}) = 5\tilde{P}^{(16)}_{12}$ and $R^{(5,4)}_{12}(-\frac{5}{2}) = -5\tilde{P}^{(4)}_{12}$. The latter value is of particular importance, since it has the potential of closing the fusion hierarchy by projecting back to the fundamental representation. Besides, this fused $R$-matrix also satisfies the unitarity condition $R^{(5,4)}_{12}(\lambda)R^{(4,5)}_{21}(-\lambda) = ((\frac{5}{2})^2 - \lambda^2)I_{12}$ and the following Yang-Baxter equation,

$$R^{(5,4)}_{12}(\lambda - \mu)R^{(5,4)}_{13}(\lambda)R^{(4,4)}_{23}(\mu) = R^{(4,4)}_{23}(\mu)R^{(5,4)}_{13}(\lambda)R^{(5,4)}_{12}(\lambda - \mu).$$

(11)

Having this fused $R$-matrix, we can define another transfer matrix whose auxiliary space is 5-dimensional,

$$T^{(5)}(\lambda) = \text{Tr}_A \left[ R^{(5,4)}_{AL}(\lambda) R^{(5,4)}_{AL-1}(\lambda) \cdots R^{(5,4)}_{A1}(\lambda) \right].$$

(12)

The above transfer matrices $T^{(4)}(\lambda)$ and $T^{(5)}(\lambda)$ also commute mutually for different spectral parameters.

The fusion structure provides us with the functional relations among these transfer matrices, which we refer to as transfer matrix fusion identities. For $Sp(4)$, these take the form

$$T^{(4)}(\lambda)T^{(4)}(\lambda - 3) = \left[ (\lambda^2 - 1)(\lambda^2 - 3^2) \right]L + \varphi(\lambda)V_1(\lambda),$$

(13)

$$T^{(4)}(\lambda)T^{(4)}(\lambda - 1) = \left[ (\lambda^2 - 1)(\lambda + 3) \right]L T^{(5)}(\lambda - \frac{1}{2}) + \varphi(\lambda)V_2(\lambda),$$

(14)

$$T^{(4)}(\lambda)T^{(5)}(\lambda - \frac{5}{2}) = (\lambda + 3)L T^{(4)}(\lambda - 2) + \varphi(\lambda)V_3(\lambda),$$

(15)

where (13) is the transfer matrix inversion identity [9]. By exploiting the singular values $\lambda = -1$ and $\lambda = -\frac{5}{2}$ of $R^{(4,4)}_{12}(\lambda)$ and $R^{(5,4)}_{12}(\lambda)$ respectively, we can derive the two additional identities between the fusion transfer matrices (14-15). Here $\varphi(\lambda) = \lambda^L$ and $V_i(\lambda)$ are analytic auxiliary matrices that commute with the transfer matrices. Moreover, $\varphi(0) = 0$ so that (13) is trivially satisfied when $\lambda = 0$ due to the pure action of the projectors and (14-15) become special relations between the 4 and 5 dimensional transfer matrices, since $T^{(4)}(0)$ is the shift operator. We note that
these identities are derived for periodic boundaries. Nevertheless by changing the boundary conditions, we would only introduce $O(1)$ terms into these equations that do not change the calculation of the bulk free energies. This is in agreement with the expectation that the bulk free energies are independent of the choice of boundary conditions that do not break any transfer matrix conservation laws.

Since the common eigenvectors of the transfer matrices and auxiliary matrices are independent of $\lambda$, the functional relations (13-15) are also satisfied by the transfer matrix eigenvalues $\Lambda^{(\alpha)}(\lambda)$ and the auxiliary matrix eigenvalues $V_i(\lambda)$. In addition to that, for large $L$, the terms $\varphi(\lambda)V_i(\lambda)$ are exponentially small when compared with the other terms, since it is enough to consider $|\lambda| < \epsilon$ for an arbitrarily small and positive $\epsilon$, which implies that those terms decay as $|\lambda|^L \sim \epsilon^L$ as is verified numerically and also by the consistency with the numerical estimated bulk free energy and the ground state energy of the associated spin chain. Therefore, the fusion identities reduce to,

$$
\Lambda^{(4)}(\lambda)\Lambda^{(4)}(\lambda - 3) = [(\lambda^2 - 1)(\lambda^2 - 3^2)]^L \left(1 + O(e^{-L})\right),
$$

(16) 

$$
\Lambda^{(4)}(\lambda)\Lambda^{(4)}(\lambda - 1) = [(\lambda^2 - 1)(\lambda + 3)]^L\Lambda^{(5)}(\lambda - \frac{1}{2}) \left(1 + O(e^{-L})\right),
$$

(17) 

$$
\Lambda^{(4)}(\lambda)\Lambda^{(5)}(\lambda - \frac{5}{2}) = (\lambda + 3)^L\Lambda^{(4)}(\lambda - 2) \left(1 + O(e^{-L})\right),
$$

(18) 

which are valid for $|\lambda| < \epsilon < \frac{1}{2}$ for some fixed $\epsilon$. Note that (16) is the inversion relation [3,4,5] for the $Sp(4)$ vertex model. Therefore, the above fusion relations are an exact truncation of the fusion hierarchy in the limit $L \to \infty$.

The above relations hold for all the transfer matrix eigenvalues for large $L$. In the limit $L \to \infty$, the eigenvalues are determined by their different analyticity and asymptotic behaviours within the analyticity strip. The analyticity strip is determined by the pattern of zeros of the eigenvalues and coincides with the largest strip which may contain a finite number of (removable) zeros but is free of accumulating zeros as $L \to \infty$. In this case, referring to the numerical data (see Figure 1 below),
the analyticity strip is either \(-\frac{7}{2} < \text{Re}(\lambda) < \frac{1}{2}\) or a somewhat narrower strip. To calculate free energies, it suffices to consider the region \(-3 - \epsilon < \text{Re}(\lambda) < \epsilon\), where \(\epsilon\) is fixed within the interval \(0 < \epsilon < \frac{1}{2}\). Once a bulk free energy is obtained in an open domain inside the analyticity strip, it can be analytically continued to the full analyticity strip.

In order to determine the partition function of the fundamental model, we are interested in the largest eigenvalue \(\Lambda_{0}^{(4)}(\lambda)\). In most cases, the leading eigenvalue is an analytic function in the respective physical strip with at most a finite number of zeros which can be removed by the multiplication of a finite number of polynomial factors usually called CDD factors in the context of (1+1)-dimensional field theories \[27\]. This allows for the determination of the leading eigenvalue by using the single inversion relation \[16\] as in \[3, 4, 5\] and also for the \(O(n)\) vertex models \[28\].

We have studied the pattern of zeros of the largest eigenvalue of the transfer matrix for the \(Sp(4)\) vertex model. Our results are exhibited in Figure 1 for lattice sizes \(L = 8\) and \(L = 12\) respectively. This study reveals that, for the \(Sp(4)\) vertex model, there are zeros precisely at the center of the strip along the line \(\text{Re}(\lambda) = -\frac{3}{2}\) and the number of those zeros and their density grows linearly with system size. This accumulation of zeros breaks the analyticity along the center line of the physical strip. This means that the \(Sp(4)\) model is a rather peculiar model in that it requires extra relations to connect both sides of the physical strip in order to determine the partition function in the thermodynamic limit. Since the largest eigenvalue of the transfer matrix with 5-dimensional auxiliary space \(\Lambda_{0}^{(5)}(\lambda)\) is free of zeros inside the wider strip \(-\frac{7}{2} < \text{Re}(\lambda) < \frac{1}{2}\), the set of relations \[16, 18\] are just enough to determine the leading eigenvalues \(\Lambda_{0}^{(4)}(\lambda), \Lambda_{0}^{(4)}(\lambda - 3)\) and \(\Lambda_{0}^{(5)}(\lambda)\). This is the subject of the next section.

It is worth noting that the exact truncation of the fusion hierarchy was exploited earlier in the different context of inhomogeneous transfer matrix, which is the core of
Figure 1: Left panel: Zeros of the leading eigenvalue $\Lambda^{(5)}(\lambda)$ for $L = 8, 12$. Right panel: Zeros of the leading eigenvalue $\Lambda^{(4)}(\lambda)$ in the complex plane for $L = 8, 12$ exhibiting $L/2$ zeros in the center of the analytical strip.

the off-diagonal Bethe ansatz method [14, 26]. In the framework of [14, 26], the fusion relations are truncated exactly at certain discrete values of the spectral parameter and the relations hold for arbitrary lattice sizes. We expect that the above exact truncation of the fusion hierarchy for the transfer matrix with periodic boundary condition in the thermodynamic limit can also be extended to the case of the double-row transfer matrix. This would require the use of the fused boundary $K$-matrices and the consideration of the role of reflecting monodromy matrix as described in [14, 26]. Therefore, we expect that relations similar to (13-18) should exist for the double-row transfer matrix with the insertion of multiplicative factors due to the left and right
boundaries. However the explicit derivation of these relations and calculation of the associated boundary free energies are beyond the scope of this work.

4 Largest eigenvalue of the transfer matrix and partition function

In this section we determine the largest eigenvalue \( \Lambda_0^{(4)}(\lambda) \) of the transfer matrix in the extended region \(-\frac{7}{2} < \text{Re}(\lambda) < \frac{1}{2}\). As a byproduct we also obtain the largest eigenvalues \( \Lambda_0^{(5)}(\lambda) \).

In order to do this, it is convenient to define the partition function per site and its logarithmic derivative

\[
\kappa^{(\alpha)}(\lambda) = \lim_{L \to \infty} \left( \Lambda_0^{(\alpha)}(\lambda) \right)^{1/L}, \quad \omega^{(\alpha)}(\lambda) = \frac{d}{d\lambda} \log \kappa^{(\alpha)}(\lambda), \quad \alpha = 4, 5. \tag{19}
\]

Allowing for the break in analyticity, we further write

\[
\kappa^{(4)}(\lambda) = \begin{cases} 
\kappa_I^{(4)}(\lambda), & \lambda < -\frac{3}{2}, \\
\kappa_{II}^{(4)}(\lambda), & \lambda > -\frac{3}{2},
\end{cases} \quad \omega^{(4)}(\lambda) = \begin{cases} 
\omega_I^{(4)}(\lambda), & \lambda < -\frac{3}{2}, \\
\omega_{II}^{(4)}(\lambda), & \lambda > -\frac{3}{2}.
\end{cases} \tag{20}
\]

where the indices \( I \) and \( II \) specify the functions on the left and right of the cut line \( \text{Re}(\lambda) = -\frac{3}{2} \) with \( \omega_i^{(4)}(\lambda) = \frac{d}{d\lambda} \log \kappa_i^{(4)}(\lambda) \) for \( i = I \) or \( II \).

Using these functions, the fusion relations \([16,18]\) can be rewritten as

\[
\kappa_{II}^{(4)}(\lambda)\kappa_I^{(4)}(\lambda - 3) = (\lambda^2 - 1)(\lambda^2 - 3^2),
\]
\[
\kappa_{II}^{(4)}(\lambda)\kappa_{II}^{(4)}(\lambda - 1) = (\lambda^2 - 1)(\lambda + 3)\kappa_{II}^{(5)}(\lambda - \frac{1}{2}),
\]
\[
\kappa_{II}^{(4)}(\lambda)\kappa_I^{(5)}(\lambda - \frac{5}{2}) = (\lambda + 3)\kappa_I^{(4)}(\lambda - 2), \tag{21}
\]
or, after taking the logarithmic derivative,

\[ \omega_{II}^{(4)}(\lambda) + \omega_{I}^{(4)}(\lambda - 3) = \frac{1}{\lambda + 1} + \frac{1}{\lambda - 1} + \frac{1}{\lambda + 3} + \frac{1}{\lambda - 3}, \tag{22} \]

\[ \omega_{II}^{(4)}(\lambda) + \omega_{II}^{(4)}(\lambda - 1) = \frac{1}{\lambda + 1} + \frac{1}{\lambda - 1} + \frac{1}{\lambda + 3} + \omega^{(5)}(\lambda - \frac{1}{2}), \tag{23} \]

\[ \omega_{II}^{(4)}(\lambda) + \omega^{(5)}(\lambda - \frac{5}{2}) = \frac{1}{\lambda + 3} + \omega_{I}^{(4)}(\lambda - 2). \tag{24} \]

A simple functional equation can be obtained for \( \omega^{(5)}(\lambda) \) by elimination and takes the form

\[ \omega^{(5)}(\lambda + \frac{3}{2}) + \omega^{(5)}(\lambda - \frac{3}{2}) = \frac{1}{\lambda + 4} + \frac{1}{\lambda - 1}. \tag{25} \]

The logarithmic derivatives have the advantage that they admit Fourier-Laplace transforms.

As explained in Appendix B, these inversion relations can be solved in terms of gamma functions or expressed in terms of integrals. First the logarithmic derivatives are obtained and then the partition functions per site are obtained by integration. Observing that the patterns of zeros of \( \Lambda_{0}^{(4)}(\lambda) \) and \( \Lambda_{0}^{(5)}(\lambda) \) in Figure [1] are invariant under the crossing involution \( \lambda \mapsto -3 - \lambda \) we deduce that

\[ \kappa_{I}^{(4)}(\lambda) = \kappa_{II}^{(4)}(-3 - \lambda), \quad \kappa_{II}^{(4)}(\lambda) = \kappa_{I}^{(4)}(-3 - \lambda), \quad \kappa^{(5)}(\lambda) = \kappa^{(5)}(-3 - \lambda) \tag{26} \]

\[ \omega_{I}^{(4)}(\lambda) = -\omega_{II}^{(4)}(-3 - \lambda), \quad \omega_{II}^{(4)}(\lambda) = -\omega_{I}^{(4)}(-3 - \lambda), \quad \omega^{(5)}(\lambda) = -\omega^{(5)}(-3 - \lambda). \tag{27} \]

Using (25), we find that the form of (22) and (24) are invariant under crossing whereas (23) belongs to a pair of equations related by crossing. Considering functions of the real variable \( \lambda \), the even functions under crossing (26) must be continuous at the crossing point \( \lambda = -\frac{3}{2} \) whereas the odd functions (27) can exhibit a discontinuity. So some care needs to be taken in solving with two-sided Fourier-Laplace transforms.
Working with gamma functions, we find the result

\[
\omega_{II}^{(4)}(\lambda) = -\frac{1}{3} - \frac{\lambda}{3} \frac{d}{d\lambda} \log \left[ \frac{\Gamma(\frac{1}{2} - \frac{\lambda}{2})\Gamma(\frac{1}{2} + \frac{\lambda}{2})}{\Gamma(1 - \frac{\lambda}{2})\Gamma(1 + \frac{\lambda}{2})} \right]
- \frac{1}{3} \frac{d}{d\lambda} \log \left[ \frac{\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})}{\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})} \right]
+ \frac{d}{d\lambda} \log \left[ \frac{\Gamma(1 - \frac{\lambda}{6})\Gamma(-\frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})}{\Gamma(1 - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})} \right].
\] (28)

The last term in (28) would be the solution of (22) if the eigenvalues were analytic in the entire physical strip. Consequently, the other terms in (28) can be seen as additional terms resembling CDD factors, although in our case the factors are due to an extended singularity at the center of the strip $-\frac{7}{2} < \text{Re}(\lambda) < \frac{1}{2}$, instead of an infinite number of isolated singularities. To the best of our knowledge this is the first instance of a rational model which presents such an intricate structure.

It is worth noticing that (28) is the function giving the energy of the quantum chain in the physical strip. This is done by taking the homogeneous limit ($\lambda \to 0$), such that

\[
\omega_{II}^{(4)}(0) = 1 - \frac{2\pi}{9\sqrt{3}} - \frac{4}{3} \log 2,
\] (29)

which is, apart from a trivial shift of the whole spectrum due to different normalization, the ground state energy of the quantum spin chain studied via the solution of the Bethe ansatz equations in [24].

Working in terms of gamma functions, the solution of the remaining functions $\omega_{I}^{(4)}(\lambda - 2)$ and $\omega^{(5)}(\lambda - \frac{1}{2})$ are given by

\[
\omega_{I}^{(4)}(\lambda - 2) = -\frac{1}{3} - \frac{\lambda}{3} \frac{d}{d\lambda} \log \left[ \frac{\Gamma(\frac{1}{2} - \frac{\lambda}{2})\Gamma(\frac{1}{2} + \frac{\lambda}{2})}{\Gamma(1 - \frac{\lambda}{2})\Gamma(1 + \frac{\lambda}{2})} \right]
- \frac{1}{3} \frac{d}{d\lambda} \log \left[ \frac{\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})}{\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})} \right]
+ \frac{d}{d\lambda} \log \left[ \frac{\Gamma(1 - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})}{\Gamma(1 - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} + \frac{\lambda}{6})\Gamma(\frac{\lambda}{2} - \frac{\lambda}{6})} \right].
\] (30)
\[ \omega^{(5)}(\lambda - \frac{1}{2}) = \frac{d}{d\lambda} \log \left[ \frac{\Gamma(1 - \frac{\lambda}{2}) \Gamma(\frac{3}{2} + \frac{\lambda}{6}) \Gamma(\frac{3}{2} - \frac{\lambda}{6}) \Gamma(\frac{5}{2} + \frac{\lambda}{6})}{\Gamma(\frac{1}{2} - \frac{\lambda}{6}) \Gamma(\frac{5}{2} + \frac{\lambda}{6})} \right]. \] (31)

By integrating (28) and fixing the integration constants such that the unitarity property is satisfied, we obtain the partition function per site given by,

\[ \kappa^{(4)}_{II}(\lambda) = 6^2 e^{-\frac{1}{2}h(\lambda)} \left[ \frac{\Gamma(1 - \frac{\lambda}{6}) \Gamma(\frac{5}{2} + \frac{\lambda}{6}) \Gamma(\frac{3}{2} - \frac{\lambda}{6}) \Gamma(\frac{3}{2} + \frac{\lambda}{6})}{\Gamma(\frac{1}{2} - \frac{\lambda}{6}) \Gamma(\frac{5}{2} + \frac{\lambda}{6})} \right] \]

\[ \times \left[ \frac{\Gamma(\frac{1}{3} - \frac{\lambda}{6}) \Gamma(\frac{5}{3} + \frac{\lambda}{6}) \Gamma(\frac{2}{3} - \frac{\lambda}{6}) \Gamma(\frac{2}{3} + \frac{\lambda}{6})}{\Gamma(\frac{1}{3} + \frac{\lambda}{6}) \Gamma(\frac{2}{3} - \frac{\lambda}{6}) \Gamma(\frac{2}{3} + \frac{\lambda}{6})} \right] \right] \frac{d}{d\lambda} \left[ \frac{\Gamma(1 - \frac{\lambda}{2}) \Gamma(1 + \frac{\lambda}{2})}{\Gamma(\frac{1}{2} - \frac{\lambda}{2}) \Gamma(\frac{1}{2} + \frac{\lambda}{2})} \right], \] (32)

where

\[ h(\lambda) = \psi^{(-2)}(1 - \frac{\lambda}{2}) - \psi^{(-2)}(1 + \frac{\lambda}{2}) + \psi^{(-2)}(\frac{1}{2} + \frac{\lambda}{2}) - \psi^{(-2)}(\frac{1}{2} - \frac{\lambda}{2}), \] (33)

and the function \( \psi^{(-2)}(\lambda) \) is defined as [29],

\[ \psi^{(-2)}(\lambda) = \int_0^\lambda \log(\Gamma(t))dt. \] (34)

Again the remaining functions \( \kappa_{I}^{(4)}(\lambda - 2) \) and \( \kappa^{(5)}(\lambda - \frac{1}{2}) \) can be obtained by direct integration of (30) [31], whose results are listed below.

\[ \kappa_{I}^{(4)}(\lambda - 2) = 6^2 e^{-\frac{1}{2}h(\lambda)} \left[ \frac{\Gamma(1 - \frac{\lambda}{6}) \Gamma(\frac{5}{2} + \frac{\lambda}{6}) \Gamma(\frac{3}{2} - \frac{\lambda}{6}) \Gamma(\frac{3}{2} + \frac{\lambda}{6})}{\Gamma(\frac{1}{2} - \frac{\lambda}{6}) \Gamma(\frac{5}{2} + \frac{\lambda}{6})} \right] \]

\[ \times \left[ \frac{\Gamma(\frac{1}{3} - \frac{\lambda}{6}) \Gamma(\frac{5}{3} + \frac{\lambda}{6}) \Gamma(\frac{2}{3} - \frac{\lambda}{6}) \Gamma(\frac{2}{3} + \frac{\lambda}{6})}{\Gamma(\frac{1}{3} + \frac{\lambda}{6}) \Gamma(\frac{2}{3} - \frac{\lambda}{6}) \Gamma(\frac{2}{3} + \frac{\lambda}{6})} \right] \right] \frac{d}{d\lambda} \left[ \frac{\Gamma(1 - \frac{\lambda}{2}) \Gamma(1 + \frac{\lambda}{2})}{\Gamma(\frac{1}{2} - \frac{\lambda}{2}) \Gamma(\frac{1}{2} + \frac{\lambda}{2})} \right], \] (35)

\[ \kappa^{(5)}(\lambda - \frac{1}{2}) = 6 \left[ \frac{\Gamma(1 - \frac{\lambda}{6}) \Gamma(\frac{3}{2} + \frac{\lambda}{6})}{\Gamma(\frac{1}{2} - \frac{\lambda}{6}) \Gamma(\frac{3}{2} + \frac{\lambda}{6})} \right]. \] (36)

In order to further illustrate, we show in Figures 2 and 3 the comparison of the partition functions per site \( \kappa^{(\alpha)}_{L}(\lambda) = \left( A_{0}^{(\alpha)}(\lambda) \right)^{1/L} \) for \( \alpha = 4, 5 \) for finite horizontal lattice sizes \( L = 8, 12 \) as a function of \( \lambda \) with the result in the thermodynamic limit.
Figure 2: Partition function per site $\kappa_{L}^{(4)}(\lambda) = \left(\Lambda_{0}^{(4)}(\lambda)\right)^{1/L}$ as a function of $\lambda$ for finite horizontal lattice sizes $L = 8, 12$ and its comparison with the result in the thermodynamic limit ($L \to \infty$). Notice that $\kappa_{L}^{(4)}(\lambda)$ is analytic for $L$ finite but develops a cusp and is not analytic at $\lambda = -\frac{3}{2}$ for $L \to \infty$.

5 Conclusion

We investigated the partition function of the fundamental $Sp(4)$ vertex model on a square lattice in the thermodynamic limit via an approach based on functional equations.

This is a subtle problem due to the special analytic properties of the partition function. This is due to the fact that the leading eigenvalue of the transfer matrix has zeros in the complex plane distributed along a line at the center of the physical strip. Besides that, the number of these zeros grows linearly with the system size.
Figure 3: Partition function per site $\kappa_L^{(5)}(\lambda) = \left(\Lambda_0^{(5)}(\lambda)\right)^{1/L}$ as a function of $\lambda$ for finite horizontal lattice sizes $L = 8, 12$ and its comparison with the result in the thermodynamic limit ($L \to \infty$).

Therefore, in the thermodynamic limit, the partition function per site is no longer an analytic function across this line. In order to fix this, we exploit a suitable set of functional relations for the transfer matrix obtained by fusion.

We solve the resulting relations in the thermodynamic limit, which fully determine the partition function of the model. The result is given in terms of the solution based on the assumption of analyticity in the full physical strip plus additional terms which can be seen as a kind of generalized CDD factor, which in our case is produced by an extended singularity instead of isolated singularities. In case of usual CDD factors the ambiguities in analytic continuations around the singularities are multiples of $2\pi i$. In
In our case the jump function is rather non-trivial, see \textsuperscript{[59]}. In addition, as a byproduct, we also investigated the partition function of a vertex model mixing the four and five dimensional representations of the $Sp(4)$ symmetry.

Besides the results for the vertex model on the square lattice, the determination of the partition function is an essential first step toward the calculation of the correlation functions via quantum Knizhnik-Zamolodchikov equations. This is due to the fact that the function $\omega_1^{(4)}(\lambda)$ is precisely the first of two functions needed to fully determine the two-sites correlation of the $Sp(4)$ quantum spin chain. Nevertheless, in this context one still needs to formulate fused quantum Knizhnik-Zamolodchikov equations to obtain all the additional fused functional equations. We also expect that the method used in this work can be extended to the general case of $Sp(2n)$ as well as to other models with similar analytic subtleties. We hope to address these problems in the future.
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\section*{Appendix A: $Sp(4)$ projectors and fusion rules}

In this appendix, we present more details concerning fusion in the $Sp(4)$ case.

The projectors $\tilde{P}_{12}^{(\alpha)}$ for $\alpha = 1, 5, 10$ which arise from the decomposition $4 \otimes 4 = 1 \oplus 5 \oplus 10$ are simply related to the identity, permutation and Temperley-Lieb operators.
already defined. Therefore, we just list their explicit relations as follows,

\[ \tilde{P}_{12}^{(1)} = -\frac{1}{4}E_{12}, \]  
\[ \tilde{P}_{12}^{(5)} = \frac{1}{2}(I_{12} - P_{12}) + \frac{1}{4}E_{12}, \]  
\[ \tilde{P}_{12}^{(10)} = \frac{1}{2}(I_{12} + P_{12}). \]  

(37)  
(38)  
(39)

The occurrence of the projectors \( \tilde{P}_{12}^{(\alpha)} \) for \( \alpha = 4, 16 \) is due to the decomposition \( 5 \otimes 4 = 4 \oplus 16 \). Since \( \tilde{P}_{12}^{(4)} + \tilde{P}_{12}^{(16)} = I \), we only list the projector on the 4-dimensional space,

\[ \tilde{P}_{12}^{(4)} = \frac{1}{5} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \]  
(40)

We now list the main fusion rules needed in this work. By exploiting the singular values of \( R_{12}^{(4,4)}(\lambda) \) we have that,

\[ \tilde{P}_{ab}^{(1)} R_{b2}^{(4,4)}(\lambda) R_{a2}^{(4,4)}(\lambda - 3) \tilde{P}_{ab}^{(1)} = (\lambda^2 - 1)(\lambda^2 - 3^2) \tilde{P}_{ab}^{(1)}, \]  
\[ \tilde{P}_{ab}^{(5)} R_{b2}^{(4,4)}(\lambda) R_{a2}^{(4,4)}(\lambda - 1) \tilde{P}_{ab}^{(5)} = (\lambda^2 - 1)(\lambda + 3) R_{12}^{(5,4)}(\lambda - \frac{1}{2}), \]  

(41)  
(42)

where we recall that the dimension of each space is indicated by the upper index, which means that the first space in \( R_{12}^{(5,4)}(\lambda) \) is the 5-dimensional representation.
Again, we can use the singular point of $R_{12}^{(5,4)}(\lambda)$ to obtain,

$$
\tilde{P}_{ab}^{(4)} R_{b2}^{(4,4)}(\lambda) R_{a2}^{(5,4)}(\lambda - \frac{5}{2}) \tilde{P}_{ab}^{(4)} = (\lambda + 3) R_{12}^{(4,4)}(\lambda - 2).
$$

(43)

Similar relations exist for the product of monodromy matrices, which are ordered products of the $R$-matrices

$$
T_A^{(\alpha,4)}(\lambda) = R_{A1}^{(\alpha,4)}(\lambda) \cdots R_{A1}^{(\alpha,4)}(\lambda),
$$

with $\alpha = 4, 5$. Therefore, the transfer matrix fusion relations (16–18) are naturally obtained from the fusion relations.

For instance, by inserting the identity as the sum of the projectors into the trace, moving them around the trace and finally by using (41) we see that,

$$
T^{(4)}(\lambda) T^{(4)}(\lambda - 3) = \text{Tr}_{a \otimes b} \left[ T_b^{(4,4)}(\lambda) T_a^{(4,4)}(\lambda - 3) \right],
$$

= \text{Tr}_{a \otimes b} \left[ \left( P_{ab}^{(1)} + P_{ab}^{(5)} + P_{ab}^{(10)} \right) T_b^{(4,4)}(\lambda) T_a^{(4,4)}(\lambda - 3) \right],

= \text{Tr}_{a \otimes b} \left[ P_{ab}^{(1)} T_b^{(4,4)}(\lambda) T_a^{(4,4)}(\lambda - 3) P_{ab}^{(1)} \right]

+ \sum_{\alpha=5,10} \text{Tr}_{a \otimes b} \left[ P_{ab}^{(\alpha)} T_b^{(4,4)}(\lambda) T_a^{(4,4)}(\lambda - 3) P_{ab}^{(\alpha)} \right],

= \left[ (\lambda^2 - 1)(\lambda^2 - 3^2) \right]^L I

+ \sum_{\alpha=5,10} \text{Tr}_{a \otimes b} \left[ P_{ab}^{(\alpha)} T_b^{(4,4)}(\lambda) T_a^{(4,4)}(\lambda - 3) P_{ab}^{(\alpha)} \right],

(44)

which gives the transfer matrix inversion identity (13) provided that the auxiliary matrix $V_1(\lambda)$ is defined as,

$$
\varphi(\lambda) V_1(\lambda) = \sum_{\alpha=5,10} \text{Tr}_{a \otimes b} \left[ P_{ab}^{(\alpha)} T_b^{(4,4)}(\lambda) T_a^{(4,4)}(\lambda - 3) P_{ab}^{(\alpha)} \right].
$$

(45)

It is worth noticing that (45) is trivially zero at $\lambda = 0$, due to the product of projection operators on different subspaces.

The remaining transfer matrix fusion identities (17–18) are obtained along the same lines as above.
Appendix B: Solution of inversion relations

The functional equations (22–24) are solved by Fourier-Laplace transform. This means that the equations are Fourier-Laplace transformed and afterwards the system of the resulting equation is solved algebraically. Finally, we perform the inverse transformation which gives the full solution in integral form. We conveniently write the integrals in terms of digamma functions using the following identity,

\[ \psi(\lambda) = \frac{d}{d\lambda} \log \Gamma(\lambda) = -\gamma - \int_0^\infty \frac{1 - e^{(1-\lambda)t}}{1 - e^t} dt \sim - \int_0^\infty \frac{e^{-\lambda t}}{1 - e^{-t}} dt \]  

(46)

where \( \psi(\lambda) \) is the digamma function, \( \gamma \) is Euler’s constant and only the last integral is relevant here since only differences of digamma functions occur. The partition functions per site \( \kappa(\lambda) \) are subsequently obtained by integration, whose results are naturally given in terms of \( \Gamma \)-functions. Alternatively, we can also write the results closer to the spirit of the method of Baxter [4], which instead presents the result as an integral expression for \( \log \kappa(\lambda) \).

For simplicity in illustrating this, let us consider only the case of \( \omega^{(5)}(\lambda) \) and \( \kappa^{(5)}(\lambda) \) which satisfy the functional equations

\[ \omega^{(5)}(\lambda + \frac{3}{2}) + \omega^{(5)}(\lambda - \frac{3}{2}) = \frac{1}{\lambda + 4} + \frac{1}{\lambda - 1}, \quad \kappa^{(5)}(\lambda)\kappa^{(5)}(-\lambda) = \left(\frac{5}{2}\right)^2 - \lambda^2. \]  

(47)

The first functional equation follows by elimination in (22–24) and the second is unitarity.

The solution to the above functional equation can be obtained e.g. by two-sided Laplace transform. Since the Laplace transform for \( \omega^{(5)}(\lambda) \) is additive, let us first consider the contribution from the term \( \frac{1}{\lambda^2+4} \). Writing \( \omega^{(5)}(\lambda) \) as a Laplace integral

\[ \omega^{(5)}(\lambda) = \mathcal{L}\{a(t)\} = \int_0^\infty a(t)e^{-\lambda t} dt, \]  

(48)

it follows that

\[ \omega^{(5)}(\lambda - \frac{3}{2}) + \omega^{(5)}(\lambda + \frac{3}{2}) = 2 \int_0^\infty a(t) \cosh \frac{3t}{2} e^{-\lambda t} dt. \]  

(49)
Taking inverse Laplace transforms gives
\[ 2a(t) \cosh \frac{2t}{3} = \mathcal{L}^{-1}\left\{ \frac{1}{\lambda+4} \right\} = e^{-4t}, \quad a(t) = \frac{e^{-4t}}{2 \cosh \frac{2t}{3}}, \quad \omega^{(5)}(\lambda) = \int_0^\infty \frac{e^{-(\lambda+4)t}}{2 \cosh \frac{2t}{3}} \, dt. \]  
(50)

To get the other contribution, arising from \( \frac{1}{\lambda-1} \), we need to work on the \( t < 0 \) half-line with \( e^\lambda \) in the Laplace transforms. Putting these together is equivalent to working from the outset with two-sided Laplace transforms and treating \( t > 0 \) and \( t < 0 \) separately. After some simplification, this yields the integral representation
\[ \omega^{(5)}(\lambda) = -\int_0^\infty e^{-\frac{4t}{3}} \frac{\sinh(\lambda + \frac{3}{2})t}{\cosh \frac{2t}{3}} \, dt = \int_0^\infty \frac{e^{-(\lambda+4)t} - e^{(\lambda-1)t}}{2 \cosh \frac{2t}{3}} \, dt. \]  
(51)

This integral can be recast in terms of the digamma function as follows,
\[
\omega^{(5)}(\lambda) = \int_0^\infty \frac{e^{-(\lambda+\frac{1}{2})t} - e^{-(\lambda-\frac{3}{2})t}}{1 + e^{-3t}} \, dt = \int_0^\infty \frac{[e^{-(\lambda+\frac{1}{2})t} - e^{-(\lambda-\frac{3}{2})t}] (1 - e^{-3t})}{1 - e^{-6t}} \, dt,
\]
\[ = \int_0^\infty \frac{e^{-(\lambda+\frac{1}{2})t} - e^{-(\lambda-\frac{3}{2})t}}{1 - e^{-6t}} - \int_0^\infty \frac{e^{-(\lambda-\frac{1}{2})t} - e^{-(\lambda-\frac{3}{2})t}}{1 - e^{-6t}} \, dt,
\]
\[
= \int_0^\infty \left[ -\psi\left(\frac{11}{12} + \frac{\lambda}{6}\right) + \psi\left(\frac{17}{12} + \frac{\lambda}{6}\right) + \psi\left(\frac{5}{12} - \frac{\lambda}{6}\right) - \psi\left(\frac{11}{12} - \frac{\lambda}{6}\right) \right] \, dt,
\]
\[ = \frac{d}{d\lambda} \log \left[ \frac{\Gamma\left(\frac{17}{12} + \frac{\lambda}{6}\right) \Gamma\left(\frac{11}{12} - \frac{\lambda}{6}\right)}{\Gamma\left(\frac{11}{12} + \frac{\lambda}{6}\right) \Gamma\left(\frac{5}{12} - \frac{\lambda}{6}\right)} \right],
\]  
(52)
in agreement with (31). Integrating (51), using the initial value \( \kappa^{(5)}(0) = \frac{5}{2} \) and simplifying gives
\[ \log \kappa^{(5)}(\lambda) = \log \frac{5}{2} - 2 \int_0^\infty e^{-\frac{4t}{3}} \frac{\sinh(\frac{\lambda}{2}) \sinh(\frac{3+\lambda}{2})}{t \cosh \frac{3t}{2}} \, dt. \]  
(53)

Integral expressions in the other regions are obtained similarly giving the integral representations
\[
\omega_i^{(4)}(\lambda) = -\int_0^\infty \frac{\cosh(\lambda + 3)t}{2 \cosh \frac{3t}{2} \cosh \frac{2t}{3}} \, dt - 2 \int_0^\infty e^{-2t} \frac{\cosh t \sinh(\lambda + \frac{3}{2})t}{\cosh \frac{3t}{2}} \, dt,
\]  
(54)
\[
\log \kappa_i^{(4)}(\lambda) = \log 3 - \int_0^\infty \frac{\sinh(\lambda + 3)t}{2t \cosh \frac{3t}{2} \cosh \frac{2t}{3}} \, dt - 4 \int_0^\infty e^{-2t} \frac{\cosh t \sinh \frac{\lambda}{2} \sinh(\lambda+3)t}{t \cosh \frac{3t}{2}} \, dt,
\]  
(55)
\( \omega_{II}^{(4)}(\lambda) = \int_0^\infty \frac{\cosh \lambda t}{2 \cosh \frac{t}{2} \cosh \frac{3t}{2}} dt - 2 \int_0^\infty e^{-2t} \frac{\cosh t \sinh (\lambda + \frac{3}{2})t}{\cosh \frac{3t}{2}} dt, \)  

(56)

\[ \log \kappa_{II}^{(4)}(\lambda) = \log 3 + \int_0^\infty \frac{\sinh \lambda t}{2t \cosh \frac{t}{2} \cosh \frac{3t}{2}} dt - 4 \int_0^\infty e^{-2t} \frac{\cosh t \sinh \frac{\lambda}{2} \sinh \frac{(\lambda+3)t}{2}}{t \cosh \frac{3t}{2}} dt. \]  

(57)

It is readily verified that all these functions, expressed as integrals or in terms of gamma functions, display the correct crossing symmetries \(^{26,27}\). To express the first integral in (55) in terms of digamma functions requires some extra steps involving partial fractions and integration by parts. Doing this, we observe that

\[ \omega_{II}^{(4)}(\lambda) = -\frac{\lambda}{6} [\psi(\frac{\lambda+1}{2}) - \psi(\frac{1}{2}) - \psi(\frac{2-\lambda}{2}) - \psi(\frac{1-\lambda}{2})] + \]

\[ \frac{1}{18} [\psi(\frac{4-\lambda}{6}) + \psi(\frac{5-\lambda}{6}) + \psi(\frac{\lambda+1}{6}) - \psi(\frac{1-\lambda}{6}) - \psi(\frac{2-\lambda}{6}) - \psi(\frac{\lambda+2}{6})] + \]

\[ \frac{1}{6} [\psi(\frac{1-\lambda}{6}) + \psi(\frac{3-\lambda}{6}) + \psi(\frac{\lambda+7}{6}) + \psi(\frac{\lambda+9}{6}) - \psi(\frac{4-\lambda}{6}) - \psi(\frac{\lambda+4}{6}) - \psi(\frac{6-\lambda}{6}) - \psi(\frac{\lambda+6}{6})] \]  

(58)

\[ \omega_{II}^{(4)}(\lambda) - \omega_I^{(4)}(\lambda) = \int_0^\infty \frac{\cosh (\lambda + \frac{3}{2})t}{\cosh \frac{3t}{2}} dt = \frac{1}{2} [\psi(\frac{\lambda+1}{2}) - \psi(\frac{1}{2}) + \psi(\frac{2-\lambda}{2}) - \psi(\frac{1-\lambda}{2})] = \frac{\pi}{\sin \pi \lambda}. \]  

(59)

It follows that, whereas \( \omega_I^{(4)}(\lambda) \) and \( \omega_{II}^{(4)}(\lambda) \) can be analytically continued across the cut at the crossing point \( \lambda = -\frac{3}{2} \), \( \omega^{(4)}(\lambda) \) given by (19) exhibits a jump discontinuity of \( \pi \).
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