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Abstract In this work we propose a method for obtaining fine-scale eigensolution based on the coarse-scale eigensolution in elliptic eigenvalue problems with oscillating coefficient. This is achieved by introducing a 2-scale asymptotic expansion predictor in conjunction with an iterative corrector. The eigensolution predictor equation is formulated using the weak form of an auxiliary problem. It is shown that large errors exist in the higher eigenmodes when the 2-scale asymptotic expansion is used. The predictor solution is then corrected by the combined inverse iteration and Rayleigh quotient iteration. The numerical examples demonstrate the effectiveness of this approach.
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1 Introduction

Many problems of fundamental and practical importance contain multiple scale features. When the eigenvalue problem involves more than one distinct length scale in its governing equation, single scale numerical solution is ineffective. On the other hand, methods that allow construction of eigensolution of one scale in terms of the other scale remain challenging.

Condensation based methods were among early remedies to resolve the difficulties in multi-scale eigenvalue problems. The main idea of the condensation method is that modal properties of connected subsystems can be reduced to those of a main body retaining the dominant effects of the problem [14,15]. An example is a method of dynamic condensation [20] in which the passive coordinates are represented by the active ones, and the eigenvalue problem is solved by a combined technique of Sturm sequence and subspace iteration. In the context of multi-scale analysis of eigenvalue problem, two model reduction methods, operator-function method and quantum scattering analog method, have also been developed [8–11,26]. In these approaches, a projection matrix that relates degrees of freedom at different scales is constructed and it enables the solution of macroscopic eigenvalue problem. Multigrid method [21] introduces minimization of the Rayleigh quotient to both global and local grid systems. Multiresolution strategy has been introduced to capture the influence of fine scales on the behavior of the solution on a coarse scale. Multiresolution analysis (MRA) considers the explicit relationship between two adjacent scales and it is not subjected to the restriction of separable length scale [16,19,29,30]. MRA has also been applied to model reduction of eigenvalue problems using higher order wavelets [12]. Other methods that consider the interaction between sub-structure and the full-scale problem have been introduced. An approach proposed for large-scale micromechanical problem considered a solution of the total problem as an expansion of solutions of sub-structural problems with conforming subdomains, where the sub-structural problems are constructed with proper boundary conditions making them mutually separable and relatively inexpensive to solve [31].

Asymptotic analysis for periodic structures has been introduced by Lions, Bensoussan, and Papanicolaou [3]. Asymptotic method has also been introduced for multi-scale
eigenvalue problems. In an early work by Kesavan [17,18], homogenization of elliptic eigenvalue problems was considered. Based on two-scale asymptotic expansion, leading order equations were derived. Formulations for first and second order corrections for eigenvalues were introduced, and error estimates were obtained based on the correction equations. The approach by Hoog et al. [6] considered a coarse scale solution as an approximation to the fine scale Strum Liouville problems. Albert et al. [1] introduced asymptotic expansion to the field variables of conservation equations, leading to an eigenvalue problem for investigation of the stability of two-layer flow. The homogenized eigenvalue problems have been corrected with the first order correction [22, 27,28] as well as higher-order asymptotic expansions [4,5].

Solution of eigenvalue problems has been studied extensively [2]. For large-scale eigenvalue problems, inverse iteration and Rayleigh quotient method have been proposed. The convergence of inverse iteration can be very slow if some eigenvalues are densely distributed, and the combination of inverse iteration and Rayleigh quotient iteration has been shown to achieve cubic rate of convergence [23–25].

This work aims to introduce the asymptotic expansion based method for multi-scale eigenvalue problem. It is shown that the 2-scale asymptotic expansion method does not yield sufficient accuracy in the higher eigenmodes. We consider the solution of 2-scale asymptotic expansion as the initial guess, and enhance the 2-scale eigensolution by an inverse iteration and Rayleigh quotient iteration. The outline of this paper is as follows. In Sect. 2, an asymptotic expansion method for eigenvalue problems is introduced as a predictor. The iterative scheme for correcting the 2-scale eigensolution is presented in Sect. 3. Numerical examples are presented in Sect. 4 to demonstrate the effectiveness of the proposed method. Concluding remarks are given in Sect. 5.

2 Asymptotic expansion of eigenvalue problems

Following homogenization theory by Kesavan [17,18], the multi-scale eigenvalue problem and the corresponding leading order equations at different scales are introduced in this section. Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) and \( \Gamma \) the corresponding boundary. Define \( x \) and \( y \) as the macroscopic and microscopic coordinates, respectively, and they are related by

\[
y_i = x_i / \lambda
\]

where \( \lambda \to 0 \) is the scale ratio. Consider the following differential operator

\[
L_\lambda = -\frac{\partial}{\partial x_i} \left( E_{ij}^\lambda \frac{\partial}{\partial x_j} \right)
\]

in which we assume the symmetry property of \( E_{ij}^\lambda \), i.e. \( E_{ij}^\lambda = E_{ji}^\lambda \). In addition, the following assumptions are made: (1) there exists a constant independent of \( \lambda, M > 0 \), such that \( |E_{ij}^\lambda| \leq M \), \( 1 \leq i, j \leq n \); (2) there exists a constant independent of \( \lambda, N > 0 \) such that \( \forall \eta_i, \eta_j \in \mathbb{R}^n \), \( E_{ij}^\lambda \eta_i \eta_j \leq N\eta_i \eta_j \), \( 1 \leq i, j \leq n \).

The strong form of homogeneous Dirichlet eigenvalue problem corresponding to the partial differential operator \( L_\lambda \) is expressed by

\[
(S_\lambda): \text{Find eigenpair } (u^\lambda, \omega^\lambda) \text{ such that}
\]

\[
L_\lambda u^\lambda = \omega^\lambda u^\lambda \text{ in } \Omega
\]

\[
u^\lambda = 0 \text{ on } \Gamma
\]

The associated weak form of Eq. (2.3) is

\[
(W_\lambda): \text{Find eigenpair } (u^\lambda, \omega^\lambda) \in H_0^1(\Omega) \times \mathbb{R}
\]

such that \( \forall v \in H_0^1(\Omega) \)

\[
a_\lambda (u^\lambda, v) = \omega^\lambda (u^\lambda, v)
\]

where

\[
a_\lambda (u^\lambda, v) = \int_\Omega E_{ij}^\lambda \frac{\partial u^\lambda}{\partial x_i} \frac{\partial v}{\partial x_j} d\Omega
\]

\[
(u^\lambda, v) = \int_\Omega u^\lambda v d\Omega
\]

The solution of the eigenvalue problem in Eq. (2.3) by replacing the differential operator with homogenized operator \( L_0 \) approaches the homogeneous solution of the original multi-scale eigenvalue problem. The homogenized eigenvalue problem can be stated as

\[
(S): \text{Find eigenpair } (u^{[0]}, \omega^{[0]}) \text{ such that}
\]

\[
L_0 u^{[0]} = \omega^{[0]} u^{[0]} \text{ in } \Omega
\]

\[
u^{[0]} = 0 \text{ on } \Gamma
\]

where

\[
L_0 = -\frac{\partial}{\partial x_i} \left( E_{ij}^{[0]} \frac{\partial}{\partial x_j} \right)
\]

in which constant \( E_{ij}^{[0]} \) are the homogenized coefficients. The weak form of Eq. (2.7) reads

\[
(W): \text{Find eigenpair } (u^{[0]}, \omega^{[0]}) \in H_0^1(\Omega) \times \mathbb{R}
\]

such that \( \forall v \in H_0^1(\Omega) \)

\[
a(u^{[0]}, v) = \omega^{[0]} (u^{[0]}, v)
\]
\[
\begin{align*}
\alpha (u, v) &= \int_\Omega E_{ij}^{\lambda} \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} \, d\Omega \quad (2.10) \\
(u, v) &= \int_\Omega u \, v \, d\Omega \quad (2.11)
\end{align*}
\]

In order to separate the coarse- and fine-scale components of eigenvalues and eigenfunctions, asymptotic expansion is introduced. Consider the following asymptotic expansion:

\[
\omega^\lambda = \omega^{[0]} + \lambda \omega^{[1]} + \lambda^2 \omega^{[2]} + O(\lambda^3)
\]

\[
u^\lambda (x, y) = u^{[0]}(x, y) + \lambda u^{[1]}(x, y) + \lambda^2 u^{[2]}(x, y) + O(\lambda^3)
\]

(2.12)

We have \(\omega^\lambda \to \omega^{[0]}\) and \(u^\lambda \to u^{[0]}\) as \(\lambda \to 0\). Let \(\omega^{[0]}\) and \(u^{[0]}\) be any eigenvalue and eigenfunction of the homogenized problem (S) in Eq. (2.7), respectively. Consider the following auxiliary problem

\[
L_\lambda u^\lambda = \omega^{[0]} u^{[0]} \quad \text{in } \Omega \\
u^\lambda = 0 \quad \text{on } \Gamma
\]

(2.13)

The corresponding weak form is to find \(w^\lambda \in H^1_0(\Omega), \forall v \in H^1_0(\Omega),\)

\[
\alpha_\lambda (w^\lambda, v) = \omega^{[0]} (u^{[0]}, v)
\]

(2.14)

Using \(u^\lambda\) and \(w^\lambda\) as test functions in Eqs. (2.14) and (2.4), respectively, and comparing the resultant Eq. (2.14) with Eq. (2.4), we have

\[
\omega^\lambda (u^\lambda, w^\lambda) = \omega^{[0]} (u^{[0]}, u^{[0]})
\]

(2.15)

where the symmetry of \(\alpha_\lambda(\cdot, \cdot)\) has been employed. Equation (2.15) is a predictor equation whose solution \(w^\lambda\) is employed as an initial guess. Here we assumed that \(u^\lambda\) and \(w^\lambda\) have the same coarse component \(u^{[0]}\) such that \(u^\lambda \to u^{[0]}\) as \(\lambda \to 0\), thus

\[
w^\lambda (x, y) = u^{[0]}(x, y) + \lambda u^{[1]}(x, y) + \lambda^2 w^{[2]}(x, y) + O(\lambda^3)
\]

(2.16)

One can normalize an eigenfunction such that

\[
(u^\lambda, u^\lambda) = 1
\]

(2.17)

Introducing asymptotic expansion to \(u^\lambda\) in Eq. (2.17) leads to the following conditions

\[
(u^{[0]}, u^{[0]}) = 1, \quad (u^{[0]}, u^{[1]}) = 0
\]

(2.18)

Substituting Eqs. (2.16)–(2.18) into the predictor equation (2.15) gives the leading order equations from which fine-scale components of eigenvalues can be approximated.
The coupling function \( \alpha_k \) can be solved from Eq. (2.24). Substituting the scale coupling relation (Eq. 2.26) into the last leading order equation \( \Omega \left( \lambda^0 \right) = 0 \) (Eq. 2.25 and neglecting \( w^{[2]} \)), we obtain the following homogenized eigenvalue problem

\[
L_0 w^{[0]} = \omega^0 w^{[0]} \quad \text{in} \quad \Omega
\]

\[
w^{[0]} = 0 \quad \text{on} \quad \Gamma
\]

(2.27)

where

\[
E^{[0]}_{ij} = \frac{1}{\Omega} \int_{\Omega} E^{\lambda}_{ij} (x) \left( \frac{\partial \alpha_j}{\partial y_k} \right) d\Omega
\]

(2.28)

in which \( \Omega \) is the area (volume) of the unit cell with domain \( \Omega \). One can proceed further to solve for \( w^{[2]} \) by

\[
w^{[2]} (x, y) = \beta_{ij} (y) \left( \frac{\partial^2 w^{[0]}}{\partial x_i \partial x_j} \right)
\]

(2.29)

where \( \beta_{ij} (y) \) can be obtained from \( \Omega (\lambda) = 0 \) [17, 18], i.e.

\[
L_{-2} \beta_{ij} = E^{\lambda}_{ij} (x) - E_{ij}^0 (x) \left( \frac{\partial \alpha_j}{\partial y_k} \right) - \frac{\partial}{\partial y_k} \left( E_{ki}^\lambda (x) \alpha_j \right)
\]

(2.30)

Once functions \( w^{[0]} \), \( w^{[1]} \), and \( w^{[2]} \) are obtained, they can be used to compute fine scale components of corresponding eigenvalues.

### 3 Iterative corrector for 2-scale eigensolution

It will be shown in the numerical tests in Sect. 4 that 2-scale (scales [0] and [1]) asymptotic expansion yields considerable errors in the higher eigenmodes. Instead of introducing high order asymptotic expansion terms for desired accuracy, we consider the solution of the 2-scale expansion as the predictor of fine scale solution, and introduce power method and Rayleigh quotient iterative algorithm for correction of higher eigenmodes of the fine scale solution.

We begin with the discrete form of the homogenized eigenvalue equation in (2.27):

\[
K^{[0]} u^{[0]} = \omega^{[0]} M^{[0]} u^{[0]} \quad \text{in} \quad \Omega
\]

(3.1)

where Dirichlet boundary conditions are imposed via the selection of admissible test and trial functions, \( K^{[0]} \) and \( M^{[0]} \) are the matrices associated with the weak form operators \( \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle \) of the homogenized problem defined in (2.10) and (2.11), and \( u^{[0]} \) is a coarse-scale eigenvector. The employed iterative scheme aims to find the eigenpairs \( (\omega^\lambda, u^\lambda) \) using the coarse-scale eigenpairs \( (\omega^{[0]}, u^{[0]}) \). The discrete form of the original multi-scale eigenvalue problem of Eq. (2.4) can be expressed as

\[
K^\lambda u^\lambda = \omega^\lambda M^\lambda u^\lambda \quad \text{in} \quad \Omega
\]

(3.2)

Having the coarse scale component of each eigenpair, the initial guess (predictor) \( \tilde{u}^\lambda (x, y) \) as an approximation to \( u^\lambda (x, y) \) is obtained from the 2-scale asymptotic expansion

\[
\tilde{u}^\lambda (x, y) = u^{[0]} (x) + \lambda w^{[1]} (x, y)
\]

(3.3)

where \( w^{[1]} \) is obtained from Eq. (2.26). Correspondingly, initial guess for eigenvalues \( \tilde{\omega}^\lambda \) as an approximation to \( \omega^\lambda \) is obtained by

\[
\tilde{\omega}^\lambda = \omega^{[0]} + \lambda \omega^{[1]}
\]

(3.4)

where \( \omega^{[1]} \) is the approximation of \( \omega^{[1]} \) obtained from Eq. (2.19). Let the approximated eigenvector \( \tilde{u}^\lambda (x, y) \) be expressed by the \( M \)-orthonormal eigenvectors \( \{ \psi_i \}_{i=1}^n \) of the generalized eigenvalue problem (3.2) as

\[
\tilde{u}^\lambda = \sum_{i=1}^n \sigma_i \psi_i
\]

(3.5)

in which \( \sigma_i \) are the coefficients of the basis vectors. Using the power method [13] for eigenvalue solution, one pre-multiplies Eq. (3.5) by \( (M^\lambda)^{-m} (K^\lambda)^m \), where \( m \) is a positive integer, to yield

\[
(M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda = (M^\lambda)^{-m} (K^\lambda)^m \left( \sum_{i=1}^n \sigma_i \psi_i \right)
\]

\[
= \sum_{i=1}^n \sigma_i (\omega^\lambda_i)^m \psi_i
\]

(3.6)

Taking the norm of Eq. (3.6) we have

\[
\left\| (M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda \right\| \geq \sigma_n \left\| (M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda \right\| \sqrt{1 + \sum_{i=1}^{n-1} \left( \frac{\sigma_i}{\sigma_n} \right)^2 \left( \frac{\omega^\lambda_i}{\omega^\lambda_n} \right)^{2m}}
\]

(3.7)

where we assumed the eigenvalues are ordered \( \omega^\lambda_1 \geq \omega^\lambda_2 \geq \cdots \geq \omega^\lambda_n \) and that the largest eigenvalue has multiplicity of one. Normalizing the resultant vector we have

\[
(M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda \left/ \left\| (M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda \right\| \right. = \sigma_n \left[ \left( \sum_{i=1}^{n-1} \left( \frac{\sigma_i}{\sigma_n} \right)^2 \left( \frac{\omega^\lambda_i}{\omega^\lambda_n} \right)^{2m} \right)^{-1} \right] \psi_n
\]

\[
= \frac{\sigma_n}{\omega^\lambda_n} \left[ \left( \sum_{i=1}^{n-1} \left( \frac{\sigma_i}{\sigma_n} \right)^2 \left( \frac{\omega^\lambda_i}{\omega^\lambda_n} \right)^{2m} \right)^{-1} \right] \psi_n
\]

(3.8)

It can be shown that in this power method as \( m \to \infty \),

\[
\lim_{m \to \infty} (M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda \left/ \left\| (M^\lambda)^{-m} (K^\lambda)^m \tilde{u}^\lambda \right\| \right. = \psi_n
\]

(3.9)
where $\psi_n$ is the eigenvector associated with the largest eigenvalue. Other eigenvectors can be obtained by Gram–Schmidt orthogonalization.

In practical problems, it is more desirable to obtain the first few smallest eigenvalues and the corresponding eigenvectors. An alternative form of power method (inverse iteration) is to replace $\left(M^\lambda - \tilde{\omega}_1^\lambda M^\lambda\right)^{-1}$, where $\tilde{\omega}_1^\lambda$ is the approximation of the smallest eigenvalue. It can be shown

$$
\left(M^\lambda - \tilde{\omega}_1^\lambda M^\lambda\right)^{-m} \tilde{u}_\lambda / \left\| \left(M^\lambda - \tilde{\omega}_1^\lambda M^\lambda\right)^{-m} \tilde{u}_\lambda \right\|^{-1} \psi_1
$$

$$
= \frac{\sigma_1}{|\sigma_1|} \left[ 1 + \sum_{j=2}^{n} \left( \frac{\sigma_j}{\sigma_1} \right)^2 \frac{(\omega_j^\lambda - \tilde{\omega}_1^\lambda)^{-2m}}{(\omega_j^\lambda - \tilde{\omega}_1^\lambda)^{-2m}} \right]^{1/2} \psi_1
$$

$$
+ \sum_{j=2}^{n} \left( \frac{\sigma_j}{\sigma_1} \right)^2 \frac{(\omega_j^\lambda - \tilde{\omega}_1^\lambda)^{-2m}}{(\omega_j^\lambda - \tilde{\omega}_1^\lambda)^{-2m}} \psi_j
$$

(3.10)

It can be seen that if $\omega_j^\lambda - \tilde{\omega}_1^\lambda \approx 0$ and $\sigma_1$ is not too small, we have

$$
\lim_{m \to \infty} \left(M^\lambda - \tilde{\omega}_1^\lambda M^\lambda\right)^{-m} \tilde{u}_\lambda / \left\| \left(M^\lambda - \tilde{\omega}_1^\lambda M^\lambda\right)^{-m} \tilde{u}_\lambda \right\| = \psi_1
$$

(3.11)

Similarly, other eigenvectors can be obtained by Gram–Schmidt orthogonalization.

For larger system of equations, one can combine the above methods with Rayleigh quotient iteration which has cubic rate of convergence. Assuming $K^\lambda$, $M^\lambda$ are symmetric, and initial guess $\tilde{u}_\lambda^k$ is a given non-zero vector, it can be shown that the Rayleigh quotient minimizes $\left\| (K^\lambda - \omega M^\lambda) \tilde{u}_\lambda^k \right\|$ where the Rayleigh quotient is defined by:

$$
\omega = \frac{\left(\tilde{u}_\lambda^k \right)^T K^\lambda \tilde{u}_\lambda^k}{\left(\tilde{u}_\lambda^k \right)^T M^\lambda \tilde{u}_\lambda^k}
$$

(3.12)

The inverse iteration and Rayleigh quotient are combined to correct the 2-scale asymptotic expansion solution. Using the 2-scale asymptotic expansion solution as the initial guess of the eigensolution, inverse iterations are first employed to obtain the ordered approximate eigenvectors. Note that at this stage the inverse iteration is mainly used to sort out the order of the approximated eigensolutions and thus the order $m$ in Eq. (3.10) does not need to be very high. Our numerical test indicates that $m = 5$ is sufficient. Thereafter, Rayleigh quotient is used to correct the eigenvalues and inverse iteration is further employed to correct the eigenvectors. The computational procedures of the proposed iterative scheme as a correction of the 2-scale asymptotic expansion solution are given in Table 1.

### 4 Numerical results

Two examples are analyzed using finite element method to solve eigenvalue problems with rapidly oscillating periodic and random coefficients using the proposed method. The

### Table 1 Iterative asymptotic expansion eigenvalue solution procedures

| Step | Operation |
|------|-----------|
| 1.   | Solve 2-scale eigensolution using Eqs. (2.25)–(2.27) |
| 2.   | Construct initial guess for $n$th eigenfunction $\tilde{u}_n^{\lambda_{(1)}}$ using Eq. (3.3) |
| 3.   | Initialize inverse iteration scheme |
| 3.1. | Set iteration counter $k = 1$ |
| 3.2. | Normalize $\tilde{u}_n^{\lambda_{(k)}}$ |
| 3.3. | If $n = 1$, continue, otherwise apply Gram–Schmidt orthogonalization w.r.t. eigenvectors associated with eigenvalues smaller than $\omega_1^\lambda$ |
| 3.4. | If $k = 1$, and if the stiffness matrix $K^\lambda$ contains zero eigenvalues, $K^\lambda$ is modified by an eigenvalue shifting method that removes singularity of $K^\lambda$ |
| 3.5. | Solve $(K^\lambda - \omega_1^\lambda M^\lambda) \tilde{u}_n^{\lambda_{(k+1)}} = \tilde{u}_n^{\lambda_{(k+1)}}$ to obtain $\tilde{u}_n^{\lambda_{(k+1)}}$ |
| 3.6. | Set $k = k + 1$. If $k > 5$ GOTO step 4, otherwise return to Step 3.2 |
| 4.   | Obtain eigenvectors using Rayleigh quotient iteration |
| 4.1. | Set iteration counter $k = 1$ |
| 4.2. | If $n > 1$, apply Gram–Schmidt orthogonalization |
| 4.3. | Compute Rayleigh quotient $\mu_k = \left(\tilde{u}_n^{\lambda_{(k)}} \right)^T K^\lambda \tilde{u}_n^{\lambda_{(k)}} / \left(\tilde{u}_n^{\lambda_{(k)}} \right)^T M^\lambda \tilde{u}_n^{\lambda_{(k)}}$ |
| 4.4. | Solve $(K^\lambda - \mu_k M^\lambda) \tilde{u}_n^{\lambda_{(k+1)}} = \tilde{u}_n^{\lambda_{(k+1)}}$ to obtain $\tilde{u}_n^{\lambda_{(k+1)}}$ |
| 4.5. | Normalize $\tilde{u}_n^{\lambda_{(k+1)}} \leftarrow \tilde{u}_n^{\lambda_{(k+1)}} / \left\| \tilde{u}_n^{\lambda_{(k+1)}} \right\|$ |
| 4.6. | If $\left\| \tilde{u}_n^{\lambda_{(k+1)}} - \tilde{u}_m^{\lambda_{(k+1)}} \right\| \leq tol$, set $\psi_n = \tilde{u}_n^{\lambda_{(k+1)}}$, and $\omega_1^\lambda = \mu_1$, otherwise set $k = k + 1$ and go to Step 4.2 |

Remark Steps 1–4 are performed for the $n$th eigensolution, $n = 1, 2, \ldots, N$.
reference solutions $u^\lambda$ for comparison with the 2-scale solution are obtained from the single-scale calculation using very fine mesh. In this approach, $u^{[0]} + u^{[1]}$ is the approximation of $u^\lambda$ based on 2-scale asymptotic expansion as the predictor, and the combined inverse iteration and Rayleigh quotient iteration are used as the correction of the predictor. Thus the error of this approach is resulting from the first order approximation in the 2-scale asymptotic expansion (since higher order fine scale solution is not considered) and the iteration correction of this first order expansion.

4.1 Elliptic eigenvalue problem with periodic coefficients

An eigenvalue problem is given by

$$-\frac{\partial}{\partial x} \left( E^\lambda (x) \frac{\partial u^\lambda (x)}{\partial x} \right) = \omega^\lambda u^\lambda (x), \quad x \in [0, 1]$$

(4.1)

$$u^\lambda_x (0) = u^\lambda_x (1) = 0$$

where $E^\lambda (x)$ are rapidly oscillating periodic coefficients as shown in Fig. 1. The whole domain consists of 5 unit cells, each of which consists of 40 intervals with oscillating coefficients. The 2-scale auxiliary problem is solved first. Thereafter, scales [0] and [1] components of auxiliary function $w^\lambda$ are obtained. Once the 2-scale components of the auxiliary function are obtained, predictor equation is employed to obtain the initial guess of the eigenvalues and eigenfunctions. For the 2-scale approach, 40 quadratic elements are used in the unit cell, and 20 quadratic elements are used for scale [0] solution. A single-scale model with 200 quadratic elements is constructed for obtaining a reference solution. Note that in the 2-scale approach the eigenvalue problem is only solved at scale [0] (20 elements), while in the single-scale approach the eigenvalue problem needs to be solved with much more degrees of freedom.

The iterative procedures are employed to correct the 2-scale asymptotic expansion solution. Relative errors of the first 20 eigenvalues and eigenfunctions calculated by the 2-scale asymptotic expansion method and the proposed asymptotic expansion with iteration correction are shown in Fig. 2. The results show that the proposed iterative scheme significantly reduces the errors in the eigenvalues obtained by the 2-scale asymptotic expansion method. Moreover, Fig. 3 demonstrates that by comparison with [13] where only coarse-scale component of the eigenfunction was utilized as the predictor and corrected by the power method, the number of iterations is substantially less in the proposed method. The eigenfunctions obtained from 2-scale asymptotic expansion are shown in Fig. 4, where large errors exist in the high modes when compared with the reference solution obtained from single-scale calculation with very fine mesh. These errors can be significantly reduced when the proposed iterative procedures are used as shown in Fig. 5.

Fig. 1 Periodic rapidly oscillating coefficients

Fig. 2 Relative error in eigenvalues obtained from the 2-scale asymptotic and the proposed corrected 2-scale asymptotic methods

Fig. 3 Comparison of iteration counts in the power method and the proposed method enhanced by the correction of coarse-scale solution
Fig. 4 Comparison of the first 20 eigenfunctions obtained from 2-scale asymptotic expansion method and the reference solution

Fig. 5 Comparison of the first 20 eigenfunctions obtained from iterative 2-scale asymptotic expansion method and the reference solution
It is also observed that the condition numbers of the matrices in the scale [0] equation are much smaller than the condition numbers of the matrices in the fine single-scale model when the heterogeneity of the eigenvalue problem is significant (when the oscillation in $E_{ij}^\lambda$ is sufficiently high). The condition number is defined as $\lambda_{\text{max}}/\lambda_{\text{min}}$, where $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ are the maximum and minimum eigenvalues of a matrix, respectively. It is noted that the error of the solution of a system of algebraic equations is linearly proportional to the condition number of the matrix associated with the algebraic equations [7]. The matrix with very large condition number is referred to as an ill-conditioned matrix. In this example, the single-scale approach for problems with highly oscillating coefficients yields a relatively ill-conditioned discrete system (with much larger condition numbers) compared to the 2-scale approach. The condition numbers of the matrices in the eigenvalue problems are 3.121e+5 and 9.069e+2 for single-scale and 2-scale approaches, respectively.

4.2 Elliptic eigenvalue problem with random coefficients

In this example, eigenvalue problem in Eq. (4.1) with random heterogeneity as shown in Fig. 6 is analyzed. We treat the whole problem domain as one unit cell, and assume that this unit cell is periodically arranged in space. For the 2-scale approach, 200 quadratic elements are used in the unit cell, and 20 quadratic elements are used for the scale [0] solution. A single-scale model with 200 quadratic elements is constructed for obtaining a reference solution. Note that in the 2-scale approach the eigenvalue problem is solved at the scale [0] only (with 20 elements), while in the single-scale approach the eigenvalue problem needs to be solved with much more degrees of freedom. As shown in Fig. 7, for this problem with random heterogeneity, errors in the eigensolution obtained from the 2-scale asymptotic expansion method can also be significantly reduced by the proposed iterative 2-scale asymptotic expansion method. The number of iterations required in the proposed method is considerably less than that required using the power method as illustrated in Fig. 8. Furthermore, as shown in Figs. 9 and 10, errors in the eigenfunctions obtained from the 2-scale asymptotic expansion method are dramatically reduced by the proposed iterative 2-scale asymptotic expansion method, particularly in the higher modes.

As mentioned in Example 4.1, the single-scale approach for problems with highly oscillating coefficients yields a relatively ill-conditioned discrete system (with much larger condition numbers) compared to the 2-scale approach. In this example, the condition numbers of the matrices in the eigenvalue problems are 4.098e+5 and 9.069e+2 for single-scale and 2-scale approaches, respectively.
Fig. 9 Comparison of the first 20 eigenfunctions obtained from 2-scale asymptotic expansion method and reference solution

Fig. 10 Comparison of the first 20 eigenfunctions obtained from the iterative asymptotic expansion method and the reference solution
4.3 Eigenvalue analysis of a 2-dimensional composite

A 2-dimensional Dirichlet eigenvalue problem is given by

\[- \frac{\partial}{\partial x_j} \left( C_{ijkl}^\lambda \frac{\partial u^\lambda_i}{\partial x_l} \right) = \omega^\lambda u^\lambda_i, \quad (i, j, k, l = 1, 2) \quad \text{in} \ \Omega \]
\[u^\lambda_i = 0, \quad (i = 1, 2) \quad \text{on} \ \Gamma \]

where $C_{ijkl}^\lambda$ is material tensor, which is periodic and oscillating due to material inhomogeneity. The composite under consideration is shown in Fig. 11. The Young’s modulus and Poisson ratio of two materials are $E_1 = 10,000, \nu_1 = 0.3, E_2 = 1,000, \nu_2 = 0.1$. The discretization of the unit cell is shown in Fig. 11c. For the solution of scale [0], 16 x 16 bi-linear elements are used, and linear triangular elements with mesh shown in Fig. 11c are used in the unit cell. For validation of the 2-scale solution strategy, a single-scale model using the same discretization of the unit cell for the whole domain is generated. The eigensolution of this single-scale model is used as the reference solution.

We first compare the solution accuracy of the methods based on 2-scale asymptotic expansion and the proposed iterative 2-scale asymptotic expansion. As shown in Fig. 12, the proposed method greatly reduces the error in the eigenvalues obtained from the 2-scale asymptotic expansion method. The number of iterations required in the proposed method is plotted in Fig. 13, where the convergence tolerance is set to be $10^{-5}$. Figure 14 shows the selected eigenfunctions obtained by the proposed iterative 2-scale method. The comparison of the eigenmodes obtained by the iterative 2-scale method and the single-scale model along the diagonal line of the domain given in Fig. 15 shows satisfactory agreement.

5 Conclusion

Solving an eigenvalue problem with highly oscillatory coefficient in the differential operator is computationally challenging with single-scale calculation. In this work, an iterative predictor-corrector approach was introduced to allow construction of fine-scale eigenvalues and eigenfunctions using the coarse-scale solution.

We first introduced an asymptotic expansion of the eigenvalue problem. By employing an auxiliary weak formulation of the original eigenvalue problem, a predictor
Fig. 14 Selected eigenfunctions of displacement $u_x$ obtained from the iterative asymptotic expansion method: a 1st eigenfunction, b 4th eigenfunction, c 10th eigenfunction, d 13th eigenfunction, e 16th eigenfunction
equation was obtained. This predictor equation offers a relationship between the multi-scale eigenvalues and eigenfunctions through an auxiliary function. By introducing an asymptotic expansion of the auxiliary function and the differential operator, a set of leading order equations were obtained for solving coarse-scale and fine-scale auxiliary functions. Using the auxiliary functions in conjunction with the predictor equation, the multi-scale eigenvalues and eigenvectors can be computed.

It was shown, however, that the asymptotic expansion of the auxiliary eigenvalue problem with 2 scales was insufficient in obtaining accurate higher eigenmodes. We considered the 2-scale asymptotic expansion solution as an initial guess of the eigensolution, and introduced an iterative scheme as a correction of the predictor solution. This iterative scheme was composed of an inverse iteration and a Rayleigh quotient iteration. The inverse iteration was utilized to keep the lowest to highest eigensolutions in order, while the Rayleigh quotient iteration was employed to accelerate the rate of convergence of the iteration.

Elliptic eigenvalue problem with periodic and random coefficients were analyzed using the proposed method. It was illustrated that although the asymptotic expansion of the auxiliary problem allows obtaining the fine-scale eigensolution based on the coarse-scale eigensolution, large errors exist in the higher eigenmodes when the 2-scale asymptotic expansion was used. These errors can be effectively reduced by correcting the 2-scale asymptotic expansion solution using the proposed inverse iteration and Rayleigh quotient iteration. It was also shown that the proposed iterative scheme requires considerably less iterations compared to the power method.

Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommercial License which permits any noncommercial use, distribution, and reproduction in any medium, provided the original author(s) and source are credited.
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