Predictable projections of conformal stochastic integrals: an application to Hermite series and to Widder’s representation
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Abstract

In this article, we study predictable projections of stochastic integrals with respect to the conformal Brownian motion, extending the connection between powers of the conformal Brownian motion and the corresponding Hermite polynomials. As a consequence of this result, we then investigate the relation between analytic functions and $L^p$-convergent series of Hermite polynomials. Finally, our results are applied to Widder’s representation for a class of Brownian martingales, retrieving a characterization for the moments of Widder’s measure.
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1 Introduction

The purpose of this article is to introduce some complexification techniques for stochastic processes, that allow to consider real-valued processes as appropriate projections of corresponding complex-valued, conformal stochastic processes. As an application of our complexification techniques, we derive a characterization of Widder’s integral representation for Brownian martingales, which is obtained by adapting to the probabilistic setting a classical result for the heat equation [15].

We start by studying predictable projections in a conformal Brownian setting. Conformal martingales have been introduced by Getoor and Sharpe [4] to prove the duality between the Hardy space $H^1$ and the space $BMO$ in the martingale setting; conformal martingales later played an important role in the probabilistic study of analytic functions as well as in the derivation of the conformal invariance of Brownian motion (see for instance the survey article [2]).
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While stochastic integration with respect to conformal martingales is particularly interesting because of the properties of the complex plane, to our knowledge there has not been any attempt to introduce a notion of projection of such integrals on the real line. As a first step in this direction, we consider the predictable projection on the real component of a conformal Brownian motion. It turns out that such a projection behaves well under integration, and in particular powers of the conformal Brownian motion project onto the corresponding Hermite polynomials. Such a remarkable property stresses once more the importance of Hermite polynomials in stochastic analysis (which is due especially to their close relation with iterated stochastic integrals and the Wiener chaos decomposition, see for instance Nualart [11]), and it motivates the subsequent study of series of Hermite polynomials, allowing us to obtain, in a stochastic setting, interesting connections to analytic functions.

In the second part, the techniques derived previously are applied to a wide class of Brownian martingales, obtaining a further characterization of Widder’s representation. We recall that, by the results of Widder [15], any positive solution of the heat equation can be rewritten in terms of a Laplace-Stieltjes integral with respect to some measure $\mu$, which however remains undetermined. We will show that the quadratic exponential moments of $\mu$ can be characterized by applying our results on series of Hermite polynomials and related power series of conformal Brownian motion. Moreover, we obtain a relation between Widder’s representation and a particular class of analytic functions.

The article is organized as follows. In Section 2, we recall the notion of predictable projections of stochastic processes and show how stochastic integrals with respect to the conformal Brownian motion are projected on the real line. Then, in Section 3 we derive $L^p$-convergence properties for series of Hermite polynomials from well known $L^p$-estimates on the Wiener chaos. Section 4 is dedicated to the presentation in a purely probabilistic setting of Widder’s representation result as well as its extension to $L^1$-bounded martingales. Finally, we derive in Section 5 the characterization of the moments of Widder’s measure $\mu$, as well as the aforementioned connection to analytic functions.

2 Predictable projections of stochastic integrals

We begin by introducing some notation. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, and assume that $X$, $Y$ are two independent, $d$-dimensional Brownian motions on $(\Omega, \mathcal{F}, P)$. We denote by $Z$ the conformal $d$-dimensional Brownian motion given by $Z = X + iY$. Furthermore, let $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ be the augmented filtration generated by $Z$, and let $\mathbb{F}^X = (\mathcal{F}^X_t)_{t \geq 0}$, $\mathbb{F}^Y = (\mathcal{F}^Y_t)_{t \geq 0}$ denote the filtrations generated by $X$, respectively $Y$, and augmented by the $P$-nullsets from $\mathbb{F}$. Unless otherwise stated, we will always define stochastic integrals with respect to the filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, P)$. We denote by $bL$ the space of all adapted processes with bounded càglàd paths, and by $bP$ the space of all bounded predictable processes. Moreover, we define as usual

$$\mathcal{H}^2(Z) := \left\{ H : \Omega \times [0, T] \to \mathbb{C}^d \mid H \text{ predictable with respect to } \mathcal{F}^Z, \text{ and } \right. \left. \|H\|_{\mathcal{H}^2(Z)} := E \left[ \int_0^T |H_t|^2 dt \right] < \infty \right\},$$
where $|\cdot|$ is the Euclidean norm, and similarly for $\mathcal{H}^2(X)$. Finally, we denote by $\Pi^X$ the orthogonal projection from $\mathcal{H}^2(Z)$ onto the space $\mathcal{H}^2(X)$. We shortly recall the definition of the predictable projection of a measurable process:

**Definition 2.1.** Let $\mathcal{G}$ be a filtration on $(\Omega, \mathcal{F}, P)$, and let $\mathcal{P}^{\mathcal{G}}$ denote the predictable $\sigma$-field with respect to $\mathcal{G}$. Then, for a measurable process $L$ such that $L$ is positive or bounded, there exists a unique process $\tilde{L}$, measurable with respect to $\mathcal{P}^{\mathcal{G}}$ such that, for every predictable $\mathcal{G}$-stopping time $T$,

$$E[L_T|\mathcal{G}_{T-}] = \tilde{L}_T \text{ P-a.s. on } \{T < \infty\}.$$ 

$\tilde{L}$ is then called the predictable projection of $L$ on $\mathcal{G}$.

An easy calculation shows that, for stochastic processes $H$ that are optional for $\mathcal{F}^Z$ and such that $E\left[\int_0^T |H_u|^2 \, du\right] < \infty$, the predictable projection on $\mathcal{P}^{\mathcal{F}^X}$ is a version of the projection $\Pi^X(H)$. There is a slight distinction that shows that the predictable projection is a finer object than the orthogonal projection. Indeed, the predictable projection is a process, defined up to evanescent sets, whereas the orthogonal projection is a class of random variables defined up to sets of $dP \times dt$ measure zero.

In the following, we will concentrate our attention on the predictable projection on $\mathcal{P}^{\mathcal{F}^X}$: because of the properties of the Brownian motion $X$, this actually coincides with the optional projection on $\mathcal{F}^X$. To simplify our notation, the predictable projection of $L$ on $\mathcal{F}^X$ will be denoted by $L^{\mathcal{F}^X}$.

We can now prove our first main result: the predictable projection on $\mathcal{P}^{\mathcal{F}^X}$ maps stochastic integrals with respect to $Z$ onto stochastic integrals with respect to $X$. Moreover, we also obtain a relation between the integrand processes.

**Theorem 2.2.** Let $H$ be a process such that $H \in \mathcal{H}^2(Z)$. Then, the predictable projections $(\int H \, dZ)^{\mathcal{P}^{\mathcal{F}^X}}$ exists, and

$$(\int H \, dZ)^{\mathcal{P}^{\mathcal{F}^X}}_t = \int_0^t \Pi^X(H) \, dX \text{ P-a.s. for all } t \geq 0.$$ 

**Proof.** First of all, we observe that both stochastic integrals can be realized on the filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}, P)$, as $X$ and $Z$ are both continuous martingales on it. Moreover, we notice that the existence of $(\int H \, dZ)^{\mathcal{P}^{\mathcal{F}^X}}$ is a consequence of classical results on filtration shrinkage, which can be found for instance in [13].

We first assume that $H \in bL$. Fix $t \geq 0$, and consider a sequence $(\pi^n)_{n \in \mathbb{N}}$ of partitions of $[0, t]$ such that $|\pi^n| \to 0$. Because of classical convergence results in stochastic analysis (see [13]), we have that

$$\int_0^t H_s \, dZ_s = \lim_{n \to \infty} \sum_{t_i \in \pi^n} H_{t_i}(Z_{t_{i+1}} - Z_{t_i}) \text{ in } \mathcal{H}^2,$$

and hence there is a subsequence $(\pi^{n_k})_{k \in \mathbb{N}}$ so that $\sum_{t_i \in \pi^{n_k}} H_{t_i}(Z_{t_{i+1}} - Z_{t_i})$ converges to $\int_0^t H_s \, dZ_s$ P-a.s. as $k \to \infty$. Since $H$ is bounded, the bounded
convergence theorem gives that
\[
\left( \int H dZ \right)^{p,X}_{t} = E \left[ \int_{0}^{t} H_s dZ_s \big| F^X_t \right] = \lim_{k \to \infty} \sum_{t_i \in \pi^X_k} E[H_{t_i}(Z_{t_{i+1}} - Z_{t_i})|F^X_t] \\
= \lim_{k \to \infty} \sum_{t_i \in \pi^X_k} \left( E[H_{t_i}(X_{t_{i+1}} - X_{t_i})|F^X_t] + i E[H_{t_i}(Y_{t_{i+1}} - Y_{t_i})|F^X_t] \right).
\]

We compute the first term. Consider for \( t \geq 0 \) the class
\[ C_t := \{ C \in \mathcal{F} \mid \exists A \in \mathcal{F}^X_t, B \in \mathcal{F}^Y_t \text{ such that } C = A \cap B \}, \]
which is stable under intersection. Because of the independence of \( X \) and \( Y \), we can compute that, for all \( F \in L^1(\mathcal{F}) \) and \( C = A \cap B \in C_t \),
\[
E[\mathbb{E}[F|\mathcal{F}^X_t]|1_C] = E[\mathbb{E}[F|\mathcal{F}^X_t]|1_A 1_B] \\
= E[\mathbb{E}[F|\mathcal{F}^X_t]|1_A] E[1_B] \\
= E[\mathbb{E}[F|\mathcal{F}^X_t]|1_A] E[1_B] = E[\mathbb{E}[F|\mathcal{F}^X_t]|1_C].
\]

Therefore, by the Dynkin class theorem,
\[
E[\mathbb{E}[F|\mathcal{F}^X_t]|\mathcal{F}^Z_t] = E[\mathbb{E}[F|\mathcal{F}^X_t]]
\]
since \( \mathcal{F}^Z_t = \sigma(C_t) \). This implies that
\[
E[H_{t_i}|\mathcal{F}^X_t] = E[H_{t_i}|\mathcal{F}^Z_t]|\mathcal{F}^X_t = E[H_{t_i}|\mathcal{F}^X_t] \Pi^X(H)_{t_i},
\]
and therefore
\[
E[H_{t_i}(X_{t_{i+1}} - X_{t_i})|\mathcal{F}^X_t] = E[H_{t_i}|\mathcal{F}^X_t](X_{t_{i+1}} - X_{t_i}) = \Pi^X(H)_{t_i}(X_{t_{i+1}} - X_{t_i}).
\]

On the other hand, we have for the second term that
\[
E[H_{t_i}(Y_{t_{i+1}} - Y_{t_i})|\mathcal{F}^X_t] = E[H_{t_i}(Y_{t_{i+1}} - Y_{t_i})|\mathcal{F}^Y_t \vee \mathcal{F}^X_t]|\mathcal{F}^X_t] \\
= E[H_{t_i} E[(Y_{t_{i+1}} - Y_{t_i})|\mathcal{F}^Y_t \vee \mathcal{F}^X_t]|\mathcal{F}^X_t] = 0,
\]
and we can hence conclude that
\[
\left( \int H dZ \right)^{p,X}_{t} = \lim_{k \to \infty} \sum_{t_i \in \pi^X_k} \Pi^X(H)_{t_i}(X_{t_{i+1}} - X_{t_i}) = \int_{0}^{t} \Pi^X(H) dX,
\]
since \( \Pi^X(H) \) remains bounded and left continuous by the general theory of stochastic processes. This proves the claim for \( H \in bL \). The result is extended first to \( H \in b\mathcal{P} \) and then to \( H \in \mathcal{H}^2(Z) \) by applying respectively the bounded and the monotone convergence theorem. As this procedure is fairly standard, the details are left to the reader.

In particular, if the predictable projection \( H^{p,X} \) exists for \( H \in \mathcal{H}^2(Z) \), then
\[
\left( \int H dZ \right)^{p,X}_{t} = \int_{0}^{t} H^{p,X} dX \text{ P-a.s. for all } t \geq 0.
\]
We end this section by observing that Theorem 2.2 immediately gives us an explicit expression for the predictable projection on \( \mathbb{R}^X \) of two important classes of stochastic processes.

**Corollary 2.3.** For any \( t \geq 0 \), the following assertions hold:

(i) \( (e^{a Z_t})^{p,X} = \mathcal{E}(a \cdot X)_t \text{ P-a.s. for all } a \in \mathbb{R}^d \text{ and } t \geq 0. \)
(ii) Let \( \alpha = (\alpha_1, \cdots, \alpha_d) \in \mathbb{N}^d \) denote a multi-index. Then, for \( t \geq 0 \),

\[
(Z_t^\alpha)^{P_X} = H_\alpha(t, X_t) \quad \text{P-a.s.,}
\]

where \( z^\alpha := \prod_{i=1}^d z_i^{\alpha_i} \) and \( H_\alpha \) denotes the \( d \)-dimensional generalized Hermite polynomial of degree \( \alpha \), defined by

\[
H_\alpha(t, X_t) := \prod_{i=1}^d H_{\alpha_i}(t, X_i^t).
\]

In other words, the powers of the conformal Brownian motion project onto the corresponding Hermite polynomials.

3 Expansions in Hermite polynomials

The result of Corollary 2.3 (ii) is particularly interesting because of the importance of Hermite polynomials in stochastic analysis, in particular in regards to their connection to iterated stochastic integrals and to the Wiener chaos expansion. Thus, expansions in Hermite polynomials and some of their properties will be examined more in detail in this section.

In the following, we denote by \( K_n \) the homogeneous Wiener chaos of degree \( n \) generated by \((X_t)_{t \in [0,1]}\). First of all, we recall that the Ornstein-Uhlenbeck semigroup \((T_t)_{t \geq 0}\) is defined, for \( t \geq 0 \) and \( F \in L^2(\sigma(X_1)) \) by

\[
T_t F := \sum_{n=0}^\infty e^{-nt} J_n F,
\]

where \( J_n \) denotes the orthogonal projection on \( K_n \). It is well known that the properties of the Ornstein-Uhlenbeck semigroup lead to useful comparison results about the \( L^p \)-norms on the Wiener chaos. In particular, \((T_t)_{t \geq 0}\) enjoys the following hypercontractivity property:

**Proposition 3.1.** Assume that we have constants \( 1 < p < q < \infty \) and \( t > 0 \) such that

\[
e^t \geq \left( \frac{q-1}{p-1} \right)^{1/2}.
\]

Then we have that, for all \( F \in L^p(\sigma(X_1)) \),

\[
\|T_t F\|_q \leq \|F\|_p.
\]

The result can be found, for instance, in Nualart [11]. It is then possible to derive the following estimate:

**Lemma 3.2.** Let \( V_n \) be a random variable in \( K_n \). Then, for \( 1 < p < q < \infty \) we have that

\[
\|V_n\|_q \leq \left( \frac{q-1}{p-1} \right)^{n/2} \|V_n\|_p.
\]
Proof. It is well known that, by applying the operator $T_t$ to $V_n$, we get that
\[ T_t V_n = e^{-nt} V_n. \]

We now choose $t > 0$ such that $e^t = \left( \frac{q-1}{p-1} \right)^{1/2}$. Then, Proposition 3.1 implies that
\[ \left( \frac{q-1}{p-1} \right)^{-n/2} \| V_n \|_q = e^{-nt} \| V_n \|_q = \| T_t V_n \|_q \leq \| V_n \|_p. \]

Moreover, with the help of the well known interpolation of Hölder’s inequality, we can derive from Lemma 3.2 the following inequality.

**Lemma 3.3.** Let $V_n$ be a random variable in $K_n$, and $p > 1$. Then:
\[ \| V_n \|_p \leq e^{np/2} \| V_n \|_1. \]

**Proof.** Let $q > p$ be arbitrary, and let $\theta = \theta(p, q) \in (0, 1)$ be such that $\frac{1}{p} = \frac{1}{q} + \theta$. Then, the interpolation of Hölder’s inequality and Lemma 3.2 yield that
\[ \| V_n \|_p \leq \| V_n \|_q^{1-\theta} \| V_n \|_1^\theta \leq \left( \frac{q-1}{p-1} \right)^{n(1-\theta)/2} \| V_n \|_p^{1-\theta} \| V_n \|_1^\theta. \]

By rearranging the terms, this gives us that
\[ \| V_n \|_p \leq \left( \frac{q-1}{p-1} \right)^{n(1-\theta)/2} \| V_n \|_1. \]

The claim then follows by observing that
\[ \inf_{q \in (p, \infty)} \left( \frac{q-1}{p-1} \right)^{n(1-\theta(p, q))/2} = \lim_{q \to p^+} \left( \frac{q-1}{p-1} \right)^{n(1-\theta(p, q))/2} = e^{np/2}. \]

Even though the constant $e^{np/2}$ could be further optimized, it is sufficiently small for our purpose. From now on, we will write $L^p$ for the space $L^p(\Omega, F, P)$, $p \geq 1$. Because of the well known fact that $(H_n(t, X_t))_{\alpha \in \mathbb{N}^d}$ forms a complete basis of $L^2(\sigma(X_t))$, we will consider in the sequel series associated to the system $(H_n(t, X_t))_{\alpha \in \mathbb{N}^d}$. The hypercontractivity allows to find good estimates for $\| H_n(t, X_t) \|_p$: indeed, for $p \geq 2$ we have that
\[ \| H_n(t, X_t) \|_p \leq e^{\alpha |p/2| (\alpha t^{\alpha})} \frac{1}{2}, \]
whereas for $1 \leq p \leq 2$ we get that
\[ \| H_n(t, X_t) \|_p \geq \| H_n(t, X_t) \|_1 \geq e^{-\alpha |1/2| (\alpha t^{\alpha})} \frac{1}{2}. \]

As a consequence of the hypercontractivity, we can now derive the second main result of this chapter: this extends, via the corresponding Hermite series, the explicit expression of Corollary 2.3 to a class of $L^p$-martingales.

**Theorem 3.4.** For $p > 1$ and $T > 0$, let $(M_t)_{t \in [0, T]}$ be an $L^p$-martingale such that $M_t$ is $\sigma(X_t)$-measurable for all $t \in [0, T]$ (i.e. $M_t$ is of the form $g(t, X_t)$ for some function $g$). Moreover, define $b_{\alpha}$ for $\alpha \in \mathbb{N}^d$, by
\[ b_{\alpha} := \frac{E[M_t H_\alpha(t, X_t)]}{\| H_\alpha(t, X_t) \|_2^2} = \frac{E[M_t H_\alpha(t, X_t)]}{\alpha t^{\alpha}}. \]
Then, the function \( f : \mathbb{C}^d \to \mathbb{C} \), \( f(z) := \sum_{\alpha \in \mathbb{N}^d} b_\alpha z^\alpha \), is well defined, is analytic of order 2 and can be represented for \( z \in \mathbb{C}^d \) and \( t \in [0,T] \) as

\[
f(z) = E \left[ M_t \exp \left( \frac{T}{2} \left( z \cdot X_t - \frac{Tz^2}{2} \right) \right) \right].
\] (3.1)

Moreover, let \( S < (p \lor p^*)^{-1} T \), where \( p^* = \frac{p}{p-1} \) is the conjugate exponent of \( p \). Then, \( (f(Z_s))_{s \in [0,S]} \) is an \( L^p \)-martingale such that

\[
(f(Z_s))^{p^*} = M_s, \quad s \in [0,S].
\]

Proof. First of all, we show that the series \( \sum_{\alpha \in \mathbb{N}^d} b_\alpha z^\alpha \) is absolutely convergent for all \( z \in \mathbb{C}^d \). Since \( \prod_{i=1}^d |z_i|^{|\alpha_i|} \leq |z|^{|\alpha|} \), it is sufficient to prove that

\[
\sum_{n=0}^{\infty} \left( \sum_{|\alpha| = n} |b_\alpha| \right) |z|^n < \infty.
\]

By Hölder’s inequality and Lemma 3.2, it is easy to verify that

\[
\left( \sum_{|\alpha| = n} |b_\alpha| \right)^{1/n} \leq \left( \sum_{|\alpha| = n} \| M_t \|_p \| H_\alpha(t, X_t) \|_{p^*} \right)^{1/n} \frac{|\alpha|!}{\alpha!}
\]

\[
\leq \left( \| M_t \|_p \sum_{|\alpha| = n} (p^* - 1) \lor 1 \right)^{|\alpha|/2} \left( \| H_\alpha(t, X_t) \|_2 \right)^{1/n} \frac{|\alpha|!}{\alpha!}
\]

\[
= \left( \left( \frac{1/(p-1) \lor 1}{t} \right)^{n/2} \| M_t \|_p \sum_{|\alpha| = n} \frac{1}{\sqrt{n!}} \right)^{1/n}
\]

Therefore, by the multinomial theorem,

\[
\left( \sum_{|\alpha| = n} |b_\alpha| \right)^{1/n} \leq \sqrt{\frac{1/(p-1) \lor 1}{t}} \left( \| M_t \|_p \sqrt{\left| \{ \alpha \mid |\alpha| = n \} \right|} \right)^{1/n} \frac{1}{\sqrt{n!}}
\]

\[
\leq \sqrt{\frac{1/(p-1) \lor 1}{t}} \left( \| M_t \|_p \frac{d^{n/2}}{\sqrt{n!}} \sum_{|\alpha| = n} \frac{n!}{\alpha!} \right)^{1/n}
\]

\[
= d \sqrt{\frac{1/(p-1) \lor 1}{t}} \left( \| M_t \|_p \frac{1}{\sqrt{n!}} \right)^{1/n}
\]

The last term converges for \( n \to \infty \) to 0 because of Stirling’s approximation. This shows that \( f \) is well defined and analytic. We now prove the representation. By applying Corollary 2.3 and the dominated convergence theorem, it is easy to check that, for all \( t > 0 \),

\[
f(z) = \sum_{\alpha \in \mathbb{N}^d} \frac{1}{|\alpha|! |\alpha|} E[M_t H_\alpha(t, X_t)] \cdot z^\alpha = \sum_{\alpha \in \mathbb{N}^d} \frac{1}{|\alpha|! |\alpha|} E[M_t Z^\alpha_t] \cdot z^\alpha
\]

\[
= E \left[ M_t \sum_{\alpha \in \mathbb{N}^d} \frac{z^\alpha}{\alpha! |\alpha|} \right].
\]
Hence, by the multinomial theorem,

\[ f(z) = E\left[M_t \sum_{n \in \mathbb{N}} \sum_{|\alpha|=n} \frac{z^n Z^n_t}{\alpha!^{[\alpha]}} \right] = E\left[M_t \sum_{n \in \mathbb{N}} \frac{1}{n!^{[n]}} \sum_{|\alpha|=n} \binom{n}{\alpha} z^n Z^n_t \right] = E\left[M_t \sum_{n \in \mathbb{N}} (z \cdot Z^n_t)^n \right], \]

and the desired representation follows by computing that

\[ f(z) = E\left[M_t \exp\left(\frac{z \cdot Z_t}{t}\right)\right] = E\left[M_t \exp\left(\frac{z \cdot X_t}{t}\right) \cdot E\left[\exp\left(\frac{i \cdot Z_t}{t}\right)\right]\right] = E\left[M_t \exp\left(\frac{1}{t} (z \cdot X_t - \frac{z^T z}{2})\right)\right]. \]

On the other hand, by applying Hölder’s inequality to this representation we can verify that

\[ |f(z)| \leq ||M_t||_p \left\| \exp\left(\frac{1}{t} \left( z \cdot X_t - \frac{z^T z}{2}\right)\right) \right\|_{p^*}, \]

\[ = ||M_t||_p E\left[\left\| \exp\left(\frac{p^*}{t} z \cdot X_t\right) \right\|^{1/p^*} \exp\left(-\frac{\text{Re}(z^T z)}{2t}\right)\right] \]

\[ = K_t \exp\left(\frac{1}{2t}((p^* - 1) \text{Re}(z)^2 + \text{Im}(z)^2)\right) \]

\[ \leq K_t \exp\left(\frac{(p^* - 1)}{2t} |z|^2\right), \tag{3.2} \]

where \( K_t := ||M_t||_p \), and hence \( f \) is analytic of order 2. It remains to consider the process \( (f(Z_s))_{s \in [0,S]} \). Because of the choice of \( S \), we get that \( f(Z_s) \in L^p \) for all \( s \in [0,S] \); namely, by taking some \( t \in [0,T] \) such that \( t > (p \vee p^*)s \), the estimate (3.2) implies that

\[ E\left[|f(Z_s)|^p\right] \leq K_t E\left[\exp\left(\frac{p \vee p^*}{2t} |Z_s|^2\right)\right] < \infty. \]

Then, the fact that \( (f(Z_s))_{s \in [0,S]} \) is a martingale such that \( (f(Z_s))_{s \in [0,S]}^{\mathcal{P}} = M_s \) for \( s \in [0,S] \) is obtained by applying Fubini’s theorem and Corollary 2.3 to the integral representation (3.1) for \( f \): the details are left to the reader. \( \square \)

As a consequence, we obtain the following result for martingales on \([0,\infty)\):

**Corollary 3.5.** Let \( p > 1 \), and assume that \((M_t)_{t \in [0,\infty)} \) is an \( L^p \)-martingale such that \( M_t \) is \( \sigma(X_t) \)-measurable for all \( t \in [0,T] \), and let \( f \) as in Theorem 3.4. Then, \((f(Z_t))_{t \in [0,\infty)} \) is an \( L^p \)-martingale such that

\[ (f(Z_t))_{t \in [0,\infty)}^{\mathcal{P}} = M_t, \quad t \in [0,\infty). \]

By analyzing the proof of Theorem 3.4 we immediately notice that the result cannot hold for \( p = 1 \), due to the unboundedness of the Hermite polynomials. It is however possible to relate the convergence in \( L^1 \) of an Hermite series to that in \( L^p, p > 1 \).
Proposition 3.6. Let $t \geq 0$, and assume that the family $(b_\alpha H_\alpha(t, X_t))_{\alpha \in \mathbb{N}^d}$ is bounded in $L^1$. Then, for $p > 1$, $\sum_{\alpha \in \mathbb{N}^d} b_\alpha H_\alpha(s, X_s)$ converges absolutely in $L^p$ for $s < \frac{t}{p e_\mathbb{R}^d}$.

Proof. Let $s \geq 0$ be arbitrary. As a consequence of the estimates on Hermite polynomials and of the scaling property of Brownian motion we obtain that

$$\sum_{\alpha \in \mathbb{N}^d} |b_\alpha| \|H_\alpha(s, X_s)\|_p \leq \sum_{\alpha \in \mathbb{N}^d} |b_\alpha| e^{\alpha p/2} \|H_\alpha(s, X_s)\|_1$$

$$= \sum_{\alpha \in \mathbb{N}^d} |b_\alpha| \left( \frac{e^{p/2}}{t} \right)^{\alpha/2} \|H_\alpha(t, X_t)\|_1. \tag{3.3}$$

Let $K$ denote the $L^1$-bound on the family $(b_\alpha H_\alpha(t, X_t))_{\alpha \in \mathbb{N}^d}$, and assume that $s < \frac{t}{p e_\mathbb{R}^d}$. As a consequence of (3.3), we then obtain that

$$\sum_{\alpha \in \mathbb{N}^d} |b_\alpha| \|H_\alpha(s, X_s)\|_p \leq K \sum_{\alpha \in \mathbb{N}^d} \left( \frac{e^{p/2}}{t} \right)^{\alpha/2}$$

$$\leq K \sum_{n=0}^{\infty} \left( \frac{e^{p/2}}{t} \right)^{n/2} \{ \alpha \in \mathbb{N}^d \mid |\alpha| = n \}$$

$$\leq K \sum_{n=0}^{\infty} \left( \frac{e^{p/2} d \sqrt{2}}{t} \right)^n < \infty,$$

because of the choice of $s$. This proves the desired absolute convergence.

As a consequence of Proposition 3.6 we also obtain:

Corollary 3.7. Assume that, for all $t \geq 0$, the series $\sum_{\alpha \in \mathbb{N}^d} b_\alpha H_\alpha(t, X_t)$ converges, for some rearrangement of the terms, in $L^1$. Then, $\sum_{\alpha \in \mathbb{N}^d} b_\alpha H_\alpha(t, X_t)$ converges absolutely in $L^p$ for all $t \geq 0$ and $p \geq 1$.

4 Widder’s representation for Brownian martingales

As an application of the above properties, we derive a characterization of Widder’s theorem about the representation of positive martingales. First of all, we recall how the classical formulation of Widder translates in a probabilistic setting. A purely probabilistic proof of this theorem can be found in [10], but we prefer to include a different presentation for the convenience of the reader. Moreover, we observe that our result hold for any dimension $d \in \mathbb{N}$.

Theorem 4.1. Let $X$ be a $d$-dimensional Brownian motion, and suppose that $M_t = g(t, X_t)$ is a continuous martingale such that $g(0, 0) = 1$ and $g(t, X_t) \geq 0$. Then, there exists a probability measure $\mu$ on $\mathbb{R}^d$ such that, for all $t \geq 0$,

$$M_t = \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X_t) \mu(dv) \quad P\text{-a.s..}$$
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Proof. Let \( f : \mathbb{R}^d \to \mathbb{C} \) be a bounded, continuous map. Then, for \( s \geq t \) one has that

\[
E \left[ M_t f \left( \frac{X_t}{t} \right) \right] = E \left[ M_s f \left( \frac{X_s}{t} \right) \right] = E \left[ M_s f \left( \frac{X_s}{s} + \left( \frac{X_t}{t} - \frac{X_s}{s} \right) \right) \right].
\]

Note that the random variables \( \left( \frac{X_t}{t} - \frac{X_s}{s} \right) \) and \( \frac{X_s}{s} \) are independent as they are uncorrelated in a Gaussian space. Therefore, by conditioning on \( \frac{X_s}{s} \) one gets that

\[
E \left[ M_t f \left( \frac{X_t}{t} \right) \right] = E \left[ M_s \int_{\mathbb{R}^d} f \left( \frac{X_s}{s} + \sqrt{\frac{1}{t} - \frac{1}{s}} x \right) \frac{\exp(-|x|^2/2)}{(2\pi)^{d/2}} dx \right].
\]

We can now proceed with the construction of the measure \( \mu \). By taking \( f(x) := \exp(i u \cdot x) \), the previous equality yields that

\[
E \left[ M_t \right. \exp \left( i u \cdot \frac{X_t}{t} \right) = E \left[ M_s \exp \left( i u \cdot \frac{X_s}{s} \right) \right] \exp \left( -\frac{1}{2} \left( \frac{1}{t} - \frac{1}{s} \right) |u|^2 \right).
\]

On the other hand, the process \((M_t)_{t \geq 0}\) is by assumption a density process, and is therefore associated to a measure \( Q \) on \( C(\mathbb{R}^+, \mathbb{R}^d) \) with \( Q|_{\mathcal{F}_t} << P|_{\mathcal{F}_t} \) via the Radon-Nikodym theorem. This gives us that

\[
E_Q \left[ \exp \left( i u \cdot \frac{X_t}{t} \right) \right] = E_Q \left[ \exp \left( i u \cdot \frac{X_s}{s} \right) \right] \exp \left( -\frac{1}{2} \left( \frac{1}{t} - \frac{1}{s} \right) |u|^2 \right).
\]

By taking \( t = 1 \), this implies in particular that

\[
\varphi_{X_1}^Q(u) = \varphi_{X_s}^Q \left( u, \frac{1}{s} \right) \exp \left( -\frac{1}{2} \left( 1 - \frac{1}{s} \right) |u|^2 \right),
\]

where \( \varphi_{X_1}^Q \) denotes the characteristic function of the random variable \( Y \) under the measure \( Q \).

As a consequence, we get that \( \varphi_{X_s}^Q(u) \) converges pointwise for \( s \to \infty \) to a continuous function \( \varphi_{X_1}^Q(u) \exp \left( \frac{i}{2} |u|^2 \right) \). Therefore, Lévy’s continuity theorem yields the existence of a measure \( \mu \) such that \( X_s \) converges weakly to \( \mu \) under \( Q \) as \( s \to \infty \).

We now have to check that \( \mu \) satisfies the desired property. By the above convergence in distribution, we have that, for any \( f \) bounded and continuous and for any fixed \( t > 0 \),

\[
E_Q \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( \frac{X_s}{s} + \sqrt{\frac{1}{t} - \frac{1}{s}} x \right) e^{-|v|^2/2} \frac{e^{-|x|^2/2}}{(2\pi)^{d/2}} dx \right] \mu(dv)
\]

when \( s \to \infty \). Since the left hand side equals \( E \left[ M_t f \left( \frac{X_s}{s} \right) \right] \) for any \( s \geq t \), we get that

\[
E \left[ M_t f \left( \frac{X_t}{t} \right) \right] = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f \left( v + \sqrt{\frac{1}{t}} x \right) e^{-|v|^2/2} \frac{e^{-|x|^2/2}}{(2\pi)^{d/2}} dx \mu(dv).
\]
On the other hand, by using Girsanov’s theorem one can easily check that, for any $f$ bounded and continuous,

$$
E \left[ \int_{\mathbb{R}^d} \mathcal{E}(vX_t) \mu(dv) f \left( \frac{X_t}{t} \right) \right] = \int_{\mathbb{R}^d} E \left[ \mathcal{E}(vX_t) f \left( \frac{X_t}{t} \right) \right] \mu(dv) \\
= \int_{\mathbb{R}^d} E \left[ f \left( \frac{X_t}{t} + v \right) \right] \mu(dv) \\
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f \left( v + \sqrt{\frac{1}{t}} x \right) e^{-|x|^2/2} (2\pi)^{d/2} dx \mu(dv).
$$

By approximation arguments, this equality can then be extended to any $f$ bounded and measurable, obtaining the desired representation for $M_t$.

The condition that $g(t, X_t)$ forms a martingale on the whole interval $[0, \infty)$ is essential. This can easily be shown by separation arguments: let $d = 1, T > 0$, and denote by $K$ the set of all the martingales having the desired representation, i.e.

$$K = \{ N = (N_t)_{0 \leq t \leq T} \mid \text{There is a probability measure } \mu \text{ such that } N_t = \int_{\mathbb{R}} \mathcal{E}(vX_t) \mu(dv), 0 \leq t \leq T \}.$$

Clearly, $K$ is a convex set. Now, for an arbitrary $f \in L^\infty(\mathbb{R}^d)$ and any $N \in K$ we have that

$$E[f(X_t)N_t] = \int_{\mathbb{R}} \int_{\mathbb{R}} f(X_t) \mathcal{E}(vX_t) \mu(dv) dP \\
= \int_{\mathbb{R}} E[f(X_t) \mathcal{E}(vX_t)] \mu(dv) \\
= \int_{\mathbb{R}} E[f(X_t + vt)] \mu(dv).$$

The choice $f_k(x) := \sin(kx)$ gives

$$E[f_k(X_t)N_t] = \int_{\mathbb{R}} E[\sin(kX_t + kv)] \mu(dv) \\
= \int_{\mathbb{R}} E[\cos(kX_t)] \sin(kv) \mu(dv) \\
\geq E[\cos(kX_t)] \inf_{v \in \mathbb{R}} \sin(kv) = -e^{-k^2t/2}.$$

However, by defining

$$M_T = \frac{1_{[\sin(kX_T) < -e^{-k^2T/2}]}}{P(\sin(kX_T) < -e^{-k^2T/2})}$$

and by setting $M_t := E[M_T | F_t] = g(t, X_t)$, we get a martingale on $[0, T]$ of the desired form and such that $E[f_k(X_t)M_t] < -e^{-k^2t/2}$. This proves the claim.

On the other hand, Theorem 4.1 can easily be extended to any continuous $L^1$-bounded Brownian martingale on $[0, \infty)$. First of all, we recall the well known Krickeberg decomposition for $L^1$-bounded martingales:
Theorem 4.2. Let $M$ denote a martingale on $[0, \infty)$. Then $M$ is $L^1$-bounded if and only if it can be written ($P$-a.s.) as the difference of two positive martingales $M^1, M^2$. Moreover, one can choose $M^1, M^2$ so that
\[ \sup_{t \geq 0} \| M_t \|_1 = E[M^1_0] + E[M^2_0], \]
and the decomposition is then given by
\[ M^1_t = \sup_{s \geq t} E[M^+_s | F_t], \quad M^2_t = \sup_{s \geq t} E[M^-_s | F_t] \quad P\text{-a.s.,} \quad t \geq 0. \]

The proof of this well known result can be found for instance in [3]. Krickeberg’s decomposition allows us to extend Widder’s representation theorem, obtaining the following result:

Proposition 4.3. Let $(M_t)_{t \geq 0}$ be a continuous, $L^1$-bounded martingale of the form $M_t = g(t, X_t)$. Then there is a signed measure $\mu$ on $\mathbb{R}^d$ such that
\[ M_t = \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \, \mu(dv) \quad P\text{-a.s. for all } t \geq 0. \]
Moreover, we have that
\[ \sup_{t \geq 0} \| M_t \|_1 = \| \mu \|. \]

Proof. We apply the Krickeberg decomposition to $M$, obtaining two positive martingales $M^1, M^2$ such that $M = M^1 - M^2$ and $\sup_{t \geq 0} \| M_t \|_1 = M^1_0 + M^2_0$.

By construction, $M'$ is of the form $M' = f(t, X_t)$: indeed,
\[ M^1_t = \sup_{s \geq t} E[M^+_s | F_t] = \sup_{s \geq t} E[M^+_s | X_t], \]
since $M^+_s$ is $\sigma(X_s)$-measurable. We can assume, without loss of generality, that $M^1_0 \neq 0$. Then, we can apply Widder’s representation to the positive martingales $\frac{M^1}{M^1_0}, \frac{M^2}{M^2_0}$, obtaining two probability measures $\hat{\mu}^1, \hat{\mu}^2$ such that
\[ \frac{M^1}{M^1_0} = \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \, \hat{\mu}^1(dv) \quad P\text{-a.s..} \]
We thus set $\mu^i := M^i_0 \hat{\mu}^i$ and $\mu := \mu^1 - \mu^2$. Then, for all $t$,
\[ M_t = M^1_t - M^2_t = \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \, \mu(dv) \quad P\text{-a.s..} \]

On the other hand, we have that
\[ \| M_t \|_1 \leq \int_{\Omega} \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \, |\mu|(dv) dP = \int_{\mathbb{R}^d} E[\mathcal{E}(v \cdot X)_t] \, |\mu|(dv) = \| \mu \|, \]
so that we finally get that
\[ \| \mu^1 \| + \| \mu^2 \| = M^1_0 + M^2_0 = \sup_{t \geq 0} \| M_t \|_1 \leq \| \mu \| \leq \| \mu^1 \| + \| \mu^2 \|. \]
A characterization of Widder’s measure

We now present the aforementioned characterization of the measure \( \mu \) appearing in Proposition 4.3. To the best of our knowledge, this characterization is new and shows interesting analogies with results from Fourier analysis.

**Theorem 5.1.** Let \((g(t, X_t))_{t \geq 0}\) be a continuous \(L^1\)-bounded martingale on \([0, \infty)\) with Widder’s representation \(g(t, X_t) = \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \mu(\,dv)\). Then, the following assertions hold:

(i) If the measure \(|\mu|\) has quadratic exponential moments of all orders, i.e.

\[
\int_{\mathbb{R}^d} \exp(\lambda |v|^2) \, |\mu|(\,dv) < \infty \quad \text{for all} \quad \lambda > 0,
\]

then there is a family \((b_\alpha)_{\alpha \in \mathbb{N}^d}\) of coefficients in \(\mathbb{R}\) such that, for all \(t \geq 0\), the series \(\sum_{\alpha \in \mathbb{N}^d} b_\alpha H_\alpha(t, X_t)\) converges absolutely to \(g(t, X_t)\) in \(L^1\), and therefore in \(L^p\) for all \(p > 1\). The coefficients \(b_\alpha\) can be represented as

\[
b_\alpha = \frac{1}{\alpha!} \int_{\mathbb{R}^d} v^\alpha \mu(\,dv), \quad \alpha \in \mathbb{N}^d.
\]

(ii) Conversely, if \(\mu\) is positive and there is a family \((b_\alpha)_{\alpha \in \mathbb{N}^d}\) such that the series \(\sum_{\alpha \in \mathbb{N}^d} b_\alpha H_\alpha(t, X_t)\) converges, for some rearrangement of the terms, to \(g(t, X_t)\) in \(L^1\) for all \(t \geq 0\), then \(\mu\) has quadratic exponential moments of all orders. Moreover, the function \(f(z) := \int_{\mathbb{R}^d} e^{v \cdot z} \mu(\,dv)\), \(z \in \mathbb{C}^d\), is well defined, analytic of order 2, and can be represented, for \(z \in \mathbb{C}^d\) and \(t > 0\), as

\[
f(z) = \sum_{\alpha \in \mathbb{N}^d} b_\alpha z^\alpha = E\left[ g(t, X_t) \exp \left( \frac{1}{\lambda} \left( z \cdot X_t - \frac{z^T z}{2} \right) \right) \right].
\]

**Proof.** We can assume, without loss of generality, that \(|\mu|\) has total mass 1. We first show (i): clearly, we have that

\[
|g(t, X_t)|^2 = \left( \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \mu(\,dv) \right)^2 \leq \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)^2_t \, |\mu|(\,dv),
\]

so that

\[
E[|g(t, X_t)|^2] \leq \int_{\mathbb{R}^d} E[\mathcal{E}(v \cdot X)^2_t] \, |\mu|(\,dv) = \int_{\mathbb{R}^d} e^{t|v|^2} \, |\mu|(\,dv) < \infty
\]

for all \(t \geq 0\). Hence, \(g(t, X_t)\) is the limit in \(L^2\) of the series \(\sum_{\alpha \in \mathbb{N}^d} b_\alpha H_\alpha(t, X_t)\), where \(b_\alpha = \frac{1}{\alpha!} E[|g(t, X_t)| H_\alpha(t, X_t)]\). A simple application of Fubini’s theorem then gives that

\[
b_\alpha = E\left[ \left( \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \mu(\,dv) \right) H_\alpha(t, X_t) \right] \frac{1}{\alpha!} \int_{\mathbb{R}^d} e^{t|v|^2} \, \mu(\,dv) = \frac{1}{\alpha!} \int_{\mathbb{R}^d} v^\alpha \, \mu(\,dv).
\]
We now prove the second implication. Since the series \( \sum_{n \in \mathbb{Z}} b_n H_n(t, X_t) \) converges for some rearrangement to \( g(t, X_t) \) in \( L^1 \), Corollary 3.7 implies that the same series converges absolutely in \( L^2 \) to \( g(t, X_t) \) for all \( t \geq 0 \). Hence, we get that

\[
\infty > E[g(t, X_t)^2] = E\left[ \left( \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \mu(dv) \right)^2 \right] = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{(v \cdot w)t} \mu(dv) \mu(dw)
\]

for all \( t \geq 0 \). This is enough to show the existence of quadratic exponential moments of \( \mu \): indeed, by setting \( C_t := \|g(t, X_t)\|_2 \) we obtain that, for all \( K > 0 \),

\[
(\mu \otimes \mu)(v \cdot w > K) \leq C_t \exp(-tK).
\]  

(5.1)

On the other hand it is easy to verify that, for \( i \in \{1, \cdots, d\} \) and \( (\varepsilon_1, \cdots, \varepsilon_d) \in \{-1, 1\}^d \), the set

\[
\mathcal{A}_{K,i,(\varepsilon_1, \cdots, \varepsilon_d)} := \{v \in \mathbb{R}^d | |v_i| > \sqrt{K}, \ \text{sign}(v_j) = \varepsilon_j \ \forall \ j\}
\]

\times \{w \in \mathbb{R}^d | |w_i| > \sqrt{K}, \ \text{sign}(w_j) = \varepsilon_j \ \forall \ j\}

is a subset of \{\{(v, w) \in \mathbb{R}^d \times \mathbb{R}^d | v \cdot w > K\} \}. Thus, (5.1) implies that, for \( i \in \{1, \cdots, d\} \) and \( (\varepsilon_1, \cdots, \varepsilon_d) \in \{-1, 1\}^d \),

\[
\mu(\{v \in \mathbb{R}^d | |v_i| > \sqrt{K}, \ \text{sign}(v_j) = \varepsilon_j \ \forall \ j\}) \leq C_t^{1/2} \exp\left(-\frac{t}{2}K\right).
\]  

(5.2)

Now, if \( v \in \mathbb{R}^d \) is such that \( |v|^2 > K \), then there is an \( i \in \{1, \cdots, d\} \) such that \( |v_i| > \sqrt{K/d} \): hence, (5.2) gives that

\[
\mu(|v|^2 > K) \leq d 2^d C_t^{1/2} \exp\left(-\frac{t}{2d}K\right).
\]

Since \( t \geq 0 \) is arbitrary, this finally implies for all \( \lambda \geq 0 \) that

\[
\int_{\mathbb{R}^d} e^{\lambda |v|^2} \mu(dv) < \infty.
\]

We conclude this article with an example illustrating the fact that the quadratic exponential moments of \( \mu \) are needed in order to have an expansion in Hermite series of the corresponding martingale. Let \( \mu \) denote the standard Gaussian measure on \( \mathbb{R} \): we can then verify that, for \( t \geq 0 \),

\[
g(t, X_t) = \int_{\mathbb{R}^d} \mathcal{E}(v \cdot X)_t \mu(dv) = \frac{1}{\sqrt{t+1}} \exp\left(-\frac{X_t^2}{2(t+1)}\right).
\]

Since not all the quadratic exponential moments of \( \mu \) exist, Theorem 5.1 implies that \( g(t, X_t) \) cannot be represented as an Hermite series in \( L^1 \). Moreover, it is easy to check that \( g(t, X_t) \) corresponds to the counterexample introduced in a deterministic setting by Pollard [12] in order to prove that the Hermite polynomials do not form a basis of \( L^p \) for \( p \neq 2 \), and his conclusions can then be recovered from the results on \( L^p \)-convergence proved in Section 3.

We can therefore observe that Theorem 5.1 gives a full explanation of Pollard’s counterexample: namely, the non-convergence of the corresponding Hermite series is simply due to the non-existence of quadratic exponential moments.
of any order for the corresponding Widder’s measure. This observation allows us to construct several other counterexamples whose Hermite series do not converge in $L^1$: after choosing a measure on $\mathbb{R}$ which does not have quadratic exponential moments of all orders, it suffices to consider the martingale given by the corresponding Widder representation.

Recently, there was a renewed interest in Widder’s representation in connection with boundary crossing problems for Brownian motion, see Alili and Patie [1].
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