I. INTRODUCTION

In 1970, Englman and Jortner (EJ) and also Fischer developed an elegant energy gap (EG) law explaining nearly exponential dependence of the nonradiative decay rate on the transition energy. The theory and model was then extended and improved further but the simple form of the first EG rate law and model continued being used widely to account for quantum yields of excited states and to estimate energy levels of dark states involved in many radiationless transitions. For more than 50 years, an elegant energy gap (EG) law developed by Englman and Jortner [Mol. Phys. 18, 145 (1970)] has served as a key theory to understand and model nearly exponential dependence of nonradiative transition rates on the difference of energy between the initial and final states. This work revisits the theory, clarifies key assumptions involved in the rate expression, and provides a generalization for the cases where the effects of temperature dependence and low frequency modes cannot be ignored. For a specific example where the low frequency vibrational and/or solvation responses can be modeled as an Ohmic spectral density, a simple generalization of the EG law is provided. Test calculations demonstrate that this generalized EG law brings significant improvement over the original EG law. Both the original and generalized EG laws are also compared with stationary phase approximations developed for electron transfer theory, which suggests the possibility of a simple interpolation formula valid for any value of EG.

II. ENERGY GAP LAW: STATIONARY PHASE APPROXIMATION FOR HIGH FREQUENCY SINGLE VIBRATIONAL MODE

The EG law is an application of the stationary phase approximation for the Fermi Golden Rule (FGR) rate expression. There are two assumptions underlying the EG law. One is that the electronic transition of interest is weakly coupled to molecular vibrations and environmental degrees of freedom. The other is that the vibronic transition due to the highest frequency vibrational modes serves as the main route for the quantum transition mechanism. To clarify this, let us consider the following minimal Hamiltonian:

\[
H = E_1 |1\rangle \langle 1| + E_2 |2\rangle \langle 2| + J |1\rangle \langle 2| + |2\rangle \langle 1| + B_1 |1\rangle \langle 1| + B_2 |2\rangle \langle 2| + H_b,
\]

where \(|1\rangle\) is the initial excited state with energy \(E_1\) and \(|2\rangle\) is the final state with energy \(E_2\) to which transition from \(|1\rangle\) occurs due to the electronic coupling \(J\). \(H_b\) is the bath Hamiltonian representing the vibrational modes and environmental responses altogether, and \(B_1\) and \(B_2\) are the coupling terms of the bath to state \(|1\rangle\) and \(|2\rangle\). EJ considered the cases where the electronic coupling \(J\) originates from either nonadiabatic or spin-orbit couplings, but the only assumption needed for deriving the EG law is that \(J\) is a constant small enough to validate the application of FGR. For the Hamiltonian of Eq. (1),
The term for lifetime decay is omitted in Eq. (2). However, it can be added when necessary, either by assuming an imaginary component in $E_t$ or explicitly introducing the background radiation via quantum electrodynamics formulation.\(^\text{23}\)

Let us consider the simple case that $H_b$ consists of harmonic oscillators and $B_1$ and $B_2$ are linear in the displacements of the bath oscillators. Namely, $H_b = \sum_n \hbar \omega_n (b_n^\dagger b_n + \frac{1}{2})$, $B_1 = \sum_n \hbar \omega_n g_{n1} (b_n + b_n^\dagger)$, and $B_2 = \sum_n \hbar \omega_n g_{n2} (b_n + b_n^\dagger)$, where $\omega_n$ is the angular frequency and $b_n$ ($b_n^\dagger$) is the lowering (raising) operator of the $n$th mode, and $g_{n1}$ ($g_{n2}$) is the dimensionless coupling strength (displacement) of the $n$th mode to the state 1 (2). For this case, Eq. (2) can be evaluated exactly and becomes

$$k_{FG} = \frac{J^2}{\hbar^2} \int_{-\infty}^{\infty} dt \exp \left[ \frac{i}{\hbar} \Delta E t - \sum_n \delta g_n^2 \right]$$

$$\times \left\{ \coth \left( \frac{\hbar \omega_n}{2k_BT} \right) (1 - \cos(\omega_n t)) + i \sin(\omega_n t) \right\},$$

where $\delta g_n = g_{n1} - g_{n2}$ and

$$\Delta E = \Delta E - \sum_n \hbar \omega_n (g_{n1}^2 - g_{n2}^2).$$

The term for lifetime decay is omitted in Eq. (4), which however can be added when necessary, either by assuming an imaginary component in $E_t$ or explicitly introducing the background radiation via quantum electrodynamics formulation.\(^\text{24}\)

For the evaluation of Eq. (4) using the stationary phase approximation, it is useful to rewrite Eq. (4) as follows:

$$k_{FG} = \frac{J^2}{\hbar^2} e^{-f(0)} \int_{-\infty}^{\infty} dt e^{f(t)},$$

where

$$f(t) = \frac{i}{\hbar} \Delta E t + \sum_n \delta g_n^2 \frac{\cosh \left( \frac{\hbar \omega_n}{2k_BT} \right) - it}{\sinh \left( \frac{\hbar \omega_n}{2k_BT} \right)}.$$ 

Then, deforming the integration for $t$ in Eq. (6) to the complex domain and making the stationary phase approximation along the steepest descent path around a stationary point, Eq. (6) can be approximated as

$$k_{SP} = \frac{J^2}{\hbar^2} \left( -\frac{2\pi}{-f''(t_s)} \right)^{1/2} e^{-f(0)+f(t_s)},$$

where $t_s$ is the stationary phase value for which $f'(t_s) = 0$ and $f''(t_s)$ is the second derivative at that point. Note that the above expression is valid for any $t_s$ in complex domain. An implicit equation for $t_s$ can be found easily by taking the derivative of Eq. (7) directly, which results in

$$\frac{\Delta E}{\hbar} = \sum_n \delta g_n^2 \omega_n \frac{\sinh \left( \frac{\hbar \omega_n}{2k_BT} \right) - it_s}{\sinh \left( \frac{\hbar \omega_n}{2k_BT} \right)}.$$ 

On the other hand, the second derivative of $f(t)$ is

$$f''(t_s) = -\sum_n \delta g_n^2 \omega_n \frac{\cosh \left( \frac{\hbar \omega_n}{2k_BT} \right) - it_s}{\sinh \left( \frac{\hbar \omega_n}{2k_BT} \right)} \equiv -D(t_s),$$

where the second equality serves as the definition of $D(t_s)$. Employing this expression and Eq. (7) for $t_s$ in Eq. (8), we obtain the following stationary phase approximation for the rate:

$$k_{SP} = \frac{J^2}{\hbar^2} \left( \frac{2\pi}{D(t_s)} \right)^{1/2} e^{-f(0)} \left[ \frac{i}{\hbar} \Delta E t_s + \sum_n \delta g_n^2 \frac{\cosh \left( \frac{\hbar \omega_n}{2k_BT} \right) - it_s}{\sinh \left( \frac{\hbar \omega_n}{2k_BT} \right)} \right].$$

An expression equivalent to this has been used as the starting point for many theoretical improvements of the EG law and also for deriving closed form expressions for electron transfer (ET) rates in the quantum limit.\(^\text{25}\)

A typical situation where the EG law applies is when $\Delta E$ is much larger than both the thermal energy and the reorganization energy of the vibrational modes coupled to the electronic transition. In this case, the solution for Eq. (4) exists only for sufficiently large imaginary value of $t_s$ with the major contribution coming from the highest frequency vibrational modes. To clarify this point and also to understand the relationship between the EG law and other stationary phase approximations, let us introduce the following standard form of the bath spectral density:

$$J(\omega) = \pi \hbar \sum_n \delta g_n^2 \delta(\omega - \omega_n) \omega_n^2.$$ 

In addition, let us introduce an imaginary time $\tau_s$ such that

$$\tau_s = -it_s,$$

for which, the implicit equation for $t_s$, Eq. (9), with the use of the bath spectral density $J(\omega)$, becomes

$$\frac{\Delta E}{\hbar} = \frac{1}{\pi \hbar} \int_{-\infty}^{\infty} d\omega \frac{J(\omega) \sinh \left( \frac{\hbar \omega}{2k_BT} + \tau_s \right) \sinh \left( \frac{\hbar \omega}{2k_BT} \right)}{\sinh \left( \frac{\hbar \omega}{2k_BT} \right)}.$$
Then, the stationary phase approximation for the FGR rate, Eq. (11), can be expressed in terms of $\tau_s$ as follows:

$$k_{SP} = \frac{J^2}{\hbar^2} \left( \frac{2\pi}{D(i\tau_s)} \right)^{1/2} \exp \left[ -\frac{1}{\hbar} \Delta \bar{E} \tau_s + G(\tau_s) \right],$$

(15)

where

$$D(i\tau_s) = \frac{1}{\pi\hbar} \int_0^\infty d\omega J(\omega) \times \left( \frac{\hbar\omega}{2k_BT} \right) \coth \left( \frac{\hbar\omega}{2k_BT} \right) \left[ \cosh(\omega \tau_s) \right],$$

(16)

$$G(\tau_s) = \frac{1}{\pi\hbar} \int_0^\infty d\omega J(\omega) \left( \frac{\hbar\omega}{2k_BT} \right) \coth \left( \frac{\hbar\omega}{2k_BT} \right) \left[ \cosh(\omega \tau_s) - 1 \right] + \sinh(\omega \tau_s).$$

(17)

Stationary phase approximations developed for the ET theory can be converted to the present case by using the fact that $\Delta \bar{E}$ is equal to $-\Delta G$, where $\Delta G$ is the reaction free energy of the ET reaction. Thus the three known stationary phase approximations for ET with closed form expressions\textsuperscript{28,29} correspond to the cases where $\Delta \bar{E} = 0$ or $\pm \lambda$, where $\lambda$ is the reorganization energy defined as

$$\lambda = \frac{1}{\pi} \int_0^\infty d\omega \frac{J(\omega)}{\omega}.$$  

(18)

Similarly, an interpolation formula developed by Jang and Newton\textsuperscript{28} which connects the three stationary phase approximations for the ET rate can also be converted for the present case. Later, comparison of the well-known semiclassical approximation\textsuperscript{28,29} which is known to work well in the strong coupling limit and corresponds to the stationary phase approximation for $\Delta \bar{E} = \lambda$, and the interpolation formula\textsuperscript{28} with the EG law expression will also be provided.

Now, in order to clarify more detailed features of the EG law, let us assume that the spectral density consists of two components as follows:

$$J(\omega) = \pi\hbar \delta g_0^2 \delta(\omega - \omega_h) + J_i(\omega),$$

(19)

where $\omega_h$ is the highest vibrational frequency among all the modes with $\delta g_0^2 \approx \sum_{\omega, \omega_h \approx \omega_h} \delta g_2^2$, and $J_i(\omega)$ represents all the vibrational modes and environmental responses with its major contributions coming from low frequencies that satisfy $\omega < \omega_h$, where $\omega_i < \omega_h$. Namely, $\omega_i$ is the range of frequencies characterizing $J_i(\omega)$. For this case, the reorganization energy $\lambda$ of the total bath spectral density $J(\omega)$ can be divided into two terms as follows:

$$\lambda = \lambda_h + \lambda_i,$$

(20)

where

$$\lambda_h = \hbar \omega_h \delta g_0^2,$$

(21)

$$\lambda_i = \frac{1}{\pi} \int_0^\infty d\omega \frac{J_i(\omega)}{\omega}.$$  

(22)

Then, Eq. (14) can be expressed as follows:

$$\Delta \bar{E} = \lambda_h \left\{ \exp(\hbar \omega \tau_s) + \left( \coth \left( \frac{\hbar \omega}{2k_BT} \right) - 1 \right) \cosh(\hbar \omega \tau_s) \right\} + \frac{1}{\pi\hbar} \int_0^\infty d\omega J_i(\omega) \left\{ \coth \left( \frac{\hbar \omega}{2k_BT} \right) \cosh(\hbar \omega \tau_s) + \sinh(\hbar \omega \tau_s) \right\},$$

(23)

where the following identity has been used: $\sinh(x + y)/\sinh(x) = e^y + (\coth(x) - 1)\sinh(y)$.

In the weak coupling limit where $\Delta \bar{E} >> \lambda_h, \lambda_i$, the solution of Eq. (23) exists only for a large enough value of $\tau_s$. Given that the values of $\lambda_h/\lambda_i$ and $\omega_h/\omega_i$ are sufficiently large, it is expected that the major contribution on the right hand side comes from the first term involving the $\omega_h$ frequency modes. Assuming that $\hbar \omega_h >> k_BT$, this term can be further approximated as $\lambda_h \exp(\hbar \omega \tau_s)$. Thus, under these conditions, the solution for Eq. (23) can be approximated as

$$\tau_s^0 = -i \tau_s^0 = \frac{1}{\omega_h} \ln \left( \frac{\Delta \bar{E}}{\lambda_h} \right).$$

(24)

Inserting this expression into Eqs. (15)-(27), we obtain

$$k_{EG} \approx \frac{J^2}{\hbar^2} \left( \frac{2\pi}{D(i\tau_s^0)} \right)^{1/2} \times \exp \left[ -\frac{\Delta \bar{E}}{\hbar \omega_h} \ln \left( \frac{\Delta \bar{E}}{\lambda_h} \right) + G(\tau_s^0) \right],$$

(25)

where

$$D(i\tau_s^0) = \delta g_0^2 \omega_h^2 \left\{ \exp(\hbar \omega \tau_s^0) + \left( \coth \left( \frac{\hbar \omega}{2k_BT} \right) - 1 \right) \cosh(\hbar \omega \tau_s^0) \right\} + \frac{1}{\pi\hbar} \int_0^\infty d\omega J_i(\omega) \left\{ \coth \left( \frac{\hbar \omega}{2k_BT} \right) \cosh(\hbar \omega \tau_s^0) + \sinh(\hbar \omega \tau_s^0) \right\}.$$  

(26)
\[ G(\tau_s^0) = \delta g_h^2 \left\{ \exp(\omega_h \tau_s^0) - 1 \right\} \]
\[ + \left( \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right) \left( \cosh(\omega \tau_s^0) - 1 \right) \]
\[ + \frac{1}{\pi \hbar} \int_0^\infty d\omega \frac{J_l(\omega)}{\omega^2} \left\{ \coth \left( \frac{\hbar \omega}{2k_B T} \right) \cosh(\omega \tau_s^0) - 1 \right\} \]
\[ + \sinh(\omega \tau_s^0) \right\}. \] (27)

Equation (27) is as yet different from the well-known form of the EG law rate expression. However, it is possible to show that Eq. (27) reduces to the latter if we approximate that \( \coth(\hbar \omega_h/(2k_B T)) \approx 1 \) and entirely neglect the contribution from \( J_l(\omega) \). Thus, with these approximations, it is straightforward to make the following simplifications:

\[ G(\tau_s^0) \approx \delta g_h^2 \left\{ \exp \left( \omega_h \tau_s^0 \right) - 1 \right\} = \frac{\Delta E - \lambda_h}{\hbar \omega_h}, \] (28)

\[ D(i \tau_s^0) \approx \delta g_h^2 \omega_h^2 \exp \left\{ \omega_h \tau_s^0 \right\} = \omega_h \frac{\Delta E}{\hbar}, \] (29)

where the definitions of \( \lambda_h \), Eq. (28), and \( \tau_s^0 \), Eq. (28), have been used. Thus, with the above approximations, Eq. (27) reduces to the following EG rate expression:

\[ k_{\text{EG}} = \frac{j}{\hbar} \left( \frac{2\pi}{\hbar \omega_h \Delta E} \right)^{1/2} \exp \left[ - \frac{\lambda_h}{\hbar \omega_h} \frac{\Delta E}{\hbar \omega_h} \right] \left( \frac{\Delta E}{\lambda_h} - 1 \right). \] (30)

For the case where the state 1 is an excited state and 2 is the ground state, \( \Delta E \) corresponds to the vertical absorption energy and \( 2\lambda_h + 2\lambda_l = E_{\text{st}} \), which is the Stokes shift of the radiative emission peak from the absorption peak maximum. Thus, given that Eq. (30) serves as a sole representation of the nonradiative decay of the excited state, fitting the experimental rate with the above expression can provide an information on

\[ \gamma \equiv \frac{2\lambda_h}{E_{\text{st}}} = \frac{\lambda_h}{\lambda_l + \lambda_h} = \frac{\hbar \omega_h \delta g_h^2}{\lambda_l + \hbar \omega_h \delta g_h^2}, \] (31)

as has been indicated in a recent work.

Equation (30) is independent of temperature, a natural outcome of a process dominated by tunneling through single high frequency vibrational modes in their ground vibrational states. Actual rates in real systems may be temperature dependent due to various conditions that are not consistent with the assumptions of the EG law. In this sense, experimental investigation of the temperature dependence of the radiationless transition rate will be important for confirming that the observed behavior is indeed consistent with the conditions assumed for the EG law. A practical issue that makes such temperature dependence study complicated is the fact that \( \Delta E \) is dependent on temperature, which however can be determined through independent spectroscopic measurements.

### III. Generalization of the EG Law

#### A. General case

Let alone the stationary phase approximation, which is shown to be fairly accurate even for intermediate coupling regime, the validity of Eq. (30) requires the following conditions: (i) \( \Delta E > \lambda_h \); (ii) \( \coth(\hbar \omega_h/(2k_B T)) = 1 \); (iii) \( \lambda_l = 0 \), for which \( \tau_s^0 \) becomes the exact solution for Eq. (28). What if all three of these conditions are not satisfied? It is still possible for the rate to show nearly exponential dependence. If this is the case, the EG law, Eq. (30), cannot serve as a quantitatively reliable theory even when it appears to explain experimental trends qualitatively. A simple extension of Eq. (30) for such cases is instead to use Eq. (27), which retains all the Franck-Condon contributions of other modes and finite temperature effects. However, this expression keeps \( \tau_s^0 \) as the solution of the stationary phase condition. Thus, if the solution for Eq. (14) deviates significantly from \( \tau_s^0 \), it will not be accurate enough. Furthermore, it is not even clear whether Eq. (27) is well defined for all values of \( \tau_s^0 \) and for any kind of \( J_l(\omega) \). Therefore, it is important to find a solution for \( \tau_s \) that is valid for more general conditions.

Freed and Jortner showed that it is possible to find a general solution for \( \tau_s \) by solving an algebraic equation, which can be a good starting point but appears to be difficult to work with for a general bath spectral density. Alternatively, solving Eq. (27) numerically is not a difficult task with current computational capability and may be the best practical solution for general situation. As yet, it would be useful to have a closed form expression for quick theoretical understanding and interpretation of experimental data. To this end, it is possible to find the next order correction for the solution of Eq. (14) under the condition that \( \tau_s \) deviates slightly from \( \tau_s^0 \). Detailed expressions for this case are provided in Appendix A.

#### B. Ohmic spectral density with exponential cut-off for low frequency modes

The present subsection provides a practical approximation that can be used for a wider range of \( \Delta E \) when the low frequency spectral density can be expressed as an Ohmic spectral density with exponential cutoff as follows:

\[ J_l(\omega) = \pi \hbar \eta \omega e^{-\omega/\omega_l}, \] (32)

where \( \omega_l < \omega_h \). For this,

\[ \lambda_l = \eta \hbar \omega_l. \] (33)
Since the above Ohmic bath spectral density is commonly used for representing the effects of solvent and a collection of low frequency modes mixed with environmental degrees of freedom, a general rate expression in this case is expected to have broad applications.

For the above Ohmic spectral density representing the low frequency modes, Eq. (23) becomes

\[
\Delta \bar{E} = \lambda_h \left\{ \exp(\omega_l \tau_s) \right. \\
+ \left. \left( \cosh \left( \frac{\hbar \omega_l}{2k_B T} \right) - 1 \right) \sinh(\omega_l \tau_s) \right. \\
+ \lambda_i \left\{ \frac{1}{1 - \omega_l \tau_s} + \frac{1}{\omega_l} \int_0^\infty d\omega e^{-\omega/\omega_l} \right. \\
\times \left. \left( \cosh \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right) \sinh(\omega \tau_s) \right\}. \tag{34}
\]

It is clear from the above expression that the term involving \( \lambda_i \) becomes singular at \( \tau_s = 1/\omega_l \). There are additional singularities for larger values of \( \tau_s \) as well, depending on the value of temperature. This shows that the logarithmic dependence of \( \tau_s \) with \( \Delta \bar{E} \), as expressed by Eq. (24), is no longer a valid assumption for very large \( \Delta \bar{E} \) even in the limit where \( \lambda_h >> \lambda_i \).

When the term \( \lambda_i / (1 - \omega_l \tau_s) \) on the right hand side of Eq. (34) is dominant, the resulting solution for \( \tau_s \) can be approximated as \( (1 - \lambda_i / \Delta \bar{E}) / \omega_l \). Thus, as a simple approximation, one can use the following expression for \( \tau_s \):

\[
\tau_s = \text{Min} \left\{ \frac{1}{\omega_h} \ln \left( \frac{\Delta \bar{E}}{\lambda_h} \right), \frac{1}{\omega_l} \left( 1 - \frac{\lambda_i}{\Delta \bar{E}} \right) \right\}. \tag{35}
\]

where “Min” represents the minimum of the two argument and it is assumed that \( \Delta \bar{E} > 0 \).

Employing \( \tau_s \) given by Eq. (35) in Eq. (15) leads to a new generalized energy gap (GEG) law, which extends the original EG law, Eq. (30), for high temperature and for the case where the solvent and low frequency modes can be modeled by the Ohmic spectral density. The expressions for \( D(i\tau_s) \) and \( G(\tau_s) \) used in Eq. (30) are respectively the same as Eqs. (26) and (27) except that \( \tau_s \) given by Eq. (35) is used instead of \( \tau_s^0 \). Although direct numerical integration involved in these terms is feasible, closed form expressions with reasonable accuracy for these would be useful and can be derived employing an approximation\(^{33}\) for \( \coth(x/2) \approx 1 + 2e^{-x} + 2e^{-2x} + (2/x)e^{-5x/2} \). The resulting approximation for \( D(i\tau_s) \) is as follows:

\[
D(i\tau_s) \approx \frac{\lambda_h \omega_h}{\hbar} \left\{ \exp(\omega_h \tau_s) \right. \\
+ \left. \left( \cosh \left( \frac{\hbar \omega_h}{2k_B T} \right) - 1 \right) \cosh(\omega_h \tau_s) \right\} \\
+ \frac{\lambda_i}{\hbar} \left\{ \frac{1}{1 - \omega_l \tau_s} + \frac{1}{\omega_l} \right. \\
\times \left. \frac{1}{(1 + \omega_l / (k_B T) - \omega_l \tau_s)^2} \right. \\
\times \left. \frac{1}{(1 + 2\omega_l / (k_B T) - \omega_l \tau_s)^2} \right. \\
\times \left. \frac{1}{1 + 5\omega_l (2k_B T) - \omega_l \tau_s} \right. \\
\times \left. \frac{1}{1 + 5\omega_l (2k_B T) + \omega_l \tau_s} \right\}. \tag{36}
\]

Similarly, \( G(\tau_s) \) can also be approximated as

\[
G(\tau_s) \approx \frac{\lambda_h \omega_h}{\hbar} \left\{ \exp(\omega_h \tau_s) \right. \\
+ \left. \left( \cosh \left( \frac{\hbar \omega_h}{2k_B T} \right) - 1 \right) \cosh(\omega_h \tau_s) \right\} \\
+ \frac{\lambda_i}{\hbar} \left\{ - \ln \left( 1 - \omega_l \tau_s \right) \right. \\
\times \left. \ln \left( 1 - \left( \frac{\omega_l \tau_s}{1 + \omega_l / (k_B T)} \right)^2 \right) \right. \\
\times \left. \ln \left( 1 - \left( \frac{\omega_l \tau_s}{1 + 2\omega_l / (k_B T)} \right)^2 \right) \right. \\
\times \left. \ln \left( 1 + \omega_l / (2k_B T) \right) \right. \\
\times \left. \ln \left( 1 + 5\omega_l (2k_B T) \right) \right\}. \tag{37}
\]

For the above expressions, it is clear that both \( D(i\tau_s) \) and \( G(\tau_s) \) are finite for all values of \( \tau_s \) given by Eq. (35).

\section*{IV. NUMERICAL RESULTS AND DISCUSSION}

This section compares both the EG rate expression, Eq. (30), and the GEG rate expression, Eq. (15) with
TABLE I. Equations and conditions of validity in addition to the stationary phase approximation for the methods tested.

| Rate   | Expression                          | Conditions of validity                      |
|--------|-------------------------------------|---------------------------------------------|
| Exact  | Eq. (11)                            |                                             |
| EG     | Eq. (30)                            | $\Delta E \gg \lambda_b \gg \lambda_i$  
          |                                    | $\hbar \omega_i \gg k_B T$                |
| GEG    | Eq. (15) with Eqs. (35)-(37)        | $\Delta \bar{E} \gg \lambda_b, \lambda_i$ |
| SC     | Eq. (151)                           | $\Delta \bar{E} \sim \lambda$             |
| SPI    | Eq. (155)                           | $\Delta \bar{E} < 2\lambda$               |

TABLE II. Values of parameters defining four different cases tested and example set of parameters for the case where $k_B T = 200$ cm$^{-1}$. In all the cases, $\delta_0^2 = 0.1$.

| Case | $\eta_1$ | $\omega_i/\omega_l$ | $\gamma$ | $k_B T$/cm$^{-1}$ | $k_B T = 200$ cm$^{-1}$ |
|------|---------|---------------------|---------|-------------------|----------------------|
| I    | 1       | 5                   | $\frac{1}{4}$ | 1 200 1000 200 100 | 0.5 400 2000 400 200 |
| II   | 2       | 5                   | $\frac{1}{4}$ | 1 200 1000 400 200 | 0.5 400 2000 800 200  |
| III  | 1       | 10                  | $\frac{1}{4}$ | 1 200 2000 200 200 | 0.5 400 4000 400 400 |
| IV   | 2       | 10                  | $\frac{1}{4}$ | 1 200 2000 400 200 | 0.5 400 4000 800 400  |

Eqs. (35)-(37), against the exact evaluation of the FGR rate, Eq. (1), calculated by numerical fast Fourier transform. In addition, both the semiclassical (SC) and stationary phase approximations with interpolation (SPI), which are appropriate for $|\Delta \bar{E}| \sim \lambda$, are compared as well. Detailed expressions for these SC and SPI approximations for the present case are provided by Eqs. (31) and (35), respectively, in Appendix B. These methods and their conditions of validity are summarized in Table I.

The first case being tested (Case I) is for $\eta_1 = 1$ and $\omega_i/\omega_l = 5$ while $\delta_0^2 = \lambda_i/(\hbar \omega_i) = 0.1$. The value of $\gamma$ defined by Eq. (31) is $1/3$ for this case. Two representative values of temperature, $k_B T/(\hbar \omega_l) = 1$ and 0.5, are shown. Although the former is denoted as high temperature and the latter as low temperature, this distinction is relative to the value of $\omega_l$ and does not necessarily imply specific values of temperature. In other words, the parameters chosen can represent a range of different situations depending on the actual value of $\omega_l$ or $k_B T$. As an example, Table III provides actual values of parameters for the case where $k_B T = 200$ cm$^{-1}$. Figure 1 shows the results of calculation in terms of the logarithms of dimensionless rate (see the figure caption) with respect to the energy gap relative to the reorganization energy, $\Delta \bar{E}/\lambda$, where $\lambda = 0.1 \hbar \omega_h + \hbar \omega_i = 1.5 \hbar \omega_i$ for the present case. Both EG and GEG rate expressions were evaluated only for $\Delta \bar{E} \geq \hbar \omega_i$.

FIG. 1. Logarithms of dimensionless rate $\kappa$, which is obtained by multiplying an actual rate $k$ with $h\sqrt{k_B T/(\pi \sqrt{J^2})}$ for Case I of Table III. The upper panel (High Temp.) is for $k_B T = 200\hbar \omega_l$ and the lower panel (Low Temp.) is for $k_B T = \hbar \omega_l/2$. Exact results are those obtained by exact numerical evaluation of the FGR rate expression. EG, GEG, SC, and SPI respectively represent rates of the EG law, GEG law, semiclassical approximation, and the stationary phase approximation with interpolation.

FIG. 2. Logarithms of dimensionless rate $\kappa$ for Case II of Table III. All other conventions are the same as Fig. 1.

The upper panel in Fig. 1 corresponds to the case with moderate quantum effects due to $J_l(\omega)$. This is the regime where the EG law is expected to work qualitatively but not all the conditions of the EG law are satisfied. Indeed, both EG and GEG expressions reproduce nearly exponential dependence of the rate on the energy gap, which become apparent for $\Delta \bar{E}/\lambda > 2$. However, the former significantly underestimates whereas the latter agrees well with the exact numerical evaluation of the FGR rate. The slight oscillatory pattern in the exact FGR result in this regime corresponds to the vibrational progression due to the high frequency mode and is not
captured well by the stationary phase approximation.

The lower panel in Fig. 1 corresponds to the case where the quantum effects due to $J_l(\omega)$ are more enhanced. Thus, there is significant discrepancy between the SC approximation and the FGR rate at all values of $\Delta E/\lambda$ except at near 1. On the other, the performance of SPI remains reliable for $\Delta E/\lambda < 2$. Both EG and GEG reproduce the average qualitative behavior except for the oscillatory pattern, which is more pronounced than the high temperature case. As in the high temperature case, the former underestimates whereas the latter agrees well with the exact numerical evaluation of the FGR rate, although the performance of the former is slightly better than in the high temperature case.

Figure 2 shows results for Case II of Table II for which the coupling to the low frequency bath spectral density, $\eta_l = 2$, while others remain the same as those for Case I. The reorganization energy $\lambda = 0.1 \hbar \omega_h + 2 \hbar \omega_l = 2.5 \hbar \omega_l$ for the present case. The results for the SC approximation in this case are closer to the FGR rate than those in Fig. 1 but are not as good as the SPI results, which show very good agreement with the FGR rates for $\Delta E/\lambda < 2$ in both high and low temperature cases. As expected, the discrepancies between the EG rate and the FGR rate are larger than those for Case I. On the other hand, the GEG rate shows very good agreement with the FGR rate for $\Delta E/\lambda > 2$. The fact that the FGR results do not exhibit significant oscillatory pattern is consistent with the fact that the stationary phase approximation works well for this case.

Figures 3 and 4 show results for Cases III and IV of Table II respectively. Thus, the values of reorganization energy are $\lambda = 0.1 \hbar \omega_h + \hbar \omega_l = 2 \hbar \omega_l$ for Fig. 3 and $\lambda = 0.1 \hbar \omega_h + 2 \hbar \omega_l = 3 \hbar \omega_l$ for Fig. 4. The larger difference between $\omega_h$ and $\omega_l$ in this case makes the EG rate and the GEG rate closer compared to those of Figs. 1 and 2. However, the exact FGR results in this case exhibit stronger oscillatory pattern, which corresponds to pronounced vibrational sidebands in lineshapes that cannot be captured well by the stationary phase approximation. Comparison of results between Figs. 3 and 4 shows that stronger value of $\eta_l$ dampen such oscillatory behavior, which on the other degrades the performance of the EG rate.

The numerical results shown in Figs. 1-4, although not exhaustive, offer important insights into the performance and limitations of the EG law. Overall, the EG rate, Eq. [30], captures the gross qualitative trends of the dependence of the rate on the value of EG fairly well. Although temperature dependences not represented in the EG rate can be seen, they do not appear to be significant either. However, two quantitative deficiencies of the EG law can be identified clearly.

First, for the cases where the stationary phase approximation is reasonable, as can be seen from the good performance of the GEG rate (Figs 1-2), the EG rate significantly underestimates the FGR rate. This error can cause the nonadiabatic coupling constants determined from fitting experimental data by the EG rate to be much larger than its actual value.

Second, for larger value of the high frequency vibrational modes (Figs. 3-4), where the assumption by Eq. [3] is expected to be better justified as can be seen from relatively small differences between the EG and GEG rates, the stationary phase approximation becomes more inaccurate, resulting in substantial oscillatory features in the FGR rates. Unless experimental results are classified according to the frequencies of the highest vibrational modes that are actively coupled to the electronic transitions, such oscillatory patterns may be difficult to be distinguished from scatters caused by experimental errors of unknown sources.

The two issues of the EG rate addressed above suggest the difficulty of identifying the parameter regime where it serves as a reliable guidance for a broad range of experimental data. The GEG rate and numerical tests provided...
in this section offer the possibility of resolving these issues to some extent. First, the use of the GEG rate will enable more accurate assessment of the nonadiabatic coupling. Although results were shown only for two representative values of temperature, the performance of the GEG rate does not degrade with temperature when tested. This is because it incorporates all contributions of thermally excited states of the bath vibrational modes. Second, Figs. 3-4 show the possibility of experimentally observing oscillatory patterns in the dependence of nonradiative decay rates on the value of EG, through more judicious classification of experimental data aided by computational information. Once this is achieved, the interval of oscillation can provide a direct evidence for the frequency of vibrational modes coupled to the electronic transition.

In addition to the issues concerning the EG rate as addressed above, outcomes of numerical tests in this section offer the possibility and potential utility of more general rate expression based on the stationary phase approximation. The overall results show that the SPI approximation works best for \( \Delta\bar{E}/\lambda < 2 \) and the GEG expression works best for \( \Delta\bar{E}/\lambda > 2 \). Thus, it is reasonable to consider the following empirical global interpolation expression:

\[
 k_{GI} = \frac{k_{SPI}}{1 + e^{\Delta\bar{E}/\lambda - 2}} + \frac{k_{GEG}}{1 + e^{-\Delta\bar{E}/\lambda + 2}}. \tag{38}
\]

While this expression is entirely based on empirical observation and does not have clear physical basis, test for various parameters that have been conducted suggest that this serves as a practically useful expression for describing and modeling the dependence of the rate on \( \Delta\bar{E} \) without any restriction for a broad range of temperature, as shown before for the case of ET rate. As yet, with more careful theoretical consideration and computational test, there seems to be a good possibility to come up with similar or even better expression with better physical basis. Considering recent interest and the importance of quantitatively modeling of nonradiative rates for wide range of EG values, for example, for ET, exciton transfer, singlet fission and reverse intersystem crossing, the above expression or more satisfactory version that may be developed can certainly help more quantitative modeling of such rate processes.

V. CONCLUSION

The present work has clarified the nature of approximation involved in the EG rate derived by EJ more than fifty years ago. Thus, it was demonstrated in detail that the EG rate, Eq. (30), is a specific kind of stationary phase approximation for FGR that becomes valid when the transition rate is dominated by ground vibrational state of the highest frequency mode coupled to the electronic transition. Then, a simple generalization, GEG, which is applicable for the case where the bath spectral density consists of a narrow distribution of high frequency modes and an Ohmic spectral density was derived. Test of EG and GEG rates for representative models confirms that the latter significantly improves the former, which can serve as better expression for modeling of experimental data. The numerical data also confirmed the regime where both are applicable is relatively large value of \( \Delta\bar{E}/\lambda \), typically for \( \Delta\bar{E}/\lambda > 2 \). This region complements the region where the SPI expression works well, \( \Delta\bar{E}/\lambda < 2 \). Based on this observation, a simple interpolation formula, \( k_{GI} \) given by Eq. (38), was suggested. Further test and improvement of this expression will help understand and model more general cases of the energy dependence of nonradiative processes.

It is also important to note that the assumption of weak coupling is not always consistent with the stationary phase approximation as can be seen from the comparison with direct numerical evaluation of the FGR rate. So far, it is difficult to identify comprehensive experimental data confirming the oscillatory pattern of the EG dependence of the rate, to the best of my knowledge, but there is no reason why it cannot be realized experimentally and then utilized for controlling non-radiative decay rates as has been demonstrated recently.

The model and theoretical analysis presented in this work are more general than those used by EJ. The specific case where the low frequency bath is represented by the Ohmic spectral density with exponential cutoff is also widely applicable. However, there remain important aspects and issues that need further theoretical and computational investigations. The first important issue is to account for the effects of more structured bath spectral densities, e.g., as can be found in photosynthetic light harvesting complexes. Detailed test of the EG or GEG rates (to the extent that approximation with an Ohmic bath spectral density is feasible) for such cases and development of further generalization are necessary, which will be the topic of future research. The second issue is the contribution of more complicating factors such as non-Condon effect and Dushinsky rotation. While direct evaluation of the FGR rate for these cases is feasible, a simple generalization of the EG law for these cases, if available, will help more quantitative modeling of actual experimental data.
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Appendix A: First order correction for $\tau_s^0$ for general case

This section provides the first order correction of $\tau_s^0$. Let us introduce $\delta \tau_s$ such that

$$\tau_s = \tau_s^0 + \delta \tau_s,$$

and make the following linear approximations,

$$\exp(\omega \tau_s) \approx \exp(\omega \tau_s^0)(1 + \omega \delta \tau_s), \quad \sinh(\omega \tau_s) \approx \sinh(\omega \tau_s^0) + \cosh(\omega \tau_s^0)\omega \delta \tau_s.$$  \hspace{1cm} (A2)

Employing these expressions for both $\omega$ component and the low frequency bath spectral density term, Eq. (23) can be expressed as follows:

$$\Delta \bar{E} \approx \Delta \bar{E}(1 + \omega \delta \tau_s) + \lambda_h \left( \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right) \times (\sinh(\omega \tau_s^0) + \cosh(\omega \tau_s^0)\omega \delta \tau_s) + \frac{1}{\pi} \int_0^\infty d\omega \mathcal{J}_f(\omega) \left\{ \exp(\omega \tau_s^0)(1 + \omega \delta \tau_s) + \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right\} \sinh(\omega \tau_s^0) + \cosh(\omega \tau_s^0)\omega \delta \tau_s \right\} \delta \tau_s,$$

where the definition for $\tau_s^0$, Eq. (24), has been used. Collecting all the terms proportional to $\delta \tau_s$ on the lefthand side and dividing the equation with $-\omega_h$, we obtain

$$\left[ \Delta \bar{E} \lambda_h \left( \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right) \sinh(\omega \tau_s^0) + \frac{1}{\pi \omega_h} \int_0^\infty d\omega \mathcal{J}_f(\omega) \left\{ \exp(\omega \tau_s^0) + \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right\} \sinh(\omega \tau_s^0) \right\} \delta \tau_s$$

$$\approx -\frac{\lambda_h}{\omega_h} \left( \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right) \sinh(\omega \tau_s^0) - \frac{1}{\pi \omega_h} \int_0^\infty d\omega \mathcal{J}_f(\omega) \left\{ \exp(\omega \tau_s^0) + \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right\} \sinh(\omega \tau_s^0) \right\} \delta \tau_s.$$

Employing the definition of $\tau_s^0$ explicitly and rearranging terms so that the order of $\lambda_h/\Delta \bar{E}$ appear clearly, the above expression can be shown to be equivalent to the following expression:

$$\left[ \frac{1}{2} \left( 1 + \coth \left( \frac{\hbar \omega_h}{2k_B T} \right) \right) + \frac{1}{2} \left( \frac{\lambda_h}{\Delta \bar{E}} \right)^2 \left( \coth \left( \frac{\hbar \omega_h}{2k_B T} \right) - 1 \right) \right] \Delta \bar{E} \pi \omega_h \int_0^\infty d\omega \mathcal{J}_f(\omega) \left\{ \coth \left( \frac{\hbar \omega}{2k_B T} \right) \right\} \left\{ \left( \Delta \bar{E} \omega/\omega_h \right) - \left( \frac{\lambda_h}{\Delta \bar{E}} \right) \omega/\omega_h \right\} \left\{ \left( \Delta \bar{E} \omega/\omega_h \right) + \left( \frac{\lambda_h}{\Delta \bar{E}} \right) \omega/\omega_h \right\} \delta \tau_s$$

$$\approx -\frac{1}{\omega_h} \left( \coth \left( \frac{\hbar \omega_h}{2k_B T} \right) - 1 \right) \frac{1}{2} \left( 1 - \left( \frac{\lambda_h}{\Delta \bar{E}} \right)^2 \right)$$

$$- \frac{1}{\Delta \bar{E} \pi \omega_h} \int_0^\infty d\omega \mathcal{J}_f(\omega) \left\{ \coth \left( \frac{\hbar \omega}{2k_B T} \right) \right\} \left\{ \left( \Delta \bar{E} \omega/\omega_h \right) - \left( \frac{\lambda_h}{\Delta \bar{E}} \right) \omega/\omega_h \right\} \left\{ \left( \Delta \bar{E} \omega/\omega_h \right) + \left( \frac{\lambda_h}{\Delta \bar{E}} \right) \omega/\omega_h \right\} \delta \tau_s.$$  \hspace{1cm} (A6)

Dividing the above expression with the term inside $\left[ \cdots \right]$, which is multiplied to $\delta \tau_s$ on the left side, leads to a general expression for $\delta \tau_s$ that is independent of the type of $\mathcal{J}_f(\omega)$ (to the extent that integrations involving this spectral density are well defined) and is valid as long as the deviation $\delta \tau_s$ is much smaller than $\tau_s^0$. Application of the resulting expression $\tau_s = \tau_s^0 + \delta \tau_s$ in Eq. (25) then results in another kind of GEG that is applicable when small corrections for the original EG law, Eq. (30), are valid. This expression will be useful for the case where $\mathcal{J}_f(\omega)$ is directly obtained from simulation and cannot be modeled as a simple Ohmic form.

Appendix B: Stationary phase approximations for $|\Delta \bar{E}| \sim \lambda$

The known stationary phase approximations for the ET reaction can easily be converted for the present case by using the appropriate definition of the spectral density given here and using the fact that $\Delta G = -\Delta \bar{E}$. First, for the given spectral density, the three quantum reorganization energies that appear in the stationary phase...
approximations near $|\Delta \bar{E}| \sim \lambda$ can be expressed as

$$
\lambda_{q,c} \equiv \frac{\hbar}{2 \pi k_B T} \int_0^\infty \mathcal{J}(\omega) \coth \left( \frac{\hbar \omega}{2 k_B T} \right) \, d\omega
= \lambda_h \frac{\hbar \omega_h}{2 k_B T} \coth \left( \frac{\hbar \omega_h}{2 k_B T} \right)
+ \frac{\hbar}{2 \pi k_B T} \int_0^\infty \mathcal{J}(\omega) \coth \left( \frac{\hbar \omega}{2 k_B T} \right) \, d\omega, \quad (B1)
$$

$$
\lambda_{q,s} \equiv \frac{\hbar}{2 \pi k_B T} \int_0^\infty \mathcal{J}(\omega) \coth \left( \frac{\hbar \omega}{2 k_B T} \right) \, d\omega
= \lambda_h \frac{\hbar \omega_h}{2 k_B T} \coth \left( \frac{\hbar \omega_h}{2 k_B T} \right)
+ \frac{\hbar}{2 \pi k_B T} \int_0^\infty \mathcal{J}(\omega) \coth \left( \frac{\hbar \omega}{2 k_B T} \right) \, d\omega, \quad (B2)
$$

$$
\lambda_{q,t} \equiv \frac{4 k_B T}{\pi \hbar} \int_0^\infty \mathcal{J}(\omega) \tanh \left( \frac{\hbar \omega}{2 k_B T} \right) \, d\omega
= \lambda_h \frac{4 k_B T}{\pi \hbar} \tanh \left( \frac{\hbar \omega_h}{4 k_B T} \right)
+ \frac{4 k_B T}{\pi \hbar} \int_0^\infty \mathcal{J}(\omega) \tanh \left( \frac{\hbar \omega}{2 k_B T} \right) \, d\omega. \quad (B3)
$$

The SC approximation$^{28,29}$ for the rate is then given by

$$
k_{sc} = \frac{J^2}{\hbar} \left( \frac{\pi k^2}{k_B T \lambda_{q,c}} \right)^{1/2} \exp \left\{ -\frac{(\Delta \bar{E} - \lambda)^2}{4 k_B T \lambda_{q,c}} \right\}. \quad (B4)
$$

On the other hand, the SPI approximation$^{28}$ for the present case is given by

$$
k_{SPI} = \frac{J^2}{\hbar} \left( \frac{\pi k^2 W}{k_B T \lambda_{q,in}} \right)^{1/2} \exp \left\{ -\frac{(\Delta \bar{E} - \lambda)^2}{4 k_B T \lambda_{q,c}} \right\}. \quad (B5)
$$

where

$$
\lambda_{q,in} = (\lambda_{q,c} - \lambda_{q,s}) \left( \frac{\Delta \bar{E}}{\lambda} \right)^2 + \lambda_{q,s}, \quad (B6)
$$

$$
W = \frac{1}{1 + \alpha e^{-\gamma \Delta \bar{E}/\lambda}}, \quad (B7)
$$

with

$$
\alpha = e^{(\lambda_{q,c} - \lambda_{q,s})^2/(2 k_B T \lambda_{q,c})} - 1, \quad (B8)
$$

$$
\gamma = \ln \left[ \left( e^{(\lambda_{q,c} - \lambda_{q,s})^2/(2 k_B T \lambda_{q,c})} - 1 \right)^2 \right]. \quad (B9)
$$
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