SYNT++: UTILIZING IMPERFECT SYNTHETIC DATA TO IMPROVE SPEECH RECOGNITION
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ABSTRACT

With recent advances in speech synthesis, synthetic data is becoming a viable alternative to real data for training speech recognition models. However, machine learning with synthetic data is not trivial due to the gap between the synthetic and the real data distributions. Synthetic datasets may contain artifacts that do not exist in real data such as structured noise, content errors, or unrealistic speaking styles. Moreover, the synthesis process may introduce a bias due to uneven sampling of the data manifold. We propose two novel techniques during training to mitigate the problems due to the distribution gap: (i) a rejection sampling algorithm and (ii) using separate batch normalization statistics for the real and the synthetic samples. We show that these methods significantly improve the training of speech recognition models using synthetic data. We evaluate the proposed approach on keyword detection and Automatic Speech Recognition (ASR) tasks, and observe up to 18% and 13% relative error reduction, respectively, compared to naively using the synthetic data.

Index Terms— Data augmentation, speech recognition, synthetic data

1. INTRODUCTION

Collecting and annotating datasets for training speech recognition models is hard and expensive. An alternative approach is to generate a synthetic dataset using speech synthesis models [1–7]. However, training recognition models with synthetic data is not trivial. Figure 1 shows an illustration of the joint distribution of speech signals and corresponding text labels – black is the true data distribution and green is the synthetic data distribution. In general, we do not have access to the true data distribution, but have finite sample approximation through a collected real dataset. Although the quality of synthetic speech (synthesized via a controllable generative model) has improved significantly, there is still a gap between the synthetic and the true data distributions. We can characterize this gap into 4 different regions as shown in Figure 1: (i) artifacts (e.g. structured noise, speech/content mismatch, unrealistic
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Fig. 1: The joint distributions of speech and corresponding text. The gap between synthetic and true data distributions can be partitioned into four regions. See text for details.

styles in synthetic data) where the synthesized samples are outside the support of true distribution, (ii) over-sampled region where the synthetic distribution has more mass and (iii) under-sampled region where the synthetic distribution has less mass compared to the true distribution, and (iv) missing samples where the synthetic distribution has zero mass inside the support of the true distribution (e.g. missing speaking styles, accents).

In this paper, we present Synt++, an improved algorithm to utilize synthetic data for training speech recognition models. Synt++ combines two novel techniques. The first technique is a rejection sampling algorithm [8–10] that modifies the sampling process of the synthesis model (the generative model) to make the synthesized data distribution closer to the true data distribution. Specifically, we train a discriminator function to classify samples as real or synthetic. We then use the probability of real measure predicted by this discriminator to stochastically accept/reject synthesized samples. The rejection sampling addresses the first three problems discussed above by rejecting artifacts, and under/over sampling data points in over/under-sampled regions, respectively. Note that the rejection sampling cannot correct for the missing samples since the synthesis model does not have support and, hence, cannot synthesize the samples in this region.

The second technique accounts for the remaining gap during training by using separate Batch Normalization (BN) statistics for real and synthetic data. BN is a commonly used technique to normalize the features during training to address covariate shift and improve convergence. However, the BN statistics estimated using a combination of synthetic and real data becomes biased due to the distribution gap (e.g., in Figure 1, the mean of the combined real/synthetic distribution is shifted left and the variance is larger than the true distribution).
To prevent this problem, we estimate real and synthetic data BN statistics separately, and utilize only the real BN statistics during inference. Moreover, this process helps to bridge the domain gap since synthetic and real data are normalized separately to have similar statistics.

2. RELATED WORK

State-of-the-art neural Text-to-Speech (TTS) architectures, such as Tacotron 2 [11] and FastSpeech 2 [12], are capable of generating speech indistinguishable from human speech. Controllable speech synthesis extends the TTS models beyond modeling the voice of a single or a few speakers to the entire style space of speech [5–7, 13]. Using controllable synthesis models, we can expand the acoustic variations of synthetic speech or use a bigger text corpus to add data for unseen content.

Previous works have used TTS models to improve the training of speech recognition models. One group of work relies on the TTS models and self/semi-supervised learning techniques to exploit unpaired speech and text data in the ASR training process [14–18]. Another group leverages TTS models to create more training data when the amount of real data is limited [19–23]. Some other works have focused on specific tasks, such as out-of-vocabulary word recognition [24], and keyword detection [25, 26]. These methods, however, do not address the imperfections of the speech generated by the synthesis models.

The idea of utilizing synthetic data to improve a recognition model has also been explored in the computer vision domain. In [27], the authors proposed to refine synthetic images via adversarial training to bridge the distribution gap. In [28], the authors showed that a generative model could be trained to augment images of unseen classes. In [29], authors use adversarial examples to improve image recognition.

3. METHOD

3.1. Controllable Speech Generative Model

Controllable speech generative models can generate speech in a given style, where the content is specified by an input text. As shown in Figure 1, for effective learning with synthetic data, we need a generative model that has as small gap as possible with the true distribution. Therefore, the generative model should be able to synthesize any text in a wide range of speaking styles in various environmental conditions such as background noise, microphone response, etc. without introducing artifacts to the signal. To this end, we utilize a recently introduced auto regressive controllable generative model called Style Equalization [7] that enables learning a controllable generative model in the wild (thousands of speakers recorded in various conditions) without requiring style labels. As shown in Figure 2(a), the model takes a text and a reference style speech as input and utters the text in the style of the given reference. In this model, the style is broadly defined, not only the speaker’s voice characteristics but also all aspects of the reference speech sample, including background noise, echo, microphone response, etc., which are necessary to have a smaller distribution gap (particularly missing samples). This model also allows sampling styles from a prior distribution that is important for sampling new styles not contained in the dataset. We refer readers to [7] for a detailed description of this model.

3.2. Rejection Sampling

Let $x$ be a speech signal and $y$ be the corresponding token label, and $p_d(x, y)$, $p_g(x, y)$ denote the joint true and synthetic data distributions, respectively. We use the synthesizer as proposal distribution and use rejection sampling to make it closer to the true distribution. Following standard rejection sampling [8], a synthetic data $(x, y)$ is accepted with probability $\frac{p_g(x, y)}{M p_d(x, y)}$, where scalar $M > 0$ is selected such that $M p_d(x, y) > p_d(x, y), \forall (x, y)$ in domain of $p_d$, i.e., $M = \max_{x,y} \frac{p_g(x,y)}{p_d(x,y)}$. Azadi et. al. [9] proposed a rejection sampling method to match the distribution of the images from a generative adversarial network to the true distribution; however, their algorithm does not consider the joint distribution of $(x, y)$ that is needed to train downstream recognizers.

To approximate the ratio $\frac{p_g(x, y)}{p_d(x, y)}$, we train a discriminator, $D(x, y)$, that takes a speech signal and the corresponding text and produces probability of $(x, y)$ coming from true distribution, i.e., $D(x, y) \in [0, 1]$. When $D$ is trained to its optimal value $D^*$, it satisfies \cite{9, 10, 30] \begin{equation}
D^*(x, y) = \frac{p_d(x, y)}{p_d(x, y) + p_g(x, y)},
\end{equation}
which can be re-arranged to yield
\begin{equation}
r(x, y) := \frac{p_d(x, y)}{p_g(x, y)} = \frac{D^*(x, y)}{1 - D^*(x, y)}.
\end{equation}
To train $D$, we minimize

$$L_D = \mathbb{E}_{(x,y) \sim p_y} \left( \log(D(x,y)) \right) + \mathbb{E}_{(x,y) \sim p_y} \left( 1 - \log(D(x,y)) \right),$$

which is equivalent to training a two class classification model, where the positive class (label 1) corresponds to the real samples and the negative class (label 0) corresponds to the synthetic samples. Note that, we model the joint speech and label distribution, therefore $D$ should also utilize whether the speech signal matches the token labels. To this end, we use a pre-trained ASR model, $A$ to predict the token labels, $\hat{y}$, of the speech signal, i.e., $\hat{y} = A(x)$. Then, we characterize the discrepancy between $\hat{y}$ and $y$ by a 5-dimensional feature vector $\Phi(x,y)$, whose elements include the cross-entropy (CE) loss, connectionist temporal classification loss, word error rate (WER), and number of tokens in $y$ and $\hat{y}$. Finally, we train a two-layer DNN, $D_{\theta}$, that takes $\Phi(x,y)$ as input and produces the probability of the sample being real

$$D(x,y) := D_{\theta}(\Phi(x,y)),$$

where $\theta$ denotes the parameters of the DNN.

Practically, we need to compute $M$ and address the fact that the rejection sampling can be slow to select a fixed number of samples. First, we estimate an initial value of $M$ by computing the maximum value of $p_d/p_y$ (using $D$ and Eq. 2) over a few (approximately 200) generated samples. Following [9], to compute the acceptance probability for each generated sample, $(x,y)$, we first compute the discriminator score $D^*(x,y)$ and then set $M = \max(M, p_d(x,y)/p_y(x,y)) = \max(M, \frac{D^*(x,y)}{1 - D^*(x,y)})$. We stop the sampling process after accepting $N$ synthetic samples. Note that, the proposed rejection sampling technique applies only to the domain where the generative model has support and ignores the missing samples region shown in Figure 1.

### 3.3. Double Batch Normalization Statistics

A BN layer [31] computes the mean and the standard deviation of the intermediate features and normalizes these features by subtracting the mean and dividing by the standard deviation within a batch. During training, the model uses means and variances computed over the samples in a mini-batch. A running average of the BN statistics, which we call running statistics, is computed to be used during inference.

Naively using BN will update the running statistics with samples from both the real and the synthetic distributions and, due to the distribution gap, the estimates will be biased (i.e. the estimated BN statistics will not match the true data distribution). Instead, we form the mini-batches consisting of only the real samples or only the synthetic samples, and compute two sets of running statistics — one from the real mini-batches and the other from the synthetic mini-batches. Since the test data (during inference) consists of only real samples, we discard the synthetic statistics and use only the real statistics. Note that, we share the affine parameters of the BN between synthetic and real batches.

The proposed technique is similar to Xie et al. [29] that used auxiliary BN layers in an adversarial learning framework where images augmented with adversarial perturbations were used to improve model accuracy. In contrast, we use separate BN statistics to improve model training with synthetic data.

### 4. EXPERIMENTS

#### 4.1. Automatic Speech Recognition

For ASR experiments, we use the LibriSpeech dataset [32], which contains 1,000 hours of speech from public domain audiobooks. Following the standard protocol, we evaluate our method on the full training set (LibriSpeech 960h) and a subset containing clean speech with only US English accents (LibriSpeech 100h). To generate synthetic datasets, we use Style Equalization [7] that is trained with LibriTTS dataset [33]. LibriTTS is a subset of LibriSpeech dataset and contains 555 hours of speech data. To study the effect of model size on synthetic data training, we train two ASR models — a large model with 116 million parameters (Large 116M) and a smaller model with 22 million parameters (Regular 22M)

**ASR model:** We use the implementation from ESPNet [34]) for an end-to-end ASR model. The ASR model is composed of a conformer-based encoder [35] and a transformer-based decoder [2]. Setting the encoder dimension to 144 and 512, we construct the regular (22M) and the large (116M) models. We apply SpecAugment [36] to all speech samples to further enhance the acoustic diversity. The model checkpoint of each epoch is saved, and the final model is produced by averaging the 10 checkpoints with the best validation accuracy. All ASR models are evaluated without a language model.

**Baselines:** For synthetic-only training, we compare naively using synthetic data with the proposed rejection sampling (Section 3.2). Note that when the training data consists of only synthetic samples, we do not have any real data to compute the running BN statistics. Hence, we do not use the double BN when training only with synthetic data. For joint (real,synt) training, our baseline is naively adding the synthetic data to training. We compare this baseline with the proposed method (real, synt++) where we use the rejection sampling algorithm described in Section 3.2 and also use separate BN statistics for the real and the synthetic samples (Section 3.3).

**Synthetic data with the same text corpus as the real data:** First, we study the effectiveness of the synthetic data when the synthetic samples are used to increase the acoustic variation in the training data. To this end, we use the same training corpus as the real data in LibriSpeech 960h. Specifically, for each sentence $y_i$ in the training dataset, we take a random real training sample, $x_j$, as the style reference, and generate synthetic sample $\hat{x}_{ij}$. For both Synt and Synt++ (using rejection sampling), we obtain a synthetic dataset containing 960 hours of speech.
100h). For LibriSpeech 100h, we use the text corpus of LibriSpeech and Synthesis 960h dataset, we double its text corpus by adding additional 10k samples. For both synthetic and real training, we added approximately 5k samples from background noise. Each sample consists of approximately 1 second of audio, which is converted to a mel-spectrogram.

We set up the keyword detection task as a 2-class classification problem, where the positive class is one of the keywords and the negative class contains all the other 34 keywords and the background noise. Each sample consists of approximately 1 second of audio, which is converted to a mel-spectrogram before giving it as input to a ResNet model with approximately 6k parameters. The model is trained with cross-entropy loss.

| Real | Synt | Synt++ | Real | Synt | Synt++ |
|------|------|--------|------|------|--------|
| test-clean | 3.7 ± 0.14  | 7.3 ± 0.17 | 7.0 ± 0.05 | 3.4 ± 0.05 | 3.2 ± 0.08 |
| test-other | 9.5 ± 0.12  | 21.0 ± 0.12 | 20.0 ± 0.17 | 9.3 ± 0.21 | 8.5 ± 0.05 |

Table 1: ASR results on LibriSpeech 960h dataset. The reported numbers are percentage WER (lower is better). Synt++ significantly improves training with synthetic data.

| Real | Synt | Synt++ |
|------|------|--------|
| test-clean | 2.9 ± 0.05  | 6.3 ± 0.05 | 5.4 ± 0.12 | 3.0 ± 0.05 | 2.6 ± 0.05 |
| test-other | 6.9 ± 0.08  | 18.2 ± 0.17 | 17.2 ± 0.17 | 7.4 ± 0.17 | 6.5 ± 0.05 |

Table 2: Effect of using an extended text corpus.

The WERs of the recognition models are reported in Table 1 on the two official test sets (test-clean and test-other). Synt++ gives significant improvement over naively adding synthetic data to the training (Synt).

Synthetic data with extended corpus: We study the effect of synthesizing speech from an extended text corpus in Table 2. In addition to LibriSpeech 960h, we also report the results when we have a smaller real dataset (LibriSpeech 100h). For LibriSpeech 100h, we use the text corpus of LibriSpeech 960h and synthesize 960 hours of synthetic data. For LibriSpeech 960h dataset, we double its text corpus by adding the text from the language model corpus of LibriSpeech and synthesize 960 hours of synthetic data. In both cases, extended corpus significantly improves the performance. Particularly, for the smaller dataset, we observe 48% relative reduction in WER (7.7% to 4.0%), compared to real-only training.

Ablation study: To isolate the effect of the rejection sampling and the double BN, we conduct an ablation study in Table 3 on LibriSpeech 960h dataset. As seen in this table, both the rejection sampling and the double BN statistics are important to effectively utilize the synthetic samples.

### 4.2. Keyword Detection

We also evaluate the proposed approach on keyword detection task using the Speech Command dataset [37]. This dataset consists of 35 keywords from multiple speakers, and samples from various background noises. For each keyword, we split the train and test subset based on the speaker identities, i.e. training and test samples did not have common speakers. We chose 3 keywords (‘down’, ‘no’, ‘stop’) to study the improvements with synthetic data. Each of these keywords contains approximately 2500 training samples and 800 test samples.

| keywords | Real | Synt | Synt++ |
|----------|------|------|--------|
| ‘down’   | 9.6 ± 0.8 | 11.2 ± 0.1 | 8.9 ± 0.9 |
| ‘no’     | 13.5 ± 0.8 | 14.5 ± 0.7 | 11.0 ± 0.2 |
| ‘stop’   | 3.5 ± 0.3 | 11.2 ± 0.6 | 9.6 ± 0.4 |

Table 3: Ablation study on the ASR task with LibriSpeech 960h dataset.

We report the average FAR for keywords in Table 4 and observe significant improvements of the proposed approach, compared to naively using the synthetic data.

We set up the keyword detection task as a 2-class classification problem, where the positive class is one of the keywords and the negative class contains all the other 34 keywords and the background noise. Each sample consists of approximately 1 second of audio, which is converted to a mel-spectrogram before giving it as input to a ResNet model with approximately 6k parameters. The model is trained with cross-entropy loss.

Sampling synthetic data: For each keyword, we generated 10k samples by randomly selecting the reference styles from the real dataset. For the positive class, we generated an additional 100k samples. For both synthetic and real training, we added approximately 5k samples from background noise to the negative class. Since the detection model predicts the keyword probability (unlike a token sequence in the ASR task), we use only the CE loss in Equation 3 to compute $D^*$.

Metric: Since keyword detection is a 2-class problem, we can compute false reject rate (FRR) and false accept rate (FAR) at different thresholds. The detection error tradeoff (DET) curve is commonly used for keyword detection tasks [38]. Since lower FRR is preferred for keyword detection, we report average FAR for FRR values over the range of 0-5%, which is equivalent to the area under the curve (AUC) of the DET curve over the FRR range of 0-5%.

Results: We report the average FAR for keywords in Table 4 and observe significant improvements of the proposed approach, compared to naively using the synthetic data.

5. CONCLUSIONS

We presented Synt++, a new algorithm to train speech recognition models using synthetic data. We applied Synt++ to ASR and keyword detection tasks and obtained significant improvements over training with real-only and real+synthetic datasets.
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