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Abstract
Motor timing tasks have been employed in studies of neurodevelopmental disorders such as developmental dyslexia and ADHD, where they provide an index of temporal processing ability. Investigations of these disorders have used different stimulus parameters within the motor timing tasks that are likely to affect performance measures. Here we assessed the effect of auditory and visual pacing stimuli on synchronised motor timing performance and its relationship with cognitive and behavioural predictors that are commonly used in the diagnosis of these highly prevalent developmental disorders. Twenty-one children (mean age 9.6 years) completed a finger tapping task in two stimulus conditions, together with additional psychometric measures. As anticipated, synchronisation to the beat (ISI 329 ms) was less accurate in the visually paced condition. Decomposition of timing variance indicated that this effect resulted from differences in the way that visual and auditory paced tasks are processed by central timekeeping and associated peripheral implementation systems. The ability to utilise an efficient processing strategy on the visual task correlated with both reading and sustained attention skills. Dissociations between these patterns of relationship across task modality suggest that not all timing tasks are equivalent.

Introduction
Motor timing in participants with developmental dyslexia and Attention Deficit Hyperactivity Disorder (ADHD) has been investigated with behavioural tasks that require the production of motor responses in synchrony with external pacing stimuli [1,2]. Dyslexia and ADHD are both associated with subde performance differences in the accuracy and precision of such responses compared to controls [3]. Convergent streams of evidence for perceptual differences in the detection and discrimination of the temporal parameters of auditory, visual and sensory-motor stimuli [4,2] support the hypothesis that poor neural timing is a candidate neuro-cognitive endophenotype of dyslexia [5] and ADHD [2].

ADHD and dyslexia are developmental disorders that are typically identified in childhood. They co-occur at such a high rate (>25%) [6,7] that they almost certainly share underlying cognitive, neurological and genetic risk factors [8,9]. At a neurophysiological level, a risk factor related to timing functions might explain a wide array of the cognitive and behavioural symptoms, both those that are disorder-specific and those that overlap between disorder phenotypes. Although ADHD and dyslexia are defined by independent sets of behavioural symptoms, recent evidence promotes a dimensional rather than a categorical view of developmental disorders and their associated symptoms [10]. This perspective accounts for the overlap between both the diagnostic prevalence and symptoms of these disorders and highlights evidence that common underlying mechanisms likely mediate general population variability on the constructs upon which clinical diagnoses are made (i.e., reading and attention variables) [9].

One target mechanism of impairment identified for both ADHD and dyslexia is in temporal processing [2,5], a construct that includes the ability to segregate and process incoming sequences of stimuli (i.e., rate of perception) [11–13] and the detection of the temporal structure of individual stimuli (i.e., perception of rate) [14,15]. Temporal processing has been measured using an array of neurophysiological and behavioural tasks to estimate detection or discrimination thresholds for rapidly occurring stimuli or those with properties that change in real time. Here we focus on tasks involving motor timing to a periodic sensory event, paradigms that have been employed previously in clinical investigations within the field of learning disabilities [1,3,16–18] and in other populations [19–21].

Tasks of motor timing assess the ability to synchronise movements (typically finger movements) with external pacing stimuli. Such tasks are particularly well-suited for use with children because they allow behavioural assessment of a processing dimension where the accuracy and precision of the response requires temporal processing but not complex subjective judgments about the nature of the stimuli presented. Differences in the ability to perform motor timing tasks between clinical and control groups have been demonstrated for adults, adolescents and children with a history of developmental dyslexia [1,14,17,22],
with greater response variability typically demonstrated in the group with dyslexia. Such motor timing skills appear to be sensitive to individual variation in the symptom dimensions relevant to dyslexia diagnosis, such as in reading accuracy and working memory, for both clinical and control samples [1,23,24]. Differences in motor timing have also been reported for ADHD, where performance of clinically-derived, paediatric samples is characterised by greater response variability at the individual level [3,25–27] and difficulties compared to controls in selecting the appropriate response rate [16,25]. Such studies have also shown that motor timing differences can correlate with continuous measures of ADHD symptoms in both clinical and control samples [25,28].

Using motor responses as behavioural indices of temporal processing has an additional advantage over other measures of this construct because response variability can be decomposed into variance components that reflect putative underlying mechanisms [29,30]. For example, the Wing and Kristofferson [29,31] model proposes that two main sources of variance contribute to individual behavioural responses on motor timing tasks: a timekeeping system that monitors the pacing stimuli and generates signals at appropriate intervals, and the peripheral implementation system that produces the motor response based on input from the timekeeper. The Wing and Kristofferson model has been used to investigate the components of timing difficulties in clinical populations, including those with Parkinson’s disease and patients with cerebellar lesions [19,32–34]. As applied here to children with varying abilities in reading and attention, this model may highlight the independent and shared components of timing differences associated with these core symptomatic features of dyslexia and ADHD. If the temporal processing differences found in these developmental disorders have a shared causal mechanism, we expect that the efficiency of the timekeeper mechanism will be associated with both literacy and attention variables, even within a typically developing population sample. In contrast, if the shared behavioural difficulties result from different mechanisms, these variables should not share common associations with these skills within the same participants.

Given the evidence of temporal processing deficits in both ADHD and dyslexia [5,35,36], it is tempting to speculate that such a generic functional property of the nervous system may help to explain the high co-morbidity between dyslexia and ADHD. Such a hypothesis has strong face validity. However, studies of groups with ADHD and dyslexia have differed with respect to the sensory modality through which pacing stimuli are delivered: auditory stimuli have been typically employed in investigations of dyslexia [1,14,23,37] but visual or combined auditory-visual stimuli have been predominantly used in studies of ADHD [3,16,26,27]. Investigations of performance under different task parameters show that the high temporal acuity of the auditory system facilitates precise synchronisation of motor behaviour with acoustically-presented pacing stimuli [38–40]. In contrast, motor synchronisation to visual stimuli typically results in greater response-variability [40–43]. This effect has been interpreted as evidence that limited information is available to timekeeping systems in such tasks and prevents effective monitoring and updating of associated output responses [41]. Recent evidence from behavioural [44] and neuroimaging studies [42] further highlights the importance of stimulus mode as a critical variable in understanding intra- and inter-subject differences in motor synchronisation tasks.

To evaluate the potential clinical relevance of motor synchronisation tasks in the context of these important methodological considerations, we examined the behavioural effects of altering task parameters on the timing performance of children. Performance was analysed using the variance model described by Wing and Kristofferson [31]. In addition to comparisons between tasks, we assessed statistical relationships between timing variables and measures of literacy and attention which tap the key cognitive dimensions that form the core deficits in developmental dyslexia and ADHD respectively. Both of these analyses allow the validity of the task parameters to be assessed, and are important prerequisites to the application of these methods to clinical samples, including children with developmental disorders.

**Methods**

**Participants**

We recruited a group of 25 children from a single primary school classroom. Participants provided informed consent under a protocol approved by the Aston University Institutional Review Board. The research was conducted according to the Declaration of Helsinki. The head teacher at the school provided written informed consent for the study to be carried out in the school and parents were sent letters with an opt-out form to be returned if they did not consent to their child taking part. Following this, the purpose of the study was explained to each child and throughout the study they were continually assessed for their willingness to participate.

Four data sets met the exclusionary criteria for the study: one child had an existing diagnosis of an emotional-behavioural disorder; one had English as a second language and two failed to complete the experimental protocol. The remaining group of 21 children comprised 10 boys and 11 girls (age range 98–127 months; three left-handed). All 21 children had received musical instruction through either home- or school-based music lessons and all had received weekly classroom-based Samba drumming lessons throughout the previous academic year.

**Psychometric Measures**

The psychometric measures employed in this study assessed cognitive dimensions that are used in deriving diagnoses of developmental dyslexia and ADHD. As applied to population samples, these measures were used to determine the statistical relationships between motor timing performance and reading and attention variables across the normal range.

**Verbal and non-verbal reasoning.** The Similarities (verbal) and Matrices (non-verbal) subscales from the Wechsler Abbreviated Scale of Intelligence (WASI) [45] were administered to all participants. Age-referenced, standard scores were derived for each child using published norms.

**Literacy.** The Reading and Spelling subtests from the Wechsler Individual Achievement Test-II UK (WIAT) [46] were completed by all participants. These untimed measures assess accuracy for items graded in difficulty, from which standard scores were obtained for each child.

**Attention measures.** We obtained teacher ratings of ADHD symptoms using the ADHD Behaviour Rating Scale-Teacher Form [47], a questionnaire with separate sets of items for the assessment of inattention (ADHD-I) and hyperactivity-impulsivity (ADHD-HI). Both subscales capture the behavioural dimensions associated with ADHD established by the Diagnostic and Statistical Manual of Mental Disorders-IV [48].

The age-standardised Same World, Opposite World task from the Test of Everyday Attention for Children (TEA-Ch) was used to assess attentional control [49]. In each task, two practice trials were followed by two test trials. The time taken to complete the Same World and Opposite World trials was recorded. The score
used in statistical analyses was the percentage increase in completion time between the two tasks.

The Score! Subscale from the TEA-Ch battery [49], was also administered to the children. Performance data for each child on this measure of sustained attention was converted to a standard score using age-appropriate norms.

**Motor Timing Measures**

**Simple reaction time.** All participants completed a measure of simple reaction time in response to the same individual stimuli as those used in the two modes (auditory and visual) of the finger tapping paradigm (see below). This control measure assessed the speed of simple motor responses. Participants were instructed to respond as quickly as possible to the presentation of a single stimulus with a finger-press. These responses were registered using a flat switch plate, designed to minimise vertical travel when depressed. The plate was contained within a box to prevent participants from viewing their hand whilst making responses, reducing the visual feedback available to participants. Participants responded to 10 reaction time trials in each stimulus modality and the mean reaction time and standard deviation (SD) were calculated for each condition.

**Synchronised finger tapping.** The primary experimental measure in the study was a synchronisation task in which participants were instructed to tap their index finger of their dominant hand ‘in time’ with the repeated onsets of externally delivered pacing stimuli. The trials were presented in separate blocks, distinguished only by the different modes of stimulus presentation (auditory or visual). Within each block, participants completed three separate trial sequences, each consisting of 40 isochronous pacing stimuli with onsets timed to achieve an inter-stimulus interval (ISI) of 329 ms (see Figure 1). This tapping rate is comparable to that used previously in studies of motor timing [16,28,33,34]. Responses were registered with the same switch plate described above.

In the auditory condition the stimuli were 47 ms auditory tones presented through computer speakers. The visual stimuli comprised a 2 cm diameter red diamond, presented in the centre of a CRT computer monitor (Dell Trinitron P1130) with a refresh rate of 85 Hz (11.8 frames/sec). Stimuli were presented via E-Prime presentation software [50]. Each constituent stimulus slide was timed to ensure that its offset was synchronised with the end of the fourth refresh cycle (i.e., 47 ms after stimulus presentation). At the end of this frame, the stimulus slide was replaced with a blank screen of 282 ms duration (24 frames). The timing of the stimulus and blank slide ensured that the interval between the onset of two successive stimuli was fixed at 376 ms (32 frames). Although the decay characteristics of monitor phosphors made it likely that the duration of the visual stimuli were notionally less than the 47 ms stimulus duration [51,52], our method for timing stimuli ensured the reliability of the crucial component of the timing task, namely the consistency of the onset to onset interval.

Two further blocks of filler sequences were interspersed between trial runs to reduce potential effects related to entrainment of the stimulus presentation rate. Auditory and visual distracter blocks were comprised of three synchronisation trials each, with 20 pacing stimuli presented at an ISI of 517 ms. The order of the 4 blocks (2 speeds × 2 modalities) was randomised for each child.

The tasks in the test battery were presented in a fixed order, and divided across two or three testing sessions, each of which lasted approximately 20 minutes.

**Data Analysis**

The first five finger tap responses from every trial run were removed from analyses to account for stabilisation of responses. An inter-response interval (IRI) was calculated for each of the 30 remaining responses in each trial. IRIs that that were outside the range of 50% of the target interval (i.e., greater than 495 ms or less than 165 ms against the 329 ms target interval) were removed from the analysis as invalid responses on the basis that they likely resulted from response errors (for e.g., doubled responses). Data were not analysed for a given trial if more than 10 responses were deemed invalid (9.5% of total trials in the dataset). Mean and standard deviation (SD) of IRIs were calculated for each trial. The
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Figure 1. Representation of finger tapping stimuli, response synchrony and variance components. Stimulus intervals of 329 ms are represented by the lines with bidirectional arrows. A central timekeeping mechanism generates response triggers with intervals $T_n$ which are subject to peripheral implementation delays ($P_n$) and result in the recorded inter-response intervals of motor responses ($I_n$). The mean difference from the absolute interval is calculated as inter-stimulus interval (ISI) minus $I_n$. doi:10.1371/journal.pone.0042820.g001
mean difference from the absolute interval was also obtained and defined as the difference between the target ISI and the IRI achieved by the participant, averaged within a trial.

From the raw data collected for each trial, estimates of the different components of timing variance were calculated using a method consistent with that described by Wing and Kristofferson [31]. This approach to the analysis of timing data assumes that for any stimulus interval, the corresponding inter-response interval (IRI) is the sum of the interval generated by a timekeeper mechanism (\(T\)) and any delays in implementation of the response from the periphery (\(P\)), including both those delays resulting from the motor responses at the beginning (\(P_{n-1}\)) or end of that interval (\(P_n\)). These two components are assumed to be independent, random variables, so the duration of any response interval (\(I_n\)) can be represented by Equation 1. This is also illustrated in Figure 1.

Equation 1: \(I_n = T_n + P_{n-1} + P_n\)

Implementing additional terms in the model. First, a drift implementation delay has a differential effect on two different components of timing variance were calculated using a method consistent with that described by Wing & Kristofferson [29,31], provide quantifiable parameters of the system and allow estimation of the variance in these components. Variance in motor timing performance is more heavily influenced by variance in the implementation system (\(\sigma_P^2\)) than that in the timekeeper system (\(\sigma_T^2\)), denoted by Equation 2. Each implementation delay has a differential effect on two adjacent intervals (\(I_n\) and \(I_{n-1}\)), resulting in statistical dependence between these intervals and a negative correlation between them (Equation 3). The model only accounts for dependencies between adjacent intervals, and therefore assumes that non-adjacent IRIs are independent. Rearrangement of these equations allows estimation of the variance attributable to the timekeeper and implementation systems from the observed data. Timekeeper variance is estimated as the sum of the variance of the intervals plus twice the covariance of successive intervals (Equation 4). Implementation variance is estimated as the negative covariance across successive intervals (Equation 5).

Equation 2: \(\sigma_P^2 = \var{I_n} + 2\text{cov}(I_{n-1}, I_n)\)
Equation 3: \(\text{cov}(I_{n-1}, I_n) = -\sigma_P^2\)
Equation 4: \(\sigma_T^2 = \var{I_n} + 2\text{cov}(I_{n-1}, I_n)\)
Equation 5: \(\hat{\sigma}_P^2 = -\text{cov}(I_{n-1}, I_n)\)

We also obtained the lag one auto-correlation function (ACF) from the data. This is defined as the covariance of successive intervals divided by the variance of intervals as shown in Equation 6. The ACF provides a ratio of the two variance components, in the absence of individual differences in variance magnitude, where larger values indicate a greater proportion of timekeeper variance relative to implementation variance.

### Results

#### Psychometric, Literacy and Attention Measures

Descriptive statistics obtained for the psychometric measures and reaction time task are provided in Table 1. The ACF provides a ratio of the two variance components, in the absence of individual differences in variance magnitude, where larger values indicate a greater proportion of timekeeper variance relative to implementation variance.

#### Motor Timing Measures

**Stimulus modality in simple reaction time.** A paired samples t-test showed that there was no significant difference in simple reaction time to auditory stimuli compared to visual stimuli (\(t_{20} = 1.12, \text{n.s.}\)).

**Stimulus modality in synchronised finger tapping.** Mixed-factors analyses of variance were conducted to assess motor timing performance across the within-subjects factors of mode (auditory, visual) and trial number (one, two and three). Trial number was included to assess the influence of practice effects that may arise in motor timing tasks [41].

Performance measures across the stimulus modes are shown in Figure 2. The effect of modality on mean IRI was marginally significant with slightly larger intervals produced in the auditory condition (mean 325 ms, S.E. 0.69) compared to the visual condition (mean 303 ms, S.E. 5.50; \(F_{1,20} = 3.56, \text{p} = 0.08, \eta^2 = 0.23\)). In addition, there was a mean effect of trial (\(F_{2,40} = 3.69, \text{p} < 0.05, \eta^2 = 0.22\)). Average IRIs were smaller in the third trial (mean 309 ms), compared to 317 ms and 315 ms in trials 1 and 2, but the means of these conditions were not significant in pairwise post hoc tests.

IRI variability did not significantly differ across the stimulus modalities and there was no effect of trial. Additional interaction effects were not statistically significant. For the mean differences from the absolute interval, the main effect of stimulus modality was significant (\(F_{1,20} = 21.03, \text{p} < 0.01, \eta^2 = 0.64\)), with greater asynchrony between IRI and ISI demonstrated under visual conditions (mean = 49 ms, S.E. 3.05) compared to that in auditory conditions.

### Table 1. Descriptive statistics for the group of 21 children.

| Measure                        | Mean  | SD  |
|--------------------------------|-------|-----|
| Age (months)                   | 115.0 | 9.2 |
| Verbal Reasoning (SS)          | 119.4 | 9.4 |
| Non-verbal Reasoning (SS)      | 104.9 | 10.5|
| Reading (SS)                   | 106.9 | 10.2|
| Spelling (SS)                  | 104.9 | 12.3|
| ADHD-IA Rating                 | 4.8   | 5.4 |
| ADHD-HI Rating                 | 2.9   | 4.1 |
| Attentional Control % increase in time | 32.4 | 18.5|
| Sustained Attention (SS)       | 96.9  | 15.5|
| Auditory Reaction Time (ms)    | 335.5 | 81.7|
| Visual Reaction Time (ms)      | 320.2 | 44.7|

SS: standard score (mean = 100, SD = 15), ADHD-IA: Inattention subscale score, ADHD-HI: Hyperactivity-Impulsivity subscale score.
The variance in responses on the tapping tasks for each group and task modality was decomposed into timekeeper ($\sigma^2_T$) and implementation ($\sigma^2_P$) variance, as shown in Figure 3.

Stimulus modality had a significant effect on timekeeper variance ($F_{1,12} = 5.33, p < 0.05, \eta^2 = 0.31$) with larger estimates obtained when tapping to visual stimuli (mean 907 ms$^2$, S.E. 126.5) than to auditory stimuli (mean 611 ms$^2$, S.E. 83.3). The effect of modality on implementation variance was not significant ($F_{1,12} = 3.82, p = 0.07, \eta^2 = 0.22$), although the means (as illustrated in Figure 3) suggest that implementation variance was greater under auditory conditions (351 ms$^2$, S.E. 55.8) compared to visual conditions (172 ms$^2$, S.E. 26.7). A post hoc analysis collapsed across trials showed that this difference was significant statistically ($t(52) = 3.02, p < 0.01$). Neither timekeeper nor implementation variance was significantly affected by trial number nor were there significant interaction effects involving these variance components.

An assessment of the effect of modality on the ratio of timekeeper to implementation variance yielded a significant main effect ($F_{1,12} = 5.32, p < 0.05, \eta^2 = 0.28$). ACF was significantly lower in the auditory condition (mean = -0.28, S.E. 0.02) compared to the visual condition (mean = -0.16, S.E. 0.03) indicating that timekeeper variance is lower relative to implementation variance under auditory stimulation. The effect of trial and additional interaction effects were not significant statistically.

Figure 3. Effect of stimulus modality on decomposed performance variance. Cumulative mean estimates of variance. Timekeeper (light grey) and implementation variance (dark grey) are shown across the two stimulus conditions. Ratio values indicate the ACF which represents the relative amounts of variance from each source. doi:10.1371/journal.pone.0042820.g003
Relationships between Motor Timing and Cognitive/Behavioral Measures

Predictive relationships between the timekeeper and implementation variance components and performance on psychometric measures of cognition and behaviour can help illuminate the relevance of timing deficits for developmental disorders such as dyslexia and ADHD on which measures of literacy and attention tap core symptoms. To evaluate these relationships, we calculated Pearson's product moment correlations, using component measures of motor skill and psychometric performance to reduce the risk of Type I error associated with the large number of multiple comparisons that would arise from conducting pair-wise correlations between all of the measures in our task set. Summary measures of timing performance were created by averaging each of the timing variables (timekeeper variance, implementation variance and ACF) across the three trials within each modality. These composite values were considered appropriate because none of the variance components were influenced by trial number. When appropriate, variables were transformed to adhere to normality assumptions. The effects of outliers were also evaluated to ensure the validity of the correlation coefficients obtained [54].

The results of these analyses are shown in Table 2.

**Associations with auditory timing.** Auditory implementation variance was positively correlated with performance on the measure of sustained attention, with poorer attention associated with increased implementation variance.

**Associations with visual timing.** Reading scores correlated positively with timekeeper variance and negatively with implementation variance. Sustained attention performance in the children was negatively associated with visual implementation variance, and positively with the visual ACF ratio measure. Thus, poorer sustained attention was associated with increased implementation variance overall, as well as relative to timekeeper variance.

A series of multiple regressions were performed to evaluate the importance of different timing variables as predictors of the cognitive/behavioural measures of interest. In the first analysis, reading ability was entered as the dependent variable, with the independent variables visual timekeeper variance and visual implementation variance entered in a fixed order, two-step model. This showed that visual implementation variance was a significant predictor (\( \beta = -0.33, t_{19} = -2.69, p < 0.05 \)) and alone accounted for 24% of the variance in reading accuracy scores \( (r^2 = 0.28, F_{1.19} = 7.23, p < 0.05) \). In contrast, timekeeper variance was not a significant predictor when entered alone at Step 1 \( (\beta = 0.43, t_{19} = 2.08, \text{n.s.}) \) or in the presence of implementation variance \( (\beta = 0.20, t_{18} = 0.83, \text{n.s.}) \). With both variables included at step 2, the equation remained significant but did not explain more variance in Reading performance beyond that contributed by implementation variance \( (\Delta r^2 = 0.03, F_{1.19} = 3.9, p < 0.05) \).

A second regression analysis evaluated the proportion of variance in sustained attention predicted by visual ACF, auditory implementation variance and visual implementation variance. Because implementation variance contributes to the ACF, only visual ACF was entered into the regression. The two predictors were entered step-wise into the equation in order of their strength of association with the dependent variable. The ACF in the visual modality was a significant predictor of sustained attention \( (\beta = 0.63, t_{19} = 3.76, p < 0.01) \), accounting for 40% unique variance in this variable \( (r^2 = 0.43, F_{1.19} = 14.16, p < 0.01) \). The model remained significant with the inclusion of auditory implementation variance as a predictor \( (t_{2.16} = 10.78, p < 0.01) \) and accounted for a further 9% of the variance in sustained attention \( (\Delta r^2 = 0.12, \beta = 0.36, t_{18} = 2.16, p < 0.05) \).

A final regression examined whether the dependent variable of visual implementation variance was more strongly related to reading performance or sustained attention, which were entered simultaneously as predictors. The model was significant \( (r^2 = 0.43, F_{2.10} = 5.80, p < 0.05) \) accounting for over 30% of the variance in visual implementation variance. Only reading performance was a significant unique predictor \( (\beta = -0.42, t_{10} = -2.17, p < 0.05) \), in contrast to sustained attention \( (\beta = 0.36, t_{10} = 1.96, \text{n.s.}) \). These analyses suggest that reading ability is closely associated with implementation variance, whereas sustained attention is related more to the relative proportions of implementation variance and timekeeper variance.

**Table 2.** Pearson's product moment correlations and partial correlations.

|                  | 1.  | 2.  | 3.  | 4.  | 5.  | 6.  | 7.  | 8.  | 9.  | 10. | 11. | 12. |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1. Reading       | -   | 0.82** | -0.20 | -0.14 | -0.06 | 0.30 | -0.04 | 0.43 | -0.04 | -0.53** | 0.32 | 0.39 |
| 2. Spelling      | .66** | -    | -0.32 | -0.14 | 0.12 | 0.02 | -0.03 | 0.32 | -0.05 | -0.34 | 0.34 | 0.27 |
| 3. ADHD-IA       | -0.32 | -0.46* | -    | 0.80** | -0.07 | -0.03 | -0.07 | -0.07 | 0.15 | -0.04 | -0.15 | -0.03 |
| 4. ADHD-HI       | -0.38 | -0.38 | 0.83** | -    | 0.23 | 0.08 | -0.05 | 0.20 | 0.33 | -0.09 | -0.14 | 0.18 |
| 5. Attention Control | -0.27 | -0.02 | -0.08 | 0.18 | -    | 0.40 | 0.20 | 0.39 | 0.08 | 0.04 | 0.04 | 0.12 |
| 6. Sustained Attention | -0.28 | -0.10 | -0.03 | 0.08 | -0.44 | -    | -0.05 | 0.29 | 0.50* | -0.48* | -0.21 | 0.65** |
| 7. Auditory TK variance | -0.09 | -0.08 | -0.10 | 0.18 | -0.04 | -0.21 | 0.05 | 0.10 | 0.62** | 0.08 |
| 8. Visual TK variance | 0.22 | 0.05 | -0.09 | 0.10 | 0.33 | 0.28 | 0.18 | -0.09 | -0.56** | 0.20 | 0.74** |
| 9. Auditory IMP variance | -0.10 | -0.13 | 0.16 | 0.28 | 0.04 | 0.56* | -0.01 | 0.02 | -0.14 | -0.55** | 0.25 |
| 10. Visual IMP variance | -0.49* | -0.24 | -0.03 | -0.07 | 0.09 | -0.46* | 0.11 | -0.55* | -0.17 | -0.03 | -0.79** |
| 11. Auditory ACF ratio | 0.16 | 0.20 | -0.18 | -0.19 | -0.01 | -0.28 | 0.60** | -0.10 | -0.59** | 0.13 | -0.04 |
| 12. Visual ACF ratio | 0.20 | 0.05 | -0.05 | 0.16 | 0.06 | 0.65** | 0.09 | 0.75** | 0.32 | -0.77** | -0.10 | -

*p < 0.05; **p < 0.01. Pearson's product moment correlations (top right) between psychometric variables of interest and motor timing performance, with partial correlations controlling for verbal and non-verbal reasoning (bottom left). TK = Timekeeper, IMP = Implementation, ACF = Autocorrelation function.

doi:10.1371/journal.pone.0042820.t002
Discussion

Motor timing tasks provide clinically useful measures of temporal processing, which may help understand the mechanisms involved in developmental disorders such as ADHD and dyslexia, for which deficits in implicit and explicit timing functions are a common feature [2,5,35,36]. The increased recognition that risk factors for developmental disorders are expressed continuously in the population [8] underpins the need to establish the extent of overlap between disorder phenotypes on dimensions such as temporal processing. Previous studies of motor timing have presented stimuli via different stimulus modalities, however, with interval timing in ADHD assessed primarily using visual pacing stimuli and in developmental dyslexia with auditory stimuli. Here we provided a comprehensive assessment of such stimulus modality effects on paced motor timing performance in children, within the context of relationships with measures of literacy and attention variables. The addition of a variance decomposition method enabled us to evaluate sources of variability in finger tapping performance in children and to assess the contribution of these different underlying mechanisms to literacy ability and attention skills. The Wing and Kristofferson model [31] enabled separation of components that reflect the variability of both the ongoing timekeeping and the motor implementation of timing signals.

Modality Dependent Effects

The data confirmed our hypothesis that finger tapping performance is strongly modulated by the modality of the pacing stimuli. Average IRIs in the auditory condition corresponded more closely with the target interval, compared to the visual condition where the intervals produced were significantly shorter and more asynchronous (Figure 2). In visual conditions, synchronisation of outputs with stimuli may be more difficult due to the lack of accurate temporal information available to a timekeeping mechanism [55], resulting in poorer precision of the clocking output for implementation [41]. Previous research has suggested that under such conditions participants may select and implement a response strategy irrespective of available information, for example asynchronies between stimuli and responses or feedback from internal timekeeping mechanisms [41,42]. This response strategy hypothesis is supported by converging evidence from behavioural and brain imaging experiments. Errors in timing performance are typically neither noticed nor corrected under visually paced conditions, yet such errors are corrected sufficiently when performance is paced with auditory stimuli [41,56]. Furthermore, neural areas engaged in updating of motor responses and recalibrating sensory-motor coupling are particularly active in auditory timing tasks but less so when timing is visually paced [42,57].

Adopting stereotyped motor responses [41] would be expected to reduce implementation variance relative to timekeeper variance. Consistent with this explanation, we found that typically developing children had reduced implementation variance and increased timekeeper variance when pacing stimuli were presented visually. This pattern of result poses questions for the validity of using visually paced timing tasks alone in motor timing studies; the premise that timed motor outputs are always generated in concert with external pacing stimuli cannot be assumed. In sum, visually paced tasks may fail to adequately assess the internal timekeeping capacities that are of most interest when focusing on temporal processing and the putative difficulties thereof in relevant clinical populations.

In contrast to the results obtained with visual stimulation, participant responses in auditory conditions were characterised by lower estimates of timekeeper variance, coupled with higher estimates of implementation variance. This confirms that children, like adults [38,40,41], have relatively invariant output from timekeeper mechanisms when synchronising motor responses with auditory stimuli. This result reinforces evidence for the increased temporal precision of the auditory system compared to the visual system [38,40] and highlights the important effects of task parameters in research of this kind. Studies employing visual, or bimodal auditory-visual stimuli [3,16,27] may underestimate the true capacities of central timing processes. Therefore, when considering questions of temporal processing in developmental populations, our results suggest that more confidence can be placed in results from auditory stimulated motor timing tasks than for similar visual paradigms [1,14,18,24,29].

Relationships between Timing and Cognitive Variables

Timing tasks may explain unique variance in the underlying neuro-cognitive mechanisms of impairment in developmental disorders [2,17,18]. We therefore assessed the relationships between interval timing variables and the reading and attention variables that tap core behavioural symptoms upon which developmental dyslexia and ADHD are diagnosed. These two disorder phenotypes have been repeatedly studied with measures of interval timing, with visual tasks often used in investigations of ADHD [3,16,27,58] and auditory tasks most frequent in studies of dyslexia [14,23,59].

The statistical associations between timing performance and indices of cognition and behaviour provide further support for the importance of the differences between timing assessed with visual and auditory pacing stimuli. Both sustained attention and reading ability were statistically associated with the relative contribution of implementation variance in finger tapping performance, and particularly for data derived from the visually paced task. Participants with low scores on these cognitive dimensions had relatively larger estimates of implementation variance on the visually paced task. Under visually paced conditions, timing mechanisms may lack precision, effects that are hypothesised to result from a combination of the inefficiency of the visual control mechanisms for generating internal rhythms [42,60] and the poorer functional coupling of these mechanisms with the motor system [42,57]. A stereotyped, motor-focused strategy has been suggested to be the most efficient approach to such tasks [41,42] and would be predicted to result in reduced implementation variance. Our data suggest however, that children with lower scores on reading and attention measures do not consistently implement such a strategy on a visually paced task. Alternatively, it appears as if these children do not adequately account for imperfect timing signals. The specific demands of the visual timing task may elicit reallocation of cognitive resources to facilitate task completion [61], resulting in correlations between timing performance and reading and sustained attention variables similar to those that might be predicted for a measure of processing speed [62].

As applied in this study, the introduction of time series analysis to data obtained from motor timing tasks has helped to illuminate the potential links between individual variability in timing performance and in the cognitive dimensions that underlie highly prevalent developmental disorders. The Wing & Kristofferson model [31] has been applied previously to data obtained from other clinical populations with varying results [63–65], demonstrating the limitations of this approach for the analysis of data with very large IRIs, linear trends or negative variance estimates.
Such parameters would not be unexpected in data derived from clinical groups, compared to that obtained from highly practiced individuals. The proportion of trials where the resulting data did not satisfy the assumptions of the model was comparatively modest in our sample compared to that reported in clinical groups [61,62]. However, this proportion would be expected to increase in studies of children with developmental disorders. Rather than posing intractable problems for interpretation, however, such atypical data sets may provide additional information (for e.g., individual trends within time series [65–67] useful for understanding the nature and extent of timing deficits in clinical or developmental populations [64,68].

Conclusions

Previous investigations of motor timing have reported associations between auditory paced timing tasks and measures of literacy, even in control populations [1,24]. Our results do not provide strong evidence for this association. In contrast, they highlight the variable nature in the way auditory and visual tasks are processed behaviourally, as well as differences in the way that performance on temporal processing tasks correlates with cognitive constructs associated with highly prevalent disability phenotypes. They also highlight the methodological importance of assessing the construct of attention in temporal processing tasks [18,61], particularly in clinical populations where attention difficulties often co-occur with the primary diagnostic symptoms [6,7]. While the use of visual timing tasks may ultimately be useful for demonstrating the quality of processing difficulties experienced by children with attention deficits or reading difficulties, such measures may not adequately assess the timekeeping capability of central neural mechanisms. Our evidence suggests that central timekeeping mechanism(s) may be more accurately assessed with auditory paced tasks.

Author Contributions

Conceived and designed the experiments: EEB JBT. Performed the experiments: EEB. Analyzed the data: EEB. Contributed reagents/materials/analysis tools: EEB JBT. Wrote the paper: EEB JBT.

References

1. Thomson JM, Goswami U (2008) Rhythmic processing in children with developmental dyslexia. Auditory and motor rhythms link to reading and spelling. Journal of Physiology - Paris 102: 129–129. doi:10.1016/j.jphysparis.2008.03.007.
2. Rubia K, Halari R, Christakou A, Taylor E (2009) Impulsiveness as a timing disturbance: neurocognitive abnormalities in attention-deficit hyperactivity disorder during temporal processes and normalization with methylphenidate. Philosophical Transactions of the Royal Society B 364: 1919–1931. doi:10.1098/rstb.2009.0014.
3. Rubia K, Noorooz J, Smith A, Gunning B, Sergeant J (2003) Motor timing deficits in comorbid and clinical boys with hyperactive behavior: The effect of methylphenidate on motor timing. Journal of Abnormal Child Psychology 31: 301–313.
4. Hulslander J, Talcott J, Witton C, Defries J, Pennington BF, et al. (2004) Sensory processing, reading, IQ, and attention. Journal of Experimental Child Psychology 88: 274–295. doi:10.1016/j.jecp.2004.03.006.
5. Farmer ME, Klein RM (1995) The evidence for a temporal processing deficit linked to dyslexia: A review. Psychonomic Bulletin & Review 2: 460–493.
6. Willcutt EG, Pennington BF (2000) Comorbidity of reading disability and attention-deficit/hyperactivity disorder: Differences by gender and subtype. Journal of Learning Disabilities 33: 179–191. doi:10.1177/002221940003300209.
7. Pauc R (2005) Comorbidity of dyslexia, dyspraxia, attention deficit disorder (ADD), attention deficit hyperactive disorder (ADHD), obsessive compulsive disorder (OCD), and Tourette’s syndrome in children: A prospective epidemiological study. Clinical Pediatric 8: 109–189. doi:10.1016/j.clpe.2005.09.007.
8. Pennington BF (2006) From single to multiple deficit models of developmental disorders. Cognition 101: 385–413. doi:10.1016/j.cognition.2006.04.008.
9. Plomin R, Kovas Y (2005) Generalist genes and learning disabilities. Psychological Bulletin 131: 592–617. doi:10.1037/0033-2909.131.4.592.
10. Kramer AOJ, Waldorp LJ, van der Maas HJJ, Boeboom D (2010) Comorbidity: A network perspective. Behavioral and Brain Sciences 33: 137–193. doi:10.1017/S0140525X09991567.
11. Klein RM (2002) Observations on the temporal correlates of reading failure. Reading and Writing: An Interdisciplinary Journal 15: 207–232.
12. Share DL, Jorm AF, Maclean ROD, Matthews R (2002) Temporal processing and reading disability. Perception. 151–178.
13. Tallal P, Miller S, Farr R (1993) Neurological basis of speech: A case for the preeminence of temporal processing. Annals of the New York Academy of Sciences 682: 27–47.
14. Wolf PH, Michel GF, Overt M, Drake C (1990) Rate and timing precision of motor coordination in developmental dyslexia. Developmental Psychology 26: 349–359.
15. Witton C, Talcott J, Hansen P, Richardson A, Griffths T, et al. (1998) Sensitivity to dynamic auditory and visual stimuli predicts nonword reading ability in both dyslexic and normal readers. Current Biology 8: 791–797.
16. Ben-Pazi H, Green-Dur V, Bergman H, Shalev RS (2003) Abnormal rhythmic motor response in children with attention deficit-hyperactivity disorder. Developmental Medicine and Child Neurology 45: 743–745.
17. Wolf PH (2002) Timing precision and rhythm in developmental dyslexia. Reading and Writing: An Interdisciplinary Journal 15: 179–206.
18. Zelaznik HN, Vaughn AJ, Green JT, Smith AL, Hoza B, et al. (2012) Motor timing deficits in children with Attention-Deficit/Hyperactivity disorder. Human Movement Science 31: 255–263. doi:10.1016/j.humov.2011.05.003.
19. Ivy RB, Keele SW (1989) Timing functions of the cerebellum. Journal of Cognition and Neuropsychology 1: 136–152.
20. Koscina L, Spjeldnes TAB, Schellekens JMH, Kalverboer AF, Geuze RH (1997) Timing variability in children with early-treated congenital hypothyroidism. Acta Psychologica 96: 61–73.
21. Madison G (2011) Intelligence and temporal accuracy of behaviour: unique and shared associations with reaction time and motor timing. Nature Reviews Neuroscience: 175–183. doi:10.1038/nrn3161.
22. Thomson JM, Fryer B, Malby J (2006) Auditory and motor rhythm awareness in adults with dyslexia. Laterality 29: 334–348. doi:10.1177/1357659x0600312x.
23. Thomson JM, Fryer B, Malby J, Goswami U (2006) Auditory and motor rhythm awareness in adults with dyslexia. Journal of Research in Reading 29: 334–346. doi:10.1111/j.1467-9817.2006.00312.x.
24. Weber BP, Weiner MD, Bellinger DC, Marcus DJ, Forbes PW, et al. (2000) Diminished motor timing in children referred for diagnosis of learning problems. Developmental Neuropsychology 17: 181–197. doi:10.1207/S15326942DN1702.
25. Ben-Pazi H, Shalev RS, Gross-Tsur V, Bergman H (2006) Age and medication effects on rhythmic responses in ADHD: possible oscillatory mechanisms. Neurophcyiology 44: 412–416. doi:10.1016/j.neurophcyiology.2005.05.022.
26. Rubia K, Taylor E, Smith AB, Oksannen H, Overmeyer S, et al. (2001) Neuropsychological analyses of impulsiveness in childhood hyperactivity. British Journal of Psychiatry 179: 138–143.
27. Toplak ME, Tannock R (2005) Tapping and anticipation performance in attention deficit hyperactivity disorder. Perceptual and Motor Skills 100: 659–676.
28. Fischer TM, Pick JP, Barrett NC (2002) Timing and force control in boys with attention deficit hyperactivity disorder: Subtype differences and the effect of comorbid developmental coordination disorder. Human Movement Science 21: 919–945. doi:10.1016/S0140-6725(02)00167-7.
29. Wing AM, Kristofferson AB (1973) The timing of interresponse intervals. Perception & Psychophysics 12: 455–460.
30. Vorberg D, Wing AM (1996) Modelling variability and dependence in timing. In: Heuer H, Keele SW, editors. Handbook of perception and action: Vol. 3. Perception & Psychophysics 13: 455–460.
31. Toplak ME, Dockstader C, Tannock R (2006) Temporal information processing in ADHD: Findings to date and new methods. Journal of Neuroscience Methods 151: 15–29. doi:10.1016/j.jneumeth.2005.03.018.
32. Goswami U (2011) A temporal-sampling framework for developmental dyslexia. Trends in Cognitive Sciences 15: 310–316. doi:10.1016/j.tics.2010.10.001.
33. Overy K, Nicolson RI, Fawcett AJ, Clarke EF (2003) Dyslexia and music: Measuring musical timing skills. Dyslexia 9: 18–36. doi:10.1002/dys.253.
53. Collier GL, Ogden RT (2004) Adding drift to the decomposition of simple
time interval performance: An extension of the Wing – Kristofferson model. Journal of
Experimental Psychology: Human Perception and Performance 19: 801–819.

54. Elze T (1998) Attention-deficit hyperactivity disorder: A
Clinical Workbook. New York: Guilford Press.

55. Feulner R, Corballis PM (2001) The temporal cross-capture of audition and vision. Perception & Psychophysics 63: 719–725.

56. Pak DE, Iversen JR, Chen Y, Rep BH (2005) The influence of metricality and modality on synchronization with a beat. Experimental Brain Research 163:
226–230. doi:10.1007/s00221-004-1599-0.

57. McAuley JD, Henry MJ (2010) Modality effects in rhythm processing: Auditory
encoding of visual rhythms is neither obligatory nor automatic. Attention,
Perception, & Psychophysics 72: 1377–1389. doi:10.3758/APP.

58. Ebert T (2010) Mi sspecifications of stimulus presentation durations in
the Wing-Kristofferson model. Journal of
Experimental Psychology: Human Perception and Performance 30: 150–167.

59. Jancke L, Loose R, Lutz K, Specht K, Shah NJ (2000) Cortical activations
during paced finger-tapping applying visual and auditory pacing stimuli. Cognitive Brain Research 10: 51–66.

60. Elliott MT, Wing AM, Welchman AE (2010) Multisensory cues improve
sensorimotor synchronisation. European Journal of Neuroscience 31: 1028–
1035. doi:10.1111/j.1460-9568.2010.07205.x.

61. Loras H, Sigmundsson H, Talcott J, Ohberg F, Stensdottir A (2012) Timing
continuous or discontinuous movements across effectors specified by different
pacing modalities and intervals. Experimental Brain Research 220: 335–447.
doi:10.1007/s00221-012-3142-4.

62. Repp BH, Penel A (2002) Auditory dominance in temporal processing: New
evidence from synchronization with simultaneous visual and auditory sequences. Perception 28: 1085–1099. doi:10.1037//0096-1523.28.5.1085.

63. Kato M, Konishi Y (2006) Auditory dominance in the error correction process:
A synchronized tapping study. Brain Research 1084: 115–122. doi:10.1016/j.
neuroimage.2004.12.029.

64. Rubia K, Overmeyer S, Taylor E, Brammer M, Williams SCR, et al. (1999)
Hypofrontality in attention deficit hyperactivity disorder during higher-order
motor control: A study with functional MRI. American Journal of Psychiatry
156: 891–896.

65. Repp BH, Penel A (2002) Auditory dominance in temporal processing: New
evidence from synchronization with simultaneous visual and auditory sequences. Perception 28: 1085–1099. doi:10.1037//0096-1523.28.5.1085.

66. Jantzen K, Steinberg F, Kelso J (2005) Functional MRI reveals the existence of
modality and coordination-dependent timing networks. NeuroImage 25: 1041–
1042. doi:10.1016/j.neuroimage.2004.12.029.

67. Madison G (2001) Variability in isochronous tapping: Higher order dependen-
cies as a function of intertap interval. Journal of Experimental Psychology:
Human Perception and Performance 27: 411–422. doi:10.1037//0096–
1523.27.2.411.