3D Velocity Measurement of Translational Motion using a Stereo Camera
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\textbf{Abstract}——This research aims to create a 3D velocity measurement system using a stereo camera. The 3D velocity in this paper is the velocity which consists of three velocity components in 3D Cartesian coordinates. Particular attention is focused on translational motion. The system set consists of a stereo camera and a mini-PC with Python 3.7, and OpenCV 4.0 installed. The measurement method begins with the selection of the measured object, object detection using template matching, disparity calculation using the triangulation principle, velocity calculation based on object displacement information and time between frames, and the storage of measurement results. The measurement system's performance was tested by experimenting with measuring conveyor velocity from forward-looking and angle-looking directions. The experimental results show that the 3D trajectory of the object can be displayed, the velocity of each component and the speed as the magnitude of the velocity can be obtained, and so the 3D velocity measurement can be performed. The camera can be positioned forward-looking or at a certain angle without affecting the measurement results. The measurement of the speed of the conveyor is 11.6 cm/s with an accuracy of 0.4 cm/s. The results of this study can be applied in the performance inspection process of conveyors and other industrial equipment that requires speed measurement. In addition, it can also be developed for accident analysis in transportation systems and practical tools for physics learning.
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I. INTRODUCTION

Velocity measurements are needed in various fields such as transportation, robotics, satellite navigation, and manufacturing. In transportation, velocity measurement is important for accident analysis [1], [2], odometry [3], [4], and autonomous driving [5]. In robotics, velocity is one of the parameters needed in robot navigation [6], [7]. In satellite navigation, velocity measurement is needed to position the satellite as accurately as possible in its orbit [8], [9]. In manufacturing, velocity measurement is carried out as part of conveyor performance control [10], [11].

The existing velocity measurement methods include Lidar, Radar, and video/image. Video/image measurement methods are being developed because they have the potential to measure speed and identify vehicle numbers [12], [13]. Moreover, video/image speed measurements can be used for autonomous car control systems [14].

Based on the camera used, there are two methods, single cameras [15]–[17] and stereo cameras [18]–[20]. Single cameras require that the object's size must be known to obtain the measurement results when a stereo camera uses the principle of triangulation. In terms of performance, the measurement accuracy of a stereo camera is potentially superior to that of a single camera. Stereo cameras can get more data and produce fewer occlusions than a single camera. Any occlusion caused by surface geometry blocks projected light or the camera’s view with a single camera would result in no data. On the other hand, stereo cameras effectively use three views of the part to capture more data. Simultaneously, triangulation of the left camera and triangulation of the right camera take more data than a single camera, and then stereo may be obtained with two cameras working together.

Based on the placement of the detector, there are two methods, namely forward-looking and side-looking [21]. Forward-looking is a measurement where the detector is placed parallel to the direction of motion, while side-looking is a measurement where the detector is placed perpendicular to the direction of motion. Both of these placements have the advantage of reducing the three-speed components into one-
speed components, making it simpler. However, the measurement results will be biased if the object’s motion does not match the placement of the camera.

The solution to this problem is to use 3D velocity measurement, where all three velocity components are measured simultaneously. Thus, the placement of the detector is more flexible without changing the programming algorithm. The detector can not only be placed forward-looking and side-looking but can be placed angle-looking where the object and camera form a certain angle.

Research on 3D velocity measurement from angle-looking is still limited because it involves more variables and is more complex. However, the advantage of this approach is that the camera can be placed at various angles so that it is more flexible in use than forward-looking and side looking.

This paper proposed 3D velocity measurement using a stereo camera. The detection of objects uses a template matching algorithm. The measurement process is carried out by forward-looking as is usually done and then by angle looking as another alternative. Angle-looking is needed to show that the 3D velocity has been successfully measured so that the difference in the placement of the detector affects the value of the velocity vector component only, but the magnitude of the velocity is constant. This hypothesis will be tested with an experiment. The motion measured in this study is limited to translational motion. Translational motion is the linear motion of an object accompanied by the displacement of that object. Examples of translational motion include the trajectory of a car on the highway, the rate of a conveyor belt, the trajectory of an airplane, a train, and so on. References to the use of stereo cameras for 3D speed measurement in translational motion are still limited.

II. MATERIALS AND METHOD

A. System Description

The system used consists of a calibrated stereo camera and a mini-PC with the specifications shown in Table 1. The stereo camera is mounted on a tripod connected to the Mini PC using a USB cable.

| TABLE I |
| CAMERA AND MINI PC SPECIFICATIONS |
| **Stereo Camera Specifications** |
| Focus | 3.0 mm (fixed) |
| Sensor | 1/2 inch |
| Pixel size | 3 µm x 3 µm |
| Object distance | 30 cm – infinity |
| FoV | 100º |
| Image Resolution | 2560x720, 1280x480, 30 FPS |
| Baseline | 6 cm |

| **Mini PC Specifications** |
| Processor | Intel(R)Core(TM) i5-8250U CPU@1.6 GHz |
| RAM | 16 GB |
| System type | 64-bit OS, x64-based processor |
| Operating system | Windows 10 |
| Software | Python 3.7 and OpenCV 4.0 |

The flowchart of the 3D velocity measurement system is shown in Fig. 1.

The measurement process begins by taking a stereo image with 1280 x 480 pixels resolution. The stereo image combines the left image and the right image, each with a resolution of 640 x 480 pixels.

From the resulting stereo image, the object can be measured manually by hovering the cursor over the object and then pressing the left mouse button. The selected object is automatically used as a template measuring 24x24 pixels. The template represents the object in the real space being measured. Templates can be changed before taking measurements or at the time of taking measurements. Users can freely choose objects in the stereo image to be used as templates.

Next, template matching is applied to the stereo image. The template matching process is carried out using the library contained in OpenCV 4.0. In this paper, the template matching process is carried out by dividing the stereo image into two equal parts, namely the left image and the right image, and then applying template matching to both separately. At this stage, there are two conditions. If the template on the left and right images is detected, then proceed to the next process, but if not, the information "No object detected" is displayed, and the template selection process can be repeated.

After the object is detected, the next step is to calculate the disparity and 3D position based on the parameters that have been obtained during calibration. The disparity is the difference in the position of objects on the left and right images. The disparity is calculated using the pinhole model approach, as shown in equation (1)

$$d = (x_r - x_l)$$ (1)
The 3D position of each component is calculated using equation (2 – 4)

\[ Z = \frac{lb}{d} \]  
\[ X = \frac{bx}{d} \]  
\[ Y = \frac{by}{d} \]

Next, the 3D velocity component is calculated using equation (5 – 7),

\[ V_Z = \frac{Z_{\text{frame},t} - Z_{\text{frame},(t-1)}}{FPSS^{-1}} \]  
\[ V_X = \frac{X_{\text{frame},t} - X_{\text{frame},(t-1)}}{FPSS^{-1}} \]  
\[ V_Y = \frac{Y_{\text{frame},t} - Y_{\text{frame},(t-1)}}{FPSS^{-1}} \]

Then, the 3D velocity vector can be written in the form

\[ \mathbf{V} = V_X \mathbf{i} + V_Y \mathbf{j} + V_Z \mathbf{k} \]

While speed as the magnitude of velocity can be calculated using equation (9),

\[ V = \sqrt{(V_X)^2 + (V_Y)^2 + (V_Z)^2} \]

Finally, the disparity data, the object position in the image, 3D position, and 3D velocity are displayed on the stereo image frame. If needed, the data can be saved in the form of an ‘AVI’ format video and ‘xlsx’ format spreadsheet.

B. Experimental Design

The experiment was carried out on an object placed on a conveyor that was constantly moving away from the stereo camera, as shown in Fig. 2(a-b). To determine the effect of angle, the position of the stereo camera is varied starting from being in line with the direction of the object’s motion as in Fig. 2a (forward-looking) and forming an angle (angle-looking) as in Fig. 2b. The angle variation used is 30° and 45°.

The left camera is selected as the reference point (origin). The X-axis is in the horizontal direction, the Y-axis is in the vertical direction, and the Z-axis is perpendicular to the stereo image plane.

The parameter measured includes the components of velocity, speed, and speed accuracy. Accuracy was calculated using the equation mean absolute deviation (MAE) [11], as shown in equation (10)

\[ \text{MAE} = \frac{1}{m} \sum_{i=1}^{m} |y_i - y| \]  

with \( m \) as the number of measurements, \( y_i \) as the \( i \)th measurement, and \( y \) as the average of the measurement results.

III. RESULTS AND DISCUSSION

A. Measurement Process

The stereo image display is shown in Fig. 3. Detected objects are marked with red boxes on the left and right images. The image coordinate axis (x, y) is marked with a white line with the center of the coordinates (x=0, y=0) located at the center of the camera. The x-axis of the image is marked with a horizontal white line, while the y-axis of the image is marked with a vertical white line.

B. Object Trajectory

The object’s trajectory can be obtained through 3D Graphs of changes in the object’s position in the measurement process. The motion of the translation object will show a straight-line pattern. The results of measuring changes in object position in a forward-looking manner are shown in Fig. 4a. Based on the figure, it appears that the object’s trajectory forms a
straight line, changing significantly on the Z-axis with a range of 35-50 cm, while on the X-axis and Y-axis, it remains the same.

The results of the angle-looking measurement with an angle of 30° and 45° to the direction of the object's motion are shown in Fig. 4a and Fig. 4b. Based on the figure, it appears that the trajectory of the object is in the form of a straight line, as in Fig. 4a. The position component on the X-axis and Z-axis change significantly while the Y position component remains. However, the Y position component at an angle of 45° is greater than that of an angle of 30°.

Based on Fig. 4(a-c), it can be shown that the object's trajectory is in the form of a straight line according to the object's motion on the conveyor. Thus this speed measurement system has succeeded in showing the 3D trajectory of the object.

The trajectory of an object is important for visually demonstrating 3D motion.

![Fig. 4a](image1.png)

**Fig. 4a** The trajectory of the object when the camera is in line with the direction of motion

![Fig. 4b](image2.png)

**Fig. 4b** The trajectory of the object when the camera makes an angle of 30° to the direction of motion

C. **Velocity Component, Velocity, and Speed Measurement**

An example of a position graph as a function of time for three variations of camera position is shown in Fig. 5(a-c). Based on Fig. 5(a-c), it can be seen that the relationship between position and time on all components of velocity is linear so that the 3D velocity measurement results are constant in all variations.

The value of the velocity component on each coordinate axis is equivalent to the gradient in the equation obtained by curve fitting a linear equation. In Fig. 5a it can be concluded that the velocity component on each axis is $V_x = -0.35$ cm/s, $V_y = 0.18$ cm/s and $V_z = 11.8$ cm/s.

Based on equation (8), the velocity can be expressed as

$$V = (0.35i + 0.18j + 11.8k) \text{ cm/s}.$$  

The speed can be calculated using equation (9) as

$$V = \sqrt{(-0.35)^2 + (0.18)^2 + (-11.85)^2} = 11.8 \text{ cm/s}.$$  

These results indicate that the forward-looking velocity component value on the Z-axis is optimum, $V = V_z$, while $V_x$ and $V_y$ are very small.

![Fig. 5a](image3.png)

**Fig. 5a** Position component measurement results on Forward-looking
In the same way, based on Fig. 5b, the velocity component obtained at 30° looking angle are $V_X = 5.6$ cm/s, $V_Y = 0.15$ cm/s, $V_Z = 10.5$ cm/s. The velocity $V = (5.6i + 0.15j + 10.5k)$ cm/s and the speed $V = 11.9$ cm/s. The angle value can be found using the equation $\theta = \tan^{-1}(V_Y / V_Z) = 28^\circ$. This value is 2° degrees different from what it should be.

In the same way, based on Fig. 5c, the velocity component obtained at the angle looking 45° is $V_X = 7.9$ cm/s, $V_Y = 0.2$ cm/s, $V_Z = 8.5$ cm/s. The velocity $V = (7.9i + 0.2j + 8.5k)$ cm/s, and the speed $V = 11.6$ cm/s. The angle value is $\theta = \tan^{-1}(V_X / V_Z) = 43^\circ$.

The angle values on the angle-looking 30° and 45° are both 2° apart from what they should be. Thus, the velocity component can be measured with an angle error of ± 2°.

The results of this experiment produce a maximum uncertainty of 0.4 cm/s, which has higher precision than the conveyor speed measurement using a single camera that produces an uncertainty of 1 cm/s [11]. Another advantage of this system is that not only the speed obtained but also 3D velocity data is obtained so that the measurement process is more flexible, which can be carried out from a forward-looking or angle-looking perspective. In the [11] measurement method, the measurement process is limited to side-looking. Yang et al. [13] also utilize a stereo camera for speed measurement. The system is designed to measure all vehicles’ speed in ROI automatically. The difference with the system developed in this study is that the 3D velocity measurement is carried out on the desired object only. The maximum accuracy of speed measurement by Yang et al. [13] is 3.8%, while it was 3.4% in this study. Thus, the proposed method was more accurate.

IV. CONCLUSION

The system developed in this study has successfully measured 3D velocity. The camera position can be placed forward-looking or angle-looking. Based on the specifications of the stereo camera used, this system can measure the speed of 11.6 cm/s with an absolute error of 0.4 cm/s.

NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| $d$    | disparity   |
| $x_r$  | horizontal position at right image |
| $x_l$  | horizontal position at left image |
| $f$    | focus length |
| $b$    | baseline |
| $X$    | position component on X-axis |
| $Y$    | position component on Y-axis |
| $Z$    | position component on Z-axis |
| $V$    | velocity |
| $V'$   | speed |
| $\theta$ | angle between camera to object direction |
| $V_X$  | velocity component on X-axis |
| $V_Y$  | velocity component on Y-axis |
| $V_Z$  | velocity component on Z-axis |
| FPS    | Frame per Second |
| $i$    | vector unit on X-axis |
| $j$    | vector unit on Y-axis |
| $k$    | vector unit on Z-axis |

\[ Z = 10.509t + 38.725 \]

\[ X = 5.6046t - 4.6829 \]

\[ Y = 0.1562t + 0.3131 \]

\[ Z = 8.5809t - 74.45 \]

\[ Y = 0.246t + 0.0232 \]

\[ X = 7.905t - 2.5996 \]
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