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Improved solar photovoltaic energy generation forecast using deep learning-based ensemble stacking approach
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Abstract

An accurate solar energy forecast is of utmost importance to allow a higher level of integration of renewable energy into the controls of the existing electricity grid. With the availability of data in unprecedented granularities, there is an opportunity to use data-driven algorithms for improved prediction of solar generation. In this paper, an improved generally applicable stacked ensemble algorithm (DSE-XGB) is proposed utilizing two deep learning algorithms namely artificial neural network (ANN) and long short-term memory (LSTM) as base models for solar energy forecast. The predictions from the base models are integrated using an extreme gradient boosting algorithm to enhance the accuracy of the solar PV generation forecast. The proposed model was evaluated on four different solar generation datasets to provide a comprehensive assessment. Additionally, the shapely additive explanation framework was utilized in this study to provide a deeper insight into the learning mechanism of the algorithm. The performance of the proposed model was evaluated by comparing the prediction results with individual ANN, LSTM, and Bagging. The proposed DSE-XGB method exhibits the best combination of consistency and stability on different case studies irrespective of the weather variations and demonstrates an improvement in $R^2$ value of 10%–12% to other models.

© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

With the increasing energy demand, the world is moving towards alternative renewable energy resources to reduce greenhouse gas emissions [1]. The high penetration of renewables in the power system provides many environmental and economic benefits, but with the characteristic of intermittency and variability, renewable energy brings challenges for the reliability and safe operation of the power system. Due to the advances in PV technology, solar energy has gained considerable importance in recent years. The energy conversion efficiency is increased while the costs for panels installation and electricity generation have fallen significantly [1]. Considering the abundant availability of resources and cost competitiveness solar PV is anticipated to continue the overall renewable energy growth over the next decade [2].

Accurate forecasting techniques have become important for the stable and safe integration of renewable energy resources into the existing power grid [2] and the better alignment of supply and demand. Most importantly, as elements associated with the energy grid electrifies (e.g.: introduction of heat pumps), the level of energy self-sufficiency achieved by the buildings and neighbourhoods are found to be inadequate [3]. Accurate forecasting is the degree of closeness of the predicted value of the generation of PV panels to the actual (true) value. The forecast of solar PV plays an important role in the evolving energy roadmap for congestion management, estimating the reserves, management of storage, the energy exchange between buildings, and grid integration [4]. Nevertheless, the integration of smart meters and the availability of data has opened new opportunities to use data-driven machine learning and deep learning algorithms for the improved prediction of PV generation. Diverse research studies have tried to integrate such data-driven algorithms in the recent past.

1.1. Forecasting methods based on machine learning

Several forecasting methods [5–7] are proposed in the literature based on machine learning for solar PV generation is shown in Table 1. However, there is no single method capable of accurately performing on multiple case studies. Switching from one solar PV plant (dataset) to another proposes various types of variabilities for...
machine learning models. The outcome of different algorithms using the same weather and power data or the same method with different internal hyperparameter settings can lead to different predictions outcome. The models are reported to have volatility issues, i.e., a small change in input data may result in substantial variations in the prediction values that affect the reliability of the models [8]. The modelling may not reproduce the same results on a new dataset because of uncertainties in the PV module properties, data collection errors, system output performance, and long-term effects [9].

To overcome these challenges, considerable research [10–12] has been done to generate accurate solar PV forecasts. Out of these, the use of machine learning ensemble algorithms such as Extreme Gradient Boosting (XGBoost) [13], Gradient Boosting Regression Trees (GBRT) [14], and Random Forest (RF) has shown promising results compared to individual models. The ensemble approaches demonstrated that they are more stable and can decrease the computational power [19]. Contrary to machine learning models deep learning is gaining attention in recent years due to its ability to handle complex data and the advancements in computational power [19]. Contrary to machine learning models deep learning models are more stable on new datasets as changing the input slightly won’t affect the original hypothesis learned by the algorithm. Various architectures of ANN’s have been applied successfully to forecast renewable energy from a simple ANN network to more complex models like an autoencoder [20], self-organizing maps [21], and LSTM [22] networks. Autoencoder and self-organizing maps are unsupervised deep learning algorithms for classification and encoding of the data whereas LSTM networks are used for time series data forecast as a supervised learning algorithm.

1.2. Forecasting methods based on deep learning

Deep learning is gaining attention in recent years due to its ability to handle complex data and the advancements in computational power [19]. Contrary to machine learning models deep learning models are more stable on new datasets as changing the input slightly won’t affect the original hypothesis learned by the algorithm. Various architectures of ANN’s have been applied successfully to forecast renewable energy from a simple ANN network to more complex models like an autoencoder [20], self-organizing maps [21], and LSTM [22] networks. Autoencoder and self-organizing maps are unsupervised deep learning algorithms for classification and encoding of the data whereas LSTM networks are used for time series data forecast as a supervised learning algorithm.

Abuella et all [23] employed an ANN for producing solar power forecasts. They utilized sensitivity analysis to select the best input variable and compared the results with multiple linear regression. Chen et al. [24] presented an advanced statistical method for a 24 h ahead solar power forecast based on ANN. Almonacid et al. [25] presented a method based on ANN to predict 1 h ahead power of...
solar PV. The method employed dynamic ANN to predict the air temperature and global irradiance that is then used as an input for another ANN to predict the solar PV output. Vaz et al. [26] utilized ANN with measurements from neighbouring PV systems as inputs along with the weather parameters for solar power forecast. They demonstrated that with increasing the time horizon of the forecast, model results decayed and the RMSE increased to 24%. Yang et al. [27] combined pattern sequences extraction algorithm with neural networks for a day ahead forecast for solar PV power. The main idea is to build a separate prediction model for each pattern sequence type. The model is limited only to day-ahead forecasting due to the dependency on the extracted features. Wang et al. [28] compared three deep learning networks for solar power forecasting and provided suggestions for choosing the most suitable network in practical application. They concluded that that deep learning is very helpful for improving the accuracy of PV power prediction.

1.3. Ensemble learning-based forecasting models

Ensemble learning refers to a machine learning technique where multiple base learners are trained and their output is combined, to solve the same problem. The main principle is that the combined output of the base learners should have better accuracy overall, than any individual learner. Several theoretical and empirical studies have established that ensemble learning performs better than single models. Base learners can be any trained machine learning model such as linear regression, KNN, SVM, or ANN’s. Ensemble methods can either use a single algorithm to produce homogeneous base learners or a combination of multiple algorithms to produce heterogeneous learners [29].

The authors in Ref. [30] proposed a multi-model ensemble based on statistical models, SVM, and ANN using various numerical weather parameters (NWP). The input NWP parameters were obtained from the weather research forecasting model (WRF) and globally integrated forecasting system model (IFS) to compare the effects of selecting input weather parameters from different providers or models. It was established that the outcome varies using a similar machine learning model with different NWP inputs. The authors in Ref. [31] presented a new ensemble model based on ANN and XGBoost and integrating their output using ridge regression. They evaluated the model performance by comparing the prediction results with different models, such as support vector regression, random forest, extreme gradient boosting forest, and deep neural networks. They also concluded that ensemble models are more accurate and stable compared to individual modelling.

1.4. Overcoming the current limitation of forecasting methods

Most of the previous research in deep ensemble learning has treated Solar PV generation only as a regression task [10–31] by only using artificial neural network models and statistical models at the base level. The dynamic behaviour of solar PV time series data with its autoregressive and weather dependency makes it challenging to forecast using only computational intelligence methodologies such as ANN. They are not efficient for recognizing the behaviour of nonlinear time series and hence have low forecasting capability [34].

To overcome these limitations, this research has combined ANN with the LSTM model to extract the weather dependency along with the regressive aspect from the data. This study has harnessed LSTM capability of retention of information from the past and ANN capability to extract regression rules from the weather data to produce the output for obtaining more accurate prediction results for solar PV generation forecast. The prediction from each model is aggregated using the ensemble machine learning algorithm XGBoost. The advantages of using XGBoost as a meta-learner will include the ability to quantify the individual model miscalculation and data noise uncertainty that leads to higher prediction accuracy.

1.5. The novelty of the study

The contribution of this research to the literature can be summarized as:

- Developing a deep ensemble stacking model that can be used as a baseline model for solar PV generation forecast at different locations and forecasting horizons without heavy hyper-parameter optimization.
- Providing a detailed comparison of individual deep learning models, bagging and stacking. As comparative application of individual deep learning and ensemble models are rarely explored in previous studies.
- Previous studies only presented the performance capability of different models without any interpretation of the predictions. In contrast, the proposed approach incorporates the SHAP analysis to understand how the model is making decisions based on the base learners.
- Finally, an evaluation is also carried out to compare the difference between the individual and aggregated forecasting of PV plants at a similar location to study the error difference.

The remainder of this paper is organized as follows: Section 2 introduces the methodological framework for the development of the stacked ensemble model. Section 3 describes the results of the modelling, and finally, section 4 concludes with general directions and considerations for future research.

2. Methodology for the solar forecast

To understand the theoretical aspects associated with the methods used please see Appendix A. Fig. 1 presents the sequence of steps required for the development and evaluation of the proposed model.

2.1. Data description

This section describes the two case studies and input features affecting the solar PV generation modelling.

2.1.1. Case study (I)

The cast study (I) data were collected with a 15 min interval from three solar farms on commercial buildings in Bunnik, Netherlands. The data collected in this study is from 424 PV panels. The Solar PV panels are TRINA type with a maximum peak capacity of 275-W peak (Wp). The panels have a flat-fix fusion south configuration and are placed on the rooftops of three buildings namely A, B, and C with a distribution of 205, 146, and 73 consecutively. The data was collected for each of the building panels separately and combined to compare the difference between the individual and aggregated forecast. Fig. 2 shows the energy generation data of all the solar PV’s in kilowatt-hours (kWh). It also shows the weakly rolling average means to capture the trend of the generation. Solar PV exhibits different generation characteristics depending on the time of the year. It can be observed from the rolling mean that the generation is higher from May till September in all the test cases.

2.1.2. Case study (II)

Case study (II) was a testbed in Breda Netherlands for this project to perform experimentation. This case study consists of 65 PV panels on the rooftop of a commercial building. These PV
panels were placed under an azimuth of 173°, which is an almost fully southern position. The panels are of type JAP6(SE)-60-260/3BB with a maximum output of 260 W according to Standard Test Conditions (STC) with an efficiency of 15.9%. Each PV panel is separately optimized with a DC/DC optimizer to find the Maximum Power Point. The data was collected with an interval of 1 h in kWh as presented in Fig. 3.

2.1.3. Weather data

The weather data obtained in this study is based on forecasted values from a weather data platform known as Solargis [35]. The platform provides long term weather data records for historical, current, and future time periods. The data from Solargis has been validated regionally and at specific sites to estimate the uncertainty in the forecasted data. The weather data was acquired for the same location as the solar panels. Solargis platform was selected for acquiring the forecasted weather data. Also, the reason for considering the forecasted weather data for training is that if the forecasted data is lower or higher than the original, the model can learn accordingly. This will avoid the over and underestimation of the forecasted generation. Hence, the prediction performance will be comparable regardless of the data used for training.

In this study, three weather parameters were selected, which were more closely related to the solar PV generation, namely global horizontal irradiance, temperature, and relative humidity. The weather variables were selected based on a literature review from a varied space of variables (Wind direction, wind speed, Dew point temperature, Air pressure) due to their strong relationships with solar PV output [36,37]. This study aimed to acquire accurate results by using fewer meteorological variables, as input for the models, to decrease the computational time of the deep learning algorithms.

2.1.4. Autoregressive features

Autoregressive features are developed using lag observation of time-series data [38]. Lags are important for time series data as the values are often correlated with a previous time step of itself. Using autoregressive features helps increase the accuracy of the models but using many variables as an input can result in overfitting during training the model [39]. Also, the addition of autoregressive features bounds the forecast horizon steps of the models. If the
previous time step (15 min or hour) is used as an input for the forecast then the model is limited only to a one-time step ahead forecast, subsequently, if previous day data is used then the model is only capable of a day-ahead forecast.

Considering these limitations, the modelling was done with and without the autoregressive features to show the effect on the model forecasting. Two autoregressive features were selected based on the Pearson autocorrelation function namely, point forecast (previous 15 min forecast for case study I and previous hour for case study II) and multi-step (previous day).

### 2.1.5. Calendar information

Solar generation data is time-series data with periodicity to time, which must be determined before the modelling. Categorical time variables were introduced considering calendar data namely, the hour of the day, day of the month, and month number to improve the result of the forecast. Overall, 8 input variables were considered given in Table 2.

### 2.2. Data preparation

This section explains in detail the data pre-processing steps taken and perform exploratory analysis on the available datasets.

#### 2.2.1. Data pre-processing

Data pre-processing is an important step in machine learning modelling for extracting the maximum characteristic potential from a dataset. Pre-processing was done on the collected dataset for filling the missing values, checking for outliers, and scaling the features to an equivalent range. As the data in the case study (I) was collected for 15 min, observations are more likely to be similar to the previous or next observations. Therefore, linear interpolation was utilized to fill in the missing values. The data was relatively clean, so the key part of the data analysis was related to arranging the data in the right way. Case study (II) has few days of missing data at the beginning of 2016, which was interpolated with the average from the previous two days of data. Outlier detection was based on two conditions namely negative generation values and a peak capacity of the system. A visual inspection was done for looking for negative power values and output values of the peak capacity of the system. However, no outliers were identified in the dataset.

#### 2.2.2. Exploratory analysis

Table 3 present the correlation matrix for the independent variables for both case studies. The output energy is positively correlated to global horizontal irradiance *GHI*. In solar PV forecasting, GHI is the most important variable. The *Temp* parameter is also positively correlated to all the case studies; however, the

### Table 2

| No | Input variable                   | Data Type          |
|----|----------------------------------|--------------------|
| 1  | Hour                             | Calendar information |
| 2  | Day                              | Calendar information |
| 3  | Month                            | Calendar information |
| 4  | Previous day same time           | Historical PV generation (kWh) |
| 5  | Previous 15 Min (Case study (I)) | Historical PV generation (kWh) |
| 6  | Previous Hour (Case study (II))  | Historical PV generation (kWh) |
| 7  | Global Horizontal Irradiance (GHI) | Weather Information (W/m²) |
| 8  | Relative Humidity (RH)           | Weather Information (g/m³) |
| 9  | Temperature (T)                  | Weather Information (°C) |
correlation is weaker than the ‘GHI’. In contrast, the ‘RH’ parameter is negatively correlated to the output energy of all the case studies.

A detailed statistical description of all the indicators used for the case study (I) are presented in Table 4. The statistical analysis provides details about the mean, standard deviation, kurtosis, and skewness of the data. The kurtosis values are higher than 3 which means the data is not normally distributed and the central peak is higher and sharper [40]. The skewness values also indicate that the data is highly skewed positively since high generation events are rare in solar PV energy generation. If data have skewed dependent variables, deep learning models perform better than machine learning, unless appropriate transformations are applied to the skewed variables [41].

### 2.2.3. Data scaling

Machine learning models that use gradient descent optimization require data to be scaled. The data is scaled before feeding into the models for ensuring that gradient descent finds the minimum smoothly and the steps for all the features are updated at a simultaneous rate. Min-Max scaler was used for scaling the dataset into a range of 0 and 1 to ensure fast convergence for the gradient learning process of ANN models. The bounded range in the Min-Max scaler will result in a smaller standard deviation by suppressing the effects of the outliers. Min-Max scaler is calculated by

\[ f_{\text{scaled}} = \frac{f - f_{\text{min}}}{f_{\text{max}} - f_{\text{min}}} \]  \hspace{1cm} (1)

Here \( f_{\text{min}} \) and \( f_{\text{max}} \) are the minimum and maximum values of the features respectively.

### 2.3. Stacked generalization framework (DSE-XGB)

This paper demonstrates the capability of stacked deep learning models by showing a flexible implementation considering the ensemble architecture. Stacked ensemble learning has been used in other fields (buildings energy forecasting [42,43], fault diagnosis [44], and bioinformatics [45] etc.) successfully. The main objective in stacking is finding the best combination of models for a specific application. The following tasks have been considered important for the development of the stacking ensemble model with less bias and variance: the selection of base algorithms, defining the leveling of the base models and selecting an appropriate meta learner.

- **Selecting the most appropriate base learner:** In every domain, an appropriate learner is selected based on some criteria, for regression tasks it is predictive accuracy. Based on the literature review; ANN and LSTM were found to be the most successful deep learning algorithms for solar PV generation forecast. Both these models are diverse with their capabilities to modify their hypothesis space for better results.

- **Defining the leveling of the base models:** Only one-level of stacked modelling was selected, as deep learning can be computationally heavy, and adding more layers will lead to more complex systems. Multi-level deep learning stacking may entail less benefit in accuracy relative to the computational cost.

- **Selecting an appropriate meta learner:** the predominant method is the estimation of the accuracy of the problem. Multiple meta-learners (linear regression, decision trees, bagging regressor, AdaBoost, SVM, XGBoost) were used for the experiments in this study for maximizing diversity. XGBoost surpass in performance for all the datasets compared to the other learning algorithms.

Different heterogeneous and homogeneous combinations of deep learning algorithms (LSTM, ANN) were tested as base models. An ensemble combination of ANN and LSTM outperforms the rest of the models in a stacked approach. A detailed description of the modelling framework is given in the following section. The framework is split into two phases for the practical implementation of this approach and explained in more detail as follows.

#### 2.3.1. Training

Initially, the solar generation data is in the shape of \( m \times n \) where \( m \) represents the number of features, output, and \( n \) represents the total number of observations. The data is split into training and testing in this phase. ANN and LSTM are trained on different folds of the training data using \( k \)-folds cross-validation. The \( k \)-fold cross-validation provides an unbiased estimation of the model’s performance. Solar PV data has different periods throughout the year that is different from each other based on the weather. \( k \)-fold cross-validation training has a lower variance than a single hold-out model, which can be significant if the available data is limited. \( k \)-fold split the data into \( k \) equal-sized parts. The models are trained \( k \) times to predict each of the test \( k \)-folds. The models are validated using 5 folds cross validation. In the first iteration, the first four folds are used to train the models and the last fold is used to test the models. In the next iteration, the 2nd last fold is utilized for testing the model and the rest are used for training. This process is repeated until the predictions for all the five test folds are obtained.

The cross-validation stacking framework is exploited in the context to construct second-level data for the meta learner. Stacking uses a similar approach to cross-validation by solving two important issues: capturing diverse regions where each model performs the best and creating out-of-sample predictions. The main idea of ensemble stacking is to stack the predictions \( P_k, \ldots, P_n \) from the base models with weights \( w_1, \ldots, w_l \) (\( i = 1, \ldots, n \)), see equation (2):

\[ f_{\text{stack}}(x) = \sum_{i=1}^{n} w_i P_i \]  \hspace{1cm} (2)

The meta-learner is trained on predictions from the base models to learn best how to combine the predictions for the outcome. The meta-learning model is the major reason for the generalization ability of the stacking algorithm as it can distinguish where each base model is performing badly and well. XGBoost is trained as a meta-learner due to its faster computing and its ability to predict accurately with a smaller training set in a high dimensional space.

The description of the whole algorithm is shown in Fig. 4. Each of the base algorithms (\( b_1, b_2 \)) is trained using 5-fold cross-validation on the training data \( D \) and the cross-validated predicted values are collected from each of the algorithms. The \( P_i \) cross-validated predicted values from each of the algorithms are combined to form a new \( m \times P \) matrix. This matrix, along with the original response vector \( y_i \) is used as the meta-learner training data. The meta-learning algorithm is trained on this new metadata \( D_m \). The “ensemble model” \( SM \) is based on the base models and the meta-learning model, which are then used to obtain the prediction on the test set.

### Table 3

| Weather parameter | Case study (I) | Case study (II) |
|-------------------|---------------|-----------------|
|                   | A             | B               | C    | Aggregated |
| Temp              | 0.44          | 0.45            | 0.53 | 0.46       | 0.48 |
| GHI               | 0.96          | 0.95            | 0.91 | 0.96       | 0.90 |
| RH                | -0.60         | -0.60           | -0.55| -0.52      | -0.73 |
2.3.2. Testing
After the base models and the meta-learner are trained, the final predictions are obtained using the test data. The test data is unseen data that is not previously used in the training phase to get an unbiased estimation of the developed model. The trained base models predict on the test data, then the meta-learner uses the result as inputs for the final forecast. The training and testing process with the data partitioning of the stacked model is described in Fig. 5.

2.3.3. Performance measures
To evaluate the performance of the base models and ensemble scheme three commonly employed error measures in literature are used to estimate the model errors: the coefficient of determination ($R^2$), root mean square error (RMSE) and mean absolute error (MAE) [26,32,46,47]. Several studies have also used Mean Absolute percentage error (MAPE), however, despite its widespread utilization, it is important to check the feasibility of the original data before selecting MAPE. Makridakis [48] stated that MAPE is asymmetric in the sense that error above the original value results in a large absolute percentage error than below the original value.

$$\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|$$

2.3.4. Development setup
The simulation was performed using the Python programming language in an open-source cross-platform integrated development environment known as Spyder [49]. For the development of ANN and LSTM, a python based open-source ANN library was utilized known as Keras [50] due to its extensible and modular focus. Keras work on top of Tensorflow [51] library and provide fast deep neural network experimentation. Tensorflow is an open-source, end-to-end machine learning platform working as an infrastructural layer for differential programming developed by google. The meta-learner used in this research was developed using the XGBoost gradient boosting library from Ref. [52]. Finally, the SHAP analysis was implemented using the game-theoretic approach from the GitHub library developed by Slundberg et al. [53].

3. Results
This section provides the results after evaluating the proposed DSE-XGB method on different case studies. It also presents the interpretation of the internal learning of the model and the effect of forecast-horizon on the modelling.

3.1. Proposed model evaluation
For a detailed comparison, the proposed algorithm was evaluated along with Bagging, ANN and LSTM. Each model was optimized using a grid search to find the optimal set of hyperparameters [54]. Hyperparameters are important for machine learning models since they control the performance of training algorithms. Table 5 refers to the hyperparameters grid tested and the selected parameters for the models. After training, the test data was used for each model to validate generalization capabilities. Figs. 6–9 illustrates the $R^2$, MAE, RMSE error values of the models for case study (I) - A, B, C, and the aggregated output (Agg). The results were obtained without using the autoregressive features and tested on 20% of the unseen data. The best models were the ones with MAE and RMSE values closer to zero and an $R^2$ value close to 1. The results were sorted from single deep learning algorithms to stacked ensemble learning. The figures portray the results for ANN, LSTM, bagging, and DSE-XGB. The DSE-XGB models performed better compared to other machine learning algorithms in the testing phase as discussed in section 2.3. The R-squared value results of case study (I) showed that ANN (A = 0.85, B = 0.86, C = 0.85, Agg = 0.86) and LSTM (A = 0.85, B = 0.85, C = 0.85, Agg = 0.86) perform consistently well for all the plants. The percentage difference on average for MAE and RMSE was about 1–2% for all the plants in the case study (I).

### Table 5

| Case study (I) | A | B | C | Sum | Temp | GHI | RH |
|---------------|---|---|---|-----|-----|-----|----|
| Unit          | kWh | kWh | kWh | kWh | °C  | W/m²| g/m³|
| Mean          | 1.31 | 0.91 | 0.42 | 2.64 | 10.10 | 110.99 | 80.07 |
| Standard deviation | 2.48 | 1.75 | 0.80 | 4.99 | 6.33 | 188.79 | 13.05 |
| Kurtosis      | 4.13 | 4.38 | 5.33 | 4.14 | 0.11 | 3.26 | 0.29 |
| Skewness      | 2.21 | 2.26 | 2.40 | 2.21 | 0.54 | 1.98 | −0.94 |

Fig. 4. DSE-XGB algorithm.
Fig. 10 illustrate the $R^2$, MAE, RMSE values for case study (II). The R-squared value results of case study (II) for ANN (0.79) and LSTM (0.81) showed that there was a decline in the R-squared value of about 5–6% compared to case study (I). The percentage difference on average for MAE and RMSE was about 6–7% for case study (II). Based on the correct optimization of the hyperparameters both deep learning models performed competitively with each other for case study (I) but as the model was not optimized for case study (II) their performance declined. The models were not optimized for case study (II) to check their performance on a new dataset. Validating the hypothesis from section 1.1 that the individual model’s accuracy decreases when switching from one case study to another.

Table 5
Selected hyperparameters, by grid search, for the trained models.

| Model   | Hyperparameters | Grid Search          | Selected parameters |
|---------|-----------------|----------------------|---------------------|
| ANN     | Batch size      | {5,10,20,24,32,50}  | 10                  |
|         | Epochs          | {5,10,25,50,100,125,150} | 100                |
|         | Activation function | {'relu', 'sigmoid', 'tanh', 'linear'} | Relu               |
|         | Optimizer       | {'SGD', 'rmsprop', 'adagrad', 'adam'} | Adam               |
| LSTM    | Batch size      | {5,10,20,24,32,50}  | 24                  |
|         | Epochs          | {5,10,25,50,100,125,150} | 50                 |
|         | Activation function | {'relu', 'sigmoid', 'tanh', 'linear'} | Relu               |
|         | Optimizer       | {'rmsprop', 'Adagrad', 'Adadelta', 'Adam', 'Adamax'} | Adam               |
| XGBoost | Gamma           | {0.2, 0.3, 0.4, 0.5, 0.6} | 0.5                |
|         | Subsample       | {0.3, 0.4, 0.5, 0.6, 0.7, 0.8} | 0.6                |
|         | Max depth       | {1, 2, 3, 4, 5, 6}   | 2                   |

**Fig. 5.** DSE-XGB model with an ANN and LSTM as a base model at level 0 and XGBoost as a meta-learner at level 1.

**Fig. 10.**
Fig. 6. Performance measures R-squared, RMSE (kWh) and MAE (kWh) for model’s evaluation: Case study (I)-A.

Fig. 7. Performance measures R-squared, RMSE (kWh) and MAE (kWh) for model’s evaluation: Case study (I)-B.

Fig. 8. Performance measures R-squared, RMSE (kWh) and MAE (kWh) for model’s evaluation: Case study (I)-C.
Without proper hyperparameter optimization.

From the results, it can be observed that DSE-XGB improves the performance of the forecast for both case studies compared to the individual models and bagging. In general, the R-squared value shows that DSE-XGB yielded better results for all the case studies. In percentage terms, the DSE-XGB had an increase in performance of prediction about 10–11%, 11–12%, 9–10% concerning ANN, LSTM, and bagging respectively for both case studies. The DSE-XGB has a stable forecast due to its generalization capability and less reliance on the input data. The proposed model deduces the bias in the base models on both datasets and corrected that in the meta-learner. The variations in dataset and weather conditions did not affect the performance of DSE-XGB, which demonstrated the robustness of DSE-XGB for solar generation forecast.

3.1.1. Model learning interpretation: SHAP analysis

To identify the areas with uncertainty and determine the responsible drivers for the DSE-XGB model this study utilized the SHAP framework. The SHAP values illustrate the extent to which a given feature has changed the prediction. It allows to decompose any prediction into the sum of the effects of each feature value and explain the resulting output. The SHAP value is time consuming to compute due to its iterative nature over all possible permutations, which is factorial in the number of features. Unfortunately, it gets even worse in the case of deep learning algorithms when using a large dataset. XGBoost was used in combination with the SHAP function due to its fast convergence to generate a data-driven model [55]. To explore and open the nonlinear relationships of the black-box model and transform these relationships into interpretable rules. The resulting model enabled mapping of the learning mechanism of the meta-learner from both base model’s output.

To get a deeper insight into the interactions between variables, a dependence plot was generated to see how they relate to each other in a three-dimensional space concerning SHAP values. Using predicted outputs of ANN and LSTM models as features for the DSE-XGB model, Fig. 11 provide the dependence plot for case study (I)-Agg. The x-axis is the value of the first feature (LSTM) and the y-axis represents the SHAP values attributed to each of the samples. The colour bar (z-axis) corresponds to another feature (ANN) that has a relationship with the evaluated feature. The colour code blue to red represents low to high feature values respectively.

The dependence plot demonstrates for case study (I)-Agg that, the ANN fail to predict the higher values of solar PV generation. It
underestimated the values on the sunny days that are around 25 kWh that is shown in Fig. 2. The lower values predicted by the ANN has a higher negative impact on the model output. It shows that the ANN was not able to predict accurately in bad weather conditions for the lower generation. On the other hand, LSTM was able to predict comparatively better in bad weather conditions and had a lower negative impact on the output of the model. Few LSTM higher values drove the model towards wrong predictions.

Fig. 12 provides the dependence plot for case study (II), the LSTM and ANN both underestimated the generation of solar PV generation for sunny days with a higher generation. The higher solar PV generation was happening rarely, and the base models could not anticipate that correctly. The meta learner was learning from the prediction of both models and managing the uncertainty in both models by correcting their mistakes.

3.1.2. Forecasting horizon effects on the modelling

The model was also tested using autoregressive features to compare the difference due to the forecasting horizons. The forecast was done for 15 min ahead for the case study (I), an hour ahead for case study (II) and a day ahead for both case studies.

The analysis presented in Table 6 provides a comparison for 15 min ahead and hour ahead forecast of all the models for case studies I and II respectively.

Similar to the results obtained without the autoregressive features, ANN and LSTM present comparable performance in all the error metrics for case study (I) (A, B, C, Agg), and case study (II). It can be observed from the results that short term forecasting using deep learning was stable for both case studies. There was a minor deterioration of performance when switching to another case study. The proposed DSE-XGB (comprised of base models: ANN, LSTM, and XGB) had the lowest error for case study (I)-A and I-C followed by I-B. The main comparable difference can be noticed between the case study (I)-Agg, and case study (II). There was a decline in the accuracy when switching from one location to another as highlighted in Table 6 but the overall performance was consistent compared to the base models and bagging.

In general, for 15 min ahead forecast of case study (I), the RMSE and MAE error at the aggregated level for DSE-XGB was slightly lower compared to the individual forecast. The individual RMSE and MAE error values of the case study (I) A, B, and C amount to a sum of 0.75 kWh and 0.46 kWh, whereas the aggregated neighborhood error was 0.74 kWh and 0.47 kWh, respectively.
Figs. 13 and 14 present the result obtained using ANN, LSTM, Bagging and DSE-XGB for one day of data compared with real values with 15 min ahead resolution for case study (I)- Agg and 1 h ahead for case study (II). For both the case studies the DSE-XGB showed consistent accuracy.

Similarly, Table 7 compares the four deep learning models for both case studies for the day ahead forecast. The ANN error results showed a noticeable variability among sub-plants in the case study (I). There was a gradual decline in performance once moving from point forecast to day-ahead forecast. The LSTM performance was stable with a minor decline in between the plants in the case study (I) and when switching to case study (II). The overall forecasting results of the individual models and bagging decreased by about 10%–15% for day ahead forecast. However, the DSE-XGB approach outperformed the individual deep learning models and ensemble bagging. The proposed model had a variance of about 4%–5% and was holding consistently even with the change in the data at the base level. The non-reliance of deep ensemble stacking only on the input data makes it more reliable for use in solar PV generation forecast.

The error values revealed that the aggregated forecast was more accurate compared to the individual forecast of all the three plants in the case study (I). The variation in data was flattened when aggregated with other locations in a similar area, providing a more accurate prediction than the individual forecast.

Overall, this research has demonstrated that a stacked ensemble approach based on deep learning models with interpretable machine learning produces better results than any individual deep learning model and bagging on different datasets for solar PV generation forecast. It contributes to reliable modelling by reducing the risks related to the dependency on the weather parameters and uncertainty in individual modelling.

Table 6
Performance metrics R-squared, RMSE (kWh), and MAE (kWh) of all the models for a point ahead (15 min for case study (I), an hour ahead for case study (II)) forecast for both case studies.

| Case Study (I) | Error Metrics | Model | ANN | LSTM | Bagging | DSE-XGB |
|---------------|---------------|-------|-----|------|---------|---------|
| R-squared     | 0.92          | 0.91  | 0.92| 0.99 |
| RMSE (kWh)    | 0.87          | 0.90  | 0.87| 0.35 |
| MAE (kWh)     | 0.45          | 0.49  | 0.45| 0.22 |
| R-squared     | 0.92          | 0.92  | 0.92| 0.98 |
| RMSE (kWh)    | 0.60          | 0.60  | 0.60| 0.26 |
| MAE (kWh)     | 0.31          | 0.32  | 0.31| 0.15 |
| R-squared     | 0.92          | 0.92  | 0.92| 0.99 |
| RMSE (kWh)    | 0.31          | 0.31  | 0.31| 0.14 |
| MAE (kWh)     | 0.17          | 0.17  | 0.17| 0.09 |
| R-squared     | 0.93          | 0.92  | 0.92| 0.98 |
| RMSE (kWh)    | 1.73          | 1.83  | 1.74| 0.74 |
| MAE (kWh)     | 0.82          | 1.01  | 0.88| 0.47 |

| Case study (II) | Error Metrics | Model | ANN | LSTM | Bagging | DSE-XGB |
|-----------------|---------------|-------|-----|------|---------|---------|
| R-squared       | 0.90          | 0.91  | 0.89| 0.96 |
| RMSE (kWh)      | 1.08          | 0.93  | 0.89| 0.78 |
| MAE (kWh)       | 1.02          | 0.89  | 0.82| 0.59 |

Fig. 13. Energy generation of case study (I)-Agg of one day using ANN, LSTM, Bagging, and DSE-XGB versus the true values.
4. Conclusion

In this study, an improved deep learning algorithm is proposed combining ANN, LSTM and XGBoost. The proposed DSE-XGB method outperformed the individual deep learning algorithms due to the combination of strong base learners instead of weak learners. The ANN model explicitly captured the dependency of the solar PV generation forecast while LSTM extracted the repetitive trends from the data. The prediction from each base learner was combined using a boosting approach XGBoost. The XGBoost meta-learner made sense of the base models' outputs to generalize on the testing data. The meta learner was trained only after the ensemble had completed training for the base models. The XGBoost as a meta-learner builds tree sequentially such that each subsequent tree aims to reduce the errors of the previous trees. Each tree learns from its predecessors and updates the residual errors. Each of the base learners provided vital information for prediction and enabled the XGBoost to manage the uncertainty by effectively combining the output from these strong learners. This study has integrated interpretable machine learning with the modelling to understand how the meta-learner learns from the base model predictions.

The meta learner brings down both the variance and the bias by correcting the errors of the previous models and selecting their strong areas for the final prediction. Data uncertainty or irreducible uncertainty can always degrade the performance of the individual deep learning model. The introduction of more data might not reduce uncertainty and can slow the convergence of the models. Increasing measurement precision or designing models that do not rely completely on the input features can manage the uncertainty in the forecast. The proposed DSE-XGB model doesn't completely rely on the input features and can handle uncertainty in the forecast from the individual models. The proposed DSE-XGB model counters the variance of the individual models by generating predictions that are less sensitive to the specifics of the training data, the optimization of the individual models, the providence of the training run, and the choice of the training scheme.

The successful application of the proposed stacking ensemble algorithm can be used by generalizing problems from other fields such as medicine, control engineering, and financial markets. Therefore, DSE approaches should be studied in more detail to be applied on a larger scale to varied datasets for obtaining consistent results.

To conclude, some recommendations for solar forecasting research and future work are: (i) The ANN and LSTM were selected based on the literature review, however, there is still room for improvement, mainly because deep learning models have many variations (DBP, RBM, AE, CNN, etc.) that can be used to select more accurate models. (ii) Another aspect that should be considered in the selection of the base models could be the trade-off between prediction accuracy gain and increase in computation time. (iii) It would also be interesting to evaluate the proposed model in real time and evaluate its performance and practical applicability with building energy management systems.

Table 7

Performance metrics R-squared, RMSE (kWh), and MAE (kWh) of all the models for a day-ahead forecast for both case studies.

| Error Metrics | Case study (I) | Case study (II) |
|---------------|---------------|-----------------|
|               | ANN | LSTM | Bagging | DSE-XGB | R-squared | RMSE (kWh) | MAE (kWh) | R-squared | RMSE (kWh) | MAE (kWh) |
|----------------|----------|----------|-----------|----------|----------|----------|----------|----------|----------|----------|
| R-squared      | 0.84     | 0.83     | 0.84      | 0.94     | 0.76     | 0.83     | 0.80     | 0.90     |
|                | 1.24     | 1.26     | 1.22      | 0.73     | 3.57     | 2.02     | 2.49     | 1.01     |
|                | 0.71     | 0.65     | 0.67      | 0.49     | 1.89     | 1.39     | 1.55     | 0.98     |
| RMSE (kWh)     | 0.81     | 0.85     | 0.84      | 0.93     |          |          |          |          |
|                | 0.94     | 0.84     | 0.88      | 0.47     |          |          |          |          |
|                | 0.55     | 0.46     | 0.54      | 0.27     |          |          |          |          |
| MAE (kWh)      | 0.85     | 0.85     | 0.86      | 0.95     |          |          |          |          |
|                | 0.43     | 0.42     | 0.42      | 0.25     |          |          |          |          |
|                | 0.25     | 0.22     | 0.23      | 0.16     |          |          |          |          |
| R-squared      | 0.86     | 0.85     | 0.86      | 0.95     |          |          |          |          |
|                | 2.40     | 2.44     | 2.37      | 1.30     |          |          |          |          |
|                | 1.29     | 1.27     | 1.25      | 0.83     |          |          |          |          |
| RMSE (kWh)     |          |          |          |          | 0.76     | 0.83     | 0.80     | 0.90     |
|                |          |          |          |          | 3.57     | 2.02     | 2.49     | 1.01     |
|                |          |          |          |          | 1.89     | 1.39     | 1.55     | 0.98     |
| MAE (kWh)      |          |          |          |          |          |          |          |          |

Fig. 14. Energy generation of case study (II) of one day using ANN, LSTM, Bagging, and DSE-XGB versus true values.
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Appendix A

This section describes the theoretical aspects associated with the used methods.

A.1 Ensemble learning

The deployment of different combination schemes or different base learner implementation leads to different ensemble methods. In this aspect, this section aims to illustrate the key aspects and concepts of those methodologies, which are required for the understanding of this paper.

A.1.1 Bagging

Bagging or bootstrapping is one of the simplest methods in ensemble learning proposed by Breiman [56]. In bagging several subsets of data are chosen randomly from the training set with replacement. Each subset of the data is selected by sampling from the total M data sample, choosing M items at random uniformly with replacement. Then either a classification or regression algorithm is trained on each subset. Finally, in the case of classification, the most voted output is accepted and in the case of regression, an average is taken of all the individual outcomes by the models.

Bagging works best with high variance models, which are unstable such as KNN and DT as they produce different generalization behaviour with small changes to the data. It doesn’t work well with simple models such as linear regression, the results generated are almost identical from the sampling [57,58]. The advantage of using bagging is that it creates its variance by sampling the data and testing multiple hypotheses to solve the problem of overfitting. In general, the main objective of bagging is to increase the performance of models by reducing their variance [59].

A.1.2 Stacking

Stacked generalization or stacking is another ensemble learning technique introduced by Wolpert [60] that has been widely used in multiple fields since its inception. In stacking the outcome of different models (logistic regression, SVM, ANN, etc.) are combined to train a new meta-learner for the outcome. The basic principle of stacking is based on two levels of algorithms. The first level consists of different algorithms known as base learners and the second level consists of a stacking algorithm known as meta-learner. The first-level learners are often diverse different learning algorithms; however, stacked ensembles can also be generated from the same learning algorithms [61]. The base learners are trained on the original dataset to predict the outcome. The prediction of each base learner is collected to create a new dataset. The new dataset consists of the prediction by the base learners. The second level meta-learner use this dataset to provide the final prediction. The aim of the meta-learner model to correct the output prediction, thereby correcting any errors made by the base models. Staking can have several levels, where the prediction from one level acts as an input for the next. In ensemble learning, stacking is the best state of the art method. It can decrease both variance and bias efficiently by avoiding overfitting.

The following section gives a brief introduction of the base models and meta-learners used in the stacking algorithm in this research.

A.1.3 Reference models

In this section, the general structure and characteristics of reference models are described.

A.1.3.1 ANN. ANN’s are built from adaptive processing elements known as neurons that are inspired by the abilities of the human brain. Processing elements can modify their internal structure concerning a function objective. The ANN’s are formed from many interconnected layers of neurons called ‘Multilayer Perceptron’. There has been a huge increase in interest in ANN’s during the last decade. Several types of ANN’s have been proposed since its development, but they all have three things in common: the individual neuron, connections between the neurons, and the learning algorithm [62]. Each network type limits the kind of connections that are possible. ANN’s have been employed successfully in a range of functional tasks ranging from robotics, fault detection, power systems, process control, signal processing, and pattern recognition [63].

ANNs are utilized in predictive modelling applications due to their learning and universal mapping capability. They can develop a generalized solution for problems other than the ones learned during the training and generate reliable solutions, even if the training data contain errors.

A.1.3.2 Long short-term memory. To introduced the time concept to the traditional ANN’s and to make them more adaptive to time horizon dependency, a new type of neural network was introduced by John Hopfield in 1982 known as recurrent neural networks (RNN) [64]. An RNN is different from a feedforward ANN in the sense that it has at least one feedback loop. The performance and learning capability of a feed-forward ANN increase profoundly with the addition of a feedback loop. The effective behaviour of RNN’s is due to the presence of feedback connections, which enables the processing of time-dependent patterns in the sense that the output at a given time depends on past data values. However, RNN’s have a drawback of vanishing gradient, which obstructs the learning of long data sequences. In RNN’s the gradients carry information that is required for parameter updates and when the gradient becomes too smaller, no real learning is done as the parameter’s updates become insignificant. To solve the problem of vanishing gradient Hochreiter et el proposed LSTM networks that are an enhanced version of RNN and designed to easily capture long-term dependency in data sequences [65]. The hidden state in a regular RNN is influenced by the nearest local activation known as short term memory. Whereas the network weights are influenced by the computations over the entire long data sequence known as long term memory. LSTM was designed to preserve information over long distances and has an activation state that can act as weights. LSTM has been successfully applied in a lot of fields (specifically in...
time series problems) such as machine translations, speech recognition, stock prediction, and language modelling [66,67].

A.1.3.3 XGBoost. The extreme gradient boosting is a supervised machine learning algorithm based on boosted trees proposed by Chen and Guestrin in 2016 [68]. XGBoost is an improved and scalable version of the GB algorithm that iteratively merges weak base learner models into a stronger learner. In XGBoost the input data is fitted to the first learner. To boost the learning ability of the first learner, a second model is fitted to the residual of that previous model. This residual accumulation process is repeated until the predetermined conditions are met. The result is calculated by adding the outcomes from all the learners. By incorporating a regularization term to the objective function, it also avoids overfitting. The learning process is faster in XGBoost compared to GB due to its system optimization, parallel, and distributed computing [69]. GB employs a stopping criterion for tree splitting criteria, which depends on a negative loss criterion whereas the XGBoost algorithm uses a depth-first approach. The XGBoost prunes the tree in a backward direction by using the max depth parameter. In the XGBoost algorithm, the process of sequential tree building is done by a parallelized implementation. The inner and outer loops of XGBoost are interchangeable. The inner loop calculates the feature of a tree while the outer loop lists the leaf nodes. This switching system enhances the algorithm’s efficiency. XGBoost has been implemented in many fields and Kaggle competition due to its minimal requirement and high performance for problem solving [70].

A.1.3.4 SHapley Additive exPlanations (SHAP). Understanding why machine learning models make certain predictions can be crucial for studying the uncertainty in solar generation forecasts. SHAP is a method proposed by Lundberg and Lee based on the game theory for studying the uncertainty in solar generation forecasts. SHAP is a machine learning models make certain predictions can be crucial. A surprising attribute of the SHAP methods is the presence of a single unique solution in this class with three desirable properties: local accuracy, missingness, and consistency. SHAP combine these conditional properties with the classic Shapley values to attribute values to each feature. Only one possible model satisfies all three properties. SHAP builds a simplified descriptive model \( \sigma \) to describe the prediction \( f \) using \( x_i \in \{0, 1\}^N \), where \( i \) is the instance and \( N \) is the number of features. The local explanatory model is given by:

\[
\sigma (x') = \sigma_0 + \sum_{i=1}^{N} \phi_i x'_i
\]

(1)

The local feature effect (SHAP values) of feature \( i \) is \( \phi_i \) and is calculated for all possible input samples. \( x_i \) is the simplified input vector that indicates if a particular feature is present or not during the estimation, and \( \sigma_0 \) is associated with the model prediction when all the attributes are not considered in the estimation. A surprising attribute of the SHAP methods is the presence of a unique solution in this class with three desirable properties: local accuracy, missingness, and consistency. SHAP combine these conditional properties with the classic Shapley values to attribute values to each feature. Only one possible model satisfies all three properties.

\[
\phi_i(f, x) = \sum_{z \in \mathcal{X}} \frac{\mathbb{1}(z') \mid (N - \mathbb{1}(z') - 1)!}{N!} \left[ f_k(z') - f_k(z' / i) \right]
\]

(2)

where \( \mathbb{1}(z') \) is the number of non-zero entries in \( z' \), and \( z' \in \mathcal{X} \) represents all \( z' \) vectors where the non-zero entries are a subset of the non-zero entries in \( x' \).
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