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Abstract: The random variation of bandwidth in wireless networks causes some significant challenges to the congestion control protocols based on bandwidth estimation. In this paper, a wireless congestion control scheme based on extended Kalman filtering and bandwidth (CSEKB) is proposed. The CSEKB can effectively perceive the bandwidth oscillation of wireless networks and distinguish the type of packet loss by establishing a noise perception factor. According to the congestion factor, the congestion control parameters are adjusted to correspondingly improve the performance of the wireless network. Moreover, the variation trend of the size of the congestion window presents a law of similar normal distribution curve, which has a certain degree of local symmetry. The CSEKB was implemented in Network simulator 3 (NS3) and compared with TCP Westwood (TCPW), CUBIC, and extended Kalman filtering-based bandwidth estimation (EBE). Through extensive simulation studies, the proposed CSEKB demonstrated the significant performance in wireless networks. First, the CSEKB can achieve congestion control based on the accurate prediction of available bandwidth, and improve average throughput and link utilization. In addition, the CSEKB has good fairness and friendliness compared with several other well-known congestion control methods.
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1. Introduction

Due to the particularity of the wireless network in terms of topology, data retransmission, and various services, the traditional congestion control algorithm such as transmission control protocol (TCP) New Reno [1] cannot fully guarantee the quality of service of the wireless network. Therefore, a lot of exploration and research have been done based on traditional congestion control algorithms. A variety of congestion control algorithms for wireless networks or high bandwidth time-delay networks have been proposed [2–8]. CUBIC is a high-speed improved version of transmission control protocol (TCP), and the size of the window in the CUBIC protocol is a cubic function of the time [9]. Moreover, it was explained in [10] that CUBIC modified the linear window growth function into a cubic function to better adapt to the fast and long distance networks. The main technical issue of these protocols is how to regulate the size of the congestion window more reasonably. Mascolo et al. proposed TCP Westwood (TCPW) [11] based on bandwidth for wireless networks. However, these protocols cannot take measures to control congestion in conjunction with the actual characteristics of wireless networks. In light of the large delay of wireless networks, asymmetric bandwidth, high bit error rate, and short-term stream, TCPW has the following main problems:

(1) First, due to the influence of link state, medium competition, signal strength, and various interference factors, the available bandwidth of the wireless network changes significantly in a
dynamical and random manner. These make it impossible for TCPW to determine the actual amount of data to be sent, according to the change of bandwidth in real time. Hence, it leads to a significant decrease in the transmission performance of wireless network.

(2) In addition, the weight of the filter used by the original bandwidth estimation algorithm is fixed in TCPW [12] and an improved algorithm (TCPW-M) [13], so the bandwidth cannot be estimated stably. By introducing the filtering technology into the estimation of the bandwidth, the impact of the frequent jitter of the rapid change of the wireless network bandwidth is effectively reduced. Thereby, a relatively smooth bandwidth estimation value that meets the actual situation is obtained. Thereafter, in order to ensure the smoothness of the estimated bandwidth, the filtering technique in the TCPW bandwidth estimated (TCPW BE) algorithm utilizes randomly varying weights. However, the estimation value of the method is high and the accuracy is insufficient. Then, the TCPW BE occupies excessive bandwidth.

(3) Finally, there are many reasons for packet loss, and wireless network congestion is only one possibility. In addition, signal attenuation or external interference can cause noise to be lost. When the link environment of the wireless network is poor and noise packet loss occurs frequently, TCPW does not take different operations according to the packet loss type. As long as the packet is lost, TCPW is called to reduce the slow start threshold and the size of the congestion window. As a result, the throughput of the system is severely reduced and the performance of the wireless network is affected to a large extent.

Therefore, in light of the remarkable characteristic where the bandwidth in a wireless network changes randomly and the shortcomings of the TCPW protocol, the current available bandwidth of the wireless network should be estimated reasonably, accurately, and in real-time. Then, the size of the sending window should be adjusted dynamically. After that, according to different causes of packet loss, congestion loss or noise packet loss will decide what measures should be taken in the next step.

In this paper, a wireless congestion control scheme based on extended Kalman filtering and bandwidth estimation (CSEKB) is proposed. The CSEKB consists of two key components. (i) The method predicts network bandwidth based on extended Kalman filtering (EKF) in real time. Moreover, the model of bandwidth prediction based on EKF shows a law of similar normal distribution. (ii) In the CSEKB, we designed the message backlog perception factor $F_{np}$ and distinguished whether congestion had occurred according to the type of packet loss, making the threshold for entering the slow start and the size of the congestion window more refined. The CSEKB is realized by improving the congestion signal in the existing wireless congestion control scheme TCP. The CSEKB aims to predict the network bandwidth in real time and improve congestion control of wireless networks. Finally, the service quality of the wireless network is improved and the relative stability of the wireless network system is ensured. The results demonstrate that the CSEKB can effectively predict network bandwidth in real time and achieve congestion control in wireless networks, and has better convergence, accuracy, and higher utilization.

The remainder of this paper is structured as follows. First, related works are discussed in more detail in Section 2. In Section 3, we describe the model of bandwidth prediction of CSEKB step by step. Next, the details of congestion control in CSEKB are presented in Section 4. In Section 5, we provide the simulation experiments and results analysis by comparing it with the three most commonly used wireless protocols including TCPW, CUBIC, and EBE. Finally, the paper is summarized in Section 6.

2. Research Background and Related Works

The accuracy of bandwidth prediction directly determines the quality of service in wireless networks. When the available bandwidth estimation of the wireless network is too high, more data will be injected into the network, which will reduce the quality of the network service and may cause congestion. In contrast, when the available bandwidth estimate is low, the utilization of the channel will be reduced, and the throughput of the system will be reduced because the channel capacity of the wireless network is not effectively utilized. Obviously, if congestion control is implemented on the
basis of inaccurate available bandwidth estimation, it will inevitably lead to congestion oscillation or a waste of resources.

To increase the performance in a wireless network, researchers have presented many strategies of congestion control protocol. These strategies can be categorized according to the technique they employ. In [14], the bandwidth was estimated in real time based on the amount of data confirmed in the round trip time (RTT), and filtering and smoothing were used to obtain a more accurate bandwidth value. The bandwidth utilization was used to first analyze the reason for packet loss and the degree of congestion, and then adaptively adjusted the congestion parameters dynamically. In [15], the available bandwidth of a node was monitored in real time, and the congestion level indicator of a node was constructed. The slow start threshold and the size of the congestion window were set on the basis of the available bandwidth, and congestion control was achieved by distinguishing different types of packet loss. A new mechanism was proposed to set \textit{cwnd} and \textit{ssthresh} during the congestion avoidance phase in [16]. The link bandwidth was detected by the number of bytes confirmed by two consecutive responses to reduce the slow startup time. It was presented to improve the bandwidth estimation based on the wireless link quality and the one-way delay change trend in [17]. A more reasonable congestion control would be realized on the basis of distinguishing packet loss. The random process characteristics of network traffic and statistical methods were used to estimate the available bandwidth in [18]. In [19], the impact of collision probability and frame synchronization on estimating the available bandwidth of the network was first considered. After that, the degree of dependence of the sender and receiver on the idle time was further evaluated, so that the available bandwidth estimation could be realized.

Bandwidth aggregation TCP (BATCP) was proposed in [20], which is an extension of TCP. BATCP schedules the segments based on the scheduling algorithm. In addition, multiple TCP connections to accept multiple IP addresses from multi-homed nodes were used in BATCP. Finally, in order to improve the performance on multi-homed nodes, the concurrent use of network interfaces was allowed in BATCP. A novel buffer occupancy-based transmission protocol (BOTCP) was presented in [21]. BOTCP presents a congestion signal based on buffer occupancy. Then, by using this congestion signal, a congestion control scheme was proposed to reduce the completion time of short flows. BOTCP gives an accurate measure of congestion based on this occupancy-based congestion signal. In addition, in order to reduce the completion time of short flows, BOTCP treats short flows and long flows differently.

However, the bandwidth prediction algorithms in these schemes are very simple, and the results are not ideal, and they cannot adapt well to the trend of dynamic random changes in wireless network bandwidth. Without proper compensation of bandwidth fluctuations, the system performance will be seriously deteriorated due to the influence of wireless network oscillation behavior.

Therefore, in order to solve the above problems, Kalman filtering (KF) technology has been considered to predict the available bandwidth of the network. KF can effectively deal with the linear filtering problem of discrete data; that is, it can estimate and correct the current state of the system and also predict the state of the system at a certain time in the future. A delay estimation based on Kalman filtering was proposed in [22], and congestion control was performed accordingly to improve the system throughput. Different bandwidth estimation methods based on Kalman filtering were proposed and applied to different scenarios in [23–35], however, these algorithms were all based on linear systems, while most of the actual networks were nonlinear systems.

Extended Kalman filtering (EKF) can be generally used to solve the state estimation problem in nonlinear systems. EKF can linearize the nonlinear dynamics and assume that the process and noise obey Gaussian distribution. In order to achieve the optimal path selection of the network, the bandwidth and round-trip delay of each path were estimated by using EKF in [36–38]. In [39], Cavusoglu B et al. proposed the use of EKF and unknown input streams in a non-linear system to adaptively achieve prediction of available bandwidth [40], and proposed an EKF-based bandwidth estimation (EBE) scheme. In order to predict the available bandwidth, the status of each stream and the size of the persistent queue of the sender were monitored. The congestion control performance of a
wireless network is effectively improved by using the EBE based on extended Kalman to predict the available bandwidth. However, in the process of bandwidth estimation, EBE has overemphasized the accuracy of bandwidth estimation values, resulting in high algorithm complexity, large calculation volume, slow convergence, and insufficient real-time performance. Therefore, it is hoped to propose an effective prediction method of available bandwidth that can not only ensure the accuracy of bandwidth prediction, but also quickly converge, and meet the actual demands of wireless network congestion control.

According to the above analysis, CSEKB is proposed in combination with the actual characteristics of the wireless network in the paper. CSEKB builds a bandwidth prediction model and estimates the bandwidth using EKF. After that, the current status of the wireless network is determined according to the predicted bandwidth, then different types of packet loss are used for congestion control to optimize the performance of the wireless network.

3. Model of Bandwidth Prediction Based on Extended Kalman Filtering (EKF)

The available bandwidth of a wireless network changes dynamically and randomly because of link status, media competition, signal strength, and other various uncertain factors. However, as a key parameter in congestion control and Quality of Service (QoS) guarantee, whether the bandwidth estimation is accurate or not is of great significance to the design of the congestion control algorithm. Therefore, in order to predict the available bandwidth of the network accurately and quickly, three main models of bandwidth prediction were first analyzed in this paper.

Then, the EKF was researched and applied to the detection interval model Gap Probe Model (GPM). This method provided us with an idea through EKF, and a prediction model of available bandwidth in wireless networks based on EKF was designed to calculate the available bandwidth and perform congestion control accordingly.

Finally, the purpose of improving the efficiency of wireless network congestion control was achieved.

3.1. Analysis of Available Bandwidth

In a wireless network, a certain link cannot always be idle. Therefore, the capacity of the link being used at a certain time can be defined as cross traffic, and the remaining link capacity is the available bandwidth. Although the cross traffic and the available bandwidth share the link capacity, there are only two states of the link at a certain moment: the "idle" state and the "used" state.

In order to explain the following process more accurately, let

\[ \rho_i(t) = \text{the instantaneous utilization state of the link } i \text{ at time } t \]
\[ B_i^T(t) = \text{the cross traffic when the link capacity, } C \text{ is used with the average utilization rate, } \rho_i^T(t) \text{ of the link} \]
\[ A_i^T(t) = \text{the available bandwidth, the unused part of the link capacity } C \]
\[ A(t) = \text{the available bandwidth} \]
\[ g_{in} = \text{the time of input interval} \]
\[ g_{out} = \text{the output interval} \]
\[ C_{bott} = \text{the bandwidth of the bottleneck link} \]
\[ g_B = \text{the transmission delay of the probe packet on the output link} \]
\[ B_f = \text{the cross traffic in the time interval} \]
\[ L_p = \text{the length of the probe packet} \]
\[ f(.) = \text{a non-linear state transition function} \]
\[ w_{k-1} = \text{independent zero-mean Gaussian white noise, the noise error of the state process} \]
\[ Q_{k-1} = \text{the covariance matrix of the state process} \]
\[ h(.) = \text{the non-linear observation function} \]
\( v_k = \) independent zero-mean Gaussian white noise, the noise error of the observation process and is given by the covariance matrix \( R_k \)

\( R_k = \) the covariance matrix of the observation process

When the network is in a stable state, it is assumed that its cross traffic remains constant during the period of \((t, t + \tau)\), and \( \rho_i(t) \) is defined as the instantaneous utilization state of the link \( i \) at time \( t \), which is 0 when idle, and it is 1 when used, which is shown in Equation (1).

\[
\rho_i(t) = \begin{cases} 
  0 & \text{link } i \text{ "idle"} \\
  1 & \text{link } i \text{ "used"}
\end{cases}
\] (1)

From the instantaneous state of link \( i \) during the period of \((t, t + \tau)\), the average utilization rate \( \rho_i^\tau(t) \) of link \( i \) in the interval \((t, t + \tau)\) can be calculated, which is shown in Equation (2).

\[
\rho_i^\tau(t) = \int_t^{t+\tau} \rho_i(t) \, dt
\] (2)

Therefore, during the period of \((t, t + \tau)\), the cross traffic \( B_i^\tau(t) \) is defined as the traffic when the link capacity \( C \) is used with the average utilization rate \( \rho_i^\tau(t) \) of the link, and \( B_i^\tau(t) \) is shown in Equation (3).

\[
B_i^\tau(t) \equiv C_i \cdot \rho_i^\tau(t)
\] (3)

Obviously, the available bandwidth \( A_i^\tau(t) \) is the unused part of the link capacity \( C \). \( A_i^\tau(t) \) can be defined in Equation (4).

\[
A_i^\tau(t) \equiv C_i \cdot (1 - \rho_i^\tau(t))
\] (4)

After analyzing the available bandwidth of a single link, the end-to-end available bandwidth \( A^\tau \) of different paths \( P(l_1, l_2, \cdots, l_n) \) within the time interval \((t, t + \tau)\) can be defined. \( A^\tau \) is defined in Equation (5).

\[
A^\tau \equiv \min_{i=1}^{n} \left( C_i \cdot (1 - \rho_i^\tau(t)) \right)
\] (5)

It is known that bandwidth measurement usually adopts active measurement methods, which mainly include three models, namely the Rate Probe Model (RPM), the Probability Probe Model (PPM), and the Gap Probe Model (GPM), etc.

RPM is a method based on the theory of self-induced congestion, which is applicable to linear systems. RPM uses a certain method to find the sending rate that will cause congestion on the link. As this rate has a large impact, it can be set to the available bandwidth of the link. PPM calculates link utilization by using probability statistics to derive available bandwidth. If the link utilization rate is high, the network congestion situation will become very serious, the error of the obtained minimum delay will also increase, and the result will also have a large deviation. In addition, when the initial filtering parameters are set unreasonably, the PPM is likely to cause large deviations in filtering and has a strong dependence on the initial parameters, which is suitable for use in the case of obtaining better filtering parameters. GPM calculates the available bandwidth of a link by comparing the changes of the packet interval before and after the probe packet passing through the bottleneck link. Moreover, GPM needs to know related information such as link status in the network, which has certain limitations.

This paper adopted the method of GPM, and assumed that there was only one bottleneck link in the network, as shown in Figure 1. Since the cross traffic has a certain effect on the sequence of the probe packets, the function between the input interval of the probe packets and the cross traffic can be obtained by analyzing the changes in the interval of the probe packets. Then, the bandwidth of the bottleneck link is subtracted from the cross traffic to obtain the available bandwidth of the link [22].
The algorithm defines the available bandwidth $A(t)$ as shown in Equation (6).

$$A(t) = (1 - \frac{g_{out} - g_{in}}{g_{in}})C_{bott}$$

(6)

where $g_{in}$ is the time of input interval, representing the time difference between the probe packet pair P1 and P2 at the sending end. $g_{out}$ is the output interval, which represents the time difference between the detection packet pair P1 and P2 at the receiving end. $C_{bott}$ stands for the bandwidth of the bottleneck link. The sending interval $g_{in}$ of the probe packet sequence is set on the source side, and the arrival time of each probe packet is recorded on the destination side. Finally, the receiving packet interval $g_{out}$ is calculated.

In light of the above analysis, the paper introduced extended Kalman filtering into the GPM model, and established a set of available, complete, and efficient prediction models of available bandwidth based on GPM to obtain the available bandwidth of the link.

Although both CSEKB and EBE [40] can predict the available bandwidth of a wireless network based on EKF and perform congestion control accordingly, the basis of the state prediction model and observation model established by the two methods are different. EBE monitors the status or persistent queue size of each flow on the sender and predicts link bandwidth based on router queue length and packet rate. CSEKB uses the Gap Probe Model to predict bandwidth. CSEKB has low computational complexity and is more versatile in wireless networks.

3.2. System Modeling

Through a detailed analysis of the GPM in the previous section, the paper built a dynamic model based on Equation (6) including a state model and an observation model. Assume that the start time of each bit period of the transmitted data is the initial time of the system.

**Definition 1. State prediction model for wireless network links**

When two adjacent probe packets P1 and P2 arrive at the router one after the other, and there are data packets queued in the router [22], $g_{out}$ satisfies Equation (7).

$$g_{out} = g_B + \frac{B_f \times g_{in}}{C_{bott}}$$

(7)

where $g_B$ represents the transmission delay of the probe packet on the output link, as shown in Equation (8); $B_f$ represents the cross traffic in the time interval when the probe packet pair P1 and P2 reach the router, and it is assumed that the length of the probe packet is $L_p$.

$$g_B = \frac{L_p}{C_{bott}}$$

(8)
Considering the change of the actual network cross traffic and sending only one data packet cannot obtain the average value of the cross traffic accurately, a series of equal-sized packet sequences were used. Therefore, the value of $g_{\text{out}}$ can be sorted into Equation (9).

$$g_{\text{out}} = \frac{1}{C_{\text{bott}}} (L_p + B_f \times g_{\text{in}})$$

(9)

Sends a set of data packets at the source, and keeps increasing the input interval $g_{\text{in}}$ of the probe packets. The input interval $g_{\text{in}}$ is compared with the output interval $g_{\text{out}}$. Once the values of $g_{\text{in}}$ and $g_{\text{out}}$ are equal, the transmission of the probe packet is stopped. At this time, Equation (9) is substituted into Equation (6) to obtain the bandwidth of the wireless network link, which is shown in Equation (10).

$$A(t) = 2C_{\text{bott}} - B_f - \frac{L_p}{g_{\text{in}}}$$

(10)

According to the above analysis, the state prediction model of the wireless network link bandwidth is defined as shown in Equation (11).

$$A_k = f(A_{k-1}, g_{\text{in}}, L_p, B_f) + w_{k-1}$$

(11)

where $A_k = \begin{bmatrix} g_{\text{in}} & L_p & B_f \end{bmatrix}^T$ represents the available bandwidth of the wireless network at time $k$ and $f(\cdot) = 2C_{\text{bott}} - B_f - \frac{L_p}{g_{\text{in}}}$ is a non-linear state transition function that transitions from time $k - 1$ to time $k$. $w_{k-1}$ is defined as independent zero-mean Gaussian white noise, which represents the noise error of the state process, and is given by the covariance matrix $Q_{k-1}$ using covariance.

**Definition 2. Observation model for wireless network links**

The sending interval $g_{\text{in}}$ of the probe packet can be set at the source, and record the arrival time of each probe packet at the destination. By calculating the interval $g_{\text{in}}$ of the received packet and using it as an observation variable, the wireless network link bandwidth observation model is obtained, which is shown in Equation (12).

$$g_{\text{out}} = h(A_k, g_{\text{in}}, L_p, B_f) + v_k$$

(12)

where $h(\cdot) = \frac{1}{C_{\text{bott}}} (L_p + B_f \times g_{\text{in}})$ represents the non-linear observation function transferred from time $k - 1$ to time $k$ and $v_k$ is defined as independent zero-mean Gaussian white noise, which represents the noise error of the observation process and is given by the covariance matrix $R_k$. Moreover, in the simulation experiments, the diagonal elements of $Q_k$ and $R_k$ can usually be set to $10^{-2}$ or $10^{-5}$, while the non-diagonal elements are set to zero.

### 3.3. Bandwidth Estimation

Through the continuous prediction and correction of bandwidth based on EKF, the optimal estimate of bandwidth is obtained.

In order to explain the following process more accurately, let

- $\hat{A}_k^f$ = the estimated bandwidth
- $\hat{A}_{k-1}^a$ = the optimal estimate at time $k - 1$
- $\nabla f_1$ = the Jacobian matrix of $f(\cdot)$
- $H.O.T. f_1$ = the higher order terms
- $\nabla h_1$ = the Jacobian matrix of $h(\cdot)$
- $H.O.T. h_1$ = the higher order terms
- $\hat{A}_k^a$ = the best unbiased estimate
- $K_k$ = the Kalman gain
- $P_k$ = the mean square error of the estimate state
3.3.1. Prediction Process

Based on the current value of the bandwidth at time \( k - 1 \), the estimated bandwidth \( A_k^f \) at next time \( k \) is predicted, which is shown in Equation (13).

\[
A_k^f = f(A_{k-1}, g_{in}, L_p, B_f)
\]  
(13)

Expanding \( f(.) \) in Taylor Series, we can get Equation (14).

\[
f(A_{k-1}) = f(A_{k-1}^a) + \nabla f(A_{k-1} - A_{k-1}^a) + H.O.T.
\]  
(14)

where \( A_{k-1}^a \) is the optimal estimate at time \( k - 1 \). \( \nabla f \) is the Jacobian matrix of \( f(.) \) and the higher order terms \( H.O.T. \) are considered negligible. Hence, the EKF is also called the first-order filter. The partial derivatives of \( g_{in}, L_p \) and \( B_f \) of the function \( f(.) \) can be calculated separately to obtain the Jacobian matrix \( \nabla f \), which is defined in Equation (15).

\[
\nabla f = \begin{bmatrix}
\frac{\partial f}{\partial g_{in}} & \frac{\partial f}{\partial L_p} & \frac{\partial f}{\partial B_f}
\end{bmatrix} = \begin{bmatrix}
L_p / g_{in}^2 & -1 / g_{in} & -1
\end{bmatrix}
\]  
(15)

Then, the covariance matrix of the prediction error can be obtained from the error between the estimated bandwidth value and the true value, which is shown in Equation (16).

\[
P_k = \nabla f P_{k-1} \nabla f^T + Q_k
\]  
(16)

Through the above steps, the change of various state information of the link in the wireless network can be predicted, which provides the direction for the next iteration of EKF and further accelerates the prediction of network bandwidth.

3.3.2. Calibration Process

Expanding \( h(.) \) in Equation (12) with the Taylor Series, we can get Equation (17).

\[
h(A_k) = h(A_k^f) + \nabla h(A_k - A_k^f) + H.O.T.
\]  
(17)

where \( A_k^f \) is the estimated value of bandwidth at time \( k \); \( \nabla h \) is the Jacobian matrix of \( h(.) \); and the higher order terms \( H.O.T. \) are considered negligible. Hence, the EKF is also called the first-order filter. The partial derivatives of \( g_{in}, L_p \) and \( B_f \) of the function \( h(.) \) can be calculated separately to obtain the Jacobian matrix \( \nabla h \), which is defined in Equation (18).

\[
\nabla h = \begin{bmatrix}
\frac{\partial h}{\partial g_{in}} & \frac{\partial h}{\partial L_p} & \frac{\partial h}{\partial B_f}
\end{bmatrix} = \begin{bmatrix}
B_f / C_{bott} & 1 / C_{bott} & g_{in} / C_{bott}
\end{bmatrix}
\]  
(18)

In a wireless network, the actual measured value \( g_{out_k} \) (observed value) of the current bandwidth is used to modify the predicted value \( A_k^f \) obtained in the previous step. Thereby, an optimal estimate value closer to the true value of the network bandwidth is obtained, which is shown in Equation (19).

\[
\hat{A}_k^a = A_k^f + K_k (g_{out_k} - \nabla h \cdot A_k^f)
\]  
(19)

where \( \hat{A}_k^a \) is the best unbiased estimate value and \( K_k \) is the Kalman gain. Hence, \( K_k \) is shown in Equation (20).

\[
K_k = P_k \nabla h^T (\nabla h P_k \nabla h^T + R_k)^{-1}
\]  
(20)
Therefore, after verifying and updating the actual measurement values, the mean square error $P_k$ of the estimate state will be reduced according to Equation (21).

$$P_k = (I - K_k \nabla J_h)P_k^{-}$$

On the basis of a thorough analysis of EFK in the previous section, this paper used the ideas and methods of prediction, correction, and recursion in EKF to predict the available bandwidth of wireless networks. Finally, the goal of using EKF to obtain the optimal estimate of available bandwidth was achieved. Moreover, in actual networks, the latest bandwidth measurement value is usually used as the initial value of the bandwidth estimation. In addition, an arbitrary non-zero value is used as an initial value of the estimation error. The proposed prediction algorithm can run in a loop automatically, and finally realize the prediction of the end-to-end bandwidth $A^\tau$.

4. Congestion Control Algorithm

It was pointed out in the previous section that EKF has the characteristics of minimizing the estimation error under appropriate conditions. Therefore, this feature of EKF can be applied to wireless networks, and a method for predicting the available bandwidth of wireless networks is proposed in the paper. This method can accurately and efficiently predict the bandwidth and has good convergence. Moreover, the prediction result is used as the basis for congestion avoidance in the next step. Then in this section, the current congestion level of the network would be judged according to the predicted bandwidth value. In addition, the perception factor of a packet backlog is designed. When a packet loss is detected, the perception factor of the packet backlog is first calculated, and the packet loss type is refined by using the congestion threshold value. Therefore, this method provides a basis for judging noise packet loss, and the new window parameters are set accordingly, so that the parameter changes are more consistent with the actual situation of the wireless network. In addition, it also reduces the waste of bandwidth caused by a larger congestion window and further improves the transmission performance of wireless networks.

We have learned from the previous analysis that network congestion is not the only cause of packet loss in wireless networks. If noise packet loss occurs due to external interference, the source will still call the TCPW algorithm frequently and reduce the threshold $ssthresh$ to half of the size of $cwnd$, and reduce the $cwnd$ value of the sending window, that is, reduce the sending rate. However, as a matter of fact, the network is not congested at this time. This kind of processing without distinguishing the cause of packet loss will inevitably lead to a significant decrease in network throughput and affect the transmission performance of wireless networks. Therefore, in order to make up for the shortcomings caused by the TCPW algorithm using multiplicative reduction in the congestion avoidance phase, the CSEKB algorithm is proposed in the paper, which distinguishes the type of packet loss by constructing the perception factor $F_{np}$ of the packet backlog.

Similarly, slow start, congestion avoidance, fast retransmission, and fast recovery are the four phases of the CSEKB. Although [20] proposed the Gentle Slow Start (GSS), which can smoothly transition from a slow start phase to a congestion avoidance phase. In addition, GSS can regulate the congestion window in a gentle manner based on the real-time congestion status. However, the processing in the slow start and additive growth phase of CSEKB is still consistent with the standard TCPW algorithm. The specific description of the algorithm is as follows.

1. Calculate the optimal sending rate $V_{opti}$.

Whenever the sender receives an Acknowledge (ACK), it needs to record the congestion window size $cwnd$ and the round-trip delay $Rtt$ at the current moment. In addition, the minimum round-trip delay is stored by $Rtt_{min}$, and the definition of the optimal transmission rate $V_{opti}$ is shown in Equation (22).

$$V_{opti} = cwnd / Rtt_{min}$$
(2) Calculate the smoothed delay $Rtt_{smo}$.

In order to eliminate the noise interference, the method of mean filtering is used to smooth the round-trip delay $Rtt$. First, define a template for $Rtt$ so that the template contains all the current delay values $Rtt_{all}$. Then, the smoothed delay $Rtt_{smo}$ is defined as the average of all delays in the template, which is shown in Equation (23).

$$Rtt_{smo} = Rtt_{all} / n$$ (23)

Thereafter, the actual transmission rate $V_{act}$ can be calculated from the smoothed delay $Rtt_{smo}$, as shown in Equation (24). It is worth noting that the transmission rate should be as close as possible to the actual available bandwidth of the network in order to make full use of network resources.

$$V_{act} = cwnd / Rtt_{smo}$$ (24)

(3) Constructing the perception factor of packet backlog $F_{np}$.

If $V_{act} > V_{opt}$, it means that in the bottleneck link, there are some accumulated data in the sender’s buffer waiting to be sent, which makes the actual sending rate not reach the ideal optimal rate. Therefore, the delay is increased due to the accumulation of a large number of packets in the cache. Then, in this paper, the backlog volume can be reflected by defining the backlog perception factor $F_{np}$, as shown in Equation (25).

$$F_{np} = (Rtt_{smo} - Rtt_{min}) \times V_{act}$$ (25)

Moreover, if the transmission rate does not reach the optimal transmission rate $V_{opt}$, then it is necessary to calculate the perception factor $F_{np}$ of the packet backlog. Tuan Anh and other scholars carried out detailed research on packet loss in a wireless network. First, the characteristics of the packet data backlogged in the buffer area due to noise packet loss were analyzed, then the congestion threshold characteristic values $f$ under different bandwidth conditions were obtained. Therefore, the purpose of distinguishing the type of packet loss was achieved by comparing the perceptual factor $F_{np}$ of the packet backlog and the characteristic value $f$ of the congestion threshold. If $F_{np} < f$, the packet loss at this time is noise packet loss, which will not cause network congestion, and the network is still in a normal working state. Therefore, there is no need to re-estimate the network bandwidth, just fine-tune the parameters according to multiplicity reduction. Otherwise, if $F_{np} > f$, the packet loss at this time is caused by congestion, which will further affect the current congestion situation of the network.

The pseudo code of the CSEKB algorithm is shown in Algorithm 1.

The algorithm flow chart presented in the paper is shown in Figure 2.

When the multiplicative reduction mechanism of congestion is triggered in the TCPW, it does not distinguish whether the reason of packet loss is congestion or noise, but directly determines that congestion has occurred in the network. This approach will reduce throughput and degrade network performance. The CSEKB algorithm does not change its parameter settings during the slow start and additive growth phases. Once the network is congested, CSEKB designs the perception factor of the packets backlog $F_{np}$ and distinguishes whether it is congestion or packet loss according to the type of packet loss. However, EBE [40] does not distinguish whether or not it is noise packet loss. In this way, the threshold for entering the slow start and the parameter settings of the congestion window are refined in CSEKB. When the perception factor of the packets backlog $F_{np}$ is less than the threshold $f$ and enters the stage of fast recovery or timeout retransmission, if the parameters are not adjusted, the congestion window will grow too fast and the real congestion will come in advance. When the message backlog perception factor $F_{np}$ is less than the threshold value $f$ and enters the fast recovery or timeout retransmission phase. At this time, fine-tuning the parameters will make the size of the congestion window grow quickly, and the time of real congestion will be advanced. In the bottleneck link of the wireless network, it is considered that there are still some backlog packets in the buffer of the sending end that have not been confirmed. The packets are backlogged due to noise loss. It is very
important to limit the size of the congestion window $cwnd$, and then reserve a sufficient space for the threshold value $ssthresh$ to limit the window value to enable it to cope with noise loss and ensure the transmission quality efficiency of a wireless network.

**Algorithm 1. Wireless congestion control based on EKF**

//This algorithm would be executed after the predicted available bandwidth was updated using the extended Kalman filter algorithm

Input: $ssthresh$, $cwnd$, $A\tau$, $Rtt_{min}$, MSS

Output: $cwnd$, $ssthresh$

Begin

//Adjust the congestion window and threshold based on the latest bandwidth estimates

For Every Receive ACK Do

Set $Rtt_{smo} = \frac{Rtt_{all}}{n}$

If $C_{act} > C_{opti}$ Then

Set $Rtt_{min} = Rtt$

Else

Set $C_{act} = cwnd / Rtt_{smo}$

Set $C_{opti} = cwnd / Rtt_{min}$

Compute $F_{np} = (Rtt_{smo} - Rtt_{run}) \times C_{act}$

If $F_{np} < f$ Then

Set $ssthresh = cwnd$

Set $cwnd = cwnd - F_{np}$

Else If Fast_Recovery==True Then

Set $ssthresh = \frac{A\tau \times Rtt_{min}}{MSS}$

If $cwnd > ssthresh$ Then

Set $cwnd = ssthresh$

Else

Set $cwnd = cwnd$

If Retransmission==True Then

Set $cwnd = 1$

Set $ssthresh = \frac{A\tau \times Rtt_{min}}{MSS}$

End

**Figure 2.** Flow chart of control scheme based on extended Kalman filtering and bandwidth estimation (CSEKB).
5. Simulation Experiment and Result Analysis

Network simulator 3 (NS3) is a simulation platform based on extensively absorbing the successful technologies and experiences of existing excellent open source network simulators. In addition, NS3 has a very good development environment with rich modules and open source code, which can provide high-performance, network simulation that is closer to the real network. Therefore, the paper uses NS3 as the simulation experiment environment.

In this paper, NS3 was installed on Linux Ubuntu 16.04 system as the simulation experiment environment to build a highly controllable and reusable simulation platform. Simulation experiments under different scenarios were designed to compare the performance of CSEKB with TCPW [9], CUBIC [10] and EBE [40] in terms of the size of the congestion window, throughput, and link utilization. In addition, the convergence, fairness, and friendliness of the algorithm were also tested, and it was verified that the wireless network congestion control algorithm CSEKB based on bandwidth prediction had better performance.

5.1. Experimental Environment

Due to the complexity of wireless networks, it is difficult to implement different network transmission environments with different network service requirements accurately. Therefore, the most typical dumbbell topology in the network was selected as the experimental topology, and the data transmission of the bottleneck link could most effectively illustrate the performance of the proposed algorithm, so we built a dumbbell-shaped network as a simulation experiment topology. The topology diagram is shown in Figure 3.

![Figure 3. Topological diagram of the dumbbell network.](image)

Nodes $s_1, s_2, \cdots, s_n$ represent the sending end of TCP, nodes $r_1, r_2$ are the routers of the backbone link, and nodes $d_1, d_2, \cdots, d_n$ represent the receiving end of TCP. Figure 3 shows the dumbbell topology of the simulation. It was assumed that the bandwidth of the bottleneck link changes randomly according to the uniform distribution. The end-to-end aggregated File Transfer Protocol (FTP) data stream traversing the topology contains two types, namely long-life stream and short-life stream. In the simulation experiment, 10 long-life FTP flows passed through the bottleneck link in two directions, and 20 short-life FTP flows passed through the bottleneck link from the source to the destination from left to right. The simulation parameter settings are shown in Table 1.

In order to verify the performance of the CSEKB more effectively, the wireless network with random background flow and random noise was simulated in the experiment. Moreover, these background streams could randomly join or leave the network.
Table 1. Table of simulation parameters.

| Parameter                | Range of Values          |
|--------------------------|--------------------------|
| Bottleneck bandwidth     | 1 Mbps–20 Mbps           |
| Packet size              | 1 KB/Packet–150 KB/Packet|
| Number of FTP streams    | 5–50                     |
| One-way delay            | 5 ms–10 ms               |
| Send rate                | 20 Packets/s             |
| BER                      | [0.01, 0.05]             |
| Simulation time          | [0, 150 s]               |

5.2. Experimental Process

In this paper, experimental tests were carried out for the short-term streams that often occur in wireless networks. The performance of CSEKB and other different congestion controls such as TCPW, CUBIC, EBE at different bit error rates and different numbers of data streams was compared. It was verified that CSEKB had better performance through the change of window, link utilization, throughput, and other QoS performance indicators.

According to the network simulation environment described in Table 1, wireless network file transmission was performed using CSEKB, TCPW, CUBIC, and EBE, and the variants in the size of the congestion window were compared. The comparison results are shown in Figure 4.

![Figure 4. Comparison of congestion window changes.](image-url)
Figure 4a,b were obtained by statistically comparing the four long-life flows used by the CSEKB and EBE, and the dynamic changes of \( cwnd \) in the two protocols can be obtained from the figure. Figure 4c compares the variants in the average values of \( cwnd \) between the CSEKB and EBE. The CSEKB could maintain the average value of \( cwnd \) in a relatively high and stable region. In addition, it could adapt to the changes in the bandwidth of the wireless network, showing better responsiveness and efficiency. In contrast, when \( cwnd \) oscillated, the ability of EBE to efficiently regulate the value of \( cwnd \) was slightly insufficient.

It can be seen from Figure 4d that after the perception factor of the packet backlog was introduced, compared with the TCPW, CUBIC and EBE algorithm, CSEKB had a more obvious advantage. In TCPW, once packet loss was detected, the size of the congestion window \( cwnd \) was reduced. When the multiplicative reduction mechanism was activated, TCPW directly reduced the window value to a minimum. The window size in CUBIC was a cubic function of time since the last loss event, so window changes were more sensitive than TCPW. This illustrates that the CSEKB and EBE could always converge, while the bandwidth changes, and the value of \( cwnd \) for all flows was maintained in a stable range. In contrast, the value of \( cwnd \) oscillated seriously, which means that CUBIC was difficult to converge. However, EBE predicted the available bandwidth by monitoring the status of each stream or the size of the persistent queue on the sender. Therefore, it took longer to converge, and was more complicated to implement.

The CSEKB uses the perceptual factors of packet backlog to distinguish the type of packet loss. If it is judged that the current packet loss is noise packet loss, the CSEKB algorithm can keep the window value \( cwnd \) continuing to increase and set appropriate new window parameters instead of blindly reducing the congestion window value as in TCPW. In the end, \( cwnd \) was maintained at a high level and network transmission performance was improved. Obviously, the CSEKB could effectively adapt to changes in bandwidth and maintained the value of \( cwnd \) in a relatively stable and high region, which indicates that it improved the performance of congestion control in a wireless network.

Similarly, by comparing the round-trip delay of these four algorithms when transferring files, we can see that the CSEKB had lower delay and relatively small delay jitter. From another perspective, it also shows that the more accurate the bandwidth predicted by the EKF-based bandwidth prediction method, the greater the positive effect on the performance of wireless network congestion control, and the greater the improvement in transmission performance.

We now describe the comparison of bottleneck link utilization when using the CSEKB, EBE, CUBIC and TCPW protocols, which is shown in Figure 5. TCPW could not use the increased bottleneck bandwidth effectively and the aggregation was very slow, which is mainly due to the data stream being sent synchronously from 0 to 100 s. As the flows were generated in the range of 0 to 100 s asynchronously, and CUBIC could not capture the increased bandwidth in time, CUBIC converged very slowly. It should be noted, however, that despite the poor performance of CUBIC while the bandwidth increased, its utilization was still superior to TCPW by using the active detection of the available bandwidth. When there were link bandwidth variants, EBE could respond very quickly and achieved nearly double that of the utilization during the simulation period, indicating that it had better performance than CUBIC. In contrast to TCPW, although CUBIC and EBE significantly improved the utilization of bottleneck links, its utilization was still lower than that of CSEKB. In summary, even if the bandwidth of the wireless network is unstable, the CSEKB will still shows high bottleneck link utilization.

In the same simulation environment, FTP files were used to transfer 1 KB–150 KB files. At the same time, Wireshark analysis software was used to collect real-time throughput data in the network. The experimental results of comparing the CSEKB with TCPW, CUBIC and EBE are shown in Figures 6 and 7.
A comparison of the throughput achieved through combining different file sizes is shown in Figure 6. CSEKB1 represents the flow with a 10 KB file size; CSEKB2 is the flow with a 50 KB file size; CSEKB3 is the flow with a 100 KB file size; and CSEKB4 is the flow with a 150 KB file size. It can be seen from the experiment that the throughput obtained was not much different from the expected value.

Figure 7 illustrates that when the number of cross traffic flow changed, the CSEKB could achieve higher throughput than EBE, CUBIC, and TCPW.

By comparing Figure 7a, it can be seen that the network throughput of CSEKB remained at a high level and was relatively stable when transferring files. However, with traditional TCPW, the throughput was relatively low. The throughput of CUBIC was higher than TCPW. As demonstrated in Figure 7a, CUBIC was unable to obtain the increased available bandwidth. EBE could predict network bandwidth and achieved congestion control. Although the throughput of EBE was improved relative to TCPW when transferring files, the jitter was relatively large, resulting in a decrease in overall throughput. In addition, because the perception factor $F_{np}$ of the packet backlog was introduced into the CSEKB algorithm, by comparing and judging $F_{np}$ and the characteristic value $f$ of the threshold, it avoids the situation where the window frequently drops rapidly and the throughput is reduced.

Next, 10 long data flows at most were added in this experiment to test the impact of the cross traffic flow on the throughput in each protocol. The cross traffic flows were sent by a specially designated PC. Figure 7b,c illustrate the comparison of the network throughput for each protocol with one cross traffic and 10 cross traffic, respectively. The throughput of the CSEKB, EBE, CUBIC, and TCPW protocols were less than the throughput without cross traffic. Fortunately, with the perception factor $F_{np}$, the CSEKB could achieve higher throughput than the EBE, CUBIC, and TCPW. This is because the perception factor avoids the situation where the window frequently drops rapidly and the throughput is reduced.
By comparing Figure 8a, it can be seen that the network throughput of CSEKB remained at a high level and was relatively stable when transferring files. However, with traditional TCPW, the throughput was relatively low. The throughput of CUBIC was higher than TCPW. As demonstrated in Figure 8a, CUBIC was unable to obtain the increased available bandwidth. EBE could predict network bandwidth and achieved congestion control. Although the throughput of EBE was improved relative to TCPW when transferring files, the jitter was relatively large, resulting in a decrease in overall throughput. In addition, because the perception factor $np$ of the packet backlog was introduced into the CSEKB algorithm, by comparing and judging $np$ and the characteristic value $f$ of the threshold, it avoids the situation where the window frequently drops rapidly and the throughput is reduced.

Next, 10 long data flows at most were added in this experiment to test the impact of the cross traffic flow on the throughput in each protocol. The cross traffic flows were sent by a specially designated PC. Figures 8b,c illustrate the comparison of the network throughput for each protocol with one cross traffic and 10 cross traffic, respectively. The throughput of the CSEKB, EBE, CUBIC, and TCPW protocols were less than the throughput without cross traffic. Fortunately, with the perception factor $np$, the CSEKB could achieve higher throughput than the EBE, CUBIC, and TCPW. This is because the perception factor avoids the situation where the window frequently drops rapidly and the throughput is reduced.

After a period of simulation, it will stabilize after about 20 s. At this time, the stable state can more accurately explain the bandwidth obtained by different algorithms. However, due to the problem of wireless networks, the bandwidth will be randomly changed. Therefore, the average value is used. The average bandwidth of CSEKB, EBE, CUBIC and TCPW were obtained from the stable zone and compared in Figure 8d. It can be seen that the change in the number of background streams had little effect on the performance of CSEKB. In addition, regardless of the number of background streams, the throughput obtained by CSEKB was about 5% higher than other algorithms. Obviously, compared with traditional TCPW, CUBIC, and EBE, the throughput using CSEKB was more stable, which was reflected in the significantly enhanced throughput performance of the overall data transmission process.

5.3. Fairness and Friendliness

Next, we tested the fairness and friendliness of the CSEKB algorithm through experiments in this section. Ten long-lifetime FTP streams and 20 short-lifetime FTP streams were established for testing. In the test, data streams were sent at the same time each time, and four data streams were randomly sampled and the throughput of each data stream was counted. Figure 8 shows the fairness values of CSEKB under different wireless bit error rates.

Fairness means that the bandwidth can be used evenly for each data stream in the CSEKB protocol. Moreover, it is not desirable that a certain data stream occupies a large amount of bandwidth while other data streams have no or only a small amount of bandwidth used. After a period of simulation, the average bandwidth of each data stream were obtained from the stable zone and compared. Figure 8 shows that under different circumstances of low error rate and high error rate, the throughput of each data stream in CSEKB was in the range of 0.02 Mbps–0.04 Mbps, with little difference. It can be concluded that the change of BER had little effect on the fairness of CSEKB. As the BER became
larger, each data stream of CSEKB could still share the network bandwidth fairly, which proves that the CSEKB had better fairness.

![Graphs](image)

(a) Bit error rate = 1%  
(b) Bit error rate = 5%

(c) Comparison of the fairness

**Figure 8.** Comparison of fairness under different wireless bit error rates.

In addition, in order to verify that the CSEKB algorithm will not have a large impact on other TCP protocols, the following experiments were designed. The experiment still used the dumbbell topology described in Figure 3. In the experiment, four short-life-cycle data streams were established, one of which ran the CSEKB algorithm, and the other three streams ran EBE [40], CUBIC [10], and TCPW [9], respectively. Then, the average throughput of the four data streams was counted, and the friendliness of the CSEKB algorithm shown in Figure 9 was obtained.

![Graph](image)

**Figure 9.** Friendly comparison.

Figure 9 illustrates that although the CSEKB took up a higher share of the bandwidth than other protocols, it had no significant impact on the throughput of other protocols. This indicates that the CSEKB has good friendliness.
5.4. Discussion

The CSEKB is discussed in this subsection effectively. The CSEKB, EBE, CUBIC, and TCPW were used to run 20,000 sets of experiments to achieve the statistical test. The experimental parameters and settings were the same as described in Section 5.1. The average bandwidth utilization of each protocol was compared, as shown in Table 2. It is necessary to clarify whether there is a significant difference between the mean values of the two sets of data. In this case, one-way analysis of variance (ANOVA) was used for analysis. The experimental results were analyzed using one-way ANOVA with a significance level of 0.01, as shown in Table 3.

![Table 2. Bandwidth utilization (Mbps).](image)

| Protocol | N   | Mean | Std. Deviation | Std. Error |
|----------|-----|------|----------------|------------|
| CSEKB    | 20,000 | 11.89 | 0.0278         | 0.0052     |
| EBE      | 20,000 | 10.01 | 0.0291         | 0.0053     |
| CUBIC    | 20,000 | 9.89  | 0.0317         | 0.0057     |
| TCPW     | 20,000 | 7.38  | 0.0301         | 0.0054     |

![Table 3. One-way analysis of variance (ANOVA) of bandwidth utilization (Mbps).](image)

| Protocol | F            | Sig. |
|----------|--------------|------|
| TCPW     | 47,981.733   | 0.000|
| CUBIC    | 52,787.032   | 0.000|
| EBE      | 63,841.245   | 0.000|
| CSEKB    | 71,608.750   | 0.000|

In all tests, ANOVA demonstrated that the performance improvements of the CSEKB were significant at a level of 0.01. One-way ANOVA for different protocols showed that there were significant differences between the two groups. According to the statistical test, the means of the CSEKB were larger than EBE, CUBIC, and TCPW. Therefore, compared with EBE, CUBIC, and TCPW, the bandwidth utilization of the CSEKB was considered to be significantly improved. Additionally, the CSEKB had about 10% improvement over EBE performance.

CSEKB used the Gap Probe Model to predict bandwidth, design the perception factors of packet backlog to distinguish the loss type, noise loss or congestion loss, and refine the setting of the slow start threshold and the size of the congestion window. CSEKB had low computational complexity and was more universal in wireless networks with low latency. However, when the bandwidth-delay product was high, its performance was not better than EBE. EBE predicts link bandwidth by taking advantage of changes in queue length, and EBE does not discriminate between loss types. When the queue length oscillated suddenly, EBE did not give significant performance improvement in such cases.

Compared with CUBIC and TCPW, EBE was able to map the changes in latency to the changes in bandwidth. In addition, EBE’s estimation of available bandwidth was more accurate than that of CUBIC and TCPW. However, in low delay and low bandwidth networks, the variations of bandwidth and delay may be relatively small, which may lead to insufficient variations of delay. Therefore, EBE is more suitable for high delay and high bandwidth networks.

Finally, it is important to realize that the CSEKB complements the congestion control protocol in wireless networks. The CSEKB does not change the control algorithm for such a protocol, so their behavior is not affected significantly.

6. Conclusions

In this paper, an accurate estimation of bandwidth in wireless networks was given by extending the Kalman filter algorithm. Based on this prediction value, the congestion window was adjusted appropriately to improve the congestion control of the wireless network. Aiming at the practical
characteristics of significant random bandwidth changes in wireless networks, the CSEKB algorithm was proposed in the paper. The CSEKB utilized the feature where EKF can reduce the estimation error to the minimum under appropriate conditions, and can effectively predict the available bandwidth based on EKF that is suitable for wireless networks. The CSEKB can dynamically adjust the size of the send window based on a reasonable, accurate, and real-time estimation of the current available bandwidth in the wireless network. Moreover, the CSEKB can effectively distinguish between congestion loss and noise loss, according to the type of the packet loss, and then use corresponding congestion control methods. In this way, it can effectively avoid blindly limiting the transmission rate and reduce the transmission performance of the wireless network as well as improve the wireless network resource utilization.

In the NS3 simulation environment, the CSEKB was compared with existing TCP algorithms in terms of throughput, link utilization, and so on. The results of simulation experiments effectively prove that CSEKB can accurately predict the available bandwidth, improve network throughput, and achieve the purpose of avoiding congestion. It was further verified that the CSEKB had good friendliness and fairness. In addition, the experimental data showed that the CSEKB had about 10% improvement over EBE performance. Moreover, these illustrate the CSEKB can significantly enhance the transmission performance of wireless networks and optimize the overall performance of wireless networks.

It should be noted that the proposed CSEKB is only applicable to wireless networks and not to data centers. In a data center network, data are sent to the same node using a large number of transmission control protocol (TCP) flows. If there is huge packet loss and significant timeout occurs, this is called TCP Incast, the congestion crash. However, the CSEKB does not consider the issue of TCP Incast. The CSEKB cannot solve the situation of congestion collapse caused by a large number of packet collisions in shared media. In the context of intelligent network development, congestion control in a data center should have strong adaptive capabilities and high control efficiency. In the future, machine learning will be deployed in the congestion control of a data center. In reinforcement learning models, agents can interact with the environment to learn and make good decisions.
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