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Abstract—A new low-order discretization scheme for the identity operator in the magnetic field integral equation (MFIE) is discussed. Its concept is derived from the weak-form representation of combined sources which are discretized with Rao-Wilton-Glisson (RWG) functions. The resulting MFIE overcomes the accuracy problem of the classical MFIE while it maintains fast iterative solver convergence. The improvement in accuracy is verified with a mesh refinement analysis and with near- and far-field scattering results. Furthermore, simulation results for a combined field integral equation (CFIE) involving the new MFIE show that this CFIE is interior-resonance free and well-conditioned like the classical CFIE, but also accurate as the EFIE.
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I. INTRODUCTION

ELECTROMAGNETIC radiation and scattering problems with perfect electrically conducting (PEC) objects are commonly treated by the method of moments (MoM) in conjunction with boundary integral equations due to their good accuracy and low complexity, i.e., surface discretization only. The electric field integral equation (EFIE) works with the tangential electric fields on the surface of a scatterer and can be applied for open and closed structures, whereas the magnetic field integral equation (MFIE) for the tangential magnetic field on the surface is suitable for closed bodies only [1]. If applied to closed bodies, the solution to both EFIE and MFIE with the most general form of electric and magnetic surface currents is not unique without side constraints. This issue is usually overcome by the choice of specific equivalent sources, the so-called Love-currents [2, 3].

In addition, there is a second uniqueness problem: Both EFIE and MFIE suffer from interior resonances of the corresponding PEC or perfect magnetically conducting (PMC) cavities, respectively [4–7]. This can lead to a null space in the MoM equation system and, thus, very poor iterative solver convergence and solution accuracy. Simply adding EFIE and MFIE to the so-called combined field integral equation (CFIE) is the most common technique to solve this issue [8]. An important benefit of utilizing the CFIE is its improved iterative solver convergence as compared to pure first kind EFIE solutions, as it contains a second kind Fredholm integral equation in the form of the MFIE.

Surface modeling is commonly working with a triangular mesh. The simplest divergence-conforming basis functions for the representation of surface current densities on such a mesh are the Rao-Wilton-Glisson (RWG) functions [9]. The evaluation of the fields on the surface is most advantageously performed with testing functions from the dual space of the range of the considered operator acting on the surface current densities [10, 11]. However, especially with the low-order RWG functions, it is not always feasible to follow these rules. Also, it was found that the MFIE suffers from inaccuracy problems, in particular due to the involved identity operator [12].

In [13, 14], the MFIE was shown to exhibit bad accuracy with RWG basis function discretization, especially for sharp edges and electrically small features. It is clear that these errors also contaminate the results of the CFIE [15]. In [16, 17], curl-conforming basis functions such as the n×RWG functions were studied to improve the accuracy of the MFIE, since the integral operator for electric surface currents in the MFIE does not really require div-conforming basis functions [18]. However, in the more general dielectric case, electric fields must also be computed from these functions with the need to appropriately handle additional hyper-singular line charges along the triangle edges [19]. The same problem arises when monopolar RWG functions are considered [20–22]. Nevertheless, these approaches do not offer solutions with satisfying accuracy. Full first-order discretization with twice as many unknowns can provide higher accuracy [23–25].

Over the years, many different types of basis and testing functions as well as various discretization schemes have been employed to analyze and enhance the accuracy of the MFIE [26–40]. The different combinations of basis and testing functions influence the accuracy of the MFIE mainly due to their different representations of the identity operator. With low-order basis functions, well-conditioned MFIE formulations might not be able to achieve proper testing of the identity operator [10–12]. The only exception are the quasi-curl- and div-conforming Buffa-Christiansen (BC) functions, which have been investigated with respect to their suitability for the
discretization and testing of the MFIE and improved results for
this mixed discretization have been reported [32]–[36], [41]–
[43]. However, RWG functions are still advantageous with
regard to applicability and simulation effort.

As an alternative to the CFIE, the combined source
integral equation (CSIE) is also known to be stable at in-
terior resonances [44]–[48]. In the mathematical community, the
combined-source (CS) condition is formulated as a relation
between the potential and its normal derivative, known as the
Brakhage-Werner trick [49]–[53]. The implementation of the
CSIE has been studied with RWG functions for the electric
currents and BC functions for magnetic currents [54], [55].
Alternatively, RWG functions for both types of equivalent
sources are possible [56]–[59]. The CS condition has been
discretized in weak-form in all these works, since weak-
form implementations are widely known to be accurate for
the similar Leontovich impedance boundary condition [60],
[61]. The weak-form conditions are advantageous, because the
strong form leads to problems with hyper-singular line charges
in the very near field. While this is not really problematic in
larger distances, the weak-form is still more accurate [63].

Even though there is an increase in accuracy, the CSIE has
several disadvantages compared to the CFIE: The number of
unknowns is doubled and the MoM matrix parts for electric
and magnetic currents have to be stored separately. This
increases the time per matrix vector product, even though the
memory consumption is not affected (both matrices are sym-
metric and can be stored efficiently). A further disadvantage is
that the Love-currents as utilized in the CFIE are more flexible
in handling different kinds of problems, e.g. in hybrid finite-
element boundary-integral methods. Thus, it is still desirable
to work with the CFIE in some cases.

In this paper, we derive a novel accurate weak-form dis-
cretization scheme for the identity operator, which is fully
based on RWG functions. This scheme is motivated from the
previously studied weak-form CS condition and utilizes the
 corresponding weak-form vector rotations. The new identity
operator discretization leads to an accurate discretization of
the MFIE with RWG functions only, and subsequently also to
an accurate discretization of the CFIE.

The paper is structured as follows. First, we review the
integral equations and their discretization for the PEC scenario,
with focus on the discretization of the recently proposed
weak-form CSIE with RWG functions. Based on the corre-
sponding weak-form rotation, we introduce a basis transfor-
mation scheme for the classically discretized MFIE. Different

transformation schemes for the basis and testing functions
are discussed, and a suitable discretization of the identity
operator is found to solve the accuracy problem of the MFIE.
The mesh refinement behavior and solution accuracy of the
proposed MFIE formulation are analyzed in near-field and
far-field. Finally, the new MFIE is applied within the CFIE
for larger problems to demonstrate the excellent accuracy,
iterative solver convergence and stability at interior resonance
frequencies.

II. INTEGRAL EQUATIONS FOR SCATTERING PROBLEMS

A. Single Field Formulations

A typical scattering scenario is shown in Fig. 1. A PEC
scattering object is located inside the source domain Vi,
enclosed by the surface Si and surrounded by free space, i.e.
the solution domain Ve. The incident field is denoted for the
case of an incident plane wave by

\[ E_{\text{inc}}(t, \mathbf{r}) = E_0 e^{i(\omega t - k_0 \cdot \mathbf{r})}, \]  

(1)

\[ H_{\text{inc}}(t, \mathbf{r}) = \frac{1}{j \omega \mu_0} \mathbf{E}_0 e^{i(\omega t - k_0 \cdot \mathbf{r})} \]  

(2)

with a, in the following supposed, time dependency \( e^{j\omega t} \).
The angular frequency is called \( \omega \), \( k_0 \) is the wavevector (as
a consequence, the wavenumber is \( |k_0| = k_0 \)) and \( \mathbf{r} \) is the
observation point located on the surface \( S_0 \). Furthermore,
the normal vector on the surface \( \mathbf{n}(\mathbf{r}) \) is defined to point into
the solution domain \( V_e \).

The scattered fields \( E_{\text{scat}}(\mathbf{r}) \) and \( H_{\text{scat}}(\mathbf{r}) \) are a consequence
of the presence of a scatterer. According to the Huygens
principle, the radiation caused by the object can be described
by equivalent sources on the surface \( S_0 \) of the scatterer \( \mathbf{S}_0 \), as
depicted in Fig. 1b). However, the equivalent source representa-
tion is not unique. In particular, the field inside \( V_i \) varies
with the different representations of the equivalent sources.
A quite special choice of the equivalent sources are the so-
called Love currents \( \mathbf{J}_S \). They are related to the tangential
field components on \( S_0 \). More specifically, the electric surface
current densities \( \mathbf{J}_S \), \( \mathbf{M}_S \)

\[ \mathbf{J}_S(\mathbf{r}) = \mathbf{n}(\mathbf{r}) \times \mathbf{H}(\mathbf{r}) \]  

(3)

\[ \mathbf{M}_S(\mathbf{r}) = \mathbf{E}(\mathbf{r}) \times \mathbf{n}(\mathbf{r}) . \]  

(4)
are defined via the tangential fields on the Huygens surface. To fulfill the boundary condition for PEC,
\[ n(r) \times E(r) = 0, \]  
the Love currents are given by
\[ J_s(r) = n \times H(r), \quad M_s(r) = 0. \]  

The most remarkable consequence of the Love currents is that the interior of the source domain becomes field-free, as shown in Fig. 1(b). Then, the next step, see Fig. 1(c), is to replace the PEC object with free space, where the zero field inside \( \Omega \) and the scattered fields in \( \Omega \) remain unchanged. As a consequence, the Green’s function of free space
\[ G_0(r, r') = \frac{e^{-j k_0 |r - r'|}}{4\pi |r - r'|} \]  
is employed to determine the radiated fields of the equivalent sources, where \( r' \) represents the source coordinate.

In general, we can conclude that the equivalent sources will model the scattered fields in a way that their superposition with the incident field
\[ n(r) \times E^{inc}(r) + n(r) \times E^{exc}(r) = n(r) \times E(r), \quad n(r) \times H^{inc}(r) + n(r) \times H^{exc}(r) = n(r) \times H(r) \]
on \( \Gamma \) fulfills the boundary condition \( \text{[5]} \) on the PEC object. If the scattered field is expressed in terms of equivalent Love surface current densities, we obtain the EFIE [8] as
\[ n \times E^{inc} = j k_0 Z_0 T J_s \]  
and the MFIE [8] as
\[ n \times H^{inc} = M J_s = [I/2 - K] J_s, \]  
where \( Z_0 \) represents the free-space wave impedance. The equations are abbreviated by the use of the EFIE operator
\[ T J_s := n(r) \times \iint_{\Gamma} G_0(r, r') J_s(r') \, ds' \]
\[ + n(r) \times \frac{1}{k_0^2} \nabla \iint_{\Gamma} G_0(r, r') \nabla' \cdot J_s(r') \, ds' \]  
and the MFIE operator \( M \) consisting of the identity operator
\[ I J_s := J_s \]  
and the MFIE integral operator
\[ K J_s := n(r) \times \iint_{\Gamma} \nabla G_0(r, r') \times J_s(r') \, ds' . \]  
Omitting the Love condition \( \text{[5]} \) changes the EFIE to
\[ n \times E^{inc} = j k_0 Z_0 T J_s + \left[ I/2 + K \right] M_s, \]  
including both electric and non-vanishing magnetic surface current densities. This solution can produce the exactly same fields in \( \Omega \), however, the equation is under-determined with twice as many unknowns as necessary. Furthermore, this version of the EFIE might give non-zero fields in \( \Omega \) for the superposition of the incident and the scattered fields.

### B. Combined Field and Source Integral Equations

As mentioned in the introduction, both EFIE and MFIE suffer from interior resonances. Hence, a superposition of the two equations to the combined field integral equation (CFIE) [8]
\[ \alpha j k_0 Z_0 T J_s + (1 - \alpha) Z_0 n \times M J_s = \alpha n \times E^{inc} + (1 - \alpha) Z_0 n \times H^{inc} \]  
with the combination factor \( \alpha \) eliminates these resonances and leads to a unique solution. The common notation of a rotated MFIE is a convention for the choice of rotated testing functions as compared to the EFIE. In principle, EFIE and MFIE testing functions can, and should, be chosen separately for optimal performance as it is done in mixed discretization formulations.

The CSIE forms an alternative to the CFIE with Love currents. In this formulation, the magnetic currents [43]
\[ M_{s,cs} = \beta_{0} Z_0 n \times J_{s,cs} \]  
are defined as point-wise rotated, scaled versions of the electric currents. These combined sources, also known as Huygens radiators, show a directive radiation characteristic into the solution domain and, thus, approximately suppress the scattered field inside the source region. With a weighting of \( \beta = 1 \), the radiation contributions of electric and magnetic currents are balanced, i.e. this choice corresponds to a CFIE with \( \alpha = 0.5 \).

Based on the EFIE \( \text{[15]} \) for PEC scatterers, the CSIE [45]
\[ j k_0 Z_0 T J_s + \beta_{0} \frac{1}{2} [I + K] n \times J_{s,cs} = n \times E^{inc} \]  
with strong form CS condition \( \text{[17]} \) is defined. The solution of \( \text{[18]} \) is unique and interior resonances are avoided. Furthermore, it has convergence benefits as compared to the EFIE with Love currents: The combined sources minimize interactions between equivalent sources by suppressing the radiation through the scatterer. This is not the case for independent electric and magnetic currents which radiate equally to the outside and through the scatterer.

### III. Discretization

#### A. Love Current Formulations

In the following, the integral equations will be discretized and evaluated on a triangular mesh. The electric and magnetic surface current densities are modeled by RWG basis functions \( \beta(r) \) on pairs of adjacent triangles according to
\[ J_s(r) = \sum_{n=1}^{N} i_n \beta_n(r), \quad M_s(r) = \sum_{n=1}^{N} v_n \beta_n(r), \]  
where \( i_n \) and \( v_n \) form the vectors \( i \) and \( v \) with \( N \) unknown expansion coefficients each.

Based on the surface and source discretization, the incident and scattered fields are evaluated on the surface by weighting with appropriate testing functions. In the ideal case, the testing functions should be chosen from the dual space of the quantity to evaluate. For the operator \( T \), it is well-known that \( \alpha = n \times \beta \) functions are the proper testing functions in the dual space of \( n \times E \). Alternatively, \( \beta \) testing functions can be used for \( n \times n \times E \). This leads to the discretized version of the EFIE \( \text{[10]} \)
\[ j k_0 Z_0 T \beta i = j k_0 Z_0 \left[ B_{\beta} + \frac{1}{k_0^2} C_{\beta} \right] i = \epsilon_{\beta} \]  
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for PEC objects and Love currents. \( \mathbf{B}_\beta \) and \( \mathbf{C}_\beta \) are matrices with the elements

\[
[B_{\beta}]_{mn} = \int_{S_m} \beta_m(r) \cdot \mathcal{G}_0(r, r') \beta_n(r') \, ds' \, ds ,
\]

\[
[C_{\beta}]_{mn} = \int_{S_m} \beta_m(r) \cdot \nabla \mathcal{G}_0(r, r') \nabla \cdot \beta_n(r') \, ds' \, ds
\]

and \( \mathbf{e}_\beta \) is a column vector with the entries

\[
[e_{\beta}]_m = \int_{S_n} \beta_m(r) \cdot E^{inc}(r) \, ds.
\]

In the case of the MFIE, the situation is not as clear as for the EFIE. In the form given in (11), as indicated by the identity operator, the RWG basis functions are mapped from their original space, \( \mathcal{H}_{\text{div}}^{-1/2} \), to the same space again. Therefore, the common choice of RWG testing functions does not fulfill dual-space testing of the \( J \) and \( K \) operators. One possibility is to utilize other functions, most mentionable the BC functions, as they reside in the dual space of \( \mathcal{H}_{\text{div}}^{-1/2} \), which is \( \mathcal{H}_{\text{curl}}^{-1/2} \). If RWG functions are considered, the natural way to test in the proper space would be with rotated RWG functions \( \alpha \). This leads, however, to a degenerate matrix with zeros on the main diagonal and, hence, to poor iterative solver convergence.

Despite the widespread concerns about the testing with RWG functions, we discretize the MFIE (11) in the classical manner

\[
[M]_l = \left[ \frac{1}{2} \mathbf{G}_{\beta \beta} + \mathbf{K}_\alpha \right] l = h_\alpha.
\]

The matrices are computed element-wise as

\[
[\mathbf{G}_{\beta \beta}]_{mn} = \int_{S_m} \beta_m(r) \cdot \beta_n(r) \, ds,
\]

\[
[K_\alpha]_{mn} = \int_{S_m} \alpha_m(r) \cdot \nabla \mathcal{G}_0(r, r') \cdot \beta_n(r') \, ds' \, ds
\]

and, similarly, the entries of the tested magnetic field vector

\[
[h_\alpha]_m = \int_{S_n} \alpha_m(r) \cdot H^{inc}(r) \, ds.
\]

The EFIE and the MFIE are then combined according to (16) and the CFIE

\[
[\alpha] k_0 Z_0 \mathbf{T}_\beta + (1 - \alpha) Z_0 [\mathcal{M}] l = \alpha \mathbf{e}_\beta + (1 - \alpha) Z_0 h_\alpha
\]

is obtained.

### B. Combined-Source Formulation

Before going into an improved discretization of the identity operator within the MFIE, let us recall the CSIE with weak-form CS condition. This key idea will then be transferred to the MFIE. For the discretization of the EFIE (15), RWG basis functions are chosen for both electric and magnetic surface current densities. Standard testing leads to the equation system

\[
\left[ -\frac{1}{2} \mathbf{G}_{\beta \alpha} + \mathbf{K}_\beta \right] v + j k_0 Z_0 \mathbf{T}_{\beta} l = \mathbf{e}_\beta,
\]

including the matrices \( \mathbf{G}_{\beta \alpha} \) and \( \mathbf{K}_\beta \) with the entries

\[
[\mathbf{G}_{\beta \alpha}]_{mn} = \int_{S_m} \beta_m(r) \cdot \alpha_n(r) \, ds,
\]

\[
[K_\beta]_{mn} = \int_{S_m} \beta_m(r) \cdot \mathcal{G}_0(r, r') \times \beta_n(r') \, ds' \, ds.
\]

The important feature is the discretization of the CS condition (17). Since the div-conforming \( \beta \) functions cannot be used to directly implement the strong-form CS condition—only the curl-conforming \( \tilde{\alpha} \) functions with hyper-singular line charges could do so—, (17) is transferred into a weak-form condition

\[
\mathbf{G}_{\beta \beta} v = \beta Z_0 \mathbf{G}_{\beta \alpha} l
\]

by testing it with RWG functions [58]. This weak-form CS condition performs the magnetic current vector rotation by 90° globally within the RWG basis. Considering only one element of the electric current vector, the result of the weak-form rotation is depicted in Fig. 2(b). It is observed that the orthogonal current flow is modeled well inside the original pair of triangles. In addition, the current is distributed over neighboring triangles.

### IV. Accurate Identity Operator Discretization in the MFIE

One possible reason for the inaccuracy of the MFIE is the strong singularity of the identity operator [12]. The presented CSIE mitigates this problem by the discretization of the weak-form side condition (32) and, thus, shows a higher accuracy than the classical MFIE [58]. From an IE operator point of view, the strong form CS condition, as well as the identity operator, are highly singular operators. This becomes obvious by writing the Gram matrix entries (25) and (30) as

\[
[\mathbf{G}_{\beta \beta}]_{mn} = \int_{S_m} \beta_m(r) \cdot \int_{S_n} \beta_n(r') \delta(r, r') \, ds' \, ds,
\]

\[
[\mathbf{G}_{\beta \alpha}]_{mn} = \int_{S_m} \beta_m(r) \cdot \int_{S_n} \alpha_n(r') \delta(r, r') \, ds' \, ds
\]

i.e. with a Dirac delta integral kernel. The high spectral content of these operators requires careful discretization to obtain an isotropic averaging low-pass effect [12], [26], [29], [43]. However, the integration of the weak-form CS condition (32) inside the discretization of the MFIE operator \( \mathcal{M} \) seems not to be possible in a directly obvious way, since it approximates a 90° vector rotation. Therefore, we introduce fictitious currents \( \dot{\mathbf{J}}_S \) and \( \dot{\mathbf{J}}_S \) and perform the rotation as in (11) twice

\[
\dot{\mathbf{J}}_S = -n \times \mathbf{J}_S = -n \times n \times \dot{\mathbf{J}}_S = \mathbf{J}_S,
\]

where \( \dot{\mathbf{J}}_S \) is equal to \( \mathbf{J}_S \) and \( \dot{\mathbf{J}}_S \) is a 90°-rotated intermediate version of the current. Then, it is possible to discretize both strong-form rotations, as it is done in the CS condition discretization, to obtain the two systems of equations

\[
\mathbf{G}_{\beta \beta} i = -\mathbf{G}_{\beta \alpha} l, \quad \mathbf{G}_{\beta \beta} i = \mathbf{G}_{\beta \alpha} i,
\]

where the discretized current \( i \) is employed to approximate the current \( i \). This becomes more obvious if the approximation step is summarized in the matrix

\[
\mathbf{R} = -\mathbf{G}_{\beta \beta}^T \mathbf{G}_{\beta \alpha} \mathbf{G}_{\beta \beta} \mathbf{G}_{\beta \alpha},
\]

which now contains two subsequent weak-form vector rotations by 90° and a multiplication by \(-1\). Since the matrix \( \mathbf{G}_{\beta \alpha} \) employed for the weak-form rotation (32) is singular, the CSIE
cannot be employed for large weighting factors of the magnetic currents. Similarly, R inherits the null-space of the matrix $G_{\beta\alpha}$ and, hence, cannot be employed solely as weak-form identity operator discretization. In order to avoid this very problem in the MFIE, we combine R with the strong-form identity matrix I to a weak-form basis functions transformation matrix

$$W_{\gamma} = \gamma I + (1 - \gamma) R,$$

where $\gamma$ is a weighting factor with $0 \leq \gamma \leq 1$.

There are several possibilities to utilize such a weak-form relation within the discretized MFIE [24] and several new MFIE formulations with weak-form rotation (WMFIE) are derived. The first possibility concentrates on the discretized identity operator. This is motivated by the knowledge that the identity operator is the main cause of the accuracy problems. As opposed to the CSIE, the $K$ operator does not seem to need a special treatment. Nevertheless, this is also investigated in the following. The WMFIE-1 formulation is given as

$$- \left[ \frac{1}{2} G_{\beta\beta} W_{\gamma} + K_{*} \right] I = h_{\alpha},$$

applying $W_{\gamma}$ to the basis functions of the Gram matrix $G_{\beta\beta}$.

Alternatively, it is possible to multiply the matrix $W_{\gamma}$ to the whole MFIE matrix. Then, the MFIE formulation is more similar to the one of the CSIE, since the $K$ operator is also involved. This investigation can be seen as an empirical study of the effect of the weak-form identity operator. Multiplying $W_{\gamma}$ from the right gives the WMFIE-2 formulation

$$M W_{\gamma} I = h_{\alpha},$$

and implementing a weak-form testing functions transformation matrix (from the left) results in the WMFIE-3 formulation

$$\left[ \gamma I + (\gamma - 1) G_{\beta\alpha} G_{\beta\alpha}^{-1} G_{\beta\beta} G_{\beta\beta}^{-1} \right] M I = h_{\alpha}. \quad \text{(41)}$$

The weak-form testing functions transformation matrix employed solely for $G_{\beta\beta}$ results again in WMFIE-1 [39].

To gain further insight, the basis transformation scheme of the WMFIE-1 formulation and its representation of the discretized identity operator in the two extreme cases $\gamma = 0$ and $\gamma = 1$ is investigated in Fig. 2(c) and (d). The important property of the identity operator representation with $\gamma = 0$, see Fig. 2(d), is that the original basis function is distributed over several triangles. This is a quite similar effect as the testing with BC functions, which also enlarges the testing area to more than the source triangle [43].

The influence of the weighting parameter $\gamma$ has to be analyzed in the four presented versions of the WMFIE. Two different scattering objects, depicted in Fig. 3 are considered: a small sharp-edged pyramid as an example of a sharp-edged object with coarse discretization and a small sphere.

Reference solutions are the EFIE on a refined mesh for the pyramid and Mie series expansion for the sphere. The far-field accuracy of the bistatic radar cross section (RCS) over $\gamma$ is shown in Fig. 4(a) for the pyramid, which is discretized with 1/10 mean edge length. For $\gamma \rightarrow 1$, the standard MFIE (and the corresponding error level) is obtained in all three formulations. For the MFIE, an error of $-18$ dB and a maximum error of $-11$ dB are observed. The EFIE, with a very accurate solution on the same mesh, shows a maximum error of $-22$ dB and an average error of $-29$ dB. Looking at the results of the WMFIE for small $\gamma$ values, the null space of $G_{\beta\alpha}$ deteriorates the solution quality. This seems to be more severe for WMFIE-1. Nevertheless, this version shows the best error at around $\gamma = 0.4$, almost achieving the EFIE accuracy.

The accuracies of WMFIE-2 and WMFIE-3, which apply the weak-form rotation to the whole MFIE matrix $M$, are not as good as for WMFIE-1, but still better than the classical MFIE. This confirms our initial assumption that the accuracy problem of the MFIE originates from the discretized identity operator. The weak-form discretization of the $K$ operator is neither meaningful nor does it give an improvement in performance as large as the weak-form representation of solely the $I$ operator.

The second example is a sphere with 1 m diameter and a frequency of 200 MHz, i.e. below the first interior resonance. Simulations are performed with a rather fine discretization...
of \( \lambda/4 \) mean triangle edge length. The error for different weighting factors is shown in Fig. 4(b). Again, the WMFIE solution is severely deteriorated for \( \gamma \to 0 \) by the null space of \( \mathbf{G}_{\beta a} \), and for \( \gamma \to 1 \) the standard MFIE accuracy is retained, i.e. a maximum error of \(-47\) dB and an average error of \(-40\) dB. For comparison, the EFIE maximum and average errors are \(-50\) dB and \(-57\) dB, respectively. The WMFIE-1 achieves quite similar accuracy levels with \( \gamma \approx 0.5 \). The other formulations show worse accuracy, especially regarding the maximum error, as it was already the case for the first example. Again, the new weak-form discretization of the \( I \) operator improves the accuracy much more than employing it for the \( M \) operator.

We conclude that the formulations with \( \mathbf{W}_\gamma \) applied only to the Gram matrix of the RWG functions show a better accuracy. In particular, the best formulation WMFIE-1 (in the following just WMFIE)

\[
- \left[ \frac{1}{4} \mathbf{G}_{\beta \beta} - \frac{1}{4} \mathbf{G}_{\beta a} \mathbf{G}^{-1}_{\beta \beta} \mathbf{G}_{\beta a} + \mathbf{K}_\alpha \right] l = \mathbf{h}_\alpha \tag{43}
\]

is also the most efficient one to implement, since it only requires one inversion of \( \mathbf{G}_{\beta \beta} \), and not two as the other formulations. Unless otherwise stated, \( \gamma = 0.5 \) is assumed. For this WMFIE, only the identity operator representation is modified. In consequence, the integral operators of EFIE and MFIE can be efficiently stored in one CFIE matrix. Matrix compression techniques such as the multilevel fast multi-pole method (MLFMM) or the adaptive cross approximation are immediately compatible with the presented scheme and the extra memory for storing the Gram matrices \( \mathbf{G}_{\beta a} \) and \( \mathbf{G}_{\beta \beta} \) grows only with linear complexity and is negligible. The solution time is almost unaffected, as the iterative-solver inversion of \( \mathbf{G}_{\beta \beta} \) for each matrix vector product is very fast.

\[
\varepsilon_{\theta,\varphi}(\theta, \varphi) = \left| \frac{E_{\theta,\varphi,\text{ref}}(\theta, \varphi) - E_{\theta,\varphi}(\theta, \varphi)}{\max_{\theta,\varphi} E_{\theta,\varphi,\text{ref}}(\theta, \varphi), E_{\theta,\varphi}(\theta, \varphi)} \right| \tag{44}
\]

of the scattered far-field in several cut planes for the two polarizations \( E_\theta \) and \( E_\varphi \), where \( E_{\theta,\varphi,\text{ref}} \) is the reference. Then, the maximum error \( \varepsilon_{\text{max}} = \max_{\theta,\varphi} (\varepsilon_{\theta,\varphi}(\theta, \varphi), \varepsilon_{\varphi}(\theta, \varphi)) \) is plotted as a measure of the accuracy. Other error measures like the average or the \( L^2 \)-norm show the same behavior with somewhat other error values. It is observed that the MFIE is about 3 dB worse that the other IEs. The same is observed for the average near-field error on a 1.2 m diameter.
surrounding sphere, see Fig. 6(c). The reason why the same accuracy is observed for CSIE-10, EFIE and WMFIE lies in the discretization of the sphere. There is a non-negligible discretization error of the curved surface and, furthermore, the discretized spheres are effectively smaller than the ideal sphere considered in the Mie series expansion. This is obviously visible in Fig. 5(a).

One additional data point with a discretization of \(\lambda/167\) has been computed: Here, the EFIE converges within 250 iterations, while the WMFIE and MFIE still need about the same number of 12 and 11 iterations for convergence. More interestingly, the EFIE maximum error is at \(-69.9\) dB, the WMFIE error at \(-65.2\) dB and the MFIE \(-59.8\) dB, i.e. the WMFIE is considerably better than the MFIE, while the EFIE shows here an even lower error. These error levels are achieved in comparison to the Mie series solution of a 0.9997 m sphere to correct for the smaller diameter of the discretized sphere.

The second exemplary scatterer, a square cube with 1 m side length, is analyzed in the same way as the sphere. Lacking an analytical solution, the reference solution is taken from numerical simulation, i.e. the EFIE solution on the finest mesh with 3rd order expansion functions \([60]\), since it is expected that higher-order functions show a higher-order convergence to the correct solution with the mesh refinement. The iterative solver convergence to a residual error of \(10^{-4}\) shown in Fig. 7(a) is similar to the first example: MFIE and WMFIE are equally well-conditioned and are not affected by the mesh refinement. In the CSIE, the EFIE influence leads to a, though only slight, increase of the iteration count over the considered meshes. The accuracy analysis of the cube is more meaningful than for the sphere in a sense that the shape of the object is met exactly for any mesh. Regarding the accuracy, the WMFIE and CSIE show about equal performance and they are more than 10 dB better than the EFIE. However, the EFIE shows even 5 dB to 10 dB better accuracy. A similar behavior has been observed for the mixed-discretization MFIE with BC testing functions \([33]\). Furthermore, the relative error of solution vectors \(I_{WMFIE}^{(W)}\) for the electric current unknowns are compared to the EFIE solution in Fig. 7(c), measured in the \(l^2\)-norm according to

\[
\epsilon_i = \frac{||I_{WMFIE} - I_{EFIE}||_2^2}{||I_{EFIE}||_2^2}.
\] (45)
During the mesh refinement, the WMFIE solution is always more accurate than the classically discretized MFIE solution.

**B. Simulation Accuracy for Different Scattering Objects**

In the following, we analyze some simulation results of the WMFIE in more detail, in particular the near-field accuracy, and in the limiting case the surface current densities. This is examined for the example of the already discussed small pyramid. In Fig. 8, the absolute value of the surface current density is plotted on the surface of the pyramid. The WMFIE and EFIE solutions give very similar results, whereas the MFIE solution differs quite a lot. Of course, the EFIE solution on a finer mesh looks quite different. Nevertheless, it is clear that the currents of the EFIE and WMFIE solutions are more accurate than the MFIE solution on a coarse mesh.

For the same example, the bistatic RCS for plane wave incidence is given in Fig. 9. The EFIE and WMFIE show maximum errors of about $-22$ dB, while the MFIE is very inaccurate with a maximum error of $-9$ dB. The scattered near field is analyzed in Fig. 12. The absolute values of the electric and magnetic fields of the reference solution, as well as the spatial error distribution of EFIE, MFIE and WMFIE are depicted. It is observed that the WMFIE offers improvements for both electric and magnetic near fields, while it cannot achieve EFIE error levels completely. A word about the iterative solver convergence: The Gram matrix $G_{i,j}$ is somewhat ill-conditioned for such a mesh, it has a condition number of 810 (460 with diagonal preconditioning). The employed diagonally preconditioned conjugate gradient (CG) solver converges within 10 iterations to $10^{-6}$ for the weak-form rotation in the WMFIE, while the unpreconditioned GMRES for EFIE, WMFIE and MFIE converges within 63, 31, and 26 iterations to a residual of $10^{-6}$. The computational cost for the weak-form rotation is overall more or less negligible, even for such a small problem.

**C. Low-Frequency Behavior of the New WMFIE**

Another important aspect worth to be investigated is the low-frequency behavior of the new MFIE formulation. The classical RWG-tested MFIE shows a stable and good conditioning behavior for low frequencies, but the real part of the divergence of the current has erroneously a constant limit [64]. The reason is the testing of the $K$ operator [65], [66], which is not changed in the presented formulation. Therefore, similar errors as for the classically discretized MFIE are expected for the presented formulation.

A 1 m diameter PEC sphere with 126 unknowns has been simulated for decreasing frequencies. We investigate the real and imaginary parts of the current unknowns vector $l$—containing RWG coefficients—as well as real and imaginary parts of the vector $d$ containing the $\nabla \cdot J_S$ coefficients for each
triangle, see Fig. 13. The divergence of the RWG current is associated with the charge inside the $k$th triangle

$$\varrho_k = \frac{j}{\omega} \nabla \cdot J_S,$$

where $\nabla \cdot J_S$ is a constant times the coefficients $[9]$. Furthermore, the divergence of the current has the same meaning as the star/tree current. As expected, a constant limit is observed in the real part of the divergence for all MFIE variations. Therefore, we conclude that the new MFIE is not suited for retrieving the star/tree current of low-frequency scattering problems. The additional problems of not simply connected geometries are, naturally, also not tackled and not further discussed $[67]$, $[68]$.

### VI. Analysis of the CFIE

Concerning a CFIE involving the WMFIE (in the following called WCFIE), we investigate the behavior at interior resonances regarding conditioning and accuracy, with a frequency sampling step of 1 MHz around the resonance frequencies. A sphere with 1 m diameter, discretized with 999 RWG unknowns, is considered, and the reference solution is again obtained by Mie series expansion. The iterative solver convergence for a residual error of $10^{-4}$ is given in Fig. 14. It is observed that the WMFIE and the WCFIE show exactly the same convergence behavior as their classical counterparts MFIE and CFIE, where WCFIE and CFIE are implemented with a combination factor $\alpha = 0.5$. Both MFIE and EFIE show worse convergence behavior at interior resonances, while the CSIE and CFIE formulations are absolutely stable. The advantage of the WCFIE formulation over the CSIE is clearly visible: Besides the reduced time per matrix vector product, the number of iterations is also reduced by a factor of two to three. The solution accuracy is analyzed in Fig. 16 by determining the maximum error in the scattered far-field. Interestingly, the WMFIE and WCFIE solutions are even more accurate than the EFIE solution for some frequencies.

For the larger scenarios, the WCFIE is easily accelerated by the MLFMM, since only the identity operator representation is treated differently than in the standard CFIE, again with $\alpha = 0.5$. Therefore, we examine larger scenarios in the following, starting with the 1 m diameter sphere with $\lambda/10$ mean edge
length discretization at increasing frequencies (different mesh for each simulation). The number of electric current unknowns ranges from 126 to 14,466. The accuracy of the different formulations is compared in Fig. [17]. It is observed that the large accuracy difference between the classical CFIE and the three other formulations is visible only at higher frequencies, when the shape of the sphere is discretized accurately enough.

A larger scatterer is a PEC plane Airbus A320 with 3,025,152 unknowns at 300 MHz, with a total object length of about 125λ. The model is simulated for plane wave incidence with \( \mathbf{k} = (0,1/m,-1/m) \) and linear \( E_x \) polarization. For the iterative solution, an inner-outer preconditioning scheme is employed [69]. The CFIE converges with 12 iterations of the outer GMRES solver to a residual of \( 10^{-4} \), the WCFIE with 14 iterations, while the EFIE takes 62 iterations to converge to a residual of \( 3 \cdot 10^{-4} \) and does not converge any further within reasonable time. The CFIE shows a maximum relative difference of \(-44.8 \text{ dB}\) to the EFIE solution, while the WCFIE is more accurate with \(-68.7 \text{ dB}\). Since the different far-field solutions are visually almost indistinguishable with error levels below \(-40 \text{ dB}\), we also consider the CFIE with combination factor \( \alpha = 0.05 \) instead of \( \alpha = 0.5 \). In Fig. [15] the results for the bistatic RCS are shown for a \( \varphi = 90^\circ \) cut plane containing the main reflection direction at \( \theta = 135^\circ \). The maximum relative error of the classical CFIE-0.05 is at \(-33.3 \text{ dB}\), the error of the new WCFIE-0.05 at \(-56.6 \text{ dB}\), still over 20 dB more accurate than the normal CFIE-0.05 and over 10 dB more accurate than the CFIE-0.5 regarding maximum error.

A further large scenario is the PEC stealth object Flamme meshed with 52,782 triangles [70, 71]. The size of the structure is 16λ in \( x \)-direction, 6.4λ in \( y \)-direction and 1.6λ in \( z \)-direction. So far, only plane-wave scattering has been investigated. Due to the different spectral behavior, other excitations are also of interest, where in the following a dipole-
like excitation on top of the structure is considered. It has a distance of 0.05\(d\) in \(z\)-direction and it is realized by a pair of deformed triangles each with a height of 0.027\(d\) and a width of 0.005\(d\), see Fig. 18. The Gram matrix inversion with a diagonally preconditioned CG solver converges to a residual of 10^{-6} within 23 iterations on average, which takes 19 milliseconds single-threaded on an Intel Xeon E5-1650 v4 with 3.6 GHz. A full MLFMM matrix-vector product takes two orders of magnitude longer, about 2.2 seconds. The computed directivity is given in Fig. 19. As compared to an EFIE reference solution on a refined mesh, the maximum relative far-field errors of the normalized directivities of EFIE, CFIE, and WCFIE (both with \(\alpha = 0.5\)) are -46 dB, -28 dB and -37 dB, respectively.

VII. Conclusion

A new discretization scheme with RWG functions for the identity operator in surface integral equations was introduced based on the weak-form discretization of the combined-source condition. The application in the MFIE and CFIE, leading to the WMFIE and WCFIE formulations, showed a greatly enhanced accuracy in the high-frequency regime, where a further improved discretization of the \(K\) operator is not of great significance, while maintaining the good conditioning. The main advantage of the WMFIE and the WCFIE over the RWG-discretized CSIE is the faster solution time and the utilization of Love currents, which are directly related to the tangential fields on the scatterer.
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