Kinetics of self-assembly via facilitated diffusion: formation of the transcription complex
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We present an analytically solvable model for self-assembly of a molecular complex on a filament. The process is driven by a seed molecule that undergoes facilitated diffusion, which is a search strategy that combines diffusion in three-dimensions and one-dimension. Our study is motivated by single molecule level observations revealing the dynamics of transcription factors that bind to the DNA at early stages of transcription. We calculate the probability that a complex made up of a given number of molecules is completely formed, as well as the distribution of completion times, upon the binding of a seed molecule at a target site on the filament. We compare two different mechanisms of assembly where molecules bind in sequential and random order. Our results indicate that while the probability of completion is greater for random binding, the completion time scales exponentially with the size of the complex; whereas it scales as a power-law or slower for sequential binding, asymptotically. Furthermore, we provide model predictions for the dissociation and residence times of the seed molecule, which are observables accessible in single molecule tracking experiments.
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I. INTRODUCTION

Many biochemical processes involve formation of mesoscopic molecular structures that perform complex tasks. One well-known example is the transcription complex which plays the key role in accessing the information coded in the DNA [1]. During the process of transcription, a complex consisting of RNA polymerase and transcription factors is assembled on the DNA in order to read the genetic information coded in base pairs, and produce messenger RNA molecules, which in turn get translated at ribosomes to produce proteins. Thanks to powerful methods of molecular biology, it has been possible to study the number and types of molecules involved in the formation of the transcription complex; nevertheless, kinetics of the formation of transcription complex is much less known, and is now an active area of biophysics [2–4]. A key experimental finding [5] regarding the kinetics of transcription factors is that at least some of the molecules that bind to sites on DNA undergo facilitated diffusion [6, 7], during which molecules diffusing in three-dimensions (3-D) can temporarily bind to the DNA, diffusing along the filament and densely exploring it, which is thought to be an efficient search strategy [5].

In this work, we consider kinetics of a self-assembly process in which a seed molecule diffuses in 3-D, and gets temporarily attached to a filament in which there is a target site (see Fig. 1 for an illustration of the process and of facilitated diffusion). While it is associated with the filament, the seed molecule undergoes one-dimensional (1-D) diffusion and when it occupies the target site, it becomes bound at a constant rate, triggering the subsequent binding of other molecules that bind and unbind at constant rates. When $w$ molecules are assembled, the process is complete. We consider the case where the seed molecule is initially bound at the target site, and focus on the kinetics of the rest of the process. Behavior of the seed molecule is motivated by the observation of facilitated diffusion of transcription factors in bacterial cells, as mentioned above. We envisage that the seed is an essential molecule for transcription initiation which possesses binding sites for other molecules, such as the RNA polymerase [1–4].

Our main results consist of an exact expression for the
FIG. 2. Illustration of the assembly model as a Markov chain. Circles and squares correspond to different states of the system, and arrows show state transitions with corresponding rates. Circles denote different positions on the filament, indexed by \( w \), modeled as a lattice, where the seed molecule performs a random walk between adjacent sites, with a hopping rate \( f \). As shown in the lower right, the random walker disappears from the system at a constant rate \( \gamma \). Squares correspond to the bound states indexed by \( i \). For sequential and random binding models, the rates \( b_{i>1} \) and \( u_{i>1} \) are interpreted in a different fashion (see text for explanation).

probability that the assembly completely forms upon the binding of a seed molecule, and the distribution of the completion time. In addition to these quantities that describe the kinetics of assembly, and to link model predictions with quantities that can be accessed in single molecule observations, distributions of the time at which the seed dissociates from the filament, as well as the residence time in an interval containing the target site are also presented.

In what follows, we first describe a mathematical model corresponding to the process described above and illustrated in Fig. 1. We then present results of analytic calculations for the quantities mentioned above. Lastly, we discuss the applicability of the model as well as previous findings on the same problem, and state our conclusions.

II. AN ANALYTICALLY SOLVABLE MODEL OF ASSEMBLY

Based on the biologically inspired model illustrated in Fig. 1, we consider a model for diffusion and assembly that can be analytically solved by standard tools of statistical mechanics [8]. See Fig. 2 for an illustration of the corresponding mathematical model.

We consider the formation of a molecular complex consisting of \( w \) elements that are assembled sequentially or in random order. Formation of the complex is initiated by a seed molecule, which we will just refer to as the seed. The seed diffuses in 3-D and temporarily attaches to filaments along which it undergoes 1-D diffusion. When the seed occupies the target site on the filament, it can become bound at rate \( b_1 \).

After the seed is bound, a total number of \( w - 1 \) molecules start to assemble, which are, so to speak, recruited by the seed. If the seed is the only molecule in the complex, it becomes unbound at rate \( u_1 \), returning to diffusion along the filament. While two or more molecules (including the seed) are bound at the same time, the seed cannot become unbound; therefore, the binding of subsequent molecules stabilizes the complex. While the seed is unbound and diffusing on a filament, it dissociates at a constant rate \( \gamma \), returning to a pool of molecules diffusing in 3-D. When \( w \) molecules are assembled, the process is complete.

In this work, we do not explicitly model the motion of the seed in 3-D, and focus on the dynamics when the seed molecule is initially bound at the target site. This approach allows us to study the kinetics of the assembly process in the presence of a low concentration of seed molecules, accounting for the effect of facilitated diffusion. For a treatment of the problem of searching for a target site in a filament via 3-D diffusion interrupted by periods of 1-D exploration, we refer the readers to existing literature [7].

While a cell can contain a large number of transcription factors as well as corresponding target sites, we consider a regime where the concentration of seed molecules is low such that the competition for the target site is negligible, and the dynamics of the system is well characterized by a single seed and a target site. Nevertheless, we do provide a generalization for multiple molecules under the assumption of negligible competition.

Diffusion along the filament is modeled as a continuous time random walk in a 1-D lattice, where the random walker, that is, the seed, hops between adjacent lattice sites at a (symmetric) rate \( f \) (see Fig. 2). For a DNA filament, it is natural to think that the lattice sites correspond to base pairs that are separated by \( \sim 0.34 \text{ nm} \) [1]. The lattice site with index \( m = 0 \) is where the target is located. When the seed is occupying site \( m = 0 \), it can become bound at rate \( b_1 \), upon which the system would transition to the first bound state \( i = 1 \). Being in the first bound state, the system can either go back to the state where the seed is diffusing, at rate \( u_1 \), or transition to the next bound state, \( i = 2 \), if an auxiliary molecule becomes bound. Note that while the meaning of the index \( m \) is straightforward (the position of the seed), the physical picture ascribed to the \( i^{\text{th}} \) bound state depends on the details of how molecules are assembled. We consider two different models of assembly: sequential and random.

In sequential assembly, \( w - 1 \) auxiliary molecules can reversibly bind in order, once the seed becomes bound. When the \( i^{\text{th}} \) auxiliary molecule binds or unbinds, the system transitions to the \( i + 1^{\text{st}} \) or \( i^{\text{th}} \) bound state, respectively. The binding and unbinding rates for the \( i^{\text{th}} \) auxiliary molecule are equal to \( b_{i+1} \) and \( u_{i+1} \), respectively.

If auxiliary molecules assemble in random order, equally likely in any of the \((w-1)!\) possible ways, the model illustrated in Fig. 2 can still be used, provided...
that the binding and unbinding rates of different auxiliary molecules are sufficiently similar. We suppose that each molecule binds and unbinds at the uniform rates \( b_\ast \) and \( u_\ast \), respectively. Provided that this is the kinetics at the level of individual molecules, the transition rates for the whole system would become \( b_{i>1} = (w - i + 1)b_\ast \) and \( u_{i>1} = (i - 1)u_\ast \), which was also employed in a previous study \([9]\). This is a consequence of treating the reactions involving auxiliary molecules as Poisson processes with exponential waiting times. When \( j \) of the auxiliary molecules are bound, such that the system is in state \( i = j + 1 \), binding of any of the remaining \( w - 1 - j \) molecules would take the system to the \( j + 2 \)th state, or unbinding of any of the \( j \) molecules would take the system to the \( j \)th state. The former takes place at rate \( (w - j)b_\ast \), whereas the latter at \( ju_\ast \), since the minimum of a set of independent exponential random variables is also distributed exponentially, with a parameter that equals the sum of all individual random variables’ parameters.

In addition to studying the kinetics of the assembly, we are also interested in making predictions for observables relevant in single-molecule tracking experiments. Supposing that the seed is labeled (via fluorescent dyes, quantum dots, etc.) and its position can be tracked, one may be able to observe the time it takes for the seed to dissociate from the filament, or the time it takes for it to exit from an interval of length \( 2r \) centered at the target site, given the seed was observed to be bound at \( t = 0 \). To be able to calculate the statistics of these two times from the model, we introduce, for solely mathematical convenience, two leaky sites at \( m = -r \) and \( r \), where the seed disappears from the system at rate \( \kappa \). In the next section, we consider the limits \( \kappa \to 0 \) and \( \kappa \to \infty \) depending on which calculation is of concern.

Based on the model illustrated in Fig. 2, we write a set of master equations for the probability of finding the seed (unbound) at lattice site \( m \), denoted by \( P_m(t) \), and the probability of finding the system in the \( i \)th bound state, denoted by \( Q_i(t) \), at time \( t \). The master equation as well as its analytical solution is given in Appendix A. In the next section, we present results derived from the probabilities \( P_m \) and \( Q_i \), assuming that they are known, and always referring to appendices for calculation details.

### III. RESULTS

In this section we present results about the kinetics of the assembly process obtained by solving the model illustrated in Fig. 2. Results are displayed in a way that highlights the difference between the kinetics for sequential and random binding models. For convenience, and to be able to treat the case of random binding as described in the previous section, we consider uniform rates \( b_\ast \) and \( u_\ast \) as the binding and unbinding rates of each auxiliary molecule, regardless of order.

All rates and times are measured in units of \( f \) and \( 1/f \), respectively, where \( f \) is the hop rate between adjacent sites in the lattice, proportional to the 1-D diffusion coefficient.

#### A. Probability of completion

A key quantity that characterizes the efficiency of the assembly process is the probability that the molecular complex completely forms before the seed dissociates from the filament, given the seed was initially bound (that is, \( Q_1(0) = 1, Q_{i \neq 1}(0) = 0 \) and \( P_m(0) = 0 \)). We refer to this quantity as the probability of completion, and denote it by \( P_{\text{comp}} \). We note that \( P_{\text{comp}} \) is the probability of arriving at the bound state \( w \) at any time as \( t \to \infty \), which is also the fraction of system trajectories that end at \( w \). Therefore, we have \( P_{\text{comp}} = \lim_{t \to \infty} Q_w(t) \), under the condition \( u_w = 0 \), ensuring that trajectories that reach the last bound state are terminated. Performing the calculation, we obtain (see Appendix B1)

\[
P_{\text{comp}} = \frac{1}{1 + \frac{\lambda(w)}{\lambda(w) + \beta}}
\]

where \( \beta = b_1/\sqrt{\gamma(\gamma + 4f)} \) and \( \lambda(w) \) is a constant formed by the combination of all the rates \( b_i \) and \( u_i \) except \( b_1 \), explicitly given in (B6). When \( f/\gamma \ll 1 \), meaning dissociation is much more rapid than diffusion along the filament, \( \beta \propto b_1/\gamma \), and when \( f/\gamma \gg 1 \), meaning diffusion is much faster than dissociation, \( \beta \propto b_1/\sqrt{\gamma} \). If the complex is made up of just a pair of molecules, \( \lambda(w) \) has a particularly simple form, given by \( \lambda(2) = u_1 \).

Since \( \lambda \) and \( \beta \) do not share any parameters, they constitute a good pair of knobs that can be used to investigate the behavior of \( P_{\text{comp}} \). In Fig. 3, a contour plot of \( P_{\text{comp}} \) is displayed as a function of \( \lambda \) and \( \beta \). We note that it becomes less and less probable for the complex to be completed as \( \lambda \) increases, or \( \beta \) decreases. This is in line with what one may expect intuitively, since larger...
λ values correspond to relatively larger unbinding rates $u_i$, and larger $β$ values imply that the seed is diffusing fast and/or it dissociates from the filament quickly.

As $λ$ and $β$ are combinations of many parameters, it is informative to explore the behavior of $P_{\text{comp}}$ as a function of parameters whose physical meaning is more direct. In this respect, next, we display how $P_{\text{comp}}$ changes with the total number of molecules in the complex and the ratio of the binding and unbinding rates $b_*/u_*$.

In Fig. 4, $P_{\text{comp}}$ is plotted as a function of $w$, for four different values of $b_*/u_*$, indicated by curves of different color. In this figure and throughout the article, dashed and solid curves correspond to sequential and random binding models, respectively, unless otherwise noted. We see that $P_{\text{comp}}$ has greater values for random binding compared to sequential binding for the same set of parameter values. In random binding, $P_{\text{comp}}$ can be non-monotonic in the number of bound states, depending on the value of the ratio $b_*/u_*$. We observe that for $b_*/u_* ≥ 1$, $P_{\text{comp}}$ monotonically increases with $w$ and asymptotes to 1. For $b_*/u_* < 1$, $P_{\text{comp}}$ asymptotically decreases to zero, but its transient behavior strongly depends on the value $b_*/u_*$. While $P_{\text{comp}}$ first increases with $w$ for $b_*/u_* = 0.833$, it monotonically decreases with $w$ for a slightly lower value of $b_*/u_* = 0.625$. In the sequential binding model, $P_{\text{comp}}$ monotonically decreases with $w$, to a non-zero value for $b_*/u_* > 1$, and to zero otherwise. Note that for $w = 2$ both random and sequential binding predict the same, and there is a small number effect, such that $P_{\text{comp}}$ at $w = 2$ can be higher than it is for $w = 3$, even when $P_{\text{comp}}$ transiently increases with $w$.

On the whole, we find that there is a qualitative difference in the behavior of $P_{\text{comp}}$ for random and sequential binding, and that there can be an optimal value of $w$ that maximizes $P_{\text{comp}}$ in random binding, depending on the relative strength of binding and unbinding rates of the auxiliary molecules.

Next, we consider how the probability of completion depends on the ratio $b_*/u_*$ for different values of the total number of molecules. Fig. 5 (a) shows $P_{\text{comp}}$ as a function of $b_*/u_*$ for $3 ≤ w ≤ 7$. We note that $P_{\text{comp}}$ monotonically increases with $b_*/u_*$ for both random and sequential binding models. In sequential binding, $P_{\text{comp}}$ does not depend on $w$ for $b_*/u_* ≥ 1$. In contrast, the values of $P_{\text{comp}}$ at $b_*/u_* ≥ 1$ increase with $w$, by as much as $≈ 25\%$. In Fig. 5 (b), the ratio $P_{\text{comp}}^{\text{seq}}/P_{\text{comp}}^{\text{ran}}$ where the superscripts denote the binding order of auxiliary molecules, is plotted as a function of $b_*/u_*$. We observe that $P_{\text{comp}}$ is greater for the random binding model, especially for $b_*/u_* > 1$, and that there is a large drop in the ratio around $b_*/u_* = 1$.

Lastly, we present results quantifying the effect of facilitated diffusion on how likely the process is going to be completed. Given the seed is initially bound with no other bound molecules, setting $b_1 = 0$ would prevent the possibility of re-binding since the seed cannot

![FIG. 4. $P_{\text{comp}}$ as a function of the total number of molecules in the complex for different values of the ratio $b_*/u_*$ (obtained by varying $u_*$). Solid and dashed curves correspond to sequential and random binding, respectively. Parameter values are: $γ = 0.1$, $b_1 = 2$, $b_* = 0.25$, and $u_1 = 1$, measured in units of $f$, the hopping rate along the filament.](image)

![FIG. 5. Probability of completion as a function of the ratio $b_*/u_*$ in (a), $P_{\text{comp}}$ is plotted for different values of the total number of molecules in the complex. Solid and dashed curves correspond to sequential and random binding, respectively. In (b), ratio of $P_{\text{comp}}$ for sequential binding to that for random binding is displayed. Parameter values for both graphs are: $γ = 0.1$, $b_1 = 1$, $b_* = 0.25$, and $u_1 = 1$, measured in units of $f$, the hopping rate along the filament.](image)
become bound again if it ever transits to the diffusive state. Therefore, the ratio $\rho = F_{\text{comp}}/P_{\text{comp}}(b_1 = 0)$ would give us the relative enhancement of completion probability due to facilitated diffusion. $\rho$ is explicitly given by

$$\rho = \frac{1 + \lambda}{1 + \lambda} \frac{\lambda}{1 + \beta}. \quad (2)$$

Expanding (2) around $\beta = 0$, we get

$$\rho = 1 + \frac{\lambda}{1 + \lambda} \beta + O(\beta^2),$$

which clearly shows that there is no enhancement when the affinity to binding site is zero, $\beta = 0$, or when dissociation or diffusion rates diverge, that is, $\gamma \to \infty$ or $f \to \infty$, implying $\beta \to 0$. Note that the enhancement initially increases linearly with the ratio $\beta$ [defined below (1)], which can be roughly interpreted as the affinity to the binding site divided by a constant characterizing the rate at which the seed is carried away from the binding site, either via dissociation or diffusion.

To demonstrate the behavior of the enhancement factor, a contour plot of $\rho$ is displayed in Fig. 6 as a function of $\lambda$ and $\beta$, plotted in the same domain as $P_{\text{comp}}$ in Fig. 3. We see that facilitated diffusion enhances the probability of completion as $\lambda$ and $\beta$ increases. Greater $\beta$ values correspond to a situation where the seed spends greater amount of time bound to the filament, in the vicinity of a lattice site, and hence explains the increase in $\rho$. While the parameter $\lambda$ depends on many model parameters, it is roughly proportional to $u_s/b_s$. Therefore, greater $\lambda$ values correspond to relatively larger unbinding rates, which hinders the completion of the process. Higher $\rho$ values for increasing $\lambda$ suggest that facilitated diffusion can counter this hindrance effect to a limited extent.

In Fig. 6, we also include a number of data points to compare the effect facilitated diffusion in random and sequential binding. Circles (gray) and squares (red) correspond to sequential and random binding, respectively. Data points with the same index correspond to the same value of $b_s$ and $u_s$, and hence the same per molecule binding/unbinding rates for auxiliary molecules, while the rest of the parameters are determined by imposing the condition that $\rho$ is fixed. Comparing the relative positions of the data points with the same index and considering the corresponding $P_{\text{comp}}$ values in Fig. 3, we conclude that with the same kinetic constants per reaction ($b_s$ and $u_s$), random binding has larger probability of completion; however, achieving the same enhancement factor with random binding requires stronger association with the filament, as well as being localized on the filament (larger $\beta$ values).

B. Completion Time

In the previous section we demonstrated the behavior of the completion probability as a function of a subset of the model parameters and found that the order in which auxiliary molecules bind has a significant effect on the chance of completion, random binding being more efficient. Next, we present model predictions regarding the time-dependence of the process, providing the complementary information to answer the question: given the process completes, how long does it take?

We define $T_{\text{comp}}$ as the completion time, the time at which all $w$ molecules are assembled for the first time, given the seed is the only molecule initially bound. Let $f_{\text{comp}}(t)$ be the probability density function of the random variable $T_{\text{comp}}$, conditioned on the completion of the process. In terms of $Q_w(t)$, the conditional distribution $f_{\text{comp}}(t)$ can be expressed as

$$f_{\text{comp}}(t) = \frac{1}{P_{\text{comp}}} \frac{dQ_w}{dt}.$$ 

In Appendix B 1, we show that the Laplace transform of $f_{\text{comp}}(t)$ is given by

$$\tilde{f}_{\text{comp}}(\epsilon) = \frac{(-1)^{w-1}}{P_{\text{comp}}} \left( \prod_{i=2}^{w} K_i(w) \right) \left\{ \epsilon + b_2 + u_1 \frac{\alpha(\epsilon)}{\alpha(\epsilon) + b_1} + u_2 \frac{K_2(w)}{\alpha(\epsilon) + b_1} \right\}_{|u_s=0}. \quad (3)$$
where $\alpha(\epsilon) = \sqrt{(\gamma + \epsilon)(\gamma + 4f + \epsilon)}$, $K(\epsilon)$ is a continued fraction involving the rate constants [see (A8)], and the Laplace transform is defined as

$$\tilde{f}(\epsilon) = \int_0^\infty dt e^{-\epsilon t} f(t).$$  \hspace{1cm} (4)

In the following, we first discuss how the mean and variance of $T_{\text{comp}}$ depend on the binding order and model parameters and then demonstrate the behavior of the full distribution $f_{\text{comp}}(t)$.

1. Mean and variance of the completion time

The $m$th moment of $T_{\text{comp}}$ can be calculated from the Laplace transform of $f_{\text{comp}}(t)$ as

$$\langle (T_{\text{comp}})^m \rangle = (-1)^m \lim_{\epsilon \to 0} \frac{d^m \tilde{f}_{\text{comp}}}{d\epsilon^m},$$  \hspace{1cm} (5)

which follows from (4). We define $\mu_{\text{comp}} = \langle T_{\text{comp}} \rangle$ and $\text{CV}(T_{\text{comp}}) = \langle (T_{\text{comp}})^2 \rangle - \mu_{\text{comp}}^2 / \mu_{\text{comp}}^2$, as the mean and coefficient of variance of the completion time.

Fig. 7 shows $\mu_{\text{comp}}$ as a function of $w$, for a set of $b_*/u_*$ values. Plots in (a) and (b) correspond to identical parameter values, but the axes are scaled differently. Looking at (a), where the y-axis is scaled logarithmically, we first note that $\mu_{\text{comp}}$ increases exponentially with $w$ for the case of random binding (dashed curves). The exponent increases as $b_*/u_*$ decreases to approach the value 1 from above, which is simple to grasp intuitively, as higher relative unbinding rates would lead to longer completion times. When the ratio $b_*/u_*$ is below one, results show the opposite trend, where the exponent decreases with decreasing $b_*/u_*$. This reflects the conditional nature of the completion time. In the previous section, we showed that $T_{\text{comp}}$ approaches 0 for $b_*/u_* < 1$ as $w$ increases, meaning that the fraction of trajectories that lead to the completion of the process becomes negligible. Results in Fig. 7 (a) suggest that while it is quite unlikely for the process to complete when $b_*/u_* < 1$, the trajectories that do lead to completion take shorter and shorter times as $u_*$ increases. Note that $\mu_{\text{comp}}$ clearly increases slower than exponentially for sequential binding (solid curves).

In Fig. 7 (b), the same data is plotted on logarithmic axes. The most prominent feature here is that $\mu_{\text{comp}}$ for sequential binding (solid curves) increases as a power law for $b_*/u_* = 1$, and slower than a power law for $b_*/u_* \neq 1$. The rate of increase as a function of $b_*/u_*$ follows a trend akin to that for random binding in (a).

Results above show that the behavior of the average completion time is qualitatively different for random and sequential binding models as the number of molecules in the complex increases. Since completion of the assembly is a stochastic process with many steps, one may expect significant variance in the values of $T_{\text{comp}}$ such that a typical value may lie far away from $\mu_{\text{comp}}$. To investigate this, we calculate the coefficient of variance (CV) of $T_{\text{comp}}$, defined just below (5). Fig. 8 shows $\text{CV}(T_{\text{comp}})$ as a function of $w$ for the same set of $b_*/u_*$ values in Fig. 7. As seen in Fig. 8 (a), we find that random and sequential binding models display approximately the same level of variability in $T_{\text{comp}}$ for the first few $w$ values. However, for $w \gg 1$, the coefficient of variance can be significantly smaller for sequential binding compared with random binding. In random binding (dashed curves), CV transiently dips below 1 for a range of $w$ values depending on $b_*/u_*$, but eventually approaches the value 1. In sequential binding however, the asymptotic behavior of CV depends on the value of $b_*/u_*$, as shown in the log-log plot in Fig. 8 (b). When $b_*/u_* = 1$, CV converges to a non-zero value as $w$ increases. For $b_*/u_* \neq 1$, CV decays to zero with increasing $w$, albeit slowly. For $b_*/u_* > 1$, CV decreases because an increasing fraction of trajectories reach completion faster. On the other hand, for $b_*/u_* < 1$, CV decreases because only a small fraction
FIG. 8. Coefficient of variance of the completion time for sequential and random binding models. Solid and dashed lines correspond to sequential and random binding, respectively, for various values of the ratio \( b_s/u_s \). Parameter values are: \( \gamma = 0.1, b_1 = 1, b_s = 0.25, \) and \( u_1 = 1 \), measured in units of \( f \), the hopping rate along the filament.

of trajectories take the process to completion, but they do much faster than average. Overall, we find that sequential binding model results in more precise timings compared to the random binding model.

2. Distribution of the completion time

Here we demonstrate the full distribution of \( T_{\text{comp}} \), which is obtained by taking the inverse Laplace transform of the expression in (3) (see Appendices B1 and D).

Fig. 9 (a-c) show \( f_{\text{comp}}(t) \) for sequential and random binding models, indicated by the subscript “seq” and “ran”. All graphs display \( f_{\text{comp}}(t) \) as a function of \( t \), for \( w = 4, 8, 16 \) and \( b_s/u_s = 2.5, 1, 0.625 \), where different \( b_s/u_s \) values are color coded. Note that time axes are logarithmically scaled and cover a broad range containing 4 to 6 decades. Looking at (a), we see that \( f_{\text{comp}}(t) \) has a bell-shaped form, whose peak increases with \( w \) as one would expect. We observe that the distribution is most widely spread around its peak when \( b_s/u_s = 1 \). This is consistent with the CV shown in Fig. 8, for \( w \gg 2 \), where CV for sequential binding attains its maximum at \( b_s/u_s = 1 \), and decreases for other values, implying a narrower distribution. In (b), identical parameter values are used to plot \( f_{\text{comp}}(t) \) for random binding. This time, we note that the distribution gets spread over a wide range of \( t \) much quicker with increasing \( w \). To better visualize this case, we display the same data on logarithmically scaled axes in (c). We immediately note that the curves for \( w = 16 \) are now clearly visible, and that the distribution becomes significantly uniform over a broad range of \( t \) values as \( w \) increases (for instance, \( f_{\text{comp}}(t) \) for \( w = 16 \) attains the value \( \approx 10^{-3} \) over a range \( \approx 10^4 \), implying that almost all of the probability is contained in the plateau). This behavior is also in agreement with the results obtained in Fig. 8, where CV for random binding approaches 1 with increasing \( w \), indicating that the distribution remains well-spread over a range of \( t \) that grows with \( \mu_{\text{comp}} \).

FIG. 9. Distribution of the completion time for different values of the total number of molecules and the ratio \( b_s/u_s \). Parameter values are: \( \gamma = 0.1, b_1 = 2, b_s = 0.25, \) and \( u_1 = 1 \), measured in units of \( f \), the hopping rate along the filament.
C. Residence time in an interval

Using techniques of single molecule microscopy, it is possible to directly observe trajectories of individual molecules, especially in one and two dimensions. Analyzing trajectories that exhibit binding and unbinding events, one can extract useful information about reaction kinetics at the molecular level [10, 11]. Nevertheless, this almost always requires fitting a model to the data.

If a labeling method can be developed to directly observe the completion time of a molecular complex, model predictions presented so far can be used to fit experimental data and extract kinetic parameters. Nevertheless, this would be a challenging task. More often than not, there is uncertainty in the number of molecules in the complex as well as in determining which molecule(s) would best characterize the completion of the complex.

In this section, we present model predictions for the amount of time the seed spends in an interval of length $2r$ centered around the target site, given it is initially bound. We refer to this time as the residence time, which is also the first-passage time of the seed at a distance $r$ from the target site. Although the information contained in the residence time is more indirect compared with the first-passage time increases in extent, it becomes more and more difficult to learn about the molecular mechanism of assembly, as those details are washed out due to averaging.

One possible way of directly observing the residence time could be achieved by employing nano-materials such as DNA origami frames. Two-dimensional frames made up of DNA that contain a stretched filament can be observed with atomic force microscopy as well as light microscopy [12]. This allows making measurements in a virtually 2-D space such that the seed molecule would not go out of focus while it is bound to the filament.

To calculate the distribution of the residence time, denoted by $f_{\text{res}}(t)$, we consider the limit $\kappa \to \infty$ in the model illustrated in Fig. 2, which amounts to placing perfectly absorbing boundaries at $m = -r$ and $r$. Supposing that the seed molecule does not dissociate, we can calculate the first-passage time at site $-r$ or $r$, from the knowledge of $P_m(t)$ and $Q_r(t)$. Details of the calculation are presented in Appendix C.

Fig. 10 shows $f_{\text{res}}(t)$ as a function of $t$ for sequential (a) and random (b) binding models, for the first few values of $w$. We observe that the profile of $f_{\text{res}}(t)$ contains useful information about the binding model at smaller values of $r$. When the interval in which the residence time increases in extent, it becomes more and more difficult to learn about the molecular mechanism of assembly, as those details are washed out due to averaging.

Formulas for the mean and variance of $f_{\text{res}}(t)$ for the first few $w$ are given in Appendix C.

D. When multiple seed molecules are present

We expect the medium to contain multiple seed molecules undergoing facilitated diffusion such that the overall rate of completion depends on how frequently a new seed molecule binds to the target site. By a new molecule, we mean any molecule except the one that has not dissociated from the filament after becoming unbound at the target site (following an incomplete assembly). When the concentration of the seed molecules is low, competition among different molecules for the target site is approximately negligible. In this case, arrival of new molecules at the first bound state can be approximated by a Poisson process, where the time until arrival is distributed exponentially. In other words, the system attempts to complete the assembly process at constant rate.

Let $f_{\text{arr}}(t)$ and $f_{\text{dis}}(t)$ be distributions of the first ar-
rival time, $T_{\text{arr}}$, of a new seed at the first bound state, and the first dissociation time, $T'_{\text{dis}}$, of a seed that was initially bound provided that the process did not complete before it became unbound (hence the prime).

Suppose that initially there are no molecules in the vicinity of the target site. After a time $T_{\text{arr}}$, we expect a molecule to become bound, which would lead to completion with probability $P_{\text{comp}}$ after a time $T_{\text{comp}}$, or to dissociation without completion with probability $1 - P_{\text{comp}}$, after time $T'_{\text{dis}}$. If we call this an attempt, then we can formulate the distribution of the first completion time in terms of the number of attempts that lead to the completion of the process. Note that this requires $T'_{\text{dis}} \ll T_{\text{arr}}$, implying that binding of a new molecule while another has not yet dissociated from the filament is unlikely.

Let $g_{\text{comp}}(t)$ be the distribution of the completion time when the assumption above holds. We can express $g_{\text{comp}}(t)$ as

$$
g_{\text{comp}}(t) = P_{\text{comp}} [f_{\text{arr}} * f_{\text{comp}}] + (1 - P_{\text{comp}}) P_{\text{comp}} [f_{\text{arr}} * f'_{\text{dis}} * f_{\text{arr}} * f_{\text{comp}}] + (1 - P_{\text{comp}})(1 - P_{\text{comp}}) P_{\text{comp}} \times [f_{\text{arr}} * f'_{\text{dis}} * f_{\text{arr}} * f'_{\text{dis}} * f_{\text{arr}} * f_{\text{comp}}] + \cdots ,$$

where * denotes convolution, that is, $f * g = \int_0^t ds f(t - s)g(s)$. In (6), the first, second and third terms correspond to the probability that the process is completed after the first, second and third attempt, multiplied by the distribution of the time each route takes. Taking the Laplace transform of (6), thereby converting convolutions into products, we obtain

$$
\tilde{g}_{\text{comp}}(\epsilon) = \frac{P_{\text{comp}} \tilde{f}_{\text{comp}}}{(1 - P_{\text{comp}}) f'_{\text{dis}}} \sum_{n=1}^\infty \left[ (1 - P_{\text{comp}}) \tilde{f}_{\text{arr}} \tilde{f}_{\text{dis}} \right]^n = \frac{P_{\text{comp}} \tilde{f}_{\text{arr}} \tilde{f}_{\text{comp}}}{1 - (1 - P_{\text{comp}}) \tilde{f}_{\text{arr}} f'_{\text{dis}}},
$$

where we assumed the convergence of the geometric sum, which certainly holds as $\epsilon \to 0$, since $0 \leq P_{\text{comp}} \leq 1$, and $\tilde{f}_{\text{arr}}$ and $\tilde{f}'_{\text{dis}}$ are Laplace transforms of normalized probability distributions.

Since we assume that the arrival of a new seed is a Poisson process, we have $f_{\text{arr}}(t) = \alpha e^{-\alpha t}$, where $\alpha$ is a function of the 3-D diffusion coefficient as well as the unspecific binding/unbinding rates between the seed and the filaments. The distribution $f'_{\text{dis}}(t)$ can be calculated from $P_{n}(t)$ and $Q_{n}(t)$ as described in detail in Appendix B2 [see (B12)].

We can then calculate the mean completion time, starting from the state where no seed is bound, as

$$
\langle T_{\text{comp}} \rangle = - \lim_{\epsilon \to 0} \frac{d \tilde{g}_{\text{comp}}}{d \epsilon},
$$

which follows from (5). Substituting (7) into the equation above and performing the limit, we get

$$
\langle T_{\text{comp}} \rangle = \mu_{\text{arr}} + \mu_{\text{comp}} + \left( 1 - \frac{P_{\text{comp}}}{P_{\text{comp}}} \right) (\mu_{\text{arr}} + \mu_{\text{dis}}'),
$$

where $\mu_{\text{arr}} = \alpha^{-1}$. If the complex disappears from the system, then we can estimate the rate of formation as

$$
k_{\text{comp}} = \frac{1}{\langle T_{\text{comp}} \rangle}.
$$

We note that the theory developed by Berg et al. [6] can be used to approximate the association rate $\alpha$ as a function of parameters characterizing the whole system, including the 3-D diffusion coefficient and the ratio of the average inter-filament distance to filament radius.

### IV. DISCUSSION

While the model we consider here is appealing for artificial systems where, for instance, stretched out DNA filaments are placed in nano-engineered structures [12, 13], applicability of the model to the formation of the transcription complex in vivo depends on the validity of two key assumptions. First, the DNA is assumed to be a 1-D filament in the vicinity of a target site (a regulatory sequence of a gene). If the dissociation rate $\gamma$ is much larger than the hop rate $f$, this assumption is more likely to hold, since the seed would not be able to explore a large section of the filament at a time. We should note that DNA can be packed inside cells in a highly organized manner; it could be condensed by proteins in bacteria, and is organized in chromosomes in eukaryotic cells [1]. In eukaryotic cells, before transcription of a gene begins, structure of the DNA around the regulatory region of the gene loosens up such that transcription factors can directly bind to the base pairs. How well this loosened up section of the chromatin can be approximated by a filament should eventually be verified by experiments in vivo. Second, we assume that the hopping rate along the DNA is uniform. Nevertheless, recent studies showed that DNA-binding molecules can act like “road blocks” that can hinder the 1-D diffusion of transcription factors [14]. In the presence of molecules that act as road blocks as well as non-uniformity in the rate of diffusion along different sections of the DNA due to other reasons, the model considered here may underestimate, for instance, the variance and higher moments of the completion time distribution. To improve on this point, one can use a more involved model of diffusion in 1-D, allowing for random transition rates, and permeable barriers [15–18], and results derived for transport in random environments [19, 20].

One aspect of the assembly process that we have not investigated is the presence of cooperativity in binding rates. As in many biochemical processes, binding and unbinding of auxiliary molecules can be cooperative, for
instance, if the unbinding rate of an auxiliary molecule depends on the number of already bound molecules. This could significantly alter the stability of the molecular complex being formed, as well as the completion times [9].

In Section III C we presented the model prediction for the time it takes for a seed to escape from an interval around the target site. Single molecule observations can be performed by tagging multiple molecules and can be sophisticated enough to provide direct information about molecular interactions (for a review on multiple experimental methods, see, for instance, ref. [3]). Nevertheless, in the most basic setting, assuming that the seed molecule can be tracked, the dissociation time and the residence time for the seed can be directly accessed, providing evidence for performing model selection.

Exact results obtained in this work are for a single seed and a target site. In Section III D, we provided a result for the case where multiple seed molecules are present at a low concentration. When the concentration of seed molecules becomes higher and higher, binding of a new molecule before the one that has just left the target site dissociates from the filament becomes increasingly more likely. This would render (6) a poor approximation to the reaction kinetics along with the results derived from it.

A key factor that determines the efficiency of search for target sites via facilitated diffusion is the relative affinity of the seed to unspecific sites on the DNA compared with that to the target site. It is worthwhile to note that this point becomes even more significant when one accounts for the degradation of DNA-binding molecules [21]. In our model, the seed hops between all adjacent sites, including the target site, at the rate $f$, and in all of the plots we choose $b_1 = 2f$, implying that binding to the target site happens at only twice the rate at which the seed hops between any two sites. Therefore, results illustrated here correspond to the case where the target site is not strongly “sticky”. Note that this is consistent with experimental findings showing that the probability of binding at the first encounter is not necessarily close to 1 [5].

Apart from its biological significance, formation of the transcription complex is also an interesting example as a chemical reaction network that produces an aggregate, where the spatio-temporal distribution of molecules is also significant. Connectivity of a network of chemical reactions can significantly affect the temporal behavior of the output, which may however, diminish as the size of the network or number of reaction steps increases, allowing for a generally applicable theoretical approach [22]. Complementary to the connectivity of a reaction network, distribution of reactants in space affects the kinetics. An example for this is the rebinding effect in enzymatic reactions, where an enzyme that has just dissociated from a substrate can quickly rebind the same substrate [23]. The consequences are that the effective concentration of the enzyme is higher than average in a short interval of time, boosting the effective reaction rate, and that the amount of time between reaction events is not exponentially distributed.

V. SUMMARY AND CONCLUSIONS

In this work, we presented a model and its analytic solution for the formation of an assembly on a filament. The process is driven by seed molecules that undergo facilitated diffusion, which consists of 3-D diffusion interrupted by episodes where a molecule associates with a filament and undergoes 1-D diffusion in search of a target site. Once the seed molecule becomes bound to the target site, a number of auxiliary molecules can reversibly bind, forcing the seed to stay bound, until an assembly of a given size forms. We believe that including spatial degrees of freedom and accounting for the effect of facilitated diffusion is the major contribution of this study to the existing body of work on the kinetics of aggregation.

Two quantities were used to characterize the process: 1) the probability that the assembly completely forms and 2) the time it takes for the process to complete; once a seed molecule becomes bound and does not have a chance to dissociate from the filament. Mathematical expressions for these quantities are given in (1) and (3), respectively.

Similar to previous studies (see, for instance, [9] and [24], where the latter has an experimental component), we found that the order in which auxiliary molecules bind would matter, and compared two different models where auxiliary molecules bind in a strictly sequential order and in completely random order.

The findings indicate that the probability of completion is greater for random binding than it is for sequential binding (see Figs. 4 and 5). Interestingly, in random binding, when the unbinding rates of auxiliary molecules are relatively larger than their binding rates, there can be an optimal size for the complex for which the chances of completion is maximal (see Fig. 4). While the probability of completion seem to favor the random binding model, one finds the opposite when the completion time is considered, when the complex contains much more than a few molecules. Calculating the completion time distribution for the two models, we found that the mean completion time grows exponentially with the size of the complex for the random binding model, while it grows as a power-law or slower for the sequential binding model (see Fig. 7). In addition, completion time is much more broadly distributed for random binding compared to that in sequential binding (see Figs. 8 and 9).

Therefore, there is a trade off between the probability of completion and the completion time, and an optimal strategy may consist of an hybrid model, where the first few molecules bind in random order to stabilize the forming complex, and the rest of the molecules bind sequentially to reduce the completion time, ensuring that it does not scale exponentially with the number of molecules in the complex.
We note that a previous study by D’Orsogna and Chou [9] employed a similar model, although in a different context (ligand-receptor binding) and without spatial extent, and found that random binding results in faster mean completion times compared with sequential binding, except when \( b_u/u_s \approx 1 \), in the absence of any cooperativity. Our findings are consistent with this result up to a certain value of \( w \), which grows with \( b_u/u_s \), as seen in Fig. 7 (b). We also would like to point out that the presence of diffusive states and the possibility of dissociation significantly affects the behavior of \( P_{\text{comp}} \).

Facilitated diffusion enhances the probability of completion by increasing the chances for the seed molecule to quickly rebind to the target site even if becomes unbound before the process completes. We quantified the amount of enhancement by deriving a formula for it as a function of all model parameters [see (2)]. Inside the parameter range considered here, facilitated diffusion is found to enhance the completion probability more strongly for the sequential binding model compared with the random binding model (see Fig. 6).

Our results are relevant for the case where the concentration of seed molecules are sufficiently low so that the competition for the target site is negligible. Under this assumption, we also provided an approximate analytic expression for the Laplace transform of the completion time distribution for multiple seed molecules.

Lastly, we provided model predictions for two quantities that can be measured in single molecule tracking experiments: distribution of the time at which a seed molecule dissociates from the filament, and the residence time of a seed molecule in an interval containing the target site. Although these two observables do not provide enough information to infer model parameters uniquely, they can be useful in determining which molecular mechanism is driving the assembly (see Fig. 10 for a basic demonstration). Recent experimental studies on the kinetics of formation of the transcription initiation complex aim to test competing hypotheses of sequential and random binding. In this respect, model predictions, in conjunction with cutting edge experimental methods, are useful for revealing the dynamics of mesoscopic systems.
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**Appendix A: Master equation and its solution**

In this section we present the mathematical formulation of the model illustrated in Fig. 2 in terms of a set of master equations, and its solution.

We model the seed molecule as a random walker hopping between nearest neighboring sites in a 1-D lattice (see Fig. 2). When the random walker occupies the site \( m = 0 \), it can transition to a bound state at rate \( b_1 \). We consider a total number of \( w \) bound states, each of which are accessible in a sequential manner, e.g. a stack of bound states. Among the bound states, the rate of transition from state \( i \) to \( i + 1 \) is denoted by \( u_i \). When the random walker occupies the first bound state, it becomes unbound at rate \( u_1 \) and returns to the lattice. Note that \( b_i \) and \( u_i \) characterize the rate of going deeper and shallower in the stack of bound states, respectively.

Let \( P_m(t) \) denote the probability of finding the random walker unbound at site \( m \) and \( Q_i(t) \) be the probability that it is in the \( i^{th} \) bound state. The master equations that govern these probabilities are given by

\[
\frac{dP_m}{dt} = f (P_{m-1} + P_{m+1} - 2P_m) - \gamma P_m + \left[ \delta_{m_0} (-b_1 P_0 + u_1 Q_1) - \kappa (\delta_{m-r} + \delta_{m,r}) P_m \right],
\]  

where \( \kappa \) is a parameter that adjusts the strength of an absorbing boundary at \(-r\) and \(r\), and

\[
\begin{align*}
\frac{dQ_1}{dt} &= b_1 P_0 - (u_1 + b_2) Q_1 + u_2 Q_2, \\
\frac{dQ_2}{dt} &= b_2 Q_1 - (u_2 + b_3) Q_2 + u_3 Q_3,
\end{align*}
\]

\[
\begin{align*}
&... \\
\frac{dQ_{w-1}}{dt} &= b_{w-1} Q_{w-2} - (u_{w-1} + b_w) Q_{w-1} + u_w Q_w, \\
\frac{dQ_w}{dt} &= b_w Q_{w-1} - u_w Q_w.
\end{align*}
\]
We start with the solution for $P_m(t)$. Let us denote by $\varphi_{m-n}(t)$, the solution of (A1) with the initial condition $P_m(0) = \delta_{m,n}$, when the terms inside the square brackets are set to zero, which corresponds to random walk in an infinite lattice where the random walker disappears at rate $\gamma$. Using Laplace and discrete Fourier transforms to convert differential equations to algebraic equations, $\varphi_{m-n}(t)$ can be obtained as

$$\varphi_{m-n}(t) = e^{-(2f+\gamma)t}I_{m-n}(2ft),$$

where $I_{m}(t)$ denotes modified Bessel function of the first kind [25]. The Laplace transform of (A3) is given by (see ref. [26] pp. 75)

$$\mathcal{L}\{e^{-at}I_{\nu}(bt)\} = \frac{[(\epsilon + a + b)^{1/2} - (\epsilon + a - b)^{1/2}]^{2\nu}}{(2b)^{\nu}[(\epsilon + a)^2 - b^2]^{1/2}},$$

(A4)

where, Re[\nu] > -1, Re[\epsilon] > \max\{Re[b - a], -Re[b + a]\} and $\mathcal{L}$ denotes the Laplace transform defined in (4) with $\epsilon$ as the Laplace variable. Throughout the text, we use tildes (\(~\)) to denote Laplace transformed variables. To obtain the full solution of (A1), we note that it is a first order linear differential equation, which allows us to express its solution as

$$P_m = \sum_n P_n(0)\varphi_{m-n} + \int_0^t ds \sum_n \varphi_{m-n}(t-s)\left[\cdots\right](n,s),$$

(A5)

where $\left[\cdots\right](n,s)$ corresponds to the expression in square brackets on the right hand of (A1), as a function of $n$ and $s$. Note that we need to express $Q_1$ in terms of $P_0$ in order to obtain a closed equation for $P_m$’s. To achieve this, we formally solve the system of equations given in (A2) for an initial condition where the first bound state is occupied with probability $Q_1(0)$ and all other bound states are initially unoccupied, that is, $Q_i(0) = 0$ for $i > 1$. Taking the Laplace transform of the system in (A2), and solving recursively, we find

$$\bar{Q}_w = \bar{Q}_{w-1} \frac{b_w}{\epsilon + u_w},$$

$$\bar{Q}_{w-1} = \bar{Q}_{w-2} \frac{b_{w-1}}{\epsilon + u_{w-1} + b_w - \frac{u_w b_w}{\epsilon + u_w}},$$

$$\bar{Q}_{w-2} = \bar{Q}_{w-3} \frac{b_{w-2}}{\epsilon + u_{w-2} + b_{w-1} - \frac{u_{w-1} b_{w-1}}{\epsilon + u_{w-1} + b_w - \frac{u_w b_w}{\epsilon + u_w}}},$$

$$\vdots$$

Note that we readily have

$$\bar{Q}_2 = \bar{Q}_1 \frac{b_2}{\epsilon + u_2},$$

(A6)

which can be substituted in the Laplace transform of the first equation in (A2) to obtain an equation that only involves $\bar{Q}_1$ and $\bar{P}_0$, whose solution is

$$\bar{Q}_1 = \frac{Q_1(0) + b_1 \bar{P}_0}{\epsilon + u_1 + b_2 + K_2(w)u_2},$$

(A7)
where \( K_j(w) \) is defined as

\[
K_i(w) = \frac{1 \cdots \frac{(-u_j b_j)}{(\epsilon + u_j + b_{j+1})}}{u_i + b_{i+1} - \frac{u_{i+1} b_{i+1}}{u_i + u_{i+1} + b_{i+2} - \frac{u_{i+2} b_{i+2}}{\epsilon + u_{i+2} + b_{i+3} - \frac{u_{i+3} b_{i+3}}{\epsilon + u_{i+3} + b_{i+4} - \cdots}}}}
\]

\[= \frac{b_i}{\epsilon + u_i + b_{i+1} - \frac{u_{i+1} b_{i+1}}{u_i + u_{i+1} + b_{i+2} - \frac{u_{i+2} b_{i+2}}{\epsilon + u_{i+2} + b_{i+3} - \frac{u_{i+3} b_{i+3}}{\epsilon + u_{i+3} + b_{i+4} - \cdots}}}}
\]

\[= \frac{b_i}{\epsilon + u_i + b_{i+1} - \frac{u_{i+1} b_{i+1}}{u_i + u_{i+1} + b_{i+2} - \frac{u_{i+2} b_{i+2}}{\epsilon + u_{i+2} + b_{i+3} - \frac{u_{i+3} b_{i+3}}{\epsilon + u_{i+3} + b_{i+4} - \cdots}}}}
\]

Note that in the limit \( \epsilon \to 0 \), we have

\[
\lim_{\epsilon \to 0} K_i(w) = -\frac{b_i}{u_i}
\]

Combining all these, we observe that the solution for \( \tilde{Q}_i \) can be compactly written as

\[
\tilde{Q}_i = (-1)^{i-1} \tilde{Q}_1 \prod_{j=2}^i K_j(w),
\]

for \( i \geq 2 \). For \( w \geq 2 \), the total probability of being bound is given by

\[
\sum_{i=1}^w \tilde{Q}_i = [1 - K_2 (1 - K_3 (\cdots - K_{w-1} (1 - K_w) \cdots))] \tilde{Q}_1,
\]

which is obtained by summing up (A10) and rearranging terms in the summation (the argument \( w \) of \( K_i(w) \) is omitted for brevity in notation). When there is only a single bound state, that is, \( w = 1 \), the probability of being bound is simply equal to \( Q_1 \).

Taking the Laplace transform of (A5), we can obtain an algebraic equation for \( \tilde{P}_m \) in terms of the probabilities \( \tilde{P}_{-r}, \tilde{P}_0 \) and \( \tilde{P}_r \), which reads

\[
\tilde{P}_m = \Sigma'_m - b'_m - \kappa \tilde{\varphi}_m \tilde{P}_{-r} - \kappa \tilde{\varphi}_{m-r} \tilde{P}_r,
\]

where we defined

\[
\Sigma'_m = \Sigma_m + \frac{u_1 Q_1(0)}{\epsilon + u_1 + b_2 + K_2(w) u_2} \tilde{\varphi}_m,
\]

\[
\Sigma_m = \sum_n P_n(0) \tilde{\varphi}_{m-n},
\]

\[
b'_m = \left(1 - \frac{u_1}{\epsilon + u_1 + b_2 + K_2(w) u_2}\right) b_1 \tilde{\varphi}_m.
\]

Substituting \( m = -r, 0, \) and \( r \) in (A5), we then obtain the following system of linear equations

\[
\begin{bmatrix}
1 + \kappa \tilde{\varphi}_0 & b'_{-r} & \kappa \tilde{\varphi}_{-2r} \\
\kappa \tilde{\varphi}_r & 1 + b'_0 & \kappa \tilde{\varphi}_{-r} \\
\kappa \tilde{\varphi}_{2r} & \kappa \tilde{\varphi}_{r} & 1 + \kappa \tilde{\varphi}_0
\end{bmatrix}
\begin{bmatrix}
\tilde{P}_{-r} \\
\tilde{P}_0 \\
\tilde{P}_r
\end{bmatrix}
= \begin{bmatrix}
\Sigma'_{-r} \\
\Sigma'_0 \\
\Sigma'_r
\end{bmatrix},
\]

which can be solved for \( \tilde{P}_{-r}, \tilde{P}_0, \) and \( \tilde{P}_r \) to complete the whole solution.

**Appendix B: Probability of completion, first completion and dissociation time distributions**

In this section, we outline the calculation of the probability of completion before dissociation from the filament, the first completion time given completion precedes dissociation, and the dissociation time, all for a random walker
that is initially occupying the first bound state. The appropriate limit in \((A1)\) is \(\kappa \to 0\). The full solution for \(\tilde{P}_m\) is obtained by solving the system of equations in \((A13)\) and substituting the resulting expressions in \((A12)\). The explicit solution is given by

\[
P_m(\epsilon) = \Sigma_m + \frac{\tilde{\varphi}_m \left[ u_1 Q_1(0) - b_1 \Sigma_0(\epsilon + b_2 + K_2u_2) \right]}{u_1 + (1 + b_1 \tilde{\varphi}_0)(\epsilon + b_2 + K_2(w)u_2)}.
\]  

\[(B1)\]

When there is a single bound state, \((B1)\) reduces to

\[
P_m(\epsilon) = \Sigma_m + \tilde{\varphi}_m \left[ u_1 Q_1(0) - \epsilon b_1 \Sigma_0 \right] \frac{u_1 + \epsilon (1 + b_1 \tilde{\varphi}_0)}{u_1 + \epsilon (1 + b_1 \tilde{\varphi}_0)}.
\]

Note that the expressions above hold for all initial conditions, described by \(\Sigma_m\) and \(Q_1(0)\). We consider the case where the random walker is initially occupying the first bound state, that is, \(\Sigma_m = 0\) and \(Q_1(0) = 1\).

1. Probability of completion and the completion time distribution

When the system transitions into the final bound state \(w\), we call the process complete. We can calculate the probability of completion and the first completion time by setting \(u_w\), the rate of leaving the final bound state, to zero and finding out the probability \(\tilde{Q}_w\). With this choice, system trajectories that arrive at the final bound state cannot leave, and the distribution of first completion times can be written as

\[
f_{\text{comp}}(t) = \frac{1}{P_{\text{comp}}} \frac{dQ_w}{dt},
\]

\[(B2)\]

where \(P_{\text{comp}}\) is the probability of completion, acting as a normalization constant. In Laplace domain, we have

\[
\tilde{f}_{\text{comp}}(\epsilon) = \frac{\epsilon \tilde{Q}_w(\epsilon)}{P_{\text{comp}}},
\]

\[(B3)\]

since \(Q_w(0) = 0\).

\(P_{\text{comp}}\) is the probability of occupancy of state \(w\) in the long time limit. Therefore, we have \(P_{\text{comp}} = Q_w(t \to \infty)\). To find \(P_{\text{comp}}\) we first calculate \(\tilde{Q}_w\) from \((A10)\). Then, using the limit theorem for the Laplace transform, \(\lim_{t \to \infty} f(t) = \lim_{\epsilon \to 0} \epsilon f(\epsilon)\), we obtain the explicit result

\[
P_{\text{comp}} = \frac{1}{1 + \lambda(w)/(1 + \beta)},
\]

\[(B4)\]

where

\[
\beta = b_1 / \sqrt{\gamma(\gamma + 4f)},
\]

\[(B5)\]

\[
\lambda(w) = [\pi_b(2; w)]^{-1} u_1 (\pi_b(3; w) + u_2 (\pi_b(4; w) + \cdots + u_{w-2} (\pi_b(w; w) + u_{w-1} \cdots)),
\]

\[(B6)\]

\[
\pi_b(i; w) = \prod_{k=i}^{w} b_k.
\]

\[(B7)\]

Note that \(w \geq 2\) and \(\lambda(2) = u_1\).

The Laplace transform of the first completion time valid for \(w \geq 2\) is obtained from \((B3)\), and is explicitly given by

\[
\tilde{f}_{\text{comp}}(\epsilon) = \frac{(-1)^{w-1}}{P_{\text{comp}}} \left( \prod_{i=2}^{w} K_i(w) \right) \left( \frac{\epsilon}{\epsilon + b_2 + u_1 \alpha(\epsilon) + (\alpha(\epsilon) + b_1 + u_2 K_2(w))} \right) \bigg|_{u_w=0},
\]

where \(\alpha(\epsilon) = \sqrt{\gamma + \epsilon}(\gamma + 4f + \epsilon)\), and \(K_i(w)\) is defined in \((A8)\).
2. Dissociation time distribution

We denote the distribution of the dissociation time by $f_{\text{dis}}(t)$. The molecule is allowed to visit any state any number of times; therefore, we do not have the restriction $u_w = 0$ that we did in the calculation for the completion time. In this respect, $f_{\text{dis}}(t)$ is not a conditional distribution, unlike $f_{\text{comp}}(t)$. The distribution of the first dissociation time can formally be written as

$$f_{\text{dis}}(t) = \frac{d}{dt} \left( \sum_m P_m(t) + \sum_i Q_i(t) \right),$$

(B8)

where the quantity inside the parentheses is the survival probability, the probability that the random walker is still diffusing in the lattice, or the system is in any of the bound states. In the Laplace domain, this expression becomes

$$\tilde{f}_{\text{dis}}(\epsilon) = 1 - \epsilon \left( \sum_m \tilde{P}_m + \sum_i \tilde{Q}_i \right).$$

(B9)

The probability of being at any lattice site can be obtained by substituting $\tilde{\varphi}_m(\epsilon)$ and summing over $m$

$$\sum_m \tilde{P}_m(\epsilon) = \frac{u_1 (\alpha + \gamma + 4f + \epsilon)}{(\alpha + \gamma + \epsilon) [(\alpha + b_1) (\epsilon + b_2 + u_2 K_2(w)) + u_1 \alpha]}.$$

(B10)

Combining this with (A11), the explicit form of the dissociation time is obtained as

$$\tilde{f}_{\text{dis}}(\epsilon) = 1 - \frac{\epsilon \left( u_1 (4f + \gamma + \epsilon + \alpha(\epsilon) + \Lambda_w((\gamma + \epsilon)b_1 + (\gamma + \epsilon + b_1) \alpha(\epsilon) + \alpha(\epsilon)^2) \right)}{(\gamma + \epsilon + \alpha(\epsilon)) (b_1 (\epsilon + b_2) + (\epsilon + b_2 + u_1) \alpha(\epsilon) + K_2(w)u_2 (b_1 + \alpha(\epsilon)))},$$

(B11)

where $\Lambda_w$ is equal to the quantity in the square brackets on the right hand side of (A11).

In order to obtain the distribution of dissociation time given the process never reaches completion before dissociation, which we denoted by $f'_{\text{dis}}(t)$ in Section III D, we take the limit $b_w \to 0$ in (B11), defining

$$f'_{\text{dis}}(t) = \lim_{b_w \to 0} f_{\text{dis}}(t).$$

(B12)

Appendix C: Residence time distribution

In this section, we are concerned with the case where the random walker is initially occupying the first bound state and can be absorbed if it travels far enough from the binding site. We consider the residence time of the random walker in a symmetric interval centered around the target site, given the walker does not dissociate from the lattice before exiting this interval. To calculate the residence time (equivalently, the first exit or escape time), we consider (A1) in the limit $\kappa \to \infty$ and $\gamma \to 0$, which amounts to placing perfectly absorbing boundaries at $m = -r$ and $r$, and eliminating the possibility of dissociation from the lattice.

After solving for $\tilde{P}_m$ using the same method presented in the previous sections, the Laplace transform of the residence time distribution, which we denote by $\tilde{f}_{\text{res}}(\epsilon)$, is then found by using (B9). The probability of finding the molecule in the unbound state is obtained by summing $\tilde{P}_m$ over all lattice sites, resulting in

$$\sum_m P_m = \frac{u_1 (4f + \epsilon + \delta(\epsilon)) (- (2f)^r + (2f + \epsilon + \delta(\epsilon)) r)^2}{(\epsilon + \delta(\epsilon)) (u_1 ((2f)^{2r} + \beta(\epsilon)) \delta(\epsilon) - (\epsilon + b_2 + u_2 K_2(w)) ((2f)^{2r} (b_1 - \delta(\epsilon)) - \beta(\epsilon) (b_1 + \delta(\epsilon)))}$$

where $\beta(\epsilon) = \left( \sqrt{\epsilon(4f + \epsilon)} + 2f + \epsilon \right)^{2r}$ and $\delta(\epsilon) = \sqrt{\epsilon(4f + \epsilon)}$. The probability of being in any bound state is given by the sum in (A11). Substituting these two sums in (B9) and performing the algebra, we obtain

$$\tilde{f}_{\text{res}}(\epsilon) = 1 - \frac{\epsilon \left( u_1 (4f + \epsilon + \delta(\epsilon)) ((2f)^r - (2f + \epsilon + \delta(\epsilon)) r)^2 + \Lambda_w(\epsilon + \delta(\epsilon)) ((2f)^{2r} (-b_1 + \delta(\epsilon)) + \beta(\epsilon) (b_1 + \delta(\epsilon))) \right)}{(\epsilon + \delta(\epsilon)) (u_1 ((2f)^{2r} + \beta(\epsilon)) \delta(\epsilon) + (\epsilon + b_2 + u_2 K_2(w)) ((2f)^{2r} (-b_1 + \delta(\epsilon)) + \beta(\epsilon) (b_1 + \delta(\epsilon)))},$$

where...
where $\Lambda_w$ is equal to the quantity in the square brackets on the right hand side of (A11). We denote the residency time as $T_{\text{res}}$. The moments of $T_{\text{res}}$ can be calculated from

$$
\langle T_{\text{res}}^n \rangle = (-1)^n \lim_{\epsilon \to 0} \frac{d^n \tilde{f}_{\text{res}}}{d\epsilon^n}.
$$

(C1)

The mean and variance of $T_{\text{res}}$, normalized by $f^{-1}$ and $f^{-2}$ respectively, for the first few values of $w$ are given by

$w = 1$ :

$$
\mu_{\text{res}} = \frac{1}{2} \left( r^2 + \frac{2 + rb_1}{u_1} \right),
$$

$$
\sigma^2_{\text{res}} = \frac{3(2 + rb_1)^2 + 2(r + 2r^3)b_1u_1 + r^2\left(1 + 2r^2\right)u_1^2}{12u_1^2},
$$

$w = 2$ :

$$
\mu_{\text{res}} = \frac{1}{2} \left[ r^2 + \frac{(2 + rb_1)\left(1 + \frac{b_2}{u_2}\right)}{u_1} \right],
$$

$$
\sigma^2_{\text{res}} = \left(12u_1^2u_2^2\right)^{-1}\left[3(2 + rb_1)^2b_2^2 + (3(2 + rb_1)^2 + 2(r + 2r^3)b_1u_1 + r^2\left(1 + 2r^2\right)u_1^2)u_2^2 + 2b_2\left(3(2 + rb_1)^2u_2 + u_1(12 + rb_1\left(6 + u_2 + 2r^2u_2\right))\right)\right],
$$

$w = 3$ :

$$
\mu_{\text{res}} = \frac{1}{2} \left[ r^2 + \frac{(2 + rb_1)\left(1 + \frac{b_2(b_3 + u_3)}{u_2u_3}\right)}{u_1} \right],
$$

$$
\sigma^2_{\text{res}} = \left(12u_1^2u_2^2u_3^2\right)^{-1}\left[3(2 + rb_1)^2 + 2(r + 2r^3)b_1u_1 + r^2\left(1 + 2r^2\right)u_1^2\right]u_2^2u_3^2 + 3(2 + rb_1)^2b_2^2(b_3 + u_3)^2

+ 2b_2\left(6(2 + rb_1)b_3u_1(b_3 + u_2) + b_3\left(3(2 + rb_1)^2u_2 + u_1(24 + rb_1\left(12 + u_2 + 2r^2u_2\right))\right)\right)u_3

+ (3(2 + rb_1)^2u_2 + u_1(12 + rb_1\left(6 + u_2 + 2r^2u_2\right)))u_3^2\right],
$$

where $r$ is considered dimensionless, an integer corresponding to the number of lattice sites from the target site.

**Appendix D: Numerical inverse Laplace transform**

Based on previous experience, we pick the Gaver-Steinhaeus method [27, 28] for the numerical inversion of Laplace transforms, which only requires the evaluation of the transformed function at real values of the Laplace variable and is suitable for bounded functions such as first-passage time distributions. We employ the algorithm described by Abate and Whitt [29] to approximate the inverse Laplace transform of $f(\epsilon)$ as

$$f(t) = \frac{\ln 2}{t} \sum_{k=1}^{2M} w_k \tilde{f}(k \frac{\ln 2}{t}),
$$

$$w_k = (-1)^{M+k} \sum_{j=\min(k,M)}^{\min(k+1,M)} \frac{j^{M+1} 2^j}{(j!)^2(M-j)!((2j-k)!(k-j)!)} .
$$

where $M$ is a positive integer and $\lfloor (k+1)/2 \rfloor$ means the largest integer less than or equal to $(k+1)/2$. The number $M$ is chosen based on the available numerical precision, and according to the estimate provided in ref. [29], the result has around $2.2M$ digits of precision.
