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Abstract
This article in the journal Gruppe. Interaktion. Organisation. (GIO) introduces sociodigital self-comparisons (SDSC) as individual evaluations of own abilities in comparison to the knowledge and skills of a cooperating digital actor in a group. SDSC provide a complementary perspective for the acceptance and evaluation of human-robot interaction (HRI). As social robots enter the workplace, in addition to human-human comparisons, digital actors also become objects of comparisons (i.e., I vs. robot). To date, SDSC have not been systematically reflected in HRI. Therefore, we introduce SDSC from a theoretical perspective and reflect its significance in social robot applications. First, we conceptualize SDSC based on psychological theories and research on social comparison. Second, we illustrate the concept of SDSC for HRI using empirical data from 80 hybrid teams (two human actors and one autonomous agent) who worked together in an interdependent computer-simulated team task. SDSC in favor of the autonomous agent corresponded to functional (e.g., robot trust, or team efficacy) and dysfunctional (e.g., job threat) team-relevant variables, highlighting the two-sidedness of SDSC in hybrid teams. Third, we outline the (practical) potential of SDSC for social robots in the field and the lab.
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Zusammenfassung
Dieser Beitrag in der Zeitschrift Gruppe. Interaktion. Organisation. (GIO) stellt soziodigitale Selbstvergleiche (engl. sociodigital self-comparisons, SDSC) als individuelle Bewertung der eigenen Fähigkeiten im Vergleich zu den Kenntnissen und Fähigkeiten eines kooperierenden digitalen Akteurs in einer Gruppe vor. SDSC bieten eine ergänzende Perspektive auf die Akzeptanz und Bewertung von Mensch-Roboter-Interaktion (engl. human-robot interaction, HRI). Mit dem Einzug von sozialen Robotern in die Arbeitswelt werden neben Mensch-Mensch-Vergleichen auch autonome Akteure zu Vergleichsobjekten in Arbeitsteams (d.h. Ich vs. Roboter). Bislang wurden SDSC in der HRI-Forschung jedoch nicht systematisch betrachtet. Daher führen wir SDSC aus einer theoretischen Perspektive ein und reflektieren die Bedeutung für Praxisanwendungen sozialer Roboter. Zunächst werden SDSC auf der Grundlage psychologischer Theorien und Forschung zu sozialen Vergleichen konzeptualisiert. Im zweiten Teil veranschaulichen wir das Konzept SDSC für HRI anhand empirischer Daten von 80 hybriden Teams (zwei menschliche Akteure und ein autonomer Agent), die in einer interdependen tkomputersimulierten Teamaufgabe zusammenarbeiten. SDSC zugunsten des autonomen Agenten korrelierten mit funktionalen (z.B. Robotervertrauen oder Teameffizienz) und dysfunktionalen (z.B. Arbeitsplatzbedrohung) teamrelevanten Variablen, was die Zweiseitigkeit von SDSC in hybriden Teams verdeutlicht. Im dritten Teil wird das (praktische) Potenzial von SDSC für soziale Roboter im Feld und Labor skizziert.

Schlüsselwörter Soziodigitale Selbstvergleiche · Soziale Roboter · Mensch-Roboter-Interaktion · Hybrides Team · Soziale Vergleiche · Mensch-Autonomie Teams

Humans have a natural drive to compare their own abilities with others in social settings such as work teams with positive and negative implications for team effectiveness and satisfaction (Festinger 1954; Margolis and Dust 2016). As autonomous technologies are implemented in the field, all-human teams turn into hybrid teams including sociodigital team members (i.e., humans, software agents based on artificial intelligence [AI], and robots), working interdependently toward a shared goal. Apart from humans, digital actors also become objects of comparison, especially in the context of social robots that are designed to interact with humans in a social setting (Koolwaay 2018) and fulfill complex, former human-specific tasks (e.g., conversation with a customer at the hotel reception) autonomously. Thus, it is necessary to examine how individual sociodigital self-comparisons (SDSC) of a human within a hybrid team that are either in favor of the human self (I>robot) or the nonhuman team member (I<robot) impact affective, cognitive-motivational, and behavioral core variables of (human-robot) teaming.

Evidence on SDSC in the field of human-robot interaction (HRI) is very limited (Granulo et al. 2019). However, decades of psychological research on social comparisons in traditional all-human work teams have uncovered a complex pattern of relations between social comparisons and team-relevant outcomes such as satisfaction, efficacy, or trust (see Margolis and Dust 2016) and the importance of social comparisons for self-perceptions of competence (Trautwein and Möller 2016) or threat (Granulo et al. 2019). For decades, automation research has classified task-overarching abilities at which humans or machines are better (e.g., Fitts 1951) or compared humans and robots regarding basic psychological states (e.g., emotions or thoughts, Haslam et al. 2008). If the focus is on a specific work task, HRI researchers compared humans’ and robots’ objective performance from an external point of view (e.g., Bridgeman et al. 2012). Subjective SDSC from a self-perspective have not been systematically assessed in HRI (e.g., You and Robert 2017). Especially when humans cooperate with social robots, the proximity to human emotions and behaviors should stimulate SDSC and serve as a powerful predictor of HRI. However, SDSC are not limited to interactions with social robots. The concept is transferable to other interdependent tasks in which autonomous digital actors (e.g., industrial robots, AI-based software agents) interact with humans.

With this article, we present SDSC as a new explanatory variable for the evaluation, acceptance, and rejection of social robots in the field, especially in settings with human-like robotic communication and gestures. In the first section, we conceptualize SDSC theoretically based on psychological research (i.e., work, team, social, and educational psychology as well as HRI). The existence of SDSC especially—but not only—in the context of social robots is reflected along with the key characteristics of social robots that reinforce SDSC as predicted by social comparison theory (Festinger 1954). Second, we illustrate the relevance of SDSC in a computer-simulated hybrid team task, to point out correlates with relevant variables of HRI. Reflecting
I vs. robot: Sociodigital self-comparisons in hybrid teams from a theoretical, empirical, and practical perspective

on SDSC correlates with functional and dysfunctional variables of HRI (i.e., robots as opportunity and threat) the relevance of careful and guided human-robot comparisons for robot implementation become obvious. Most importantly, we discuss the potential of SDSC for scientific research and field applications in social robots in the third part of this paper. Social robots are designed to support human-like interactions (Koolwaay 2018). Due to the high robot similarity to human interaction (and appearance) peoples’ natural drive to compare themselves (Festinger 1954) may be of special importance in the field application of social robots.

1 Theoretical conceptualization of SDSC and related concepts: Relevance for HRI

In his social comparison theory, Festinger (1954) posits that people have a natural drive to accurately assess their own abilities and that comparisons between the self and others deliver information for such accurate self-evaluations, especially in the absence of objective standards. Extensive research has continuously extended and transferred Festinger’s (1954) theory to various settings, including the work context (see Buunk and Gibbons 2007). Within work teams, research supports that social comparisons are likely and show complex relations to team-relevant outcomes, depending on the frame of reference (e.g., upward vs. downward comparisons with an individual or a group) or the interpretation of social comparisons (i.e., assimilation vs. contrasting, see Margolis and Dust 2016).

In the field of HRI, research is nearly nonexistent on SDSC (e.g., Granulo et al. 2019). This situation is probably due to one of Festinger’s (1954) axioms stating that “[t]he tendency to compare oneself with some other specific person decreases as the difference between his opinion or ability and one’s own increases” (p. 120). Thus, people are less likely to compare themselves with traditional robots when thinking about robots as automatized or teleoperated tools fulfilling repetitive tasks. However, as social robots enter the workplace, SDSC in specific work tasks are likely to exist for reasons of the robot type, work task, and teaming aspect.

First, social robots are explicitly designed to support human-like interactions. Robots in general are “embodied machines equipped with sensors and actuators and some (potentially limited) degree of artificial intelligence” (Smids et al. 2019, p. 505). In the case of social robots, the level of autonomy (Endsley 2017; O’Neill et al. 2020) is high, enabling autonomous robotic behavior following human expectations and roles. Future research in AI even aims to mirror cognitive and emotional human processes in AI-based software agents and robots (e.g., Ellwart and Kluge 2019).

Social robots have a social interface that expresses to the user that the robot is social (Hegel et al. 2009). Social robots “mimic the behavior, appearance, or movement of a living being” (Naneva et al. 2020, p. 1179). Thus, regarding social robots, similarity to a living being is explicitly integrated into robot design. Second, social robots perform complex, interactive, cooperative, and former human-specific work tasks in diverse application fields (e.g., health care or education, Lambert et al. 2020). Third, social robots are often introduced as new teammates instead of technological tools (You and Robert 2017). Following a technology-as-teammate approach (e.g., Seeber et al. 2020), social robots work autonomously but interdependently with humans toward a team goal (i.e., joint task accomplishment).

Consequently, as social robots enter the workplace, it becomes necessary to include digital teammates in task-specific comparison processes. Especially in hybrid teams that include human-like social robots and in which humans and robots cooperate, SDSC should be particularly powerful because the similarity in appearance and work tasks is most salient. Conceptual similarities of SDSC to existing psychological concepts allow us to suggest correlates with affective (e.g., job threat), cognitive-motivational (e.g., trust), and behavioral team-relevant variables (e.g., future task allocation).

Definition and characteristics of SDSC We define SDSC as an individual’s evaluations of his or her own abilities in comparison (i.e., $\leq/\geq>$) to the knowledge or skills of another digital actor in a group. SDSC are task-specific, meaning individuals compare their own abilities in a specific work task or demand. Furthermore, SDSC focus on the individual level, not on comparing the self with a whole group. Additionally, SDSC reflect subjective self-perceptions, which may not be accurate, and which may differ from objective external judgments and between individuals.

SDSC, robot trust, and team efficacy In well-established models of (human-robot) teaming (e.g., Ilgen et al. 2005; You and Robert 2017), transactive memory systems (TMS) and team mental models (TMM) of expertise location (i.e., who knows what in a team) are important cognitive team constructs. Similar to SDSC, TMS and TMM include subjective competence attributions and require subjective and individual evaluations of the other members’ abilities (e.g., social reference, Ellwart et al. 2014). However, TMS and TMM of expertise location may not reflect task-specific abilities but knowledge of expertise within the team from a global meta-perspective (see Austin 2003). Moreover, TMS and TMM represent team-level concepts that are either shared or unshared within the team (see Ellwart et al. 2014). Empirical data show that if team members
recognize others as experts, they develop trust in their abilities (i.e., credibility) and have high confidence that the team will accomplish a given work task (i.e., team efficacy, Ellwart et al. 2014; Lewis 2003; McKnight et al. 2011). Consequently, transferring this evidence to SDSC, it seems reasonable that SDSC in favor of the digital teammate (i.e., I<robot) should correspond to high robot trust and team efficacy.

SDSC and task allocation Furthermore, TMS research shows that the perception of team member expertise leads to further team specialization because team members divide labor according to individuals’ competences and thus further specialize in different domains (Lewis 2003). Task assignment to the perceived expert by TMS is also highlighted in adaptation research (Zajac et al. 2014). In human factors, a variety of strategies exists to allocate a work task to human or nonhuman team members that are based on competence comparisons, allocating the task to the team member with the most appropriate competences (Rauterberg et al. 1993). Unlike SDSC, these task allocation strategies focus on an external work design perspective (human work design) rather than the subjective self-perceptions of unique actors. Nevertheless, SDSC might also impact the subjective preferences of future task allocation. If human team members perceive a robot team member as superior in specific work tasks, future tasks may be allocated to a robot instead of a human.

SDSC and performance satisfaction Comparing individual abilities with self-referent goals or the performance of others is a research topic in work (e.g., feedback processes, Belschak & den Hartog, 2009) and educational psychology. Here, research shows that being subjectively worse than a colleague can have a downgrading effect on self-perceptions (e.g., the big fish little pond effect, see Trautwein and Möller 2016). It can also have an upgrading effect if the focus is at the team level (e.g., basking in reflected glory) because the self feels like a part of the team and if people assimilate (not contrast) with the object of comparison (Margolis and Dust 2016). However, unlike SDSC, competence comparisons often refer to quantifiable achievements (e.g., school grades) or whole reference groups (e.g., school classes). Nevertheless, the results suggest that SDSC might correspond to subjective satisfaction with one’s own performance. SDSC in favor of the robot might correspond to lower satisfaction with one’s own performance but higher satisfaction with agent or team performance.

SDSC and job threat On an individual level, threat perception at work is an evolving topic of HRI and lasting technology acceptance (Smids et al. 2019). Recent studies show that social robots are perceived as a threat to human distinctiveness (Ferrari et al. 2016) and that comparing oneself with robots in the context of job replacement corresponds to the perception of threat (Granulo et al. 2019; McClure 2018). SDSC could therefore be a crucial underlying mechanism regarding job threats. SDSC in favor of the nonhuman teammate may correspond to higher levels of job-related threat perceptions (e.g., fear of losing the job) because humans feel they performed worse than the robot did in core tasks of their occupations.

In summary, SDSC represent an independent concept in HRI. However, SDSC have close links to team research, human factors, work psychology, and educational research.

2 Laboratory illustration of SDSC in hybrid teams

The previously plausibly assumed correlates of SDSC with robot trust, team efficacy, task allocation, performance satisfaction, and job threat indicate the potential of SDSC for HRI. Since empirical evidence on the relevance of SDSC for HRI is lacking, we aim to illustrate the relationships between SDSC and such functional (e.g., team efficacy) and dysfunctional (e.g., job threat) team-relevant variables.

2.1 Method

2.1.1 Design and sample

We present data collected in a computer-simulated team setting, based on Network Fire Chief software (NFC, Omodei and Wearing 1995). Hybrid teams of three (two humans and one software agent) collaborated to minimize damage from evolving fires presented on a graphical user interface by detecting fire, navigating fire trucks, applying fire extinguishing rules, and refueling fire trucks. Each team member worked with a certain number of (color-coded) vehicles. In testing phases with evolving complexity (i.e., increasing number and speed of fires) the participants became familiar with the NFC simulation (German instructions), followed by the interaction phase. The hybrid team interaction itself lasted three minutes. Afterward, participants completed a survey. In total, participation lasted no longer than 45 min, was voluntary, and rewarded with credits or...
mone\th. With\dowal\t was\posible\t at\t a\t ny\t giving\ttime. A\tpositive\t et\th\t vote\tn\tform\t\ncompliance\t with\th\t ethical\t and\t data\t protection\t standards.\n
Fielding\tt\k\t\tk\t\taken\t\tk\t\t\t\nfrom\t November\t 2019\t until\t October\t 2020\t in\t the\t exper\timental\tlabo\ratory\t of\t a\t German\t university.\nThe\tfinal\t sample\t consis\tted\t of\t 80\hy\trip\t teams (N = 160).\tparticipants\t were\t 18\t to\t 38\t years\t old (M = 23.43, SD = 3.42).\nThe\t total\t of\t 118\t par\tticipants\t were\t female (41 male, 1 not specified).

2.1.2 Measures and data analysis

Measures Because the study was part of a large survey series, the measures reported are those relevant in the context of this article. Full items are documented in the Appendix (Table A1). The survey was administered in German. SDSC were operationalized with four items referring to the main competences needed in the team task: detecting fire, navigating fire trucks, applying fire extinguishing rules, and refueling fire trucks (α = .86). For each competence, the participants were asked to assess their performance in comparison to the autonomous digital agent on a scale ranging from strongly disagree (1) to strongly agree (6). Job threat was operationalized with a single item. Participants were asked to assess the likelihood of their replacement by a digital agent for performance optimization from very unlikely (1) to very likely (6).

Data analysis First, we examined item and scale characteristics (e.g., M, SD, rs). Then, we used bivariate correlation analyses in SPSS 26 (small: |r| ≥ 0.10, medium: |r| ≥ 0.30, large: |r| ≥ 0.50, Cohen 1988) to anchor SDSC in a nomological network. Therewith, we illustrate the relations of SDSC with functional and dysfunctional team-relevant constructs. Following Cronbach and Meehl (1955) and Preckel and Brunner (2017), embedding a construct in a nomological network of related constructs is an important aspect of construct validation.

2.2 Results

Items and scale characteristics are documented in the Appendix (Table A2). On average, SDSC (M = 3.91, SD = 0.86) and task allocation (M = 2.73, SD = 0.93) were rated in favor of the digital agent. Robot trust (M = 4.00, SD = 1.37), team efficacy (M = 4.70, SD = 0.93) but also job threat (M = 4.13, SD = 1.35) were rated rather higher. Descriptively, satisfaction with the own human performance was rated lower (M = 4.27, SD = 1.21) than satisfaction with robot (M = 4.76, SD = 1.22) or team (M = 4.96, SD = 0.94) performance, but still rather high. Anchoring SDSC in a nomological network of team-relevant outcomes, SDSC in favor of the nonhuman agent corresponded to higher robot trust (r = 0.48, p < .001), preference for future task allocation to a nonhuman agent (r = .37, p < .001), and higher job threat (r = .36, p < .001). Furthermore, SDSC correlated positively with satisfaction with agent performance (r = .46, p < .001), team performance (r = .23, p = .003), and team efficacy (r = .31, p < .001). SDSC did not correlate with satisfaction with one’s own performance (r = .11, p = .188) but showed a negative trend of relation (Table 1).

| Table 1 | Nomological network of sociodigital self-comparisons with functional and dysfunctional team-relevant variables |
|------|-------------------------------------------------|
|      | M (SD)   | α | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 1 SDSC | 3.91 (0.86) | .86 | – | – | – | – | – | – | – | – |
| 2 Team efficacy | 4.70 (0.93) | .92 | .31*** | – | – | – | – | – | – | – |
| 3 Robot trust | 4.00 (1.37) | .91 | .48*** | .57*** | – | – | – | – | – | – |
| 4 Task allocation | 2.73 (0.93) | – | .37*** | .28*** | .48*** | – | – | – | – | – |
| 5 Job threat | 4.13 (1.35) | – | .36*** | .27*** | .46*** | .51*** | – | – | – | – |
| 6 Robot PS | 4.76 (1.22) | – | .46*** | .57*** | .62*** | .45*** | .43*** | – | – | – |
| 7 Human PS | 4.27 (1.21) | – | .11 | .44*** | .20* | .08 | –10 | .24*** | – | – |
| 8 Team PS | 4.96 (0.94) | – | .23*** | .63*** | .34*** | .22*** | .09 | .62*** | .51*** | – | – |

N = 160
SDSC sociodigital self-comparisons, PS performance satisfaction
*p < .05, **p < .01, ***p < .001

In this article, we refer to the screened data only. To avoid biases, six participants were excluded prior to the analysis due to the incompleteness of hybrid teams and technical problems.
2.3 Discussion

Given the theoretical and empirical evidence on self-comparisons in traditional all-human teams, extended knowledge on the topic of SDSC in hybrid teams is vital when implementing social robots in the field. This laboratory study provides initial support that SDSC relate to diverse affective (e.g., job threat), cognitive-motivational (e.g., team efficacy), and behavioral (i.e., task allocation) team-related outcomes. This finding highlights the importance of SDSC at multiple levels (i.e., individual and team) and the two-sidedness of the functional and dysfunctional effects of non-human team members. For the context of performing collaborative tasks with social robots, the results offer the cautious indication that social robots may be simultaneously experienced as an opportunity regarding team efficacy and as a threat, indicated by the substantial correlation of SDSC with job threat.

However, the practical impact and generalizability of the study results on the real-life applications of social robots in work teams must be critically reflected due to our time-limited laboratory setting, team composition, and methodological shortcomings (i.e., cross-sectional data, correlative design, exploratory research character).

The concept of SDSC as an explanatory mechanism linking the complex (positive and negative) consequences of non-human team members is directly transferable to the context of social robots at work. However, the level and individual impact of SDSC on team-relevant outcomes must be considered depending on the application context. It can be assumed that the given empirical results are likely to underestimate the real-world impact of social robots. Whereas we used a simulation experiment within a university sample, field settings are characterized by a higher degree of self-relevance (i.e., a real job and tangible consequences). High self-relevance fosters upward comparison processes (Dijkstra et al. 2008). Furthermore, the NFC simulation was a control and monitoring task requiring mainly high situational awareness and manageable digital competence (i.e., drag and drop). The real-world applications of social robots (e.g., education and nursing) are more complex, including verbal communication and learning (Shahid et al. 2014). That is why the consequences of SDSC in favor of a digital agent could be more severe regarding job threat or future task allocation in such real-life applications in which multiple identity-related, social, and economic concerns intertwine (Granulo et al. 2019). Because higher similarity between objects of comparisons fosters comparison processes (Festinger 1954), it is also likely that our hybrid team setting in which humans collaborated with a software agent without physical embodiment, was a rather conservative condition for SDSC than for example a human-like social robot with larger spatial presence. However, Chen et al. (2018) point out the similarity between physical robots and software agents regarding autonomous task execution, either in motion (i.e., social robots) or at rest (i.e., software agents), making both systems comparable for SDSC. Software agents are already used in practice in many work areas such as flight safety (e.g., Rieth and Hagemann 2021), highlighting the practical relevance of the study context. Of note, our hybrid team interaction was limited in time. More extended and regular HRI might lead to habituation effects (Shiwa et al. 2009). The cross-sectional data structure does not allow an evaluation of the long-term relations of SDSC which are highly relevant for field-application of social robots. However, the results are a first empirical basis for an informed discussion on SDSC concerning social robots in the field and the lab.

3 Potential of SDSC for research and practice in social robotics

With the introduction of SDSC, this paper provides insight into an as yet overlooked psychological barrier toward social robots’ acceptance in work teams. Considering that humans, within the next decades, will be outperformed by robots in many tasks (Grace et al. 2018), it is essential to consider under which conditions the negative impact of upward SDSC on human well-being (e.g., threat perception) is minimal and functional relations with robot trust or team efficacy are powerful. This fact calls for a systematic evaluation of the concept of SDSC, SDSC antecedents, consequences, and temporal dynamics, especially in the context of social robots that are designed to interact with humans. We highlight these four fields of action in terms of their relevance for research and practice (see Fig. 1).

[1] Explore the concept of SDSC and specify the validity and reliability of SDSC measurement The present study shows that people compare themselves with autonomous digital teammates if explicitly asked to do so. This is an important first step toward a comprehensive understanding of SDSC in hybrid teams. However, social comparisons are often “relatively spontaneous, effortless, and unintentional” (Gilbert et al. 1995, p. 227). Therefore, future research should also study whether people unintentionally compare themselves with social robots. Furthermore, the accuracy of SDSC within different settings (e.g., varying levels of self-relevance, motives, and task types) compared to an objective standard of evaluation is worth examining, as is the development of validated SDSC measures. For practitioners confronted with social robots in the field more extended knowledge on the intentionality and the accuracy of SDSC offers implications for HRI reflection and intervention (e.g., reduction of misperceptions).
1. Explore the concept of SDSC and specify the validity and reliability of SDSC measurement.

2. Consider the antecedents of SDSC within the task, human, robot, and team.

3. Explore the functional and dysfunctional consequences of SDSC.

4. Be aware of the temporal dynamics of SDSC.

Fig. 1 Sociodigital self-comparisons in research and practice: Fields of action within the concept, antecedents, consequences, and temporal dynamics. (* Variables included in the present study, KSAs knowledge, skills, and attitudes)

[2] Consider the antecedents of SDSC within the task, human, robot, and team. Comparison processes are impacted by numerous variables found in different subsystems of hybrid teams (i.e., task, human, robot, and team) that should be systematically examined in future research. Apart from the mentioned self-relevance, the task type (e.g., food serving vs. drug administration of social robots in nursing) may also impact SDSC. Furthermore, research shows that people differ in their tendency to compare themselves with others (i.e., social comparison orientation) and their motives for comparison (i.e., self-evaluation, self-enhancement, and self-improvement, cf., Gibbons and Buunk 1999). Future research should contrast SDSC with different types of social robots regarding appearance (i.e., human-like, animal-like, and machine-like), the level of autonomy, and AI because the similarity between a human and a robot should impact comparison processes (Festinger 1954).

In practice, this variety of SDSC antecedents requires a systemic HRI perspective, in line with a sociotechnical system view on work design (Ulich 2013). SDSC in favor of a human or robot might represent a complex interplay of human- and robot-related features in a social work setting. Because social comparisons are more likely to have detrimental effects in competitive than in cooperative settings (Margolis and Dust 2016), social robots should be introduced as cooperative, helpful, and supportive teammates (i.e., cooperative team norms) rather than as competing rivals to minimize the “dark sides” of SDSC.

[3] Explore the functional and dysfunctional consequences of SDSC. This study illustrated selected relations between SDSC and team-relevant outcomes. Future research should replicate existing findings in real-life scenarios and extend the outcome variables by objective measures of task quality and success (e.g., error rate), further team-relevant variables (e.g., coordination, communication, and fairness), as well as well-established technology acceptance (e.g., Venkatesh et al. 2016) and usability metrics (e.g., isometrics, Figl 2009). However, the results suggest that social robots in practice might be a double-edged sword. Social robots in the workplace evoke additional objects of comparison. Personnel developers need to consider this factor regarding employees’ fears and expectations.

[4] Be aware of the temporal dynamics of SDSC. Teamwork is a dynamic topic, not a static one (e.g., Input-media- tor-output-input [IMOI] models of teamwork, Ilgen et al. 2005; You and Robert 2017). The outcomes of a given task in cooperation with a social robot will influence individual SDSC and subsequent task performance. Hence, SDSC may change over time. Future research should systematically test long-term changes and causalities regarding SDSC. Given the temporal dynamics, SDSC become a valuable variable for change management (i.e., modifiable construct). Critical reflection on SDSC may help to control their consequences. Research shows that people can compensate for robot threats by valuing alternative comparison dimensions in favor of the self (Cha et al. 2020).
4 Conclusion

The acceptance of social robots in the field often falls short of expectations. In this study, we presented SDSC as a complementary perspective on the acceptance and evaluation of social robots, especially in field settings with human-like robotic communication and gestures. SDSC are rooted in psychological research on social comparisons. Positive and negative relations of SDSC with team-relevant outcomes highlight the two-sided nature of hybrid teamwork and the necessity for extended SDSC attention in research and practice. Concrete research topics and practical implications provide starting points for this SDSC attention.
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## Appendix

Table A1  Original item formulation and English translation (by the authors)

| Instruction/Item | Original German item formulation | English translation | Response format |
|------------------|----------------------------------|---------------------|----------------|
| **SDSC**         | Bewerten Sie Ihre Fähigkeiten und Kompetenzen bei den folgenden vier Aufgaben im Vergleich zu dem digitalen Agenten | Assess your skills and competences in the following four tasks compared to the digital agent | I master the task clearly better than the digital agent does (1) to The digital agent masters the task clearly better than I do (5) |
| Detect fire      | Feuer erkennen                   | Detecting fire      |                |
| Navigate         | Löschfahrzeuge zum Feuer navigieren | Navigating fire trucks |                |
| Rules            | Löschregeln anwenden             | Applying fire extinguishing rules |                |
| Refueling        | Löschfahrzeuge betanken           | Refueling fire trucks |                |
| Robot trust      | Inwieweit treffen die folgenden Aussagen auf Sie zu? | To what extent do the following statements apply to you? | Strongly disagree (1) to strongly agree (6) |
| RT1              | Ich vertraue dem digitalen Agenten komplett | I completely trust the digital agent |                |
| RT2              | Ich verlasse mich stark auf den digitalen Agenten | I rely heavily on the digital agent |                |
| RT3              | Ich fühle mich wohl damit, mich auf den digitalen Agenten zu verlassen | I feel comfortable relying on the digital agent |                |
| Task allocation  | Stellen Sie sich vor, in einer weiteren Aufgabenphase würden Preissgelder in Höhe von 100 € für das erfolgreichste Team gezahlt. Sie können entscheiden, ob Sie in der Aufgabe das dritte Teammitglied mit einem menschlichen Akteur, welcher mit Ihrer Leistungsfähigkeit vergleichbar ist, oder mit einem digitalen Agenten besetzen würden | Imagine that in another task phase prize money of 100 € would be paid to the most successful team. You can decide whether you would fill the third team member in the task with a human actor, which is comparable to your performance, or with a digital agent | I clearly prefer a human team member similar to me (1) to I clearly prefer the digital agent as a team member (4) |
| Performance satisfaction | Inwieweit sind Sie mit der erbrachten Leistung zufrieden? | To what extent are you satisfied with the performance provided? | Not satisfied (1) to satisfied (6) |
| Human            | Mit meiner individuellen Leistung bin ich ... | With my individual performance, I am |                |
| Robot            | Mit der Leistung des digitalen Agenten bin ich ... | With the performance of the digital agent I am |                |
| Team             | Mit der Leistung meines Teams bin ich ... | With the performance of my team, I am |                |
| Team efficacy    | Inwieweit treffen die folgenden Aussagen auf Sie zu? | To what extent do the following statements apply to you? | Strongly disagree (1) to strongly agree (6) |
| TE1              | Ich bin zuversichtlich, dass mein sozio-digitales Team in der Lage ist, die Aufgaben sehr gut zu erfüllen | I am confident that my sociodigital team can fulfill the tasks very well |                |
| TE2              | Mein sozio-digitales Team ist in der Lage, schwierige Aufgaben zu lösen, wenn wir den notwendigen Aufwand investieren | My sociodigital team is capable of solving difficult tasks if we invest the necessary effort |                |
| TE3              | Ich bin zuversichtlich, dass mein sozio-digitales Team in der Lage sein wird, unerwartete Probleme effektiv zu bewältigen | I am confident that my sociodigital team will be able to handle unexpected problems effectively |                |
| TE4              | Mein sozio-digitales Team ist in jeder Hinsicht kompetent genug, um die Aufgabe zu lösen | My sociodigital team is competent enough in every aspect to solve the task |                |
| Job threat       | Für wie wahrscheinlich halten Sie es, dass ein Teamleiter Sie vor dem Hintergrund der im Team erbrachten Leistungen durch den digitalen Agenten ersetzen wird, um die Leistung im Team zu optimieren? | How likely do you think it is that a team leader will replace you with the digital agent to optimize team performance, given the performance delivered by the team? | Very unlikely (1) to very likely (6) |

*SDSC sociodigital self-comparisons, RT robot trust, TE team efficacy*
Table A2  Item and scale characteristics of research relevant variables

| Scale/Item          | α or r <i>it</i> | M (SD)         | Skew/Excess | Min/Max |
|---------------------|-----------------|----------------|-------------|---------|
| SDSC                | .86             | 3.91 (0.86)    | −0.50/0.19  | 1/5     |
| Detect fire         | .71             | 3.96 (0.99)    | −0.75/−0.10 | 1/5     |
| Navigate            | .64             | 3.97 (1.02)    | −0.82/0.22  | 1/5     |
| Rules               | .71             | 3.98 (1.00)    | −0.72/−0.02 | 1/5     |
| Refueling           | .76             | 3.74 (1.11)    | −0.49/−0.60 | 1/5     |
| Robot trust         | .91             | 4.00 (1.37)    | −0.20/−0.85 | 1/6     |
| RT1                 | .85             | 4.02 (1.51)    | −0.39/−0.91 | 1/6     |
| RT2                 | .79             | 4.19 (1.43)    | −0.36/−0.76 | 1/6     |
| RT3                 | .82             | 3.78 (1.55)    | −0.04/1.07  | 1/6     |
| Task allocation     | −               | 2.73 (0.93)    | −0.15/−0.87 | 1/4     |
| Job threat          | −               | 4.13 (1.35)    | −0.43/−0.55 | 1/6     |
| Team efficacy       | .92             | 4.70 (0.93)    | −0.45/−0.07 | 2/6     |
| TE1                 | .85             | 4.78 (0.92)    | −0.52/0.18  | 1/6     |
| TE2                 | .81             | 4.78 (1.00)    | −0.46/−0.48 | 2/6     |
| TE3                 | .81             | 4.54 (1.17)    | −0.71/0.34  | 1/6     |
| TE4                 | .81             | 4.71 (1.06)    | −0.98/1.33  | 1/6     |
| Performance satisfaction | − | − | − | − |
| Human               | −               | 4.27 (1.21)    | −0.70/0.20  | 1/6     |
| Robot               | −               | 4.76 (1.22)    | −0.98/0.70  | 1/6     |
| Team                | −               | 4.96 (0.94)    | −0.81/0.52  | 2/6     |

N = 160. Scale in italics, item code not

SDSC sociodigital self-comparisons, RT robot trust, TE team efficacy
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