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Abstract

Recent advances in deep generative models have led to immense progress in 3D shape synthesis. While existing models are able to synthesize shapes represented as voxels, point-clouds, or implicit functions, these methods only indirectly enforce the plausibility of the final 3D shape surface. Here we present a 3D shape synthesis framework (SurfGen) that directly applies adversarial training to the object surface. Our approach uses a differentiable spherical projection layer to capture and represent the explicit zero isosurface of an implicit 3D generator as functions defined on the unit sphere. By processing the spherical representation of 3D object surfaces with a spherical CNN in an adversarial setting, our generator can better learn the statistics of natural shape surfaces. We evaluate our model on large-scale shape datasets, and demonstrate that the end-to-end trained model is capable of generating high fidelity 3D shapes with diverse topology. Code is available at https://github.com/aluo-x/NeuralRaycaster.

1. Introduction

Shape generation is primarily concerned with the synthesis of diverse, realistic, and novel shapes. High fidelity models of 3D shapes are key to creating immersive virtual worlds, and are important to many disciplines, including architecture, visual effects, and training robots in simulated navigation.

With the introduction of large scale 3D object datasets such as ShapeNet [6] and ModelNet [62], there has been significant progress towards building generative models of 3D shapes. The predominant approach is to perform training using representations that are straightforward for neural networks to work with, such as voxel grids, point clouds, or implicit functions. This is in contrast to the majority of graphics & simulation tasks, which require an triangle mesh representation of a shape. When learned in an adversarial setting, the discriminator in these frameworks only indirectly ensure the realism of the object surface.

A major barrier in training a neural network on object surfaces is the inherent irregularity and discrete nature of 3D surfaces. Different objects within the same object class can have vastly different topologies, and can be characterized by different internal connectivity when represented as a triangle mesh. Our key insight is that a discriminator applied to the surface should focus on the geometric properties of the surface (curvature, orientation, topology, etc.), while ignoring properties that are irrelevant to the shape. Here we propose to transform object surface meshes to spherical maps computed with a differentiable function \(f_{M \rightarrow S}\). A spherical map is a surface representation defined on discrete samples from the surface of a sphere. The values at each pixel represents a minimal distance of the object surface along a ray, as well as the surface occupancy along the ray. The spherical map is appealing because it is a singular representation that captures the surface geometry of a shape. Given a spherical map, we then utilize a network with spherical convolution layers to complete our discriminator.

We propose SurfGen, an end-to-end generative model of 3D shapes that is trained with a discriminator which operates on the explicit zero isosurface of an implicit shape function. We demonstrate that applying adversarial training on the surface of an object leads to generated highly realistic shapes. This results in an approach that can generate high quality shapes with arbitrary topology and resolution. Examples of shapes generated by our model are shown in Figure 1.

In summary our contributions are three fold:

- We introduce a spherical projection operator that takes as input an explicit triangle mesh, and is fully differentiable w.r.t. the vertices.
- We propose SurfGen, an end-to-end differentiable 3D shape synthesis framework which applies an adversarial objective on the zero isosurface of the generator.
- We demonstrate our model can synthesize realistic, high quality shapes that have diverse topology.

Figure 1. Examples of chairs with complex structure generated by our model trained on ShapeNet [6] chair class.
2. Related Work

Our method is related to prior work on learning statistical models for 3D shape analysis and generation. In this section we will discuss deep learning based models for 3D shapes, spherical projections, and differentiable rendering.

Deep learning for 3D shapes. Recent advances in deep learning have enabled models capable of image-guided shape reconstruction and novel shape synthesis. 3D-R2N2 [9] proposed learning a recurrent model for voxel based reconstruction with multiple views, [16, 19, 60, 69] further improved image based voxel reconstruction. Due to memory constraints, these methods are usually limited in terms of their resolution. Methods have also been proposed to generate point clouds from images [14, 56], however the unordered nature of point clouds limits the fidelity of the final 3D reconstructions. Some approaches have been proposed to deform a mesh template [23, 57, 49], or a set of surface patches [18]. These techniques are typically limited to modeling shapes of fixed topology, or produce meshes that require post-processing to become usable. It has become possible recently to regress implicit functions in the form of binary occupancy or signed distances [63, 8, 38, 41]. Similarly, other forms of learned 3D priors have been applied to convert or refine existing shape representations [59, 4, 13].

Generative models for 3D shapes. Modern generative models for 3D shapes generally utilize an adversarial constraint, take a variational approach, or use flow-based models. Of note, [62] design a deep belief network to synthesize novel shapes when trained on a large-scale dataset. [61] proposed using a generative adversarial network (GAN) for voxels. [1, 68] proposes learning latent-GANs [37] for point clouds, while [28] proposes an autoencoding objective to stabilize the training of point cloud generative models. Similarly [15, 53, 46] advocate for modified generators to improve point cloud generation. Implicit generative models based on latent-GANs [8], and point cloud discriminators [27] have also been proposed. While these methods are capable of generating high resolution shapes, they still struggle with thin structures and implausible objects.

Spherical representations. A spherical representation captures information about a shape on the surface of a sphere. For the purpose of shape retrieval, [2, 25, 54] represent shapes as spherical distance functions, [66] captures the number of surface intersections. Spherical representations have also been used in modern deep learning systems for object recognition [5]. [69] uses a non-differentiable spherical representation computed from voxel grids to facilitate 3D shape reconstruction in the projected spherical space, demonstrating the effectiveness of spherical projections for shape synthesis. In our work, we propose a fully differentiable spherical projection to capture the statistics of surfaces, allowing for the end-to-end training of our generator.

Differentiable rendering. A spherical projection can be viewed as a rendering operation using a non-linear projection operator. Because the rendering operation is normally discrete, it does not provide usable error gradients for optimization. A variety of mesh [10, 33, 29, 24, 31, 8, 43], point-cloud, and implicit [32, 40, 39, 48] based differentiable renderers have been proposed. [24] developed an approximation of gradient for rasterization. [50] proposes learning high frequency faces details using a differentiable renderer. [35] also demonstrated the feasibility of differentiable rendering in 3D scene optimization. [64] proposed a
differentiable volume sampling method which can approximate the ray tracing algorithm. Other works such as [22, 21] also implemented differentiable operation for single image 3D shape reconstruction tasks. Our work enables gradient based optimization in a spherical projection layer, allowing a generator to be optimized by error signals defined in the spherical domain.

3. Approach

We propose SurfGen, an end-to-end fully differentiable framework for the generation of 3D shapes. Key to our model, is a differentiable spherical projection operator which allows surfaces to be represented as a spherical projection map, where an adversarial loss can be naturally applied. Our model is illustrated in Figure 2.

3.1. 3D Shape Generator

We adopt DeepSDF [41] as the generator in our model. In this generator, each shape is represented by an implicit signed distance function (SDF). For each point \( p = (p_x, p_y, p_z) \) and a given shape \( s \), the SDF encodes the distance of the point to the nearest surface: \( \text{SDF}_s(p) = d \), \( d \in \mathcal{R} \). The sign of \( d \) encodes if the point is inside (negative) or outside (outside) a given shape. Our generator \( g_\psi \) is trained to map a randomly sampled latent code \( z \) and a position \( p \) to a corresponding SDF value:

\[
g_\psi(z, p) \approx \text{SDF}_s(p) \tag{1}\]

The surface of a shape is implicitly represented by the zero isosurface of the SDF.

3.2. Differentiable triangle mesh extraction

In order to apply a discriminator to the surface of an object represented as an implicit SDF, we need to first find the zero isosurface. We choose to utilize marching cubes [34] to extract an explicit triangle mesh from the signed distance function. While sphere tracing can also be utilized to extract the zero isosurface from a signed distance function, we found the required speed-accuracy trade-off unsuitable for use in training.

Instead, we use the MeshSDF method proposed in [44] for differentiable isosurface extraction. During training, we evaluate our signed distance function generator \( g_\psi \) on an euclidean grid of size \( 128^3 \) in the range of \([-1, 1]\), and use marching cubes (MC) to extract the surface as a triangle mesh \( \mathcal{M} = (V, F) \), where \( V = \{v_j\}_{j=1}^M \) is the set of mesh vertices represented in \( \mathbb{R}^3 \), and \( F \) represents the set of triangle faces enclosed by the edges.

We use the loss from a discriminator \( D_\phi \) to compute a gradient with respect to the vertices \( V \) from the zero isosurface. For a discriminator loss \( \mathcal{L} \) differentiable w.r.t. vertices \( V \), the gradient with respect to generator weights \( \psi \) can be computed by evaluating:

\[
n(v) = \nabla g_\psi(v, z) \quad \text{for } v \in V \tag{2}\]

\[
\frac{\partial \mathcal{L}}{\partial \psi} = -\frac{\partial \mathcal{L}}{\partial v} \cdot n(v) \quad \text{for } v \in V \tag{3}\]

This approach to differentiable surface extraction allows discriminator gradients present on the vertices \( V \) to modify surface shape and topology by changing the underlying signed distance function. We refer readers to [44] for a proof and discussion of this method.

3.3. Differentiable spherical surface projection

In this section, we present our differentiable spherical projection layer. Consider a 3D object parameterized as a triangle mesh \( \mathcal{M} = (V, F) \). Because surfaces themselves can vary in topology, and meshes can themselves vary in internal connectivity, it is non-trivial to train a neural network on the surface on an object.

Our spherical projection layer \( f_{\mathcal{M} \rightarrow \mathcal{S}} \) transforms an irregular 3D mesh into a regular spherical domain. The support of the spherical representation is defined as discrete samples on the unit sphere \( S^2 \) with \( \theta \in [0, 2\pi] \) and \( \phi \in [0, \pi] \).

There are two major challenges to adopting such a framework. First, the pixel coordinates lie on the surface of a sphere parameterized by \((\theta, \phi)\), which prevents the use of a projection matrix to express the vertex transformations. Second, the rasterization and z-buffer algorithm are discrete operations, which causes discontinuities in the back-propagated gradients as triangles change in depth or move laterally. We use a similar approach to those presented in [31, 7] to enable a differentiable spherical surface projection function.

Because of the non-linear projection, we utilize raycasting to find intersections of the object surface with rays that originate from the unit sphere. Each ray \( R_i \) is defined as a six tuple representing origin and direction in euclidean coordinates:

\[
R_i = (O_x, O_y, O_z, D_x, D_y, D_z) \tag{4}\]

We modify the ray-intersection kernel to output direct intersections, as well as “near misses” where the ray is within distance \( r \) of a triangle. The ray-intersection kernel is repeated such that the \( k \) nearest hits along each ray are retrieved:

\[
(p_j, F_j)_{j=1}^k = \text{rayintersect}_{k,r}(\mathcal{M}, R_i) \tag{5}\]

At an intersection location \( p_j \) inside triangle \( j \) for \( R_i \), we compute a pixel attribute \( u_j \) as a barycentric interpolation of vertex attributes.
Our method
VAD only
SG-Voxel
SG-PointNet
Latent-GAN

| Airplane | Chair | Car |
|----------|-------|-----|
| Our method | VAD only | SG-Voxel |
| SG-PointNet | Latent-GAN |

Figure 3. Qualitative results for shapes generated by our SurfGen model; In comparison with samples from other works evaluated on the same testing set: VAD loss only [67], ShapeGAN w/ voxel [27] discriminator, ShapeGAN w/ PointNet discriminator [27], and DeepSDF with a latent generator [1, 8].

Figure 4. Differentiable spherical projection from the perspective of a ray. (a) The search region of each ray includes the triangle (solid) and a small "radius" r neighborhood (transparent). (b) Direct hits inside a triangle allows us to interpolate depth. (c) "Near miss" hits in the neighborhood of a triangle allows for occupancy to be computed.

Beyond the spherical depth map, the spherical silhouette of a shape can also be computed such that it is differentiable. We utilize "near miss" rays that do not intersect inside a triangle, but has a point on that ray $p'_{ji}$ that is within distance $r$ outside of a triangle. We compute the squared euclidean distance between the ray and the closest point on the triangle:

$$d(p'_{ji}, F_j) = \min_{p \in F_j} \left\| p - p'_{ji} \right\|^2_2$$

$$\alpha^i_j = \exp \left( -\frac{d(p'_{ji}, F_j)}{\delta} \right)$$

Where $\delta$ is a hyper-parameter that controls how fast the influence decays as a function of distance. We use a product based function to aggregate all the near miss collisions for each vertex in triangle $j$:

$$(u_{j,0}, u_{j,1}, u_{j,1}) = (v_{j,0}, v_{j,1}, v_{j,2})$$

where the barycentric weights are computed using the differentiable function $\Omega$. When computing a spherical depth projection, we set the attributes to be the $(x, y, z)$ coordinate of each vertex in triangle $j$:

$$u^i_j = w^i_{j,0} \cdot u_{j,0} + w^i_{j,1} \cdot u_{j,1} + w^i_{j,2} \cdot u_{j,2}$$

$$w^i_{j,q} = \Omega_q(p^i_{ji}, v^q_{j,0}, v^q_{j,1}, v^q_{j,2}) \quad q \in \{0, 1, 2\}$$

where the barycentric weights are computed using the differentiable function $\Omega$. When computing a spherical depth projection, we set the attributes to be the $(x, y, z)$ coordinate of each vertex in triangle $j$:

$$(u_{j,0}, u_{j,1}, u_{j,1}) = (v_{j,0}, v_{j,1}, v_{j,2})$$

Beyond the spherical depth map, the spherical silhouette of a shape can also be computed such that it is differentiable. We utilize "near miss" rays that do not intersect inside a triangle, but has a point on that ray $p'_{ji}$ that is within distance $r$ outside of a triangle. We compute the squared euclidean distance between the ray and the closest point on the triangle:

$$d(p'_{ji}, F_j) = \min_{p \in F_j} \left\| p - p'_{ji} \right\|^2_2$$

$$\alpha^i_j = \exp \left( -\frac{d(p'_{ji}, F_j)}{\delta} \right)$$

Where $\delta$ is a hyper-parameter that controls how fast the influence decays as a function of distance. We use a product based function to aggregate all the near miss collisions for
within a triangle face, and do not provide a useful training signal. We show how the projections compare in Figure 5.

3.5. Discriminator Implementation

Network Architecture. As our spherical maps are discrete samples on a unit sphere and non-euclidean, we cannot use a regular 2D or 3D convolution. We implement our discriminator using the graph-based spherical convolution layers proposed by [11]. Our discriminator takes as input the 3 spherical maps described in section 3.4. The network consists of 5 residual spherical blocks that each perform average pooling to reduce the total number of spherical samples by a factor of 4, as well as a single self-attention layer in the discriminator. We average pool the final 12 pixels, 256 channel spherical maps, and use fully connected layers to produce the scalar discriminator output. We utilize Instance Normalization [52] and Leaky ReLU [36] in the discriminator.

3.6. Overall model

The straightforward approach to training an implicit generator with a surface discriminator would be to update the implicit generator and surface discriminator in an alternate fashion. However, unlike the SDF which is defined for all $p \in \mathbb{R}^d$, the surface only exists at select locations. We need to constrain the generator such that the location of the iso-surface is within the spherical projection layer, and ideally approximate to the desired shape. Methods using geometric initializations [3], meta-learning [47], and variational methods [20] have been proposed to stabilize training and accelerate convergence. We choose to regularize our generator with a variational autodecoder (VAD) [20] loss alongside our adversarial criterion. This VAD-GAN setup preserves the generator+discriminator structure of a generative adversarial network (GAN) during training, only requiring the addition of a light-weight embedding layer to the model, while significantly outperforming the original VAD only objective.

During training, we sample a latent code $z$ from the approximate posterior for a given shape $x_j$ modeled as a multivariate Gaussian with diagonal covariance:

$$q(z|x_j) := \mathcal{N}(z; \mu_j, \sigma_j^2 \cdot \mathbb{I})$$

We use the reparameterization trick [26] to allow for direct optimization of latent parameters $\mu_j, \sigma_j$, and set $z_j = \mu_j + \sigma_j \cdot \epsilon$, where $\epsilon \sim \mathcal{N}(0, 1)$. During training, the generator and latent parameters are trained to minimize the the adversarial objective $L_{GAN}$ and maximize the evidence lower bound of the marginal likelihood (ELBO):

$$\log p_{\theta}(x) \geq \mathbb{E}_{z \sim q(z|x)} \left[ \log p(x|z) \right] - D_{KL}(q(z|x) \| p(z))$$

Choice of Projection. Our spherical projection layer can model arbitrary projections. The most simple projection operator is the radial spherical projection, which gives a ray direction to be $(D_x, D_y, D_z) = -(O_x, O_y, O_z)$, where $O$ is discrete sample on the sphere. It was shown in [69], that a radial projection may have poor coverage of a shape due to self-occlusions. They address this by combining the spherical representation with an additional non-radial projection. Taking inspiration from orthographic map projections, we propose orthographic spherical projection where $(D_x, D_y, D_z) = (0, O_x, O_z)$, where $z$ is assumed to be the gravity aligned (top-down) axis. Our full spherical projection combines the spherical depth map from radial & orthographic spherical projections, and use the silhouette map from the orthographic projection. The radial silhouette map is omitted since most radial rays have direct intersections with the triangle face, and do not provide a useful training signal. We show how the projections compare in Figure 5.
Figure 6. We optimize a MSE loss on the spherical representation between the target and initial shape. From top to bottom: the top view of the radial projection, the bottom view of the radial projection, rendered SDF output. This shows that our spherical surface projection can induce topology and shape changes.

\[ p(x|z) = -\mathbb{E}_{P} \left[ L_{SDF} \left( g_{\psi}(z, p), \text{SDF}_s(p) \right) \right] \]  

Equation 13 could be approximated by sampling from 3D space following a certain distribution defined in [41]. For the final results, we use clamped version of L1 loss for \( L_{SDF} \). To stabilize GAN training, we employ standard hinge GAN loss \( L_{\text{hinge}} \) [30, 51] with a small amount of feature matching loss \( L_{\text{feat}} \) [45] applied to the first four discriminator feature maps.

In summary, the overall objective is summarized in Equation 15 where we use \( \alpha = 1 \), \( \beta = 1 \) and \( \gamma = 1e^{-5} \), \( \lambda = 0.5 \).

\[ L_{\text{GAN}} = L_{\text{hinge}} + \lambda L_{\text{feat}} \]  

\[ L_{\text{total}} = \alpha L_{\text{GAN}} + \beta L_{SDF} + \gamma D_{KL} \]  

In order to facilitate stable training, we zero the gradients in the generated depth maps where there is no surface occupancy in the corresponding target shape:

\[ \text{Depth}_{\text{grad}}[O_{\text{target}} < 1.0] = 0 \]  

To ensure that surface gradients w.r.t. the SDF generator are within the same magnitude as the other losses, we scale the gradient from Equation 3 with a constant \( \omega = 1e^{-4} \).

Our model is implemented using Pytorch, with the ray casting implemented in embree [55, 42], and marching cubes implemented in CUDA [65].

4. Experiments

4.1. Validating end-to-end optimization

We first verify the differentiability of our spherical projection layer. Using the data from [44], we train a generator network \( g_{\psi} \) to approximate the signed distance function of two shapes: a genus zero cow, and a genus one rubber duck.

Table 1. We compare the effectiveness of four spherical features in terms of Chamfer and earth movers distance (EMD) during the optimization process. \textit{Combined} indicates the radial depth, ortho depth, and ortho silhouette are used together. \textbf{Bold} indicates best method at each iteration.

The generator learns to associate a latent code with a corresponding implicit distance field. The loss during optimization is the pixel-wise mean squared error (MSE) between the current and target spherical projections:

\[ \frac{1}{N} (f_{M \rightarrow S}(g_{\psi}(z)) - S_{\text{target}})^2 \]  

The gradients are backpropagated and are used to optimize the latent code \( z \). As shown in Figure 6, our spherical projection layer can modify the underlying implicit representation, and can change both the shape and topology of an object.

We quantitatively compare the effect of using radial depth, radial silhouette, orthographic depth, orthographic silhouette, as well as combined (radial depth + orthographic depth + orthographic silhouette) as features for our optimization in Table 1. Because few rays in the radial projection experience a “near miss” for the shape, the radial silhouette does not provide useful gradients for the optimization process. The loss that uses the three combined features provides the fastest convergence when measured by chamfer distance or earth movers distance. The final projection used in our shape generation experiment uses the combined features.
## 4.2. Shape Generation

**Data preparation.** All models are trained on one of three categories from ShapeNet.v2 [6]: *airplane*, *car*, and *chair*. To ensure comparability, we use the official training split.

Each shape is centered and normalized to the unit sphere. We utilize the improved signed distance generation method proposed by the authors of ShapeGAN. Each shape is rendered from 50 equidistance views, the depth buffer is projected into object space to compute the surface point cloud. A point is considered to be outside the shape if it is seen by any camera. Shapes are discarded if fewer than 0.5% of the points are inside. We apply a small negative offset ($2e^{-3}$) to SDF values during training to facilitate surface extraction. This results in 2788, 2452, 4550 shapes in the training set for the *airplane*, *car*, and *chair* categories respectively. We use the same sampling scheme used in DeepSDF. For the ground truth test set, we uniformly query points in a unit sphere, and randomly select 2048 points thresholded to lie near the surface.

**Baselines.** We compare against four alternative models for implicit shape generation: two variants of ShapeGAN [27] which use a voxel and PointNet as discriminator, a latent-GAN trained on DeepSDF embeddings, and a VAD based SDF model which does not utilize our surface discriminator. We use the VAD layer implementation provided in [20]. For the latent-GAN, VAD, and our SurfGen model, we use the DeepSDF network as backbone. For ShapeGAN the author provided code and hyperparameters are used.

**Evaluation and metrics.** Every mesh is extracted using marching cubes at $256^3$ resolution, and 2048 points are randomly sampled from each mesh. The results are compared using the metrics introduced by [1]. Minimum matching distance (MMD) measures the distance of a shape from the test set to its nearest neighbor, and can be understood to be a proxy for fidelity. Coverage (COV) measures the fraction of the test set that are the nearest neighbor to a sample in the generated set, and can be understood to be a proxy for diversity. For each measure, the distance metric can either be chamfer distance (CD) or earth movers distance (EMD).

**Results.** Qualitative results for shapes generated by each method are shown in Figure 3 and Figure 7, while quantitative results are shown in Table 2. Shapes generated by our model have high-quality surfaces that are largely free from the high frequency artifacts present in Latent-GAN, and the block like artifacts from the two ShapeGAN variants. We also observe many thin shell like artifacts on VAD synthesized airplanes. For the chair class, the VAD only method

### Table 2. Generation results across ShapeNet classes; ↓ indicates that a lower value is better, ↑ indicates a higher value is better.

| Category | Model          | Discriminator | JSD ↓ | CD | EMD | CD | EMD   |
|----------|----------------|---------------|-------|----|-----|----|-------|
| Airplane | ShapeGAN-Voxel | Voxel         | 0.2848| 0.0193 | 0.1818 | 0.0794 | 0.0918 |
|          | ShapeGAN-PN    | PointNet      | 0.2393| 0.0119 | 0.1670 | 0.1066 | 0.1191 |
|          | Latent-GAN     | Latent        | 0.3643| 0.0138 | 0.1871 | 0.0843 | 0.0893 |
|          | VAD-SDF        | None          | 0.2221| 0.0103 | 0.1500 | 0.1141 | 0.1190 |
|          | SurfGen (ours) | Surface       | **0.1586** | **0.0074** | **0.1371** | **0.1191** | **0.1215** |
| Chair    | ShapeGAN-Voxel | Voxel         | 0.0307| 0.0231 | 0.2042 | 0.3408 | 0.3537 |
|          | ShapeGAN-PN    | PointNet      | 0.0304| 0.0152 | 0.1711 | 0.3641 | **0.3868** |
|          | Latent-GAN     | Latent        | 0.0394| 0.0125 | 0.1660 | 0.3742 | 0.3667 |
|          | VAD-SDF        | None          | 0.0846| 0.0142 | 0.1662 | 0.2051 | 0.2180 |
|          | SurfGen (ours) | Surface       | **0.0287** | **0.0095** | **0.1440** | **0.3812** | **0.3586** |
| Car      | ShapeGAN-Voxel | Voxel         | 0.0336| 0.0056 | 0.1221 | 0.3181 | 0.2869 |
|          | ShapeGAN-PN    | PointNet      | **0.0259** | 0.0051 | 0.1061 | **0.3409** | **0.3579** |
|          | Latent-GAN     | Latent        | 0.0649| 0.0061 | 0.1292 | 0.2784 | 0.2556 |
|          | VAD-SDF        | None          | 0.0568| 0.0048 | 0.1063 | 0.2414 | 0.2585 |
|          | SurfGen (ours) | Surface       | 0.0463| **0.0038** | **0.0982** | 0.2755 | 0.3267 |

Figure 7. Multiple views of synthesized shapes by our model.
Figure 8. The effect of manipulating individual dimensions of the latent vector

struggles to capture shapes with complicated geometry, and generally synthesizes chairs with no thin parts.

SurfGen has the lowest MMD value across all evaluated classes for both CD & EMD, this indicates that our methods synthesizes shapes are closely matched to samples from the test set. SurfGen produces high coverage for the airplane class, while it is tied for coverage in the chair class. Our method is less competitive in the car class. A possible reason is the lack of high frequency geometry normally present on the outside surface of cars. This causes cars to be difficult to learn using a surface based adversarial loss.

4.3. Latent Analysis

Individual latent dimensions. We explore if individual dimensions in our latent space have semantic meaning. Given a randomly sampled latent code, we select a dimension and increase its value in small increments. Our results are shown in Figure 8. We observe that changing certain dimensions can induce structural changes in a shape.

Interpolating between latents. In Figure 9, we demonstrate that shapes can smoothly change as we linearly interpolate between two randomly sampled latent vectors, even between shapes that have different topologies.

Computational efficiency. For a batch of 8 shapes, on a dual Nvidia 3090 system the grid query step at 128³ resolution takes approximately 2,500 ms, while marching cubes takes 90 ms. The spherical projection takes around 600 ms on a 12 core CPU. For G and D combined, the forward and backwards pass for a single batch takes around 5 seconds total.

4.4. Failure Cases

Certain shapes do not have well behaved spherical projections. In the most common case, we observe that this is mostly due to a shape having protrusions along the gravity aligned axis that significantly affect the centering of a shape into a unit sphere. The issue is most prominent in airplanes, while this is to a large degree mitigated by using the orthographic projection, we observe rare ring-like artifacts in airplanes as shown in Figure 10 that seem to be induced by the spherical discriminator. As part of future work, it may make sense to investigate the integration of the surface discriminator with discriminators directly applied to the implicit field.

5. Conclusion

In this paper, we have introduced a novel shape synthesis method that allows a discriminator to focus directly on the surface on a generated shape. Our method is capable of generating diverse high quality shapes with complex geometry. Our model has diverse downstream applications as part of a larger 3D synthesis pipeline. We hope our work will inspire future research in 3D shape synthesis.
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Supplementary material

1. Training of our SurfGen Model

We implement our SurfGen model following the steps detailed in Algorithms 1, 2, and 3. Where \( f_{\mathcal{M} \rightarrow \mathcal{S}} \) is a differentiable function which computes the spherical surface features from an input mesh.

**Algorithm 1:** Forward pass of generator

| **Input:** | Mean & std for shape \( I \): \( \mu_I, \sigma_I \)                           |
|           | Points set sampled for shape \( I \): \( P_I \)                           |
|           | Ground truth signed distance for \( P_I \): \( S_{GT} \)                 |
|           | 1: Sample latent code \( z \sim \mathcal{N}(\mu_I, \sigma_I^2 \cdot I) \) |
|           | 2: Assemble 3D sampling grid \( G_{3D} \)                               |
|           | 3: Sample field for \( G_{3D} \) as \( S_{GM} = g_{\psi}(G_{3D}, z) \) |
|           | 4: Extract isosurface \( \mathcal{M} = (V, F) = MC(S_G, G_{3D}) \)     |
|           | 5: Spherical projection \( \text{Sph}_\mathcal{M} = f_{\mathcal{M} \rightarrow \mathcal{S}}(\mathcal{M}) \) |
|           | 6: Sample field for \( P_I \) as \( S_{P} = g_{\psi}(P_I, z) \)         |
|           | 7: Adversarial loss: \( L_{GAN} = -D(S_{GM}) \)                        |
|           | 8: Clamped L1 loss: \( L_{SDF} = L_1,_{\pm T}(S_{GT}, S_P) \)          |
|           | 9: KLD regularization loss: \( D_{KL}(q(z|x)||p(z)) \)                 |
| **Output:** | Total loss \( L = \alpha L_{GAN} + \beta L_{SDF} + \gamma D_{KL} \) |

**Algorithm 2:** Backwards pass of generator

| **Input:** | Upstream gradient on spherical \( \frac{\partial L_{GAN}}{\partial \text{Sph}_\mathcal{M}} \) |
|           | Clamped L1 loss: \( L_{SDF} \) |
|           | Latent code \( z \) |
|           | 1: Compute GAN gradient w.r.t. \( V \): \( \frac{\partial L_{GAN}}{\partial \text{Sph}_\mathcal{M}}, \frac{\partial \text{Sph}_\mathcal{M}}{\partial V} \) |
|           | 2: Forward pass \( S_v = g_{\psi}(v, z) \) for \( v \in V \) |
|           | 3: Find normal \( n(v) = \nabla g_{\psi}(v, z) \) for \( v \in V \) |
|           | 4: \( \frac{\partial L_{GAN}}{\partial S_v} = \frac{\partial L_{GAN}}{\partial n(v)} n(v) \) for \( v \in V \) |
|           | 5: \( \frac{\partial L_{GAN}}{\partial s} = \sum_{v \in V} \frac{\partial L_{GAN}}{\partial S_v} (v) \frac{\partial S_v}{\partial s} (v) \) |
|           | 6: Gradient from L1: \( \frac{\partial L_{SDF}}{\partial \mu}, \frac{\partial L_{SDF}}{\partial \sigma}, \frac{\partial L_{SDF}}{\partial S_P} \) |
|           | 7: Gradient from KLD: \( \frac{\partial D_{KL}}{\partial \mu}, \frac{\partial D_{KL}}{\partial \sigma} \) |
|           | 8: \( \psi \leftarrow \psi - \alpha \frac{\partial L_{GAN}}{\partial \psi} - \beta \frac{\partial L_{SDF}}{\partial \psi} \) |
|           | 9: \( \mu \leftarrow \mu - \alpha \frac{\partial L_{GAN}}{\partial \mu} - \beta \frac{\partial L_{SDF}}{\partial \mu} - \gamma \frac{\partial D_{KL}}{\partial \mu} \) |
|           | 10: \( \sigma \leftarrow \sigma - \alpha \frac{\partial L_{GAN}}{\partial \sigma} - \beta \frac{\partial L_{SDF}}{\partial \sigma} - \gamma \frac{\partial D_{KL}}{\partial \sigma} \) |
| **Output:** | Updated generator & embedding |

**Algorithm 3:** Training of discriminator

| **Input:** | Spherical projection of real shape \( S_{\text{real}} \) |
|           | Spherical projection of fake shape \( S_{\mathcal{M}} \) |
|           | Discriminator \( D_{\phi} \) |
|           | 1: \( L_D = \text{ReLU}(1 - D_{\phi}(S_{\text{real}})) \) \( + \text{ReLU}(1 + D_{\phi}(S_{\mathcal{M}})) \) |
|           | 2: \( \phi \leftarrow \phi - \frac{\partial}{\partial \phi} L_D \) |
| **Output:** | Updated discriminator \( D_{\phi} \) |
2. Derivation of depth projection

If a ray \( i \) directly hits inside a triangle \( j \) at \( p^i_j \), with euclidean coordinates of \( \vec{p}^i_j = (x, y, z) \), we can express \( \vec{p}^i_j \) differentiably as a weighted sum of triangle vertices \( \vec{v}^j_0, \vec{v}^j_1, \vec{v}^j_2 \) in barycentric coordinates:

\[
\vec{p}^i_j = w^i_{j,0} \cdot \vec{v}^j_0 + w^i_{j,1} \cdot \vec{v}^j_1 + w^i_{j,2} \cdot \vec{v}^j_2 \quad (18)
\]

\[
w^i_{j,0} = 1 - w^i_{j,1} - w^i_{j,2} \quad (19)
\]

\((w^i_{j,0}, w^i_{j,1}, w^i_{j,2})\) can be expressed in a way that is differentiable w.r.t. triangle vertices using the ratio of the area between the three subtriangles created:

\[
\text{Area}_j = 0.5 \times ||(\vec{v}^j_1 - \vec{v}^j_0) \times (\vec{v}^j_2 - \vec{v}^j_0)||_2 \quad (20)
\]

\[
w^i_{j,0} = 0.5 \times ||(\vec{p}^i_j - \vec{v}^j_0) \times (\vec{p}^i_j - \vec{v}^j_0)||_2 / \text{Area}_j \quad (21)
\]

\[
w^i_{j,1} = 0.5 \times ||(\vec{p}^i_j - \vec{v}^j_2) \times (\vec{p}^i_j - \vec{v}^j_2)||_2 / \text{Area}_j \quad (22)
\]

\[
w^i_{j,2} = 1 - w^i_{j,1} - w^i_{j,0} \quad (23)
\]

where \( \times \) denotes cross product, and we are assuming the ordering of the vertices of a triangle follows the right-hand rule.

3. Derivation of near miss distance

If a ray does not intersect with the inside of a triangle, but is within \( r \) distance of a triangle, we need to compute the distance between near miss point \( \vec{n}^i_j \) on the ray and the closest point on the triangle \( F^j \). Assume the ray has a closest point on the triangle edge defined by \( \vec{v}^j_1, \vec{v}^j_0 \):

\[
n = ||\vec{v}^j_1 - \vec{v}^j_0||_2 \quad (24)
\]

\[
t = \text{clamp}( (\vec{p}^i_j - \vec{v}^j_0) \cdot (\vec{v}^j_1 - \vec{v}^j_0) ) / n, \min = 0.0, \max = 1.0 \quad (25)
\]

\[
\vec{m}_{\text{point}} = \vec{v}^j_0 + t \cdot (\vec{v}^j_1 - \vec{v}^j_0) \quad (26)
\]

\[
\vec{m}_{\text{dist}} = ||\vec{p}^i_j - \vec{m}_{\text{point}}||_2 \quad (27)
\]

where \( \cdot \) denotes dot product. Note that in practice we use squared euclidean distance \( || \cdot ||_2^2 \).
4. Visualization of learned discriminator features

We visualize the features learned by our discriminator using guided backpropagation in Figure 1. It can be seen that individual neurons can learn localized features that are specific to a given geometry in each shape.

Figure 1. We visualize the individual salient features from the last 256 neuron fully connected layer of the discriminator. Gradients are visualized using guided backpropagation. From left to right: 3D shape, radial spherical depth map flattened, and salient features for three neurons for each shape. Note that not the same neurons are show for different shapes.