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Abstract

In this paper we study collective decision making on a multi-population, represented by a regular network of groups of individuals. Each group consists of a collection of players and every player can choose between two options. A group is characterised by variables denoting the fractions of individuals committed to each respective option, and they are influenced by the state of neighboring groups. First, we study its steady-state and show that the equilibrium is a consensus equilibrium. We also derive a sufficient condition for local asymptotic stability. Then, we study a structured model where every population is now assumed to represent a structured complex network. We conclude the paper with simulations, corroborating the obtained theoretical findings.
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1. Introduction

In this paper we study networked bio-inspired models, where a group of individuals has the objective of reaching consensus on one of the available options. In recent years there has already been a surge in amount of published literature on this topic, see for example \cite{1}, \cite{2}, \cite{3} and \cite{4}. Usually, a group of individuals is considered and every player of the group can choose between two options, 1 or 2, or can choose to be uncommitted. Rather than studying individual behavior of each player, we are only interested in how many players choose a certain strategy. To do this, we model the mean-field approximation, by taking the population size very large.

In the existing literature, often the dynamics of a single group of individuals is studied, \cite{1}, \cite{2}, \cite{4}. Here, the evolutionary dynamics are inspired on a biological model on swarms of bees, see e.g. \cite{5}, \cite{6}, \cite{7}. Networked bio-inspired
evolutionary models also arise in consensus networks [8], [9], [3], [10]. Here, we can think of groups of individuals that need to decide between a left or right political party, and the cross-inhibitory signals can then be thought of as smear campaigns by the opposing team. Finally, networked systems can be used to study diffusion models. For example, in [11], they are used to study how a disease spreads over a population. Individuals are now either susceptible or infected. If there are two competing viruses spreading over the population, we talk about a bi-virus model [12].

A preliminary version of this paper has appeared as a conference proceeding [13]. The additional main contributions are the study of the case with structured environment, the addition of a lemma proving the well-posedness of the problem, and extended proofs of the obtained results.

As an element of novelty in comparison with the existing literature, in this paper we will deal with evolutionary dynamics on a multi-population, as opposed to a single population. This networked multi-population is represented by a graph, where each node represents a population. Every population is characterized by three variables, the fractions of players that are committed to option 1, committed to option 2, and uncommitted. These fractions depend on the state of the neighboring populations. We assume throughout the paper that the graph of the networked multi-population is unweighted and regular, by which we mean that every node has the same amount of neighbors.

2. The Unstructured Networked Model

Consider a multi-population that consists of multiple groups of players, where it is assumed that players within a group can all interact with each other. The evolutionary dynamics are now as follows. Every player can spontaneously decide to commit to an option (parametrized by $\gamma$), or can decide to commit to an option by means of imitation (parametrized by $r$), because we assume the individuals are crowd-seeking, and thus are attracted to the option that has the most committed players. Players can also decide to leave their choice, by either spontaneous abandonment (parametrized by $\alpha$), or by being lured to become uncommitted by other players. We then also talk about cross-inhibitory signals that are sent to opposing players to attract them to become uncommitted (parametrized by $\sigma$). Finally, when modeling the dynamics of such systems, the states of the model are $x, y, z$, that denote the fraction of committed individuals to option 1, the fraction of committed individuals to option 2 and the fraction of uncommitted individuals, respectively. We introduce a subscript $i$ to denote the $i$th population. Note that we have $x_i + y_i + z_i = 1$ at all times, or equivalently, $z_i = 1 - x_i - y_i$. This enables us to describe the dynamics solely in terms of $x_i$ and $y_i$:

$$\dot{x}_i = \left(\gamma + r \sum_{j \in N_i} x_j\right)(1 - x_i - y_i) - x_i\left(\alpha + \sigma \sum_{j \in N_i} y_j\right),$$

$$\dot{y}_i = \left(\gamma + r \sum_{j \in N_i} y_j\right)(1 - x_i - y_i) - y_i\left(\alpha + \sigma \sum_{j \in N_i} x_j\right),$$

(1)
and of course $\dot{z}_i = -\dot{x}_i - \dot{y}_i$. These dynamics and the role of the parameters are summarized in Figure 1. Throughout it is assumed that we consider a regular and unweighted graph, so the cardinality of the neighbor set $|N_i|$ is the same for every node. The set of feasible states $\Delta$, defined by

$$\Delta = \{(x, y) \in \mathbb{R}^{2n} \mid x_i \geq 0, y_i \geq 0, x_i + y_i \leq 1\},$$

is positively invariant. This makes the problem we study in this paper well-posed.

**Lemma 1.** For any initial condition $(x(0), y(0)) \in \Delta$, the state will remain in this set, $(x(t), y(t)) \in \Delta$, for all $t > 0$.

**Proof.** This is a corollary from Nagumo’s Theorem [14]. To see this, we compute the direction of the vector field of the points on the boundary of $\Delta$, and show that they point inwards the set. Consider any node $i$. Recall that $\gamma, r, \alpha, \sigma$ are all positive valued parameters, and assume that $x_j, y_j \geq 0$ for all $j \neq i$. We now show that $\Delta_i = \{(x_i, y_i) \mid x_i \geq 0, y_i \geq 0, x_i + y_i \leq 1\}$ is a positively invariant set. The boundary of $\Delta_i$ is

$$\partial \Delta_i = \{(x_i, y_i) \in \Delta_i \mid y_i = 0\} \cup \{(x_i, y_i) \in \Delta_i \mid x_i = 0\} \cup \{(x_i, y_i) \in \Delta_i \mid x_i + y_i = 1\} =: \partial \Delta^1_i \cup \partial \Delta^2_i \cup \partial \Delta^3_i.$$

For the points in $\partial \Delta^1_i$, we have that

$$\dot{y}_i = \left(\gamma + r \sum_{j \in N_i} a_{ij} y_j\right)(1 - x_i) \geq 0,$$

so these points are moving upwards inside $\Delta_i$. For points in $\partial \Delta^2_i$ we have that they point inside $\Delta_i$ as well, since

$$\dot{x}_i = \left(\gamma + r \sum_{j \in N_i} a_{ij} x_j\right)(1 - y_i) \geq 0.$$

And finally, for points in $\partial \Delta^3_i$ we have that

$$\dot{x}_i = -x_i \left(\alpha + \sigma \sum_{j \in N_i} a_{ij} y_j\right) \leq 0,$$

$$\dot{y}_i = -y_i \left(\alpha + \sigma \sum_{j \in N_i} a_{ij} x_j\right) \leq 0,$$

which points inward $\Delta_i$ as well. To conclude, we see that for any point on the boundary of $\Delta$, the vector field points inside $\Delta$. As a consequence of Nagumo’s Theorem, we can conclude that the set $\Delta$ is positively invariant.
We are now ready to establish the following result.

**Theorem 2.** The system described by (1) admits a consensus equilibrium \((x^*, y^*, z^*) = (\xi_n, \mu_n, \zeta_n)\) with

- **Case 1.** If \(\xi = \mu\),
  \[
  \xi = \mu = \frac{-(2\gamma - rd + \alpha)\pm \sqrt{(2\gamma - rd + \alpha)^2 + 4\gamma(2rd + \sigma d)}}{2(2rd + \sigma d)}, \quad \zeta = 1 - \frac{-(2\gamma - rd + \alpha)\pm \sqrt{(2\gamma - rd + \alpha)^2 + 4\gamma(2rd + \sigma d)}}{2(2rd + \sigma d)}.
  \]

- **Case 2.** If \(\zeta = \frac{\alpha}{rd}\),
  \[
  \xi = \frac{\alpha}{rd} - \sqrt{(\frac{\alpha}{rd})^2 - \frac{\gamma}{2d}}, \quad \mu = 1 - \xi - \frac{\alpha}{rd}, \quad \zeta = \frac{\alpha}{rd}.
  \]

Our notion of consensus refers to the fact that the fractions of (un)commitment, \(\xi, \mu, \) and \(\zeta\), are the same for every population.

**Proof.** Let the consensus equilibrium be given by \((x^*, y^*, z^*) = (\xi_n, \mu_n, \zeta_n)\), with \(\zeta = 1 - \xi - \mu\). At this equilibrium, and since \(\dot{x}_i = 0\) and \(\dot{y}_i = 0\) at an equilibrium, the equations in (1) reduce to

\[
0 = \dot{x}_i = (\gamma + rd\xi)\zeta - \xi(\alpha + \sigma d\mu),
0 = \dot{y}_i = (\gamma + rd\mu)\zeta - \mu(\alpha + \sigma d\xi).
\]

From (2) it also follows that

\[
0 = \dot{x}_i - \dot{y}_i = rd(\xi - \mu)\zeta - \xi\alpha + \mu\alpha = (rd\zeta - \alpha)(\xi - \mu).
\]

From this expression we obtain that either \(\xi = \mu\) or \(\zeta = \frac{\alpha}{rd}\), so we distinguish two cases. Note that these two cases are not mutually exclusive. In the first case, if \(\xi = \mu\), the first equation of (2) reduces to

\[
0 = \dot{x}_i = (\gamma + rd\xi)(1 - 2\xi) - \xi(\alpha + \sigma d\xi) = \gamma - 2\gamma\xi + rd\xi - 2rd\xi^2 - \alpha\xi - \sigma d\xi^2 = (2rd + \sigma d)\xi^2 + (2\gamma - rd + \alpha)\xi - \gamma.
\]

This is a quadratic equation in \(\xi\) and the solution is

\[
\xi = \frac{-(2\gamma - rd + \alpha)\pm \sqrt{(2\gamma - rd + \alpha)^2 + 4\gamma(2rd + \sigma d)}}{2(2rd + \sigma d)}.
\]

Note that in general one obtains two solution to a quadratic equation, however the solution with a minus sign in front of the square root cannot be an equilibrium since in that case the value of \(\xi\) would be strictly negative. Finally, \(\mu = \xi\) and \(\zeta = 1 - 2\xi\). Secondly, if \(\zeta = \frac{\alpha}{rd}\), using the fact that \(\mu = 1 - \xi - \frac{\alpha}{rd}\) now, we obtain

\[
0 = \dot{x}_i = (\gamma + rd\xi)\frac{\alpha}{rd} - \xi(\alpha + \sigma d(1 - \xi - \frac{\alpha}{rd})) = d\xi^2 + (\frac{\alpha}{rd} - d)\xi + \frac{2\alpha}{rd}.
\]
This is a quadratic equation in $\xi$ and the solution is

$$\xi = \frac{-\left(\frac{1}{2} - d\right) \pm \sqrt{(\frac{1}{2} - d)^2 - \frac{1}{4}\sigma}}{2d}.$$  

It can happen that for some values of parameters both solutions are within the interval $[0, 1]$. In that case we do not have a unique equilibrium. This completes the proof.

For the consensus equilibrium established in Theorem 2 we have the following sufficient condition for exponential stability. We will show that two inequalities must hold on the strength of the cross-inhibitory signals, and these conditions can be checked a priori.

**Theorem 3.** The consensus equilibrium $x^* = (\xi 1_n, \mu 1_n, \zeta 1_n)$ that is reached under dynamics (1) is locally exponentially stable if the following inequalities on the cross-inhibitory signal $\sigma$ hold:

$$\sigma > \frac{\alpha - rd(1 - \xi - \mu)}{d(1 - \mu)} \quad \text{and} \quad \sigma > \frac{\alpha - rd(1 - \xi - \mu)}{d(1 - \xi)}.$$  

**Proof.** We compute the Jacobian and evaluate it at the equilibrium $x^* = (\xi 1_n, \mu 1_n, \zeta 1_n)$. Consider the dynamics described by (1), then the partial derivatives of $\dot{x}_i$ are given by the following expressions

$$\frac{\partial \dot{x}_i}{\partial x_i} = -\gamma - r \sum_{j \in \mathcal{N}_i} x_j - \alpha - \sigma \sum_{j \in \mathcal{N}_i} y_j,$$

$$\frac{\partial \dot{x}_i}{\partial y_i} = \begin{cases} 
0 & \text{if } j \notin \mathcal{N}_i, \\
-\sigma x_j & \text{if } j \in \mathcal{N}_i.
\end{cases}$$

The partial derivatives of $\dot{y}_i$ are obtained in a similar fashion. We evaluate the expressions of the partial derivatives at the equilibrium $x^* = (\xi 1_n, \mu 1_n, \zeta 1_n)$ and we make use of the fact that $1 - \xi - \mu = \zeta$. This gives the following Jacobian

$$J = \left[ \frac{\partial(x_1, \ldots, x_n, y_1, \ldots, y_n)}{\partial(x_1, \ldots, x_n, y_1, \ldots, y_n)} \right] \bigg|_{x=x^*} = \left[ \begin{array}{cc} \frac{\partial(x_1, \ldots, \dot{x}_n)}{\partial(x_1, \ldots, \dot{x}_n)} & \frac{\partial(x_1, \ldots, \dot{y}_n)}{\partial(x_1, \ldots, \dot{y}_n)} \\
\frac{\partial(y_1, \ldots, y_n)}{\partial(y_1, \ldots, y_n)} & \frac{\partial(y_1, \ldots, \dot{y}_n)}{\partial(y_1, \ldots, \dot{y}_n)} \end{array} \right] \bigg|_{x=x^*}$$

$$= \begin{bmatrix} (r - r \xi - r \mu) A - (\gamma + rd\xi + \alpha + \sigma d\mu) I_n & -\sigma A - (\gamma + rd\xi) I_n \\
\gamma + rd\xi + \alpha + \sigma d\mu I_n & (r - r \xi - r \mu) A - (\gamma + rd\mu + \alpha + \sigma d\xi) I_n \end{bmatrix},$$

where $A$ denotes the adjacency matrix of the network. To prove exponential stability the eigenvalues of the above matrix should be contained in the open
left half of the complex plane. Computing the eigenvalues of the above $2n \times 2n$ Jacobian matrix is rather difficult, however, we can find an estimate using the Gershgorin circle theorem. Gershgorin circle theorem tells us that each eigenvalue $\lambda_i$ is contained in a circle around $J_{ii}$ with radius $\sum_{j \neq i} |J_{ij}|$. We note that all diagonal entries $J_{ii}$ are strictly negative, so if we require that the radius of the circle does not cross the imaginary axis we know that the eigenvalue has a strictly negative real part. Using this, we find a sufficient condition for stability. So for $i = 1, \ldots, n$ we require

$$-J_{ii} > \sum_{j \neq i} |J_{ij}|$$

$$\gamma + rd\xi + \alpha + \sigma d\mu > rd\zeta + \sigma d + \gamma + rd\xi$$

$$\alpha + \sigma d\mu > rd\zeta + \sigma d$$

$$\sigma > \frac{rd\zeta - \alpha}{d\mu - d} = \frac{\alpha - rd\zeta}{d(1 - \mu)}.$$

Analogously, for $i = n + 1, \ldots, 2n$ we must have $-J_{ii} > \sum_{j \neq i} |J_{ij}|$ and similar computations show that this gives the second constraint. This completes the proof.

3. A Structured Networked Multi-population

So far, we did not impose any structure on the individual populations. A single population was merely characterised by three variables, namely the fraction of committed individuals to option 1, the fraction of committed individuals to option 2 and the fraction of uncommitted individuals. The internal structure of the population was not considered. That will change in the remainder of this paper. From now on, we will assume that every group of the multi-population is characterized by a structured environment [15], [4]. The key idea here, is that individuals from a population with a high connectivity to other players (in the same population) can have different inclinations to commit to option 1 or 2 than compared to a player with a low connectivity.

To make this more precise, we will now study the case where each population of the networked multi-population is represented by a complex network. A complex network is a network on a large number of nodes, where the node degree distribution follows a power law. We let $P(k)$ be the distribution of the node degrees, for $k = 1, 2, \ldots, k_{\text{max}}$. Then we denote $x_{ki}$ as the portion of the $i^{th}$ population with $k$ connections, that are committed to the first option. Similarly for $y_{ki}$ and $z_{ki}$, and we have $z_{ki} = 1 - x_{ki} - y_{ki}$. We also refer to the pair $(x_{ki}, y_{ki})$ (or the triple $(x_{ki}, y_{ki}, z_{ki})$) as the $k^{th}$ cluster of the $i^{th}$ population. It is noteworthy that the full state of the networked complex network population has as state vectors

$$\left( x_{11}^{k_{\text{max}}}, x_{12}^{k_{\text{max}}}, \ldots, x_{1n}^{k_{\text{max}}}, x_{21}^{k_{\text{max}}}, \ldots, x_{2n}^{k_{\text{max}}}, \ldots, x_{n1}^{k_{\text{max}}}, x_{n2}^{k_{\text{max}}}, \ldots, x_{nn}^{k_{\text{max}}}, y_{11}^{k_{\text{max}}}, \ldots, y_{1n}^{k_{\text{max}}}, y_{21}^{k_{\text{max}}}, \ldots, y_{2n}^{k_{\text{max}}}, \ldots, y_{n1}^{k_{\text{max}}}, y_{n2}^{k_{\text{max}}}, \ldots, y_{nn}^{k_{\text{max}}}, z_{11}^{k_{\text{max}}}, \ldots, z_{1n}^{k_{\text{max}}}, z_{21}^{k_{\text{max}}}, \ldots, z_{2n}^{k_{\text{max}}}, \ldots, z_{n1}^{k_{\text{max}}}, z_{n2}^{k_{\text{max}}}, \ldots, z_{nn}^{k_{\text{max}}} \right)^T,$$
where we assumed that for every complex network, the degree distribution $P(k)$ is the same, and hence the maximal node degree $k_{\text{max}}$ is also equal for every group. Let us now consider the dynamics for a single cluster from a single complex network of the network. In other words, we will now come up with dynamics for $x_i^k$ and $y_i^k$. We introduce $\psi_k = \frac{k}{k_{\text{max}}}$ as a parameter that captures the connectivity of a cluster. We have that $\psi_k$ is close to zero if $k$ is very small (no connectivity) and $\psi_k$ is close to one if $k$ is close to $k_{\text{max}}$ (full connectivity). For the discrete random variable $k$, with probabilities $P(k)$, we denote the mean by $< k >$ with

$$< k > = \sum_{k=1}^{k_{\text{max}}} k \cdot P(k).$$

Next up, we introduce $\theta^x_i$ and $\theta^y_i$ as the probabilities that a link randomly chosen will point to a player that uses strategy $x$ or $y$ in group $i$, respectively. These new variables capture the first moment. They are defined as

$$\theta^x_i = \frac{1}{< k >} \sum_{k=1}^{k_{\text{max}}} k \cdot P(k) \cdot x_i^k, \quad \theta^y_i = \frac{1}{< k >} \sum_{k=1}^{k_{\text{max}}} k \cdot P(k) \cdot y_i^k.$$

The dynamics of cluster $k$ in group $i$ are now given by

$$\dot{x}_i^k = (1 - x_i^k - y_i^k) \left( r \psi_k \sum_{j \in N_i} \theta^x_j + \gamma \right) - x_i^k \left( \alpha + \sigma \rho_k \sum_{j \in N_i} \theta^y_j \right),$$

$$\dot{y}_i^k = (1 - x_i^k - y_i^k) \left( r \psi_k \sum_{j \in N_i} \theta^y_j + \gamma \right) - y_i^k \left( \alpha + \sigma \rho_k \sum_{j \in N_i} \theta^x_j \right).$$

(3)

Note that these dynamics are normalised, in the sense that $x_i^k + y_i^k + z_i^k = 1$ for every $k \in \{1, 2, \ldots, k_{\text{max}}\}$ and for every $i \in \{1, 2, \ldots, n\}$. We made this normalisation because in this case, $z_i^k = 1 - x_i^k - y_i^k$, and this variable became redundant. These dynamics are similar to the model (1) except we now sum over the multiple $\theta$ parameters, and the connectivity parameter $\psi_k$ now play a role as well, since we are looking at a multi-population of complex networks. By aggregating over the differential equations of $\dot{x}_i^k$ and $\dot{y}_i^k$ using $\frac{1}{< k >} \sum_k k P(k)$, we obtain dynamics for $\dot{\theta}^x_i$ and $\dot{\theta}^y_i$, which are given by

$$\dot{\theta}^x_i = (-\gamma - \alpha) \theta^x_i - \gamma \theta^y_i + \frac{r \psi^x_i}{k_{\text{max}}} \sum_{j \in N_i} \theta^x_j - \frac{\sigma \psi^x_i}{k_{\text{max}}} \sum_{j \in N_i} \theta^y_j + \gamma,$$

$$\dot{\theta}^y_i = -\gamma \theta^x_i + (-\gamma - \alpha) \theta^y_i - \frac{\sigma \psi^y_i}{k_{\text{max}}} \sum_{j \in N_i} \theta^x_j + \frac{r \psi^y_i}{k_{\text{max}}} \sum_{j \in N_i} \theta^y_j + \gamma,$$

where we have simplified our notation by introducing

$$V = \frac{1}{< k >} \sum_k k^2 P(k), \quad \Psi^x_i = \frac{1}{< k >} \sum_k k^2 P(k) x_i^k, \quad \Psi^y_i = \frac{1}{< k >} \sum_k k^2 P(k) y_i^k.$$

Note that we have $V = < k > (\Psi^x_i + \Psi^y_i + \Psi^z_i)$. These variables capture the second moment. We can write the dynamics for $\theta^x_i$ and $\theta^y_i$ for $i = 1, 2, \ldots, n$ in
vector form, by introducing
\[ \theta^x = (\theta^x_1, \theta^x_2, \ldots, \theta^x_n), \quad \theta^y = (\theta^y_1, \theta^y_2, \ldots, \theta^y_n). \]

We then have
\[ \begin{pmatrix} \dot{\theta}^x \\ \dot{\theta}^y \end{pmatrix} = \begin{pmatrix} (\gamma - \alpha)I - \frac{r}{\max} \Psi^z A & -\gamma I - \frac{\sigma}{\max} \Psi^z A \\ -\gamma I - \frac{\sigma}{\max} \Psi^y A & (\gamma - \alpha)I + \frac{r}{\max} \Psi^z A \end{pmatrix} \begin{pmatrix} \theta^x \\ \theta^y \end{pmatrix} \\
+ \begin{pmatrix} \gamma I \\ \gamma I \end{pmatrix}, \tag{4} \]

where we use \( A \) to denote the adjacency matrix of the multi-population, and where we use \( \Psi^x, \Psi^y \) and \( \Psi^z \) to denote
\[ \Psi^x = \text{diag}(\Psi^x_1, \Psi^x_2, \ldots, \Psi^x_n), \]
\[ \Psi^y = \text{diag}(\Psi^y_1, \Psi^y_2, \ldots, \Psi^y_n), \]
\[ \Psi^z = \text{diag}(\Psi^z_1, \Psi^z_2, \ldots, \Psi^z_n). \]

Equilibria of the above model are in general hard to find, but the equilibrium \((\theta^x^*, \theta^y^*)\) satisfies at least the expression
\[ \begin{pmatrix} \theta^x^* \\ \theta^y^* \end{pmatrix} = \begin{pmatrix} (\gamma + \alpha)I - \frac{r}{\max} \Psi^z A & \gamma I + \frac{\sigma}{\max} \Psi^y A \\ \gamma I + \frac{\sigma}{\max} \Psi^y A & (\gamma + \alpha)I - \frac{r}{\max} \Psi^z A \end{pmatrix}^{-1} \begin{pmatrix} \gamma I \\ \gamma I \end{pmatrix}, \]

where the matrix is nonsingular if it is diagonally dominant. Computation of an equilibrium analytically is a difficult task, and is beyond the scope of this paper.

Suppose for now, an equilibrium \((\theta^x^*, \theta^y^*)\) is found. Then we can conclude the following result on stability.

**Theorem 4.** Let the multi-population be characterized by a regular and unweighted graph with degree \( d \) and with adjacency matrix \( A = (a_{ij}) \). Then, an equilibrium \((\theta^x^*, \theta^y^*)\) of (4) is locally asymptotically stable if the following pair of inequalities are satisfied.

\[ \alpha > \frac{r}{\max} \Psi^z \cdot d + \frac{\sigma}{\max} \Psi^z \cdot d, \]
\[ \alpha > \frac{\sigma}{\max} \Psi^y \cdot d + \frac{r}{\max} \Psi^z \cdot d, \]

where \( \Psi^z_i, \Psi^y_i, \Psi^z_i \) denote the second moments \( \Psi^z_i, \Psi^y_i, \Psi^z_i \), since the latter are the same for every population \( i \).

It should be noted that the equilibrium values play a role in the computation of \( \Psi^z_i, \Psi^y_i \) and \( \Psi^z_i \).

**Proof.** The result follows directly from applying Gershgorin’s circle theorem to the affine system of (4). Computing the eigenvalues of the system matrix explicitly is quite difficult, however they can be estimated by using Gershgorin’s circle theorem. For every row of the system, since the diagonal entry is strictly negative, requiring that it is larger in magnitude than the sum of the off-diagonal
entries will tell us that the eigenvalues are contained in the open left half complex plane. So for \( i = 1, 2, \ldots, n \) we have that

\[
| - \gamma - \alpha | > \left| \frac{r}{k_{\text{max}}} \Psi_i^n \sum_{j=1}^n a_{ij} \right| + | - \gamma | + \left| - \frac{\sigma}{k_{\text{max}}} \Psi_i^n \sum_{j=1}^n a_{ij} \right|
\]

\[
\alpha > \frac{r}{k_{\text{max}}} \Psi_i^n \sum_{j=1}^n a_{ij} + \frac{\sigma}{k_{\text{max}}} \Psi_i^n \sum_{j=1}^n a_{ij}
\]

\[
\alpha > \frac{r}{k_{\text{max}}} \Psi_i^n d + \frac{\sigma}{k_{\text{max}}} \Psi_i^n d,
\]

since \( \sum_{j=1}^n a_{ij} = |N_i| = d \) for all \( i \). Similarly, for rows \( i = n + 1, \ldots, 2n \) we require that

\[
\alpha > \frac{r}{k_{\text{max}}} \Psi_i^n d + \frac{\sigma}{k_{\text{max}}} \Psi_i^n d.
\]

Furthermore we note that since we consider a regular graph, we reach a consensus equilibrium by which we mean that the values for \( x_i^k \) and \( y_i^k \) are the same for every \( 1 \leq i \leq n \), as in Theorem 2. We thus have

\[
\Psi_i^x = \frac{1}{<k>} \sum_k k^2 P(k)x_i^k = \frac{1}{<k>} \sum_k k^2 P(k)\xi^k = \Psi_i^x,
\]

\[
\Psi_i^y = \frac{1}{<k>} \sum_k k^2 P(k)y_i^k = \frac{1}{<k>} \sum_k k^2 P(k)\mu^k = \Psi_i^y,
\]

\[
\Psi_i^z = \frac{1}{<k>} \sum_k k^2 P(k)z_i^k = \frac{1}{<k>} \sum_k k^2 P(K)\zeta^k = \Psi_i^z.
\]

This completes the proof.

In the special case of reaching a symmetric equilibrium as in case 1 of Theorem 2 we have the following corollary.

**Corollary 5.** Let the underlying network of the multi-population be a regular and unweighted graph, with degree \( d \). Then, any symmetric equilibrium of (4) is locally asymptotically stable if the following condition on the cross-inhibitory signal holds

\[
\sigma < 2r - \frac{rV}{<k>\Psi_s} + \frac{\alpha k_{\text{max}}}{\Psi_s d}, \quad (5)
\]

so where \( \Psi_s = \Psi_i^x = \Psi_i^y \).

**Proof.** Since we have a symmetric equilibrium, \( \Psi_i^x = \Psi_i^y = \Psi_s \). Furthermore this means \( \Psi_s^x = \frac{V}{<k>} - \Psi_s - \Psi_s^y = \frac{V}{<k>} - 2\Psi_s \). Starting from Theorem 4 and performing some algebraic manipulations, we have

\[
\alpha > \frac{r}{k_{\text{max}}} \Psi_s^x d + \frac{\sigma}{k_{\text{max}}} \Psi_s^y d
\]

\[
\alpha > \frac{r}{k_{\text{max}}} \left( \frac{V}{<k>} - 2\Psi_s \right) d + \frac{\sigma}{k_{\text{max}}} \Psi_s d
\]

\[
\frac{-\sigma}{k_{\text{max}}} \Psi_s d > \frac{r}{k_{\text{max}}} \left( \frac{V}{<k>} - 2\Psi_s \right) d - \alpha,
\]

\[
\sigma < \frac{r}{\Psi_s} \left( \frac{V}{<k>} - 2\Psi_s \right) + \frac{\alpha k_{\text{max}}}{\Psi_s d} = 2r - \frac{rV}{<k>\Psi_s} + \frac{\alpha k_{\text{max}}}{\Psi_s d}
\]
and the proof is completed.

It should be stressed that this result is in agreement with Theorem 3, from [1]. Interestingly enough, our result has been found by starting from Gershgorin’s circle theorem, while in [1] they analyse a $2 \times 2$ matrix by considering its trace and determinant. We have thus derived a similar result using different methodology.

4. Symmetric Equilibrium in Structured Environment

In this section, we will assume that the equilibrium we reached is a symmetric equilibrium, cf. case 1 in Theorem 2. In such case, we have that $x_i^k = y_i^k = \xi_i^k = \mu_i^k$. Since this is a consensus equilibrium, by which we mean that the value is equal in every population $i$, this value is in fact equal to $\xi_i^k$, where the equilibrium value can still depend on the node degree $k$. We remark that for these symmetric consensus equilibria, $\theta x_i = \theta y_i = \theta$. Hence,

$$
\sum_{j \in N_i} \theta_j x_j = \sum_{j \in N_i} \theta_j y_j = d \theta,
$$

where $d$ denotes the degree of the regular network. The dynamics for $x_i^k$ and $y_i^k$ are now described by

$$
\dot{x}_i^k = (1 - x_i^k - y_i^k) (r \psi d \theta + \gamma) - x_i^k (\alpha + \sigma \psi d \theta),
\dot{y}_i^k = (1 - x_i^k - y_i^k) (r \psi d \theta + \gamma) - y_i^k (\alpha + \sigma \psi d \theta).
$$

Equivalently we can write these dynamics in matrix form to get

$$
\begin{pmatrix}
\dot{x}_i^k \\
\dot{y}_i^k
\end{pmatrix} =
\begin{pmatrix}
-(r + \sigma) \psi d \theta - \alpha - \gamma & -r \psi d \theta - \gamma \\
-r \psi d \theta - \gamma & -(r + \sigma) \psi d \theta - \alpha - \gamma
\end{pmatrix}
\begin{pmatrix}
x_i^k \\
y_i^k
\end{pmatrix}
+ \begin{pmatrix}
r \psi d \theta + \gamma \\
r \psi d \theta + \gamma
\end{pmatrix}.
$$

(6)

The remainder of this section focuses on the study of the above system. By direct computation, one can show that the above affine system is stable by computing the eigenvalues of the system matrix.

Theorem 6. The above system has eigenvalues $\lambda = -\sigma \psi d \theta - \alpha$ and $\lambda = -(2r + \sigma) \psi d \theta - 2\gamma - \alpha$, which are strictly negative and hence the system is asymptotically stable. Furthermore convergence is faster as $\psi$ increases.

Next, we study the equilibrium of system (6).

Theorem 7. For the system described by (6), a symmetric equilibrium is given by

$$
x_i^{k*} = y_i^{k*} = x^* = \frac{r \psi d \theta + \gamma}{(2r + \sigma) \psi d \theta + 2\gamma + \alpha}.
$$
Proof. As the dynamics of (6) are of the form \( \dot{x} = Ax + c \), the equilibrium is simply given by \( x^* = -A^{-1}c \). We remark that the determinant of \( A \) is given by

\[
det(A) = \Delta = 2(r\psi_k d\theta + \gamma)(\sigma\psi_k d\theta + \alpha) + (\sigma\psi_k d\theta + \alpha)^2,
\]

which is nonzero as the system parameters are all positive. So matrix \( A \) is always nonsingular. Performing straightforward computations to obtain \(-A^{-1}c\), yield the desired result.

One can show that if \( \frac{\alpha}{\gamma} > \frac{\sigma}{r} \), we have that \( \frac{\partial x^{k*}}{\partial \psi_k} (\psi_k) > 0 \) for all \( \psi_k \), thus the equilibrium value \( x^{k*}_1 \) is increasing as the connectivity \( \psi_k \) is increasing. In such case, the fraction of uncommitted individuals (within a cluster) is decreasing.

5. Numerical Studies

Numerous simulations are run to support our findings. First, a simulation is performed to show the validity of Theorem 2. We look at a regular and unweighted network given by the Buckminster Fuller geodesic dome, which is a regular graph on 60 nodes where each node has degree 3, see the top left corner of Figure 2. We performed the simulation and the results are shown in Figure 2. The values of the parameters were set as follows: \( \gamma = 0.2, \alpha = 0.4, r = 0.3 \) and \( \sigma = 0.4 \).

Figure 2: Dynamics on the regular networked Buckminster dome.

The trajectories of \( x_i \) are presented in dashed blue lines, while the trajectories of \( y_i \) are presented in solid red lines. We observe that we reach a consensus equilibrium with \( x_i = \xi = 0.222 \) and \( y_i = \mu = 0.333 \). We note that
\( \zeta = 1 - \xi - \mu = 0.444 \). This is equal to \( \frac{\alpha}{3} \). Computing the values of \( \xi \) and \( \mu \) using the formulas in case 2 of Theorem 2 yield the same values as the results obtained from the simulation.

Next, we will perform simulations on the networked multi-population where the individual populations possess a structured environment. We assume that every node of the networked multi-population represents a complex network, and this complex network is clustered based on the connectivity.

As every population \( i \) is now a complex network, cluster \( k \) in population \( i \) is simply the portion of nodes with \( k \) connections. We have thus \( k_{\text{max}} \) clusters, where the final cluster has the maximal connectivity \( k_{\text{max}} \). We assume that every population of the networked multi-population has the same probability distribution of the complex network, and this discrete distribution follows a power law distribution.

This complex network was constructed using the Barabasi-Albert model, making the complex network scale-free. We consider the networked multi-population where the overall network is given by the regular graph of the Buckminster dome. So, we have in fact an interconnected network of 60 complex networks, where each complex network is scale free and follows the degree distribution of the Barabasi-Albert model.

We set the system parameters equal to \( \gamma = 0.5, \alpha = 0.6, r = 0.4 \) and \( \sigma = 0.3 \). Then, we simulate the normalized dynamics of each cluster according to equation (3). At every iteration, for every population, we compute the \( \theta_x^i \) and \( \theta_y^i \). We have plotted the dynamics for different clusters \( k = 1, 10, 40 \) of an arbitrary population of the multi-population. The results are given in Figure 3 (top). Here, the normalised fractions \( x_1^i \) and \( y_1^i \) are plotted in red, \( x_1^{10} \) and \( y_1^{10} \) are plotted in green, and \( x_1^{40} \) and \( y_1^{40} \) are plotted in blue. We note that the six trajectories converge to three values: \( x_1^i \) and \( y_1^i \) converge to 0.3127, \( x_1^{10} \) and \( y_1^{10} \) converge to 0.3143 and \( x_1^{40} \) and \( y_1^{40} \) converge to 0.3190. We remark that for
every cluster, we reach a symmetric equilibrium since $x^k_i$ and $y^k_i$ converge to the same value. We note that this equilibrium value increases as the connectivity increases, which is in accordance with Theorem 6.

Finally, we perform a simulation on the model described by (4). As starting point we consider again the multi-population of the Buckminster dome, and the values of $\sigma, r, \alpha$ and $\gamma$ are the same as of the previous simulation. As starting point of our simulation, we take the steady state values of $x^{k*}_i$ and $y^{k*}_i$ from the previous simulation, so that we can compute the second moments $\Psi^x_i, \Psi^y_i$ and $\Psi^z_i$. Having fixed these, we now consider the dynamics given by (4). The time evolution of $\theta^x_i$ and $\theta^y_i$ are given in Figure 3 (bottom), where $\theta^x_i$ is plotted in red and $\theta^y_i$ is plotted in blue.

We observe that the $\theta^x_i$ and $\theta^y_i$ reach a consensus equilibrium. It must be stressed that for these values of the system, the condition (5) is satisfied and we have reached asymptotic stability, validating Corollary 5.

6. Conclusion

In this paper we studied bio-inspired evolutionary dynamics on a regular network representing a multi-population. The dynamics of an individual of each group now not only changes due to changes within its own group, but it takes into account the states of neighboring populations as well. First we gave a description of the average behavior of each population, and the states are the fractions of the population committed to each option. We showed that the steady state that is reached is a consensus equilibrium, and a sufficient condition for stability of this equilibrium in terms of a lower bound on the cross-inhibitory signals was given. Secondly, we added a structured environment to each population by assuming that each group was represented by a complex network. Within a group, it is then possible to cluster the group based on the internal connectivity of a player, and we derived a model for the dynamics of each cluster of each population. By aggregating the equations over all clusters of a single population, we found a description in terms of second moments. We analyzed this model and we presented stability results of the equilibrium. The paper is concluded by simulations validating our theoretical results.

For future research, we will study a general network of a multi-population, where the condition that the underlying network is regular is dropped. We will also investigate the heterogeneous situation, where the system parameters are different for each group. Finally, the case of asymmetric parameters is of interest as well.
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