Identifiability and physical interpretability of hybrid, gray-box models - a case study
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Abstract: Model identifiability concerns the uniqueness of uncertain model parameters to be estimated from available process data and is often thought of as a prerequisite for the physical interpretability of a model. Nevertheless, model identifiability may be challenging to obtain in practice due to both stochastic and deterministic uncertainties, e.g. low data variability, noisy measurements, erroneous model structure, and stochasticity and locality of the optimization algorithm. For gray-box, hybrid models, model identifiability is rarely obtainable due to a high number of parameters. We illustrate through an industrial case study – modeling of a production choke valve in a petroleum well – that physical interpretability may be preserved even for non-identifiable models with adequate parameter regularization in the estimation problem. To this end, in a real industrial scenario, it may be beneficial for the model’s predictive performance to develop hybrid over mechanistic models, as the model flexibility is higher. Modeling of six petroleum wells on the asset Edvard Grieg using historical production data show a 35% reduction in the median prediction error across the wells comparing a hybrid to a mechanistic model. On the other hand, both the predictive performance and physical interpretability of the developed models are influenced by the available data. The findings encourage research into online learning and other hybrid model variants to improve the results.
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1. INTRODUCTION

Mathematical modeling of physical processes is an important aspect of many engineering fields and may aid in the analysis and prediction of a process response to changes in state and control variables. Therefore, a model should be a good representation of the underlying process. However, during mathematical modeling, there is often a compromise between complexity and intractable models (Zendehboudi et al., 2018). Usually, a higher model complexity yields a better representation of the process but is harder to solve. Another trade-off is how much prior knowledge should be incorporated into the model and how much should be learned from process data. Typically, mathematical models may be placed on a gray-scale ranging from mechanistic to data-driven models, or, from white- to black-box models respectively, see Fig. 1.

Mechanistic models are built from first-principle equations, with possible empirical closure relations, and require considerable understanding of the physical behavior of the process. These models are often of high complexity and call for simplifications to be computationally feasible. Data-driven models are constructed from generic mathematical equations fitted to process data and require no prior knowledge about the process. These model types have a high degree of flexibility, which is the ability to adapt to arbitrarily complex patterns in data. Therefore, contrary to mechanistic models, data-driven models may capture unmodeled or unknown process behavior as long as these are reflected in the available data. However, data-driven models are data-hungry and require the data to be sufficiently rich to represent the process behavior appropriately. If care is not taken, overfitting is a frequent outcome resulting in poor extrapolation power to future process conditions (Solle et al., 2016). As a result of using first-principle equations, mechanistic models are typically better at extrapolation.

Hybrid modeling combines mechanistic and data-driven modeling techniques and attempts to preserve the advantages while diminishing the disadvantages of the two approaches. There are several ways to construct hybrid models and much literature on the topic (e.g. Psichogios and Ungar (1992); Kramer et al. (1992); Xu et al. (2011); Zendehboudi et al. (2018); Bikmukhametov and Jäschke (2020); Hotvedt et al. (2020)). Hybrid modeling may be approached from either side of the gray-scale in Fig. 1.
Models on the white side of the gray-scale typically have a higher degree of interpretability than models on the black side. In literature, there are numerous definitions of, and several aspects connected to interpretability. According to Roscher et al. (2020) interpretability the ability to present a model in understandable terms to a human. The focus in this article is on the aspect physical interpretability. A model will be physically interpretable if 1) its output behavior is in line with existing physical principles, and 2) any model parameter representing a physical quantity has a physically feasible value. From a process analysis perspective, physically interpretable models are of great value as the models are often better at extrapolation and the analysis of the model response to changes in variables is simplified. This promotes trust in the model. To this end, this article will focus on hybrid models on the white side of the gray-scale in Fig. 1. A mechanistic model is used as a baseline and a data-driven model is inserted to increase model flexibility.

According to Deconinck and Roels (2017), a prerequisite to obtaining physically interpretable models is model identifiability. With this property, uncertain model parameters may be uniquely determined from the available process data (Goodfellow et al., 2016). However, when a model is moved on the gray-scale from mechanistic towards data-driven, the number of parameters increases and the model generally becomes non-identifiable given the available data. This is particularly the case for deep neural networks which are often designed to have a complexity above the interpolation threshold. Furthermore, identifiability is influenced by both stochastic uncertainties, e.g. noisy data and stochasticity of the estimation problem, and deterministic uncertainties, e.g. erroneous model structure and local optimization algorithms, making most models non-identifiable in practice. For these reasons, in the data-driven modeling domain, a common practice is to seek a model that generalizes well and has a high degree of flexibility, rather than seeking identifiable models. On the other hand, data-driven models typically have non-physical parameters. Ensuring unique parameter values are therefore not as important as for hybrid and mechanistic models where there exist physical parameters whose values should be physically consistent to obtain physically interpretable models. Identifiability and interpretability have been topic for many studies, e.g. (Brun et al., 2001; Raue et al., 2009; Deconinck and Roels, 2017; Brastein et al., 2019), but few have studied this for hybrid, gray-box models.

This article will study the identifiability, physical interpretability, and predictive performance of a mechanistic and a hybrid petroleum well production choke valve model. The first two concepts are investigated through a synthetic case study where we have perfect information about the underlying process. Thereafter, the two latter concepts are examined in an industrial scenario where real and historical production data from six petroleum wells on Edvard Grieg (Lundin Energy Norway, 2019) are utilized in the model development.

2. PARAMETER ESTIMATION PROBLEM

For all models on the gray-scale, parameter estimation is essential to obtain adequate model predictions of the process. Consider a dataset \( D = \{ (x_i, y_i)_{i}^{n} \} \) with \( n \) observations of the process state and control variables \( x_i \in \mathbb{R}^d \), also called explanatory variables, and target variable \( y_i \in \mathbb{R} \). Assume the process to be described by

\[
y_i = f(x_i; \phi) + \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, \sigma_i^2),
\]

where \( \hat{y}_i = f(x_i; \phi) \) is a general steady-state model with parameters \( \phi \in \mathbb{R}^m \), and \( \epsilon_i \) is normally distributed measurement noise. In general, the parameter estimation problem may be posed as an optimization problem

\[
\phi^* = \arg \min_{\phi} J(y, \hat{y}),
\]

where \( J \) is a scalar, non-negative objective function, and \( y, \hat{y} \in \mathbb{R}^n \) are the observations of target variable measurements and estimates respectively. A common approach to solving the estimation problem is through least squares estimation, which is equivalent to maximum likelihood estimation (MLE) of the model in (1). Denoting the design matrix by \( X \in \mathbb{R}^{n\times d} \) with rows \( X_{i,*} = x_i \), the MLE may be written compactly as

\[
\phi_{\text{MLE}} = \arg \min_{\phi} (y - f(X; \phi))^\top (y - f(X; \phi)).
\]

This is a nonlinear, nonconvex optimization problem that generally has several solutions, which all fulfill

\[
\nabla_{\phi} J_{\text{MLE}} = -2\nabla_{\phi} f(X; \phi) (y - f(X; \phi)) = 0.
\]

If the sensitivity matrix

\[
\nabla_{\phi} f(X; \phi)_{|\phi} = \left[ \frac{\partial f}{\partial \phi_1} (X) \ldots \frac{\partial f}{\partial \phi_m} (X) \right]_{|\phi}
\]

has full column rank for all \( \phi \), we may say that the problem is identifiable and there exist a unique solution to (3). Nevertheless, determining the rank of (5) for the general nonlinear problem is nontrivial.

The sensitivity matrix is highly influenced by the span, or variability, of \( X \), and uncertainty in the measurements of the explanatory variables. If the model is non-identifiable, a natural approach is to increase the variability of \( X \). However, for petroleum production systems this is not trivial as the production data is influenced by the operational practices of the operator. Further, designed experiments are often unaffordable due to the operation of the asset at a non-optimal operating point. Other approaches to obtain identifiability of non-identifiable over-parameterized models are parameter ranking methods (Chan and Hansen, 1992) and parameter reduction methods (White, 2003). The first method estimates the parameters that are most influential to the model output while fixing the remaining parameters at constant prior values. The latter method removes redundant parameters. Nevertheless, in a real-life setting, the underlying process and parameter values are unknown, and fixing parameters at constant values may lead to bias estimates. For hybrid models, many of the parameters are non-physical. Therefore, finding redundant parameters or good priors to fix the less influential parameters is challenging.

On the other hand, even if the sensitivity matrix has full rank, identifiability may be influenced by other aspects. For instance, for highly nonlinear, non-convex problems, iterative, stochastic, and local optimization algorithms are often required to solve the estimation problem in reasonable time (Botton et al., 2018). The stochasticity and locality of these algorithms may prevent model identifiability.
For instance, with stochastic gradient descent (SGD) the parameters are updated with
\[ \phi^{k+1} = \phi^k - \alpha^k M^k (y^k, \hat{y}^k), \]
where \( \alpha \leq 1 \) is the learning rate and \( M \) is a stochastic gradient commonly calculated using a subset or mini-batch of the data samples. When a model increases in complexity, both in terms of model parameters and available process data, batch SGD methods scale better and are computationally feasible (Bottou et al., 2018). The totality of these issues implies that model identifiability is challenging to obtain in practice for complex models, and the physical interpretability of the model may be easily lost.

An alternative approach to counteract the loss of physical interpretability in non-identifiable models is using parameter regularization in the estimation problem. Regularization of the parameters is achieved by setting up maximum a posterior (MAP) estimation of the parameters, instead of MLE. MAP estimation attempts to find the mode of the posterior probability distribution of the model parameters given the data \( D \)
\[ \phi_{\text{MAP}}^* = \arg \max_{\phi} p(\phi|D). \] (7)
Through utilization of Bayes’ theorem and assuming normally distributed parameter priors \( \phi_i \sim N(\mu_i, \sigma_i^2), i \in \{1, \ldots, m\} \), the optimization problem
\[ \phi_{\text{MAP}}^* = \arg \min_{\phi} \left( (y - f(X; \phi))^\top (y - f(X; \phi)) \right. \]
\[ \left. + (\phi - \mu)^\top \Pi (\phi - \mu) \right) \text{ parameter regularization} \]
\[ \Pi = \text{diag}(\sigma_1^2, \ldots, \sigma_m^2) \]
(8)
is derived. In short, MAP estimation is a trade-off between minimizing the deviation between model estimates and measurements, and penalization of the deviation of the parameters away from their prior mean value \( \mu \). This type of regularization method is called Tikhonov or \( \ell_2 \)-regularization and is referred to as a shrinking method (Hastie et al., 2009). Dependent on \( \Pi, \ell_2 \)-regularization may make the MAP problem nonsingular with one unique solution when the MLE problem is not. To see this, consider the linear case where
\[ \hat{y} = f(X; \phi) = X \phi. \]
The solutions of MLE in (3), and MAP in (8), for (9) are respectively
\[ \phi_{\text{MLE}}^* = (X^\top X)^{-1} X^\top y, \]
\[ \phi_{\text{MAP}}^* = (\Pi + X^\top X)^{-1} (X^\top y + \Pi \mu). \]
(10)
The MAP solution adds a diagonal, positive definite matrix to \( X^\top X \) before inversion. Dependent on \( \Pi, \) the MAP problem may be nonsingular even if the \( X^\top X \) does not have full column rank. If the elements in \( \Pi \) are set sufficiently high, the MAP solution approximate to
\[ \phi_{\text{MAP}}^* \approx \mu. \]
(11)
This indicates the importance of good parameter priors. An appropriate selection of \( \Pi \) will allow parameter deviation away from the prior mean value while keeping the parameters within a feasible range, thereby preserving physical interpretability. The same results may be obtained (locally) for the general nonlinear system through a first-order Taylor approximation of \( f \).

3. CHOKE MODELS

A petroleum well production choke valve may be illustrated as in Figure 2. Available sensor measurements are typically pressures (\( p \)) and temperatures (\( T \)), upstream (1) and downstream (2) the choke valve, and choke openings (\( u \)). In parameter estimation, measurements of the model output, in this research the oil volumetric flow rate, \( Q_{\text{D}} \), is also required, for instance from a multiphase flow meter or test separator. The mass fractions are treated as known and as inputs to the model. The mechanistic model used in this study is taken from Sachdeva et al. (1986). The choke model is developed from the combined steady-state mass and momentum balance along a streamline and the equation for the mass flow rate through the choke is given as
\[ \dot{m} = C_D A_2 (u) \left( 2 \sqrt{\gamma_1} p_1 \left( \frac{1}{\rho_{G,1}} - \frac{1}{\rho_{O,2}} \right) \right)^{1/2} \]
(12)
where \( A \) is the flow area of the choke, typically a nonlinear function of \( u, \rho \) is the mixture density, \( \gamma, p_1, i \in \{G, O, W\} \) are the mass fractions and densities of gas, oil, and water, respectively, \( \kappa \) is the adiabatic gas expansion coefficient, \( p_r \) is the downstream to upstream pressure ratio, and \( C_D \) is a discharge coefficient commonly introduced to account for modeling errors. The oil volumetric flow rate in standard conditions is obtained with
\[ Q_{\text{O}} = \frac{\eta O \dot{m}}{\rho_{O,ST}}. \]
(13)
In model development, Sachdeva et al. (1986) assumes I the upstream gas density may be described with the real gas law
\[ \rho_G = \frac{p_1 M_G}{Z_i R T} \]

where \(M_G\) is the molar mass of gas, \(Z\) is the gas compressibility factor, and \(R\) is the universal gas constant, \(1, 2\) the gas expansion across the choke may be assumed adiabatic

\[ \frac{1}{\rho G_2} = \frac{1}{\rho G_1} \left( \frac{p_1}{p_2} \right)^\gamma, \]

\(3\) the liquid is incompressible such that the oil and water densities remain constant across the choke, and \(4\) the mixture density may be assumed homogeneous

\[ \frac{1}{\rho} = \frac{\eta_G}{\rho_G} + \frac{\eta_W}{\rho_W}, \quad \eta_W = 1 - \eta_G - \eta_O. \]

The Sachdeva et al. model distinguishes between sub- and critical flow\(^1\) through the choke restriction by defining the pressure ratio as

\[ p_r = \begin{cases} \frac{p_1}{p_2} & \frac{p_2}{p_1} \geq p_{r,c} \\ p_{r,c} & \text{otherwise} \end{cases} \]

For multiphase flow, a rule of thumb for the critical pressure ratio is \(p_{r,c} \approx 0.6\) (Jansen, 2015).

In this article, the Sachdeva et al. choke model will be referred to as the mechanistic model (MM) and we specify the model parameters as

\[ \phi_{MM} = [\rho_O, \rho_W, \kappa, M_G, p_{r,c}, C_D]. \]

To hybridize the MM, we introduce a neural network (NN) into the model equations. The NN is a collection of layers, where each layer, \(i \in \{1, \ldots, K\}\), outputs \((z_i)\) a transformation of the inputs \((z_{i-1})\). We use a piece-wise linear transformation with weights \(W_i\) and bias \(b_i\), and the rectified linear unit (ReLU) as activation function, \(a\).

\[ z_i = a(W_i z_{i-1} + b_i) = \max \{0, W_i z_{i-1} + b_i\}, \quad i \in \{1, \ldots, K\} \]

In this research, the flow area function of the outlet, \(A_2(u)\), will be represented with a neural network

\[ A_2 = g(u; \phi_{DD}), \]

where the choke opening is used as input to the network and the network parameters are the collection of weights and biases on all layers \(\phi_{DD} = (W_1, b_1), \ldots, (W_K, b_K)).\) The rest of the mechanistic equations from the MM remain as before. One may think of this model design as a way to alleviate the MM assumption of the shape of the area function. Naturally, relaxation of other MM assumptions such as the real gas law or adiabatic gas expansion is another possible model design. We incorporate the constant discharge coefficient \(C_D\) into the above function such that the remaining physical parameters of the HM are

\[ \phi_{HM} = [\rho_O, \rho_W, \kappa, M_G, p_{r,c}]. \]

4. CASE STUDY - SYNTHETIC DATA

In this case study, we investigate the identifiability and interpretability of the MM and HM presented in Section 3. To have perfect information about the underlying process, we generate noise-free, synthetic data of the oil volumetric flow rate through the choke with the MM from Section 3. A set of realistic combinations of the inputs \(x\) taken from two anonymous petroleum fields are used. If the model is identifiable, we should expect the physical parameters to converge to the true underlying parameter values of the data-generating process without regularizing the parameters.

Table 1 gives the true parameter values of the data generating process and the prior parameter distributions used for initialization and regularization of the physical model parameters. The neural network depth and width in the HM are chosen \(3 \times 100\), and the non-physical parameters are initialized with He-initialization (He et al., 2015). Due to the stochastic nature of the optimization algorithm, the models are trained several times, and the median mean absolute error (MAE), absolute percentage error (MAPE), and parameter values are reported. The errors are calculated using an independent test set.

Table 1. Values of the true parameters and the prior mean and standard deviation.

| \(\phi\)   | True \(\mu\) | Sampling \(\sigma\) |
|-----------|-------------|-------------------|
| \(\rho_O\) | 760         | 800               |
| \(\rho_W\) | 1010        | 1025              |
| \(\kappa\) | 1.30        | 1.32              |
| \(M_G\)   | 0.021       | 0.027             |
| \(p_{r,c}\) | 0.55       | 0.6               |
| \(C_D\)   | 1.0         | 0.9               |

Initially, we set \(\sigma\) small to obtain \(\Pi \approx 0\), resulting in negligible regularization. It turns out that neither the MM nor the HM obtains convergence of the physical parameters to the true underlying values, see the two first columns of Table 2. Furthermore, some of the parameters converge to physically infeasible values. On the other side, through experimentation, it was found that fixing the value of \(C_D\) in the MM at its true value resulted in the convergence of the remaining parameters to their true value. Nevertheless, in a real-life setting, the true underlying parameter values are unknown and the process will never be perfectly represented by a model. Further, the available data is often limited. Therefore, in particular for hybrid models with a large number of non-physical parameters, a better approach may be to include all uncertain parameters in the estimation problem instead of fixing some of them and use parameter regularization to ensure the preservation of the physical interpretability of the model. The two last columns of Table 2 illustrates the results of the MM and HM with sufficient regularization of the model parameters. The learned HM area function with and without regularization is illustrated in Fig. 3. Observe how the curve is close to that of the MM, thereby retaining the physical interpretability of the model. Pay in mind, it was not expected that the HM should obtain a lower error than the MM as the underlying model structure is perfectly known and matches the MM. In a practical case, one should expect an overall decrease in error due to the increased model flexibility of the HM.

5. CASE STUDY - EDVARD GRIEG

In this case study, the physical interpretability and predictive performance are investigated for petroleum production choke valve models developed using real production data. We use historical data from six petroleum wells on
Table 2. The median error and parameter values of the MM and HM without regularization for the synthetic data.

| Without reg. | With reg. |
|--------------|-----------|
| MM | HM | MM | HM |
| MAE | 0.0 | 0.2 | 0.0 | 0.1 |
| MAPE | 0.0 | 0.4 | 0.0 | 0.1 |
| $\rho_O$ | 979 | 737 | 777 | 772 |
| $\rho_W$ | 1302 | 976 | 1027 | 1025 |
| $\kappa$ | 1.31 | 1.30 | 1.30 | 1.30 |
| $M_G$ | 0.028 | 0.021 | 0.022 | 0.022 |
| $p_{r,c}$ | 0.55 | 0.55 | 0.55 | 0.55 |
| $C_D$ | 0.88 | n.a. | 0.99 | n.a. |

Fig. 3. The neural network area function in the HM for different degree of regularization. The mechanistic area function is illustrated for reference.

As in Section 4, the physical parameter initial values are drawn from prior parameter normal distributions, see Table 1, and regularization is applied to enforce convergence of the physical parameters within feasible bounds. As before, the models are trained several times due to the stochasticity of the estimation problem. Table 3 gives the minimum, median, and maximum MAE, MAPE, and parameter values across the six wells grouped on model type. Fig. 4 illustrates the learned neural network area function in the HM for the different wells. We see that there are large individual differences for each well.

There may be multiple causes for the large variations. Firstly, if the available data are noisy, faulty, or lacking, the model performance and physical interpretability may be influenced. Investigations of the dataset show that for the wells where the learned neural network area function converges to zero, there are lacking measurements of the choke opening in certain operating regions. Pretraining the neural network could be beneficial in such situations. Further, inappropriate data may easily lead to overfitting of the model parameters and commonly results in poor predictive performance on unseen data.

Secondly, the model structure may be inappropriate. The baseline mechanistic model is a simplified model and may not capture physical effects equally well in all flow regimes and operating conditions. Mechanistic models with higher complexity or models that include effects of the remaining production system such as the wellbore, would likely decrease the error. Further, in this research, the HM only alleviates the mechanistic model assumption of the area function shape. Other assumptions that could be alleviated are for instance the real gas law, the homogeneous mixture density, or the adiabatic gas expansion. Yet, introducing additional data-driven elements could influence model interpretability and should be carefully considered.

Lastly, the utilized process data originate from a non-stationary process, the reservoir. Therefore, using three months as test data in which the model and parameters remain constant may be inappropriate and may cause large prediction errors. Updating the model more frequently, for instance in an online learning fashion, would likely improve the performance.
6. CONCLUSION

This study argues that model identifiability is challenging to obtain in practice due to both deterministic and stochastic uncertainties. In particular in situations where the underlying process is complex and highly nonlinear, as is the case in petroleum production systems, and where the available data is limited. Even though identifiability is often thought of as a prerequisite for obtaining physically interpretable models, we have illustrated through an industrial case study that physical interpretability may be preserved for non-identifiable hybrid models by the inclusion of sufficient regularization of the model parameters in the estimation problem. Further, hybrid models may improve the predictive performance compared to a mechanistic model due to the increased model flexibility. This is demonstrated in a case study on real production data from six petroleum wells on the asset Edvard Grieg. The hybrid model decreases the median MAPE across the six wells by 35% compared to a mechanistic model while staying physically interpretable. On the other hand, the study shows that the predictive performance and the physical interpretability are influenced by the available data, and there are large variations in the results on a well-level. Future research should look into other hybrid model variants and online learning to improve predictive performance and physical interpretability. Certainly, any general conclusions cannot be drawn as we have only experimented with two different model types and with historical data from one petroleum field. Experimentation with data from other wells and fields would greatly benefit the results in this study.

ACKNOWLEDGEMENTS

This research is a part of BRU21 - NTNU Research and Innovation Program on Digital and Automation Solutions for the Oil and Gas Industry (www.ntnu.edu/bru21) and supported by Lundin Energy Norway.

REFERENCES

Bikmukhametov, T. and Jäschke, J. (2020). Combining machine learning and process engineering physics towards enhanced accuracy and explainability of data-driven models. Comp. and Chem. Eng., 138.

Bottou, L., Curtis, F.E., and Nocedal, J. (2018). Optimization methods for large-scale machine learning. Society for Industrial and Applied Mathematics, 60(2), 223–311.

Brastein, O.M., Sharma, R., and Skeie, N.O. (2019). Sensor placement and parameter identifiability in grey-box models of building thermal behaviour. Proc. of The 60th SIMS Conf. on Sim. and Modelling, 170, 51–58.

Brun, R., Reichert, P., and Künsch, H. (2001). Practical identifiability analysis of large environmental simulation models. Water Resources Research, 37(4), 1015–1030.

Chan, T.F. and Hansen, P. (1992). Some applications of the rank revealing qr factorization. SIAM Journal on Scientific and Statistical Computing, 13(3), 727–741.

Deconinck, A.H. and Roels, S. (2017). Is stochastic grey-box modelling suited for physical properties estimation of building components from on-site measurements? Journal of Building Physics, 40(5), 444–471.

Goodfellow, I., Bengio, Y., and Courville, A. (2016). Deep Learning. The MIT Press, Cambridge, Massachusetts. London, England.

Grinstad, B., Gunnarud, V., Sánchez, A., Shamliu, S., Skrondal, I.S., Uglande, V., Ursin-Holm, S., and Foss, B. (2016). A Simple Data-Driven Approach to Production Estimation and Optimization. In: SPE Intelligent Energy Int. Conf. and Ezh.

Hastie, T., Tibshirani, R., and Friedman, J. (2009). The Elements of Statistical Learning. Springer, New York.

He, K., Zhang, X., Ren, S., and Sun, J. (2015). Delving Deep into Rectifiers: Surpassing Human-Level Performance on ImageNet Classification. In Proc. of the IEEE int. conf. on computer vision, 1026–1034.

Hotvedt, M., Grinstad, B., and Insland, L. (2020). Developing a hybrid data-driven, mechanistic virtual flow meter - a case study. arXiv:2002.02737v2.

Jansen, J.D. (2015). Nodal Analysis of Oil and Gas Wells - Theory and Numerical Implementation. Delft University of Technology, TU Delft, The Netherlands.

Kingma, D. and Ba, J.L. (2015). Adam: a method for stochastic optimization. Int. Conf. on learning representations.

Klein, A., Falkner, S., Bartels, S., Hennig, P., and Hutter, F. (2017). Fast bayesian optimization of machine learning hyperparameters on large datasets. In: Proceedings of the 20th Int. Conf. on AISTATS, 54.

Kramer, M.A., Thomson, M.L., and Bhagat, P.M. (1992). Embedding theoretical models in neural networks. Proceedings of ACC, 1, 475–479.

Lundin Energy Norway (2019). Norway - edvard grieg. https://www.lundin-petroleum.com.

Psichogios, D. and Ungar, L. (1992). A hybrid neural network-first principles approach to process modeling. AIChE Journal, 38(10), 1499–1511.

Raue, A., Kreutz, C., Maiwald, T., Bachmann, J., Schilling, M., Klingmüller, U., and Timmer, J. (2009). Structural and practical identifiability analysis of partially observed dynamical models by exploiting the profile likelihood. Bioinformatics, 25 (15), 1923–1929.

Roscher, R., Bohn, B., Duarte, M., and Garcke, J. (2020). Explainable machine learning for scientific insights and discoveries. arXiv:1905.08883v3, 1–29.

Sachdeva, R., Schmidt, Z., Brill, J.P., and Blais, R. (1986). Two-phase flow through chokes. SPE, Ann. Tech. Conf. and Ezh.

Solle, D., Hitzmann, B., Herwig, C., Remelhe, P.M., Ulon, S., Wuerth, L., Prata, A., and Steckenreiter, T. (2016). Between the poles of data-driven and mechanistic modeling for process operation. Chemie Ingenieur Technik.

White, F. (2003). Fluid Mechanics, 5th edition. McGraw-Hill, New York, USA.

Xu, L., Zhou, W., Li, X., and Tang, S. (2011). Wet gas metering using a revised venturi meter and soft-computing approximation techniques. IEEE transactions on instrumentation and measurement, 60, 947–956.

Zendehboudi, S., Rezaei, N., and Lohi, A. (2018). Application of hybrid models in chemical, petroleum, and energy systems: A systematic review. Applied Energy, 228, 2539–2566.