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Predicting 7-year mortality for use with evidence-based guidelines for Prostate-Specific Antigen (PSA) testing: findings from a large prospective study of 123,697 Australian men
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ABSTRACT

Objectives To develop and validate a prediction model for short-term mortality in Australian men aged ≥45 years, using age and self-reported health variables, for use when implementing the Australian Clinical Practice Guidelines for Prostate-Specific Antigen (PSA) Testing and Early Management of Test-Detected Prostate Cancer. Implementation of one of the Guideline recommendations requires an estimate of 7-year mortality.

Design Prospective cohort study using questionnaire data linked to mortality data.

Setting Men aged ≥45 years randomly sampled from the general population of New South Wales, Australia, participating in the 45 and Up Study.

Participants 123,697 men who completed the baseline postal questionnaire (distributed from 1 January 2006 to 31 December 2008) and gave informed consent for follow-up through linkage of their data to population health databases.

Primary outcome measures The primary outcome was all-cause mortality.

Results 12,160 died during follow-up (median = 5.9 years). Following age-adjustment, self-reported health was the strongest predictor of all-cause mortality (C-index: 0.827; 95% CI 0.824 to 0.831). Three prediction models for all-cause mortality were validated, with predictors: Model-1: age group and self-rated health; Model-2: variables common to the 45 and Up Study and the Australian Health Survey and subselected using stepwise regression and Model-3: all variables selected using stepwise regression. Final predictions calibrated well with observed all-cause mortality rates. The 90th percentile for the 7-year mortality risks ranged from 1.92% to 83.94% for ages 45–85 years.

Conclusions We developed prediction scores for short-term mortality using age and self-reported health measures and validated the scores against national mortality rates. Along with age, simple measures such as self-rated health, which can be easily obtained without physical examination, were strong predictors of all-cause mortality in the 45 and Up Study. Seven-year mortality risk estimates from Model-3 suggest that the impact of the mortality risk prediction tool on men’s decision making would be small in the recommended age (50–69 years) for PSA testing, but it may discourage testing at older ages.

INTRODUCTION

Although age is a very strong predictor of mortality in middle aged and elderly people, the number of chronic diseases a person has contributes important additional heterogeneity to life expectancy.1 Knowledge of a person’s life expectancy or fixed-term risk may be required for implementation of evidence-based guidelines for prevention or treatment of chronic disease.2 3 The 2016 Australian Clinical Practice Guidelines for Prostate-Specific Antigen (PSA) Testing and Early Management of Test-Detected Prostate Cancer4 recommend that men unlikely to live
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Strengths and limitations of this study

► The cohort study used for estimating all-cause mortality risk, the 45 and Up Study, is large and population-based and enabled the use of up to 40 self-reported potential predictor variables.

► We externally validated models built in a cohort recruited from residents of the Australia’s largest state (NSW) by combining them with Australian national estimates of the distribution of the risk-predictive factors and predicting national mortality rates.

► The ability to link survey data from study participants to administrative records allowed virtually complete ascertainment of all-cause mortality.

► The study was limited by its use of self-reported individual-level characteristics only; it did not take into account potentially important geographical or social clustering variables when predicting mortality.

► We have developed an easily useable and credible approach to estimating mortality risk over 7 years, which requires input of age and self-reported health data only, for use with evidence-based guidelines, that Australian men can take into account when making their decision whether or not to commence Prostate-Specific Antigen testing for early diagnosis of prostate cancer.
a further 7 years should not be tested because they may not live long enough to benefit from earlier diagnosis of prostate cancer in which case the adverse effects of treatment for PSA-detected cancer would unnecessarily reduce their quality of life.\textsuperscript{3, 6} Without a readily available life expectancy estimation tool, clinicians would find it difficult to properly apply this recommendation. Moreover, a guideline that recommends the giving of ‘evidence-based decisional support to men considering whether or not to have a PSA test’ suggests that men themselves should take life expectancy into account when deciding whether to start, or to continue, PSA testing. While contrary to The Guidelines, it has not been unusual for Australian men to continue PSA testing into their 80s and even 90s.\textsuperscript{7} Our goal, therefore, was to develop an accurate and easily usable tool to predict male life expectancy for use when implementing The Guidelines.

While several relevant mortality prediction tools are available for clinical practice, they have been developed mainly for assessment in the elderly,\textsuperscript{8, 9} make only short-term (6-month) mortality predictions\textsuperscript{10, 11} or have been developed for specific high-risk populations.\textsuperscript{12-17} Although methods to update existing clinical prediction algorithms have been proposed,\textsuperscript{18} predictors used in existing models may not be available in datasets from other populations, particularly when, as in this case, use of self-reported health variables that can be easily obtained without physical examination would be desirable. Given these constraints and that no published models included a substantial subset of the questions in questionnaires from the 45 and Up Study (the largest Australian cohort study and potential source of a directly relevant mortality risk model and predictors) and the Australian Health Survey (which can provide normative data on the prevalence of risk predictors), we decided to develop a new model based exclusively on Australian data rather than to respecify an existing model. Thus, we set out to develop and validate a prediction model for short-term mortality in Australian men aged 45 and older using age and self-reported health variables, and to apply the model to predict 7-year risk of death in men. The Guidelines recommend PSA testing from 50 years of age, or 45 years for men at high risk, to 69 years.

METHODS

Data sources and study population

The Sax Institute’s 45 and Up Study is an Australian cohort study of 267,153 men and women aged 45 and over randomly sampled from the general population of New South Wales (NSW), Australia’s most populous state. Individuals joined the study by completing a baseline postal questionnaire (distributed from 1 January 2006 to 31 December 2008) and giving informed consent for follow-up through repeated data collection and linkage of their data to population health databases. The study methods are described in detail elsewhere.\textsuperscript{19} Questionnaire data from study participants have been linked probabilistically to deaths and dates of death by the NSW Centre for Health Record Linkage (http://www.cherel.org.au/). Dates of death were ascertained from the date of recruitment up to 18 June 2014. After excluding 460 (0.17\%) participants with invalid age or date of recruitment, data from 123,697 men were available for analysis. The study was restricted to men only since the aim is to aid men who have a limited life expectancy in making decisions about commencing or continuing PSA testing.

Community and participant involvement

This study was commissioned by the Prostate Cancer Foundation of Australia, a broad-based consumer organisation and the peak national body for prostate cancer in Australia. The research was conceived in part in response to feedback received during the public consultation for the Australian Clinical Practice Guidelines for PSA Testing and Early Management of Test-Detected Prostate Cancer. Strong representation was made by consumers that many men in their 70s are in excellent health and would therefore be expected to live long enough to benefit from PSA testing.

Participants in the 45 and Up Study receive an annual newsletter informing them of the study progress and projects underway using the study data. The study website is also kept up to date regarding research underway and events. There is no individual feedback to study participants regarding findings or results specific to that individual.

Prediction model development

The primary outcome was all-cause mortality

Model development followed a similar approach to those of Lee et al,\textsuperscript{20} Schonberg et al\textsuperscript{21} and Ganna and Ingelsson,\textsuperscript{22} which had used data items similar to those of the 45 and Up Study and, in the case of Ganna and Ingelsson, only used self-reported data. We extended their approach, however, by assessing external validity, recalibrating the prediction models (by averaging, or standardising, over the distributions of the risk factors in the population) and using mortality rate forecasts for the risk predictions.

Baseline questionnaire data from the 45 and Up Study included self-reported information on sociodemographic and behavioural risk factors, medical and surgical history, functional capacity, self-rated health, quality of life and psychological distress. We selected 40 variables to be possible predictors of mortality in the initial stage of model development. They were baseline age (years), body mass index (BMI), smoking status (never/past/current), alcohol consumption (up to 14 or >14 alcoholic drinks per week), needing assistance with daily tasks because of long-term illness or disability (yes/no), perceived overall health (five-point scale), perceived overall quality of life (five-point scale), Medical Outcomes Study Physical Functioning (MOS-PF) score,\textsuperscript{23, 24} each of the 10 items contributing to the MOS-PF score, Kessler-10 (K10) score for psychological distress, each of the 10 items contributing to the K10 score, each of eight self-reported...
chronic conditions (‘Has a doctor ever told you that you have…’ cancer other than melanoma and skin cancer, heart disease, blood clot, stroke, high blood pressure, diabetes, asthma, Parkinson’s disease), sufficient physical activity (150 min of physical activity in five or more sessions a week), treatment for osteoporosis and treatment for arthritis (see online supplementary appendix 1 and online supplementary table 1 for details). Self-rated health and quality of life were based on questions, ‘In general, how would you rate your overall health/quality of life?’, followed by options of excellent, very good, good, fair and poor. The questions on the physical functioning scale asked participants about whether they are limited in their ability to perform vigorous and moderate physical activities and tasks such as: lifting shopping, climbing stairs, walking, bending, kneeling or stooping and bathing or dressing. Five response options were provided for each of the 10 items contributing to the K10 score: ‘none of the time’, ‘a little of the time’, ‘some of the time’, ‘most of the time’ or ‘all of the time’.

Correlations between predictor variables were assessed using Spearman’s correlation coefficient (online supplementary table 2). High correlations (correlation coefficients below −0.7 or above 0.7) were observed for closely related variables, for example, between the MOS-PF item scores and the summary score. In such instances, only the relevant item scores were included in stepwise regression, not the summary score.

We studied the association of each variable with male all-cause mortality using Cox proportional hazard models with age as the underlying timescale (online supplementary table 3). A p<0.0001 from a test based on Schoenfeld residuals was used to identify proportionality violations, which were taken as indicators of interaction with age. To assess the age-adjusted association of predictors with mortality, we used univariate analysis with time-in-study as the timescale. Age was added as a covariate and an interaction with log(age-44) (which makes 45 years the baseline age) was included if indicated. Discrimination was assessed by using Harrell’s concordance (C)-index, which is a generalisation to survival analysis of the area under the receiver operating characteristic curve. All C-indices reported include the effects of age and the examined covariates.

We imputed missing data using multiple imputation by chained equations, with five imputed datasets. The imputation model included the Nelson-Aalen estimate of cumulative hazard, the event indicator, selected predictors and auxiliary variables (private health insurance, index of relative socioeconomic disadvantage population quintile, region of residence, highest educational qualification and annual household income). See online supplementary tables 4 and 5 for details. The proportion of missing values in any one auxiliary variable was less than 4%. For multi-item variables K10 and MOS-PF, individual items were imputed and the aggregate scores recalculated after appropriate transformation using Rubin’s rule. We assessed whether the imputations were acceptable by comparison of plots of the distribution of recorded and imputed values for all measurements.

We used Cox proportional hazards regression to develop three prediction models for all-cause mortality in males: Model 1 using only age group, self-rated overall health and their interaction; Model 2 by the backward stepwise procedure (with a Wald χ² p=0.25 level for entry into the model and p=0.15 level to remain in the model) from all variables common to the 45 and Up Study and the Australian Health Survey (11 variables including age and six interaction terms with log(age-44)) and Model 3 (the full model) by the backward stepwise procedure from 21 variables and 18 interaction terms with age that were the most strongly associated with mortality (based on univariate analysis adjusted for age) and not highly correlated with one another (Spearman’s rank correlation coefficient between −0.7 and 0.7). For variables with an intrinsic degree of severity (eg, limitation in walking 100 m, 0.5 km and 1 km), only the item with the highest C-index value was included. The 21 variables were age group, self-rated health, smoking, alcohol consumption, needing help with daily tasks, sufficient physical activity, BMI, limitation in kneeling or stooping, limitation in climbing several flights of stairs, limitation in walking 1 km, limitation in lifting or carrying shopping, limitation in moderate activities, limitation in bathing or dressing, felt everything was an effort, felt tired out for no good reason, heart disease, stroke, blood clot, Parkinson’s disease, cancer and treatment for osteoporosis. Seven of these variables had no missing values (age group, heart disease, stroke, blood clot, Parkinson’s disease, cancer, treatment for osteoporosis); the remaining variables had fewer than 9.8% missing values (median 6.5% (IQR 3.1%–8.3%)). The prediction models were validated internally using 10-fold cross-validation.

**External validation and calibration**

A fully independent external validation to assess generalisability could not be pursued as a suitable external database was not available. As an alternative form of external validation, we compared hazard predictions from the 45 and Up Study weighted by covariate patterns from the Australian Health Survey (supplemented by data from the 45 and Up Study) with the observed male mortality rates for Australia in 2012. The intercept term for the hazard predictions for the 45 and Up Study was calculated by 

\[ \hat{h}(a) = \exp\left(\alpha + \hat{\beta}_a + \sum \hat{\beta}_j x_{ij}\right) \]

where \( \hat{\beta} \) are the estimated coefficients from the Cox proportional hazards regression model, \( i \) is an index for strata of covariates, \( j \) is an index for covariates (which may depend on age \( a \)), \( \hat{\beta}_a \) is the log HR between age group...
a and age group 45-49 years and \( w(a) \) are age-specific weights for the proportion of the age-specific population with a given covariate pattern. The weights were calculated using two approaches. For Model 1, we used the proportion within an age group that had a particular category of self-rated overall health. For Model 2 and Model 3, for each age group, we simulated 2000 values from a multivariate Normal distribution based on the covariate correlation matrix and then categorised the covariates using the age-specific proportions for each covariate from the Australian Health Survey (supplemented by data from the 45 and Up Study). The categories were calculated from the simulated values using the Normal quantile function. We compared \( \hat{h}(a) \) with the observed mortality rate \( h_{obs}(a) \) in 2012, \(^{28}\) abridged version.\(^{23}\)

For recalibration, we calculated age-specific intercept terms

\[
\hat{\gamma}_a = \log \left( \frac{1}{\sum_i w(a) \exp \left( \sum_j \hat{\beta}_j x_{ij} \right)} \right)
\]

for each age group \( a \).

Then the recalibrated HRs for age \( a \) and covariates \( x \) are

\[
HR_{c}(a, x) = \exp \left( \hat{\gamma}_a + \sum_j \hat{\beta}_j x_{j} \right).
\]

Note that \( E_X \left( \hat{HR}_{c}(a, X) \right) = 1 \).

**Applying recalibrated estimates to life tables**

Mortality rates were projected using the Booth-Maindonald-Smith variant\(^{30}\) of the Lee-Carter method\(^{31}\) fitted to male period mortality data for single years of age from 45 to 94 and age category 95+, and calendar years 1970 to 2011.\(^{12}\) The upper age band of 95 years and over was chosen to minimise the impact of variable mortality rates at the oldest ages, and the 1970 to 2011 period was selected based on statistical goodness-of-fit criteria\(^{30}\) and ensuring a minimum length of fitting period.

Cohort life expectancies were calculated from forecast mortality rates for each cohort defined by year of birth with the life tables constructed using standard methods.\(^{33}\)

We used the recalibrated HRs with life tables to calculate survival to time \( t \) as follows:

\[
\hat{S}(a, x, t) = S(a, t)^{HR_{c}(a, x)}, \]

where \( S(a, t) \) is survival from a life table from age \( a \) to age \( a + t \). For Model 3, we calculated age-specific deciles of the predicted 7-year survival based on the covariate distributions from the Australian Health Survey. We also presented the variation in age-specific 7-year survival using a violin plot, where the density of the risk predictions forms the left and right sides, and a boxplot forms the centre for each distribution.

**Software**

All imputation and prediction modelling was carried out using SAS software V.9.4.\(^{34}\) External validation and calibration were undertaken using R software. All forecasts were implemented using the ‘demography’ package\(^{35}\) on the Comprehensive R Archive Network. Finally, the recalibrated models were implemented in Javascript and HTML.

**RESULTS**

Of the 123,697 men aged 45 years and over, followed up for a median 5.9 years (IQR 5.7–6.4), 12,160 died during follow-up. Median follow-up times were 3.6 years for those who died and 5.9 years for those who did not die. In age-adjusted analyses, self-reported health was the strongest predictor of all-cause mortality among men (C-index 0.827 (95% CI 0.824 to 0.831)); other strong predictors included physical functioning limitations (items on MOS-PF scale: limitation in walking 1 km, moderate activities, climbing several flights of stairs, lifting, walking 0.5 km, climbing one flight of stairs, walking 100 m, vigorous activities, dressing and bending), quality of life, needing help with daily tasks, cancer, smoking, feeling tired, feeling everything was an effort, diabetes, heart disease, BMI, sufficient physical activity, stroke, treatment for osteoporosis, blood clot and Parkinson’s disease (online supplementary table 6).

The coefficient estimates from the three models were used to create risk prediction scores. After stepwise regression, Model 2 included 7 variables and five interaction terms with age and Model 3 included 19 variables and eight interaction terms with age. Variables included in the scores are listed in table 1. Internal validation of the prediction scores indicated that each had good discrimination ability: the C-indices were, respectively, 0.828, 0.838 and 0.848 for Model 1, Model 2 and Model 3, compared with 0.803 for a model with only age. Further, when we compared the observed age-specific all-cause mortality rates for Australian males in 2012 with the model-predicted rates weighted by the relevant population exposure distributions (external validation), the predicted rates followed the pattern of the observed rates (figure 1) and the age-specific ratios of predicted to observed rates varied within relatively narrow ranges: Model 1 varied from 0.89 to 1.15, Model 2 varied from 0.91 to 1.18 and Model 3 varied from 0.82 to 1.03 (figure 2).

The three models led to different ranges in the prediction of short-term survival. For example, the range in the percentage of men remaining alive after 7 years is broader under Model 3 than Model 1. This difference is not unexpected given the simplicity of Model 1 compared with Model 3. The variation in age-specific 7-year survival under Model 3 is shown in figure 3.

Characteristics of the study population used in prediction modelling and the model estimates are presented in online supplementary tables 7 and table 1, respectively. The final estimates were recalibrated to predict the observed population rates. Prototypes for mortality prediction tools based on calibrated estimates from the three models are provided as source codes for HTML.
Table 1  Coefficient estimates from three prediction models of mortality in men

|                        | Model 3 | Model 2 | Model 1 |
|------------------------|---------|---------|---------|
|                        | Estimate | SE      | Estimate | SE      | Estimate | SE      |
| Age, years             |         |         |         |         |         |         |
| 45–49                  | Ref     |         | Ref     |         | Ref     |         |
| 50–54                  | 0.2044  | 0.1133  | 0.1695  | 0.1127  | 0.2752  | 0.1100  |
| 55–59                  | 0.3808  | 0.1263  | 0.2918  | 0.1253  | 0.4524  | 0.1183  |
| 60–64                  | 0.7408  | 0.1382  | 0.6545  | 0.1371  | 0.8600  | 0.1273  |
| 65–69                  | 1.1468  | 0.1494  | 1.0639  | 0.1481  | 1.2866  | 0.1363  |
| 70–74                  | 1.5714  | 0.1596  | 1.4989  | 0.1582  | 1.7396  | 0.1449  |
| 75–79                  | 2.0699  | 0.1685  | 2.0004  | 0.1671  | 2.2640  | 0.1526  |
| 80–84                  | 2.4602  | 0.1758  | 2.4021  | 0.1744  | 2.6947  | 0.1591  |
| 85+                    | 3.0051  | 0.1848  | 2.9968  | 0.1832  | 3.3333  | 0.1674  |
| Self-rated health      |         |         |         |         |         |         |
| Excellent              | Ref     |         | Ref     |         | Ref     |         |
| Very good              | −1.4000 | 0.2634  | −1.4502 | 0.2648  | −1.5301 | 0.2603  |
| Good                   | −0.8637 | 0.2520  | −0.8978 | 0.2498  | −0.7036 | 0.2344  |
| Fair                   | 0.2468  | 0.2907  | 0.4762  | 0.2768  | 1.1554  | 0.2364  |
| Poor                   | 0.3589  | 0.3779  | 1.0413  | 0.3568  | 2.3425  | 0.2805  |
| Age*Self-rated health  |         |         |         |         |         |         |
| Excellent              | Ref     |         | Ref     |         | Ref     |         |
| Very good              | 0.4760  | 0.0802  | 0.5030  | 0.0805  | 0.5411  | 0.0793  |
| Good                   | 0.3921  | 0.0769  | 0.4463  | 0.0761  | 0.4337  | 0.0718  |
| Fair                   | 0.1259  | 0.0875  | 0.1627  | 0.0834  | 0.0625  | 0.0724  |
| Poor                   | 0.1973  | 0.1126  | 0.1600  | 0.1068  | −0.0463 | 0.0852  |
| Smoking                |         |         |         |         |         |         |
| Current smoker         | 1.5826  | 0.2056  | 1.5070  | 0.2086  |         |         |
| Past smoker            | 0.5663  | 0.1634  | 0.5869  | 0.1649  |         |         |
| Never smoker           | Ref     |         | Ref     |         | Ref     |         |
| Age*Smoking            |         |         |         |         |         |         |
| Current smoker         | −0.2957 | 0.0644  | −0.2662 | 0.0653  |         |         |
| Past smoker            | −0.0924 | 0.0474  | −0.0924 | 0.0479  |         |         |
| Never smoker           | Ref     |         | Ref     |         |         |         |

Continued
| Model 3 | Model 2 | Model 1 |
|--------|--------|--------|
|        | Estimate | SE    | Estimate | SE    | Estimate | SE    |
| BMI    |          |       |          |       |          |       |
| 15–<18.5 | 0.2633 | 0.5291 | 0.4742 | 0.5060 |
| 18.5–<20 | 0.6451 | 0.4110 | 0.6830 | 0.4001 |
| 20–22.5 | −0.3112 | 0.2554 | −0.2073 | 0.2545 |
| 22.5–<25 | Ref    |       | Ref     |       |
| 25–27.5 | −0.9042 | 0.2228 | −0.9782 | 0.2267 |
| 27.5–<30 | −0.5645 | 0.2312 | −0.6830 | 0.2312 |
| 30–<35  | −0.9336 | 0.2458 | −1.1367 | 0.2517 |
| 35–50   | −1.0104 | 0.3296 | −1.3081 | 0.3325 |
| Age*BMI|          |       |          |       |          |       |
| 15–<18.5 | 0.0876 | 0.1528 | 0.0438 | 0.1456 |
| 18.5–<20 | −0.0808 | 0.1182 | −0.0840 | 0.1152 |
| 20–22.5 | 0.1575 | 0.0734 | 0.1307 | 0.0732 |
| 22.5–<25 | Ref    |       | Ref     |       |
| 25–27.5 | 0.2203 | 0.0647 | 0.2437 | 0.0659 |
| 27.5–<30 | 0.1109 | 0.0681 | 0.1543 | 0.0682 |
| 30–<35  | 0.2142 | 0.0736 | 0.2910 | 0.0756 |
| 35–50   | 0.2906 | 0.1017 | 0.4011 | 0.1027 |
| Diabetes| No      | Ref   | Ref     |       |
| Yes     | 1.3570 | 0.1964 | 1.4087 | 0.1976 |
| Age*Diabetes| No | Ref | Ref |       |
| Yes     | −0.3308 | 0.0576 | −0.3425 | 0.0579 |
| Heart disease| No | Ref | Ref |       |
| Yes     | 1.0315 | 0.1888 | 1.2094 | 0.1895 |
| Age*Heart disease| No | Ref | Ref |       |
| Yes     | −0.2662 | 0.0545 | −0.3088 | 0.0547 |
| Stroke  | No      | Ref   | Ref     |       |
| Yes     | 0.0528 | 0.0308 | 0.1362 | 0.0304 |
| K10 item (felt everything was an effort) | None of the time | Ref | Ref |
| A little of the time | −0.2895 | 0.1925 | −0.3779 | 0.1957 |
| Some of the time | 0.0431 | 0.2484 | 0.0066 | 0.2457 |
| Most of the time | −0.4929 | 0.3474 | −0.4779 | 0.3531 |
| All of the time | 0.1338 | 0.3821 | 0.1414 | 0.3790 |
### Table 1  Continued

|                                | Model 3 |        | Model 2 |        | Model 1 |        |
|--------------------------------|---------|--------|---------|--------|---------|--------|
|                                | Estimate| SE     | Estimate| SE     | Estimate| SE     |
| Age*K10 item (felt everything  |         |        |         |        |         |        |
| was an effort                  |         |        |         |        |         |        |
| None of the time               | Ref     |        | Ref     |        | Ref     |        |
| A little of the time           | 0.1031  | 0.0568 | 0.1419  | 0.0577 | 0.0577  |        |
| Some of the time               | 0.0119  | 0.0733 | 0.0537  | 0.0729 | 0.0729  |        |
| Most of the time               | 0.1866  | 0.1039 | 0.2323  | 0.1070 | 0.1070  |        |
| All of the time                | 0.0028  | 0.1125 | 0.0473  | 0.1123 | 0.1123  |        |
| Sufficient physical activity   |         |        |         |        |         |        |
| 0 No                           | 0.1852  | 0.0209 | 0.3153  | 0.0195 | 0.0195  |        |
| 1 Yes                          | Ref     |        | Ref     |        | Ref     |        |
| Treatment for osteoporosis     |         |        |         |        |         |        |
| 0 No                           | Ref     |        | Ref     |        | Ref     |        |
| 1 Yes                          | 0.0903  | 0.0401 | 0.1525  | 0.0400 | 0.0400  |        |
| K10 item (felt tired out for  |         |        |         |        |         |        |
| no good reason                 |         |        |         |        |         |        |
| None of the time               | Ref     |        | Ref     |        | Ref     |        |
| A little of the time           | −0.0836 | 0.0269 | −0.0622 | 0.0266 | 0.0266  |        |
| Some of the time               | −0.0695 | 0.0309 | −0.0126 | 0.0302 | 0.0302  |        |
| Most of the time               | −0.0577 | 0.0470 | 0.0293  | 0.0467 | 0.0467  |        |
| All of the time                | 0.0563  | 0.0683 | 0.1536  | 0.0683 | 0.0683  |        |
| Cancer                         |         |        |         |        |         |        |
| 0. No                          | Ref     |        | Ref     |        | Ref     |        |
| 1. Yes                         | 3.2073  | 0.1715 | 3.2073  | 0.1715 | 3.2073  | 0.1715 |
| Age*Cancer                     |         |        |         |        |         |        |
| 0. No                          | Ref     |        | −0.7939 | 0.0498 | −0.7939 | 0.0498 |
| 1. Yes                         | −0.7939 | 0.0498 | −0.7939 | 0.0498 | −0.7939 | 0.0498 |
| Parkinsons                     |         |        |         |        |         |        |
| 0. No                          | Ref     |        | Ref     |        | Ref     |        |
| 1. Yes                         | 0.2701  | 0.0576 | 0.2701  | 0.0576 | 0.2701  | 0.0576 |
| Needing help for disability    |         |        |         |        |         |        |
| 0. No                          | Ref     |        | Ref     |        | Ref     |        |
| 1. Yes                         | 0.2780  | 0.0323 | 0.2780  | 0.0323 | 0.2780  | 0.0323 |
| MOS-PF item (Limitation in     |         |        |         |        |         |        |
| walking 1 km                   |         |        |         |        |         |        |
| Yes, limited a lot             | 0.3787  | 0.0382 | 0.3787  | 0.0382 | 0.3787  | 0.0382 |
| Yes, limited a little          | 0.2194  | 0.0317 | 0.2194  | 0.0317 | 0.2194  | 0.0317 |
| No, not limited at all         | Ref     |        | Ref     |        | Ref     |        |
| MOS-PF item (Limitation in     |         |        |         |        |         |        |
| kneeling or stooping           |         |        |         |        |         |        |
| Yes, limited a lot             | −0.5421 | 0.2291 | −0.5421 | 0.2291 | −0.5421 | 0.2291 |
| Yes, limited a little          | −0.0295 | 0.1868 | −0.0295 | 0.1868 | −0.0295 | 0.1868 |
| No, not limited at all         | Ref     |        | Ref     |        | Ref     |        |
| Age*MOS-PF item (Limitation in |         |        |         |        |         |        |
| kneeling or stooping           |         |        |         |        |         |        |
| Yes, limited a lot             | 0.0847  | 0.0662 | 0.0847  | 0.0662 | 0.0847  | 0.0662 |
| Yes, limited a little          | −0.0306 | 0.0544 | −0.0306 | 0.0544 | −0.0306 | 0.0544 |
| No, not limited at all         | Ref     |        | Ref     |        | Ref     |        |
Table 1 Continued

|                     | Estimate | SE  |                     | Estimate | SE  |                     |
|---------------------|----------|-----|---------------------|----------|-----|---------------------|
| MOS-PF item (Limitation in bathing or dressing) | Yes, limited a lot | 0.1514 | 0.0471 | No, not limited at all | Ref |  |
|                     | Yes, limited a little | -0.0352 | 0.0330 |                     |      |  |
| MOS-PF item (Limitation in moderate activities) | Yes, limited a lot | 0.2607 | 0.0413 | No, not limited at all | Ref |  |
|                     | Yes, limited a little | 0.1566 | 0.0301 |                     |      |  |
| MOS-PF item (Limitation in climbing several flight of stairs) | Yes, limited a lot | 0.2575 | 0.0402 | No, not limited at all | Ref |  |
|                     | Yes, limited a little | 0.1581 | 0.0314 |                     |      |  |

Predictors corresponding to interaction with age were constructed using log(age-44).
Model 1: Age group, self-rated overall health and their interaction.
Model 2: Age group, self-rated overall health*, smoking*, BMI*, diabetes*, history of heart disease*, history of stroke; (removed in stepwise regression: felt everything was an effort*, felt tired out for no good reason, recent treatment for osteoporosis, sufficient physical activity).
Model 3: Age group, self-rated overall health*, smoking status*, BMI*, history of diabetes*, history of heart disease*, history of stroke, history of cancer*, history of Parkinson’s disease, needing help for daily tasks, sufficient physical activity, felt everything was an effort*, felt tired out for no good reason, limitation in kneeling or stooping*, limitation in bathing or dressing, limitation in moderate activities, limitation in climbing several flights of stairs, recent treatment for osteoporosis; (removed in stepwise regression: limitation in walking 1 km, limitation in lifting or carrying shopping, history of blood clot).
The AIC values for final prediction models were 260066.758, 258639.148 and 257099.688 respectively for M1, M2 and M3. Similarly, BIC values were 260185.248, 259031.658 and 257610.694 respectively for M1, M2 and M3.
*Includes interaction term with age.
AIC, Akaike information criterion; BMI, body mass index; MOS-PF, Medical Outcomes Study Physical Functioning.
An indication of the utility of these predictions in PSA testing decision making can be obtained from table 2, which shows, from Model 3, the deciles of the estimated risks of death within 7 years from calendar year 2018 for a simulated population with covariate distributions from the Australian Health Survey.

Both the risk of death and the spread of the distribution increase with age, especially above age 65 years. These numbers suggest that few men in The Guidelines’ recommended age-range for PSA testing in Australia (50–69 years) would have greater than a 50% risk of death within 7 years. The highest decile of estimated 7-year risk of death at 70 years of age was only 19.0%; and at the recommended age for beginning testing, 50 years, the highest decile of risk of death within 7 years was 2.4%. It is important to note that the Guidelines’ upper age limit for testing was not based on the all-cause mortality risk after this age, but on evidence that the harms of testing, particularly from overdiagnosis, exceed the benefits of testing after 69 years of age.

**DISCUSSION**

We used a large-scale prospective cohort study to investigate the associations of 40 potential predictor variables with all-cause mortality in middle aged and older Australian men and validated three prediction models for all-cause mortality using data from the Australian Health Survey to provide the population prevalence of predictor variables.

In age-adjusted analyses, self-reported health was found to be the strongest predictor of all-cause male mortality. Other strong predictors included physical functioning limitations, quality of life, lifestyle/behavioural factors (smoking, BMI, sufficient physical activity), comorbidities and measures of psychological distress. The models showed good discrimination as expressed using the C-index and appeared accurate when compared with all-cause mortality rates for Australian males in 2012. The prediction scores developed have been used in combination with Australian life tables to predict mortality risks.

Previous mortality prediction studies among middle aged and older adults vary in terms of study population, predictors assessed and model development methods. In addition to age and sex, self-rated health and physical function difficulty have been identified as strong predictors of all-cause mortality in all studies with self-reported health information. In the absence of self-reported health information, Tan et al showed that sex-specific models that used age and Elixhauser comorbidities could accurately predict life expectancy and risk of death at 5–10 years in a cohort of over 1.13 million US Medicare beneficiaries 66–90 years of age.
A study based on participants aged 37–70 years in the UK Biobank found that self-reported health was the strongest predictor of all-cause mortality in men in general (C-index 0.74 (95% CI 0.73–0.75)). The strength of this simple self-reported predictor of mortality in these data and in our data begs the question: Why propose use of a more complex model? We have no empirical data with which to answer but hypothesise men’s confidence in a mortality prediction tool is likely to be greater the more of their health experience that the prediction questions cover. Our Model 1 may be perceived as too simple to provide credible information.

This study has the strength of being large and population-based, with independent and virtually complete data on the outcome, all-cause mortality. The study ascertained a range of predictors from self-reported questionnaire items; this approach has been used in other studies developing mortality prediction models. An external form of validation was used to assess generalisability; we predicted national mortality rates from the risk model for a non-representative sample of NSW men (men in the 45 and Up Study) with national estimates of the exposure distributions.

Potential limitations of the study include, first, emigration from the study population over the follow-up period, which is unknown but we expect it to have been small because the period was short. Second, from a methodological perspective, we assume that the correlation between predictors is constant across age groups; it would be useful to investigate whether accounting for age-specific correlations would affect the predictions. Third, as is true for any such prediction model, omitted individual-level and group-level heterogeneity will not be accounted for in the predictions, particularly from Model 1, which only includes age and self-reported health. Fourth, the predictors may not be causal and are not exhaustive. Moreover, most of these predictors are individual-level characteristics, which, as emphasised by Mackenzie and colleagues, does not preclude the importance of place or group on health outcomes. Fifth, care should be taken when interpreting risk predictions for groups with few outcomes modelled with interaction terms. As an example, Model 1 predicts similar or lower risks for younger men with ‘very good health’ compared with younger men with ‘excellent health’, where there are few events.

We used a form of external validation, where we predicted national mortality rates from the risk model from a non-representative cohort from NSW combined with national estimates of the distribution of the risk factors. An alternative approach, which would have been preferred, is to use internal-external validation, where a large sample size dataset is split by study centre or by calendar time. As this is not a multicentre study and the study recruitment was over a relatively short time period, meaningful non-random splits could not be made by place or time. The application of internal-external validation to this setting is an open avenue for future research.

### Table 2 Estimated risks of death from any cause within 7 years at single years of age from 45 to 85 years

| Percentiles of risk | Age at risk, years |
|--------------------|-------------------|
|                    | 45                | 50    | 55    | 60    | 65    | 70    | 75    | 80    | 85    |
| 10%                | 0.11              | 0.45  | 0.94  | 1.68  | 3.05  | 5.12  | 9.76  | 17.71 | 30.04 |
| 20%                | 0.15              | 0.55  | 1.11  | 1.95  | 3.58  | 6.18  | 12.10 | 21.52 | 37.01 |
| 30%                | 0.21              | 0.66  | 1.29  | 2.25  | 4.16  | 7.27  | 13.87 | 25.40 | 42.87 |
| 40%                | 0.28              | 0.81  | 1.51  | 2.61  | 4.93  | 8.44  | 15.81 | 28.98 | 49.13 |
| 50%                | 0.40              | 0.95  | 1.77  | 3.03  | 5.61  | 9.91  | 18.42 | 32.98 | 54.43 |
| 60%                | 0.54              | 1.16  | 2.13  | 3.64  | 6.71  | 11.67 | 21.68 | 37.76 | 60.33 |
| 70%                | 0.74              | 1.50  | 2.59  | 4.51  | 8.26  | 14.13 | 25.32 | 43.75 | 66.32 |
| 80%                | 0.99              | 2.04  | 3.40  | 5.83  | 10.48 | 17.90 | 30.62 | 50.77 | 74.37 |
| 90%                | 1.92              | 3.27  | 5.32  | 9.02  | 15.22 | 24.05 | 39.70 | 60.89 | 83.94 |

The estimated risks of death under Model 3, within 7 years from calendar year 2018 for a simulated population with covariate distributions from the Australian Health Survey.
We have developed an easily useable and credible approach to estimating mortality risk over 7 years, which requires input of self-reported health data only, for use by Australian men considering PSA testing so that they can take it into account with evidence-based guidelines when making their decision whether or not to be tested. A simple online tool is being developed to give men and their clinicians easy access to the mortality risk prediction. Output from the model when applied to the general male population suggests its impact on men’s decision making will be small in the recommended age range for testing, 50–69 years, but it may discourage testing beyond this age. Its use and performance in practice should be evaluated.
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