Self-Reinforcement Mechanisms of Sustainability and Continuous System Use: A Self-Service Analytics Environment Perspective

Imad Bani-Hani 1,* and Eva Shepherd 2

Abstract: The capabilities of the people, processes, and technology are important factors to consider when exploring continuous use to create value. Multiple perceptions and attitudes towards self-service systems lead to various usage levels and outcomes. With complex analytical structures, organizations need a better understanding of IS value and users' satisfaction. Incompatibility reduces the purpose of self-service analytics, decreasing its value and making it obsolete. In a qualitative, single case study, 20 interviews in a major digital Scandinavian marketplace were explored using the expectation–confirmation theory of continuous use to explore the mechanisms influencing the sustainability of self-service value. Two main mechanisms were identified: the personal capability reinforcement mechanism and the environment value reinforcement mechanism. This study contributes to the post-implementation and continuous use literature and self-service analytics literature and provides some practice implications to the related industry.
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1. Introduction

IS becomes a valuable resource with social capital and trust from users by an integrated process towards sustainability outcomes [1]. Value creation is influenced by the interdependency of economic conditions, different resources, and processes [2–4]. In sustainable business models, sufficiency encourages value creation that generates environmental and social benefits [5]. Machine learning, deep learning, network analytics, real-time analytics, and visualization help bridge the gap between the complex data sets and computing systems and user needs [6]. However, these underlining systems can have different effects on reuse intentions, perceived usefulness, and cognitive load for novices’ behavior and preferences versus more experienced decision-makers when decisions require knowledge from outside of the system’s capabilities [7]. Given the dynamic surroundings, data and information quality-related problems, lack of training, and loss of power can reduce the users’ motivation towards the post-adoption of an IS [8].

Recent research has shown that technology cannot exist separated from the social systems for sustainability, but it is a technological cluster consisting of different scientific, political, economic, and cultural characteristics in a particular social environment [9]. In technology, Business Analytics (BA) is “a broad category of applications, technologies and processes for gathering, storing, accessing and analyzing data to make better decisions” [10]. The BA system and the analytical environment are valued for assisting users with decision-making through insight discovery [11–13]. In processing data, BA cleans, integrates, validates, and organizes information until a more comprehensible and value-embedded visualization is presented to decision-makers, who in turn develop insights to make informed decisions and take competitive actions. Self-Service Analytics (SSA) has
recently emerged as a new approach to BA, allowing various employees at different organizational levels to independently build custom reports and explore previous ones without relying on the IT/BA department [14]. As a result, and with the support of the analytical environment, the user’s role shifts from a consumer to more of a consumer-producer and expands the involvement of business users, allowing them not only to consume information but also to author information [15–17]. The shift in user role has made data analytics more personal and its value subjective to the user’s needs, which highlights the need to maintain a certain level of value and hence support continuous use.

Perceived value (PEVA) exerts a significant positive effect on continuous usage intentions toward m-banking services [18–20]. The perceived proposed value aims to explain the extent to which the system meets the user’s requirements in terms of perceived usability and perceived enjoyment [21–23]. When value fades out, the IS becomes an obsolete artifact and an economic burden on organizations. Based on the innovation diffusion theory, technology adopters reevaluate their initial decision during a final confirmation stage to use innovation, then decide whether to continue or discontinue [24]. With various levels of concrete or abstract knowledge, each individual has different expectations of the system outcome. Certain features may benefit specific users while other users may perceive little or no benefit from the system’s functionality, reducing the IS use and value.

Many researchers have addressed topics related to the adoption [25,26], diffusion [27], and acceptance [28,29] of information systems [1–3]. The initial acceptance of IS is an important first step toward realizing IS success; however, the long-term viability depends on its continued use [30,31]. Several factors have the potential to affect the continuous use of a system. For example, training can inform users to improve their ability to use the system, creating an expectation of potential efficiencies in performance and increasing satisfaction [30]. Behavior and emotion can also influence the confirmation of value, whereas expectation fulfillment relates to the post-adoption expectations at an individual level influencing the perceived usefulness and satisfaction [30,32]. Adoption suggests the user perceives value from the technology benefits to improve performance and reduce effort [33].

Our motivation for this paper is based on two related dimensions. First, SSA aims at empowering business users by enabling them to independently explore data and generate insights using personal capabilities. Such a structure increases the subjectivity of data analytics, hence making PEVA even more subjective. Second, continuous use is tightly associated with the individual re-evaluation of the benefit of the system and therefore motivates continuous adoption. Such evaluation not only depends on the capabilities of the individual but also on how the analytical environment supports and enables value generation. Previous research on continuous use is abundant and addresses different topics; however, very little has been conducted in respect to the self-service environment where users share responsibility in analyzing data and drawing conclusions for better decision-making [4]. This paper is built upon the assumption that the self-service environment differs from other analytical environments due to the nature of co-creation it demands. Both technical employees who enable such an environment and business users who use such an environment to create value in the form of insights collaborate and co-create to enable business user independence and autonomy [5,6].

To be able to explore the tension between the two dimensions, this paper builds on the expectation–confirmation model of continuous uses in disruptive technologies that empower users [34] to explore such tension and develop a sound empirical understanding of how to sustain a continuous use of SSA, hence the environment as a whole. Based on the previous argument, the purpose of the paper is to address the following research question: Which mechanisms potentially cause the sustainability of an analytics environment?

To answer our research question, we adopt a qualitative perspective using 20 qualitative interviews in a major digital Scandinavian marketplace. Our empirical data describe two main mechanisms contributing to the sustainability of an analytical environment.
These results contribute to the expectation–confirmation framework of continuous use [30] and sustainability literature [35–37].

2. Literature Review

2.1. Sustainability of a System

IS continuity focuses on reinforcing IS value in mature BI systems by combining cloud, cognitive, and mobile technology to improve performance [38]. Increasing business value requires flexibility and reconfigurability regardless of the disruption, integrations, and emergence of technology [39,40]. As technology continues to change work routines, resources and capacities are susceptible to evolution, and supporting their potential creates business value and competitive advantage [41]. Users expect certain information content and system design to meet their requirements [42]. It also involves individuals capable of accomplishing tasks independently with satisfaction to continue system use [34].

Bhattacherjee [30] proposed the expectation–confirmation model (ECM) of IS continuance use to evaluate a comparison between the individual’s attitudes and beliefs at the initial acceptance and continuous intention to use based on the expectation–confirmation theory (ECT) [31] and the technology acceptance model (TAM) [43]. The ECM describes the user’s perceptions and emotions of acceptance and post-adopter satisfaction with the IS, the expectation discrepancies, and product performances [31] using perceived usefulness to explain the intent to use [29,43]. The individual’s expectations toward using the IS in the post-adopter stage could be different from the initial expectations before using it as they gain more experiences [30,44,45].

Previous research has shown evidence that TAM and Task Technology Fit [46] overlap, suggesting attitudes develop into beliefs, then knowledge; therefore, knowledge comes from the rational evaluation of tool functionality and task characteristics [25,28]. Further research has suggested information content and system characteristics influence satisfaction [41], and the satisfaction of the perceived value often reflects adoption [18]. In an analytical environment, the proposed perceived value relates the users’ perceived benefit from the information and system features through customization, flexibility, high quality, content richness, and added services, counterbalancing the perceived sacrifices of time, cost, effort, changing routines, and discomfort [33]. Using analytical environments, interactions influence the employees’ decision-making processes, the internal motivation of psychological empowerment and their ability to accomplish tasks [34]. The perceived capability is based on the fit between the user’s expectations of the useful analytical functions to make decisions and their structural empowerment [34].

In the study, adoption, innovation, and scaling are self-reinforcing mechanisms of roles and interrelationships within a socio-technological configuration of various contextual conditions and actualization or lack of realization that lead to an outcome [35]. Self-reinforcement exists through resource-based compatibility when the incentive is significant enough to generate perceived social benefit for collaboration and increase the adoption and diffusion of IS use [27]. In the socio-technology environment, path-dependent processes are formed to guide actions that lead to a critical moment in time when a dominant action plan occurs, and the self-reinforcing process begins with effective learning, collaboration, resource integration, and willingness to adopt the technology [36,37].

In fact, sustainability occurs with self-reinforcing relationships among the environment, people, and technology to capture innovation [47]. Within the system, incremental changes to radical differences of the system can mitigate the risks and produce innovation that influences the techno-social levels, generating economic sustainability [48]. The dynamic capabilities create a balanced system to drive organizations in loop-like interactions of feedback mechanisms, modifying routines to create innovation and business value [49,50]. Using self-reinforcing logic, organizations co-evolve their dynamic processes to integrate, adjust, gain and release products and services by adapting to economy reconfiguration, expanding to market reconfiguration, and transforming leadership capabilities [51].
To conclude, the sustainability and continuous use of a system is a complex phenomenon to study. The different interrelated parts conceptualized as socio-technical interactions define the current and future interaction with the system. It is not the intention to investigate how adoption or use is achieved considering all constructs and complex relations. However, once a system is adopted and use is established, the previous theoretical framework provides the grounds to understand how continuous use is sustained.

2.2. Self-Service Analytics Environment

Self-Service Analytics (SSA) is an approach to Business Intelligence that enables employees to perform custom analytics for decision-making with limited assistance from the experts [52]. Employees respond quickly to given tasks with SSA, empowering them to make decisions independently, unlike conventional Business Analytics [53]. What characterizes SSA and its environment is the fact that it emphasizes the role of business users in data analytics and transforms data into information and then insights. Business users will engage in several steps that were previously handled by technical people, which creates more responsibility for them [5,7]. As such, SSA becomes more subjective and mostly relies on the individual perception of its value and usefulness.

There are many attempts from both industry and academic researchers to define SSA. Imhoff and White [17] refer to SSA as a facility within the Business Intelligence and Analytics (BI&A) environment. Gartner IT Glossary [53] and Weber [54] describe it as a BI&A system, and Schuff et al. [55] label SSA as an ability. There is no clear definition of SSA. So, what exactly is SSA? Is it a capability within the BI&A environment, does it represent a new system or is it a new approach to BI/BA? Is SSA viewed from a technological lens or does the user play a more important role in defining SSA? We can clearly notice that confusion still dominates and the way SSA is perceived is still vague.

To have a more precise understanding of what the definition of SSA is, it is important to first see what constitutes it. It is obviously clear that it is comprised of two terms: Self-Service (SS) and Analytics (A). The first part, SS, is more related to the individual behavior and preference to be independent, in control, save time and cost and to be efficient [16,56]. It denotes an attitude or ideology toward approaching a certain activity or task. In technology, many studies have investigated the preference of a customer in using a self-service channel over a service encounter [57–62]. It is also present in data analytics for decision-making where users tend to be more engaged in self-service activities to solve an analytical task without relying on IT experts [15–17,63–65]. The self-service phenomenon is not only present in technology, but in our daily lives. For example, some people prefer to service their own cars such as changing the engine oil (if they have the expertise) instead of going to the service center, and some others prefer to self-study and home study instead of going to an educational institution. This phenomenon is gaining much attention because of its increase in our societies, especially when many services are shifting from a service encounter (human to human interaction) to digitalized self-services (human to technology interaction) such as in banking, airlines, supermarkets, hotels, etc. [57–59,62]. The second part is A, denoted as a collection of technologies and processes that are available for data analysis and decision-making rather than a single information system.

SSA can be seen first as an approach to business analytics rather than the adoption of a certain technology [52]. In other words, it is the technology readiness within the organizational environment and the willingness of a user to engage in self-service activities using the resources available for the ultimate aim of solving an analytical task independently. Second, the SSA approach is enabled by an environment that provides services to support the independence of users. Those services, such as tools and technology, access clean and meaningful data and technical and business support when needed, and are provided and managed by an IT/BI department. In other words, the IT/BI department provides specific services to enable SSA and, in turn, the users engage in data analytics independently using those resources. Once the IT/BI department enables such a service environment, they can focus on more advanced tasks rather than answering individual ad hoc requests. As such,
this paper depicts the SSA environment as a service environment within the organization aiming at facilitating the self-service approach to business analytics.

3. Method

The nature of case study research and the range of its research alternatives make it highly convenient for researchers in general and IS researchers in particular. Yin [66] (p. 16) defines a case study as “an empirical inquiry that investigates a contemporary phenomenon in depth and within its real-world context, especially when the boundaries between phenomenon and context may not be clearly evident”. The definition of Yin [66] highlights three major components of a case study: contemporary phenomenon, real-world context, and vague boundaries between the phenomenon and its context.

In connection to this study, the self-service analytics environment is a relatively new phenomenon being promoted by the industry expecting to create value to organizations in their specific context. As such, a qualitative case study allows the exploration of the research topic and subject in a detailed view so as to obtain a deeper understanding of the phenomenon [67], which is in line with the aim of this study.

Generally, qualitative research and especially case studies equip researchers with a set of tools for conducting research where other approaches would be difficult or would simply neglect important factors.

3.1. Case Company

The empirical data were collected at a major Scandinavian digital marketplace. The company was founded in 1996, focusing on classified advertisements but with a great vision. Today, the company has grown from being a digital marketplace into a data service provider providing statistics about real estate, monetary statistics on vacation rentals, statistics about population clusters and concentration in specific areas and including different parties such as governments, newspapers, students, and research labs. It has become a central data repository to where agencies (private and governmental) constantly send requests regarding various statistical analyses and ad hoc reports. In addition, high profile sellers request reports from marketing and sales departments with regard to their advertisement reach and investment values. Due to the increase in the number of stakeholders and growing digitalization, in 2010 the management decided to build a more agile and data-driven environment where employees could easily access any organizational data and use them to perform their daily tasks more independently and with more agility. For that purpose, a self-service approach to data analytics has been adopted with the aim to empower employees and augment their capability and agility in answering requests from external customers together with fulfilling their own needs in terms of report creation and problem and opportunities investigation, making such an organization an ideal subject for our investigation.

3.2. Data Collection and Analysis

In this qualitative single case study, 20 participants were interviewed. It was considered an appropriate count for the study when the final analysis provided no new themes and there was no need to gather nuanced data [68]. The data collection and analysis followed a structured process agreed upon by both researchers (see Figure 1).

Figure 1. Research process.
For example, themes were about the organizational environment or users’ beliefs and feelings about data analytics. To gain a holistic picture, participants in different positions from different departments were selected. The selection was based on a snowball sampling strategy [69] in an effort to capitalize the expert experience within the organization and provide a starting point for the interviews. Each participant pointed out other potential participants explicitly or implicitly through drawing “mock-ups” explaining the role of data in communicating with different employees (see Figure 2).

Figure 2. Mock-up example.

A total of 20 interviews were conducted with employees at different positions in the organization. The interviews lasted between 30 min and 3 h depending on the position, responsibilities, and involvement with data analysis. Confidentiality was maintained by not disclosing the name, age, gender and detailed position in the organization. To minimize
the bias and influence of the interviewer in collecting data, interviews were recorded (with the consent of the participant) and transcribed verbatim and sent later to the participant together with the notes taken during the interviews for validation [70].

The data analysis started during the interviews. It was important to take notes in relation to the discussion with the interviewee. These notes were cross validated with the interview transcriptions, which resulted in a preliminary scanning of the interview contents. During this review, we noticed initial themes (see Table 1). Further data analysis and coding processes occurred with “Nvivo10”, a qualitative data analysis software. Using the tool, we created a concept map based on the literature, code nodes helping the organization of ideas and enabling a structured data analysis. This study employed two levels of coding schema, etic and emic, introduced by Miles and Huberman [71].

| Interview Quote | Theoretical Concept (Etic) | Second Level Code (Emic) |
|-----------------|---------------------------|--------------------------|
| “... just getting help extracting or manipulating the data or just getting the tie to do it. Let’s say I have this problem; I think the solution is like this and they kind of develop or prove the content and we can work together on that.” | Collaboration on the environment services | Collaboration in relation to support from technical people | Collaboration in relation to environment optimization | Environment value and reinforcement |

The first level of coding (etic) was built upon our conceptual basis. These codes were more general in nature as they reflected general concepts such as “user capabilities” and “environment quality”. The second level of coding (emic) was more iterative in nature and nested inside each general code. In the second level of coding, each author developed codes separately and then cross-validated it with the other. The iterations further decomposed the general codes targeting a more specific role, as will be discussed in the next chapter.

4. Findings

The thematic analytic analysis revealed three categories and eight themes of factors explaining why mechanisms potentially cause the sustainability of an analytics environment. During the analysis, previous research was reviewed for each category to investigate the relationship and its influence on continuous use. Quotations from the empirical material will be used to describe the context of the categories to explain why the mechanism potentially causes the sustainability of an analytics environment and why it occurs.

4.1. Environment Value

4.1.1. Fit for Purpose and Performance on Value

The concept of fit corresponds to the empirical evidence and previous research [25,72], as it is associated with the abilities of the users and the task requirement. Adoption decisions based on the evaluation of the benefits and risks reflect a cost–benefit paradigm to determine the perceived value [18,33,73]. Balancing cost and benefit outcomes fit for purpose focuses on the decision-making performance of identification access and data interpretation between the task, system, and individual’s characteristics to use or not to use a system [46]. User perceived usefulness and decision quality affect the intentions to continue use [23,74]. The users describe how they make decisions, “my goal is to build better and well performing products and do the right decisions”, “When we make like yeah business decisions and it’s based upon the data that we have available”, “it’s more about taking decisions based on data”. The outcome is based on the performance of the technology and the user’s ability to read and interpret the results, “can read outperformance and compare the performance of each solution”, and, “It’s like you test one version of the user interface against another and you
measure what performs best.” Often, performance is based on the interpretation of results or prioritization of tasks and problems. As one respondent remarked, “You probably already know our organization focus on being data driven so every decision or our strategy and product priority should be based on data and also how we develop and design our services should be based on what the data tells you and our product development process is based on data in every step.”

4.1.2. Information and System Quality on Utilization

User perception of information quality and system quality on the ease of use and usefulness influencing utilization is common in previous research [25,26,28]. DeLone and McLean [73] described information and system quality as the desired characteristics that measure user satisfaction impacting the use of the system. It can improve individual productivity, enhance decision-making effectiveness, and strengthen problem identification capabilities [72]. With complex environments, users interact with the system to gain an understanding of internal and external changes, solve problems, answer questions, monitor activities, and coordinate tasks, “using the tools and understanding the data ourselves”, “we have sort of all the data just to try to see what I can get out”, “I sit and play with data and looking for some answers to solve questions”. One of the respondents responded, “It is very important to have the right inputs all the time in the CRM system then we get better data in data warehouse”. Value-added services can increase users’ perceived benefit to adding value when interacting with a product to provide new services [33]. In SSA environments, users look for data to meet their needs (e.g., “definitely the data quality”, “I sit and play with data and looking for some answers to solve questions”, “recommendations based on the quality of the data or the traffic data”). Data management is important because of big data, so as one respondent replied, “configuration for sale in the last 10 years that is going to help us understand which part of the product to stay focused on so to some extent I would say definitely the data quality and how we treat is going to be a key of how we treat data”. With data quality, utilization occurs for reasons “to make better products, use it as your final answer, do a KPI report, and to monitor and forecast”.

4.1.3. Value-Added Services on Continuous Use

Users perceived extrinsic and intrinsic benefits from task accomplishments and enjoyment that increase the system’s value [18,33,73]. Value-added services can increase users’ perceived benefit to adding value when interacting with a product to provide new services [33]. As users interact with a system, they gather data and share knowledge about the information with other teams and users. Business users find benefit because the system provides the users with “aggregated data”, “slice or drill into this data”, “data capacity”, “help extracting or to manipulate the data”, and “work more cross-functional”. Users find these benefits are approaches for using the system to exploit and explore data.

4.2. Personal Capabilities

4.2.1. Trust and Confirmation on Satisfaction

Trust and confirmation have been shown to influence behavior and attitudes, while trust is highly impacted by changing environments [75]. Expectation–confirmation demonstrates a positive effect on users’ benefits and their beliefs and attitudes. It entails meeting the users’ requirements to fulfill their expectations and ensure their trust concerning verifying data accuracy, understanding the problem’s results, delivering timely information, combining data, supporting decisions, and gaining confidence: “we can trust and use as a guidance”, “it was so slow we didn’t trust it, so we created our own way”, “if you don’t know this background information . . . it’s sort of hard to trust . . . so I’ve been working with this classifieds a lot so I am pretty confident with it.”, “Yes, it’s all about trust.”, “if you get to trust X you can use them less, and it proves to be more efficient”, and “that’s a trust issue”. Many of the users gain trust by gaining an understanding of the data. As users confirmed their trust in the data, they became more confident and satisfied with the results. One respondent reported, “we have used [the data] for testing so they [UX team] have a load of competence on . . . also one thing is the analytics and the statistic department, but also how to do experiments and statistical.”
4.2.2. Expectation on Usefulness

Users expect visual attractiveness, user-friendliness, and convenience in receiving services from systems to meet their continuous and changing needs [21]. Personalization creates an environment where users are able to customize an analytical report based on their own preferences [33]. As mentioned earlier, users employ various strategies to accomplish tasks, building interactive preferences of the self-service system and other users. The comments related to the system regarded the data process to solve a problem, tool preference to analyze data, data extraction, data metrics, and tool familiarity. One respondent commented, “Excel, Adobe, Tableau and then I sometimes use different tools to scrape website [data] in order to get data structures of competitors... I use Google Analytics as well.” After users gather information, they expect others to review reports, data, or presentations and help support the environment to create a data-driven culture. Many users want a feedback loop or communication to benefit from the SSA (e.g., “we do and we get feedback from the customer center when our users have problems...”)

4.3. Self-Reinforcement Property

4.3.1. Collaboration on the Environment Services

Users perceive the self-service system as a dynamic resource capable of improving their decision-making skills. Their continuous use creates a cycle for system and data enhancements based on user requirements and needs. Henfridsson and Bygstad [35] suggested that these self-reinforcing processes generate a collaborative environment. When practices are interconnected, they promote creativity and innovation to improve productivity [36]. Often, the environment is evaluated by IT staff to ensure business users gather the appropriate data (e.g., “this Friday actually I sat down with one of the guys at Insight and we discovered that the data we have is unusable”). In the environment, IT staff and business users work together to solve complex problems, e.g., “…just getting help extracting or manipulating the data or just getting the tie to do it. Let’s say I have this problem; I think the solution is like this and they kind of develop or prove the content and we can work together on that.” Users described certain needs from the system to perform their job to add value to the company. Sometimes, users do not complete their tasks because the environment lacks specific data, features or functionality. Requests are submitted from business users to IT staff. With limited resources, one respondent commented, “If people have requests for additional information, they want into the data model, we try to provide it based on priorities. This process is rather complicated unless it’s something that is already in the staging process and I mean in the data warehouse. So, if it is not, then we take over the report development and we provide the answers directly.” Users can also collaborate with the IT staff to make changes to the data structure (e.g., “…the first step in, for instance, in getting a new field into the self-service tool that would be to have a change ticket with the data warehousing team right. So, the data warehousing team would then transfer data from any source system and then amend it to a table depending on if it’s a dimensional or fact that would fit into all pre-built model. So as soon as they’ve made that field available within the data warehouse either me or Employee X can go in and update our self-service data model”. As the SSA matures, the system requires user interfaces and data integration that involves the IT team. As one respondent commented, “In the self-service environment what we do is basically divided into two general activities. It is focused around maintaining and developing the data models...and of course managing the self-service platform... So, the data warehousing team would transfer data from any source system and then amend it to a table depending on if it’s a dimensional table or fact table that would fit into a pre-built model. So as soon as they’ve made that field available within the data warehouse either me or Employee X can go in and update the data model”. The business user and IT staff work together to adjust the system, an effect of co-creation.

4.3.2. Collaboration on the Self-Assessment

Self-assessment is based on adaptive expectation effects from their perceptions of capabilities, desired outcomes, and plans to interact with other users [37]. It is a key
component in evaluating one’s ability to analyze data and interact with the system. Without reflection, users cannot realize alternative outcomes, reducing their efficiencies and becoming unwilling to change [37]. It creates an incentive to enhance social networks and innovation by creating feedback loops [27]. From the empirical evidence, business users request support from IT staff (e.g., “After I build the report I need, I realize that I have some doubts, then I ask the insight people is this correct? And then they say yes or no and tell me how to do it. So, I get some guidance on how to develop the report and analyze it.”). IT staff assist with business users’ needs to ensure the appropriate use of data (e.g., “… They come to us more to verify that they have built a valid representation of the data. So, they want to know if they used the right fields, if they have added the right filters”). Users learn about their abilities working with the data and developing supportive relationships with IT staff. With IT support, users share knowledge about the business processes and needs. Other users reach out to the IT staff when they believe they have overextended their capabilities. One respondent replied, “if I do more complex analysis; I try to go back and ask them what’s wrong with what I have done so that they could pinpoint or try to look at my stuff and see if I have done anything that doesn’t make sense”.

4.3.3. Collaboration on Self-Capabilities

Capabilities are the skills and intrinsic motivations to accomplish analytical tasks efficiently with opportunities to learn, gain knowledge, and gather feedback from management [34]. Users learn skills by performing continuous tasks or operations [37]. As users perform tasks, they adopt the system and increase its usefulness by investing more of their time and effort [35]. Users have beliefs and feelings about their analytical capabilities (e.g., “I kind of trust my abilities, skills you know and abilities, you have cognitive abilities”). Business users described their experiences with internal motivations (e.g., “there’s a drive for sort of, key to driving adoption) or cognitive incentives (e.g., kind of curious about, curious about understanding, they get like curious, or to be data driven to be curious”). Learning and self-development help support their ability to work with the data. Another participant commented, “All the training we had in both X and Y has been really helpful, so I kind of trust my abilities to find the right data”. On-the-job training was reported by several participants, “I think the user interface is you can learn a user interface; it’s not that hard.”, and, “I like learning, I like to teach other people.”

5. Discussion

The self-service environment is a complex environment that consists of several elements acting and interacting together to generate the desired value. Within the environment, users generate value using the resources by collaborating with others and completing tasks independently. Value is denoted by the insights generated from data used in making decisions about a business problem or a potential opportunity for a competitive advantage and improves performance [76]. With digitalization, information is transferred among experts and experienced and novice system users to make tacit knowledge explicit and maintain a usable environment [77]. The basic argument is that satisfaction is tightly related to the user’s perception of the value proposed in the analytical environment to complete a task and the user’s capabilities to subjectify the value [51], hence affecting continuous use [30]. IT also goes in line with the fact that SSA is very subjective and dependent on users’ perception of its value [5,7]. As users interact with systems, trust and perceived confirmation build expectations of a level of quality for certain outcomes and belief for satisfaction [74]. When the analytical environment fails to provide its intended value, users become dependent on the technical staff for tasks, and the self-service environment collapses. To sustain the value of such an environment, several aspects need to be considered. Most importantly, data models need to be constantly updated with new data, technical resources need to be optimized, and user’s capabilities need to be developed to accommodate different analytical needs. Once those three main dimensions become
routinized in an organization, a self-reinforcement characteristic becomes evident, and sustainability is reached.

Basically, in relation to perceived personal capability and perceived proposed value, our findings suggest that there exist two main mechanisms responsible for the emergence of a self-reinforcement characteristic controlling those two constructs: the personal reinforcement mechanism and the environment reinforcement mechanism (see Figure 3).

| Personal capability reinforcement mechanism | Environment value reinforcement mechanism |
|--------------------------------------------|------------------------------------------|
| ![Diagram](image.png)                       | ![Diagram](image.png)                    |

**Figure 3.** Reinforcement mechanisms in SSA environment.

Personal capability reinforcement mechanism: While users engage with different analytical resources within the environment, personal skills play an important role in enacting different features of analytical tools to process data [52]. As such, capability utilization denotes the first cognitive process that connects what the user wants (the need) with what the environment provides (the available). This step encompasses intensive cognitive processing, the utilization of past experience and innovation to reach the desired goal. This step is followed by a capability evaluation where the user evaluates personal cognitive abilities and skills, where a self-assessment results in either a positive or negative experience. This step triggers the demand for capability development in order to be in balance with what the analytical resources require. Such a mechanism has a cyclic nature, repeating over and over during every analytical task within the self-service environment. Every cycle enhances the user’s ability to process data and adjust to what the business situation requires. Sydow, Schreyögg and Koch [37] and Schreyögg and Sydow [36] argued that in a socio-technical environment, there exists a critical point where a reinforcement process is triggered. Usage behaviors and IS quality influence IS value based on routine use and innovative use, impacting organizational performance, knowledge creation, and business value [49]. Capability utilization, capability evaluation, and capability development collectively lead to such a critical point where self-reinforcement occurs. This mechanism is tightly connected to the user’s perception of personal capabilities, causing a continuous development of users’ skills and maintaining a desired level of the user’s analytical capabilities.

Environment value reinforcement mechanism: The self-service environment consists of a collection of resources aiming at lowering the operational complexity of data analytics [78,79]. As such, resources such as clean data models, easy-to-use analytical tools, routinized support, constant training, and workshops need to be available to the user. Sharing knowledge and information among stakeholders plays an essential role in digital transformation and sustainable ecosystems to empower users and inspire innovation [80]. They also constitute the value that the self-service environment proposes to users. Our argument is that once such value decreases, the operational complexity of data analytics increases, affecting user satisfaction and hence continuous use. As such, it is important to understand that maintaining a constant level of proposed value is essential to sustainability. Sustainable business models help organizations explore new ways to create and
delivery value to introduce innovation and reduce risk, providing social and environmental benefits [5]. Our findings suggest that in a self-service environment, a certain level of value is maintained through a mechanism denoted as an environment value reinforcement mechanism. When a user scans the environment for resources and allocates resources in accordance with the analytical task, an initial assessment is carried out regarding the value of the available resources against what is needed to accomplish the task and the overall operational complexity to technical tools. Once information is gathered and aligned with the task, the analytical processing step starts. If such a step is unsatisfactory to the user and the outcome does not support the needs, the user either re-evaluates personal capabilities, which triggers the personal capability reinforcement mechanism, or re-evaluates the value of the resources within the environment, resulting in a new requirement to be included. This cyclic mechanism reinforces the environment value. This mechanism constitutes a feedback loop for enhancing the environment’s proposed value, directly affecting user satisfaction.

When both mechanisms become institutionalized and their emergent properties become evident, an important by-product emerges and becomes noticeable. Such a by-product is the evolution of the system as a whole. Evolution in such a system comes from two different yet connected dimensions: user capability evolution and analytical environment evolution. The evolution of the user’s capability is a natural desired outcome resulting from the accumulated experience and exposure to analytical tasks. Such accumulation becomes an important part of self-satisfaction, and when the user perceives the value from being self-reliant in the SSA environment, capability evolution occurs. However, with analytical environment evolution, it is necessary to maintain a certain level of value and an expected outcome when reinforcement is present. The constant need to include new analytical resources (such as data models, data sources, analytical tools) and update previous ones in an effort to maintain competitiveness among organizations makes this mechanism crucial to both users’ engagement and business value.

To conclude, in a self-service environment, resources need to constantly change, adapt and improve to accommodate the user’s analytical needs [80]. This is performed through a constant iterations mechanism where environment resources propose a value, and the users realize this value using their capabilities and provide a feedback loop to technical employees that optimizes the analytical environment. The interconnection between the two mechanisms is a critical aspect that needs to be considered by organizations. The dyadic relationship between both mechanisms over many iterations contributes to the evolution of both the environment and users’ capabilities, affecting how business problems and potential opportunities are addressed. The aim is the routinization of those mechanisms into organizational institutions.

6. Conclusions

Building on previous literature on IS continuous use and sustainability, this paper has investigated the mechanisms causing the continuity of user engagement in a self-service environment. Two main mechanisms have emerged from our empirical findings, suggesting that there exist two main dimensions interacting together through co-evolution to maintain the sustainability of the SSA environment. This supports the “cross-catalytic feedback” between the business and technical teams. Within this environment, business users and IT staff collaborate to solve problems, verify data, and meet personal and organizational goals. The organization’s practice allows users to explore information, and users gain value from the SSA with their continued use. As they gather more information, they obtain more skills to analyze the data. Users find the system more useful and want to enhance the features to improve their performance, making the SSA more valuable. This paper’s contribution is twofold. From a theoretical perspective, this paper contributes to post-adoptive and continuous use literature by identifying the inner workings occurring in a self-service environment with a focus on user capabilities and environment resources. It also contributes to the Business Analytics literature by investigating one of the fast-
growing trends and attractive topics for organizations. From a practical perspective, organizations can better understand how the SSA environment is sustained and can develop strategies, policies and routines accordingly. Further research should look at value co-creation through a sustainability business model approach among the users’ perspectives, resource integration, processes, and culture.

As with all research, the results presented in this research are neither the absolute truth nor without flaws. As such, the contribution of this research needs to be considered in view of the method adopted. Since this study adopts a single case study, it inherits a limitation in relation to replication. Additionally, the data collected were from a single organization. Even though we believe that the data are rich and valuable, a comparative study might potentially enrich our findings and provide hidden dimensions that could not be seen.
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