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Abstract

In this paper, we clarify reconstruction-based discretization schemes for unstructured grids and discuss their economically high-order versions, which can achieve high-order accuracy under certain conditions at little extra cost. The clarification leads to one of the most economical approaches: the flux-and-solution-reconstruction (FSR) approach, where highly economical schemes can be constructed based on an extended \( \kappa \)-scheme combined with economical flux reconstruction formulas, achieving up to fifth-order accuracy (sixth-order with zero dissipation) when a grid is regular. Various economical FSR schemes are presented and their formal orders of accuracy are verified by numerical experiments.

1 Introduction

In this paper, we follow the previous papers [1, 2, 3] and clarify economically high-order reconstruction-based unstructured-grid methods for practical computational fluid dynamics (CFD) solvers and identity some of the most economical schemes that can be easily implemented in an existing unstructured-grid solver to achieve up to fifth-order accuracy when a grid is regular. Economically high-order unstructured-grid methods are defined as those designed for unstructured grids with at least second-order accuracy but capable of delivering high-order accuracy under certain conditions (e.g., a regular grid). A popular approach is a finite-volume-type discretization with high-order solution reconstruction schemes such as UMUSCL [4, 5, 6, 7]. These methods are of great interest to practical unstructured-grid CFD solvers because they are relatively simple to implement and bring significant improvements, when a grid is relatively regular, with much less memory and computing time than genuinely high-order unstructured-grid methods (e.g. discontinuous Galerkin methods). However, there exist some confusions over their orders of accuracy; some methods are not high-order even on a regular grid and even in one dimension as we have revealed in the previous papers [1, 2, 3]. To best take advantage of these economical methods, it is necessary to resolve the confusions and correctly understand their underlying principles. The clarification is based upon the previous work [1, 2, 3], which will be significantly expanded here for unstructured grids.

Our focus is on methods that can be cast in the flux-balance form:

\[
\frac{1}{V_j} \sum_{k \in \{k_j\}} \Phi_{jk} |n_{jk}| = 0, \tag{1}
\]

where \( j \) is a node/cell in an unstructured grid, \( \{k_j\} \) is a set of neighbors of \( j \), \( V_j \) is the volume of a control volume around \( j \), \( n_{jk} \) denotes a scaled vector outward normal to the face between \( j \) and \( k \), \( \Phi_{jk} \) is a numerical flux projected along the normal direction computed with flux and/or solution reconstructions performed with Burg’s unstructured-grid extension of Van Leer’s \( \kappa \)-reconstruction scheme [4] or its higher-order extension with an extra parameter \( \kappa_3 \) [5]; see Equations (28) and (29). As we will discuss in detail, the flux-balance form arises from various conservative discretization approaches, e.g., finite-volume, grid-less, and edge-based methods. Moreover, it is used as a discretization of not only the surface flux integral of a target conservation law but also of a flux divergence or the cell-average of the flux divergence. Methods of the flux-balance form are very efficient, allowing the computation of residuals in a single loop over faces/edges; it includes many practical algorithms such as cell-centered finite-volume methods [8, 9] and the edge-based discretization [10, 11, 12, 13]. These methods are
of great interest because of their ability to achieve higher-order accuracy very economically under certain conditions, e.g., on regular grids. However, there exist confusions over their algorithmic details (e.g., the type of numerical solution), which are important and must be clearly understood if one wishes to develop an unstructured-grid scheme that can achieve third- or higher-order accuracy.

The flux-balance discretization is typically considered as a discrete approximation to a flux integral over a control volume, but it can be misleading because sometimes it is more accurate as an approximation to the flux divergence at a point [11]. Also, a confusion arises about the numerical solution: point value or cell average, leading to a confusion over the reconstruction parameter $\kappa$: third-order with $\kappa = 1/2$ or $\kappa = 1/3$. As we have clarified in the previous papers [1, 2, 3], the above flux balance scheme becomes third-order accurate for a steady problem in one dimension with $\kappa = 1/2$ for point-valued numerical solutions or $\kappa = 1/3$ for cell-averaged solutions. Another confusion is over third-order accuracy on regular quadrilateral/hexahedral grids. If the flux-balance form is a finite-volume scheme, then third- or higher-order accuracy cannot be achieved unless a high-order flux quadrature is employed over each face, which is costly with multiple flux evaluations per face and rarely implemented in practical solvers. If a flux-balance scheme shows high-order accuracy on such grids without high-order quadrature, then it must be finite-difference, not finite-volume, as we will discuss later.

Clarification of various flux-balance forms will lead us to the conclusion that a flux-balance scheme must be constructed so as to reduce to a finite-difference scheme on a regular grid if it is desired to achieve higher-order accuracy in multi-dimensions. However, many current schemes in the flux-balance form are based on the MUSCL approach, where the numerical flux is evaluated with high-order reconstructed solutions. As shown in the previous papers [2, 3] and also pointed out in Refs.[14, 15], such schemes can be second-order at best for nonlinear equations although still bring improvements to complex flow simulations as demonstrated in Refs.[5, 16, 17]. In this paper, we will focus on schemes that can be genuinely high-order on regular grids, which are strongly desired for scale-resolving turbulent-flow simulations requiring highly refined grids (where high-order schemes are more efficient than second-order schemes). As we discussed in the previous paper [3] and will also discuss later, genuine high-order accuracy requires flux reconstruction since a scheme must be finite-difference. But it is generally very expensive to perform on unstructured grids especially in three dimensions and thus desired to be avoided for a scheme to be practical. These considerations lead us to efficient flux-balance schemes with a three-parameter family of flux and solution reconstruction (FSR) schemes without direct flux reconstruction, which can achieve up to fifth-order accuracy when a grid is regular. Our focus is on the development of efficient FSR schemes with flux derivatives expressed in terms of solution derivatives, for example, by the chain rule. This is the key development to the work presented here. As we will show, various such economical schemes can be developed for third- and fourth-order accuracy. Fifth-order accuracy is difficult to achieve in general but can be achieved for systems having a set of solution variables in which fluxes are quadratic.

The objective of the paper is to provide the clarification leading to these efficient FSR schemes and verify their formal orders of accuracy for one- and two-dimensional inviscid test cases. The focus on the FSR schemes is not because they are the most efficient and practical schemes but because these schemes have not been available before. Note also that we do not consider modern high-order methods such as discontinuous Galerkin methods and spectral-difference methods because our focus is again on discretization methods in the flux-balance form (1) that can be easily implemented in existing practical codes. Detailed comparative studies with similar schemes (or modern high-order methods) and applications to practical problems in three dimensions will be reported in a subsequent paper. Note again that we are interested in schemes that can be easily implemented in practical unstructured-grid codes, where only a single layer of neighbor information is typically available unlike structured-grid codes having easy access to many neighbors along each grid line. Hence, high-order finite-difference-type schemes cannot be directly implemented; the FSR schemes are proposed here as high-order finite-difference schemes that can be easily implemented in practical unstructured-grid codes.

The paper is organized as follows. In Section 2, we describe a target conservation law. In Section 3, we clarify various unstructured-grid methods of the flux-balance type and forms of target equations used for discretization, and conclude that those approximating the differential form of a conservation law can be more efficient than those approximating the integral form. In Section 4, we present a new economically high-order FSR schemes. In Section 5, we present truncation errors of the FSR schemes. In Section 6, we present accuracy verification results for the FSR schemes applied to the Burgers equation in one dimension and the Euler equations in one and two dimensions. In Section 7, we conclude the paper with remarks.
2 Target conservation law: the Euler equations

Consider a general conservation law over a control volume \( V \):

\[
\frac{\partial \mathbf{u}}{\partial t} + \int_{\partial V} f_n \, ds = \int_{V} \mathbf{s} \, dV,
\]

where \( t \) denotes the time, \( \mathbf{u} \) is a vector of conservative variables, \( \mathbf{s} \) denotes a source/forcing term, \( \partial V \) denotes the control volume boundary, \( f_n = \mathcal{F} \cdot \mathbf{n} \) is a projection of a flux tensor \( \mathcal{F} \) along the outward normal \( \mathbf{n} \) of the boundary, and \( ds \) is the infinitesimal boundary area, i.e., the length in two dimensions.

Various physical equations can be written as a conservation law. For the purpose of this paper, it suffices to consider the Euler equations:

\[
\mathbf{u} = \begin{bmatrix} \rho \\ \rho \mathbf{v} \\ \rho E \end{bmatrix}, \quad \mathcal{F} = \begin{bmatrix} \rho \mathbf{v} \\ \rho \mathbf{v} \otimes \mathbf{v} + p \mathbf{I} \\ \rho \mathbf{v} H \end{bmatrix},
\]

where \( \rho \) is the density, \( p \) is the pressure, \( \mathbf{v} \) is the velocity vector, \( \otimes \) denotes the dyadic product, \( \mathbf{I} \) is the identity matrix, and \( \rho E = \rho H - p = \rho \gamma - 1 + \rho \mathbf{v}^2 / 2 \) is the specific total energy (\( \gamma = 1.4 \)). In this work, the forcing term \( \mathbf{s} \) will be relevant only for accuracy verification tests with the method of manufactured solutions. Also, we consider only two dimensions, but will keep the general form (2). Therefore, the velocity has only two Cartesian components \( \mathbf{v} = (u, v)^T \), where the superscript indicates transpose (the velocity vector is taken as a column vector). The discretization of viscous terms is beyond the scope of this paper; it will require additional considerations and will be discussed elsewhere.

3 Forms of Conservation Law and Discretizations

There exist various approaches to discretizing the conservation law (2). Each approach relies on a specific form, integral or other alternative forms, of the conservation law (2). However, a discretization constructed for a certain form may turn out to be more accurate for another form. To avoid confusion and clarify the approaches, we will provide brief discussions for some popular forms and their discretizations on unstructured grids. As mentioned earlier, we only discuss methods that can be written in the flux-balance form (1).

3.1 Cell-averaged form with cell-averaged solutions: MUSCL

Dividing the conservation law (2) by the volume \( V \), we obtain the cell-averaged form:

\[
\frac{d\bar{\mathbf{u}}}{dt} + \frac{1}{V} \int_{\partial V} f_n \, ds = \bar{\mathbf{s}},
\]

where \( \bar{\mathbf{u}} \) and \( \bar{\mathbf{s}} \) are cell-averaged solution and source term, expressed by the cell-average operator \( \mathcal{C} \),

\[
\bar{\mathbf{u}} = \mathcal{C} \mathbf{u} = \frac{1}{V} \int_{V} \mathbf{u} \, dV, \quad \bar{\mathbf{s}} = \mathcal{C} \mathbf{s} = \frac{1}{V} \int_{V} \mathbf{s} \, dV.
\]

Equation (4) is often called the integral form but here it is referred to as the cell-averaged form in order to distinguish from the original integral conservation law (2). The cell-averaged form is exact and can be directly applied to a finite control volume in a computational grid, as in Figure 1(a), with the cell-averaged solution stored as a numerical solution:

\[
\frac{d\hat{\mathbf{u}}_j}{dt} + \frac{1}{V_j} \sum_{k \in \{j\}} \Phi_{jk} |\mathbf{n}_{jk}| = \hat{\mathbf{s}}_j,
\]

where \( V_j \) is the volume of the triangle \( j \). The resulting method is often called a finite-volume method or more specifically the MUSCL finite-volume method [1], where the numerical flux is evaluated at a control volume boundary with reconstructed solutions: \( \Phi_{jk} = \Phi_{jk}(\mathbf{w}_L, \mathbf{w}_R), \) e.g., via the primitive variables \( \mathbf{w} = (\rho, u, v, p) \),

\[
\mathbf{w}_L = \kappa \frac{\hat{\mathbf{w}}_j + \hat{\mathbf{w}}_k}{2} + (1 - \kappa) \left[ \hat{\mathbf{w}}_j + \hat{\mathbf{w}}_k \right], \quad \hat{\mathbf{w}}_j = (\mathbf{x}_m - \mathbf{x}_j) \cdot \nabla
\]

\[
\mathbf{w}_R = \kappa \frac{\hat{\mathbf{w}}_k + \hat{\mathbf{w}}_j}{2} + (1 - \kappa) \left[ \hat{\mathbf{w}}_k + \hat{\mathbf{w}}_j \right], \quad \hat{\mathbf{w}}_k = (\mathbf{x}_m - \mathbf{x}_k) \cdot \nabla,
\]
where \( \nabla w_j \) and \( \nabla w_k \) are gradients computed by a least-squares (LSQ) method, for example, and \( x_m \) denotes the position vector of the face centroid (edge midpoint in 2D), and \( x_j \) and \( x_k \) denote the nodal position vectors of \( j \) and its neighbor \( k \), respectively. This method can be made arbitrarily high-order for general unstructured grids by high-order solution polynomials and high-order discretization of the surface integral (see, e.g., Refs. [18, 19]). In one dimension, third-order accuracy is achieved with \( \kappa = 1/3 \) as shown in Ref. [1].

The high-order flux quadrature requirement significantly increases the complexity of the discretization, especially in three dimensions. To reduce the cost, Refs. [20, 21, 22, 23] proposed economical fourth-order discretizations for Cartesian grids, where the flux is evaluated only at the centroid of a face and the solution is reconstructed in a one-dimensional fashion with a flux correction term added to eliminate low-order quadrature errors. It is not clear how these techniques can be extended to unstructured grids (e.g., irregular tetrahedral grids); but economically high-order schemes presented in this paper could provide some insight on their extensions to unstructured grids.

### 3.2 Cell-averaged form with point-valued solutions: UMUSCL-Burg, deconvolution

In the discretization of the cell-averaged form, it is indeed natural to choose the cell-average as a numerical solution because the cell-averaged form is an evolution equation of the cell average. However, one can choose to store a point-valued solution instead as a numerical solution [2]. Then, the time derivative needs to be expressed in terms the point-valued solution:

\[
\nabla \frac{d\mathbf{u}}{dt} + \frac{1}{V} \int_{\partial V} \mathbf{f}_n \, ds = \mathbf{s},
\]

where the control volume has been assumed to be independent of time \( \frac{d\mathbf{u}}{dt} = \frac{d(\nabla \mathbf{u})}{dt} = \nabla \frac{d\mathbf{u}}{dt} \), which can be discretized as

\[
[\nabla_j \frac{d\mathbf{u}_j}{dt} + \sum_{k \in \{k_j\}} \nabla_{jk} \frac{d\mathbf{u}_k}{dt}] + \frac{1}{V_j} \sum_{k \in \{k_j\}} \Phi_{jk} |\mathbf{n}_{jk}| = \bar{s}_j,
\]

where \( \Phi_{jk} = \Phi_{jk}(\mathbf{w}_L, \mathbf{w}_R) \) and the operator \( \nabla \) has been assumed to be expressed locally with neighbor contributions: \( \nabla \mathbf{u}_j \approx \nabla_{jk} \mathbf{u}_j + \sum_{k \in \{k_j\}} \nabla_{jk} \mathbf{u}_k \) (see Figure 1(a)). As before, the discretization can be made arbitrarily high-order for general unstructured grids by high-order solution polynomials and high-order discretization of the surface integral. Note that the solution polynomial is here an interpolating polynomial over point-valued
solutions stored at cell centers in an unstructured grid. As discussed in Ref. [2], this is the reason that $\kappa = 1/2$ gives third-order accuracy in one dimension.

To update the point-valued solution in time, we need to invert the cell-average operator $\mathcal{C}$, but it is not invertible in general: e.g., there exist many functions whose cell-average vanishes. One way to overcome the difficulty is to construct an approximate operator $\tilde{\mathcal{C}}$ such as written in Equation (10), which can be inverted formally, up to a desired order of accuracy [24, 25], as

$$\frac{d\mathbf{u}}{dt} = \tilde{\mathcal{C}}^{-1} \left[ -\frac{1}{V} \int_{\partial V} \mathbf{f}_n \, ds + \mathbf{s} \right],$$

(11)

where the approximate cell-average operator $\tilde{\mathcal{C}}$ forms a globally coupled matrix (e.g., as in Equation (10)), which is often called the mass matrix. It needs to be inverted at every time step (or every stage of a multi-stage time-stepping scheme), which is typically implemented via a linear solver applied to $\tilde{\mathcal{C}} \left( \frac{d\mathbf{u}}{dt} \right) = \left[ -\frac{1}{V} \int_{\partial V} \mathbf{f}_n \, ds + \mathbf{s} \right]$. The operator $\tilde{\mathcal{C}}^{-1}$ is called a deconvolution operator and the methods based on the above form are often called the deconvolution finite-volume methods [24, 25]. See Ref. [25] for an example applied to unstructured triangular grids. The approach is similar to continuous Galerkin methods; the similarity has been known for a long time since Ref. [26].

The so-called UMUSCL scheme of Burg [4], which is called here UMUSCL-Burg, belongs to this category as the numerical solution is stored as point values at nodes and source terms are integrated over a dual control volume. However, the flux integral is approximated by the edge-based quadrature [11] (i.e., one-point quadrature; see Figure 1(b)) and therefore it cannot be high-order even on regular grids. Note also that the edge-based flux quadrature loses linear exactness for non-simplex-element grids unless they are regular; therefore even second-order accuracy will be lost on such grids [27, 28, 29]. In one dimension, it is equivalent to the QUICK scheme and therefore achieves third-order accuracy as demonstrated by Burg for a steady problem [4].

For the same reason as in the MUSCL scheme, third-order accuracy cannot be achieved with a single numerical flux per face in multi-dimensions even with the consistent time-derivative treatment as in the deconvolution method. For Cartesian grids, one may be able to develop economical high-order methods by deriving high-order solution and flux reconstruction formulas, similar to those in Refs. [20, 21, 22, 23], designed for point-valued solutions instead of cell-averaged solutions.

### 3.3 Point-valued differential form: grid-less methods

One may directly discretize the differential form:

$$\frac{\partial \mathbf{u}}{\partial t} + \text{div} \mathbf{F} = \mathbf{s},$$

(12)

which is derived from the conservation law (2) as a limit of zero control volume. In contrast to the cell-averaged form defined over a finite control volume, the differential form is defined at a point. For unstructured grids, the so-called grid-less methods [30, 31, 32] and the generalized finite-difference methods [33] are typical examples of directly discretizing the differential form with flux reconstruction at a point with nearby points around it as shown in Figure 1(c). The latter may be considered as a generalized compact scheme, where flux derivatives are computed by solving a globally-coupled linear system. In these methods, conservation is not automatically satisfied in the discrete sense unless carefully designed as such [30, 32]; a conservative grid-less discretization [30] may be written in the form:

$$\frac{d\mathbf{u}_j}{dt} + \frac{1}{V_j} \sum_{k \in \{k_j\}} \Phi_{jk} |\mathbf{n}_{jk}| = \mathbf{s}_j,$$

(13)

where the flux balance term is understood as an approximation to the flux divergence at a point $j$ and $\mathbf{s}_j$ is simply $\mathbf{s}$ evaluated at a point $j$. In contrast to finite-volume methods in the previous sections, these methods may be more efficient especially since no flux quadrature is required. But they could actually be more expensive since it will require flux reconstructions for high-order accuracy [33]. Therefore, these methods can potentially be economical options to unstructured-grid solvers if high-order accurate flux and solution derivatives can be efficiently evaluated, and thus should be given further attention. In this paper, we do not discuss these methods as our interest is in methods that can be implemented in existing codes without introducing new grid data and algorithms (e.g., implicit gradient methods [33]).
3.4 Point-valued differential form with an approximate flux integral

For ensuring conservation in the discretization of the differential form (12), it is convenient to express the flux divergence by a surface integral:

\[
\frac{d\mathbf{u}}{dt} + \frac{1}{V} \oint_{\partial V} \mathbf{f}_n d\mathbf{s} = \mathbf{s},
\]

which is, however, exact only for linearly-varying fluxes [34, 35] and thus cannot be used to construct high-order discretizations. One would obtain the discretization of the flux-balance form (13) if the flux integral term is discretized with a single flux evaluation and high-order solution reconstruction. In general, this type of discretization is second-order at best no matter how accurate the solution reconstruction is. Note also that third-order accuracy can be achieved with \( \kappa = 1/2 \) for a steady problem with \( \mathbf{s} = 0 \) because then it is equivalent to the de-convoluted finite-volume scheme. Ref. [35] mentions the possibility of achieving high-order accuracy via reconstruction of the function whose cell average is the point-valued flux, but it is in fact true only for uniform grids as we will discuss later in Section 3.6.

Some existing unstructured-grid methods based on high-order solution reconstruction schemes [5, 16, 17] are described as discretizations of Equation (14). This is confusing because they present high-order accurate results, which contradicts the statement above. As we will explain later, their methods should be understood as finite-difference schemes, which can be high-order accurate. However, as we have shown in the previous paper [3], their methods cannot be high-order for nonlinear equations and high-order results are due to unexpected linearization of the Euler equations.

3.5 Integral form with a point-valued solution: third-order edge-based method

The third-order edge-based (EB3) discretization method [12] is a unique method constructed as a discretization of the original integral conservation law:

\[
\int_V \frac{\partial \mathbf{u}}{\partial t} dV + \oint_{\partial V} \mathbf{f}_n d\mathbf{s} = \int_V \mathbf{s} dV,
\]

with point-valued solutions stored at nodes and the flux integral discretized by the edge-based flux quadrature (see Figure 1(b)). The flux is extrapolated to the edge midpoint but only linearly (second derivatives are not needed), and other terms are discretized by a family of accuracy-preserving quadrature formulas over a dual control volume around a node [11, 36, 37], thus resulting in

\[
[\mathcal{M}_{j,k} \frac{d\mathbf{u}^j}{dt} + \mathcal{M}_{j,k}^I \nabla \left( \frac{d\mathbf{u}^j}{dt} \right)]_j + \frac{1}{V_j} \sum_{k \in \{k_j\}} \Phi_{j,k} [\mathbf{n}_{j,k}] = \left[ \mathcal{M}_{j,j} \mathbf{s}_j + \mathcal{M}_{j,j}^I \nabla \mathbf{s}_j + \sum_{k \in \{k_j\}} \mathcal{M}_{j,k} \mathbf{s}_k \right],
\]

where \( \mathbf{n}_{j,k} = \mathbf{n}_{j,k}^I + \mathbf{n}_{j,k}^I \), and \( \mathcal{M}_{j,j} \), \( \mathcal{M}_{j,k} \), \( \mathcal{M}_{j,j}^I \), and \( \mathcal{M}_{j,k}^I \) are the spatial quadrature weights derived in Ref. [11] (for second-order accuracy, one can set \( \mathcal{M}_{j,j} = 1 \), \( \mathcal{M}_{j,j}^I = 0 \), and \( \mathcal{M}_{j,k} = 0 \)). Time integration can be performed by any time stepping scheme; the mass matrix needs to be inverted at each stage if an explicit multi-stage time-stepping scheme is used [37]. The flux extrapolation can be performed efficiently by computing the flux gradient in terms of the solution gradient using the chain rule [38]; we will describe and extend this technique later. It is important to note that it is third-order accurate only with \( \kappa = 0 \) if \( \kappa \)-reconstruction scheme is employed for the flux reconstruction. Note that the EB3 method is similar to UMUSCL-Burg in that both employ the edge-based flux quadrature but different in that the EB3 method uses direct flux extrapolation while UMUSCL-Burg computes the flux with solutions reconstructed with \( \kappa = 1/2 \), which is the reason that UMUSCL-Burg cannot be high-order accurate for nonlinear equations in two and three dimensions [3]. Because of the edge-based flux quadrature and the flux reconstruction, the EB3 method is third-order accurate on arbitrary simplex-element (triangular/tetrahedral) grids, but reduces to first-order accurate on irregular (or second-order accurate on regular) quadrilateral/hexahedral/prismatic/pyramidal grids [27, 28, 29].

One would expect that the EB3 method approximates the integral form, but quite interestingly, it actually approximates the differential form (12) with third-order accuracy: as proved in Refs. [11, 39], the truncation error on a regular triangular/tetrahedral grid is given by

\[
\frac{\partial \mathbf{u}}{\partial t} + \text{div} \mathbf{F} = \mathbf{s} + O(h^3),
\]
showing that it is a third-order approximation to the differential form \( (12) \). Therefore, although it may look similar, once implemented in a code, to the integral-equation-based methods in Sections 3.2 and 3.3, but is fundamentally different in the mechanism by which third-order accuracy is achieved.

As mentioned earlier, the EB3 method is third-order accurate only on arbitrary simplex-element grids, but it thus serves as a very economical third-order method for fully adaptive grids with triangular and tetrahedral grids [40]. Furthermore, the method has been shown to preserve third-order accuracy with linear grids over a curved boundary [39], which is another evidence of the point value approximation, not an integral-based approximation such as the MUSCL finite-volume method. The method has been demonstrated for inviscid and viscous simulations on three-dimensional unstructured tetrahedral grids [38, 36, 37, 41]. While third-order accurate on arbitrary tetrahedral grids without computing and storing second derivatives is far more efficient than modern high-order methods, it cannot be extended to fourth- and higher-order due to the limited accuracy of the edge-based quadrature formula. In this paper, we seek methods that can achieve fourth- and fifth-order accuracy if a grid happens to be regular.

### 3.6 Point-valued differential form with an exact integral

Finally, we consider another flux-integral form of the differential form \( (12) \), which is rarely employed in designing unstructured-grid methods but is a key to understanding and developing economically high-order unstructured-grid methods. Suppose there exists a function \( G \) whose cell average is the point-valued flux \( \mathcal{F} \):

\[
\mathcal{F} = \mathcal{C} G.
\]

Then, take the divergence,

\[
\text{div}\mathcal{F} = \text{div} \mathcal{C} G = \mathcal{C} \text{div} G - \mathcal{C}_{\text{comm}},
\]

where \( \mathcal{C}_{\text{comm}} \) is a commutation error, and thus

\[
\text{div}\mathcal{F} = \frac{1}{V} \int_V \text{div} G \, dV - \mathcal{C}_{\text{comm}} = \frac{1}{V} \oint_{V} g_n \, ds - \mathcal{C}_{\text{comm}},
\]

where \( g_n = G \cdot n \). Substituting this into the differential form \( (12) \), we obtain

\[
\frac{\partial u}{\partial t} + \frac{1}{V} \oint_{V} g_n \, ds - \mathcal{C}_{\text{comm}} = \mathbf{s},
\]

which becomes, if \( \mathcal{C} \) commutes with the divergence operator: \( \mathcal{C}_{\text{comm}} = 0 \),

\[
\frac{\partial u}{\partial t} + \frac{1}{V} \oint_{V} g_n \, ds = \mathbf{s}.
\]

This is exact at a point and equivalent to the differential form \( (12) \) for a finite control volume (as long as \( \mathcal{C}_{\text{comm}} = 0 \)), and therefore a high-order method can be constructed by discretizing the flux integral with high-order quadrature and high-order reconstruction of the function \( G \).

It is well known that the commutation error may vanish only on regular grids (except some specially stretched grids [42]) and therefore the above form is not exact on a general unstructured grid. However, it is a very useful form specifically for our purpose because we are only interested to achieve high-order accuracy when a grid is regular. Observe that the relation \( (19) \) gives, when there is no commutation error,

\[
\frac{\partial f_x}{\partial x} = \mathcal{C} \frac{\partial (G_x)}{\partial x} = \frac{1}{h_x} \int_{x-h_x/2}^{x+h_x/2} \frac{\partial G_x}{\partial x} \, dx = \frac{1}{h_x} \left[ G_x(x+h_x/2) - G_x(x-h_x/2) \right],
\]

where \( f_x \) is the \( x \)-component of \( \mathcal{F} \) and \( G_x \) is the \( x \)-component of \( G \), and similarly in other coordinate directions. Therefore, Equation \( (22) \) remains exact when the surface integral is discretized with a one-point flux quadrature formula applied at each face. In two dimensions, it is written over a rectangular control volume \( [x-h_x/2, x+h_x/2] \times [y-h_y/2, y+h_y/2] \) around a point \((x, y)\), where \( h_x \) and \( h_y \) are constants, as

\[
\frac{\partial u}{\partial t} + \frac{1}{h_x} \left[ G_x(x+h_x/2, y) - G_x(x-h_x/2, y) \right] + \frac{1}{h_y} \left[ G_y(x, y+h_y/2) - G_y(x, y-h_y/2) \right] = \mathbf{s},
\]

(24)
Table 1: A classification of flux-balance discretization methods with a single flux evaluation per face. The target form is the form that a method approximates consistently and most accurately, not necessarily the form based on which the discretization is constructed. Those approximating the point-value differential form (12) can be centered at a node or a point in a cell. The solution type is indicated by $u_j$ for cell averages and $u_j$ for point values. In CP-SR, the numerical solution is typically defined at the geometric centroid of a cell but better choices are available [35]. Reconstruction is performed for the solution $w$, or $\mathcal{F}$, or $w$ and $\mathcal{F}$. The last column indicates on what type of grid and at what value of $\kappa$ a scheme can achieve at least third-order accuracy.

| Type   | Examples          | Target form           | Solution | Reconst. | $O(h^3)$: Grid type |
|--------|-------------------|-----------------------|----------|----------|---------------------|
| CC-SR  | MUSCL             | cell-average : Eq.(4) | $\bar{u}_j$ | $w$      | $\kappa = \frac{1}{3}$: 1D grids |
| CC-SR  | MUSCL [20, 22]    | cell-average : Eq.(4) | $\bar{u}_j$ | $w$      | $\kappa = \frac{1}{3}$: Cartesian grids |
| CP-SR  | UMUSCL-Burg [4], DecFV [25] | cell-average : Eq.(9) | $u_j$ | $w$ | $\kappa = \frac{1}{2}$: 1D grids |
| PP-SR  | UMUSCL-YH [5]     | point-value : Eq.(12) | $u_j$ | $w$ | $\kappa = -\frac{1}{6}$ (Linear): 1D grids |
| PP-FR  | NLV6 [15]         | point-value : Eq.(12) | $u_j$ | $\mathcal{F}$ | $\kappa = \frac{1}{3}$: Regular grids |
| PP-FSR | EBR [45]          | point-value : Eq.(12) | $u_j$ | $w, \mathcal{F}$ | $\kappa = \frac{1}{3}$: Regular grids |
| PP-FSR | FSR               | point-value : Eq.(12) | $u_j$ | $w, \mathcal{F}$ | $\kappa = 0$: Simplex grids |
| PP-FSR | EB3 [11]          | point-value : Eq.(12) | $u_j$ | $w, \mathcal{F}$ | $\kappa = 0$: Simplex grids |

which is exact and equivalent to the differential form (12). Therefore, the flux-balance discretization:

$$\frac{d\bar{u}_j}{dt} + \frac{1}{V_j} \sum_{k \in \{k_j\}} \Phi_{jk} |n_{jk}| = s_j,$$

where $\Phi_{jk}$ should be an approximation to $G_j$, can achieve high-order accuracy on regular grids with high-order flux reconstruction, which can be performed by a one-dimensional algorithm along the direction from a node (or a cell center) to its neighbor, e.g., the $\kappa$-reconstruction scheme applied to the flux. It is noted that the reconstruction problem here is equivalent to that in the MUSCL scheme in the sense that the reconstructed quantity needed at a face is a function whose cell average is the solution/flux stored at a cell/node. Therefore, the value of $\kappa$ to achieve third-order accuracy is $1/3$. Such a finite-difference scheme has been known since 1977 as derived by Van Leer [43].

Several remarks are in order. First, this exact form has been known for a long time as the basis of high-order conservative finite-difference schemes designed for smooth grids [44], where the grid spacing is nearly uniform in each coordinate direction. Here, instead of extending a one-dimensional high-order finite-difference scheme to unstructured grids as is done in the EBR5 scheme [45], we propose to construct economical high-order methods by directly discretizing the generalized form (22) on unstructured grids. Second, any unstructured-grid method written in the flux-balance form, no matter how it is constructed, must be a discretization of the generalized form (22) if it can achieve high-order accuracy on regular grids. An example of such an scheme is the NLV6 scheme [15]; the EBR scheme [45] could also be considered as an example. Moreover, the cell-centered finite-volume scheme in Ref.[46] is also such an example although it is third-order only for linear equations for the reason discussed in Ref.[3]. Third, therefore, a flux-balance discretization of Equation (22) is the only conservative method, among those considered so far, that can achieve third- and higher-order accuracy when a grid is regular (and quadrilateral or hexahedral). Fourth, the form (24) is exact only for regular grids but $h_x$ and $h_y$ can be different. Finally, it is noted that methods in Refs.[5, 16, 17] may be considered as examples of the discretization of Equation (22) but only for linear equations because they do not perform flux reconstruction (see Ref.[3]).

### 3.7 Remarks and classification

Before we proceed, we classify the discretization methods based on the target equation form, the numerical solution type, the reconstruction type. See Table 1, where methods of the flux-balance form are classified. For ex-
ample, CC-SR refers to methods approximating the cell-averaged form with cell-averaged solutions and solution reconstruction. MUSCL is one (perhaps the only) example. It can be high-order accurate on one-dimensional grids but cannot be in multi-dimensions unless high-order flux quadrature is employed. Economical versions [20, 22] can achieve third- and higher-order accuracy on Cartesian grids with a single flux per face by adding a high-order flux correction. CP-SR refers to methods approximating the cell-averaged form with point-valued solutions and solution reconstruction: e.g., UMUSCL-Burg and the deconvolution-based finite-volume methods. These methods achieve high-order accuracy only on one-dimensional grids but can be made high-order accurate with high-order flux quadrature and solution reconstruction in multi-dimensions.

PP-SR refers to methods approximating the point-valued differential form (12) with point-valued solutions and solution reconstruction, for which UMUSCL-YH is an example. As discussed in Ref. [3], this method cannot be high-order accurate for nonlinear equations even with high-order flux quadrature and solution reconstruction. PP-FR is the flux-reconstruction version, which can be high-order accurate; NLV6 [15] is an example. On the other hand, PP-FSR refers to methods approximating the point-valued differential form (12) with point-valued solutions and flux/solution reconstruction. NLV6 [15] is one example, EBR [45] is another, EB3 [11] is yet another, and finally FSR refers to new schemes we will present in the next section. Note that NLV6, EBR, FSR can be higher-order accurate only on regular grids with symmetric stencils; the order of accuracy is third- or higher but may be lower than the design order, except EBR, which is designed to be equivalent to a one-dimensional scheme along each grid line and thus can preserve the design order of accuracy (away from boundaries). Note finally that EB3 is the only method that can achieve third-order accuracy on arbitrary grids as long as the elements are simplex (triangles/tetrahedra). It is also very economical since the flux reconstruction can be performed by the chain rule [11].

The clarification suggests that economical high-order methods can be constructed as a discretization of the generalized form (22) with flux reconstruction. The NLV6 scheme [15] and the EBR scheme [45] are considered as examples of such methods. However, it is not simple to implement these schemes in existing finite-volume-type unstructured-grid solvers because these schemes require the data of points located in a line extended from each edge to extend reconstruction stencils, which are not usually available in an existing code. Moreover, flux reconstruction is very expensive, especially in three dimensions since it will require to store three flux vectors and their derivatives. In this paper, we explore more efficient and simpler-to-implement schemes.

4 FSR for unstructured grids

In this section, we present the new PP-FSR schemes, which are similar to NLV6 and EBR but more efficient (because direct flux reconstruction is avoided) and simpler to implement in existing unstructured-grid solvers (because no special grid data, e.g., a list of nodes along an edge direction, are needed). For brevity, we will denote the new schemes simply by FSR: e.g., third-, fourth-, and fifth-order methods are denoted by FSR3, FSR4, and FSR5, respectively. Later, in a subsequent section, we will show that these schemes will achieve high-order accuracy on uniform one-dimensional grids, which is sufficient to prove the design orders of accuracy on regular quadrilateral/hexahedral grids because they approximate the flux derivative in each coordinate direction.

4.1 Discretization

We define FSR as a flux-balance discretization of Equation (22) based on the edge-based flux quadrature applied to a dual control volume around a node \( j \) in an unstructured grid (see Figure 1(b)):

\[
\frac{d \mathbf{u}_j}{dt} + \frac{1}{V_j} \sum_{k \in \{k_j\}} \Phi_{jk} |\mathbf{n}_{jk}| = \mathbf{s}_j, \tag{26}
\]

with the following numerical flux

\[
\Phi_{jk} = \frac{1}{2} [f_L + f_R] - \frac{1}{2} \hat{D}_n [u(w_R) - u(w_L)], \tag{27}
\]

where \( f = \mathcal{F} \cdot \mathbf{n}_{jk} \) is the flux projected along the face normal \( \mathbf{n}_{jk} = \hat{n}_{jk}|\mathbf{n}_{jk}| \), \( \hat{D}_n = |\partial f/\partial u| \) is the dissipation term evaluated with the Roe averages [47] of \( \mathbf{w}_j \) and \( \mathbf{w}_k \) (instead of the reconstructed values) for robustness and smoothness of the residual [48], the solution reconstruction is performed with the primitive variables \( \mathbf{w} = (\rho, u, v, p) \) unless otherwise stated, and the flux reconstruction is performed for \( f_L \) and \( f_R \) as we will discuss further below.
The discretization (26) with the numerical flux (27) is the basis for the EBR scheme [45]. The NLV6 scheme [15] is also similar but the dissipation term is defined with \( f_R - f_L \) in place of \( u(w_R) - u(w_L) \), which is more efficient but less robust as pointed out in Ref. [45]. For example, it is difficult to avoid the so-called expansion shock since \( f_R - f_L = 0 \) at a sonic expansion no matter what coefficient it is multiplied by. An entropy fix is simple to implement in the form (27) by modifying the eigenvalues in the matrix \( \hat{D}_n \).

4.2 Solution reconstruction

For the solution reconstruction, we employ the following extended \( \kappa \)-reconstruction scheme:

\[
\begin{align*}
\mathbf{w}_L &= \kappa \frac{\mathbf{w}_j + \mathbf{w}_k}{2} + (1 - \kappa) \left[ \mathbf{w}_j + \hat{\partial}_j \mathbf{w}_j \right] + \kappa_3 \hat{\partial}_j^3 \mathbf{w}, \\
\mathbf{w}_R &= \kappa \frac{\mathbf{w}_k + \mathbf{w}_j}{2} + (1 - \kappa) \left[ \mathbf{w}_k + \hat{\partial}_k \mathbf{w}_k \right] + \kappa_3 \hat{\partial}_k^3 \mathbf{w},
\end{align*}
\]

(28)

(29)

where

\[
\hat{\partial}_j^3 \mathbf{w} = \frac{1}{2} \left[ \hat{\partial}_j \mathbf{w}_k - \hat{\partial}_j \mathbf{w}_j \right] - \hat{\partial}_j^2 \mathbf{w}_j, \quad \hat{\partial}_k^3 \mathbf{w} = \frac{1}{2} \left[ \hat{\partial}_k \mathbf{w}_j - \hat{\partial}_k \mathbf{w}_k \right] - \hat{\partial}_k^2 \mathbf{w}_k,
\]

(30)

\[
\hat{\partial}_j = (\mathbf{x}_m - \mathbf{x}_j) \cdot \nabla, \quad \hat{\partial}_k = (\mathbf{x}_m - \mathbf{x}_k) \cdot \nabla,
\]

(31)

\[
\hat{\partial}_j^2 = |(\mathbf{x}_m - \mathbf{x}_j) \cdot \nabla|^2, \quad \hat{\partial}_k^2 = |(\mathbf{x}_m - \mathbf{x}_k) \cdot \nabla|^2,
\]

(32)

\( \mathbf{x}_m \) denotes the position vector of the edge midpoint, and \( \mathbf{x}_j \) and \( \mathbf{x}_k \) denote the nodal position vectors of \( j \) and its neighbor \( k \), respectively (see Figure 1(b)). These expressions can be slightly simplified for the node-centered method considered here but the notations will be kept general, so that the proposed schemes can be directly applied to cell-centered methods. For cell-centered methods, where the face centroid may not be located half way between two adjacent cell centroids, the modification proposed in Ref. [49] or a similar technique described in Ref. [23] should be employed to preserve second-order accuracy on irregular grids.

The first two terms in the above formulas are the \( \kappa \)-reconstruction scheme generalized for unstructured grids by Burg [4], which is a quadratic reconstruction leading to a third-order advection scheme at \( \kappa = 1/3 \). It requires solution gradients to be available at nodes; we will compute them by a linear unweighted least-squares method [50]. The last term with the coefficient \( \kappa_3 \) is a term approximating a cubic term, leading to a fifth-order advection scheme at \( \kappa = 1/3 \). The reconstruction formulas are similar to those proposed by Yang and Harris [5], but the cubic term is different, which they construct by replacing the solution in the first two terms by the solution gradient. It is a useful construction, but it alters the baseline \( \kappa \)-reconstruction scheme: a quadratic reconstruction is achieved with \( \kappa = -1/6 \), not with \( \kappa = 1/3 \) any more. In our reconstruction formulas, \( \kappa_3 = 0 \) recovers the baseline \( \kappa \)-reconstruction scheme leading to a third-order advection scheme at \( \kappa = 1/3 \).

4.3 FSR3/FSR4/FSR5: Direct flux reconstruction

We begin with direct flux reconstruction schemes. These schemes are not very efficient but serve as the basis for developing more efficient schemes. For third-order accuracy, it suffices to take \( \kappa_3 = 0 \) in the solution reconstruction and reconstruct the flux by applying the \( \kappa \)-reconstruction scheme:

\[
\begin{align*}
\mathbf{f}_L &= \theta \left( \frac{\mathbf{f}_j + \mathbf{f}_k}{2} + (1 - \theta) \left[ \mathbf{f}_j + \hat{\partial}_j \mathbf{f}_j \right] \right), \\
\mathbf{f}_R &= \theta \left( \frac{\mathbf{f}_k + \mathbf{f}_j}{2} + (1 - \theta) \left[ \mathbf{f}_k + \hat{\partial}_k \mathbf{f}_k \right] \right),
\end{align*}
\]

(33)

(34)

where \( \mathbf{f} = \mathcal{F} \cdot \hat{\mathbf{n}}_k \), \( \mathbf{f}_j = \mathbf{f}(\mathbf{w}_j) \), \( \mathbf{f}_k = \mathbf{f}(\mathbf{w}_k) \), and the parameter \( \theta \) has been replaced by \( \theta \) for the flux. As we will show later, \( \theta = 1/3 \) gives third-order accuracy. This third-order scheme (with \( \kappa_3 = 0 \)) will be referred to as FSR3 in the rest of the paper. FSR3 requires computation and storage of the flux gradients at all nodes, which can be computed by a linear unweighted LSQ method. Note that the solution also needs to be reconstructed to evaluate the dissipation term in the numerical flux (27).

As we will show later, the leading third-order truncation error of the FSR3 scheme comes from the dissipation term. Therefore, to achieve fourth-order accuracy, we only need to take \( \kappa_3 = \kappa - 1 \) to make dissipation \( O(h^4) \).
This requires the second derivatives of the solution variables. The resulting fourth-order scheme will be referred to as FSR4.

If, in addition, we compute and store the second derivatives of the flux, we can achieve fifth-order accuracy by adding a cubic term to FSR3 in a similar manner as done in the solution reconstruction:

\[
\tilde{f}_L = \theta \frac{f_j + f_k}{2} + (1-\theta) \left[ f_j + \tilde{\gamma} f_j \right] + \theta_3 \tilde{\gamma}^3 f_j, \tag{35}
\]

\[
\tilde{f}_R = \theta \frac{f_k + f_j}{2} + (1-\theta) \left[ f_k + \tilde{\gamma} f_k \right] + \theta_3 \tilde{\gamma}^3 f_k, \tag{36}
\]

where \(\theta_3\) is another parameter, which we have to set \(\theta_3 = -8/15\) to achieve fifth-order accuracy as will be shown later. This fifth-order scheme will be referred to as FSR5. It is an expensive scheme especially in three dimensions, where three flux derivatives and six second derivatives need to be computed and stored for the solution as well as three flux vectors. FSR5 is similar to the NLV6 scheme [15] but it is different in that we compute the dissipation term with reconstructed solutions and also that we compute the second derivatives by successive application of the linear LSQ method following Yang and Harris [5]. In fact, the successive application is a key to high-order accuracy as we will discuss later.

4.4 CFSR3/CFSR4/CFSR5: Economical flux reconstruction with the chain rule

It is reasonable to ask if the flux derivatives can be computed by the chain rule without degrading the order of accuracy. It is certainly possible for third-order accuracy as we already have shown in the previous paper [3]. The chain-rule-based flux reconstruction has also been demonstrated for the third-order edge-based method [11]. For the FSR5 scheme, unfortunately, the chain rule does not allow us to keep fifth-order accuracy. However, a very efficient fourth-order scheme can be constructed.

As shown in Ref.[3], the flux derivatives can be computed as

\[
\hat{\gamma}_j f_j = \left( \frac{\partial f}{\partial w} \right)_j \hat{\gamma}_j w_j, \quad \hat{\gamma}_k f_k = \left( \frac{\partial f}{\partial w} \right)_k \hat{\gamma}_k w_k, \tag{37}
\]

where the flux Jacobian is given, with the unit face normal vector \(\hat{n}_{jk}\) and \(v\) defined as column vectors and the notation \(u_n = v \cdot n_{jk}\), as

\[
\frac{\partial f}{\partial w} = \begin{pmatrix}
    u_n & \rho \hat{n}_{jk} & 0 \\
    u_n v & \rho (u_n \mathbf{l} + v \hat{n}_{jk}) & \hat{n}_{jk} \\
    u_n v^2/2 & \rho (H \hat{n}_{jk} + u_n \mathbf{v}) & \gamma u_n / (\gamma - 1)
\end{pmatrix}. \tag{38}
\]

FSR3 with these chain-rule flux derivatives will be referred to as CFSR3 (\(\kappa_3 = 0\)). Similarly, FSR4 with the chain-rule flux derivatives will be referred to as CFSR4 (\(\kappa_3 = \kappa - 1\)). As we will show later, CFSR3 and CFSR4 are third-and fourth-order accurate.

To eliminate flux derivatives from FSR5, we also have to compute the second derivatives by the chain rule:

\[
\hat{\gamma}_j^2 f_j = \hat{\delta} \left( \frac{\partial f}{\partial w} \right)_j \hat{\gamma}_j w_j, \quad \hat{\gamma}_k^2 f_k = \hat{\delta} \left( \frac{\partial f}{\partial w} \right)_k \hat{\gamma}_k w_k, \tag{39}
\]

where, with the subscripts dropped to avoid unnecessary clutter (e.g., \(\hat{\delta}\) should be understood as \(\hat{\delta}_j\) or \(\hat{\delta}_k\)),

\[
\hat{\delta} \left( \frac{\partial f}{\partial w} \right) = \left( \frac{\partial^2 f}{\partial w^2} \right) \hat{\delta} w = \begin{pmatrix}
    \hat{\delta} u_n & \hat{n}_{jk} \hat{\delta} \rho & 0 \\
    \hat{\delta} (u_n v) & \hat{\delta} (\rho u_n \mathbf{l}) + \hat{\delta} (\rho v) \hat{n}_{jk} & 0 \\
    \hat{\delta} (u_n v^2/2) & \hat{\delta} (\rho H \hat{n}_{jk} + \hat{\delta} (\rho u_n) \mathbf{v})^t & \gamma \hat{\delta} u_n / (\gamma - 1)
\end{pmatrix}, \tag{40}
\]

\[
\hat{\delta} (u_n v) = v \hat{\delta} u_n + u_n \hat{\delta} v, \quad \hat{\delta} (\rho u_n) = \rho \hat{\delta} v + v \hat{\delta} \rho, \quad \hat{\delta} (\rho v) = v \hat{\delta} \rho + \rho \hat{\delta} v, \tag{41}
\]

\[
\hat{\delta} (u_n v^2/2) = v^2 \hat{\delta} u_n / 2 + u_n v \hat{\delta} v, \quad \hat{\delta} (\rho H) = \frac{\gamma}{\gamma - 1} \hat{\delta} p + \frac{1}{2} v^2 \hat{\delta} p + \rho \hat{\delta} v. \tag{42}
\]
FSR5 with these chain-rule flux derivatives will be referred to as CFSR5. This is a very efficient scheme as the
fluxes and their first- and second-derivatives do not need to be directly computed and stored. However, as men-
tioned earlier and will be shown later, CFSR5 fails to preserve fifth-order accuracy of FSR5 and is fourth-order
accurate at best. After all, we have two fourth-order schemes, CFSR4 and CFSR5. CFSR4 is significantly less ex-
pensive than CFSR5 since CFSR4 does not require second derivatives of the fluxes. But numerical experiments
show that CFSR5 is more accurate than CFSR4.

Note that the failure of achieving fifth-order accuracy is due to limited accuracy of the chain-rule used to
replace the direct flux reconstruction; fourth-order errors arise exclusively from the averaged flux term, not the
dissipation term. Seeking a way to achieve fifth-order accuracy, we explore another way of avoiding direct flux
reconstruction in the next section.

4.5 QFSR3/QFSR4/QFSR5: Economical quadratic-form flux reconstruction

As an alternative to the chain-rule, we propose the following quadratic flux reconstruction:
\[
\begin{align*}
\mathbf{f}_L &= \mathbf{f}_j + \left( \frac{\partial \mathbf{f}}{\partial \mathbf{z}} \right)_j \Delta \mathbf{z}_L + \frac{\theta_2}{2} \left( \frac{\partial^2 \mathbf{f}}{\partial \mathbf{z}^2} \right)_j \Delta \mathbf{z}_L, \\
\mathbf{f}_R &= \mathbf{f}_k + \left( \frac{\partial \mathbf{f}}{\partial \mathbf{z}} \right)_k \Delta \mathbf{z}_R + \frac{\theta_2}{2} \left( \frac{\partial^2 \mathbf{f}}{\partial \mathbf{z}^2} \right)_k \Delta \mathbf{z}_R,
\end{align*}
\]
where \( \theta_2 \) is a parameter and
\[
\Delta \mathbf{z}_L = \mathbf{z}_L - \mathbf{z}_j, \quad \Delta \mathbf{z}_R = \mathbf{z}_R - \mathbf{z}_k,
\]
with \( \mathbf{z}_L \) and \( \mathbf{z}_R \) given by Equations (28) and (29), respectively. Each of the fluxes \( \mathbf{f}_L \) and \( \mathbf{f}_R \) is expressed as a
quadratic polynomial in the solution difference, but it should be noted that the flux reconstruction must be per-
formed for a function whose cell-average is the point-value flux. Therefore, \( \theta_2 \) cannot be 1. As we will show
later, with \( \theta_2 = 2/3 \), this reconstruction formula leads to a third-order scheme with \( \kappa_3 = 0 \) in the solution recon-
struction and to a fourth-order accurate scheme with \( \kappa_3 = \kappa - 1 \), which will be referred to as QFSR3 and QFSR4,
respectively.

It seems difficult to extend this approach to fifth-order accuracy without introducing a third-order term
which will involve third derivatives of the flux. However, if the flux is a quadratic function of solution variables
(e.g., Burgers’ equation), then the quadratic reconstruction can be modified to achieve fifth-order accuracy. This
approach is applicable to the Euler equations whose fluxes are all quadratic in the parameter vector [47, 51]:
\[
\mathcal{F} = z^T \mathcal{F} z, \quad z = \left( \sqrt{\rho}, \sqrt{\rho v}, \sqrt{\rho H} \right),
\]
where \( \mathcal{F} \) is a constant third-rank tensor. Then, the following reconstruction leads to a fifth-order scheme:
\[
\begin{align*}
\mathbf{f}_L &= \mathbf{f}_j(z_j) + \left( \frac{\partial \mathbf{f}}{\partial \mathbf{z}} \right)_j \left( \Delta \mathbf{z}_L + \mathbf{L}_j \right) + \frac{\theta_2}{2} \left\{ \left( \frac{\partial^2 \mathbf{f}}{\partial \mathbf{z}^2} \right)_j \Delta \mathbf{z}_L + \mathbf{Q}_j \right\}, \\
\mathbf{f}_R &= \mathbf{f}_k(z_k) + \left( \frac{\partial \mathbf{f}}{\partial \mathbf{z}} \right)_k \left( \Delta \mathbf{z}_R + \mathbf{L}_k \right) + \frac{\theta_2}{2} \left\{ \left( \frac{\partial^2 \mathbf{f}}{\partial \mathbf{z}^2} \right)_k \Delta \mathbf{z}_R + \mathbf{Q}_k \right\},
\end{align*}
\]
where \( \theta_2 = 2/3 \) as before,
\[
\mathbf{L}_j = a_{Q5} \hat{\mathbf{q}}^T \mathbf{z}_j, \quad \mathbf{Q}_j = b_{Q5} \left( \frac{\partial^2 \mathbf{f}}{\partial \mathbf{z}^2} \right)_j \hat{\mathbf{q}}^T \mathbf{z}_j + c_{Q5} \left( \frac{\partial^2 \mathbf{f}}{\partial \mathbf{z}^2} \right)_j \hat{\mathbf{q}}^T \mathbf{z}_j,
\]
and similarly for \( \mathbf{L}_k \) and \( \mathbf{Q}_k \). These coefficients are derived from a truncation error analysis in one dimension,
and the derivation will be given later in Section 5.5. Here, the flux and its derivatives are all expressed in terms of
the parameter vector:
\[
\mathbf{f}(\mathbf{z}) = \left[ \begin{array}{c}
\hat{z}_n \mathbf{v} \\
\hat{z}_n \mathbf{v} + \frac{\gamma - 1}{\gamma} \left( \hat{z}_1 \hat{z}_4 - \frac{1}{2} \mathbf{v} \cdot \mathbf{v} \right) \hat{\mathbf{n}}_j \\
\hat{z}_n \hat{z}_4
\end{array} \right],
\]
where
\[
\begin{align*}
\mathbf{v} &= \frac{1}{\gamma}
\end{align*}
\]
where $\tilde{v} = (z_2, z_3)$, $z_n = \tilde{v} \cdot \hat{n}_{jk}$,

$$\frac{\partial f}{\partial z} = \begin{bmatrix}
  z_n & z_1 \hat{n}'_{jk} & 0 \\
  (\gamma - 1)z_n / \gamma \hat{n}_{jk} & z_n I + \tilde{v} \otimes \hat{n}_{jk} & (\gamma - 1)z_1 / \gamma \hat{n}_{jk} \\
  0 & z_4 / \gamma & z_n 
\end{bmatrix}. \quad (52)$$

$$\left(\frac{\partial^2 f}{\partial z^2}\right) \Delta z = \begin{bmatrix}
  \Delta z_n & \Delta z_1 \hat{n}'_{jk} & 0 \\
  (\gamma - 1)\Delta z_n / \gamma \hat{n}_{jk} & \Delta z_n I + \Delta \tilde{v} \otimes \hat{n}_{jk} - \frac{1}{\gamma} \tilde{v} \otimes \Delta \hat{n}_{jk} & (\gamma - 1)\Delta z_1 / \gamma \hat{n}_{jk} \\
  0 & \Delta z_4 / \gamma & \Delta z_n 
\end{bmatrix}. \quad (53)$$

In this case, the solution difference in the dissipation term may be evaluated based on the relationship, $d u = \frac{1}{2} \frac{\partial u}{\partial z} d z$ (see Ref.[51]), as

$$u_R - u_L = \frac{1}{2} \frac{\partial u}{\partial z} (z_R - z_L), \quad \frac{\partial u}{\partial z} = \begin{bmatrix}
  2z_1 & 0 & 0 \\
  \tilde{z} & z_1 I & 0 \\
  z_4 / \gamma & (\gamma - 1)\tilde{z}' / \gamma & z_1 / \gamma 
\end{bmatrix}, \quad (54)$$

where the over bar indicates the arithmetic average over the values at $j$ and $k$. Or one may evaluate the dissipation term in the original form simply by converting the parameter vector variables to the primitive and conservative variables. In this study, we employed the former.

The resulting fifth-order scheme will be referred to as QFSR5(Z). As we will show later, QFSR5(Z) is fifth-order accurate only when the flux is quadratic in the variables used in the reconstruction; it is fourth order accurate otherwise. Therefore, QFSR5(Z) is suitable for target systems, where such variables exist as in the Euler equations.

5 FSR on Regular Grids

In this section, we will discuss the FSR schemes on a regular grid in one dimension. First, we will show what these schemes reduce to on a uniform one-dimensional grid and show the importance of the successive application of the linear LSQ method to compute second derivatives. Then, we will present truncation errors of the various FSR schemes for a scalar nonlinear conservation law on uniform grids and show that QFSR5 is fifth-order accurate if a flux is quadratic in solution variables. Analyses in one dimension are sufficient to prove accuracy in two and three dimensions because the FSR schemes are finite-difference schemes approximating flux derivatives.

5.1 FSR schemes on regular grids

The FSR schemes are all in the form (24) and thus the accuracy is determined solely by the discretization of the flux divergence. Consider a scalar nonlinear conservation law:

$$\frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} = s(x), \quad (55)$$

where $f$ is a nonlinear function of the solution variable $u$ and $s(x)$ is a forcing term. Without loss of generality, we consider the residual $\text{Res}_j^x$ approximating $\frac{\partial f}{\partial x}$ at a node $j$ on a uniform grid of spacing $h$:

$$\text{Res}_j^x = \frac{\Phi_{j+1/2} - \Phi_{j-1/2}}{h}, \quad (56)$$

where $\Phi_{j-1/2}$ and $\Phi_{j+1/2}$ are numerical fluxes at the left and right faces, respectively. For example, the flux $\Phi_{j+1/2}$ is given by

$$\Phi_{j+1/2} = \frac{1}{2} [f_L + f_R] - \frac{1}{2} D_{j+1/2} [u_R - u_L], \quad (57)$$
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where the fluxes $f_L$ and $f_R$ are computed differently by various FSR schemes, $D_{j+1/2}$ is a dissipation coefficient, and the left and right states $u_L$ and $u_R$ are computed, for all the FSR schemes, as

$$u_L = \kappa \frac{u_j + u_k}{2} + (1 - \kappa) \left[ u_j + \frac{1}{2} \chi_j u_j \right] + \kappa \frac{1}{2} \rho \chi_j u_j,$$

$$u_R = \kappa \frac{u_k + u_j}{2} + (1 - \kappa) \left[ u_k + \frac{1}{2} \chi_k u_k \right] + \kappa \frac{1}{2} \rho \chi_k u_k,$$

$$\rho \chi_j u_j = \frac{h^2}{4} \left( \frac{\partial^2 u}{\partial x^2} \right)_j, \quad \rho \chi_k u_k = \frac{h^2}{4} \left( \frac{\partial^2 u}{\partial x^2} \right)_k,$$

$$\frac{1}{2} \left\{ \left( \frac{\partial u}{\partial x} \right)_{j+1} - \left( \frac{\partial u}{\partial x} \right)_{j-1} \right\} = \frac{u_{j+1} - 2u_j + u_{j-1}}{(2h)^2}.$$

Below, we will expand the residual and derive a truncation error for each FSR scheme applied to a scalar nonlinear conservation law (see Ref.[3] for the importance of considering nonlinear equations).

In each scheme, the solution gradient and second derivatives are computed by successive application of a linear LSQ method, which produces, in a one-dimensional uniform grid,

$$\frac{\partial u}{\partial x} = \frac{u_{j+1} - u_{j-1}}{2h}, \quad \frac{\partial^2 u}{\partial x^2} = \frac{1}{2h} \left( \frac{\partial u}{\partial x} \right)_{j+1} - \left( \frac{\partial u}{\partial x} \right)_{j-1}$$

It is important that the second-derivative approximation is the so-called $2h$-Laplacian, spanning over a wider stencil than a typical central difference formula for the second derivative. The wide-stencil approximation is not a good choice for solving the Laplace/Poisson equation as it leads to non-convergent elliptic discretizations [52], but here the wider stencil is essential to achieving high-order accuracy. As one can easily see, at least five neighbors are required to generate a fourth-order accurate approximation to the flux derivative; thus it is necessary to involve third-level neighbors $j+3$ and $j-3$, which are brought in by the $2h$-Laplacian applied at the neighbors $j+1$ and $j-1$. All similar fifth-order schemes have some mechanisms to bring the extra-level of neighbors in their residual: the NVLS scheme uses the information about elements to which an edge is incident, whose nodal gradients involve the third-level neighbors (see Ref.[15] for details) and the EBR scheme directly constructs such a one-dimensional stencil in the direction of each edge [45]. The successive application of a linear LSQ method proposed by Yang and Harris [5] is a convenient way of accomplishing the task, and for this reason, we employ it in this work. If the standard three-point approximation $\frac{u_{j+2} - 2u_j + u_{j-2}}{h^2}$ is employed instead of the $2h$-Laplacian, fourth- and higher-order accuracy will be lost. It is pointed out again that we propose the FSR schemes for unstructured-grid codes, not structured-grid codes, and therefore the successive application of Yang and Harris is a very important technique to form an extended stencil in a code where only a single layer of neighbor information is available.

To analyze the FSR schemes, we will focus on the truncation error defined by

$$\mathcal{E} \equiv \frac{1}{h} \text{Res}_j^i,$$

where the residual is evaluated with a smooth exact solution that can be expressed by a Taylor series. As one can easily expect, that $\mathcal{E}$ consists of two parts: one coming from the dissipation term and the other from the averaged flux term in the numerical flux (27). We will begin with the contribution from the dissipation term that is common to all the FSR schemes.

### 5.2 Truncation error from the dissipation term

The FSR schemes differ only by the definition of the left and right fluxes and thus they have a common dissipation term. In this section, we derive the truncation error generated by the common dissipation term. Note first that the solution jumps at the left and right faces are expanded around a node $j$ as

$$(u_R - u_L)_{j+1/2} = \frac{h^3}{4} \left( k - k^3 - 1 \right) \left\{ \frac{\partial^3 u}{\partial x^3} + \frac{h \frac{\partial^4 u}{\partial x^3}}{2} \right\} + \frac{h^2}{4} \left( k - 2k^3 - 1 \right) \frac{\partial^5 u}{\partial x^5} + \frac{h^3}{12} \left( k - \frac{5}{2} k^3 - 1 \right) \frac{\partial^6 u}{\partial x^6} + O(h^7),$$

where $k$ is a dissipation coefficient.
which suggests that we set
\[ \kappa_3 = \kappa - 1, \] (66)
so that the leading third-order term vanishes,
\[ (u_R - u_L)_{j \pm 1/2} = \frac{1 - \kappa}{16} \left\{ \frac{\partial^5 u}{\partial x^5} \pm \frac{h}{2} \frac{\partial^6 u}{\partial x^6} + O(h^7) \right\} h^5. \] (67)

Note that the jump will vanish for \( \kappa = 1 \) as clearly manifested in the truncation error. It may cause a solver to get unstable and therefore \( \kappa = 1 \) is typically avoided (except with high-order Runge-Kutta schemes, which can be stable with \( \kappa = 1 \)), but otherwise the choice is arbitrary. In this work, we set \( \kappa = 1/2 \) and thus \( \kappa_3 = -1/2 \), which reduces the contributions of the gradient and Hessian terms compared with \( \kappa = 0 \). The reduced contribution of derivatives has been known to alleviate iterative convergence difficulties encountered for unstructured grids [53]. It is pleasing that a free parameter is available, with which a solver can fight against instability coming from unfavorable grid quality. This is the reason that we use different parameters \( \kappa \) and \( \theta \) for the solution and flux reconstruction, respectively. However, for QFSR schemes, the choice of \( \kappa \) is not arbitrary; it must be 1/3 as we will discuss later.

Substituting the jumps into the residual with the left and right fluxes ignored for a moment, we obtain the truncation error arising from the dissipation terms as
\[ \mathcal{E}_{f_L=f_R=0} = \frac{\kappa - 1}{32} \left\{ (D_{j+1/2} - D_{j-1/2})h^4 \frac{\partial^5 u}{\partial x^5} + \frac{D_{j+1/2} + D_{j-1/2}}{2} h^5 \frac{\partial^6 u}{\partial x^6} \right\} + O(h^7), \] (68)
which can be written, by substituting the expansions of the dissipation coefficients,
\[ D_{j \pm 1/2} = D(u_j) \pm \frac{1}{2} \frac{\partial D}{\partial x} h + \frac{1}{8} \left\{ \frac{\partial D}{\partial u} \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 D}{\partial u^2} \left( \frac{\partial u}{\partial x} \right)^2 \right\} h^2 + O(h^3), \] (69)
as
\[ \mathcal{E}_{f_L=f_R=0} = \frac{\kappa - 1}{32} \left\{ \frac{\partial D}{\partial x} \frac{\partial^5 u}{\partial x^5} + D(u_j) \frac{\partial^6 u}{\partial x^6} \right\} h^5 + O(h^7), \] (70)
which is small enough for developing fifth-order schemes. Also, one can easily show that if we took \( \kappa_3 = 0 \) instead of \( \kappa_3 = \kappa - 1 \), the leading term would be \( O(h^5) \) for any \( \kappa \):
\[ \mathcal{E}_{f_L=f_R=0,\kappa_3=0} = -\frac{\kappa - 1}{8} \left\{ \frac{\partial D}{\partial x} \frac{\partial^5 u}{\partial x^5} + D(u_j) \frac{\partial^4 u}{\partial x^4} \right\} h^3 + O(h^5), \] (71)
which is sufficient for third-order accurate schemes. Either way, these high-order dissipation terms are not sufficient to develop high-order schemes; second- and fourth-order error terms are generated by the averaged flux term, which must also be eliminated to achieve high-order accuracy as we will discuss next.

### 5.3 FSR3, FSR4 and FSR5

For the FSR schemes, the left and right fluxes, \( f_L \) and \( f_R \), are directly reconstructed. Let us begin with \( \kappa_3 = 0 \), so that the dissipation term yields a third-order truncation error. Then, the flux reconstruction with \( \theta = 0 \) gives
\[ \mathcal{E} = \frac{\partial f}{\partial x} + \frac{3\theta - 1}{12} \frac{\partial^3 f}{\partial x^3} h^2 - \frac{\kappa - 1}{8} \left\{ \frac{\partial D}{\partial x} \frac{\partial^5 u}{\partial x^5} + D(u_j) \frac{\partial^4 u}{\partial x^4} \right\} h^3 + \frac{15\theta - 13}{240} \frac{\partial^4 f}{\partial x^4} h^4 + O(h^5), \] (72)
showing that we will have a third-order scheme if we set
\[ \theta = \frac{1}{3}. \] (73)
This is the FSR3 scheme. Its leading third-order term comes from the dissipation term; it can be eliminated by setting \( \kappa_3 = \kappa - 1 \) as discussed in the previous section:
\[ \mathcal{E} = \frac{\partial f}{\partial x} - \frac{1}{30} \frac{\partial^5 f}{\partial x^5} h^4 + \frac{\kappa - 1}{32} \left\{ \frac{\partial D}{\partial x} \frac{\partial^5 u}{\partial x^5} + D(u_j) \frac{\partial^6 u}{\partial x^6} \right\} h^5 + O(h^6). \] (74)
This is the FSR4 scheme.

To achieve fifth-order accuracy, we must choose a nonzero value for \( \theta_3 \). To determine the value, we expand the flux reconstruction and obtain

\[
\mathcal{E} = \frac{\partial f}{\partial x} + \frac{3\theta - 1}{12} \frac{\partial^3 f}{\partial x^3} h^2 + \frac{15(\theta - \theta_3) - 13}{240} \frac{\partial^5 f}{\partial x^5} h^4 + \frac{\kappa - 1}{32} \left[ \frac{\partial D}{\partial x} \frac{\partial^5 u}{\partial x^5} + D(u_j) \frac{\partial^6 u}{\partial x^6} \right] h^5 + O(h^6),
\]

(75)

and see that the second- and fourth-order errors can be eliminated by taking

\[
3\theta - 1 = 0, \quad 15(\theta - \theta_3) - 13 = 0,
\]

which gives

\[
\theta = \frac{1}{3}, \quad \theta_3 = -\frac{8}{15}.
\]

This is the FSR5 scheme.

### 5.4 CFSR3, CFSR4, and CFSR5

For the CFSR schemes, we first set \( \kappa_3 = 0 \) and \( \theta_3 = 0 \), and obtain the following truncation error:

\[
\mathcal{E} = \frac{\partial f}{\partial x} + \frac{3\theta - 1}{12} \frac{\partial^3 f}{\partial x^3} h^2 - \frac{\kappa - 1}{8} \left[ \frac{\partial D}{\partial x} \frac{\partial^3 u}{\partial x^3} + D(u_j) \frac{\partial^4 u}{\partial x^4} \right] h^3 + O(h^4),
\]

(78)

which shows that third-order accuracy can be achieved with \( \theta = 1/3 \). This is the CFSR3 scheme. Then, also as before, its leading third-order term can be eliminated with \( \kappa_3 = \kappa - 1 \); this is the CFSR4 scheme.

To analyze the CFSR5 scheme, we set \( \kappa_3 = \kappa - 1 \) but keep \( \theta_3 \) arbitrary to show that no values can eliminate the fourth-order truncation error. The truncation error is given by

\[
\mathcal{E} = \frac{\partial f}{\partial x} + \frac{3\theta - 1}{12} \frac{\partial^3 f}{\partial x^3} h^2 + C_4 h^4 + \frac{\kappa - 1}{32} \left[ \frac{\partial D}{\partial x} \frac{\partial^5 u}{\partial x^5} + D(u_j) \frac{\partial^6 u}{\partial x^6} \right] h^5 + O(h^6),
\]

(79)

where \( C_4 \) is a complicated coefficient, which, for a quadratic flux (e.g., \( f = u^2/2 \)), simplifies to

\[
C_4 = -\frac{1}{12} \left[ \frac{9}{4} + \theta_3 \right] \frac{\partial u}{\partial x} \frac{\partial^4 u}{\partial x^4} + (3 + \theta_3) \frac{\partial^2 u}{\partial x^2} \frac{\partial^3 u}{\partial x^3} \frac{\partial^2 f}{\partial u^2} \frac{\partial f}{\partial u^2} - \frac{1}{16} \left( \theta_3 + \frac{8}{15} \right) \frac{\partial^5 u}{\partial x^5} \frac{\partial f}{\partial u}.
\]

(80)

Thus, even for a quadratic flux, the fourth-order error cannot be eliminated by any value of \( \theta_3 \). The best we can get is fourth-order accuracy. Then, \( \theta_3 \) is a free parameter; in this work we set \( \theta_3 = -8/15 \). Note that if we set \( \theta_3 = 0 \), then the scheme reduces to CFSR4. Numerical experiments will show that CFSR5 is fourth-order accurate but more accurate than CFSR4.

### 5.5 QFSR3, QFSR4, and QFSR5

The QFSR schemes perform flux reconstruction based on reconstructed solutions. Hence, the parameters \( \kappa \) and \( \kappa_3 \) have impact not only on odd-order error terms but also on even-order terms generated from the averaged flux term. Let us begin with the QFSR scheme with \( \kappa_3 = 0 \), which gives the following truncation error:

\[
\mathcal{E} = \frac{\partial f}{\partial x} + \frac{1}{4} \left[ \left( \kappa - \frac{1}{3} \right) \frac{\partial^3 u}{\partial x^3} + (\kappa + \theta_2 - 1) \frac{\partial^2 f}{\partial u^2} \frac{\partial u}{\partial x^2} + \frac{1}{2} \left( \theta_2 - \frac{2}{3} \right) \frac{\partial^3 f}{\partial u^3} \left( \frac{\partial u}{\partial x} \right)^3 \right] h^2 - \frac{\kappa - 1}{8} \left[ \frac{\partial D}{\partial x} \frac{\partial^3 u}{\partial x^3} + D(u_j) \frac{\partial^4 u}{\partial x^4} \right] h^3 + O(h^4).
\]

(81)

The second-order error can be eliminated, fortunately, by

\[
\kappa = \frac{1}{3}, \quad \theta_2 = \frac{2}{3},
\]

(82)
which define the QFSR3 scheme. Note that the leading third-order error here comes solely from the dissipation term; therefore we can achieve fourth-order accuracy by setting $\kappa_3 = \kappa - 1$, which defines the QFSR4 scheme. Its truncation error is complicated but is given for a quadratic flux as

$$\mathcal{E} = \frac{\partial f}{\partial x} + \left[ \frac{1}{120} \frac{\partial f}{\partial u} \frac{\partial^3 u}{\partial x^3} - \frac{5}{216} \frac{\partial^2 f}{\partial u^2} \frac{\partial^3 u}{\partial x^2 \partial x^3} \right] h^4 + O(h^5).$$  \hspace{1cm} (83)

Thus, the fourth-order error remains even for a quadratic flux.

In an attempt to achieve fifth-order accuracy, we added extra terms as in Equation (48) and derived the truncation error as

$$\mathcal{E} = \frac{\partial f}{\partial x} + \left[ K_1 \frac{\partial f}{\partial u} + K_2 \frac{\partial^2 f}{\partial u^2} + K_3 \frac{\partial^3 f}{\partial u^3} + K_4 \frac{\partial^4 f}{\partial u^4} + K_5 \frac{\partial^5 f}{\partial u^5} \right] h^5 + O(h^6),$$  \hspace{1cm} (84)

where we have set $\kappa = 1/3$, $\kappa_3 = \kappa - 1$, and $\theta_2 = 2/3$, and

$$K_1 = -\frac{1}{16} \left( a_{Q5} - \frac{2}{15} \right) \frac{\partial^3 u}{\partial x^3}, \quad K_2 = -\frac{1}{16} \left( \frac{2}{3} a_{Q5} - \frac{1}{3} c_{Q5} \right) \frac{\partial u}{\partial x} \frac{\partial^4 u}{\partial x^4} + \left( a_{Q5} - \frac{2}{3} b_{Q5} - \frac{1}{3} c_{Q5} + \frac{10}{27} \right) \frac{\partial^2 u}{\partial x^2} \frac{\partial^3 u}{\partial x^3},$$

$$K_3 = \left( a_{Q5} - \frac{1}{3} c_{Q5} + \frac{2}{9} \right) \left( \frac{\partial u}{\partial x} \right)^2 \frac{\partial^3 u}{\partial x^3} + \frac{45}{2160} \frac{\partial^4 u}{\partial x^4}, \quad K_4 = \frac{3}{80} \left( \frac{\partial^2 u}{\partial x^2} - 1 \right) \left( \frac{\partial u}{\partial x} \right)^3, \quad K_5 = \frac{1}{720} \left( \frac{\partial u}{\partial x} \right)^5. \hspace{1cm} (85)$$

Unfortunately, fifth-order accuracy cannot be achieved in general since there are five terms that must be eliminated for the three parameters, $a_{Q5}$, $b_{Q5}$, and $c_{Q5}$. However, if the flux is a quadratic function of the solution, we are left with the first two terms, $K_1 \frac{\partial f}{\partial u}$ and $K_2 \frac{\partial^2 f}{\partial u^2}$, and can uniquely determine the three parameters by solving

$$a_{Q5} - \frac{2}{15} = 0, \quad 2a_{Q5} - \frac{1}{3} c_{Q5} = 0, \quad a_{Q5} - \frac{2}{3} b_{Q5} - \frac{1}{3} c_{Q5} + \frac{10}{27} = 0,$$  \hspace{1cm} (87)

which yield the values given in Equation (50). This is the QFSR5 scheme. It is generally a fourth-order scheme but achieves fifth-order accuracy when the flux is quadratic in the solution variable; then QFSR5 is called QFSR5(Z). As discussed in Section 4.5, it is applicable to the Euler equations.

5.6 Discussion

Table 2 summarizes the FSR schemes. It is clear that the direct flux reconstruction schemes are much more expensive than others as they require flux gradients even just for third-order accuracy. In three dimensions, it will require computation and storage for three flux vectors and their gradients (9 additional vectors); for fifth-order accuracy, it will require the computation and storage for their second derivatives (18 additional vectors). However, the FSR5 scheme is the only fifth-order scheme among those presented here that can achieve fifth-order accuracy for arbitrary target equations.

In terms of efficiency, the most economical third-order scheme would be the CFSR3 scheme, where only the flux gradient computed by the chain rule is required. As will be shown numerically, all the third-order schemes, FSR3, CFSR3, and QFSR3, yield almost the same level of errors. All these schemes have the same five-point stencil, which is the same as the second-order schemes. As we will see, accuracy improvements in terms of the error level is much more dramatic when a scheme involves a wider stencil.

For fourth-order accuracy, it is less simple to identify the most economical one because the error level varies with schemes. For purely the cost of computation, the most economical one would be CFSR4 as it still requires only the normal flux gradient with the chain rule. QFSR4 requires the second derivative of the normal flux with respect to the solution variables in addition to the flux Jacobian. CFSR5 is also fourth-order accurate and it requires the second derivative of the normal flux as well. However, as we will see, QFSR4 yields the most accurate solution among these fourth-order schemes on regular grids. Also, CFSR5 is more accurate than CFSR4, which is more accurate than FSR4. All the fourth-order schemes have the seven-point stencil and are generally much more accurate than the schemes of five-point stencil.

For fifth-order accuracy, FSR5 is the only choice for general conservation laws. But for a conservation law whose fluxes are quadratic in a certain set of variables, QFSR5(Z) achieves fifth-order accuracy without direct flux reconstruction. An economical fifth-order scheme for a general conservation law, which does not require direct flux reconstruction nor third-derivatives of solution variables and fluxes, remains to be discovered. These
fifth-order schemes have the same seven-point stencil as the fourth-order schemes. In some cases, the error level is comparable to that of the fourth-order schemes on coarse grids.

Finally, SR2 indicates a family of second-order schemes, where the fluxes are evaluated with reconstructed solutions (which makes the scheme second-order accurate [3]), including Fromm’s scheme (κ = 0, κ₃ = 0) and the scheme equivalent to UMUSCL-YH (κ = 1/3, κ₃ = −2/3). These schemes will be considered for comparison in the numerical experiments.

### 6 Results

In this section, we present accuracy verification results for the FSR schemes. The objective here is to demonstrate the design orders of accuracy on regular grids and investigate, to some extent, their accuracy on non-regular grids. For all problems, we will focus on accuracy in the interior domain; exact solutions will be specified at boundary nodes, their neighbors, and neighbors of the neighbors. High-order accuracy near boundaries is important but numerical results reported in the literature indicate that significant improvements can be achieved without high-order boundary treatment for practical problems [4, 5, 6]. As mentioned earlier, further numerical tests (e.g., boundary conditions, comparisons with other schemes, shock capturing, practical problems) are beyond the scope of this paper and will be reported in a subsequent paper. Accuracy of integrated quantities is also a subject for future studies, which requires high-order accuracy near boundaries and also high-order geometric approximations. In all cases, the effective mesh spacing is computed as the L₁ norm of the square roots of control volumes over a grid. For comparison, we tested Fromm’s scheme (SR2: κ = κ₃ = 0) and the UMUSCL-YH (SR2: κ = 1/3, κ₃ = −2/3). The latter will be referred to as YH for brevity. Again, in this paper, we will focus on accuracy verification. More detailed studies on practical problems, relative efficiency, dispersion/dissipation properties will be discussed in a subsequent paper for three-dimensional flows with a three-dimensional unstructured-grid

| Scheme | κ | κ₃ | Fluxes | Stencil | LSQ | Accuracy |
|--------|---|----|--------|--------|-----|----------|
| SR2    | Arbitrary | κ − 1 | f_L = f(w_L), f_R = f(w_R) | 5 | ∇w | D ≠ 0: O(h²)  D = 0: O(h⁶) |
| FSR3   | Arbitrary | 0 | Eqs.(33,34): θ = 1/3 | 5 | ∇w, ∇F | O(h³)  O(h⁴) |
| FSR4   | Arbitrary | κ − 1 | Eqs.(33,34): θ = 1/3 | 7 | ∇w, ∇²w, ∇F | O(h⁴)  O(h⁶) |
| FSR5   | Arbitrary | κ − 1 | Eqs.(35,36): θ = 1/3, θ₃ = −8/15 | 7 | ∇w, ∇²w, ∇F | O(h⁵)  O(h⁶) |
| CFSR3  | Arbitrary | 0 | Eqs.(33,34,37): θ = 1/3 | 5 | ∇w | O(h³)  O(h⁴) |
| CFSR4  | Arbitrary | κ − 1 | Eqs.(33,34,37): θ = 1/3 | 7 | ∇w, ∇²w | O(h⁴)  O(h⁶) |
| CFSR5  | Arbitrary | κ − 1 | Eqs.(35-37,39): θ = 1/3, θ₃ = −8/15 | 7 | ∇w, ∇²w | O(h⁴)  O(h⁶) |
| QFSR3  | 1/3 | 0 | Eqs.(43,44): θ₂ = 2/3 | 5 | ∇w | O(h³)  O(h⁴) |
| QFSR4  | 1/3 | −2/3 | Eqs.(43,44): θ₂ = 2/3 | 7 | ∇w, ∇²w | O(h⁴)  O(h⁶) |
| QFSR5  | 1/3 | −2/3 | Eqs.(47,48): θ₂ = 2/3 | 7 | ∇w, ∇²w | O(h⁴)  O(h⁶) |
| QFSR5(Z) | 1/3 | −2/3 | Eqs.(47,48): θ₂ = 2/3 | 7 | ∇w, ∇²z | O(h⁵)  O(h⁸) |

Table 2: A summary of FSR schemes and their orders of accuracy on grids with uniform spacing in each coordinate direction. Stencil indicates the size of the stencil in one dimension (e.g., 5 means 2 neighbors on each side). LSQ indicates the derivatives that need to be computed by an LSQ method: 2/3 gradient components and 3/6 independent Hessian components in 2D/3D. QFSR5(Z) is QFSR5 applied to a conservation law with fluxes quadratic in a certain set of variables \( z \).
6.1 One dimension

6.1.1 Scalar conservation laws

We first verify the accuracy of the FSR schemes for the steady Burgers equation: Equation (55) with \( f = u^2/2 \) and \( s(x) = A \sin(Ax) \cos(Ax) \), so that the exact steady solution is given by \( u(x) = \sin(Ax) \), where \( A = 1.23 \). The steady residuals are solved by an implicit solver [54] until the residual is reduced by seven orders of magnitude from an initial norm for a series of uniform grids with 32, 64, 128, 256 nodes. The error is computed in the \( L_\infty \) norm of the solution over all nodes.

![Error convergence results for scalar conservation laws in one dimension.](image)

The results are shown in Figure 2(a). As can be seen, the Fromm's scheme and YH are second-order accurate. The FSR3, FSR4, and FSR5 schemes are third-, fourth- and fifth-order accurate, respectively, as expected. Also, the CFSR3 scheme is third-order accurate while the CFSR4 and CFSR5 schemes are fourth-order accurate. CFSR5 has a larger stencil and gives indeed lower errors than CFSR4. Finally, the QFSR schemes are also verified as third-, fourth-, and fifth-order accurate. Here, QFSR5 is fifth-order accurate because the flux is quadratic in the solution variable.

To demonstrate the impact of non-quadratic fluxes on the QFSR5 scheme, we solve another steady problem for a scalar conservation law (55) with \( f = u^3/3 \) with the source term defined such that \( u(x) = \sin(1.23x) \) is the exact solution. Results are shown in Figure 2(b). As can be clearly seen, QFSR5 reduces to fourth-order accurate as predicted by the analysis although it is slightly more accurate than QFSR4. Note also that CFSR5 gives, although very slight, lower errors than CFSR4.

For all the results, the third-order schemes, FSR3, CFSR3, and QFSR3 produce errors at almost the same level. It indicates that the most economical third-order scheme might be CFSR3. For fourth-order accurate schemes, the level of errors varies and FSR4 seems to be the least accurate. Although CFSR4 and CSFR5 are slightly more efficient in terms of the cost per iteration than QFSR4 and QFSR5, but the QFSR schemes may turn out to be more efficient especially in the case of quadratic fluxes. Detailed studies for relative efficiency are beyond the scope of this paper and will be investigated for practical problems with a three-dimensional turbulent-flow solver.
6.1.2 Steady Euler equations

We next consider a steady problem for the Euler equations in one dimension with the exact solution set for the primitive variables as

\[
\begin{bmatrix}
    \rho^{exact}(x) \\
u^{exact}(x) \\
p^{exact}(x)
\end{bmatrix}
= \begin{bmatrix}
    1.0 + 0.29 \rho \sin(2.3\pi) + x^5 \\
    0.2 + 0.30 \rho \sin(2.0\pi) + x^5 \\
    1.7 + 0.27 \rho \sin(2.5\pi) + x^5
\end{bmatrix}, \tag{88}
\]

and the forcing term defined by \(s(x) = \partial_x f(\mathbf{w}^{exact}(x))\). Accuracy verification is performed with uniform grids of 22, 44, 88, 176 nodes. The system of steady residual equations is solved by a pseudo-time integration with the three-stage SSP Runge-Kutta scheme [55] with a local time step at CFL = 0.99. The solver is taken to be converged when the residual is reduced by seven orders of magnitude in the \(L_1\) norm, starting from the initial norm computed with the initial constant solution: \(\mathbf{w}_i = (1, 0.2, 1.7)\). Note that the exact solution has been defined to avoid fake high-order accuracy of the SR2 schemes as discussed in Refs.[1, 2, 3].

Results are shown in Figure 3(a); these are very similar to those obtained for the Burgers equation. Here, we tested both QFSR5 and QFSR5(Z), where the former performs the solution reconstruction with the primitive variables and the latter with the parameter vector variables. Clearly, only QFSR5(Z) achieves fifth-order accuracy as expected; QFSR5 is fourth-order accurate because the flux is not quadratic in the primitive variables.

![Figure 3: Error convergence results for the Euler equations in one dimension.](image-url)
6.1.3 Unsteady Euler equations

We verify the FSR schemes for an unsteady problem with a simple acoustic-wave solution taken from Ref.[51]:

\[
\begin{bmatrix}
\rho^{exact}(x, t) \\
u^{exact}(x, t) \\
p^{exact}(x, t)
\end{bmatrix} = \begin{bmatrix}
\left\{1 + \frac{y-1}{2} V(x, t)\right\}^{\frac{2}{\gamma}} \\
M_\infty + V(x, t) \\
\left\{1 + \frac{y-1}{2} V(x, t)\right\}^{\frac{2}{\gamma}} \frac{1}{\gamma}
\end{bmatrix}, \quad V(x, t) = \frac{\sin[2\pi (x - (u+a)t)]}{\pi t_s (\gamma + 1)},
\]  

(89)

where \(M_\infty = 1.7\), \(t_s = 0.2\), \(u = u^{exact}\), and \(a = \sqrt{\gamma p^{exact}/\rho^{exact}}\). The exact solution is defined implicitly; it can be easily solved numerically by the fixed-point iteration, where the above exact solution formula is applied repeatedly from the initial values computed with \(t = 0\). This exact solution is valid until a shock is formed approximately at \(t = t_s\). Accuracy verification is performed for the solution at \(t = 0.07\) at a fixed time step \(\Delta t = 2.0E-06\) (the total 3,500 time steps) over a series of grids with 21, 41, 81, 161 nodes. For this problem, we tested schemes with zero dissipation to verify the orders of accuracy indicated in the right-most column of Table 2. For time integration, we employ the three-stage SSP Runge-Kutta scheme [55] with CFL = 0.99.

Results are shown in Figure 3(b). As expected, the second-order schemes remain second-order accurate. The third-order schemes, FSR3, CFSR3, and QFSR3, are all fourth-order accurate; it verifies that the leading third-order term comes from the dissipation. On the other hand, the fourth-order schemes remain fourth-order accurate. This is expected because the leading fourth-order error comes from the flux average term, not from the dissipation. The fifth-order schemes, FSR6 and QFSR5, now achieve sixth-order accuracy as expected. It is interesting to note that QFSR5 is nearly as accurate as FSR5 and QFSR5(Z).

6.2 Two dimensions

Finally, we consider the Euler equations in two dimensions. Here, we do not consider FSR3, FSR4, and FSR5 because these schemes are significantly more expensive than other economical FSR schemes and are not worth implementing in a code.

6.2.1 Steady problem

We consider the Euler equations in two dimensions with the following exact solution:

\[
\begin{align*}
\rho & = 1.00 + 0.2 \sin[\pi(2.3x + 2.3y)], \\
\rho & = 0.15 + 0.2 \sin[\pi(2x + 2y)], \\
\rho & = 0.02 + 0.2 \sin[\pi(2x + 2y)], \\
\rho & = 1.00 + 0.2 \sin[\pi(2.5x + 2.5y)].
\end{align*}
\]  

(90) (91) (92) (93)

The forcing terms are computed numerically and the residual equations are solved by an implicit solver (until the residual is reduced by eight orders of magnitude from an initial norm) as described in Ref.[35]. For this problem, we consider four different types of grids: regular quadrilaterals, right triangles, equilateral triangles, and irregular triangles.

Figure 4 shows results for regular quadrilateral grids: \(n \times n\) nodes, where \(n = 32, 48, 64, 80, 96, 112, 128\). These results are very similar to those of one dimensional problems. Observe that YH is second-order accurate but more accurate than Fromm’s scheme. To demonstrate that the accuracy is not affected as long as the mesh spacing is constant in each coordinate direction, we performed the same computations with the \(y\)-coordinate rescaled as \(y - 0.1y\) and the coefficients to \(y\) in the sine function of the exact solutions multiplied by 10 (to ensure significant solution variation in the \(y\) direction). Hence, the mesh spacing is 10 times larger in \(x\)-direction than in the \(y\)-direction. Results are shown in Figure 4(c). As can be seen clearly, the results are very similar to those for the isotropic grids. Note that the error levels of YH and CFSR5 get higher relative to others compared with the isotropic-grid case. However, there is no apparent reason that these schemes should be more sensitive to the cell aspect ratio. A further investigation is necessary to study the effects of high-aspect-ratio grids on these economical schemes, especially for highly thin and curved grids typical in practical turbulent-flow simulations. The same is true for other types of grids considered in the rest of the paper; hence results for high-aspect-ratio grids will be omitted for other grid types.
Figure 4: Regular quadrilateral grids: error convergence results for the steady inviscid problem.

Figure 5: Right triangular grids: error convergence results for the steady inviscid problem.

Figure 5 shows results for right triangular grids, which are generated from $n \times n$ quadrilateral grids, where $n = 32, 48, 64, 80, 96, 112, 128$. Again, YH is second-order accurate but more accurate than Fromm’s scheme. In this case, YH is more accurate than third-order schemes on coarse grids. For the FSR schemes, we observe that third-order schemes remain third-order accurate but fourth- and fifth-order schemes have lost their design accuracy. These high-order schemes are only third-order accurate on right triangular grids. Apparently, the accuracy deterioration is due to the fact that these schemes do not reduce to their one-dimensional versions along each
Figure 6: Equilateral triangular grids: error convergence results for the steady inviscid problem.

grid line. Such scheme can be constructed by performing one-dimensional reconstruction along each grid line [45]; but it will require to store a collection of nodes at each edge along its direction. Note, however, that these schemes are still significantly more accurate than the second- and third-order schemes.

Figure 6 shows results for equilateral triangular grids. The grids were generated from the right triangular grids by shifting the nodes to the left as shown in Figure 6(a). As can be seen, results are very similar to the previous case. In this case, it was hoped that fourth- and fifth-order schemes would keep the design orders of accuracy, but they reduce to third-order accurate because again they do not reduce to purely one-dimensional schemes along each grid line. It is expected to achieve design orders of accuracy if the LSQ gradient reduces to the centre difference formula at a node when projected along each grid line. Such a gradient formula has not been discovered yet; it is not clear if it is even possible.

Figure 7 shows results for irregular triangular grids, generated from the right triangular grids with random diagonal swapping and nodal perturbation. As can be seen in Figure 7(a), the number of neighbors of each node is random and the grid is irregularly spaced. As expected, all the schemes reduce to second-order methods as shown in Figure 7(b); these economically high-order schemes are high-order accurate only when a grid has regularity, for example, as shown in the previous cases. The results indicate that accuracy will be deteriorated on an irregular-grid region of a hybrid composed of a smooth grid and an irregular grid. Note that the economical high-order schemes are not designed for use in fully irregular unstructured grids, these results are presented here merely to demonstrate the deterioration to second-order accuracy. For irregular triangular (and tetrahedral) grids, only EB3 can achieve higher than second-order accuracy (i.e., third-order accurate) among the economically high-order schemes. See Ref. [11].

6.2.2 Unsteady problem

Finally, to demonstrate the design orders of accuracy for an unsteady problem, we consider an inviscid vortex transport problem [5, 6, 7, 16, 56], where the exact solution is given by

\[
\begin{align*}
    u &= u_\infty - \frac{K \gamma}{2\pi} \exp\left(\frac{1 - \gamma^2}{2}\right), \\
    v &= v_\infty + \frac{K \gamma}{2\pi} \exp\left(\frac{1 - \gamma^2}{2}\right),
\end{align*}
\]

(94)
Figure 7: Irregular triangular grids: error convergence results for the steady inviscid problem.

\[ T = 1 - \frac{K^2(y-1)}{8\pi^2} \exp\left(1 - \frac{r^2}{\gamma}\right), \quad \rho = T^{\frac{1}{\gamma}}, \quad p = \rho^\gamma, \quad (95) \]

where \( \overline{x} = x - u_{\infty}t, \overline{y} = y - v_{\infty}t, r^2 = \overline{x}^2 + \overline{y}^2, (u_{\infty}, v_{\infty}) = (0.5, 0.0), \) and \( K = 5 \) to avoid unexpected linearization as discussed in Ref.[3]. The initial solution at \( t = 0 \) is shown in Figure 8(a). For the purpose of accuracy verification, it suffices to perform the calculation for a short time. Therefore, we compute the solution at the final time \( t_f = 1.0 \) with the three-stage SSP Runge-Kutta scheme [55] for the total of 1000 time steps with a constant time step \( \Delta t = 0.001 \), which is small enough for errors to be dominated by the spatial discretization. To verify the spatial order of accuracy, we perform the computation over a series of \( n \times n \) regular quadrilateral grids, where \( n = 64, 80, 96, 112, 128 \). The coarsest grid is shown with pressure contours in Figure 8(a). We do not consider other types of elements here because effects of element types have already been studied in the previous section and here the focus is on accuracy for an unsteady problem. More specifically, we will demonstrate that the results for an unsteady problem in one dimension will be valid in two dimensions. That is, neither high-order flux quadrature nor a mass matrix formulation is necessary to achieve high-order accuracy on regular quadrilateral grids.

Error convergence results are shown in Figure 8(b). As expected, Fromm’s scheme and YH are second-order accurate but YH is significantly more accurate than Fromm’s scheme; YH gives errors comparable to those of third-order schemes, CFSR3 and QFSR3, at least for grids tested. For highly refined grids, the true third-order schemes are expected to give much lower errors for a given grid. CFSR4 and CFSR5 are both fourth-order accurate, but CFSR5 is more accurate as we have seen in other tests. QFSR4 and QFSR5(Z) are fourth- and fifth-order accurate as expected. The fourth- and fifth-order schemes are significantly more accurate than Fromm’s scheme and YH even on these coarse grids.

Finally, CPU time required to perform a full time step (i.e., three stages of SSP Runge-Kutta scheme) is measured as the average over 1000 time steps for all the schemes in the finest grid and compared in Table 3. First, comparing Fromm and YH, we see that the cost of computing the second derivatives and adding a curvature term to the reconstruction is very small compared with the total cost per time step: only 7% increase, which is comparable with 10% increase as reported in Ref.[5]. Second, the CFSR schemes are only slightly more expensive than
Fromm and YH, indicating the cost of the flux reconstruction is also considered as small compared with the total cost per time step. Finally, the QFSR schemes are more expensive than others but the cost increase is only around 20% over other schemes. Note that these results are obtained with the explicit time stepping scheme, no special code optimization was performed, and no limiter functions are used. More importantly, a larger per-time-step cost does not necessarily indicate a disadvantage if it comes with lower levels of errors. More detailed studies need to be done especially for a three-dimensional solver with an implicit time-stepping scheme for practical simulations.

![Graph and image captions](a) Initial solution on the coarsest grid. (b) Error convergence.

Figure 8: Error convergence study for the unsteady Euler equations in two dimensions.

| Fromm | YH | CFSR3 | CFSR4 | CFSR5 | QFSR3 | QFSR4 | QFSR5(Z) |
|-------|----|-------|-------|-------|-------|-------|-------|
| CPU time per time step | 4.14 | 4.17 | 4.18 | 4.21 | 4.22 | 4.94 | 4.99 | 5.07 |

Table 3: Averaged CPU time per time step in seconds measured in the inviscid vortex transport problem on the finest grid.

7 Conclusions

We have provided the clarification of various reconstruction-based unstructured-grid discretization approaches, which have been often confused and some of the most economical high-order schemes, which achieve high-order accuracy with a single flux evaluation per face on regular grids, have gone unnoticed. The key to discovering such schemes is to realize that any such scheme must be finite-difference, not finite-volume. Then, we immediately notice that the flux must be reconstructed in order to achieve high-order accuracy for nonlinear conservation laws. This consideration has led us to the development of a general flux-solution-reconstruction schemes (FSR), where reconstructed fluxes and solutions are used to evaluate the consistent part (the averaged flux part) and the dissipative part of a numerical flux, respectively. The FSR schemes can achieve third-, fourth-,
and fifth-order accuracy (and fourth- and sixth-order accuracy with zero dissipation) on regular grids. However, the direct flux reconstruction can be very expensive for unstructured grids in multi-dimensions. To develop economical FSR schemes, we have introduced a chain-ruled-based flux reconstruction (CFSR) and a quadratic flux reconstruction in terms of solution (QFSR). These economical versions can preserve third- and fourth-order accuracy, but fifth-order accuracy is difficult to preserve except cases where the flux is a quadratic in the solution variables. For the Euler equations, we have demonstrated that fifth-order accuracy can be achieved by using the parameter vector variables. Focusing on the formal accuracy verification, in this paper, we have verified the accuracy of these FSR schemes for one- and two-dimensional problems. The economical flux reconstruction techniques proposed in this paper may find their wider application, e.g., in generalized finite-difference schemes [33] and flux reconstruction schemes [57, 58].

Future developments will focus on three areas: boundary effects, shock capturing, and application to practical three-dimensional turbulent-flow problems. First, unlike finite-difference schemes, unstructured-grid schemes do not have access to nodes/cells along any possible grid line and therefore it is generally difficult to construct high-order discretizations near a boundary. While similar schemes (even though they are not even high-order accurate) have been shown to improve resolution of a flow solution without high-order boundary treatments [4, 5, 6], it would be worth investigating whether high-order accuracy can be achieved with the local grid data available at a boundary. Second, shock capturing mechanisms need to be incorporated in the FSR schemes for them to be useful for flows with discontinuities. If a limiter is applied to the solution reconstruction, it should be applied to the flux reconstruction as well, possibly except for the QFSR schemes, in which the flux reconstruction will be automatically limited when the solution reconstructed is limited. Details of shock-capturing FSR schemes will be investigated in the future work. Finally, we plan to implement the economical FSR schemes in practical unstructured-grid solvers and investigate them for realistic turbulent-flow problems over complex geometries.
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