Quantum mechanical look at the radioactive-like decay of metastable dark energy
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Abstract We derive the Shafieloo, Hazra, Sahni and Starobinsky (SHSS) phenomenological formula for the radioactive-like decay of metastable dark energy directly from the quantum mechanics principles. For this aim we use the Fock-Krylov theory of quantum unstable states. We obtain deeper insight on the decay process as having three basic phases: the phase of radioactive decay, the next phase of damping oscillations, and finally the phase of power law decaying. We consider the cosmological model with matter and dark energy in the form of decaying metastable dark energy and study its dynamics in the framework of non-conservative cosmology with an interacting term determined by the running cosmological parameter. We study cosmological implications of metastable dark energy and estimate the characteristic time of ending of the radioactive-like decay epoch as 22296 of the present age of the Universe. We also confront the model with astronomical data which show that the model is in good agreement with the observations. Our general conclusion is that we are living in the epoch of the radioactive-like decay of metastable dark energy which is a relict of the quantum age of the Universe.

1 Introduction

We follow Krauss and Dent’s paper and apply the Fock-Krylov theory of quantum unstable states to analyse a cosmological scenario with decaying dark energy \cite{1–5}. For this purpose we extend the Shafieloo, Hazra, Sahni and Starobinsky (SHSS) model of metastable dark energy with radioactive-like decay \cite{6} and we give physical motivation arising directly from quantum mechanics for phenomenological formulas for SHSS model of the dark energy. We replace the radioactive, classical physics constant decay rate by the decay rate derived using the Fock-Krylov theory of quantum unstable states.

As a result we obtain a logistic-type radiative decay of dark energy, which is proceeded by the much slower decay process than the radioactive one known as the quantum Zeno effect. Within such an approach we find the energy of the system in the unstable state and the decay rate. The rigorous results show that these quantities both are time dependent. We find the exact analytical expression for them assuming that the density of energy distribution, \(\omega(E)\), in the unstable state has the Breit-Wigner form. Using these results we also find late times asymptotic expression of these quantities. Then we assume that the dark energy density decays and that this is a quantum process. Starting from these assumptions we use the derived decay rate to analyze decay process of the dark energy density.

We study cosmological implications of a derived formula for decaying dark energy in the framework of the flat FRW cosmology. We find an extension of the standard cosmological model in the form of an interacting cosmology in which a conservation condition for the energy momentum tensor is not conserved due to an interaction between the dark energy and dark matter energy transfer. We show how the decay of the running lambda term can solve the cosmological constant problem and how it can modify the canonical scaling law of energy density for dark matter. We also test the model by astronomical observations. Our statistical analysis gives the best fit values of density parameters for each component of decaying vacuum of dark energy. Testing model with observational data we have found that dark energy can decay in three distinguished ways: exponenti-
tially, by damping oscillation and in power-law decay. We show that the main contribution to the decay of metastable vacuum is the dark energy decay of an exponential type and this type of decay dominates up to $22296 \times T_0$, where $T_0$ is the present age of the Universe. Our calculations show that the exponential decay has only an intermediate character and will be replaced in the future evolution of the Universe by an oscillation decay and decay of $1/t^2$ type. From the estimation of model parameters we obtain that the decay half life should be much larger than the age of the Universe.

Today modern cosmology has a methodological status of some effective theory, which is described very well by current astronomical observations in terms of dark matter and dark energy. However, there are many open problems related to unknown nature of dark energy. The cosmological parameter is a good effective description of the accelerating phase of the current universe but we do not understand why the today value of this parameter is so small in comparison with its value in the early universe.

We look for an alternative cosmological model to supersede the $\Lambda$CDM model, the present standard cosmological model. Our main motivation is to find a solution of the cosmological constant problem. In this paper, the proposition of the solution of the problem of the cosmological constant parameter assumes that the vacuum energy is given by the fundamental theory [7]. We assume quantum mechanics as a fundamental theory, which determines cosmological parameters and explain how cosmological parameters change during the cosmic evolution. The discussion about the cosmological constant problem is included in papers [7–20].

Krauss and Dent [1] analyzed properties of the false vacuum state form the point of view of the quantum theory of decay processes. They assumed that the decay process of metastable vacuum is a quantum decay process realized as the transition from the state corresponding to the metastable (false) vacuum state to the state corresponding to the lowest energy of the Universe (that is to the true vacuum state) and thus that this process can be described using standard quantum formalism usually used to describe decay of excited atomic levels or unstable particles. They used the Fock-Krylov theory of quantum unstable states [2–5]. One of the famous results of this theory is the proof that quantum unstable systems cannot decay exponentially at very late times and that in such a late time regime any decay process must run slower than any exponentially decreasing function of time [4]. A model calculations show that survival probability exhibits inverse power law behavior at these times. Krauss and Dent [1] analyzing a false vacuum decay pointed out that in an eternal inflation, many false vacuum regions can survive up to the times much later than times when the exponential decay law holds. They formulated the hypothesis that some false vacuum regions survive well up to the crossover time $T$ or later, where the crossover time, $T$, is the time when contributions of the exponential and late time non-exponential parts of the survival probability are of the same order. They gave a simple explanation of such an effect. It may occur even though regions of false vacua by assumption should decay exponentially, gravitational effects force space in a region that has not decayed yet to grow exponentially fast. Such a cosmological scenario may be realized if the lifetime of the metastable vacuum state or the dark energy density is much, much shorter than the age of the universe. It should be of order of times of the age of the inflationary stage of the Universe.

The possibility that our Universe (or some regions in our Universe) were able to survive up to times longer that the crossover time $T$ should be considered seriously was concluded from Krauss and Dent’s analysis [1]. This is impossible within the standard approach of calculations of decay rate $\Gamma$ for decaying vacuum state [21–25]. Calculations performed within this standard approach cannot lead to a correct description of the evolution of the Universe with false vacuum in all cases when the lifetime of the false vacuum state is such short that its survival probability exhibits an inverse power-law behavior at times comparable with the age of the Universe. This conclusion is valid not only when the dark energy density and its late time properties are related to the transition of the Universe from the false vacuum state to the true vacuum but also when the dark energy is formed by unstable ”dark particles”. In both cases the decay of the dark energy density is the quantum decay process and only the formalism based on the Fock-Krylov theory of quantum unstable states and used by Krauss and Dent [1] is able to describe correctly such a situation. Note that Landim and Abdalla build a model of metastable dark energy, in which the observed vacuum energy is the value of the scalar potential at the false vacuum [26].

Models with metastable dark energy have been recently discussed in the context of the explanation of the $H_0$ tension problem [27]. Our model is a quantum generalization of Shafieloo et al.’s model[6] and contains a phase of radioactive-like decay valid in the context of solving this problem. Shafieloo et al. considered three different ways of dark energy decay. In our paper, we investigate the second way of the decay into dark matter. The models of the decay of the dark energy analyzed in [6] can be a useful tool for testing numerically decay processes discussed in [1] and for analyzing properties
of the decaying dark energy at times \( t > T \). Namely, Shafieloo et al. [6] analyzed properties of the model of the time evolution of the dark energy. Their model assumes a “radioactive decay” scheme for decaying dark energy in which the present value of the dark energy density, \( \rho_{\text{DE}}(t_0) \), is related to its value at an earlier instant of time, \( \rho_{\text{DE}}(t) \), by

\[
\rho_{\text{DE}}(t) = \rho_{\text{DE}}(t_0) \times \exp[-\Gamma(t-t_0)] \equiv \rho_{\text{DE}}(t-t_0),
\]

where the only free parameter is the decay rate \( \Gamma \).

Shafieloo et al. [6] derived this equation from the fundamental equation of the theory of radioactive decays \( \rho_{\text{DE}}(t) = -\Gamma \rho_{\text{DE}}(t) \), (see eqs. (2.1) and (2.2) in [6]). These equations are known from the Rutherford theory of decay of radioactive elements. Rutherford deriving these equations assumed that the number decaying radioactive elements at a given instant of time is proportional to a number of these elements at this moment of time [28–31] as it is done in eq. (2). So the Rutherford’s equations and thus also eqs. (1)–(2) are the classical physics equations.

In the context of equations (1)–(2) one may ask what \( \rho_{\text{DE}}(t) \) is built from that decays according to radioactive decay law? For physicists the only reasonable explanation for this problem is the assumption that \( \rho_{\text{DE}}(t) \) describes the energy of an extremely huge number of particles occupying a volume \( V_0 \) at the initial instant of time \( t_0 \) and decaying at later times. Of course when such a particles can be considered as the classical particles then this process can be described using classical radioactive decay law. Unfortunately process of the creation of the Universe is not a classical physics process but it is a quantum process and particles or states of the system created during such a process exhibit quantum properties and are subject to the laws of quantum physics. The same concerns \( \rho_{\text{DE}}(t) \) generated by quantum fluctuations or excitations of a quantum scalar field, which can be described as excited metastable states of this field and the process of their decay is the quantum process. Therefore as the quantum decay process it exhibits at late times completely different properties than the classical radioactive decay process what it was pointed out by Krauss and Dent. Simply, if \( \rho_{\text{DE}}(t) \) is related to the extremely huge number of metastable states (excitations of the scalar field or its fluctuations) generated at \( t_0 \) in a volume \( V_0 \), it is very likely that many of them can be found undecayed at times longer than then the crossover time \( T \). All this suggests that eqs. (1), (2) may not be used when one wants to describe such a processes.

It seems that a reasonable way to make these equations suitable for description of quantum decay processes is to replace the quantity (a decay rate) \( \Gamma \) appearing in eqs. (1) and (2) by a corresponding decay rate derived using the quantum theory of unstable systems. The decay rate \( \Gamma \) used in eqs. (1) and (2) is constant in time but the decay rate derived within the quantum theory is constant to a very good approximation only at the so-called “canonical decay regime” of times \( t \) (that is when the quantum decay law has the exponential form, i.e. when \( t < T \)) and at times \( t \) much later than \( T \) it tends to zero as \( 1/t \) when time \( t \) tends to infinity (see, e.g. [32]). This means that the decay process of a quantum unstable system is slower and slower for sufficiently late time which was also pointed out in [1]. This and other properties of the quantum decay process seem to be important when considering the cosmological inflationary as well late time (much later than the inflationary regime of times) processes including processes of transition of the dark energy density from its early time extremely large values to its present small value. Therefore we need quantities characterizing decay processes of quantum unstable systems.

The paper is organized as follows. Section 2 contains a brief introduction to the problems of unstable states and description of quantities characterizing such a states, which are used in next sections. In section 3 we analyze a possibility to describe metastable dark energy considering it as quantum unstable system. Section 4 contains a discussion of cosmological equations with decaying dark energy according to the quantum mechanical decay law and results of numerical calculations presented in graphical form. In section 5 we present statistical analysis. Section 6 contains conclusions.

2 Preliminaries: Quantum unstable states

Properties of quantum unstable systems are characterized by their survival probability (decay law). The survival probability can be found knowing the initial unstable state \( |\phi\rangle \in \mathcal{H} \) (\( \mathcal{H} \) is the Hilbert space of states of the considered system) of the quantum system, which was prepared at the initial instant \( t_0 \). The survival probability, \( \mathcal{P}(t) \), of this state \( |\phi\rangle \) decaying in vacuum equals \( \mathcal{P}(t) = |A(t)|^2 \), where \( A(t) \) is the probability amplitude of finding the system at the time \( t \) in the rest frame \( \mathcal{O}_0 \) in the initial unstable state \( |\phi\rangle \). The quantity \( \mathcal{P}(t) \) is the solution of the Schrödinger equation for the initial condition \( |\phi(t_0)\rangle = |\phi\rangle \), which has the following form

\[
i\hbar \frac{\partial}{\partial t} |\phi(t)\rangle = \delta |\phi(t)\rangle.
\]
Here $|\phi\rangle, |\phi(t)\rangle \in \mathcal{H}$, and $\mathbf{H}$ denotes the total self-adjoint Hamiltonian for the system considered. The spectrum of $\mathbf{H}$ is assumed to be bounded from below: $E_{\text{min}} > -\infty$ is the lower bound of the spectrum $\sigma_c(\mathbf{H}) = \{E_{\text{min}}, +\infty\}$ of $\mathbf{H}$. Using the basis in $\mathcal{H}$ build from normalized eigenvectors $|E\rangle$, $E \in \sigma_c(\mathbf{H})$ of $\mathbf{H}$ and using the expansion of $|\phi\rangle$ in this basis one can express the amplitude $A(t)$ as the following Fourier integral

$$A(t) \equiv A(t - t_0) = \int_{E_{\text{min}}}^{\infty} \omega(E) e^{-\frac{i}{\hbar} E (t - t_0)} dE,$$

where $\omega(E) = \omega(E)^*$ and $\omega(E) > 0$ (see [2, 3, 5]). Note that from the normalization condition $\mathcal{P}(0) \equiv |A(0)|^2 = 1$ it follows that there must be $\int_{E_{\text{min}}}^{\infty} \omega(E) dE = 1$, which means that in the case of unstable states $\omega(E)$ is an absolutely integrable function. The consequence of this property is the conclusion following from the Riemann–Lebesgue lemma: There have to be $|A(t)| \to 0$ as $t \to \infty$. All these properties are the essence of the so-called Fock–Krylov theory of unstable states [2, 3, 5].

So within this approach the amplitude $A(t)$, and thus the decay law $\mathcal{P}(t)$ of the unstable state $|\phi\rangle$, are completely determined by the density of the energy distribution $\omega(E)$ for the system in this state [2, 3, 5] (see also [4, 5, 33–37]. (This approach is also applicable in Quantum Field Theory models [38, 39]).

Note that in fact the amplitude $A(t)$ contains information about the decay law $\mathcal{P}(t)$ of the state $|\phi\rangle$, that is about the decay rate $\Gamma_\phi$ of this state, as well as the energy $E_\phi$ of the system in this state. This information can be extracted from $A(t)$. It can be done using the rigorous equation governing the time evolution in the subspace of unstable states, $\mathcal{H}_\phi \equiv \{\phi\} \equiv |\phi\rangle$. Such an equation follows from Schrödinger equation (3) for the total state space $\mathcal{H}$.

Using Schrödinger equation (3) one finds that within the problem considered

$$i\hbar \frac{\partial}{\partial t} (\phi|\phi(t)) = (\phi|\mathbf{H}|\phi(t)).$$

From this relation one can conclude that the amplitude $A(t)$ satisfies the following equation

$$i\hbar \frac{\partial A(t)}{\partial t} = h(t) A(t),$$

where

$$h(t) = \frac{(\phi|\mathbf{H}|\phi)}{A(t)} \equiv \frac{i\hbar}{A(t)} \frac{\partial A(t)}{\partial t}$$

and $h(t)$ is the effective Hamiltonian governing the time evolution in the subspace of unstable states $\mathcal{H}_\phi = \mathbb{P}\mathcal{H}$, where $\mathbb{P} = \{\phi\} \equiv |\phi\rangle$ (see [32] and also [41, 42] and references therein). The subspace $\mathcal{H}_\phi$ is the subspace of decay products. Here $\mathbb{Q} = \mathbb{I} - \mathbb{P}$. One meets the effective Hamiltonian $h(t)$ when one starts with the Schrödinger equation for the total state space $\mathcal{H}$ and looks for the rigorous evolution equation for a distinguished subspace of states $\mathcal{H}_\phi \subset \mathcal{H}$ [32, 37]. In general $h(t)$ is a complex function of time and in the case of $\mathcal{H}_\phi$ of dimension two or more the effective Hamiltonian governing the time evolution in such a subspace it is a non-hermitian matrix $h_\phi$ or non-hermitian operator.

There is

$$h(t) = E_\phi(t) - \frac{i}{2} \Gamma_\phi(t),$$

and $E_\phi(t) = \Re [h(t)]$, $\Gamma_\phi(t) = -2 \Im [h(t)]$, are the instantaneous energy (mass) $E_\phi(t)$ and the instantaneous decay rate, $\Gamma_\phi(t)$ [32, 41, 42]. (Here $\Re (z)$ and $\Im (z)$ denote the real and imaginary parts of $z$ respectively). The quantity $\Gamma_\phi(t) = -2 \Im [h(t)]$ is interpreted as the decay rate because it satisfies the definition of the decay rate used in quantum theory: $\frac{\Gamma_\phi(t)}{h} \equiv -\frac{1}{P(t)} \frac{\partial P(t)}{\partial t}$. Using (7) it is easy to check that

$$\frac{\Gamma_\phi(t)}{h} \equiv -\frac{1}{P(t)} \frac{\partial P(t)}{\partial t} = -\frac{1}{|A(t)|^2} \frac{\partial |A(t)|^2}{\partial t} \equiv -\frac{2}{h} \Im [h(t)].$$

The use of the effective Hamiltonian $h(t)$ leads to the following form of the solutions of eq. (6)

$$A(t) = e^{-i \frac{t}{\hbar} \frac{h(t)}{\hbar}} \equiv e^{-i \frac{t}{\hbar} (E_\phi(t) - \frac{i}{2} \Gamma_\phi(t))},$$

where $\frac{h(t)}{\hbar}$ is the average effective Hamiltonian $b(t)$ for the time interval $[0, t]: \frac{h(t)}{\hbar} \equiv \frac{1}{t} \int_0^t b(x) dx$ (averages $E_\phi(t)$, $\frac{h(t)}{\hbar}$ are defined analogously). Within a rigorous treatment of the problem it is straightforward to show that basis assumptions of the quantum theory guarantee that (see, e.g. [32]),

$$\lim_{t \to \infty} \Gamma_\phi(t) = 0 \quad \text{and} \quad \lim_{t \to \infty} \frac{\Gamma_\phi(t)}{h} = 0.$$  

These results are rigorous. For $\frac{E_\phi(t)}{h}$ one can show that

$$\lim_{t \to \infty} \frac{E_\phi(t)}{h} = E_{\text{min}}$$

(see [43]).

The relations (6), (7) are convenient when the density $\omega(E)$ is given and one wants to find the instantaneous energy $E_\phi(t)$ and decay rate $\Gamma_\phi(t)$: Inserting $\omega(E)$ into (4) one obtains the amplitude $A(t)$ and then using (7) one finds the $h(t)$ and thus $E_\phi(t)$ and $\Gamma_\phi(t)$. In the general case the density $\omega(E)$ possess properties analogous to the scattering amplitude, i.e., it can be decomposed into a threshold factor, a pole-function $P(E)$ with a simple pole and a smooth form factor $F(E)$. There is $\omega(E) = \Theta(E - E_{\text{min}})(E - E_{\text{min}})^{p} P(E) F(E)$, where $\alpha_l$ depends on the angular momentum $l$ through...
\(\alpha_t = \alpha + l, \) [5] (see equation (6.1) in [5]), 0 \(\leq \alpha < 1\) and \(\theta(E)\) is a step function: \(\theta(E) = 0\) for \(E \leq 0\) and \(\theta(E) = 1\) for \(E > 0\). The simplest choice is to take \(\alpha = 0, l = 0, F(E) = 1\) and to assume that \(P(E)\) has a Breit–Wigner (BW) form of the energy distribution density. (The mentioned Breit–Wigner distribution was found when the cross-section of slow neutrons was analyzed [44]). It turns out that the decay curves obtained in this simplest case are very similar in form to the curves calculated for the above described more general \(\omega(E),\) (see [33] and analysis in [5]). So to find the most typical properties of the decay process it is sufficient to make the relevant calculations for \(\omega(E)\) modeled by the the Breit–Wigner distribution of the energy density: \(\omega(E) \equiv \omega_{BW}(E) \equiv \frac{N}{2\pi} \theta(E - E_{\min}) \frac{\Gamma_\omega}{(E - E_0)^2 + (\frac{\Gamma_\omega}{2})^2},\) where \(N\) is a normalization constant. The parameters \(E_0\) and \(\Gamma_\omega\) correspond to the energy of the system in the unstable state and its decay rate at the exponential (or canonical) regime of the decay process. \(E_{\min}\) is the minimal (the lowest) energy of the system. Inserting \(\omega_{BW}(E)\) into formula (4) for the amplitude \(A(t)\) after some algebra one finds that

\[ A(t) = A(t - t_0) = \frac{N}{2\pi} e^{-\frac{i}{\hbar} E_0 t} I_\beta \left( \frac{(t - t_0)}{\epsilon} \right), \quad (12) \]

where

\[ I_\beta(t) \equiv \int_{-\beta}^{\infty} \frac{1}{\eta^2 + \frac{1}{4}} e^{-i\eta t} \, d\eta. \quad (13) \]

Here \(\tau = \frac{E_0(t - t_0)}{\epsilon} \equiv t - t_0, \) \(\tau_0 = \frac{\hbar}{E_0}\), and \(\beta = \frac{E_0 - E_{\min}}{\hbar} > 0,\) (The integral \(I_\beta(\tau)\) can be expressed in terms of the integral–exponential function [40–42] (for a definition, see [45, 46]).

Note that the more convenient is to use \(t' = (t - t_0)\) in (12), (13) or (4) and in formula of this type, or to assume that \(t_0 = 0\) in all formulae of this type, because this does not changes the results of calculations but makes them easier. So from this point we will assume that \(t_0 = 0.\)

Next using this \(A(t)\) given by relations (12), (13) and the relation (7) defining the effective Hamiltonian \(h_{\phi}(t)\) one finds that within the Breit–Wigner (BW) model considered

\[ h(t) = E_0 + I_0 \frac{J_\beta(E_0 t)}{I_\beta(E_0 t)}, \quad (14) \]

where

\[ J_\beta(\tau) = \int_{-\beta}^{\infty} \frac{x}{x^2 + \frac{1}{4}} e^{-i\beta x} \, dx. \quad (15) \]

Working within the BW model and using \(J_\beta(\tau)\) one should remember that \(J_\beta(0)\) is undefined (\(\lim_{\tau \to 0} J_\beta(\tau) = \infty).\) Simply within the model defined by the Breit-Wigner distribution of the energy density, \(\omega_{BW}(E),\) the expectation value of \(\delta\), that is \(\langle \phi | \delta | \phi \rangle\) is not finite. So all the consideration based on the use of \(J_\beta(\tau)\) are valid only for \(\tau > 0.\)

It is relatively simply to find analytical form of \(J_\beta(\tau)\) using the following identity

\[ J_\beta(\tau) \equiv \frac{i}{\tau} \frac{\partial I_\beta(\tau)}{\partial \tau}. \quad (16) \]

We need to know the energy of the system in the unstable state \(|\phi\rangle\) considered and its decay rate. The instantaneous energy \(E_\phi(t)\) of the system in the unstable state \(|\phi\rangle\) has the following form within the BW model considered

\[ E_\phi(t) = \Re \langle h(t) \rangle = E_0 + I_0 \Re \left[ \frac{J_\beta(E_0 t)}{I_\beta(E_0 t)} \right], \quad (17) \]

whereas the instantaneous decay rate looks as follows

\[ I_\phi(\tau) = -2\Im \langle h(t) \rangle = -2 I_0 \Im \left[ \frac{J_\beta(\tau)}{I_\beta(\tau)} \right], \quad (18) \]

It is relatively simple to find asymptotic expressions \(I_\beta(t)\) and \(J_\beta(\tau)\) for \(\tau \to \infty\) directly from (13) and (15) using , e.g., the method of the integration by parts. We have for \(\tau \to \infty\)

\[ I_\beta(\tau) \approx \frac{i}{\tau} e^{i\beta \tau} \left\{ -1 + \beta \left[ \frac{2}{\beta^2 + \frac{1}{4}} \frac{\epsilon}{\tau} + \left( \frac{2}{\beta^2 + \frac{1}{4}} - \frac{8}{(\beta^2 + \frac{1}{4})^2} \right) \left( \frac{i}{\tau} \right)^2 \right] + \cdots \right\} \quad (19) \]

and

\[ J_\beta(\tau) \approx \frac{i}{\tau} e^{i\beta \tau} \left\{ 1 + \beta \left[ \frac{2}{\beta^2 + \frac{1}{4}} \frac{\epsilon}{\tau} + \left( \frac{1}{\beta^2 + \frac{1}{4}} - \frac{8}{(\beta^2 + \frac{1}{4})^2} \right) \left( \frac{i}{\tau} \right)^2 \right] + \cdots \right\}. \quad (20) \]

These two last asymptotic expressions allows one to find for \(\tau \to \infty\) the asymptotic form of the ratio \(J_\beta(\tau)\) used in relations (14), (17) and (18), which has much simpler form than asymptotic expansions for \(I_\beta(\tau)\) and \(J_\beta(\tau)\). One finds that for \(\tau \to \infty,\)

\[ \frac{J_\beta(\tau)}{J_\beta(\tau)} \approx - \beta - \frac{i}{\tau} - \frac{2\beta}{\beta^2 + \frac{1}{4}} \frac{1}{\tau^2} + \cdots. \quad (21) \]
Starting from this asymptotic expression and formula (17) one finds, eg. that for \( t \to \infty \),
\[
E_\phi(t)|_{t \to \infty} \simeq E_{\text{min}} - 2 \frac{E_0 - E_{\text{min}}}{|h^0_\phi - E_{\text{min}}|^2} \left( \frac{\hbar}{T} \right)^2,
\]
where \( h^0_\phi = E_0 - \frac{i}{2} \Gamma_0 \) and,
\[
\Gamma_\phi(t)|_{t \to \infty} \simeq 2 \Gamma_0 \frac{1}{T} + \ldots = 2 \frac{\hbar}{T} + \ldots .
\]
These two last relations are valid for \( t > T \), where \( T \) denotes the cross-over time, i.e. the time when exponential and late time inverse power law contributions to the survival amplitude become comparable.

### 3 Metastable dark energy with a decay law from Quantum Mechanics

Note that the model described by eqs. (1)–(2) is the classical physics model and therefore it cannot applied directly when one would like to follow Krauss and Dent and to consider the decay of the dark energy density \( \rho_{\text{DE}}(t) \) as the quantum decay process. For example, the late time effects discussed in [1] can never occur in the SHSS model. The simplest way to extend models considered in [6] so that they might be used to describe the decay of \( \rho_{\text{DE}}(t) \) as a quantum process seems to be a replacement of the classical decay rate \( \Gamma \) in eqs. (1), (2) by the decay rate \( \Gamma_\phi(t)/\hbar \) appearing in quantum theoretical considerations. It is because the classical decay rate \( \Gamma_{\text{class}} = \Gamma \) corresponds to the quantum physics decay rate \( \Gamma_{\text{quant}} = \Gamma_\phi(t) \) divided by \( \hbar \) (that is to \( \Gamma_\phi(t)/\hbar \)) and using \( \Gamma_\phi(t) \) one can insert it into eq. (2) to obtain
\[
\dot{\rho}_{\text{DE}}(t) = - \frac{1}{\hbar} \Gamma_\phi(t) \rho_{\text{DE}}(t),
\]
instead of the classical fundamental equation of the radioactive decays theory. In fact this equation is a simple improvement of models discussed in [6], and it can be considered as the use of quantum corrections in the models mentioned. In such a case eq. (1) takes the following form
\[
\rho_{\text{DE}}(t) = \rho_{\text{DE}}(t_0) \times \exp \left[ - \frac{t}{\hbar} \Gamma_\phi(t) \right]
\equiv \rho_{\text{DE}}(t_0) \times \exp \left[ - \frac{1}{\hbar} \int_{t_0}^{t} \Gamma_\phi(x) \, dx \right],
\]
where \( \Gamma_\phi(t) \) is given by formula (18) and \( \bar{\Gamma}_\phi(t) \) defined as \( \frac{1}{T} \int_{t_0}^{t} \Gamma_\phi(x) \, dx \) is the average decay rate for the time interval \([0, t]\). These relations replacing eq. (1) contain quantum corrections connected with the use of the quantum theory decay rate.

Note that using the identity (9) and the relation (12) one rewrite the relation (26) as follows
\[
\rho_{\text{DE}}(t) = \frac{N^2}{4\pi^2} \rho_{\text{DE}}(t_0) \left| \bar{\beta} \left( \Gamma_0(t-t_0) \right) \right|^2,
\]
which can make simpler numerical calculations.

Now in order to obtain analytical or numerical results having eqs. (24)–(26) one needs a quantum mechanical model of the decay process, that is one needs \( \omega(E) \) (see (4)). We begin our considerations using the Breit-Wigner model analyzed in the previous section. Inserting \( \Gamma_\phi(t) \) given by (18) into eq. (24), or eqs. (25), (26) we can analyze the decay process of \( \rho_{\text{DE}}(t) \). One can notice that performing calculations, e.g. using the Breit–Wigner model, it is more convenient to use eq. (27) with \( I_\beta(t) \) given by the relation (13) than using eqs. (25), (26) with \( \bar{\Gamma}_\phi(t) \) given by formula (18).

Note that one of parameters appearing in quantum mechanical formula (18) for \( \Gamma_\phi(t) \) is \( \Gamma_0 \). This parameter can be eliminated if we notice that \( \beta = \frac{E_0 - E_{\text{min}}}{\Gamma_0} > 0 \). Hence \( \Gamma_0 = \frac{E_0 - E_{\text{min}}}{\beta} \), and therefore one can rewrite (18) as
\[
\Gamma_\phi(\tau) = -2 \frac{E_0 - E_{\text{min}}}{\beta} \bar{\beta} \left[ J_\beta(\tau) \right] I_\beta(\tau),
\]
or,
\[
\Gamma_\phi(\tau) = -2 \frac{E_0}{V_0} \frac{E_{\text{min}}}{\beta} \bar{V} \left[ J_\beta(\tau) \right] \frac{I_{\beta}(\tau)}{I_{\beta}(0)},
\]
where \( V_0 \) is the volume of the system at \( t = t_0 \). We have \( E_0 = \rho_{\text{DE}}(0) \equiv \rho_{\text{DE}}^{\text{bare}} \) and \( E_{\text{min}} = \rho_{\text{bare}} \) (where \( \rho_{\text{DE}}^{\text{bare}} \) is the energy density calculated using quantum field theory methods), so eq. (29) can be rewritten as follows
\[
\Gamma_\phi(\tau) = -2 \frac{\rho_{\text{DE}}^{\text{bare}} - \rho_{\text{bare}}}{\beta} V_0 \left[ J_\beta(\tau) \right] \frac{I_{\beta}(\tau)}{I_{\beta}(0)},
\]
The parameter \( \tau \) used in (28)–(30) denotes time \( t \) measured in lifetimes as it was mentioned after formula (13): \( \tau = \frac{t}{\tau_0} \). Using the parameter \( \beta \) the lifetime \( \tau_0 \) can be expressed as follows: \( \tau_0 = \frac{\beta}{\rho_{\text{DE}}^{\text{bare}} - \rho_{\text{bare}}} \frac{\hbar}{V_0} \).

The asymptotic form (23) indicates one of main differences between SHSS model and our improvement of this model. Namely, from eq. (1) it follows that
\[
\lim_{t \to \infty} \rho_{\text{DE}}(t) = 0.
\]
From (1) one sees that \( \rho_{\text{DE}}(t) \) is exponentially decreasing function of time.

It is interesting to consider a more general form of the energy density,
\[
\dot{\rho}_{\text{DE}}(t) = \rho_{\text{DE}}(t) - \rho_{\text{bare}},
\]
where $\rho_{bare} = \text{const}$ is the minimal value of the dark energy density. Inserting the density $\tilde{\rho}_{DE}(t)$ into eq. (1) one concludes that $\rho_{DE}(t)$ tends to $\rho_{bare}$ exponentially fast as $t \to \infty$.

Let us see now what happens when to insert $\tilde{\rho}_{DE}(t)$ into our eq. (24) and to consider only the asymptotic behavior of $\rho_{DE}(t)$ for times $t \geq T_0 \gg T$. In such a case inserting the late time asymptotic expression (23) into eq. (24) one finds for very late times $t > T_0$ that

$$\ln \left( \frac{\tilde{\rho}_{DE}(t)}{\rho_{DE}(T_0)} \right) = \ln \left( \frac{t}{T_0} \right)^{-2},$$

(33)

that is that for $t > T_0 \gg T$,

$$\rho_{DE}(t) \simeq \rho_{bare} + D \frac{1}{t^2},$$

(34)

where $D = \text{const}$. Note that the same result follows directly from (27) when one inserts there $A(t)$ given by formula (12) and uses asymptotic expression (19) for $I_\beta(t)$, which shows that our approach is self-consistent.

The result (34) means that quantum corrections do not allow $\rho_{DE}(t)$ tend to $\rho_{bare}$ exponentially fast when $t \to \infty$ but there must be that $\rho_{DE}(t)$ tends to $\rho_{bare}$ as $1/t^2$, for $t \to \infty$, which is in the full agreement with our earlier results presented, e.g., in [20, 47–50]. So in fact, as one can see, the SSHS model is the classical physics approximation of the model discussed in our papers mentioned, where cosmological parametrization resulting from the quantum mechanical treatment of unstable systems was used.

4 Cosmological equations

We introduce our model as the covariant theory with the interaction term [51]. We consider the flat cosmological model (the constant curvature is equal zero).

The total density of energy consists of the baryonic matter $\rho_B$, the dark matter $\rho_{DM}$ and the dark energy $\rho_{DE}$. We assume, for the baryonic matter and the dark matter, the equation of state for dust ($p_B = 0$ and $\rho_{DM}(\rho_{DM}) = 0$). And we consider the equation of state for the dark energy as $p_{DE}(\rho_{DE}) = -\rho_{DE}$.

The cosmological equations such as the Friedmann and acceleration equations are found by the variation action by the metric $g_{\mu\nu}$ [51]. In consequence we get the following equations

$$3H^2 = \frac{\dot{a}^2}{a} = \rho_{tot} = \rho_B + \rho_{DM} + \rho_{DE}$$

(35)

and

$$\frac{\ddot{a}}{a} = -\frac{1}{3}(\dot{\rho}_{tot} + 3\rho_{tot}(\rho_{tot})) = \rho_B + \rho_{DM} - 2\rho_{DE},$$

(36)

where $H = \frac{\dot{a}}{a}$ is the Hubble function. Here, we assume $8\pi G = c = 1$.

Equations (35) and (36) give the conservation equation in the following form

$$\dot{\rho}_{tot} = -3H(\rho_{tot} + p_{tot}(\rho_{tot}))$$

(37)

or in the equivalent form

$$\dot{\rho}_{M} = -3H\rho_{M} - \dot{\rho}_{DE},$$

(38)

where $\rho_{M} = \rho_{B} + \rho_{DM}$.

Let $Q$ denotes the interaction term. Equation (38) can be rewritten as

$$\dot{\rho}_{B} = -3H\rho_{B}, \ \dot{\rho}_{DM} = -3H\rho_{DM} + Q \ \text{and} \ \dot{\rho}_{DE} = -Q.$$

(39)

If $Q > 0$ then the energy flows from the dark energy sector to the dark matter sector. If $Q < 0$ then the energy flows from the dark matter sector to the dark energy sector.

Figure 1 shows the diagrams of the evolution of $\rho_{DE}(t)$. Note that the oscillatory phase appears appears in the evolution of $\rho_{DE}(t)$. Figure 2 presents the evolution of the $\Gamma_{\phi}(t)$. At the initial period we obtain a logistic-type decay of dark energy. Thy period when $\Gamma_{\phi}(t)$ grows up to a plateau is characteristic for the so called the Zeno time [52]. It increases slowly about 0.0004 (the slope of this curve is 0.0001) with the cosmic time $t$ in the interval $(0, 4)$. Then, in the interval $(4, 30000)$ becomes strictly constant. This behavior justifies a radioactive approximation given in ref. [6]. For the late time $\Gamma_{\phi}(t)$ approaches to zero.
Fig. 2 The dependence $\Gamma_{\beta}(t)$ for the best fit values (see Table 1). The left panel presents the evolution of $\Gamma_{\beta}(t)$ for the early universe and the present epoch. The right panel presents evolution of $\Gamma_{\beta}(t)$ for the late time universe. The cosmological time $t$ is expressed in $\text{Gyr}$. In these units, the age of the Universe is equal 1.41 $\text{Gyr}$.

Fig. 3 The dependence $\rho_{DE}(t)$ (from formula (40)) for the best fit value of model parameter (see Table 1). The cosmological time $t$ is expressed in $\frac{\text{Gyr}}{\text{Gyr}^{-1}}$. The present epoch is for $t = 1.41 \times 10^3$. Note that, in the Planck epoch, the value of $\frac{\rho_{DE}(t)}{3H_0^2}$ is equal 0.6916.

Using (27) we get the final formula for $\rho_{DE}(t)$

$$\rho_{DE}(t) = \rho_{bare} + \epsilon \left( I_\beta \left( \frac{t_0}{h} \right) \right)^2,$$  \quad (40)

where $\epsilon \equiv \epsilon(\beta) = \frac{\rho_{DE}(0) - \rho_{bare}}{\rho_{DE}(0)}$ measures the deviation from the $\Lambda$CDM model ($I_\beta(0) \equiv \frac{2\pi}{\sqrt{3}} = \pi + 2 \arctan(2/\beta)$ and $\beta > 0$).

The canonical scaling law for cold dark matter should be modified. In this case

$$\rho_{DM} = \rho_{DM,0}a^{-3+\delta},$$  \quad (41)

where $\delta = \frac{1}{2} \int \frac{Q}{H_{DE}} d\ln a$. The evolution of $\delta$, for example values, is presented in figure 5 and for the best fit values is presented in figure 3.

Assuming that $\beta > 0$ one obtains for $t > t_L = \frac{h}{T_0} \frac{2\beta}{\beta^2 + \frac{1}{4}}$ (see [40]) the approximation of (40) in the following form

$$\rho_{DE}(t) \approx \rho_{bare} + \epsilon \left( 4\pi^2 e^{-\frac{\epsilon t}{T_0}} + 4\pi e^{-\frac{\epsilon t}{T_0}} \sin \left( \frac{\beta t}{T_0} \right) \right).$$  \quad (42)

For the best fit value (see Table 1) $t_L \approx 2T_0$, where $T_0$ is the present age of the Universe.

From formula (42), it results that, for the late time, the behavior of dark energy can be described by the following formula

$$\rho_{DE}(t) \approx \rho_{bare} + \frac{\epsilon}{\left( \frac{1}{4} + \beta^2 \right) \frac{T_0}{\delta^2 T^2}}.$$

This case was considered in [53, 54].

If we use formula (42) in the Friedmann equation (35), we get

$$3H^2 = \rho_{tot} = \rho_B + \rho_{DM} + \rho_{bare} + \rho_{rad, dec.} + \rho_{DM, osc.} + \rho_{pow, law},$$  \quad (44)
where $\rho_{\text{rad.dec.}} = 4\pi^2 e^{-\frac{L_0}{\beta^2}} t$ is the radioactive-like decay part of dark energy, $\rho_{\text{dam.osc.}} = \frac{4\pi e^{-\frac{L_0}{\beta^2}} \sin(\frac{\beta L_0}{\beta^2})}{(\frac{1}{4} + \beta^2) \frac{L_0}{\beta^2}}$ represents the damping oscillations part of dark energy and $\rho_{\text{pow.law}} = \frac{\Gamma_0}{(\frac{\beta}{\lambda}) \frac{L_0}{\beta^2}}$ represents the power law part of dark energy. Using dimensionless parameters $\Lambda_i = \frac{H_0}{\pi \lambda}$, where $H_0$ is the present value of the Hubble constant, formula (44) can be rewritten as

$$H^2 = \Omega_B + \Omega_{DM} + \Omega_{\text{bare}} + \Omega_{\text{rad.dec.}} + \Omega_{\text{dam.osc.}} + \Omega_{\text{pow.law}}. \quad (45)$$

If the radioactive-like decay dominates then one can define e-folding time $\lambda$ and half life time $T_{1/2} = \lambda \ln 2 = \frac{h_0}{\pi \lambda}$. The evolution of $\Omega_{\text{rad.dec.}}, \Omega_{\text{dam.osc.}}, \Omega_{\text{pow.law}}$ with respect to time, for the best fit value (see Table 1), is presented in Fig. 4.

In the moment when the period of the radioactive-like decay $T_{\text{end rad.dec.}}$ finishes then the value of $\rho_{\text{rad.dec.}}$ is equal to the value of $\rho_{\text{dam.osc.}}$. It gets us a condition

$$4\pi^2 e^{-\frac{L_0}{\beta^2}} t = \frac{4\pi e^{-\frac{L_0}{\beta^2}} \sin(\frac{\beta L_0}{\beta^2})}{(\frac{1}{4} + \beta^2) \frac{L_0}{\beta^2}} \quad (46)$$

or after simplifying

$$e^{-\frac{L_0}{\beta^2}} t = \frac{\sin(\frac{\beta L_0}{\beta^2})}{(\frac{1}{4} + \beta^2) \frac{L_0}{\beta^2}}. \quad (47)$$

Equation (47) has infinitely many solutions but $T_{\text{end rad.dec.}}$ is equal to the least positive real solution of (47) because the period of the radioactive-like decay is before the period of the damping oscillation decay.

Searching for the value of $T_{\text{end rad.dec.}}$ can be simplified by using of the upper envelope of oscillations of $\rho_{\text{dam.osc.}}$, which is given by

$$\epsilon_{\text{upper}}(t) = \frac{4\pi e^{-\frac{L_0}{\beta^2}} t}{(\frac{1}{4} + \beta^2) \frac{L_0}{\beta^2}}. \quad (48)$$

Then we get an approximation of Eq. (47) in the form

$$e^{-\frac{L_0}{\beta^2}} t \approx \frac{1}{(\frac{1}{4} + \beta^2) \frac{L_0}{\beta^2}} \quad (49)$$

The solution of Eq. (49) gives us the approximated value of $T_{\text{end rad.dec.}}$.

Note that solution of eq. (49) cannot be less than the value of $T_{\text{end rad.dec.}}$ subtracted the value of one period of oscillation of $\rho_{\text{dam.osc.}}$, i.e., $T_{\text{dam.osc.}} = \frac{2\pi \lambda}{\beta}$ and cannot be greater than the value of $T_{\text{end rad.dec.}}$. In consequence for $\beta > 29$, the error of the approximation is less than 1%.

![Diagram](image)

**Fig. 6** A diagram presents a dependence $T_{\text{end rad.dec.}}(\beta)$ for $\beta > 29$. For illustration we put the best fit value of $T_0$ (see Table 1). Values of $T_{\text{end rad.dec.}}$ are expressed in the present age of the Universe. We get this diagram from numerical analysis of Eq. (49).

For the best fit values (see Table 1), Eq. (49) gives $T_{\text{end rad.dec.}} = 22296 \times T_0$, where $T_0$ is the present age of the Universe. The dependence $T_{\text{end rad.dec.}}(\beta)$ is presented in Fig. 6.

5 Statistical analysis

In our statistical analysis, it was used the following astronomical data: supernovae of type Ia (SN1a) (Union 2.1 dataset [55]), BAO data (Sloan Digital Sky Survey Release 7 (SDSS DR7) dataset at $z = 0.275$ [56], 6dF Galaxy Redshift Survey measurements at redshift $z = 0.1$ [57], and WiggleZ measurements at redshift $z = 0.44, 0.60, 0.73$ [58]), measurements of the Hubble parameter $H(z)$ of galaxies [59–61], the Alcock-Paczyński test (AP)[62, 63] (data from [64–72]), and measurements of CMB by Planck [73]. The formula for the likelihood function is given by

$$L_{\text{tot}} = L_{\text{SN1a}} L_{\text{BAO}} L_{\text{AP}} L_{H(z)} L_{\text{CMB}}. \quad (50)$$

The likelihood function for SN1a has the form

$$L_{\text{SN1a}} = \exp \left[-\frac{1}{2} \left( A - B^2/C + \log(C/(2\pi)) \right) \right], \quad (51)$$

where $A = (\mu_{\text{obs}} - \mu_{th}) \Sigma^{-1}(\mu_{\text{obs}} - \mu_{th})$, $B = \Sigma^{-1}(\mu_{\text{obs}} - \mu_{th})$, $C = \Sigma^{-1}$ and $\Sigma$ is a covariance matrix for SN1a, $\mu_{\text{obs}}$ is the observer distance modulus and $\mu_{th}$ is the theoretical distance modulus.

The likelihood function for BAO is described by the formula

$$L_{\text{BAO}} = \exp \left[-\frac{1}{2} \left( d_{\text{obs}} - \frac{r_s(z_d)}{D_V(z)} \right) \Sigma^{-1} \left( d_{\text{obs}} - \frac{r_s(z_d)}{D_V(z)} \right) \right], \quad (52)$$
where \( r_s(z) \) is the sound horizon at the drag epoch [74, 75].

The likelihood function

\[
L_{H(z)} = \exp \left[ -\frac{1}{2} \sum_{i=1}^{N} \left( \frac{H(z)_{\text{obs}} - H(z)_{\text{th}}}{\sigma_i} \right)^2 \right]
\]

is for measurements of the Hubble parameter \( H(z) \) of galaxies.

The likelihood function for AP is given by

\[
L_{AP(z)} = \exp \left[ -\frac{1}{2} \sum_{i=1}^{N} \left( \frac{AP(z)_{\text{obs}} - AP(z)_{\text{th}}}{\sigma_i} \right)^2 \right],
\]

where \( AP(z)^{\text{th}} \equiv \frac{H(z)}{z} \int_0^z \frac{dz'}{H(z')} \) and \( AP(z)_{\text{obs}} \) are observational data. The likelihood function for CMB is given by

\[
L_{CMB} = \exp \left[ -\frac{1}{2} (\mathbf{x}^{\text{th}} - \mathbf{x}^{\text{obs}}) \Sigma^{-1} (\mathbf{x}^{\text{th}} - \mathbf{x}^{\text{obs}}) \right],
\]

where \( \Sigma \) is the covariance matrix with the errors, \( \mathbf{x} \) is a vector of the acoustic scale \( l_A \), the shift parameter \( R \) and \( \Omega_b h^2 \) where \( l_A = \frac{\pi}{\Gamma \eta(z)} \int_0^{z^*} \frac{dz'}{H(z')} \) and \( R = \sqrt{\Omega_m h^2} \int_0^{z^*} \frac{dz'}{H(z')} \), where \( z^* \) is the redshift of the epoch of the recombination [74].

In this paper, it was used our own code CosmoDarkBox in estimation of model parameter. Our code uses the Metropolis-Hastings algorithm [76, 77].

In statistical analysis, we estimated three model parameters: \( \alpha = \frac{1}{1+\beta} \), \( \Gamma_0 h \), \( \epsilon/3H_0^2 \). Our statistical results are completed in table 1. Diagram of the temperature power spectrum for the best fit values is presented in Fig. 7. Therefore the radioactive type of decay gives the most effective mechanism of decaying metastable dark energy. We estimated also that the decay half life time \( T_{1/2} \) of dark energy is equal 8503 Gyr \( \approx 616 \times T_0 \), where \( T_0 \) is the present age of the Universe.

| parameter | best fit | 68% CL | 95% CL |
|-----------|----------|--------|--------|
| \( \alpha \) | 0.00125 | +0.00104 | +0.0177 |
| | | -0.00125 | -0.00125 |
| \( \Gamma_0 h \) | 0.00115 | +0.00209 | +0.0123 |
| | | -0.00115 | -0.00115 |
| \( \epsilon/3H_0^2 \) | 0.0111 | +0.0064 | +0.0064 |
| | | -0.0083 | -0.0093 |

6 Discussion and conclusions

The main aim of this paper was to study the implication of a derived form of running dark energy. In our approach the formula for the parametrization of this dark energy is derived directly from the quantum mechanics rather than is postulated in a phenomenological way. The evolutional scenario of dark energy contain three different phases: a phase of radioactive-like decay in the early universe, a phase of damping oscillations and finally a phase of the power law type of decay.

We investigated a cosmological evolution caused by such variability of dark energy and matter. The dynamics of the model is governed by a cosmological dynamical system with an interacting term because the energy momentum tensor is not conserved in this case.

From investigation of variability of dark energy with the cosmological time, we demonstrated how the problem of the cosmological constant can be solved. We show that dark energy decays and then the canonical scaling law for cold dark matter \( \alpha^{-3} \) should be modified.

Using astronomical data we tested the model and obtain that it is in good agreement with the data. Our estimation also shows that the fraction of all components of dynamical dark energy in the whole dark energy is larger than contribution of the cosmological constant term.

In our model it is calculated that the \( \Lambda \) term has a dynamical nature as a consequence of a decaying of the dark energy. In consequence the conservation of energy-momentum tensor (EMT) is violated. Recently Josset and Perez [51] have demonstrated the model in which the violation of EMT can be achieved in the context of the unimodular gravity and how it leads to the emergence of the effective cosmological constant in Einstein’s equations. In our approach the violation of
the conservation of EMT is rather a consequence of a quantum-mechanical nature of the metastable vacuum than a modification of the gravity theory.

In our approach the concrete form of decaying dark energy is derived directly from quantum mechanical consideration of unstable states. We obtain a more complex form of decaying dark energy in which we have found a radioactive type of its decaying. We also estimated the model parameters as well as fractions of three different forms of decaying: radioactive type, damping oscillating type and power-law type. From the astronomical data we obtain that the radioactive type of decay is favored and 44% fraction of the energy budget of the Universe corresponds with a radioactive-like decay.

In our paper we investigate the second way of the decay of dark energy into dark matter from three different ways of dark energy decay considered by Shafieloo et al. [6]. They proposed a class of metastable dark energy models in which dark energy decays according to the radioactive law. They assumed a phenomenological form of the decay, studying observational constraints for the cosmological model. In our paper, it is derived directly from quantum mechanics as a result. Our results are complementary to their results because they justify the phenomenological choice of the exponential decay as a major mechanism of dark energy decay. Moreover, the our calculation of the decay half life is in agreement with Shafieloo et al.’s calculation. We obtain that the radioactive-like decay dominates up to $22296 \times T_0$, where $T_0$ is the present age of the Universe. Our calculations show that the radioactive-like decay has only an intermediate character and will be replaced in the future evolution of the Universe by an oscillation decay and then decay of $1/t^2$ type.

The one of the differences between our approach and the theory developed by Shafieloo et al. is that they consider only decay of the dark energy into dark constituents assuming that the decay rate $\Gamma$ of the dark energy is constant and depends only on its internal composition. This last assumption is approximately true only if one considers decay processes as classical physics processes. The detailed analysis decay processes of quantum unstable systems shows that basic principles of the quantum theory does not allow them to be described by an exponential decay law at very late times as well as at initial stage of the decay process (see eg., [5] and references therein, or [78]) and that the decay law can be described by the exponentially decreasing function of time only at “canonical decay regime” of the decay process, that is at intermediate times (at times longer that initial stage of the evolution of the quantum unstable system and shorter than the crossover time $T$). These properties of quantum decay processes mean that in general the decay rate cannot be constant in time, $\Gamma = \Gamma(t) \neq \text{const}$ (see, eg., [32, 37, 42, 78]), and at the “canonical decay” stage $\Gamma(t) \approx \Gamma_0$ to a very good approximation.

These properties of the decay rate was used in our paper. The advantage of the use of the decay rate following from the quantum properties of the decaying systems is that such an approach is able to describe correctly the initial stage of the dark energy decay process, and at very late times — It is impossible to realize this within the approach used by by Shafieloo et al. What is more, the use $\Gamma = \text{const}$ may lead to the results which need not to be correct. The example of such situation is analysis performed in Appendix A, Section A1, of the paper [6], where the authors considered the case $\Gamma t \ll 1$ and then applied results obtained within such an assumption for the analysis of properties of their Model I. Namely, there are many reasons leading to the conclusion that the decay of the dark energy must be a quantum decay process (see discussion in Sec. 1) and that it can not be a classical physics process. So when one wants to describe the early stage of the decay process of the dark energy, which mathematically can be expressed by the assumption that $\Gamma t \ll 1$ one should not use the relation of the type (1) but the relation

$$\rho_{\text{DE}}(t) = \rho_{\text{DE}}(0) |A(t)|^2; \quad (56)$$

resulting from the quantum mechanical treatment of the decay process. Instead of considering the relation of this type, authors of [6] used relation (1) what leads to the formula (A1) in [6] for $\Gamma t \ll 1$, that is to

$$\rho_{\text{DE}} = \epsilon_0 e^{-\Gamma t} \approx \epsilon_0 (1 - \Gamma t), \quad (57)$$

($\epsilon_0$ is defined in [6]), which is mathematically correct but it is not correct when one considers the decay of the dark energy as the quantum process. In the case of quantum decay process one should use the relation of the type (56) and the approximate form of $|A(t)|^2$ for very short times. There is in such a case (see, eg. [5, 32]),

$$|A(t)|^2 \approx 1 - d^2 t^2, \quad \text{for} \quad t \to 0, \quad (58)$$

where $d = \text{const}$ and it does not depend on $\Gamma$. Therefore there should be

$$\rho_{\text{DE}}(t) \approx \rho_{\text{DE}}(0) (1 - d^2 t^2), \quad \text{for} \quad t \to 0, \quad (59)$$

for shot times $t$, when the decay of the dark energy is a quantum decay process. The difference between relations (57) (i.e., (A1) in [6]) and (59) is dramatic (and the the use $\epsilon_0$ in (57) and $\rho_{\text{DE}}(0)$ in (59) is not the point). The problem is that authors of [6] use their
result (A1) (that is the above (57)) in formula (A2) and then all considerations related to their Model I in Section A I of the Appendix A are founded on relations (A1) and (A2). This means that these conclusions drawn in [6] (based on the analysis performed in Section A I of Appendix A) may not reflect real properties of decaying dark energy. In this place it should be noted that our analysis performed in this paper is free of this defect.

Note also that Shafieloo et al. [6] considered only the decays of the dark energy into dark components: dark matter and dark radiation, whereas we consider a general case (that is in our approach a decay of the dark energy into a visible baryonic matter is also admissible, which cannot be excluded in the light of the recently reported discovery of baryonic spindles linking galaxies [79–81]).
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