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Abstract

This paper studies numerical methods for the approximation of elliptic PDEs with lognormal coefficients of the form $-\text{div}(a\nabla u) = f$ where $a = \exp(b)$ and $b$ is a Gaussian random field. The approximant of the solution $u$ is an $n$-term polynomial expansion in the scalar Gaussian random variables that parametrize $b$. We present a general convergence analysis of weighted least-squares approximants for smooth and arbitrarily rough random field, using a suitable random design, for which we prove optimality in the following sense: their convergence rate matches exactly or closely the rate that has been established in [2] for best $n$-term approximation by Hermite polynomials, under the same minimal assumptions on the Gaussian random field. This is in contrast with the current state of the art results for the stochastic Galerkin method that suffers the lack of coercivity due to the lognormal nature of the diffusion field. Numerical tests with $b$ as the Brownian bridge confirm our theoretical findings.

1 Introduction

1.1 Elliptic PDEs with lognormal coefficients

The theoretical and numerical treatment of parametric PDEs with a large number of deterministic or stochastic parameters has been the object of intensive investigation in recent years, see [9] and references therein. One principal objective is to design numerical approximation methods that are immune to the curse of dimensionality in the sense that approximation rates can be established even in the case of countably many variables.

The present work is devoted to design and study concrete numerical methods that provably achieve this goal in the case of elliptic PDEs with lognormal coefficients. While our analysis can be applied to other models, we focus on the main following prototype: given a bounded Lipschitz domain $D \subset \mathbb{R}^d$ with $d = 1, 2, 3$ and a function $f \in L^2(D)$, we consider the elliptic partial differential equation

$$-\text{div}(a\nabla u) = f, \text{ in } D,$$

completed with homogeneous Dirichlet boundary conditions:

$$u = 0, \text{ on } \partial D.$$

We assume that the diffusion coefficient $a$ is a random function defined as

$$a = \exp(b),$$
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where $b$ is a centered Gaussian process defined on $D$, with covariance function

\[ C_b(x, x') := \mathbb{E}(b(x)b(x')), \quad x, x' \in D. \]  

(1.4)

The motivation for considering such a diffusion model is for instance the description of sedimental media with high contrast in ground water modeling.

We are interested in parametric expansions of the form $a = a(y) = \exp(b(y))$ with

\[ b(y) = \sum_{j \geq 1} y_j \psi_j, \]  

(1.5)

where $y = (y_j)_{j \geq 1}$ is a sequence of independent standard Gaussian random variables and the functions $\psi_j : D \to \mathbb{R}$ are given. An instance of the expansion (1.5) is the Karhunen-Loève (KL) expansion $b = \sum_{j \geq 1} \xi_j \varphi_j$ using the $L^2(D)$-orthonormal eigenfunctions $(\varphi_j)_{j \geq 1}$ of the integral operator with kernel $C_b$ and defining $\psi_j := \sqrt{\lambda_j} \varphi_j$ with $\lambda_j := \mathbb{E}(\xi_j^2)$. Other expansions may be considered as well, possibly more relevant and/or advantageous than KL for our numerical purposes, as recently shown in [3].

The sequence $y$ ranges over the unbounded domain

\[ U := \mathbb{R}^N, \]

sometimes referred as the parameter set. In this paper we work with the usual product measure space given by

\[ (U, \mathcal{B}(U), d\gamma) = (\mathbb{R}^N, \mathcal{B}(\mathbb{R}^N), d\gamma), \]

(1.6)

where $\mathcal{B}(U) = \mathcal{B}(\mathbb{R}^N)$ denotes the $\Sigma$-algebra generated by the Borel cylinders and $d\gamma$ the tensorized Gaussian probability measure on $U$.

For any given $y \in U$ such that $b(y) \in L^\infty$, Lax-Milgram theory allows us to define the solution $u(y)$ in the space $V := H^1_0(D)$ through the variational formulation

\[ \int_D a(y) \nabla u(y) \cdot \nabla v = \int_D f v, \quad v \in V. \]  

(1.7)

Note that for each $y$ the solution $u(y)$ is a function $x \mapsto u(x, y)$ of the spatial variable $x \in D$, and the gradient $\nabla$ and integration over $D$ in the above formulation are with respect to this variable, which we often omit to lighten the notation. The standard Lax-Milgram a-priori estimate tell us that

\[ \|u(y)\|_V \leq C \exp(\|b(y)\|_{L^\infty}), \]  

(1.8)

where $C := \|f\|_{V'} = \|f\|_{H^{-1}} \leq C_P \|f\|_{L^2}$ and $C_P$ is the Poincaré constant of $D$. The variational formulation extends to any $f \in V'$, replacing the right side integral by the duality bracket $\langle f, v \rangle$.

1.2 Approximation results

Let us recall some results from [2, 11, 18] on the analysis and approximation of the solution map

\[ y \mapsto u(y), \]

induced by the model (1.1)–(1.4). Such results involve the size properties of the functions $\psi_j$. More precisely, in [2, 11] these size properties are described in the mildest form through conditions of the type

\[ \sup_{x \in D} \sum_{j \geq 1} \rho_j |\psi_j(x)| = K < \infty, \]  

(1.9)
where $\rho = (\rho_j)_{j \geq 1}$ is a given sequence of positive number with prescribed growth. This type of condition has the merit of taking into account the support properties of the functions $\psi_j$, in contrast to conditions on the summability of the $\|\psi_j\|_{L^\infty}$ which were initially proposed in [18].

The solution map is only defined on the set

$$U_0 := \{ y \in U : b(y) \in L^\infty \}.$$ 

Note that this set is equal to $U$ in the case of finitely many variable, that is, when $\psi_j = 0$ for $j > J$. However, in both finitely or countably many variable cases, the solution map is not uniformly bounded. We thus study this map in the Bochner spaces

$$\mathcal{V}_k = L^k(U, V, d\gamma) = L^k(U, d\gamma) \otimes V,$$

of functions from $U$ to $V := H^1_0(D)$ which are strongly measurable and such that $y \mapsto \|u(y)\|_V$ belongs to $L^k(U, d\gamma)$.

One sufficient condition established in [6] for membership in $\mathcal{V}_k$ for all finite $k$ is that the covariance function $C_b$ has $C^\varepsilon$ Hölder smoothness for some $\varepsilon > 0$. The following result from [2] gives an alternative criterion in terms of a very mild growth conditions on the sequence $(\rho_j)_{j \geq 1}$ such that (1.9) holds.

**Theorem 1.1** Assume that there exists a sequence $(\rho_j)_{j \geq 1}$ of positive numbers such that (1.9) holds and $\sum_{j \geq 1} \exp(-\rho_j^2) < \infty$. Then $U_0$ has full measure and $\mathbb{E}(\exp(k\|b(y)\|_{L^\infty})) < \infty$ for all $k < \infty$. In turn the map $y \mapsto u(y)$ belongs to $\mathcal{V}_k$ for all $k < \infty$.

Under the above assumptions, the solution map is in particular in $\mathcal{V}_2$ and may therefore be expanded in Hermite series

$$u = \sum_{\nu \in \mathcal{F}} u_\nu H_\nu(y), \quad H_\nu(y) = \prod_{j \geq 1} H_{\nu_j}(y_j), \quad u_\nu := \int_U u(y) H_\nu(y) d\gamma,$$

where $\mathcal{F}$ denotes the set of finitely-supported sequences of nonnegative integers, and $(H_k)_{k \geq 0}$ is the sequence of univariate Hermite polynomials. These polynomials are defined by

$$H_k(t) := \frac{(-1)^k}{\sqrt{k!}} \frac{d^k}{dt^k} (g(t)), \quad g(t) = \frac{1}{\sqrt{2\pi}} \exp(-t^2/2),$$

and normalized according to $\int_{\mathbb{R}} |H_k(t)|^2 g(t) dt = 1$. Note that $(H_\nu)_{\nu \in \mathcal{F}}$ is an orthonormal basis of $L^2(U, d\gamma)$ and that the Hermite coefficients $u_\nu$ are elements of $V$.

Truncation of the Hermite series to a finite set $\Lambda \subset \mathcal{F}$ yield a approximation $u_\Lambda = \sum_{\nu \in \Lambda} u_\nu H_\nu$ that belongs to the $V$-valued polynomial space

$$\mathcal{V}_\Lambda := V \otimes \mathbb{P}_\Lambda,$$

where $\mathbb{P}_\Lambda := \text{span} \{ H_\nu : \nu \in \Lambda \}$. By Parseval’s equality

$$\|u - u_\Lambda\|_{\mathcal{V}_2} = \left( \sum_{\nu \notin \Lambda} \|u_\nu\|_V^2 \right)^{1/2}.$$

For any given $n$, the set $\Lambda$ of cardinality $\#(\Lambda) = n$ that minimizes the above tail bound is the set $\Lambda_n^*$ of indices that corresponds to the $n$ largest $\|u_\nu\|_V$. This set is not necessarily unique and it is not accessible in practice. It is however possible to easily access a family of suboptimal sets $(\Lambda_n)_{n \geq 1}$ for which $\|u - u_{\Lambda_n}\|_{\mathcal{V}_2}$ satifies a decay estimate of the form $n^{-s}$ under certain growth conditions on the weights $(\rho_j)_{j \geq 1}$ such that (1.9) holds.

This is based on two main results from [2]. The first result establishes a weighted $\ell^2$ estimate for the $\|u_\nu\|_V$. 
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Theorem 1.2 Let \( r \geq 1 \) be an integer. Assume that there exists a positive sequence \( \rho = (\rho_j)_{j \geq 1} \) such that \( \sum_{j \geq 1} \exp(-\rho_j^2) < \infty \) and such that
\[
\sum_{j \geq 1} \rho_j |\psi_j(x)| = K < C_r := \frac{\ln 2}{\sqrt{r}}, \quad x \in D. \tag{1.11}
\]
Then, one has
\[
\sum_{\nu \in \mathcal{F}} \xi_{\nu} \|u_{\nu}\|_V^2 < \infty, \tag{1.12}
\]
where
\[
\xi_{\nu} := \sum_{\|\tilde{\nu}\|_\infty \leq r} \left( \frac{\nu}{\tilde{\nu}} \right)^2 \rho_{\tilde{\nu}}^{2\nu} = \prod_{j \geq 1} \left( \sum_{l=0}^{r} \frac{\nu_j}{l} \rho_j^{2l} \right), \quad \rho^\nu := \prod_{j \geq 1} \rho_j^{\nu_j}, \quad \left( \frac{\nu}{\tilde{\nu}} \right) := \prod_{j \geq 1} \left( \frac{\nu_j}{\tilde{\nu}_j} \right), \tag{1.13}
\]
with the convention that \( \binom{k}{l} = 0 \) when \( l > k \). The constant bounding this sum depends on \( \|f\|_V \), \( \sum_{j \geq 1} \exp(-\rho_j^2) \) and on the difference \( C_r - K \).

The truncation strategy now consists in taking for \( \Lambda_n \) the set corresponding to the \( n \) smallest weights \( \xi_{\nu} \), so that
\[
\|u - u_{\Lambda_n}\|_{\nu_2} \leq C\xi_n^{-1/2}, \tag{1.14}
\]
where \( C \) is the value of the weighted sum in (1.12) and \( (\xi_{\nu})_{\nu \in \mathcal{F}} \) is the increasing rearrangement of the \( (\xi_{\nu}]_{\nu \in \mathcal{F}} \). In order to further bound the right-hand side in (1.14), we use a second result that relates the \( \ell^q \) summability of the \( \rho_j^{-1} \) and \( \xi_{\nu}^{-1/2} \) where the \( \xi_{\nu} \) are the weights in (1.13).

Theorem 1.3 For any \( 0 < q < \infty \) and any integer \( r \geq 1 \) such that \( q > \frac{2}{r} \), we have
\[
(\rho_j^{-1})_{j \geq 1} \in \ell^q(\mathbb{N}) \implies (\xi_{\nu}^{-1/2})_{\nu \in \mathcal{F}} \in \ell^q(\mathcal{F}).
\]

Since for any positive decreasing sequence \( \alpha = (\alpha_k)_{k \geq 1} \in \ell^q \), one has \( \alpha_k \leq Ck^{-1/q} \) with \( C = \|\alpha\|_{\ell^q}^{1/q} \), the combination of the two above results yields the following convergence bound.

Theorem 1.4 If (1.11) holds with \( (\rho_j^{-1})_{j \geq 1} \in \ell^q(\mathbb{N}) \) for some \( 0 < q < \infty \), then
\[
\|u - u_{\Lambda_n}\|_{\nu_2} \leq Cn^{-s}, \quad s := \frac{1}{q},
\]
where \( \Lambda_n \) is a set corresponding to the \( n \) largest \( \xi_{\nu}^{-1/2} \), with \( \xi_{\nu} \) given by (1.13).

Remark 1.5 Since renormalization of the sequence \( \rho \) does not affect the fact that \( (\rho_j^{-1})_{j \geq 1} \in \ell^q(\mathbb{N}) \), we may replace (1.11) by the condition (1.9) without a specific constraint on \( K \). However the construction of the set \( \Lambda_n \) requires to define the \( \xi_{\nu} \) using a normalization of \( \rho_j \) such that (1.11) holds.

Remark 1.6 One of the advantages of the above results is that condition (1.9) takes into account the spatial localization properties of the functions \( \psi_j \), in contrast to the analysis firstly proposed in \cite{18} that uses conditions on the norms \( \|\psi_j\|_{L^\infty(D)} \). This is particularly effective in the case of Gaussian fields \( b \) that can be described by multiresolution expansions of wavelet type, such as the Brownian bridge and the general class of multivariate Matérn processes as discussed in \cite{3}.  
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One elementary yet important observation, see Lemma 4 from [11], is that for any integer \( r \geq 1 \), the sequence \((\xi^{\nu})_{\nu \in \mathcal{F}}\) is monotone increasing, that is
\[
\tilde{\nu} \leq \nu \implies \xi^{\tilde{\nu}} \leq \xi^{\nu},
\]
where \( \tilde{\nu} \leq \nu \) means that \( \tilde{\nu}_j \leq \nu_j \) for all \( j \). This implies that the \( \Lambda_n \) may be chosen so to have the following property: a set \( \Lambda \) is downward closed if
\[
\nu \in \Lambda \text{ and } \tilde{\nu} \leq \nu \implies \tilde{\nu} \in \Lambda.
\]
This property plays an important role in the development of numerical methods for parametric and stochastic PDEs like (1.1), and we use it for those developed in the present paper. We say that the polynomial space \( \mathbb{P}_\Lambda := \text{span} \{ H^{\nu} : \nu \in \Lambda \} \) is downward closed whenever the set \( \Lambda \) is downward closed. Notice that, in this setting, the \( H^{\nu} \) can be replaced by the monomials \( y \mapsto y^{\nu} \) or more generally any tensorized polynomial basis \( G^{\nu} \).

1.3 Numerical methods

Once given the sets \( \Lambda_n \), the calculation of the truncated Hermite series \( u^{\Lambda_n} \) requires the coefficients \( u^{\nu} \) for all \( \nu \in \Lambda_n \). These coefficients belong to the space \( V \), and in general they cannot be computed exactly. The main purpose of the present paper is the development and analysis of numerical methods for the approximation of these coefficients. We aim at methods that provably achieve the convergence rate that can be established for the ideal approximation \( u^{\Lambda_n} \), under the same assumption (1.9) with \( (\rho_j^{-1})_{j \geq 1} \in l^q \), and at reasonable computational cost.

One prominent numerical method for parametric elliptic problem is the stochastic Galerkin method, which is based on a variational formulation in both space and parametric variable. In the present case, the most natural such formulation is obtained by integrating the spatial variational formulation (1.7) on the parametric domain \( U \) with respect to the measure \( \gamma \): find \( u \) in \( V_2 \) such that
\[
A(u, v) = L(v), \quad v \in V_2,
\]
where the bilinear and linear forms \( A \) and \( L \) are defined by
\[
A(u, v) := \int_U \left( \int_D a(y) \nabla u(y) \nabla v(y) \right) d\gamma(y) = \int_{U \times D} a(x, y) \nabla u(x, y) \cdot \nabla v(x, y) \, dx \, d\gamma(y),
\]
\[
L(v) := \int_U \left( \int_D f v(y) \right) d\gamma(y) = \int_{U \times D} f(x) v(x, y) \, dx \, d\gamma(y).
\]

The Galerkin method then amounts to restricting the above variational formulation to a subspace of \( V_2 \) such as the polynomial space \( V^{\Lambda_n} \). However this approach leads to a generally ill-posed problem, due to the degeneracy of the lognormal diffusion coefficient \( a(x, y) \) which is positive but may attain arbitrarily small or large values. As a consequence the bilinear form \( A \) is neither continuous nor coercive on \( V_2 \), thus preventing the use of Lax-Milgram theory and Cea’s lemma. More precisely, the quadratic form associated to the bilinear form \( A \) is given by
\[
A(u, u) = \int_U \| u(y) \|^2_{a(y)} d\gamma(y),
\]
where
\[
\| v \|^2_{a(y)} := \int_D a(y) |\nabla v|^2.
\]
This $y$-dependent norm and the fixed $V$-norm satisfy the equivalence
\[ \exp\left(-\|b(y)\|_{L^\infty}\right)\|v\|^2_V \leq \|v\|^2_{a(y)} \leq \exp\left(+\|b(y)\|_{L^\infty} \right)\|v\|^2_V, \quad v \in V, \tag{1.15} \]
with sharp constants that depend on $y$ and are not uniformly controlled over $U$. Therefore $A(u, u)$ is not equivalent to $\|u\|^2_{V_2}$.

Several alternatives have been developed in the literature in order to circumvent this obstacle. One approach first proposed in [14] is to modify the choice of spaces in the formulation and establish proper inf-sup conditions. Another approach introduced in [15] is based on the use of an auxiliary Gaussian measure $d\tilde{\gamma}$ and corresponding formulation
\[ \tilde{A}(u, v) = \tilde{L}(v), \]
where $\tilde{A}$ and $\tilde{L}$ are defined similarly as $A$ and $L$ with $\gamma$ replaced by $\tilde{\gamma}$. This second approach is used in [18] where approximation rates for the Galerkin method on appropriate polynomial spaces are established. This however requires conditions of the type $(j \|\psi\|_{L^\infty})_{j \geq 1} \in \ell^p$ for some $p \leq 1$.

It is not clear if the methods in [14, 15, 18] may yield the same convergence rate that can be established for the ideal approximation $u_{\Lambda_n}$, under the mild assumption $(1.9)$ with $(\rho^{-1}_j)_{j \geq 1} \in \ell^q$. In the present paper we adopt a different strategy based on weighted least squares that allows us to achieve this goal by computationally feasible methods.

### 1.4 Outline of the paper

As a first step, discussed in §2, we proceed to a discretization in the spatial variable $x$, by replacing for each $y \in U$ the solution $u(y) \in V$ defined in (1.7) by its discrete counterpart $u_h(y) \in V_h$ defined by the Galerkin method
\[ \int_D a(y) \nabla u_h(y) \nabla v_h = \int_D f v_h, \quad v_h \in V_h. \]
Here $V_h \subset V$ is a finite-dimensional approximation space, such as a finite element space. Our main result in this section gives convergence bounds as $h \to 0$ for the $V_2$ error between the solution map $y \mapsto u(y)$ and its discrete counterpart $y \mapsto u_h(y)$. These bounds are established by classical elliptic regularity estimates when the random fields $b$ and $a$ are sufficiently smooth, and extended to arbitrarily rough fields by interpolation theory arguments. We illustrate these bounds for Gaussian fields $b$ described by multiresolution expansions, already mentioned in Remark 1.6.

In §3 we discuss the computation of the polynomial approximation by the discrete weighted least-squares method: we compute particular snapshots $u(y^i)$ for $i = 1, \ldots, m$, up to space discretization in $V_h$, where $y^i \in U$ are randomly sampled according to some measure $d\mu$, and obtain the approximation by minimizing a criterion of the form
\[ \sum_{i=1}^m w(y^i)\|u(y^i) - v(y^i)\|^2_V, \]
over $v \in V_{\Lambda_n}$. Here, we exploit the results from [10], which show that a proper choice of the weight function $w$ and sampling measure $d\mu$ provides optimal error estimates in expectation, with $m$ of the same order as $n$ up to a logarithmic factor.

In §4 we discuss the convergence rates guaranteed by our error analysis, for particular Gaussian processes $b$ of practical interest: univariate Brownian processes and multivariate Matérn covariances. The chosen expansion (1.5) is of wavelet type, building up on the results in §3. With such choices, it is shown that the obtained rates for spatial and parametric approximation are the same and proportional to the smoothness parameter $\delta > 0$ appearing in the covariance function for
Matérn processes. This is in contrast with the use of standard Karhunen-Loève basis for which the provable parametric rate is lesser than the spatial rate.

Finally numerical tests are presented in §5 for the weighted least-squares method, for the Brownian processes truncated up to various parametric dimensions.

2 Space discretization

In this section, we introduce and study a semi-discretization of the solution \( u \) to the parametric elliptic problem (1.1), with respect to the spatial variable \( x \in D \). For this purpose, we denote by \((V_h)_{h>0}\) a family of closed finite-dimensional subspaces of \( V \) of dimension

\[ n_h := \dim(V_h), \quad \text{where} \quad n_h \to +\infty \quad \text{as} \quad h \to 0. \]

For any \( y \in U \) such that \( b(y) \in L^\infty(D) \), we define \( u_h(y) \in V_h \) as the Galerkin approximation to \( u(y) \):

\[
\int_D a(x,y) \nabla u_h(x,y) \nabla v_h dx = \int_D f v_h dx, \quad v_h \in V_h.
\]

(2.1)

Note that for a given \( y \), each query of the approximate solution map

\[ y \mapsto u_h(y), \]

amounts to solving an \( n_h \times n_h \) linear system. Similar to the exact solution map \( y \mapsto u(y) \), the approximate solution map satisfies the following measurability and integrability property under mild growth conditions on the sequence \((\rho_j)_{j \geq 1}\) such that (1.9) holds.

**Proposition 2.1** If the assumptions of Theorem 1.1 hold, then the map \( y \mapsto u_h(y) \) is measurable and belongs to \( \mathcal{V}_k \) for all \( k < \infty \).

By the previous proposition, the approximate solution map \( y \mapsto u_h(y) \) is in \( \mathcal{V}_2 \) so that we can expand it into multidimensional Hermite series

\[ u_h(y) = \sum_{\nu \in \mathcal{F}} u_{\nu,h} H_\nu(y), \]

where the coefficients \( u_{\nu,h} \) belong to \( V_h \). Let \( \Lambda \) be a given subset of \( \mathcal{F} \) with finite cardinality \( n \). We introduce the subspace

\[ \mathcal{V}_{\Lambda,h} := V_h \otimes \mathbb{P}_\Lambda \]

of \( \mathcal{V}_2 \), which has dimension \( n_h \times n \). In §3 we construct an approximation \( u_{\Lambda,h} \in \mathcal{V}_{\Lambda,h} \) to the solution map by the weighted least-square method, which can be viewed as a vehicle to obtain discretizations in the parametric variable. The error estimate in \( \mathcal{V}_2 \) between \( u \) and \( u_{\Lambda,h} \) may be bounded according to

\[
\|u - u_{\Lambda,h}\|_{\mathcal{V}_2} \leq \|u - u_h\|_{\mathcal{V}_2} + \|u_h - u_{\Lambda,h}\|_{\mathcal{V}_2},
\]

(2.2)

where the first and second terms on the right-hand side represents the spatial and parametric discretization errors, respectively. The estimation of the second term depends on the chosen discretization method in the parametric variable, and it is discussed in §3. Here, we concentrate on the first error term \( \|u - u_h\|_{\mathcal{V}_2} \). The rate of approximation which is achievable for this error term depends on the smoothness of the Gaussian field \( b \).
2.1 Smooth Gaussian field

Let us introduce the spatial regularity space

\[ W := \{ v \in V : \Delta v \in L^2(D) \}, \]

equipped with the norm

\[ \| v \|_W := \| \Delta v \|_{L^2}. \]

We assume that the spaces \( V_h \) possess the following approximation property with respect to the space \( W \): there exist \( C > 0 \) and \( t > 0 \) such that

\[ \min_{v_h \in V_h} \| v - v_h \|_V \leq C n^{-t} \| v \|_W, \quad v \in W, \quad h > 0. \quad (2.3) \]

It is well known that \( W \) coincides with \( V \cap H^2(D) \) with equivalent norms when the domain \( D \) is either convex or has \( C^{1,1} \) boundary. Therefore, in this case, taking for \((V_h)_{h>0}\) the \( \mathbb{P}_1 \) Lagrange finite elements associated to a regular family of quasi-uniform conforming simplicial partitions \((T_h)_{h>0}\) where \( h \) is the mesh-size of \( T_h \), we may use results from classical finite-element approximation theory [7]

\[ \min_{v_h \in V_h} \| v - v_h \|_V \leq C h \| v \|_{H^2}, \quad v \in H^2(D), \quad h > 0, \quad (2.4) \]

to conclude that (2.3) hold with rate \( t = \frac{1}{2} \). It is also well known that this rate can be maintained in the case where \( D \) is a nonconvex polygon or polyhedron provided that the spaces \( V_h \) are enriched by appropriate local refinement near the re-entrant corner or edges.

In order to study the error term \( \| u - u_h \|_{V_k} \), we need to study the integrability of \( y \mapsto u(y) \) in the sense of the Bochner space

\[ W_k = L^k(U, W, \gamma), \]

which is obviously smaller than \( V_k \). We begin by observing that for the nonparametric equation (1.1), the solution has \( W \)-regularity when in addition to being elliptic, the coefficient \( a \) belongs to \( W^{1,\infty}(D) \). Indeed, the equation then writes

\[ \Delta u = a^{-1}(\nabla a \cdot \nabla u - f), \]

and since it was assumed that \( f \in L^2(D) \), one has

\[ \| u \|_W \leq a_{\text{min}}^{-1} (\| \nabla a \|_{L^\infty} \| u \|_V + \| f \|_{L^2}) \leq a_{\text{min}}^{-1} (\| \nabla a \|_{L^\infty} a_{\text{min}}^{-1} \| f \|_{V'} + \| f \|_{L^2}), \quad (2.5) \]

where \( a_{\text{min}} = \min_{x \in D} a(x) > 0 \). If \( a = \exp(b) \) for some \( b \in L^\infty \), this gives

\[ \| u \|_W \leq \exp(\| b \|_{L^\infty}) (\| \nabla b \|_{L^\infty} \exp(2 \| b \|_{L^\infty}) \| f \|_{V'} + \| f \|_{L^2}). \quad (2.6) \]

Note that \( \| f \|_{V'} \leq C_P \| f \|_{L^2} \) where \( C_P \) is the Poincaré constant. This leads to the following result that gives a condition ensuring \( L^k \)-integrability of \( \| u(y) \|_W \) with respect to the Gaussian measure \( d\gamma \).

**Proposition 2.2** If the Gaussian field \( b \) belongs to \( W^{1,\infty}(D) \) almost surely with \( \mathbb{E}(\| \nabla b \|_{L^\infty}^k) < \infty \) for all \( k < \infty \), then \( u \in W_k \) for all \( k < \infty \).

**Proof:** Using (2.6), we may write for any \( y \) such that \( b(y) \in W^{1,\infty}(D) \),

\[
\| u(y) \|_W \leq \exp(\| b(y) \|_{L^\infty})(\| \nabla b(y) \|_{L^\infty} \exp(2 \| b(y) \|_{L^\infty}) \| f \|_{V'} + \| f \|_{L^2}).
\]
By application of Cauchy-Schwarz inequality and using Theorem 1.1, we find that \( u \in \mathcal{W}_k \) with
\[
\|u\|_{\mathcal{W}_k} \leq \mathbb{E}(\|\nabla b\|^2_{L^\infty})^{\frac{1}{2}} \mathbb{E}(\exp(6k\|b(y)\|_{L^\infty}))^{\frac{1}{2}} \|f\|_{V'} + \|f\|_{L^2} \mathbb{E}(\exp(k\|b(y)\|_{L^\infty}))^{\frac{1}{2}},
\]
where the terms on the right are controlled from the assumptions. Indeed, if the Gaussian field \( b \) belongs to \( W^{1,\infty}(D) \) almost surely, this implies that \( b \) induces a Gaussian measure on the separable Banach space \( C^0(D) \). Then, by Fernique’s Theorem (see Theorem 2.8.5 in [5]), we find that \( \mathbb{E}(\exp(k\|b\|_{L^\infty})) < \infty \) for all \( k < \infty \). Finally, by assumption, \( \mathbb{E}(\|\nabla b\|^k_{L^\infty}) < \infty \) for all \( k < \infty \).

As an immediate consequence, we obtain a convergence rate of the spatial discretization error for regular Gaussian fields.

**Theorem 2.3** If the assumptions of Proposition 2.2 hold, then there exists \( C > 0 \) such that, for any \( h > 0 \), we have
\[
\|u - u_h\|_{V^2} \leq C n_h^{-t},
\]
where \( t \) is the approximation rate for functions in \( W \), as in (2.3).

**Proof:** Using the norm equivalence (1.15) and the fact that the Galerkin approximation \( u_h(y) \) is the orthogonal projection of \( u(y) \) onto \( V_h \) in the sense of the \( a(y) \) norm, we obtain
\[
\|u(y) - u_h(y)\|^2_V \leq \exp(\|b(y)\|_{L^\infty}) \|u(y) - u_h(y)\|^2_{a(y)}
\]
\[
\leq \exp(\|b(y)\|_{L^\infty}) \min_{\nu_h \in V_h} \|u(y) - v_h\|^2_{a(y)}
\]
\[
\leq \exp(\|b(y)\|_{L^\infty}) \min_{\nu_h \in V_h} \|u(y) - v_h\|^2_V.
\]
By the approximation property (2.3), this yields
\[
\|u(y) - u_h(y)\|^2_V \leq C \exp(\|b(y)\|_{L^\infty}) n_h^{-2t} \|u(y)\|^2_W.
\]
Therefore, by Cauchy-Schwarz inequality, we find
\[
\|u - u_h\|^2_{V^2} \leq C n_h^{-2t} \mathbb{E}(\exp(4\|b(y)\|_{L^\infty})^{1/2}) \|u\|^2_{V^2},
\]
which is the claimed estimate up to a change in the constant \( C \).

We end this subsection by discussing the validity of the additional assumption in Proposition 2.2, namely that the Gaussian field \( b \) belongs to \( W^{1,\infty}(D) \) almost surely and \( \mathbb{E}(\|\nabla b\|^k_{L^\infty}) < \infty \) for all \( k < \infty \). Standard conditions for this to hold can be stated in terms of the smoothness of the covariance function \( C_b \). Roughly speaking this function should be a bit smoother than \( C^2 \) along the diagonal \( x = x' \). In the simple case of one-dimensional second order stationary stochastic processes where \( C_b(x, x') = c_b(x-x') \), such a result (see Section 9 in [12]) reads, for some \( a > 3 \) and \( \ell < +\infty \),
\[
c_b(r) = c_b(0) - \frac{\ell \ell}{2} + O\left(\frac{r^2}{|\log(|r|)|^a}\right),
\]
when \( r \) tends to 0.

Based on this type of criterion we find that \( b \) is almost surely in \( C^1(D) \) and induces a Gaussian measure on this separable Banach space. Then Fernique’s Theorem (Theorem 2.8.5 in [5]) implies that \( \|b(y)\|_{C^1} \) belongs to \( L^k(U, d\gamma) \) for all \( k < \infty \) and therefore \( \mathbb{E}(\|\nabla b\|^k_{L^\infty}) < \infty \) for all \( k < \infty \).

Many relevant random fields are however excluded from this analysis since their sample path are not regular enough. This is typically the case for Brownian processes and their multivariate extensions and for the Matérn Gaussian fields with small smoothness parameter, that are discussed in §6. In the next subsection, we refine our analysis in order to include these relevant rough Gaussian fields.
2.2 Rough Gaussian field

The previous analysis assumes the fact that the Gaussian field $b$ is smooth in the sense that $\nabla b$ exists almost surely and is in $L^\infty(D)$. However, the Gaussian field $b$ is usually not a regular field and its sample paths possess some Hölderian regularity with index strictly less than 1. Thus, we need to perform a discretization in the spatial variable taking into account the roughness of the sample paths of $b$. First of all, we introduce some notation. For $0 < \alpha < 1$, we denote by $C^\alpha(D)$ the Banach space of Hölder continuous functions whose norm is given by:

$$\|b\|_{C^\alpha} := \|b\|_{L^\infty} + \sup_{x_1, x_2 \in D, x_1 \neq x_2} \frac{|b(x_1) - b(x_2)|}{|x_1 - x_2|^\alpha}.$$ 

We denote as well by $| \cdot |_{C^\alpha}$ the Hölderian seminorm defined by:

$$|b|_{C^\alpha} := \sup_{x_1, x_2 \in D, x_1 \neq x_2} \frac{|b(x_1) - b(x_2)|}{|x_1 - x_2|^\alpha}.$$

In the following, we use the real interpolation method in order to find the suitable scale of functional spaces in which the solution to the PDE belongs, in the case of such rough fields, as well as the spatial approximation results for such spaces. We recall briefly the definition of interpolation spaces, see [4] for a general treatment. For general Banach spaces $X$ and $Y$ which are compatible, we define the $K$-functional of any elements $g$ of $X + Y$ by:

$$K(g, t, X, Y) := \inf\{\|g_X\|_X + t\|g_Y\|_Y : g_X \in X, g_Y \in Y, g = g_X + g_Y\}, \quad t \geq 0,$$

For any $0 < \theta < 1$ and for any $0 < q \leq \infty$, we define the interpolation space $[X, Y]_{\theta, q}$ as the set of functions of $X + Y$ such that the following quantity is finite

$$\|g\|_{[X, Y]_{\theta, q}} = \|g\|_{\theta, q} := \begin{cases} \left( \int_0^{+\infty} (t^{-\theta}K(g, t, X, Y))^q \frac{dt}{t} \right)^{\frac{1}{q}}, & q < \infty, \\
\sup_{t > 0} t^{-\theta}K(g, t, X, Y), & q = \infty. \end{cases}$$

In the case where $Y \subset X$ which is of interest for our present discussion, the $K$-functional also writes

$$K(g, t, X, Y) := \inf\{\|g - g_Y\|_X + t\|g_Y\|_Y : g_Y \in Y\}, \quad t \geq 0.$$

In particular, one has $K(g, t, X, Y) \leq \|g\|_X$ and the above interpolation norm may be equivalently defined by taking the integral or supremum on $t \in [0, 1]$. We shall use the particular well-known case of interpolation spaces: if $D$ is a bounded Lipschitz domain then one has

$$C^\alpha(D) = [L^\infty, W^{1, \infty}]_{\alpha, \infty},$$

with equivalent norms. As a substitute to the estimates (2.5) and (2.6) in $W$ for smooth fields, the following result gives estimates in the interpolation space

$$W^\alpha := [V, W]_{\alpha, \infty}.$$

for the solution to the elliptic problem (1.1) when the fields $a$ and $b$ are in $C^\alpha(D)$.

**Theorem 2.4** Assume that $D$ is a bounded Lipschitz domain of $\mathbb{R}^d$, that $a \in C^\alpha(D)$ with $a_{\min} := \min_{x \in D} a(x) > 0$ and that $f \in L^2(D)$. Then, the solution $u$ to the elliptic problem (1.1) belongs to $W^\alpha$ and,

$$\|u\|_{W^\alpha} \leq C\left(a_{\min}^{-1} + \|a\|_{C^\alpha} \|a_{\min}^{-\frac{1+\alpha}{\alpha}}\|f\|_{L^2}\right). \quad (2.7)$$
For a of the form $a = \exp(b)$ with $b \in C^\alpha$, one has
\[
\|u\|_{W^\alpha} \leq C \left( \exp(\|b\|_{L^\infty}) + (1 + 2\|b\|_{C^{\alpha}})^{\frac{1}{2}} \exp \left( \frac{2 + \alpha}{\alpha} \|b\|_{L^\infty} \right) \right) \|f\|_{L^2}.
\]
(2.8)

The constants $C$ in the above estimate depend on $\alpha$ and $D$ only.

**Proof:** We make use of a standard stability result for second order elliptic PDEs. If $u$ and $\tilde{u}$ are two weak solutions to (1.1) with diffusion coefficients $a$ and $\tilde{a}$, respectively, and with the same data $f$, then one has
\[
\|u - \tilde{u}\|_V \leq \|a - \tilde{a}\|_{L^\infty} (a_{\min}\tilde{a}_{\min})^{-1} \|f\|_{V'},
\]
(2.9)
where $a_{\min}$ and $\tilde{a}_{\min}$ are the minimal values of $a$ and $\tilde{a}$ on $D$. This is easily checked by equating the variational formulations for both solutions and taking $v = u - \tilde{u}$ as a test function.

Since $C^\alpha(D) = [L^\infty, W^{1,\infty}]_{\alpha,\infty}$ with equivalent norms, for any $\varepsilon > 0$ there exists $a_\varepsilon \in W^{1,\infty}(D)$ such that
\[
\|a - a_\varepsilon\|_{L^\infty} \leq C\|a\|_{C^\alpha} \varepsilon^\alpha,
\]
(2.10)
and
\[
\|a_\varepsilon\|_{W^{1,\infty}} \leq C\|a\|_{C^\alpha} \varepsilon^{\alpha-1},
\]
(2.11)
where the constant $C$ only depends on $\alpha$ and $D$. Moreover, if $\varepsilon \leq \varepsilon_0 = (a_{\min}/(2\|a\|_{C^\alpha} C))^{1/\alpha}$, we have
\[
a_\varepsilon(x) \geq \frac{a_{\min}}{2}, \quad x \in D.
\]
(2.12)
For such values of $\varepsilon$, we denote by $u_\varepsilon$ the solution to (1.1) with $a_\varepsilon$ as diffusion coefficient. We note that $u_\varepsilon$ belongs to $W$ and satisfies
\[
\|u - u_\varepsilon\|_V \leq 2a_{\min}^{-2} C\|a\|_{C^\alpha} \|f\|_{V'} \varepsilon^\alpha,
\]
by (2.11) combined with (2.9), as well as
\[
\|u_\varepsilon\|_W \leq 2a_{\min}^{-1} (C\|a\|_{C^\alpha} 2a_{\min}^{-1} \varepsilon^{\alpha-1} \|f\|_{V'} + \|f\|_{L^2}),
\]
by (2.11) combined with (2.5).

We replace $\|f\|_{V'}$ by $\|f\|_{L^2}$ up to a multiplication of $C$ by the Poincaré constant, and use $u_\varepsilon$ to estimate $K(u, t, V, W)$ for the relevant range $0 < t \leq 1$, by writing
\[
K(u, t, V, W) \leq \left( 2C\|a\|_{C^\alpha} a_{\min}^{-2} \varepsilon^\alpha + 2ta_{\min}^{-1} (C\|a\|_{C^\alpha} 2a_{\min}^{-1} \varepsilon^{\alpha-1} + 1) \right) \|f\|_{L^2}.
\]
Thus, for any $0 < \varepsilon < \varepsilon_0 \wedge \varepsilon_1$, with $\varepsilon_1 = (2C\|a\|_{C^\alpha} a_{\min}^{-1})^{1/(1-\alpha)}$
\[
K(u, t, V, W) \leq C \left( 2\|a\|_{C^\alpha} a_{\min}^{-2} \varepsilon^\alpha + 8ta_{\min}^{-2} \|a\|_{C^\alpha} \varepsilon^{\alpha-1} \right) \|f\|_{L^2}.
\]
For $t \leq 1,$ we take $\varepsilon = t(\varepsilon_0 \wedge \varepsilon_1)$ in the previous inequality to obtain,
\[
K(u, t, V, W) \leq C \left( 2\|a\|_{C^\alpha} a_{\min}^{-2} (\varepsilon_0 \wedge \varepsilon_1)\alpha + 8a_{\min}^{-2} \|a\|_{C^\alpha} (\varepsilon_0 \wedge \varepsilon_1)^{\alpha-1} \right) t^\alpha \|f\|_{L^2}.
\]
Using $\varepsilon_0 \wedge \varepsilon_1 \leq \varepsilon_0$ and $\varepsilon_0 \wedge \varepsilon_1 \geq \varepsilon_0 \varepsilon_1/(\varepsilon_0 + \varepsilon_1)$, we arrive at
\[
t^{-\alpha}K(u, t, V, W) \leq C \left( a_{\min}^{-1} + \|a\|_{C^\alpha} \frac{1}{a_{\min}} \right) \|f\|_{L^2},
\]
which gives (2.7). Finally, when $a = \exp(b)$ with $b \in C^\alpha$, we use $\|a\|_{C^\alpha} \leq \exp(\|b\|_{L^\infty})(1 + 2\|b\|_{C^\alpha})$ together with $a_{\min}^{-1} \leq \exp(\|b\|_{L^\infty})$ to obtain (2.8).
Remark 2.5 The interpolation argument used in the proof of the above result also allows us to treat the case of data \( f \) that are rougher than \( L^2 \), by using the stability estimate

\[
\|u - \tilde{u}\|_V \leq \|a - \tilde{a}\|_{L^\infty}(a_{\min}\tilde{a}_{\min})^{-1}\|f\|_{V'} + \frac{1}{a_{\min}}\|f - \tilde{f}\|_{V'}.
\]

in place of (2.9) when \( u \) and \( \tilde{u} \) are associated with different data \( f \) and \( \tilde{f} \). Using the fact that \( H^{-1+\alpha} = [H^{-1}, L^2]_{\alpha,2} \subset [H^{-1}, L^2]_{\alpha,\infty} \), the same argument shows that the solution \( u \) belongs to \( W^\alpha \) when \( a \in C^\alpha \) and \( f \in H^{-1+\alpha} \). In the case where \( W \) coincides with \( V \cap H^2(D) \) (for example, when \( D \) is either convex or has \( C^{1,1} \) boundary), we find that

\[
W^\alpha = [V, V \cap H^2(D)]_{\alpha,\infty} = V \cap [H^1(D), H^2(D)]_{\alpha,\infty} = V \cap B^{1+\alpha,2}_\infty(D),
\]

where \( B^{1+\alpha,2}_\infty \) is the usual Besov space, which contains all Sobolev spaces \( H^{1+\beta} \) for \( \beta < \alpha \). The fact that \( a \in C^\alpha \) and \( f \in H^{-1+\alpha} \) implies that \( u \in H^{1+\beta} \) for \( \beta < \alpha \) is proved in [7] by different techniques, see Theorem 9.19 therein.

In order to obtain an estimate on the quadratic error \( \|u - u_h\|_{V_2} \) similar to the one obtained in Theorem 2.3, we introduce the Bochner type space

\[
W^\alpha_k = L^k(U, W^\alpha, \gamma),
\]

for \( 0 < \alpha < 1 \) and for all \( k < \infty \). We now state a result that comes as a substitute to Proposition 2.6 in the case of rough fields.

Proposition 2.6 Assume that \( b \) is a Gaussian field which belongs to \( C^\alpha(D) \) almost surely and such that \( \mathbb{E}(\|b\|^k_{C^\alpha}) < \infty \) for all \( k < \infty \). Then, \( u \in W^\alpha_k \) for all \( k < \infty \).

Proof: Based on Theorem 2.4, for all \( y \) such that \( b(y) \in C^\alpha(D) \),

\[
\|u(y)\|_{W^\alpha} \leq C\left( \exp(\|b(y)\|_{L^\infty}) + (1 + 2\|b(y)\|_{C^\alpha})^{\frac{1}{\alpha}} \exp\left(\frac{2 + \alpha}{\alpha}\|b(y)\|_{L^\infty}\right)\right)\|f\|_{L^2}.
\]

Since the Gaussian field \( b \) induces a Gaussian measure on the separable Banach space \( C^0(D) \), Fernique’s theorem (see Theorem 2.8.5 in [5]) implies that \( \mathbb{E}(\exp(\|b(y)\|_{L^\infty})) < \infty \) for all \( k < \infty \). Moreover, by assumption \( \mathbb{E}(\|b\|^k_{C^\alpha}) < \infty \) for all \( k < \infty \). Then, Cauchy-Schwarz inequality concludes the proof of the proposition.

Now, we notice that functions in the space \( W^\alpha \) can be approximated at a certain rate. Indeed, the approximation property (2.3) for the space \( W \) and the sequence \( (V_h)_{h>0} \) induces a similar property for the space \( W^\alpha \) with the same sequence \( (V_h)_{h>0} \), namely

\[
\min_{v_h \in V_h} \|v - v_h\|_V \leq Cn^{-\alpha t}_h\|v\|_{V^\alpha}, \quad v \in W^\alpha, \quad h > 0.
\] (2.13)

This is readily checked by applying the interpolation inequality

\[
\|T\|_{\{X, Y\}_{\alpha,\infty} \rightarrow X} \leq \|T\|_{\{Y\}_{\alpha,\infty} \rightarrow X}^{\alpha} \|T\|_{\{X\}_{\alpha,\infty} \rightarrow X}^{1-\alpha},
\]

with \( X = V \) and \( Y = W \) to \( T = I - P_{V_h} \) where \( P_{V_h} \) is the \( V \)-orthogonal projection onto \( V_h \). This leads to the following approximation result.

Theorem 2.7 If the assumptions of Proposition 2.6 hold, then there exists \( C > 0 \) such that, for any \( h > 0 \), we have

\[
\|u - u_h\|_{V_2} \leq Cn^{-\alpha t}_h,
\]

where \( t \) is the approximation rate for functions in \( W \), as in (2.3).
Proof: Similar to the proof of Theorem 2.3 we write
\[ \|u(y) - u_h(y)\|_V^2 \leq \exp(2\|b(y)\|_{L^\infty}) \min_{v_h \in V_h} \|u(y) - v_h\|_V^2. \]
Using the approximation property (2.13) applied to \(u(y)\) we obtain
\[ \|u(y) - u_h(y)\|_V^2 \leq C \exp (2\|b(y)\|_{L^\infty}) n_h^{-2\alpha} \|u(y)\|_{W^\alpha}^2, \]
and by Cauchy-Schwarz inequality
\[ \|u - u_h\|_{V,2} \leq C n_h^{-2\alpha} \mathbb{E}(\exp(4\|b(y)\|_{L^\infty})) \frac{1}{2} \|u\|_{W^\alpha}^2. \tag{2.14} \]
This concludes the proof of the theorem. \hfill \blacksquare

We close this subsection by discussing conditions that ensure that the Gaussian field \(b\) belongs to the Hölder space \(C^\alpha(D)\) almost surely, with bounded moments
\[ \mathbb{E}(\|b\|_{C^\alpha}^k) < \infty, \quad k < \infty, \tag{2.15} \]
as needed in Proposition 2.6.

We first observe that the boundedness of all moments holds provided that the Gaussian field \(b\) belongs to \(C^{\alpha + \varepsilon}(D)\) almost surely for some \(\varepsilon > 0\). Indeed, this implies that \(b\) belongs to the space \(C_0^\alpha(D)\), which is defined by the condition
\[ \lim_{x_1 \to x_2} \frac{|b(x_1) - b(x_2)|}{|x_1 - x_2|^{\alpha}} = 0. \]
This space is a separable Banach space, endowed with the same norm as \(C^\alpha(D)\). Therefore Fernique’s theorem implies that the moment bound (2.15) holds.

There are several criteria which ensure that \(b\) belongs to the Hölder space \(C^\alpha(D)\). A standard probabilistic one is Kolmogorov’s continuity theorem (see e.g. Theorem 2.1 [19]), that reads on the covariance \(C_b(x, x') := \mathbb{E}(b(x)b(x'))\) of the Gaussian random field: if for some \(K > 0\) and \(\beta > \alpha\),
\[ C_b(x, x) + C_b(x', x') - 2C_b(x, x') \leq K|x - x'|^{2\beta}, \quad x, x' \in D, \tag{2.16} \]
then \(b\) admits a continuous modification which belongs to \(C^\alpha(D)\) almost surely. In particular, this also implies that \(b\) belongs to \(C^{\alpha + \varepsilon}\) for some \(\varepsilon > 0\) sufficiently small which thus implies the moment bounds (2.15). Note that (2.16) holds in particular when the covariance function \(C_b\) has Hölder smoothness \(C^{2\beta}(D \times D)\). We apply this criterion in §6 to treat the case of Brownian and Matérn processes.

3 Weighted least-squares method

For a given set \(\Lambda_n \subset \mathcal{F}\) with \(n = \#(\Lambda_n)\), the weighted least-squares methods allows us to construct an approximation of the solution map \(u\) in \(V_{\Lambda_n}\) from a finite number of evaluations of \(u\): we are given \(m\) evaluations \(u^1, \ldots, u^m\) of \(u\) at the points \(y^1, \ldots, y^m \in U\), that is,
\[ u^i = u(y^i), \quad i = 1, \ldots, m, \tag{3.1} \]
and define the weighted least-squares estimator \(u_n^W \in V_{\Lambda_n}\) of \(u\) as
\[ u_n^W := \arg\min_{v \in V_{\Lambda_n}} \sum_{i=1}^m w^i \|v(y^i) - u^i\|_V^2, \tag{3.2} \]
where \(w^i \geq 0\) are positive weights. The properties of stability and accuracy of this estimator depend on the distribution of the samples \(y^1, \ldots, y^m\), on their number \(m\) and on the choice of the weights.
3.1 Optimal weights and sampling measure

Following the analysis of weighted least squares in [10], we introduce the nonnegative weight function

\[ y \mapsto w(y) := \sum_{\nu \in \Lambda_n} |H_{\nu}(y)|^2, \quad (3.3) \]

for a given \(\Lambda_n\) associated to \(V_n\), where we recall that \(H_{\nu}\) are orthonormal in \(L^2(U,d\gamma)\). Using the function (3.3) we define the probability measure

\[ d\mu := w^{-1}d\gamma = \frac{1}{n} \sum_{\nu \in \Lambda_n} |H_{\nu}(y)|^2 d\gamma. \quad (3.4) \]

The \(y^1, \ldots, y^m\) used in (3.2) are independent samples drawn from \(d\mu\). The evaluations of the function (3.3) at the selected points \(w^i := w(y^i)\), give the weights in (3.2). By expanding the estimator \(u^W_n\) over the orthonormal basis we obtain

\[ u^W_n = \sum_{\nu \in \Lambda_n} v_{\nu} H_{\nu}, \]

where \(v := (v_{\nu})_{\nu}\) denotes the collection of the coefficients. The calculation of the estimator \(u_W\) is equivalent to solving the normal equations

\[ Gv = d, \quad (3.5) \]

where \(G\) and \(d\) are defined element-wise as

\[ G_{\nu,\tilde{\nu}} := \frac{1}{m} \sum_{i=1}^{m} w^i H_{\nu}(y^i) H_{\tilde{\nu}}(y^i), \quad d_{\nu} := \frac{1}{m} \sum_{i=1}^{m} w^i u^i H_{\nu}(y^i). \quad (3.6) \]

The solution to the weighted least-squares always exists and is unique if and only if \(G\) is non-singular. In order to avoid the situation where \(G\) is ill-conditioned, we consider the conditioned least-squares estimator \(u^C_n\) introduced in [10], that is defined as

\[ u^C_n := \begin{cases} u^W_n, & \text{if } \|G - I\|_2 \leq \frac{1}{2}, \\ 0, & \text{otherwise.} \end{cases} \]

The choice of the particular weight function (3.3) and sampling measure (3.4) is crucial, in that it yields stability and optimal accuracy of the method when the number \(m\) of sample to be evaluated is larger than \(n\) only by a logarithmic factor. This is expressed by the following result, which is an adaptation of Theorem 13 in [11] to the Hermite polynomial case.

**Theorem 3.1** For any real \(s > 0\) and any integer \(n \geq 1\), if \(m\) satisfies

\[ n \leq \kappa \frac{m}{\ln m}, \quad \text{with } \kappa = \kappa(s) := \frac{1 - \ln 2}{2 + 4s}, \quad (3.7) \]

and the samples \(y^1, \ldots, y^m\) are independent and drawn from (3.4) then the estimator \(u^C_n\) satisfies

\[ \mathbb{E}(\|u - u^C_n\|_2^2) \leq (1 + \beta(m)) \min_{v \in V_{\Lambda_n}} \|u - v\|_2^2 + 2\|u\|_2^2 m^{-2s}, \quad (3.8) \]

with \(\beta(m) := \frac{4\kappa}{\ln m} \to 0\) as \(m \to +\infty\).
This allows us to obtain convergence estimates in expectation for the solution to (1.1).

**Theorem 3.2** Let \((\rho_j)_{j \geq 1}\) be a sequence that satisfies the assumptions of Theorem 1.4, and let \(\Lambda_n\) be sets corresponding to the \(n\) largest \(\xi_{\nu}^{-1/2}\), with \(\xi_{\nu}\) given by (1.13). Then the estimator \(u_n^C\) built with \(m\) samples drawn from (3.4) under (3.7) with \(s := 1/q\) satisfies

\[
\mathbb{E}(\|u - u_n^C\|_{V_2}^2) \leq \left( C \left( 1 + \frac{4\kappa(2s)}{\ln n} \right) + 2\|u\|_{V_2}^2 \right) n^{-2s},
\]

where the constant \(C\) is the same as in Theorem 1.4.

The convergence estimate (3.9) shows that, in the ideal situation where exact evaluations of \(u\) are available, the approach based on weighted least squares achieves in expectation the optimal convergence rate \(n^{-s}\) for the approximation error in \(V_2\) of the solution to the lognormal PDE of interest.

In practice, the exact evaluation \(u^i = u(y^i)\) is not available and is replaced by its finite element approximation \(u_h^i := u_h(y^i)\). Following the approach outlined in \(\S\) 2, we thus apply the weighted least-squares approximation to the map \(y \mapsto u_h(y)\), and denote by \(u_{h,n}^C\) the resulting estimator of \(u_h^i\). By the same argument, we reach the following analog of Theorem 3.2.

**Theorem 3.3** Let \((\rho_j)_{j \geq 1}\) be a sequence that satisfies the assumptions of Theorem 1.4, and let \(\Lambda_n\) be sets corresponding to the \(n\) largest \(\xi_{\nu}^{-1/2}\), with \(\xi_{\nu}\) given by (1.13). Then the estimator \(u_{h,n}^C\) built with \(m\) samples \(u_h^i := u_h(y^i)\) drawn from (3.4) under (3.7) with \(s := 1/q\) satisfies

\[
\mathbb{E}(\|u_h - u_{h,n}^C\|_{V_2}^2) \leq \left( C \left( 1 + \frac{4\kappa(2s)}{\ln n} \right) + 2\|u_h\|_{V_2}^2 \right) n^{-2s},
\]

where the constant \(C\) is the same as in Theorem 1.4.

By Cauchy-Schwarz inequality, the estimate in the above theorem implies

\[
\mathbb{E}(\|u_h - u_{h,n}^C\|_{V_2}) \leq Cn^{-s},
\]

with \(s := 1/q\). Combining this result together with Theorem 2.3 or with Theorem 2.7, we obtain an estimate on the total error,

\[
\mathbb{E}(\|u - u_{h,n}^C\|_{V_2}) \leq C(n_h^{-\alpha t} + n^{-s})
\]

where \(C > 0\) and \(\alpha\) is equal to 1 if the Gaussian field \(b\) is smooth (Theorem 2.3) or is equal to the global Hölder regularity index of \(b\) if it is rough (Theorem 2.7).

### 3.2 Truncation to a finite number of random variables

At this point, it is worth to observe that \(u_h(y^i)\) still cannot be evaluated, due to the infinite number of coordinates of \(y^i\) that prevents the practical generation of the samples from (3.4). This difficulty can be overcome by using a proper truncation of the coordinates of \(y^i\).

For some finite \(J\) to be fixed further, we truncate \(y^i\) by setting to 0 its coordinates \(y^i_j\) for all \(j > J\). The resulting samples \(y^{1,J}, \ldots, y^{m,J}\) can be directly generated from the probability measure

\[
d\mu_J := \frac{1}{n} \left( \sum_{\nu \in \Lambda_n} \prod_{1 \leq j \leq J} |H_{\nu_j}(y_j)|^2 \right) d\gamma_J,
\]

where \(C > 0\) and \(\alpha\) is equal to 1 if the Gaussian field \(b\) is smooth (Theorem 2.3) or is equal to the global Hölder regularity index of \(b\) if it is rough (Theorem 2.7).
where $\gamma_J$ is the $J$-dimensional Gaussian measure. We thus now evaluate

$$u_{h,J}^i = u_h(y_j^i).$$

The application of the weighted-least square method to these data yields an approximation $u_{h,n,J}^C$ to the function $u_{h,J}$ defined in a similar way as $u_h$ by (2.1), however with diffusion coefficient $a$ replaced by

$$a_J(y) := \exp(b_J(y)), \quad b_J(y) := \sum_{j=1}^J y_j \psi_j(x). \tag{3.13}$$

The following result is obtained by the exact same arguments as those leading to Theorem 3.3.

**Theorem 3.4** Let $(\rho_j)_{j \geq 1}$ be a sequence that satisfies the assumptions of Theorem 1.4, and let $\Lambda_n$ be sets corresponding to the $n$ largest $\xi_\nu^{-1/2}$, with $\xi_\nu$ given by (1.13). Then the estimator $u_{h,n,J}^C$ built with $m$ samples $y_j^1, \ldots, y_j^m$ drawn from (3.12) under (3.7) and with the observation model $u_{h,J}^i = u_h(y_j^i)$ satisfies

$$\mathbb{E}(\|u_{h,J} - u_{h,n,J}^C\|_{V_2}^2) \leq C \left( 1 + \frac{4\kappa(2s)}{\ln n} + 2\|u\|_{V_2}^2 \right) n^{-2s},$$

where $s = 1/q$ and the constant $C$ is the same as in Theorem 1.4.

In order to estimate the total error $\|u - u_{h,n,J}^C\|_{V_2}$, we write

$$\|u - u_{h,n,J}^C\|_{V_2} \leq \|u - u_h\|_{V_2} + \|u_h - u_{h,J}\|_{V_2} + \|u_{h,J} - u_C\|_{V_2}.$$

The first term is estimated by Theorem 2.3 or Theorem 2.7, and the last one by Theorem 3.4. We are thus left with estimating the second term $\|u_h - u_{h,J}\|_{V_2}$ that describes the error when the variables $y_j$ are put to 0 for $j > J$. This is the object of the following result.

**Proposition 3.5** Let $(\rho_j)_{j \geq 1}$ be a sequence of positive real numbers such that (1.9) holds and that

$$\sum_{j \geq 1} \exp(-\rho_j^2) < +\infty.$$

Assume in addition that $\left( \frac{\sqrt{\log(1+j)}}{\rho_j} \right)_{j \geq 1}$ is a non-increasing sequence. Then, for any $J \geq 1$,

$$\|u_h - u_{h,J}\|_{V_2} \leq C_3 \frac{\sqrt{\log(1+J)}}{\rho_J}, \tag{3.14}$$

with $C_3 > 0$.

**Proof:** Since $u_h$ and $u_{h,J}$ are the solutions to (2.1) with diffusion coefficients $a = \exp(b)$ and $a_J = \exp(b_J)$, respectively, we derive by substraction of the two variational formulations the standard stability estimate

$$\|u_h(y) - u_{h,J}(y)\|_V \leq \exp(\|b_J(y)\|_{L^\infty}) \|a(y) - a_J(y)\|_{L^\infty} \|u_h(y)\|_V.$$

Using $|e^x - e^y| \leq |x - y| (e^x + e^y)$ for any $x, y \in \mathbb{R}$,

$$\|u_h(y) - u_{h,J}(y)\|_V \leq \exp(\|b_J(y)\|_{L^\infty}) \|b(y) - b_J(y)\|_{L^\infty} \|u_h(y)\|_V \left( \exp(\|b(y)\|_{L^\infty}) + \exp(\|b_J(y)\|_{L^\infty}) \right).$$
From (1.9), it is readily checked that \( \|b(y) - b_J(y)\|_{L^\infty} \to 0 \) when \( J \to \infty \) for any \( y \) such that \( \sup_{j \geq 1} \frac{|y_j|}{\rho_j} < \infty \). Then, for such \( y \), using the a-priori estimate for \( \|u_h(y)\|_V \), we obtain

\[
\|u_h(y) - u_{h,J}(y)\|_V \leq 2\|f\|_V \exp\left(3K \sup_{j \geq 1} \frac{|y_j|}{\rho_j}\right) \|b(y) - b_J(y)\|_{L^\infty}
\]

(3.15)

where \( K \) is as in (1.9). We bound the term \( \|b(y) - b_J(y)\|_{L^\infty} \) by writing, for all \( x \in D \),

\[
|b(x,y) - b_J(x,y)| \leq \sup_{j \geq 1} \frac{|y_j|}{\sqrt{\log(1+j)}} \left| \sum_{J+1 \leq j} \sqrt{\log(1+j)} |\psi_j(x)| \right|
\]

\[
\leq K \frac{\sqrt{\log(1+J)}}{\rho_J} \sup_{j \geq 1} \frac{|y_j|}{\sqrt{\log(1+j)}} ,
\]

(3.16)

where the second inequality uses the assumption that \( \left(\frac{\sqrt{\log(1+j)}}{\rho_j}\right)_{j \geq 1} \) is non-increasing.

In order to pursue, we prove that \( \sup_{j \geq 1} \frac{|y_j|}{\sqrt{\log(1+j)}} \) is bounded by a quantity \( C(y) \) which admits moments of any order with respect to the Gaussian measure \( d\gamma \). We follow closely the proof of Lemma 1 in [1]. With \( \epsilon_j := \sqrt{\log(1+j)} \), for all \( j \geq 1 \), let \( b > 0 \) be a deterministic constant to be chosen later. By standard estimates,

\[
\int_{|y_j| \geq b \epsilon_j} d\gamma(y) \leq \frac{C}{(j+1)^{2\gamma}} .
\]

Choosing \( b > \sqrt{2} \), Borel-Cantelli lemma ensures the existence of a subset \( \tilde{U} \subset U \) with full measure such that for all \( y \in \tilde{U} \), there exists \( j_0(y) \geq 1 \) such that

\[
|y_j| \leq b \sqrt{\log(1+j)}, \quad j \geq j_0(y) .
\]

Now, we may define the random variables

\[
\tau(y) := \min\{ j \geq 1 : |y_j| \leq b \sqrt{\log(1+j)} \},
\]

and

\[
D(y) := \sup_{1 \leq j \leq \tau(y)} |y_j| .
\]

Thus, for \( j \geq 1 \)

\[
|y_j| \leq C(y) \sqrt{\log(1+j)}, \quad y \in \tilde{U} ,
\]

(3.17)

with \( C(y) = b \log(2) \max(D(y), 1) \). Combining (3.15), (3.16) and (3.17), for \( y \in \tilde{U} \)

\[
\|u_h(y) - u_{h,J}(y)\|_V \leq 2K \|f\|_V \frac{\sqrt{\log(1+J)}}{\rho_J} C(y) \exp\left(3K \sup_{j \geq 1} \frac{|y_j|}{\rho_j}\right) .
\]

(3.18)

From the results in [2], we know that (1.9) with \( \sum_{j \geq 1} \exp(-\rho_j^2) < +\infty \) implies that

\[
\int_U \exp\left(p \sup_{j \geq 1} \frac{|y_j|}{\rho_j}\right) d\gamma(y) < \infty ,
\]
for all $p > 0$. In addition, the proof of Lemma 1 in [1], shows that for $p \geq 1$ and $b > 2\sqrt{2}$,
\[
\int_{\tilde{U}} |D(y)|^p d\gamma(y) < \infty.
\]
Therefore (3.14) follows by integration of (3.18) after squaring, and by application of Cauchy-Schwarz inequality.

Let us observe that by a proper reordering of the variables, we may always assume that
\[
\left(\frac{\sqrt{\log(1+j)}}{\rho_j}\right)_{j \geq 1}
\]
is non-increasing, so that the above proposition can be applied. In addition, if
\[(\rho_j^{-1})_{j \geq 1} \in \ell^2(\mathbb{N}),\]
we may write
\[
\left(\frac{\sqrt{\log(1+j)}}{\rho_j}\right)^q \leq J^{-1} \sum_{j=1}^J \left(\frac{\sqrt{\log(1+j)}}{\rho_j}\right)^q \leq J^{-1} (\log(1 + J))^q \|\rho_j^{-1}\|_{\ell^2}^q.
\]

Combining the previous results, we conclude this section with the following error estimate for the weighted least-squares method with space discretization and truncation of the variables.

**Theorem 3.6** Let $(\rho_j)_{j \geq 1}$ be a sequence that satisfies the assumptions of Theorem 1.4, and let $\Lambda_n$ be sets corresponding to the $n$ largest $\xi_{\nu}^{-1/2}$, with $\xi_{\nu}$ given by (1.13). Then the estimator $u_{h,n,J}^C$ built with $m$ samples $y_{1J}, \ldots, y_{mJ}$ drawn from (3.12) under (3.7) and with the observation model $u_{i,J} = u_h(y_{iJ})$ satisfies
\[
E(\|u - u_{h,n,J}^C\|_{L^q}) \leq C \left(n_{\text{dof}}^{\alpha t} + n^{-s} + (\log(1 + J))^2 J^{-s}\right),
\]
where $C > 0$, $s = 1/q$, and where $\alpha$ is equal to 1 if the Gaussian field $b$ is smooth (Theorem 2.3) or is equal to the global Hölder regularity index of $b$ if it is rough (Theorem 2.7).

From the above estimate, a reasonable strategy is to choose the truncation level $J$ of the same order as $n$, up to logarithmic factors.

### 4 Examples of random fields

The analysis in §2 and §3 shows that for both Galerkin and weighted least-squares methods, the total error of approximation is split into two terms, resulting from the spatial and parametric discretization, respectively. The spatial error term is controlled by the Hölderian regularity of the sample path of $b$, while the parametric error term is controlled by the size properties of the functions $\psi_j$ in the representation of the Gaussian random field $b$.

In the following subsections we compute more explicitly the exponents appearing in (3.11) for relevant Gaussian field: Brownian bridge on $[0,1]$ and Gaussian fields with Matérn covariances. As to the functions $(\psi_j)_{j \geq 1}$ we consider wavelet representations adapted to such fields, as studied in [3]. We show that, for these relevant examples, the spatial discretization and parametric rate exponents coincide. This leads us to error estimates in terms of the total number of degrees of freedom
\[
n_{\text{dof}} := n_h n,
\]
that describes the approximant $u_{h,n}^C$. Here, we do not discuss anymore the third error term due to variable truncation that appears in Theorem 3.6, which is specific to the weighted least-squares method, and can always be absorbed in the second term by taking $J$ slightly greater than $n$. 
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4.1 Brownian bridge

In this subsection, we consider Brownian type processes. For simplicity, we focus on Brownian bridge but a similar analysis can be performed for Brownian motion. First, recall that a Brownian bridge on \([0, 1]\) is the centered Gaussian process starting from 0 with covariance function given by

\[
C_b(x_1, x_2) := x_1 \wedge x_2 - x_1 x_2, \quad x_1, x_2 \in [0, 1].
\]

It is well known that, by application of Kolmogorov’s continuity theorem, for any \(\delta < 1/2\), there exists a continuous modification such that its sample paths have \(C^\delta\) Hölder regularity on \([0, 1]\) almost surely. In addition, one has

\[
\mathbb{E}(\|b\|_{C^\delta}^k) < \infty \quad \text{for all } k < \infty.
\]

Then, Theorem 2.7 applies with \(\alpha = 1/2 - \varepsilon\) for any \(0 < \varepsilon < 1/2\), and \(t = 1\) since we work here in spatial dimension \(d = 1\). This leads to the spatial discretization error

\[
\|u - u_h\|_{V_1^2} \leq C n^{-\varepsilon/(1/2 - \varepsilon)}, \quad h > 0.
\]

It is well known that Brownian bridge admits several series expansion. As discussed in [2], the most relevant one for the purpose of polynomial approximation is in terms of the Schauder basis

\[
b(x) := \sum_{l \geq 0} \sum_{k=0}^{2^l-1} y_{l,k} \psi_{l,k}(x), \quad (4.1)
\]

where the \(y_{l,k}\) are independent standard normal random variables. The functions \(\psi_{l,k}\) are defined by

\[
\psi_{l,k}(x) := 2^{-l/2} \psi(2^l x - k), \quad x \in [0, 1]
\]

with \(\psi(x) = \max\{1/2 - |x - 1/2|, 0\}\). This is also known as the Levy-Ciesielki representation, and can be rewritten as \(\sum_{j \geq 1} y_j \psi_j\), by enumeration of all functions from coarser to finer scales, i.e. \(j = 2^l + k\).

Concerning the parametric discretization error, as observed in [2], from the decay and localization properties of the Schauder basis functions, one has

\[
\sum_{l \geq 0} \sum_{k=0}^{2^l-1} 2^{l\beta} |\psi_{l,k}(x)| < \infty, \quad x \in [0, 1]
\]

for all \(\beta < 1/2\), or equivalently

\[
\sum_{j \geq 1} j^{\beta} |\psi_j(x)| < \infty, \quad x \in [0, 1]. \quad (4.3)
\]

This shows that the assumptions of Theorem 1.4 are satisfied for all \(q > 1/\beta > 2\), that is, \(q\) can be made arbitrarily close to 2. Thus for any \(0 < \varepsilon < 1/2\), Theorem 3.3 gives the estimate

\[
\mathbb{E}(\|u_h - u_{h,n}^c\|_{V_2}) \leq C n^{-\varepsilon/(4 - \varepsilon)}, \quad (4.4)
\]

for the weighted least-squares approximation. The rate of decay in terms of \(n_h\) and \(n\) coincide for the spatial and parametric error terms. This suggests to take \(n = n_h\), which leads, for any \(\varepsilon > 0\) to a global error estimate \(n_{dof}^{-\varepsilon/2}\) in terms of the total number of degrees of freedom.
4.2 Stationary Gaussian Matérn fields

In this subsection, we consider the centered Gaussian Matérn fields on a general domain $D \subset \mathbb{R}^d$. The covariance function for such fields is given by

$$\mathbb{E}(b(x_1)b(x_2)) = C_{\delta,\ell}(|x_1 - x_2|), \quad x_1, x_2 \in D,$$

with

$$C_{\delta,\ell}(r) = \frac{2^{1-\delta}}{\Gamma(\delta)} \left( \frac{\sqrt{2\delta r}}{\ell} \right)^{\delta} K_{\delta} \left( \frac{\sqrt{2\delta r}}{\ell} \right)$$

where $\ell, \delta > 0$, $K_{\delta}$ is the modified Bessel function of the second kind and $\Gamma$ is the gamma function. We restrict our analysis to small parameters values $\delta < 1$, that correspond to rough fields, but a similar one can be performed for $\delta \geq 1$. Based on series expansion of the modified Bessel function $K_{\delta}$ when $r \to 0^+$,

$$|1 - C_{\delta,\ell}(r)| \leq C r^{2\delta}$$

for some positive constant $C$ only depending on $\delta$ and $\ell$. Then, for all $(x_1, x_2) \in D \times D$,

$$2(1 - \mathbb{E}b(x_1)b(x_2)) \leq C |x_1 - x_2|^{2\delta}$$

for some $C > 0$ only depending on $\delta$ and $\ell$. Thus, Kolmogorov’s continuity theorem implies that the centered Matérn Gaussian random fields admit continuous modifications which belong to $C^{\delta'}(D)$ almost surely for any $\delta' < \delta$. Then, Theorem 2.7 applies with $\alpha = \delta - \varepsilon$ for any $0 < \varepsilon < \delta$.

Based on wavelet expansion obtained in [3] for the Gaussian Matérn fields, it is possible to compute explicitly a parametric discretization rate. For this purpose, let $(\psi_{\lambda})_{\lambda \in I}$ be the wavelet basis defined in Section 4 of [3] where $\lambda$ is a scale-space index with $|\lambda|$ denoting the scale parameter and where $I$ denotes the set of these indices with $\# \{ \lambda \in I : |\lambda| = l \} \sim 2^{dl}$ for $l \geq 0$. The following crucial localization property is ensured by Corollary 4.3 of [3].

$$\sup_{x \in D} \sum_{|\lambda| = l} |\psi_{\lambda}(x)| \leq C 2^{-dl}, \quad l \geq 0$$

for some constant $C > 0$ independent of $l$. Then Corollary 1.3 in [3] can be applied and parametric rates $s$ strictly less than $\delta/d$ are achievable. Setting $\rho_{\lambda} = 2^{\lambda|\varepsilon|$ with $\lambda \in I$, for any $0 < \varepsilon < \delta/d$, Theorem 3.3 gives the estimate

$$\mathbb{E}(||u_h - u_{h,n}^C||_{V^2}) \leq C n^{-\left(\frac{s}{d} - \varepsilon\right)},$$

for the weighted least-squares approximation. We note that the rate of decay in terms of $n_h$ and $n$ coincide for the spatial and parametric error terms. This suggests to take $n = n_h$, which leads for any $\varepsilon > 0$ to a global error estimate $n_{dof}^{-\left(\frac{s}{d} - \varepsilon\right)}$ in terms of the total number of degrees of freedom.

5 Numerical illustration with the Brownian bridge

In this section we numerically verify the error estimate (4.4) for the weighted least-squares method. The estimator $u_{h,n}^C$ is calculated using $m = 3n \left[ \ln n \right]$ random samples. The index set $\Lambda_n$ is chosen
by taking the $n$ smallest $\xi_\nu$ in (1.13) with $r = 1$, as an application of Theorems 1.2 1.3 1.4. The weights $\xi_\nu$ are calculated by (4.3) from the sequence $(\rho_i)_{i\geq 1}$ defined as

$$\rho_i := \tilde{\rho}_i := \frac{\ln 2}{2C \sqrt{T}}, \quad \tilde{\rho}_i := 2^{\beta \left\lfloor \log_2 i \right\rfloor}, \quad C := \sup_{x \in D} \sum_{i=1}^{2^{L+1}-1} \tilde{\rho}_i |\psi_i(x)|$$

for any $\beta \in (0, \frac{1}{2})$, that satisfies (1.11) as a finite sum up to $2^{L+1} - 1$ and with an additional factor $\frac{1}{2}$. The set $\Lambda_n$ produced with this construction therefore depends on the value of $\beta$: large values of $\beta$ promote higher degrees along the first levels of the Schauder basis, and small values of $\beta$ generate more isotropic spaces.

If the Schauder basis $\psi_i$ is rescaled as $\tau \psi_i$ then (1.11) still holds with the rescaled sequence of weights $(\tau^{-1} \rho_i)_i$. Rescaling with $\tau < 1$ reduces the variance of the random field (4.1), and also promotes higher degrees along the first levels of the Schauder basis. It is worth to notice that the convergence estimate (4.4) requires $\beta < \frac{1}{2}$, but similar polynomial spaces as those generated with any value of $\beta$ (even larger than $\frac{1}{2}$) can actually be generated taking a smaller value of $\beta$ and rescaling the Schauder basis by a constant. Therefore, in the following we only verify that the numerical convergence rates agree with (4.4), but we do not advocate a precise value of $\beta$ to use in the computations, for example the one giving the fastest convergence rate. We test $\tau = 1$ and $\beta = \frac{1}{8}, \beta = \frac{1}{4}, \beta = \frac{1}{2}$.

Figure 5.1 shows the growth of the largest (component of the) indices of the Hermite polynomials associated to the random variables $y_{0,0}$, $y_{1,0}$, $y_{2,0}$, $y_{3,0}$ that multiply the first four levels of the Schauder basis $\psi_{0,0}$, $\psi_{1,0}$, $\psi_{2,0}$, $\psi_{3,0}$ in (4.1). An example of the interactions between different levels of the Schauder basis is shown in Figure 5.2 when $\beta = \frac{1}{2}$. Notice that anisotropy is between components associated to different levels of the Schauder basis, e.g. between $\psi_{0,0}$ and $\psi_{1,0}$ as shown in Figure 5.2-top-left, but not between components associated to the same level, e.g. between $\psi_{1,0}$ and $\psi_{1,1}$ as in Figure 5.2-bottom-center, whose sections remain isotropic regardless of the value of $\beta$.

![Figure 5.1: Largest indices in $\Lambda$ associated to $\psi_{0,0}$, $\psi_{1,0}$, $\psi_{2,0}$, $\psi_{3,0}$: $\beta = \frac{1}{8}$ (left), $\beta = \frac{1}{4}$ (center), $\beta = \frac{1}{2}$ (right).](image)

For the numerical validation of the estimate (4.4) we approximate

$$\mathbb{E}(\|u_h - u_{h,n}^C\|_{V_2}) \approx \mathbb{E}(\|u_{h,ref}^C - u_{h,n}^C\|_{V_2})$$

by replacing $u_h$ with a reference solution $u_{h,ref}^C = \sum_{\nu \in \Lambda_{ref}} u_{h,ref,\nu}^C H_\nu$, which is computed as a weighted least-squares estimator of $u_h$ with $n_{ref} := \#(\Lambda_{ref}) = 5 \times 10^3$ and $m_{ref} = 20 n_{ref} \lceil \ln n_{ref} \rceil$ random samples. The expectation in the right-hand side of (5.1) is estimated as a Monte Carlo average with $\bar{m}$ runs.
Figure 5.2: Some sections of the set $\Lambda_n$ with $n = 4000$ and $\beta = \frac{1}{2}$.

Figure 5.3 shows the convergence rates of the error (5.1) estimated with Monte Carlo and $\tilde{m} = 5$. The convergence plot depends on $\beta$. Low values of $\beta$ like $\beta = \frac{1}{8}$ produce a staircase convergence plot, with a substantial reduction of the error when a relevant group of important indices is activated. With higher values of $\beta$ like $\beta = \frac{1}{4}$ or $\beta = \frac{1}{2}$ the convergence plot approaches the optimal asymptotic rate $n^{-1/2}$ predicted by (4.4).

Figure 5.3: Monte Carlo averages of $\|u_{h,\text{ref}} - u_{h,n}\|_{V^2}$ with $\tilde{m} = 5$: $\beta = \frac{1}{8}, \frac{1}{4}, \frac{1}{2}, \tau = 1$.
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