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Abstract
Deep neural networks suffer from the overconfidence issue in the open world, meaning that classifiers could yield confident, incorrect predictions for out-of-distribution (OOD) samples. It is an urgent and challenging task to detect these samples drawn far away from training distribution based on the security considerations of artificial intelligence. Many existing methods based on neural networks mainly rely on complex processing strategies, such as temperature scaling and input preprocessing, to obtain satisfactory results. In this paper, we propose an effective algorithm for detecting out-of-distribution examples utilizing PEDCC-Loss. We mathematically analyze the nature of the confidence score output by the PEDCC (Predefined Evenly-Distribution Class Centroids) classifier and then construct a more effective scoring function to distinguish in-distribution (ID) and out-of-distribution samples. In this method, there is no need to preprocess the input samples and the computational burden of the algorithm is reduced. Experiments demonstrate that our method can achieve better OOD detection performance than Softmax-based methods.
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1 Introduction
Deep neural networks (DNNs) have led to breakthroughs in many research areas, such as medical image processing, autonomous driving, and speech recognition. In classification...
tasks, state-of-the-art convolutional neural networks can achieve comparable or even higher accuracy than manual classification [7, 11]. However, it also exposed some problems [13] in the open world. As far as the classification task is concerned, there is an issue of overconfidence that the neural network may misjudge OOD as ID. This will bring catastrophic losses in some cases, especially in the field with strict AI safety [1, 4, 20] such as unmanned driving. In this case, instead of blindly classifying, we hope that the neural network can reject OOD samples and alert users. Lacking an assessment of the uncertainty of deep neural networks will make it difficult for people to trust the predictions of DNN models [6]. This issue leads to a very crucial research direction, namely out-of-distribution detection.

Classification networks are trained under the assumption that the data fed into the neural network at test time will have the same distribution as the training data. However, this assumption does not hold in reality, as the neural network is exposed to a dynamic and variable environment, and the data input to the model will have a large offset from the training data. Actually, the data fed into the classification network can be divided into two parts, in-distribution (ID) and out-of-distribution (OOD). The ID data has the same distribution as the training data of the classification network, while the distribution of OOD data is completely different from the data used to train the neural network. Because ID data and OOD data coexist in the real world, this brings uncertainty to the neural network. Since Hendrycks et al. [8] proposed the use of neural networks for OOD detection, DNN-based OOD detection has become one of the research hotspots, and many excellent algorithms have emerged. From different perspectives, OOD detection can also be called uncertainty estimation [16, 17], anomaly detection [2] or novelty detection [18].

In this paper, we propose an efficient method to detect out-of-distribution samples by using PEDCC-Loss. We explore the essence of OOD detection by decomposing the confidence score in the Euclidean space to investigate strategies for improving the effectiveness of OOD detection algorithm. Our work will not involve the input preprocessing that is widely used in many previous algorithms, and we will further discuss this theoretically in Sect. 2. Besides, our method does not need fine-tuning for each OOD dataset, which makes our method a stable algorithm. Our main contributions are as follows:

1. A unified OOD detection framework based on PEDCC-Loss is established, which can use any pre-trained PEDCC-Loss neural network classifier to detect OOD samples without other re-training.
2. Based on mathematical analysis and derivation in Euclidean space, we decompose the confidence score output by the PEDCC-Loss classifier and construct a more effective scoring function for OOD detection by using the linear weighted sum method.
3. Without complicated preprocessing methods, our proposed method has lower computational complexity. Extensive experiments illustrate our method has better OOD detection performance than Softmax-based methods.

2 Related Work

In this section, we describe some popular algorithms that use neural networks for OOD detection. We have a dataset $D_t = \{(x_i, y_i)\}_{i=1}^M$, $x_i$ is an input data and $y_i \in \{1,...,C\}$ is its label. The goal of OOD detection using DNNs is to find a suitable scoring function $S(x)$, where the higher score $s$ from $S(x)$, the higher the probability of ID. This is a binary decision, which can be easily made by applying a threshold on $s$. The criteria for threshold selection are based on the application requirement or the performance metric calculation protocol [9].
Hendrycks et al. propose a baseline OOD detection method using DNNs [8], which uses the max value of class posterior probabilities output from a Softmax-based classifier as the scoring function to classify OOD and ID. They demonstrate that the classification network will give a higher prediction probability to the ID than OOD. The scoring function is as follows:

$$S_{\text{base}}(x) = \max_i P(y \mid x)$$  \hspace{1cm} (1)$$

$P(y \mid x)$ is the output from a Softmax-based classifier. Baseline pioneered the use of DNNs to detect OOD, but its limited performance is its biggest limitation.

Later, an improved version of the baseline, ODIN [15], was published. Two new technologies, namely temperature scaling and input preprocessing, were proposed to further enlarge the gap between OOD and ID on Softmax posterior probabilities, and ODIN achieved better results than the baseline. The input preprocessing proposed by ODIN has been widely adopted by many subsequent OOD detection algorithms, proving that it can indeed significantly improve the performance of OOD algorithms. The input preprocessing is given by:

$$\hat{x} = x - \epsilon \text{sign}(-\nabla_x S(x))$$ \hspace{1cm} (2)$$

$\epsilon$ is the perturbation magnitude. The scoring function of ODIN can be described as:

$$S_{\text{ODIN}}(\hat{x}) = \max_i P(y \mid \hat{x}, T)$$  \hspace{1cm} (3)$$

Compared with Eq. (1), $T$ is the hyperparameter for temperature scaling and $\hat{x}$ is the image $x$ after input preprocessing. Despite ODIN having made some progress, ODIN needs to tune hyperparameter $\epsilon$ for each OOD dataset, which makes ODIN a data-sensitive algorithm. In the real environment, it is impossible to obtain representative OOD data, which brings great instability to the performance of ODIN.

Lee K et al. [14] use the Mahalanobis distance as the OOD decision threshold, and has also good results. The confidence score based on Mahalanobis distance:

$$S_{\text{Maha}}'(x) = \max_i -(f^l(x) - \mu^l)_T \Sigma_l^{-1} (f^l(x) - \mu^l)$$ \hspace{1cm} (4)$$

$$S_{\text{Maha}}(x) = \sum_l \alpha_l S_{\text{Maha}}'(x)$$ \hspace{1cm} (5)$$

where the $f^l(x)$ represents the latent features at the lth-layer of neural networks, $\mu^l$ is the class mean representation and $\Sigma$ is the covariance matrix. The Mahalanobis adopts the same input preprocessing as ODIN, which also needs OOD data to tune hyperparameters, just like ODIN.

By proposing to decompose confidence scoring as well as a modified input preprocessing method, Hsu et al. [9] further extend ODIN and design a method called Generalized ODIN (G-ODIN), and have achieved the best results so far. The scoring function can be described as:

$$f_i(x) = \frac{h_i(x)}{g(x)}$$ \hspace{1cm} (6)$$

$$S_{\text{G-ODIN}}(x) = \max_i h_i(x) \text{ or } g(x)$$  \hspace{1cm} (7)$$

where $f_i(x)$ is the logit for class $i$, $h_i(x)$ and $g(x)$ are the decomposed confidence scores. G-ODIN can not only obtain better results, but also no longer need to fine-tune each OOD dataset, thus guaranteeing the stability of the algorithm.
About input preprocessing: The above algorithms all require input preprocessing except for the baseline. According to Eq. (2), the input preprocessing consists of three steps, feeding the image $x$ into a classification model to obtain $S(x)$, then calculating the gradient at the input by back propagation, and finally feeding perturbed images $\hat{x}$ into the network again to get $S(\hat{x})$. It can be found that this process requires two forward propagations and one back propagation. For simple networks, it will not have much impact, but for complex deep networks, it is necessary to consider whether the detection speed meets the requirements. The method proposed in this paper requires only one forward propagation to obtain the scoring function, which is three times more efficient than the above algorithms.

3 Approach

3.1 PEDCC-Loss

PEDCC [29] is the abbreviation of Predefined Evenly-Distribution Class Centroids. PEDCC algorithm can generate $C$ center points that are evenly distributed on the $D$-dimensional hypersphere. $D$ is the feature dimension and $C$ is the number of classification categories. Figure 1 visualizes the neural network model based on PEDCC, which shows that PEDCC is a regression model. The neural network will extract the $D$-dimension feature vector $f$ of each input data, and calculate the cosine distance between $f$ and each center point of PEDCC as the confidence score of classification. PEDCC-Loss [28] is the loss function based on PEDCC. The Softmax-Loss classifier mainly relies on the neural network to minimize the intra-class distance, but does not guarantee the inter-class distance is large enough. PEDCC-Loss can ensure the inter-class distance is sufficiently large in the regression process. The expression of PEDCC-Loss is as follows:
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\[ L_{PEDCC-AM} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cdot (\cos \theta_{y_i} - m)}}{e^{s \cdot (\cos \theta_{y_i} - m)} + \sum_{j=1, j \neq y_i}^{C} e^{s \cdot \cos \theta_{y_j}}} \]  

\[ L_{PEDCC-MSE} = \frac{1}{N} \sum_{i=1}^{N} \| f_i - a_{y_i} \|^2 \] 

\[ L = L_{PEDCC-AM} + \sqrt{n} L_{PEDCC-MSE} \]  

Equation (8) is the AM-Softmax loss [21], where \( \cos \theta \) is the cosine distance between \( f \) and each center point of PEDCC, as shown in Fig. 2, and \( s \) and \( m \) are adjustable parameters. Equation (9) is the MSE loss, calculating the distance between the feature vector \( f \) and the predefined center point of \( y_i \). The addition of the two is PEDCC-Loss, where \( n (n \geq 1) \) is a constraint factor of the PEDCC-MSE.

Since PEDCC was proposed, it has been successfully applied in clustering [27], semi supervised learning [25], incremental learning [26] and so on.

### 3.2 OOD Detection Based on PEDCC

The baseline [8] observed that the Softmax-based classifier will assign higher confidence scores to in-distribution data than out-of-distribution data. We acknowledge this view and extend this principle to our PEDCC-Loss classifier, so the PEDCC-Loss classifier will also assign higher scores to in-distribution data than out-of-distribution data. In other words, the maximum value of the confidence score output by the PEDCC classifier is similar to the max value of class posterior probabilities output by the Softmax-based classifier, and both can be applied to detect OOD samples. Then, the scoring function for distinguishing OOD and ID utilizing PEDCC-Loss can be expressed as:
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**Fig. 2** Visualization of the predefined evenly-distribution class centroids. For ease of visualization, we set \( D = 3 \) and \( C = 4 \). There are 4 unit vectors \( (a_1, a_2, a_3, a_4) \) evenly distributed on the spherical surface. Then, \( y_{pred} = \arg \max_{i} \cos \theta_i \)
Three evenly distributed unit vectors \((a_1, a_2, a_3)\) generated in a 3-dimensional space, and the angles between \(f\), \(f_p\) and \(a_i\)

\[
S_{pedcc}(x) = \max_i \cos \theta_i, \ i = 1, ..., C \tag{11}
\]

But like the baseline, if Eq. (11) is used directly for OOD detection, the final effect is not satisfactory.

To address the above issue, our inspiration starts from the distinctive distribution of PEDCC in Euclidean space. The PEDCC algorithm can generate the center points evenly distributed on the hypersphere to ensure the inter-class distance is large enough. This characteristic gives PEDCC many mathematical properties [10], and these properties become our breakthrough in improving OOD detection performance when we find that the confidence score output by the PEDCC-based classifier can be decomposed.

Firstly, some properties of PEDCC discussed in our other paper [10] are as follows: For arbitrarily generated \(C\) points \(a_i, i = 1, 2, ..., C\) evenly distributed on the unit hypersphere of \(D\)-dimensional Euclidean space (i.e., PEDCC), and \(C \leq D + 1\), \(\alpha\) is the angle between the vector \(f\) and the orthogonal projection vector \(f_p\) of \(f\) on the subspace spanned by the PEDCC frame. \(\theta_i\) and \(\beta_i\) are the angles between \(f, f_p\) and the \(i\)-th unit vector \(a_i\) of the PEDCC, respectively, as shown in Fig. 3. Then:

\[
\cos \theta_i = \cos \beta_i \cdot \cos \alpha \tag{12}
\]

Equation (12) provides us with new ideas for analyzing \(S_{pedcc}\). Let \(S_{\alpha}(x) = \cos \alpha\) and \(S_{\beta}(x) = \max_i \cos \beta_i\). Then according Eq. (12), the relationship between the two and \(S_{pedcc}\) is:

\[
S_{pedcc}(x) = S_{\alpha}(x) \ast S_{\beta}(x) \tag{13}
\]

Equation (13) can be interpreted as both \(S_{\alpha}(x)\) and \(S_{\beta}(x)\) are encouraged to be larger when the data is in the high-density region of in-distribution, thus ensuring that \(S_{pedcc}(x)\) reaches a larger value. So similar to \(S_{pedcc}(x)\), \(S_{\alpha}(x)\) and \(S_{\beta}(x)\) can also be used as scoring function. This means that \(S_{pedcc}(x)\) is obtained by multiplying the other two scoring functions. However, because of the difference in the mean and variance of \(S_{\alpha}(x)\) and \(S_{\beta}(x)\), Eq. (13) may amplify the effect of one and weaken the other. So we naturally think of using the linear weighted sum method to recompose the relationship of \(S_{\alpha}(x)\) and \(S_{\beta}(x)\). Then we get a more efficient scoring function:

\[
S_{D-pedcc}(x) = \cos \alpha + w \ast \cos \beta \tag{14}
\]

\(w\) is the weight coefficient.

**Why is the linear weighted sum?** We know that, if \(X\) and \(Y\) are two random variables with variances \(Var(X)\) and \(Var(Y)\), and \(Var(X) \gg Var(Y)\), then the variance of \(Z = X + Y\) is \(Var(Z) = Var(X + Y) \approx Var(X)\) (for the convenience of discussion, we assume that \(X\) and \(Y\) are independent of each other). This means that \(Y\) can be regarded as a constant with a variance of 0 relative to \(X\), and \(Z = X + Y\) is just a translation of \(X\). Similarly, \(Z = X \ast Y\)
just expands \( X \) by a constant multiple. For Eq. (13), if \( \text{Var}(S_\beta) \gg \text{Var}(S_\alpha) \), then \( S_{\text{pedcc}} \) is equal to \( S_\beta \) multiplied by a constant, that is, the relative size of samples on \( S_{\text{pedcc}} \) and \( S_\beta \) will not change, and the OOD detection effect of \( S_{\text{pedcc}} \) is almost the same as \( S_\beta \). The linear weighted sum method can well balance the roles of \( S_\alpha \) and \( S_\beta \) in OOD detection, realizing the effect of complementary advantages. Of course, we also tested other nonlinear combination methods, but the experimental results show that the linear combination is the best.

Designing an OOD detection algorithm learning without OOD data is a challenging task. G-ODIN achieves this for the first time by modifying the input preprocessing strategy. Through experiments, we empirically found that the \( w \) tuned with one out-of-distribution dataset could be generalized to others, so after fine-tuning \( w \) with one OOD dataset, no further tuning is needed for other OOD datasets. Therefore, as with G-ODIN, we also don’t need to tune the parameters for each OOD dataset separately.

### 4 Experiments and Discussion

All our experiments use the Pytorch deep learning framework. Our code is available at: https://github.com/zhengguoh/PEDCC_OOD.

#### 4.1 Experiments Settings

**In-distribution Datasets:** In our experiment, three benchmark datasets of computer vision are used, namely SVHN[19], CIFAR10 and CIFAR100 [12].

**Out-of-Distribution Datasets:** We include OOD datasets used in G-ODIN, which are TinyImageNet (crop), TinyImageNet (resize) [3], LSUN (crop), LSUN (resize)[22], iSUN and SVHN.

**Evaluation Metrics:** Two high-performance OOD detector evaluation metrics are used in our experiments. 1) TNR at TPR 95\% can measure the true negative rate (TNR) when the true positive rate (TPR) is equal to 95\%. It can be interpreted as how many OODs can be recognized as negative samples when the network recognizes 95\% of ID data as positive samples. TNP at TPR 95\% is the most important index to evaluate the performance of OOD detection algorithm. 2) AUROC is the Area Under the Receiver Operating Characteristic curve, which is a threshold-independent metric. The AUROC can give more reasonable results under the condition of unbalanced samples. It can be interpreted as the probability that a positive example (ID) is assigned a higher confidence score than a negative example (OOD) [5].

**Training Configurations:** In all experiments, DenseNet [11] and WideResNet [23] are used as our basic classification network, and we will first use PEDCC-Loss to train a classification network. The parameters in Eqs. (8) and (10) are select according to the principle of the highest classification accuracy. In our experiments, we set \( m=5.5 \) and \( s=0.35 \) for CIFAR-10 and SVHN, and \( m=10 \) and \( s=0.25 \) for CIFAR-100. \( n \) in Eq. (10) is set to 1. As mentioned in 2.2, \( w \) tuned on one out-of-distribution dataset could generalize to others. Without loss of generality, the following experiments will all use TinyImageNet(c) to tune the parameter \( w \).
| ID (model) | OOD                  | TNR at TPR 95% | AUROC          |
|-----------|----------------------|----------------|----------------|
| CIFAR-10 (DenseNet-BC) | TinyImageNet(c) | 50.0/47.8/81.2/93.4/84.5/97.6 | 92.1/88.2/96.3/98.7/97.8/99.0 |
|           | TinyImageNet(r) | 47.4/51.9/90.9/95.8/75.8/94.1 | 91.5/90.1/98.2/99.1/96.5/97.8 |
|           | LSUN(c)            | 51.8/63.5/64.2/91.5/91.9/99.0 | 93.0/91.3/92.2/98.3/98.8/99.6 |
|           | LSUN(r)            | 56.3/59.2/91.7/97.6/82.0/97.6 | 93.9/92.9/88.2/99.4/97.5/98.9 |
|           | iSUN               | 52.3/57.2/90.6/97.5/83.5/97.6 | 93.0/92.2/98.9/99.4/97.7/99.5 |
|           | SVHN               | 40.5/48.7/90.6/94.0/81.1/93.7 | 88.1/89.6/98.8/98.8/97.2/97.6 |
| CIFAR-100(DenseNet-BC) | TinyImageNet(c) | 25.3/56.0/63.5/87.8/42.3/87.8 | 79.0/90.5/92.4/97.6/86.2/98.3 |
|           | TinyImageNet(r) | 22.3/59.4/82.0/93.3/31.1/73.8 | 76.4/91.1/96.6/98.6/82.7/91.0 |
|           | LSUN(c)            | 23.0/53.0/31.6/75.0/48.8/93.2 | 78.6/89.8/91.2/95.3/85.6/98.0 |
|           | LSUN(r)            | 23.7/64.0/82.6/93.8/28.7/74.6 | 78.2/93.0/96.6/98.7/81.4/92.4 |
|           | iSUN               | 21.5/58.4/81.2/92.5/28.2/77.4 | 76.8/91.6/96.5/98.4/81.4/93.5 |
|           | SVHN               | 18.9/35.3/43.3/77.0/31.4/82.5 | 78.1/85.6/89.9/95.5/81.5/97.0 |
| ID (model) | OOD           | TNR at TPR 95% | AUROC       |
|-----------|---------------|----------------|-------------|
|           |               | Baseline / ODIN / Mahalanobis / | G-ODIN / S pedcc / S_{D−pedcc} |
| SVHN (DenseNet-BC) | TinyImageNet(c) | 81.3/88.5/88.6/92.5/93.2 | 93.3/96.0/96.2/97.1/97.6 |
|           | TinyImageNet(r) | 79.8/84.1/93.0/96.1/96.3 | 94.8/95.1/98.1/98.2/98.3 |
|           | LSUN(c)       | 59.7/83.3/73.1/85.6/87.2 | 89.5/93.8/94.6/94.8/96.0 |
|           | LSUN(r)       | 77.1/81.1/91.2/93.5/94.0 | 94.1/94.5/93.7/97.4/97.4 |
|           | iSUN          | 73.8/93.5/92.8/95.8/96.1 | 89.2/97.3/96.6/98.1/98.2 |
| CIFAR-10 |               | 69.3/71.7/75.7/88.5/89.7 | 91.9/91.4/89.5/96.0/96.6 |
| CIFAR-10 (WRN-28-10) | TinyImageNet(c) | 61.1/76.6/86.4/74.2/91.4 | 92.9/94.2/96.0/95.4/96.6 |
|           | TinyImageNet(r) | 54.4/74.5/82.0/63.0/83.6 | 91.0/92.1/94.6/92.5/95.0 |
|           | LSUN(c)       | 65.0/78.2/78.1/86.5/95.8 | 94.5/95.9/94.3/98.1/98.5 |
|           | LSUN(r)       | 65.0/82.4/90.0/76.3/90.7 | 93.9/95.4/96.5/95.6/97.2 |
|           | iSUN          | 59.4/78.3/87.8/74.5/91.0 | 92.5/93.7/96.8/94.4/97.8 |
|           | SVHN          | 45.3/82.5/84.9/73.5/90.3 | 88.9/96.7/96.1/95.6/96.5 |

All values are percentages and the best results are indicated in bold. Symbol ↑ means that higher scores are better.
Fig. 4 Comparison of distribution curves. a and b show the distribution of ID and OOD data on $S_{pedcc}(x)$ and $S_{D-pedcc}(x)$, respectively. The ID data used in the two images is the test data of CIFAR-10. The OOD data are all TinyImageNet.

Table 2 A comparison about the variances between $S_\alpha$ and $S_\beta$

| Dataset             | $Var(S_\alpha)$ | $Var(S_\beta)$ |
|---------------------|-----------------|-----------------|
| CIFAR-10            | $3.94 \times 10^{-10}$ | $2.80 \times 10^{-3}$ |
| TinyImageNet(c)     | $1.83 \times 10^{-7}$  | $2.76 \times 10^{-2}$  |
| TinyImageNet(r)     | $9.56 \times 10^{-8}$  | $2.44 \times 10^{-2}$  |

The data in the table are the values of variances. We calculate the variances using DenseNet-BC trained on CIFAR-10.

4.2 Results and Discussion

OOD Benchmark Performance. In the first two experiments of Table 1, the performance of our method is compared in detail with Baseline, ODIN, Mahalanobis and G-ODIN, which are all trained with Softmax-Loss. One can note that our method significantly outperforms the Baseline, ODIN and Mahalanobis and can be comparable to G-ODIN. In addition, our method no longer needs to use complex input preprocessing technologies, but only needs to determine the appropriate thresholds like the Baseline. In other words, our algorithm has the same simplicity as the Baseline, and the OOD detection effect is comparable to G-ODIN which uses complex methods to obtain effective OOD detection. Besides, we added several sets of experiments to further demonstrate the effectiveness of our method, such as the last two experiments in Table 1, where other datasets and network structures are used, and we also achieved very good OOD detection results, which shows that our method is a stable and efficient algorithm. The mark “-” means that the source code and experiments are not available in the paper. We also plotted the distribution curves of OOD and ID on $S_{pedcc}(x)$ and $S_{D-pedcc}(x)$, respectively, as shown in Fig. 4 (a) and (b). One can note that the ID data on $S_{D-pedcc}(x)$ is more concentrated and the intersects area with the OOD data is less than $S_{pedcc}(x)$, which is crucial for the effectiveness of OOD detection.

Variances vs. Detection Performance. In Sect. 3.2, we give a theoretical analysis for recomposing the relationship between $S_\alpha$ and $S_\beta$ in a linearly weighted manner. A series of experimental results are also consistent with our proposed theory. For example, the variances of $S_\alpha$ and $S_\beta$ are compared in Table 2, with $Var(S_\beta) \gg Var(S_\alpha)$. In Table 3, it can
Table 3. Compare the OOD detection performance of $S_\beta$, $S_\alpha \ast S_\beta$ and $S_\alpha + S_\beta$. We measure the detection performance using DenseNet-BC trained on CIFAR-10.

| OOD             | TNR at TPR 95%   |
|-----------------|------------------|
|                | $S_\alpha$ | $S_\beta$ | $S_\alpha \ast S_\beta$ | $S_\alpha + S_\beta$ |
| TinyImageNet(c) | 96.19    | 72.99    | 73.02               | 73.02               |
| TinyImageNet(r) | 91.40    | 63.11    | 63.15               | 63.14               |

All values are percentages.

Table 4. Classification accuracy on CIFAR-10 and CIFAR-100 datasets.

| Dataset          | Classification accuracy(%) |
|------------------|----------------------------|
|                  | Softmax-Loss | PEDCC-Loss   |
| CIFAR-10         | 93.62        | 94.01        |
| CIFAR-100        | 75.46        | 75.58        |

The network structure is ResNet50, and all values are percentages.

Table 5. An ablation study with two scoring functions in our method.

| OOD             | $S_\alpha(x)$ | $S_\beta(x)$ | TNR at TPR 95%   |
|-----------------|---------------|--------------|------------------|
|                 |               |              | WideResNet | DenseNet-BC |
| TinyImageNet(c) | ✓             | –            | 88.7        | 96.2        |
|                 | –             | ✓            | 54.8        | 73.0        |
|                 | ✓             | ✓            | 91.4        | 97.6        |
| TinyImageNet(r) | ✓             | –            | 80.4        | 91.4        |
|                 | –             | ✓            | 42.9        | 63.2        |
|                 | ✓             | ✓            | 83.6        | 94.1        |
| SVHN            | ✓             | –            | 87.6        | 92.1        |
|                 | –             | ✓            | 55.6        | 71.4        |
|                 | ✓             | ✓            | 90.3        | 93.7        |

We measure the detection performance using WideResNet and DenseNet-BC trained on CIFAR-10. All values are percentages and the best results are indicated in bold.

We found the OOD detection performance of $S_\beta$, $S_\alpha \ast S_\beta$ and $S_\alpha + S_\beta$ is basically equal. This is precisely because $Var(S_\beta) \gg Var(S_\alpha)$, so that $S_\alpha$ can be regarded as a constant relative to $S_\beta$. Therefore, we choose to recompose the relationship between $S_\alpha$ and $S_\beta$ with a linear weighted sum method to balance the effects of the two.

**Classification Accuracy.** We propose a unified OOD detection method based on PEDCC-Loss, which can use any pre-trained PEDCC-Loss neural network classifier to detect OOD samples without other re-training. So our algorithm will not affect the classification accuracy of the model based on PEDCC-Loss, maintaining the advantage of PEDCC-Loss over Softmax-Loss in classification, as shown in Table 4.

**Ablation Study.** Table 5 validates the contributions of $S_\alpha(x)$ and $S_\beta(x)$. It can be found that both $S_\alpha(x)$ and $S_\beta(x)$ help to improve OOD detection performance. Equation (13) may amplify the effect of one and weaken the other, so that the OOD detection effect is ultimately determined by the party with the larger variance. We use the linear weighted sum method to recompose the relationship of $S_\alpha(x)$ and $S_\beta(x)$ in Eq. (14), which can achieve the effect of complementary advantages.
5 Conclusions

This paper concentrates on the out-of-distribution detection algorithm based on PEDCC-Loss. OOD detection is a challenging and important problem. We construct an effective scoring function for OOD detection using the linear weighted sum method through mathematical analysis and derivation in Euclidean space. Furthermore, our proposed method does not change the original structure of the classification network when detecting OOD, so it can efficiently detect OOD data while ensuring that the classification network recognizes ID data accurately. By comparing with other OOD detection algorithms, it can be proved that our proposed method has better performance in detecting OOD data, and the operation is simpler. The research work in this paper can be regarded as a new baseline using the PEDCC-Loss to detect OOD. We will study and improve the algorithm based on the current results in the future, and explore the application of our method in other fields, such as active learning, incremental learning, and Stable Learning [24].
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