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Dynamical systems involving non-local derivative operators are of great importance in Mathematical analysis and applications. This article deals with the dynamics of fractional order systems involving Caputo derivatives. We take a review of the solutions of linear dynamical systems $C^D_0\alpha \mathbf{X}(t) = A\mathbf{X}(t)$, where the coefficient matrix $A$ is in canonical form. We describe exact solutions for all the cases of canonical forms and sketch phase portraits of planar systems.

We discuss the behavior of the trajectories when the eigenvalues $\lambda$ of $A$ are at the boundary of stable region i.e. $|\arg(\lambda)| = \frac{\pi}{2}$. Further, we discuss the existence of singular points in the trajectories of such systems in a region of $C$ viz. Region II. It is conjectured that there exists singular point in the solution trajectories if and only if $\lambda \in$ Region II.

The systems involving nonlocal operators are proved useful in modeling natural phenomena. In contrast with classical operators, these are able to model memory in the system. However, the behavior of non-local models may differ from those containing integer-order derivatives with respect to some aspects. This article focuses one of these aspects which is important in chaos theory viz. self-intersecting trajectories.

I. INTRODUCTION

Nonlocal operators play a vital role in Mathematical analysis and applications. If the order of the derivative involved in the system is a non-integer then it is called as fractional derivative. In contrast with classical (integer-order) derivative, fractional derivatives are non-local. There are different approaches of defining fractional order derivatives. All these approaches have their own importance.

Basic theory and applications of fractional calculus is presented in book [32]. Special functions arising in fractional calculus and their applications can be found in book [32]. Applications of fractional calculus in linear viscoelasticity [11] and in bioengineering [13] are discussed by Mainardi and Magin respectively. Analysis of fractional differential equations is carried out by various researchers e.g. see [33].

The detailed review and history of fractional calculus is presented in the paper [12] and two nice posters [13] designed by Machado, Kiryakova and Mainardi. Stability results for fractional differential equations are initially proposed by Matignon [15,12] and later developed by Deng [22], Tavazoei and Haeri [23] and so on. Stability of nonlinear delay differential equations is discussed by Bhalekar in [24]. Chaos in fractional order nonlinear systems is discussed in [25].

In this article we take a review of stability results in linear time invariant fractional order systems involving Caputo derivatives. We discuss the behavior of the system when the eigenvalues of coefficient matrix are on the boundary of stable region. Further, we discuss the singular points such as cusp and multiple-points in the solution trajectories.

II. PRELIMINARIES

This section deals with basic definitions and results given in the literature [15,19,31]. Throughout this section, we take $n \in \mathbb{N}$.

Definition II.1. The Riemann-Liouville (RL) fractional integral is defined as,

$$I^\alpha_0 f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha - 1} f(\tau) d\tau, \quad \text{if } n - 1 < \alpha < n. \quad (1)$$

Definition II.2. The Riemann-Liouville (RL) fractional derivative is defined as,

$$D^\alpha_\alpha f(t) = \begin{cases} \frac{1}{\Gamma(n-\alpha)} \int_0^t (t - \tau)^{n-\alpha-1} f(\tau) d\tau, & \text{if } n - 1 < \alpha < n \\ \frac{d^n}{dt^n} f(t), & \text{if } \alpha = n. \end{cases} \quad (2)$$

Definition II.3. The Caputo fractional derivative is defined as,

$$D^\alpha_0 C \alpha f(t) = \begin{cases} \frac{1}{\Gamma(n-\alpha)} \int_0^t (t - \tau)^{n-\alpha-1} f^{(n)}(\tau) d\tau, & \text{if } n - 1 < \alpha < n \\ \frac{d^n}{dt^n} f(t), & \text{if } \alpha = n. \end{cases} \quad (3)$$

Note that $C^D_0 \mathbf{C} = 0$, where $c$ is constant.

Definition II.4. The one-parameter Mittag-Leffler function is defined as,

$$E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad (\alpha > 0). \quad (4)$$
The two-parameter Mittag-Leffler function is defined as,

\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad (\alpha > 0, \beta > 0). \] (5)

**Definition II.5.** A steady state solution of

\[ C_0^\alpha D_t^\alpha x = f(x) \] (6)

is called an equilibrium point. Thus \( x_* \) is an equilibrium point of (6) if \( f(x_*) = 0 \).

Note that, if the Caputo derivative in (6) is replaced by RL derivative then the only equilibrium points are \( x_* = 0 \) (if exists).

**Properties:** If \( \mathcal{L}\{f(t); s\} = F(s) \) is the Laplace transform of \( f \) then we have:

\[ \mathcal{L}\{C_0^\alpha D_t^\alpha f(t); s\} = s^\alpha F(s) - \sum_{k=0}^{n-1} s^{\alpha-k-1} f(k)(0), \] (7)

where \( n-1 \leq \alpha < n \).

\[ \mathcal{L}\{C_0^\alpha D_t^\alpha f(t); s\} = s^\alpha F(s) - \sum_{k=0}^{n-1} s^{\alpha-k-1} f(k)(0), \] (8)

where \( n-1 < \alpha \leq n \).

\[ \mathcal{L}\{t^{\alpha+k-1} E_{\alpha,\beta}^k(\pm \lambda x)\} = \frac{k\Gamma(\alpha-\beta)}{(s^\alpha - \lambda)^{k+1}}, \] (9)

where \( \alpha > 0, \beta > 0, k \in \mathbb{N} \cup \{0\} \), \( E_{\alpha,\beta}^k(y) = \frac{d^k}{dy^k} E_{\alpha,\beta}(y) \) and \( Re[s] > |\lambda|^{1/\alpha} \).

**Definition II.6.** A function \( f : (0, \infty) \rightarrow \mathbb{R} \) is called completely monotonic if it possesses derivatives \( f^{(n)}(x) \) of any order \( n = 0, 1, 2, \ldots \), and the derivatives are alternating in sign i.e.

\[ (-1)^n f^{(n)}(x) \geq 0, \quad \forall x \in (0, \infty). \]

**Theorem II.1.** Solution of homogeneous fractional order differential equation

\[ C_0^\alpha D_t^\alpha y(x) + \lambda y(x) = 0, \quad 0 < \alpha < 1 \] (10)

is given by,

\[ y(x) = y(0) E_\alpha(\lambda x^\alpha). \] (11)

**Theorem II.2.** Solution of non-homogeneous fractional order differential equation

\[ C_0^\alpha D_t^\alpha y(x) + \lambda y(x) = g(x), \quad 0 < \alpha < 1 \] (12)

is given by,

\[ y(x) = \int_0^x t^{\alpha-1} E_{\alpha,\alpha}(-\lambda t^\alpha) g(x-t) dt + y(0) E_\alpha(-\lambda x^\alpha). \] (13)

**Theorem II.3.** If \( 0 < \alpha < 2, \beta \) is an arbitrary complex number and \( \mu \) is an arbitrary real number such that \( \frac{\alpha^2}{2} < \mu < min\{\pi, \pi \alpha\} \), then for an arbitrary integer \( p \geq 1 \) the following expansion holds:

\[ E_{\alpha,\beta}(re^{i\theta} t^\alpha) = \frac{1}{\alpha} \left( re^{i\theta} t^\alpha \right)^{1-\beta} \exp((-re^{i\theta} t^\alpha)^{1/\alpha}) \]

\[ - \sum_{k=1}^{p} \frac{(re^{i\theta} t^\alpha)^k}{\Gamma(\beta - \alpha k)} + O(|re^{i\theta} t^\alpha|^{-1-p}), \] (14)

\[ |e^{i\theta} t^\alpha| \rightarrow \infty, \quad |arg(e^{i\theta} t^\alpha)| = |\theta| \leq \mu. \]

**III. DYNAMICS OF FRACTIONAL ORDER SYSTEMS**

**III.A. Linear systems involving Caputo fractional derivatives**

Consider the system,

\[ C_0^\alpha D_t^\alpha X(t) = AX(t), \quad X(0) = X_0, \quad 0 < \alpha < 1 \] (15)

where \( X \) is column vector in \( \mathbb{R}^n \), \( A \) is \( n \times n \) matrix and constant vector \( X_0 = [C_1, C_2, \ldots, C_n]^T \). We analyze this system by using the same approach as in [2]. Another approach can be found in [3]. Without loss of generality, we can assume \( A \) is in canonical form and we discuss solution of the system (15) in the following cases:

**Case I ::** Suppose that

\[ A = \begin{bmatrix} \lambda_1 & 0 & \cdots & 0 \\ 0 & \lambda_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_n \end{bmatrix} \]

where \( \lambda_1, \lambda_2, \ldots, \lambda_n \) are real and distinct. Then the solution of the system (15) can be given by using (11) as,

\[ X(t) = \begin{bmatrix} E_\alpha(\lambda_1 t^\alpha) & 0 & \cdots & 0 \\ 0 & E_\alpha(\lambda_2 t^\alpha) & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & E_\alpha(\lambda_n t^\alpha) \end{bmatrix} \begin{bmatrix} C_1 \\ C_2 \\ \vdots \\ C_n \end{bmatrix}. \]

**Case II ::** Suppose that the eigenvalues of \( A \) are real and repeated. If \( \lambda \) is repeated eigenvalue of \( A \) and the geometric multiplicity of \( \lambda \) is same as its algebraic multiplicity, then the solution is obtained in a same way as in Case I.

The cases of geometric multiplicity < algebraic multiplicity with \( n = 3 \) are illustrated below:

(i) Suppose that, \( A = \begin{bmatrix} \Lambda & 1 & 0 \\ 0 & \Lambda & 0 \\ 0 & 0 & \Lambda \end{bmatrix} \).

The second and third equations in (15) are decoupled in this case.

Therefore, \( x_2(t) = E_\alpha(\lambda_1 t^\alpha) C_2 \) and \( x_3(t) = E_\alpha(\lambda_2 t^\alpha) C_3 \).

Now, the first equation in (15) becomes,

\[ C_0^\alpha D_t^\alpha x_1(t) = \lambda x_1 + x_2. \]
\[ x_1(t) = E_\alpha(\lambda t^\alpha)C_1 + t^\alpha E_\alpha^{(1)}(\lambda t^\alpha)C_2. \]

\[ \therefore X(t) = \begin{bmatrix} E_\alpha(\lambda t^\alpha) & t^\alpha E_\alpha^{(1)}(\lambda t^\alpha) & 0 \\ 0 & E_\alpha(\lambda t^\alpha) & 0 \\ 0 & 0 & E_\alpha(\lambda t^\alpha) \end{bmatrix} \begin{bmatrix} C_1 \\ C_2 \\ C_3 \end{bmatrix}. \]

(i) Suppose \( A = \begin{bmatrix} \lambda & 1 & 0 \\ 0 & \lambda & 1 \\ 0 & 0 & \lambda \end{bmatrix} \).

Using similar arguments,

\[ X(t) = \begin{bmatrix} E_\alpha(\lambda t^\alpha) & t^\alpha E_\alpha^{(1)}(\lambda t^\alpha) & t^{2\alpha} E_\alpha^{(2)}(\lambda t^\alpha) \\ 0 & E_\alpha(\lambda t^\alpha) & t^\alpha E_\alpha^{(1)}(\lambda t^\alpha) \\ 0 & 0 & E_\alpha(\lambda t^\alpha) \end{bmatrix} \begin{bmatrix} C_1 \\ C_2 \\ C_3 \end{bmatrix}. \]

The higher order systems can be solved in a similar way.

Case III :- If \( A = \begin{bmatrix} a & b \\ -b & a \end{bmatrix} \), where \( b \neq 0 \) then \( \lambda = a \pm ib = re^{i\theta} \) are complex conjugate eigenvalues of \( A \). In this case the system (15) is equivalent to,

\[ \begin{align*}
0 & \begin{bmatrix} C_1 \\ C_2 \\ C_3 \end{bmatrix}, \\
0 & \begin{bmatrix} C_1 \\ C_2 \\ C_3 \end{bmatrix}.
\end{align*} \]

Finally \( X(t) = CY(t) \) gives solution of the given system (15).

III.B. Stability analysis of the systems of linear fractional differential equations

Theorem III.1. \(^{[15]}\) Consider

\[ \begin{align*}
0 & \begin{bmatrix} C_1 \\ C_2 \\ C_3 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \\
0 & \begin{bmatrix} C_1 \\ C_2 \\ C_3 \end{bmatrix}.
\end{align*} \]

The autonomous system (18) is:

(a) Asymptotically stable if and only if \( |\arg(\text{spec}A)| > \frac{\alpha \pi}{2} \).

In this case, the components of the state decay towards 0 like \( t^{\alpha} \).

(b) Stable if and only if either it is asymptotically stable, or those critical eigenvalues which satisfy \( |\arg(\text{spec}A)| = \frac{\alpha \pi}{2} \) have geometric multiplicity one.

Theorem III.2. \(^{[33]}\) Consider

\[ \begin{align*}
0 & \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \\
0 & \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.
\end{align*} \]

The autonomous system (19) is:

(a) Asymptotically stable if all the eigenvalues of \( A \) satisfy \( |\arg(\lambda(A))| > \frac{\alpha \pi}{2} \).

In this case, the components of the state decay towards 0 like \( t^{\alpha} \).

(b) Stable if and only if either it is asymptotically stable, or those critical eigenvalues which satisfy \( |\arg(\text{spec}A)| = \frac{\alpha \pi}{2} \) have the same algebraic and geometric multiplicity.

III.C. Phase portraits

Consider the autonomous system (15), with \( n=2 \). Clearly equilibrium point of the system (15) is origin.

III.C.1. Eigenvalues of \( A \) are in the unstable region:-

If \( |\arg(\lambda)| < \frac{\alpha \pi}{2} \) then the eigenvalue \( \lambda \) of \( A \) is unstable in the view of Theorem III.1. We consider following three cases of unstable eigenvalues.

- Case(i): Suppose \( \lambda_1 \) and \( \lambda_2 \) are positive, real eigenvalues of \( A \).

In this case the solutions of the system (15) tend away from the origin as shown in the Figure (1). Equilibrium point in this case is called as a source.\(^{[33]}\)

- Case(ii): If \( A = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} \) where \( \lambda_2 < 0 < \lambda_1 \), then solutions along the \( X \)-axis moves away from origin and the solutions along the \( Y \)-axis tends toward origin as \( t \to \infty \). All other solutions tend away from origin in the direction parallel to the \( X \)-axis as \( t \to \infty \). In backward time, these solutions tend away from origin in the direction parallel to the \( Y \)-axis as shown in the Figure (2). Equilibrium point in this case is called a saddle.\(^{[33]}\)

- Case(iii): If eigenvalues of \( A \) are complex numbers and they satisfy \( |\arg(\lambda)| < \frac{\alpha \pi}{2} \), then the solutions of system (15) starting in the neighborhood of origin spiral out from origin as shown in Figure (3). The equilibrium in this case is termed as a spiral.\(^{[33]}\)
III.C.2. Eigenvalues of $\lambda$ are in the stable region:-

If $|\arg(\lambda)| > \frac{\alpha \pi}{2}$, then the eigenvalue $\lambda$ is called asymptotically stable. We consider the following two cases:

Case(i): If $A = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}$ where $\lambda_1, \lambda_2$ are in $\mathbb{R}$ with $\lambda_1 < \lambda_2 < 0$, then according to Theorem III.1 all the solutions tend to origin as $t \to \infty$.

The eigenvalues $\lambda_1$ and $\lambda_2$ are termed as stronger and weaker eigenvalues respectively.

All the solutions tend to origin, tangentially to the straight-line solution corresponding to the weaker eigenvalue (except those on the straight-line corresponding to the stronger eigenvalue) as shown in the Figure (4).

Case(ii): One may obtain a spiral sink as shown in the Figure (5) if $|\arg(\lambda)|$ is sufficiently close to $\pi$.

Further, if the eigenvalue is very close to boundary of stable region then it may generate a self intersecting trajectory. We discuss this phenomenon in Section V in details.

\begin{figure}[h]
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\includegraphics[width=0.6\textwidth]{figure1.png}
\caption{Source $\lambda_1 = 1$ and $\lambda_2 = 1.1$}
\end{figure}
FIG. 2: Saddle
$\lambda_1 = 1$ and $\lambda_2 = -2$

FIG. 3: Spiral source
$\alpha = 0.3$, $\lambda_{1,2} = e^{\pm i \phi}$

FIG. 4: $\lambda_1 = -2$ and $\lambda_2 = -1$.

FIG. 5: Spiral sink
$\alpha = 0.9$, $|\arg(\lambda)| = 1.6 > \frac{0.9\pi}{2}$
IV. EIGENVALUES AT THE BOUNDARY OF STABLE REGION

If the eigenvalue $\lambda$ of a linear system of ordinary differential equation

$$\dot{X} = AX$$

is at the boundary of the stable region, i.e. if $|\text{arg}(\lambda)| = \frac{\pi}{2}$, then it will generate a periodic solution. In phase plane, the solution trajectory is a closed orbit.

However, as discussed in [4], fractional order system cannot have a periodic solution. In the following Theorem IV.1, we show that the solutions of such system converge asymptotically to a closed orbit.

**Theorem IV.1.** The solution trajectory of the system

$$\begin{align*}
\mathcal{D}^\alpha_t X(t) &= AX(t), \quad X(0) = [C_1, C_2]^T, \quad 0 < \alpha < 1, \\
\end{align*}
$$

where $A$ is $2 \times 2$ matrix with eigenvalues $\lambda_{\pm} = e^{\pm\alpha \pi}$ and $C_1, C_2 \in \mathbb{R}$, converges to a closed orbit, $x(t)^2 + y(t)^2 = \frac{C_1^2 + C_2^2}{\alpha^2}$ in a phase plane.

**Proof.** The solution of the system (20) is,

$$X(t) = \begin{bmatrix} x(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} Re[E_\alpha(e^{i\alpha \pi} t^\alpha)] & Im[E_\alpha(e^{i\alpha \pi} t^\alpha)] \\ -Im[E_\alpha(e^{i\alpha \pi} t^\alpha)] & Re[E_\alpha(e^{i\alpha \pi} t^\alpha)] \end{bmatrix} \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}.$$  

(21)

Thus,

$$\begin{align*}
x(t) &= C_1 Re[E_\alpha(e^{i\alpha \pi} t^\alpha)] + C_2 Im[E_\alpha(e^{i\alpha \pi} t^\alpha)], \\
y(t) &= -C_1 Im[E_\alpha(e^{i\alpha \pi} t^\alpha)] + C_2 Re[E_\alpha(e^{i\alpha \pi} t^\alpha)].
\end{align*}$$

Now,

$$\begin{align*}
[x(t)]^2 + [y(t)]^2 &= (C_1^2 + C_2^2) |E_\alpha(e^{i\alpha \pi} t^\alpha)|^2, \\
\Rightarrow \lim_{t \to \infty} [[x(t)]^2 + [y(t)]^2] &= (C_1^2 + C_2^2) \lim_{t \to \infty} E_\alpha(e^{i\alpha \pi} t^\alpha)^2.
\end{align*}$$

(22)

As $0 < \alpha < 1$, $|\text{arg}(e^{i\alpha \pi} t^\alpha)| = \frac{\alpha \pi}{2}$ and for $p = 1$ and $\beta = 1$ in (14), we have the following asymptotic expansion for Mittag-Leffler function:

$$E_\alpha(e^{i\alpha \pi} t^\alpha) = \frac{1}{\alpha} \exp[i \frac{\pi}{2} t] - \frac{1}{\Gamma(1 - \alpha)} e^{i\alpha \pi} t^\alpha + O\left(\frac{1}{t^{2\alpha - 2}}\right).$$

Since $e^{i(\pi/2)t}$ is bounded and the terms $\frac{1}{t^\alpha}, \frac{1}{t^{2\alpha}}, \frac{1}{t^{3\alpha}}, \ldots$ tend to zero as $t \to \infty$.

We have,

$$\lim_{t \to \infty} E_\alpha(e^{i\alpha \pi} t^\alpha)^2 = \frac{1}{\alpha^2}.$$ 

Therefore,

$$\lim_{t \to \infty} [[x(t)]^2 + [y(t)]^2] = \frac{C_1^2 + C_2^2}{\alpha^2}. \quad (23)$$

Hence, the solution trajectory tend to a circle centered at origin and of radius $\frac{\sqrt{C_1^2 + C_2^2}}{\alpha}$.

\[\square\]

In Figure (6), we sketch the trajectories of the case $|\text{arg}(\lambda)| = \frac{\alpha \pi}{2}$ for $\alpha = 0.01$ and $\alpha = 0.7$ respectively. The trajectories are converging to the circles.

![Fig. 6: $\lambda = e^{i\theta}$ where $\theta = \text{arg}(\lambda) = \frac{\alpha \pi}{2}$](image)

V. SINGULAR POINTS IN SOLUTION TRAJECTORIES

If the trajectory $X(t)$ is not smooth in the neighborhood of point $X(t_0)$ then it is called a singular point.

Examples of singular points are cusps and multiple points (e.g. Self intersections).
"A smooth curve has a unique tangent at each point\(^{15}\), and hence does not contain any singular point.

If the system of ordinary (integer order) differential equations is non-autonomous, then the solution trajectories may intersect.

E.g. In periodically forced pendulum
\[ \ddot{x} + 0.6 \sin x = 0.3 \cos(2\pi t) \] the self intersecting trajectory is given in the Figure (7).

---

**Fig. 7:** Self-intersecting trajectory of periodically forced pendulum

Further, it is proved in the literature\(^{15}\) that the system of autonomous (integer order) differential equations cannot have a self-intersecting trajectory.

On the other hand, if we consider planar fractional order system then there may exist singular points in the trajectories even though the system is autonomous.

We observed self-intersections and cusps in the solution trajectories of some planar fractional order systems,
\[ \mathcal{C} \partial_{t}^{\alpha} X(t) = AX(t) \]

Based on our observations and the results discussed in Section \(\text{III}\) we propose the following conjecture:

**Conjecture 1.** There exist singular points in the trajectory of planar system \( \mathcal{C} \partial_{t}^{\alpha} X(t) = AX(t) \) if and only if the eigenvalues \( \lambda = re^{\pm i\theta} \) of \( A \) satisfy
\[ \frac{\alpha \pi}{2} - \delta_1 < |\text{arg}(\lambda)| < \frac{\alpha \pi}{2} + \delta_2, \]
where \( \delta_1 > 0 \) and \( \delta_2 > 0 \) are sufficiently small positive real numbers.

We have stability diagram (cf. Figure (8)) containing three regions viz.:

- **Region I** = \( \{ \lambda \in \mathbb{C} | 0 \leq |\text{arg}(\lambda)| < \frac{\alpha \pi}{2}, \} \)
- **Region II** = \( \{ \lambda \in \mathbb{C} | \frac{\alpha \pi}{2} - \delta_1 < |\text{arg}(\lambda)| < \frac{\alpha \pi}{2} + \delta_2, \} \)
- **Region III** = \( \{ \lambda \in \mathbb{C} | \frac{\alpha \pi}{2} < |\text{arg}(\lambda)| < \pi, \} \)

**Note:**

1. If \( \lambda < 0 \) then the function \( E_\alpha(\lambda t^\alpha) \), \( 0 < \alpha < 1 \) is monotonic\(^{15}\). If \( \lambda > 0 \) then it can be checked that \( E_\alpha(\lambda t^\alpha) \), \( 0 < \alpha < 1 \) is increasing. Therefore, if eigenvalues of \( A \) are real then there does not exists a self-intersecting trajectory of the system \( \mathcal{C} \partial_{t}^{\alpha} X(t) = AX(t) \).
2. Self-intersecting trajectories can also be observed in nonlinear systems \( \mathcal{C} \partial_{t}^{\alpha} X = f(X) \). According to Hartmann-Grobmann theorem\(^{15}\) the local behavior of such system will be the same as its linearization \( \mathcal{C} \partial_{t}^{\alpha} X = J_{|X_0} X \), where \( J_{|X_0} \) is the Jacobian of \( f \) evaluated at equilibrium \( X_0 \) of nonlinear system.

**Example V.1.** Consider the system
\[ \mathcal{C} \partial_{t}^{\alpha} x(t) = x^2 - y, \]
\[ \mathcal{C} \partial_{t}^{\alpha} y(t) = x. \] (24)

Here the system has origin as the only equilibrium point.

**Therefore**, we have \( J_{|(0,0)} = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \) and \( \lambda_\pm = \pm i \). We can see that \( |\text{arg}(i)| = \frac{\pi}{2} > \frac{0.9 \pi}{2} \).

---

**Table I:** Values of \( \delta_1 \) and \( \delta_2 \) for various \( \alpha \)

| \( \alpha \) | \( \delta_1 \) | \( \delta_2 \) | Region II |
|---|---|---|---|
| 0.1 | 0.15708 | 0.0014 | 0.0639204 | [0.15568, 0.22] |
| 0.2 | 0.314159 | 0.0027 | 0.127841 | [0.311459, 0.441] |
| 0.3 | 0.471239 | 0.0039 | 0.195761 | [0.467339, 0.665] |
| 0.4 | 0.628319 | 0.0050 | 0.264681 | [0.623319, 0.891] |
| 0.5 | 0.785398 | 0.0057 | 0.333602 | [0.779698, 1.123] |
| 0.6 | 0.942478 | 0.0059 | 0.402522 | [0.936578, 1.362] |
| 0.7 | 1.09956 | 0.0058 | 0.471239 | [1.093576, 1.613] |
| 0.8 | 1.25664 | 0.0049 | 0.533636 | [1.25174, 1.89] |
| 0.9 | 1.41372 | 0.0031 | 0.596283 | [1.40862, 2.21] |

---

We have provided Mathematica code in Appendix 1 so that one can put any value of \( \alpha \in (0, 1) \) and verify the existence of singular points.
FIG. 9: Singular points in the trajectories of fractional order planar linear systems
The trajectory of the system (24) intersects itself, as shown in the Figure (10).

VI. COMMENTS ON THE POSSIBLE PROOF OF CONJECTURE [1]

In this section, we discuss a way to prove the Conjecture 1.

Definition VI.1. Consider a parametrized curve \( C : I \to \mathbb{R}^2 \), where \( I \subseteq \mathbb{R} \) is an open interval and \( X(t) = (x(t), y(t)) \). For \( t_0 \in I \), a point \( X(t_0) \) is said to be a critical point of curve \( X \) if

\[
\dot{x}(t_0) = \dot{y}(t_0) = 0. \tag{25}
\]

In most of the examples, the critical points are singular points of the curve. However, the condition (25) is neither necessary nor sufficient for the curve having singular point. (More details are given in Appendix 2). Consider the linear system \( \frac{d}{dt}X(t) = AX(t) \). In this case, the solution trajectory is described by equation (17). Without loss of generality, we can set \( C_1 = 1 \) and \( C_2 = 0 \). Further, assume that the eigenvalues of \( A \) are \( re^{\pm i\theta} \).

The condition (25) can be written as

\[
\begin{bmatrix}
Re[E_{\alpha}(re^{i\theta t_0})] \\
-Im[E_{\alpha}(re^{i\theta t_0})]
\end{bmatrix}
\bigg|_{t=t_0} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\]

Equivalently

\[
\frac{d}{dt}E_{\alpha}(re^{i\theta t_0})|_{t=t_0} = 0. \tag{26}
\]

Now,

\[
\frac{d}{dt}E_{\alpha}(re^{i\theta t_0})|_{t=t_0} = \sum_{k=1}^{\infty} \frac{\alpha k (re^{i\theta})^kt_0^{\alpha k-1}}{\Gamma(\alpha k + 1)}
\]

\[
= \frac{re^{i\theta}}{t_0\alpha} \sum_{k=0}^{\infty} \frac{(re^{i\theta})^kt_0^k}{\Gamma(\alpha + k)}
\]

\[
= \frac{re^{i\theta}}{t_0\alpha} E_{\alpha,\alpha}(re^{i\theta t_0}), \quad t_0 > 0.
\]

Thus, finding \( t_0 > 0 \) satisfying (26) is equivalent to finding zeros of Mittag-Leffler function \( E_{\alpha,\alpha}(z) \).

Literature review [14][15] shows that the approximate expressions for “asymptotic” zeros of Mittag-Leffler function \( E_{\alpha,\alpha}(z) \) are known. However, no details are available for the zeros with small absolute values.

In our case, such \( t_0 \) is usually small.

e.g. If \( \alpha = 0.2, r = 1 \) then \( t_0 = 18.505 \);

\( \alpha = 0.8, r = 1 \) then \( t_0 = 24.4 \) etc.

Thus, to prove the Conjecture 1, one has to prove:

(a) \( E_{\alpha,\alpha}(re^{i\theta t_0}) \) has a zero with sufficiently small absolute value and the unit tangent vector is discontinuous if \( \theta \in \text{Region II} \) and \( 0 < \alpha < 1 \)

(b) If \( \theta \notin \text{Region II} \) then (as discussed in Appendix 2, the converse of condition (25) is not useful), the map \( X \) is injective, proper and regular.

VII. DISCUSSION:

The forced damped double-well Duffing equation [17][18]

\[
\ddot{x} + cx - x + x^3 = \rho \sin t
\]

is an example of nonautonomous planar system exhibiting chaos. There are self-intersecting trajectories of this system in \( xx \)-plane.

We also observed self-intersecting trajectories in (autonomous) planar system of fractional order. The natural question is : “Can a fractional order autonomous planar system exhibit Chaos?”

As we observed, most of the part of the region II- where the trajectories intersect- lies in the stable region. Since the “instability of eigenvalues” is a necessary condition for chaos, such stable eigenvalue cannot generate chaotic solutions (See Ex. VII.1).

Further some part of the Region II is in unstable region i.e. there are some unstable eigenvalues leading to self-intersecting trajectories. However, this part of Region II is very small.

It is observed in the literature [24][25][50][52] that the chaos in integer order system gets disappeared in their fractional order counterparts with sufficiently small values of fractional order \( \alpha \).

There is no any reported chaotic fractional order system with system order < 2.

Example VII.1. The equation

\[
\frac{d}{dt}x(t) = x(1 - x^2)
\]

is discussed in [31] produce only stable eigenvalues as shown below:

The system (27) is equivalent to:

\[
\begin{align*}
\frac{d}{dt}x(t) &= y, \\
\frac{d}{dt}y(t) &= x - x^3.
\end{align*}
\]

The equilibrium points of the system (28) are \( E_1 = (0, 0) \), \( E_2 = (1, 0) \) and \( E_3 = (-1, 0) \).

We discuss the stability of these equilibrium points by using [23]
In this case, \( M = \text{LCM}(1, 2) = 2 \).

Therefore, \( \Delta(\lambda) = \text{diag}(\lambda^2, \lambda) - J_E \), where \( J \) is the Jacobian of (28) evaluated at corresponding equilibrium point \( E \).

If all roots of \( \text{det}(\Delta(\lambda)) = 0 \) satisfy \( |\arg(\lambda)| > \frac{\pi}{2M} \) then the equilibrium point \( E \) is asymptotically stable. \(^{23}\)

In this case, roots of \( \text{det}(\Delta(\lambda)) = 0 \) at \( E_1 \) are \( -1, \frac{-1 + i\sqrt{3}}{2} \) and at \( E_2 \) and \( E_3 \) are \( -\frac{1}{2}, \frac{1}{2} 3^{1/3}, \frac{1}{2} 3^{1/3} (1 + i\sqrt{3}) \).

Since all these roots are in stable region, equilibrium points of (28) are stable. Thus the system (28) and hence the system (27) cannot generate chaotic solutions.

VIII. CONCLUSION

In this article, we have discussed the behavior of the system \( \frac{d^\alpha}{dt^\alpha} X = AX \). We have considered all the cases of canonical forms of \( A \) and provided phase portraits. We have shown that, if eigenvalue \( \lambda \) of \( A \) satisfy \( |\arg(\lambda)| = \frac{\alpha\pi}{2} \) (i.e. on the boundary of the stable region), then the trajectory of \( \frac{d^\alpha}{dt^\alpha} X(t) = AX(t) \) tend to a circle \( x^2 + y^2 = \frac{C^2 + C^2}{\alpha^2} \), where \( x(0) = C_1, y(0) = C_2 \). The important observation is the self intersecting trajectories in \( \frac{d^\alpha}{dt^\alpha} X = AX \). We conjectured that there exist singular points in the trajectory if and only if the eigenvalues \( \lambda \) of \( A \) satisfy

\[
\frac{\alpha\pi}{2} - \delta_1 < |\arg(\lambda)| < \frac{\alpha\pi}{2} + \delta_2,
\]

where \( \delta_1 > 0 \) and \( \delta_2 > 0 \) are sufficiently small positive real numbers. Further, we presented some comments on the possible proof of this conjecture.

We hope that our results will be very useful to the researchers working in this field. The results can be extended to an incommensurate order case as well as to the fractional differential equations involving other types of derivatives.
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APPENDIX 1

The Mathematica code to visualize the behavior of the trajectories of \( \frac{d^\alpha}{dt^\alpha} X(t) = AX(t) \) corresponding to the eigenvalues in the region II is given as:

```mathematica
Manipulate[
ParametricPlot[
Evaluate[Re[
MittagLefflerE[alpha, 
\[Rho]Exp[I \{\{\alpha\}\}^{\Pi}/2.0 + \epsilon]\}, t^\alpha] ], 
Im[ 
MittagLefflerE[alpha, 
\[Rho]Exp[I \{\{\alpha\}\}^{\Pi}/2.0 + \epsilon]\}, t^\alpha] ] ], 
{t, 0.5, b}, AxesLabel -> {x, y}, PlotRange -> All, 
AxesOrigin -> {0, 0}, {alpha, 0.01, 1, 
InputField}, {\[Rho], 1}, 0, 10, 
InputField}, {\epsilon, -0.006, 0.8, 
InputField}, {b, 10, 500, 
InputField}]
```

The output of this code is shown in the Figure (11). In the graphical user interface generated using the above code, one has to provide the value of fractional order \( \alpha \) in first window, values of \( \rho \), \( \epsilon \) and final time ‘b’ in second, third and fourth window respectively.

![Graphical user interface generated using Mathematica](image)

**Fig. 11:** Graphical user interphase generated using Mathematica

APPENDIX 2: SINGULAR POINTS OF A CURVE

Let \( I \subseteq \mathbb{R} \) be an open interval.

Definition VIII.1. \(^{53}\) A mapping \( X : I \to \mathbb{R}^2 \) is called regular if \( X(t) \neq (0, 0), \forall t \in I \).
Definition VIII.2. A mapping $X: I \rightarrow \mathbb{R}^2$ is called proper if the inverse image of every compact set under $X$ is compact.

Remark 1: Vanishing tangent vector need not imply singular points.

Theorem VIII.1. Consider a parametric curve $X: I \rightarrow \mathbb{R}^2$ given by $X(t) = (x(t), y(t))$, $t \in I$. If there exists $t_0 \in I$ such that $\dot{x}(t_0) = \dot{y}(t_0) = 0$ then either $X(t_0)$ is a singular point or the parametrization is reducible.

Example VIII.1. Consider $x(t) = t^2$, $y(t) = t^4$ and $X: \mathbb{R} \rightarrow \mathbb{R}^2$ defined by $X(t) = (x(t), y(t))$. We have $\dot{x}(0) = \dot{y}(0) = 0$. However, $X$ is a parabola $x^2 = y$ and there is no any singular point.

It can be checked that the parametrization is reducible. We have $X_1(t) = (t, \dot{t}^2)$ as a reduced parametrization for the same curve $x^2 = y$.

Further the unit tangent vector to $X$

$T(t) = \frac{(2t, 4t^3)}{\sqrt{4t^2 + 16t^6}} = \frac{(1, 2t^2)}{\sqrt{1 + 4t^4}}$

is continuous on $\mathbb{R}$.

Remark 2: If there is a singular point at $X(t_0)$ then the unit tangent vector $T$ will be discontinuous at $t_0$.

However the converse is not true. The continuous tangent vector does not imply the non-existence of singular points in the image of $X$.

Example VIII.2. Consider $X: \mathbb{R} \rightarrow \mathbb{R}^2$ defined by $X(t) = (t^2, t^3 - 3t)$. We have $\dot{X}(t) = (2t, 3t^2 - 3)$ and $T(t) = \frac{(2t, 3t^2 - 3)}{\sqrt{4t^2 + 9t^4}}$.

The unit tangent $T$ is continuous on $\mathbb{R}$. However, the image of $X$ contains a double point because $X(\sqrt{3}) = X(-\sqrt{3})$, i.e., $X$ is not injective.

Remark 3: If $X(I)$ is a smooth curve (i.e. does not have any singular points) then $X$ is injective. The converse is not true.

Example VIII.3. Consider $X: (-\pi, \pi) \rightarrow \mathbb{R}^2$ defined by $X(t) = (\sin t, \sin 2t)$.

The image set $X(-\pi, \pi)$ is a figure-8 which contains a singular point.

However, $X$ is injective. Note that, $X$ is not a proper.

Theorem VIII.2. If $X: I \rightarrow \mathbb{R}^2$ is regular, proper and injective then $X(I)$ is 1-manifold i.e. a smooth curve.
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