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Abstract—We present a data-based approach to design event-triggered state-feedback controllers for unknown continuous-time linear systems affected by disturbances. By an event, we mean state measurements transmission from the sensors to the controller over a digital network. By exploring a sufficiently rich finite set of noisy state measurements and inputs collected off-line, we first design a data-driven state-feedback controller to ensure an input-to-state stability property for the closed-loop system ignoring the network. We then take into account sampling induced by the network and we present robust data-driven triggering strategies to (approximately) preserve this stability property. The approach is general in the sense that it allows deriving data-based versions of various popular triggering rules of the literature. In all cases, the designed transmission policies ensure the existence of a (global) strictly positive minimum interevent time thereby excluding Zeno phenomenon despite disturbances. These results can be viewed as a step towards plug-and-play control for networked control systems, i.e., mechanisms that automatically learn to control and to communicate over a network.
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I. INTRODUCTION

EVENT-TRIGGERED control is an implementation paradigm, which consists in transmitting data between the plant and its controller whenever a state- or output-dependent criterion is verified. The underlying idea is to generate communications between the plant and its controller only when this is needed to achieve the desired control objectives, as opposed to classical time-triggered (periodic) strategies for which the communication instants depend on the elapsed time and not on the actual system needs. Event-triggered control is motivated by resource aware scenarios where communicating, computing or updating the control input comes with a certain cost, such as networked control systems and embedded systems. Since the results in [1] and [2] and the pioneering work in [3], various event-triggered control strategies have emerged in the literature for a range of set-ups and control problems, see, e.g., [4] and [5].

The vast majority of the literature on event-triggered control focuses on model-based approaches, in the sense that both the feedback law and the triggering condition are designed by relying on a model of the plant dynamics. These results are therefore not applicable when first-principle models are not conceivable, or when exact/accurate enough system identification is impossible because of noisy data. In this case, an alternative consists in designing the controller directly based on available input-state/output data, we talk of data-driven control, see, e.g., [6], [7], [8], [9], [10] for earlier contributions and one recent survey on the topic. This paradigm is also appealing as it may ease the controller design step. Few techniques are currently available in the literature to design data-driven event-based controllers, see, e.g., [11], [12], [13], [14], which consider discrete-time systems, and the recent work in [15] dedicated to continuous-time systems. In [11], [12], and [13], no disturbances act on the data collected offline, which simplifies the learning, in particular, for linear time-invariant systems, an exact data-based representation can be obtained in this case under mild conditions [16]. This is not the case of [14] where the controller and the triggering policy are designed once and for all with one single batch of noisy data collected from the system. The idea is that, under certain conditions, this data batch returns a (nonparametric) system model. This makes it possible to cast control and triggering rule design as data-dependent problems, in particular via data-based linear matrix inequalities (LMI). The authors in [14] then derived a dynamic event-triggered control policy inspired by the model-based technique in [17]. However, while offline data are noisy, disturbances are ignored when implementing the controller. In [15], on the other hand, disturbances were considered both for learning and during closed-loop operation and a specific triggering strategy was presented to ensure an $L_2$-stability property.

There is therefore a strong need for general data-based event-triggered control techniques that are applicable to continuous-time systems, as many real-life processes have a continuous-time nature, and that are robust to disturbances affecting both the data acquisition phase and the closed-loop operations. In this context, we present a data-based approach to design state-feedback event-triggered controllers for unknown stabilizable continuous-time linear systems affected by disturbances. Like in [15], noisy data is explicitly accounted both offline, when acquiring data, and online, when implementing the designed controller. Noisy data in the acquisition phase prevent exact system identification, and this calls for control design routines that are robust to uncertainty. Noise during the closed-loop operations, on the other hand, is even more problematic because it may lead to Zeno behavior even with exact modeling [18], meaning that an infinite number
of transmissions occur in finite time. To address these challenges, we proceed by emulation and, as a first step, we design a state-feedback controller that stabilizes the closed-loop system in absence of sampling, in the sense that an input-to-state stability (ISS) property holds. We then take into account sampling induced by the network and we design data-driven triggering techniques based on the relative threshold technique of [3] that preserves (approximately) the original stability property of the closed-loop system. In particular, we first develop data-driven mixed absolute/relative threshold event-based policies [18]. In this case, the closed-loop system is guaranteed to satisfy a practical ISS property, where the adjustable parameter is the absolute threshold. Further, we prove the existence of a strictly positive uniform minimum interevent time between any two transmissions and we provide a data-based estimate of it.

To preserve the asymptotic nature of the stability property of the continuous-time closed-loop system in absence of sampling, we present an alternative triggering rule based on time-regularization of the relative threshold, see e.g., [19], [20], [21]. By doing so, we enforce a given strictly positive minimum interevent time after which a relative threshold condition is checked thereby excluding Zeno phenomenon by design. The maximum value of this enforced minimum time between any two transmissions is given by an expression, which depends on the data collected offline only. While the time-regularized triggering condition ensures a stronger stability property compared to the mixed strategy, it may generate more transmissions as suggested by a numerical example we provide. From a technical viewpoint, the proposed design conditions take the form of semidefinite programs (SDP), in particular feasibility of optimization problems with LMI constraints. This is appealing because many results on event-triggered control developed in a model-based context involve LMI formulations, see [22] and [20].

Afterwards, we illustrate the generality of the approach by designing robust data-based versions of several major triggering rules of the literature originally developed in a model-based setting, namely: 1) quadratic triggering policies, e.g., [4]; 2) dynamic event-triggered control [17], [21] where we consider a more general form compared to [15] (see Remark 9 for more details); and 3) decreasing threshold on a Lyapunov function designed ignoring sampling, like in [23] and [24]. In all cases, ISS properties are established and a global (i.e., independent of the initial conditions of the system) minimum interevent time is guaranteed to exist despite disturbances acting on the system. In addition, data-based estimates of these minimum interevent times are provided. These results can be viewed as a step towards plug-and-play control for networked control systems, i.e., mechanisms that automatically learn to control and to communicate over a network.

The rest of this article is organized as follows. We introduce the framework of interest in Section II. We then first concentrate on the noise-free case to put in place the required background and techniques in Section III. The main results dedicated to noisy systems are provided in Section IV, where we establish (practical) ISS properties as well as the existence of a global minimum interevent time. The extension to other triggering policies is presented in Section V. Finally, Section VI concludes this article. The Appendix contains a couple of additional technical results.

**Notation:** $\mathbb{N}_0 := \{0, 1, 2, \ldots \}$ denotes the set of nonnegative integers and $\mathbb{N} := \mathbb{N}_0 \setminus \{0\}$. $\mathbb{R}$ stands for the set of real numbers, $\mathbb{R}_+ := (0, \infty)$ and $\mathbb{R}_0 := [0, \infty)$. Given a symmetric matrix $M$, the notation $M > 0$ ($M \geq 0$) and $M < 0$ ($M \leq 0$) means that $M$ is positive and, respectively, negative (semi)definite.

Given a matrix $M$, $M^\top$ denotes the transpose of $M$. The notation $I$ and $0$ stand for the identity matrix and the zero matrix, respectively, whose dimensions depend on the context. For the sake of convenience, we write $\begin{bmatrix} A & B \\ C^\top & D \end{bmatrix}$ for $\begin{bmatrix} A & B \\ B^\top & C \end{bmatrix}$ where $A, B, C$ are matrices of appropriate dimensions. The induced two-norm of a matrix is denoted $\| \cdot \|_2$. Given $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$ with $n, m \in \mathbb{N}$, we use the notation $(x, y)$ to denote $(x^\top, y^\top)^\top$. Given $x, y \in \mathbb{R}^n$ with $n \in \mathbb{N}$, $(x, y) = x^\top y$ is the dot product. For $d : \mathbb{R}_0^+ \to \mathbb{R}_0^+$ with $n \in \mathbb{N}$, the supremum of $d$ on $[0, t]$ with $t \geq 0$ is $\|d\|_{[t]} := \sup_{s \in [0, t]} |d(s)|$, and $\|d\|_\infty := \sup_{t \geq 0} |d(t)|$, where $\cdot$ denotes the Euclidean norm.

**II. FRAMEWORK**

Consider the continuous-time linear system
\begin{equation}
\dot{x}(t) = Ax(t) + Bu(t) + d(t)
\end{equation}
where $x(t) \in \mathbb{R}^n$ is the state and $u(t) \in \mathbb{R}^m$ is the control input at time $t \in \mathbb{R}_0^+$ with $n, m \in \mathbb{N}$. Input disturbance $d \in \mathbb{R}_0^+ \to \mathbb{R}_0^+$ is unknown, Lebesgue measurable and bounded in the sense that $\|d\|_\infty < +\infty$. Matrices $A$ and $B$ are real, constant, unknown and assumed to be such that $(A, B)$ is stabilizable. We will not need to directly check stabilizability of $(A, B)$ in the sense that this property is necessary for the feasibility of the design data-based programs that we will consider.

We investigate the scenario where plant (1) is connected to its controller via a network. In particular, state measurements are sent from the sensors to the controller via a digital channel, and the controller is directly connected to the actuators. Our goal is to design a state-feedback event-triggered controller to stabilize, in a sense made precise in the sequel, system (1). In particular, we aim at designing a linear state-feedback law with gain $K \in \mathbb{R}^{m \times n}$ and a triggering policy that defines the sequence of transmission (or sampling) instants $\{t_k\}_{k \in \mathbb{N}}$ with $\mathbb{N} \subseteq \mathbb{N}_0$ for each solution to the system. Without loss of generality, we consider that a transmission occurs at $t = 0$ so that $t_0 = 0$. We implement the controller using zero-order-hold devices, which leads to the control input
\begin{equation}
u(t) = Kx(t_k), \quad t \in [t_k, t_{k+1}).
\end{equation}

The solutions to (1) in closed-loop with (2) are understood in the Carathéodory sense, i.e., the solution flows on $[t_k, t_{k+1})$ and experiences a jump at $t_{k+1}$ for $k, k + 1 \in \mathbb{N}$. We will establish later in the article that, for any $k \in \mathbb{N}$, $t_{k+1} - t_k$ is lower bounded by a strictly positive constant independent of $k$ and of the initial condition so that the $t_k$’s do not accumulate (i.e., Zeno phenomenon does not occur). Also, by a solution, we mean a maximal solution, i.e., one that cannot be extended.

Notice that the control law (2) can also be computed at the sensor node, in which case the sensor directly transmits $u(t_k)$ over the network to the actuators. All the results of this article apply to this scenario without any modifications.

Various solutions to this problem are available in the literature when $A$ and $B$ are known see, e.g., [3], [4], [5], [17], [19], [19].

1Typically, we obtain knowledge of the state variables through physical considerations, such as in mechanical or electrical systems. More generally, the results we present could serve as a basis for addressing output-feedback event-triggered control in the future, as mentioned in Section VI.

2The results in Section V offer consideration for a scenario where the network is between the controller and the actuators.

3At the exception of the second part of Section V-B as specified there.
Since $A$ and $B$ in (1) are unknown, we cannot apply these results and the challenge is thus to design the event-triggered controller directly based on some available data. In particular, we assume that we are given a set of data collected off-line

$$\mathbb{D} := \{u(t), x(t), \dot{x}(t) : t \in \{0, T_s, \ldots, (T - 1)T_s\}\}$$

where $T_s > 0$ is a sampling time used for collecting the data and $T > 0$ is the number of samples. Set $\mathbb{D}$ consists of input, state and state derivative data collected from the system with an experiment. This means we have access to a set of input-state samples verifying $\dot{x}(t) = Ax(t) + Bu(t) + d(t)$ for $t \in \{0, T_s, \ldots, (T - 1)T_s\}$. We consider data collected periodically only to ease the exposition: This is not required for the forthcoming results to hold, in other words aperiodic sampled data can very well be considered.

The problem of interest is to determine, using $\mathbb{D}$, a controller gain $K$ in (2) and a triggering condition policy that defines the transmission instants $\{t_k\}_{k \in \mathbb{N}}$ (not necessarily periodic) for each solution, such that the induced closed-loop system has suitable stability properties, as formalized in the sequel. We proceed by emulation for this purpose, in the sense that we will first design the stabilizing controller gain $K$ in the absence of sampling. Afterwards, sampled communications due to the network are taken into account and we will derive triggering conditions to (approximately) preserve stability. We first focus on the ideal case of noise-free data to introduce the required background and techniques in Section III. These results are then extended to the case where data are noisy in Section IV. We will explain how the followed approach can be used to develop various other triggering conditions in Section V.

Remark 1 (Data acquisition phase): The question of the selection $T_s$ and $T$ is important for the forthcoming results and we will comment on this point later in the article. Here, we remark that the sampling time $T_s$ used for collecting the data does not need to coincide with those generated by the triggering policy to be designed.

Remark 2 (Measurement noise): All the results of this article can be extended to the case where the offline collected data are affected by measurement noise, i.e., to the case in which the process output (the measured signal) is $\bar{x} = x + w$, with $w$ a noise signal. As shown in [26, Section V-A], this case reduces to input disturbances with suitable manipulations. When the online measurements are corrupted by noise, the problem remains challenging even in the model-based setting, see, e.g., [20, 27, 28, 29], and is left for future work.

Remark 3 (State derivative measurements): The offline computation of $\dot{x}$ in (3) is error-prone. We can explicitly account for errors in the computation of $\dot{x}$ by modeling these errors as a measurement noise. Error bounds when $\dot{x}$ is computed with Euler discretization are provided in [30]. Alternatively, we can consider an integral version of the relation $\dot{x}(t) = Ax(t) + Bu(t) + d(t)$ which permits to construct datasets that do not involve the computation of $\dot{x}$, see Appendix A.

III. LEARNING FROM NOISE-FREE DATA

A. Assumption on Set $\mathbb{D}$

We consider throughout this section system (1) with $d \equiv 0$ and a noise-free dataset $\mathbb{D}$ in (3). We define

$$U_0 := [u(0) \ u(T_s) \ \cdots \ u((T - 1)T_s)] \in \mathbb{R}^{m \times T}$$

$$X_0 := [x(0) \ x(T_s) \ \cdots \ x((T - 1)T_s)] \in \mathbb{R}^{n \times T}$$

$$X_1 := [\dot{x}(0) \ \dot{x}(T_s) \ \cdots \ \dot{x}((T - 1)T_s)] \in \mathbb{R}^{n \times T}$$

We assume a condition on the richness of the data.

Assumption 1: The matrix $[U_0 \ X_0]$ has full row rank.

Assumption 1 can be easily checked for a given set $\mathbb{D}$. For discrete-time systems, when $(u, d)$ is persistently exciting then Assumption 1 holds [18] (for an extension of this result to continuous-time systems see [31]). We will elaborate more on Assumption 1 in the discussion following Theorem 1 and at the beginning of Section IV.

B. Learning a Feedback Controller

To design the feedback law, we follow the approach introduced in [26], which gives simple formulas for controller design and returns a data-based representation of the closed-loop dynamics that is useful to determine later on the triggering policy. The next two results are taken from [26]; we recall them for convenience. We start with an auxiliary result.

Lemma 1: Let Assumption 1 hold and consider any matrix $K \in \mathbb{R}^{m \times n}$. Then, $A + BK$ is $\mathcal{L}_1$-stable where $G \in \mathbb{R}^{r \times n}$ is any solution to the system of equations

$$[K \ I] = [U_0 \ X_0] G$$

Proof: By Assumption 1, there exists a $T \times n$ matrix $G$ such that (5) holds. Hence, $A + BK = [B \ A] [K \ I] = [B \ A] [U_0 \ X_0] G$, where the second identity follows from (5). The result follows because the elements of $U_0, X_0$ and of $X_1$ satisfy the relation $z(t) = Ax(t) + Bu(t), t \in \{0, T_s, \ldots, (T - 1)T_s\}$, which, in compact form, gives $X_1 = AX_0 + BU_0$.

We exploit Lemma 1 to design $K$ such that $A + BK$ is Hurwitz, despite the fact that $A$ and $B$ are unknown. As a result, the origin of system (1) with $d \equiv 0$ in closed-loop with the continuous-time controller $u = Kx$ will be globally exponentially stable, i.e., there exist $c_1 \geq 1$ and $c_2 > 0$ such that any solution $x$ satisfies $|x(t)| \leq c_1 e^{-c_2 t} |x(0)|$ for any $t \geq 0$. We derive for this purpose a convex program, specifically a SDP. As $A$ and $B$ are unknown, we use the fact that for any matrix $K \in \mathbb{R}^{m \times m}, X_1 G = A + BK$ where $X_1$ and $G$ are known from $\mathbb{D}$ in (3) in view of Lemma 1, to select suitable $K$ based on $U_0, X_0$, and $X_1$ in the next theorem.

Theorem 1: Consider stabilizable system (1) with $d \equiv 0$ and suppose Assumption 1 holds. Consider the next SDP in the decision variable $Y \in \mathbb{R}^{r \times n}$

$$X_1 Y + (X_1 Y)^\top < 0$$

$$X_0 Y > 0$$

SDP (6) is feasible and any solution $Y$ to (6) is such that the matrix $K = U_0 Y (X_0 Y)^{-1}$ renders $A + BK$ Hurwitz. As a result, the origin of system $\dot{x}(t) = (A + BK)x(t)$ is globally exponentially stable.

Proof: We first show that (6) is feasible. Consider any matrix $K$ that makes $A + BK$ Hurwitz, which exists since $(A, B)$ is stabilizable. By Lyapunov theory, there exists a symmetric matrix $S > 0$ such that $S(A + BK) + (A + BK)^\top S < 0$. Furthermore, by Lemma 1 there exists a matrix $G$ that satisfies
\[ K = \left[ \begin{array}{c} U_0 \\ X_0 \end{array} \right] G, \] which implies \( A + BK = X_1 G. \) Hence, \( Y := G^{-1} \) satisfies both (6a) and (6b) as \( X_0 G = I \) and \( X_0 Y = S^{-1} \gtrsim 0. \) This shows that (6) is feasible.

Concerning the second part of the statement, consider any solution \( Y \) to (6) and let \( G := Y S, \) where we set \( S := (X_0 Y)^{-1}. \) Note that \( X_0 G = I \) and that \( K = U_0 Y (X_0 Y)^{-1} \) can also be written as \( K = U_0 G, \) as (5) holds. By combining (6a) and (6b), and because \( G = Y S, \) and \( A + BK = X_1 G, \) we conclude that \( S(A + BK) + (A + BK)^{\top} S \prec 0. \) Thus, \( A + BK \) is Hurwitz as \( S \) is symmetric and \( S \gtrsim 0. \) The global exponential stability of the origin of \( \dot{x}(t) = (A + BK)x(t) \) then follows, see [32, Theorem 8.2].

The decision variable in Theorem 1 is \( Y \) (and not \( G \)) and \( Y (X_0 Y)^{-1} = G. \) This change of variable is instrumental to arrive at a convex formulation of the design program as shown in the proof of Theorem 1. We also notice from the proof of Theorem 1 that Assumption 1 is not needed for the second part of the result, which implies that there might exist a solution to (6) even though Assumption 1 does not hold. This fact has been pointed out in the discrete-time case in [33]. Nevertheless, having \( [U_0] \) full row rank gives certain advantages as any stabilizing controller can be parametrized through the data. This is useful when we search for a controller that satisfies extra desirable properties.

Theorem 1 provides a way to design the state feedback controller gain \( K \) in absence of network (in the noise-free case). We now move to the next step of the emulation approach, i.e., to take sampling into account and to design the triggering condition.

### C. Learning a Triggering Policy

We write the closed-loop system under the control law (2) as

\[
\dot{x}(t) = (A + BK)x(t) + BKe(t) \tag{7}
\]

where

\[
e(t) := x(t_k) - x(t), \quad t \in [t_k, t_{k+1}) \tag{8}
\]

represents the sampling-induced error, i.e., the mismatch between the last value of the state transmitted to the controller and its current value. As customary in the event-triggered control literature, the idea is to regard \( e \) as a disturbance to the nominal dynamics \( \dot{x}(t) = (A + BK)x(t), \) which is then controlled via the triggering condition so that stability is preserved despite sampling.

We develop a data-based version of the approach proposed in [3] for this purpose; the extension to other triggering conditions is addressed in Section V. We introduce for this purpose the next parameterized matrix and the vector \( z \)

\[
\Psi(\sigma) := \begin{bmatrix} -\sigma^2 I & 0 \\ 0 & I \end{bmatrix}, \quad z := \begin{bmatrix} x \\ e \end{bmatrix} \tag{9}
\]

with \( \sigma > 0 \) a design parameter to be determined. The sampling times are defined as follows: \( t_0 := 0 \) and

\[
t_{k+1} = \left\{ \begin{array}{ll}
\inf \{ t \in \mathbb{R} : t > t_k \text{ and } z(t) \top \Psi(\sigma) z(t) = 0 \} & \text{if } x(t_k) \neq 0,
\end{array} \right. \tag{10}
\]

This logic ensures by design that \( z \top \Psi(\sigma) z \leq 0 \) along the solutions to (7), (8), and (10) as long as they exist; we shall prove later on that the sequence of sampling instants does not result in an accumulation point, which guarantees that a solution to (7), (8), and (10) exists for all times (and is unique). This logic may provide asynchronous and sporadic control updates. In fact, it owes its popularity thanks to this latter feature besides its conceptual simplicity.

Closed-loop stability depends on \( \sigma, \) which must be chosen sufficiently small to control the norm of error \( e. \) How small \( \sigma \) should be is system-dependent in the sense that the matrices \( A \) and \( B \) determine which values of \( \sigma \) are allowed, see [3, Section IV]. Hereafter, we propose a data-based method to determine \( \sigma. \)

Consider any controller gain \( K \) computed via Theorem 1 and let \( V(x) = x \top Sx \) for any \( x \in \mathbb{R}^n \) with \( S = (X_0 Y)^{-1}, \) which is positive definite by Theorem 1. Function \( V \) serves as a Lyapunov function for the closed-loop system ignoring sampling. In particular we have, for any \( z = (x, e) \in \mathbb{R}^{2n} \)

\[
\langle \nabla V(x), (A + BK)x + BKe \rangle = z \top \begin{bmatrix} -Q & SX_1 L \\ (SX_1 L)^\top & 0 \end{bmatrix} z =: M \tag{11}
\]

where

\[
Q := -(SX_1 G)^\top - SX_1 G \tag{12}
\]

which is positive definite in view of Theorem 1 and its proof (recall that \( X_1 G = A + BK \) by Lemma 1). Matrix \( L \) in (11) is any solution to the system of equations

\[
\begin{bmatrix} K \\ 0 \end{bmatrix} = \begin{bmatrix} U_0 \\ X_0 \end{bmatrix} L \tag{13}
\]

which exists under Assumption 1. Note that (13) implies that \( BK = X_1 L. \) Recall now that the event-triggering rule (10) ensures that \( z \top \Psi(\sigma) z \leq 0 \) along the solutions to (7), (8), and (10). Hence, the global exponential stability of the origin of closed-loop system (7), (8), and (10) is ensured provided we select \( \sigma \) such that the following implication\(^4\) is satisfied for some \( \varepsilon > 0 \) and any \( z \in \mathbb{R}^{2n}: \)

\[
z \top \Psi(\sigma) z \leq 0 \quad \implies \quad z \top M z \leq -\varepsilon |z|^2. \tag{14}
\]

This implication ensures that \( V \) exponentially decreases along any solution to (7), (8), and (10) in view of (11) and the facts that \( |x| \leq |z| \) for any \( z = (x, e) \in \mathbb{R}^{2n} \) and that \( V \) is a positive definite quadratic function. This implies that \( z = 0 \) is globally exponentially stable for system (7), (8), and (10) (again, provided Zeno phenomenon does not occur). The next theorem provides a data-based condition to select \( \sigma \) in (10) to ensure the desired stability property.

**Theorem 2:** Suppose Assumption 1 holds and consider system (7), (8), (10) with \( K = U_0 Y (X_0 Y)^{-1}, \) \( Y \) being any solution to (6). Let \( \mu, \sigma > 0 \) be such that the next SDP (in the decision variables \( \mu \) and \( \sigma^2 \)) is satisfied

\[
\mu M - \Psi(\sigma) < 0 \tag{15}
\]

with \( S = (X_0 Y)^{-1} \) and \( L \) as in (13). Then, the following holds.

\(^4\)Relations involving quadratic inequalities are well-known in optimization and control theory, usually with the term “S-procedure”. Recently, there has been interest for the S-procedure also in the context of data-driven control, see [34] for a recent discussion and new results.
a) There exists a global minimum interevent time, in particular, for any solution \( x \) to the system, the sequence of transmission times \( \{t_k\}_{k \in \mathbb{N}} \) satisfies \( t_{k+1} - t_k \geq \tau(\sigma) \) for every \( k \in \mathbb{N} \), where \( \tau(\sigma) := \frac{1}{\alpha} \sigma \) with \( \alpha := \max\{||X_1 G||, ||X_1 L||\} \).

b) The origin of the system is globally exponentially stable.

**Proof:** We first show the feasibility of (15). Let \( \sigma := \sqrt{\mu/c} \) with \( c > 0 \) any sufficiently large constant such that \(-Q + I/c < 0\) where \( Q \) comes from (12); clearly, this \( c \) exists because \( Q > 0 \). For such a choice of \( \sigma \), we have \(-\mu Q + \sigma^2 I = \mu(-Q + I/c) < 0\) for every \( \mu > 0 \). Therefore, for this choice of \( \sigma \), (15) is equivalent by a Schur complement to the two conditions

\[
\mu(-Q + I/c) < 0 \quad \text{and} \quad -I + \mu(SX_1 L)^\top (Q - I/c)^{-1} (SX_1 L) < 0
\]

which are jointly satisfied for \( \mu \) sufficiently small.

We now prove item a) of Theorem 2. We follow the same steps as [3, Section III] adapted to the data-based context of this work. Let \( x(0) \) be a solution to (7), (8), and (10). The claim is trivial when \( x(t) \neq 0 \). When \( x(t) = 0 \), \( x(t) \neq 0 \) for any \( t \) in the domain of the solution, see [35, Proposition 4]. Moreover, we also have from [35, Proposition 1] that the number of jumps is infinite, i.e., \( N = \mathbb{N} \). Let \( k \in \mathbb{N} \), we have for any \( t \in [t_k, t_{k+1}) \)

\[
\frac{d}{dt} |e(t)| = \frac{e(t)^\top \dot{e}(t)}{|e(t)||x(t)|} - \frac{x(t)^\top \dot{e}(t)}{|x(t)|^3} \leq 1 + \frac{|e(t)|}{|x(t)|} \leq \alpha \left( 1 + \frac{|e(t)|}{|x(t)|} \right)^2
\]

with \( \alpha := \max\{||X_1 G||, ||X_1 L||\} \), where the last inequality is obtained by recalling that \( A + BK = X_1 G \) and \( BK = X_1 L \), so that \( \dot{x} = X_1 G x + X_1 L e \) which implies \( |\dot{e}| \leq \alpha (|x| + |e|) \).

Therefore, the time needed for \( |e|/|x| \) to reach \( \sigma \) is lower bounded by \( \tau(\sigma) \), the time needed for \( \phi \) to grow from 0 (the value of \( |e|/|x| \) right after each jump) to \( \sigma \), where \( \phi \) is the solution to the differential equation \( \dot{\phi} = \alpha (1 + \phi)^2 \). The expression of \( \tau(\sigma) \) is given by

\[
\tau(\sigma) := \frac{1}{\alpha} \frac{\sigma}{1 + \sigma}.
\]

Thus, \( t_{k+1} - t_k \geq \tau(\sigma) \). Since the solution \( x \) and the number of jump \( k \) have been arbitrarily selected, we have proved that \( \tau(\sigma) \) is a global minimum interevent time. This property implies that any solution to (7), (8), and (10) is complete, and the linearity of the flow vector field and (10) ensure the uniqueness of the solution for each initial condition, see [36].

Finally, as (15) holds, there exists \( \varepsilon > 0 \) such that \( M \prec 1/\mu \Psi(\sigma) - \varepsilon I \). Hence, the satisfaction of (15) implies that (14) holds. Eq. (10) enforces \( z^\top \Psi(\sigma) z \leq 0 \) along the solutions to (7), (8), and (10). Hence, for any solution \( x(t) \) to (7), (8), (10), \( \dot{V}(x(t)) = z(t)^\top M z(t) \leq -\varepsilon |z(t)|^2 \) for any \( t > 0 \); note that \( V(x) \) is not affected by jumps at the triggering instants.

Since \( V \) is quadratic and positive definite, we conclude that item b) of Theorem 2 holds by resorting to standard Lyapunov arguments.

The condition in (15), which is linear in the decision variables \( \mu > 0 \) and \( \sigma^2 > 0 \), provides a data-based condition to design \( \sigma \) so that the induced event-triggered controlled system enjoys a global exponential stability property as well as the existence of a global minimum interevent time \( \tau(\sigma) \). We emphasize that the expression of \( \tau(\sigma) \) in item a) of Theorem 2 only depends on experimental data. As a result, different experiments and even different solutions to the SDP in (15) may lead to a different value for \( \tau(\sigma) \). This expression of \( \tau(\sigma) \) can, by the way, be used as a sampling period for periodic implementations.

**Remark 4:** Condition (15) may be used to maximize \( \sigma \), which may help enlarging the interevent times thereby reducing the number of transmissions, see [35, Proposition 3] for further insights on the relationship between the interevent times and \( \sigma \). In particular, we can implement the next SDP in place of (15) in this case

\[
\max_{\mu, \sigma^2} \sigma^2 \quad \text{subject to } (15).
\]

In this regard, it is interesting to note that we may achieve parsimonious sampling while controlling the performance. In fact, suppose that we replace (15) with \( \mu M \prec -\Psi(\sigma) \), where \( M \) is equal to \( M \) except for \( Q \), which is replaced by \((1 - \gamma) Q\) where \( \gamma \in (0,1) \) is a design parameter. Theorem 2 remains valid with the difference that instead of \( \langle \nabla V(x), (A + BK)x + BK e \rangle \leq -\varepsilon |x|^2 \leq -\varepsilon |\sigma x|^2 \) for some \( \varepsilon > 0 \), we will now have \( \langle \nabla V(x), (A + BK)x + BK e \rangle \leq -\gamma x^\top Q x \) for any \( x \in \mathbb{R}^n \). In this way, we can maximize \( \sigma \) while keeping a fixed guaranteed level of performance in terms of Lyapunov decay along the solutions.

**Example 1:** Consider system (1) with \( d = 0 \) and

\[
A = \begin{bmatrix} 0 & 1 \\
-1 & -2 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\
0 \end{bmatrix}
\]

which is marginally stable. We collect the data by running an experiment with input uniformly distributed in \([-1, 1]\) and initial state within the same interval. The data are collected by keeping the input constant, in a sample-and-hold fashion, during each interval \( (T_s, (i + 1)T_s) \) with \( i = 0, 1, \ldots, T - 1 \) and \( T_s = 0.1 \).

We collect \( T = 10 \) samples which is sufficient for Assumption 1 to hold. Note that theoretically we need \( T \geq n + m \), so that even \( T = 3 \) samples may be sufficient. We solve SDP (6) and we obtain \( K = \begin{bmatrix} -0.9839 & 1.7489 \end{bmatrix} \). We then solve (19), which gives \( \sigma = 0.4959 \). According to (18), the minimum interevent time \( \tau(\sigma) \) is equal to 0.1184, which is only an estimate of the actual minimum interevent times. Fig. 1 reports simulations results.

We have not observed critical issues regarding the choice of the sampling time \( T_s \) which is used for collecting the data, except when it becomes extremely small (\( T_s < 0.001 \)). This is not surprising: In this case the samples \( x(iT_s) \) and \( u(iT_s) \) are approximately constant. In particular (6) becomes infeasible as soon as \( X_0 \) (approximately) looses rank.

**IV. LEARNING FROM NOISY DATA**

In this section, we consider system (1) with \( d \) not identically equal to 0. With noisy data, the analysis and the design of the event-triggered controller become sensibly more involved, and the reason is twofold. First, noisy data prevent us from obtaining an exact data-based representation of the closed-loop
behavior as in Lemma 1. More generally, noisy data prevent exact identification of the dynamics, whether it is the closed-loop dynamics (Lemma 1) or the open-loop dynamics (matrices $A$ and $B$). Using the language of set-membership identification, we can say that we now have a set of dynamics consistent with the data and we should find a controller that stabilizes the whole set. In this respect, Assumption 1 makes sure that this uncertainty set is bounded, cf. [37, Lemma 2]. Second, disturbances impact not only the learning phase but, subsequently, also the behavior of the closed-loop system. In particular, Zeno phenomenon may arise in this case with the triggering rule built in Section II-I-C even for arbitrarily small disturbances, as demonstrated in [18].

Because we do not assume that the disturbance $d$ is vanishing, we can no longer hope to prove that $x = 0$ is globally exponentially stable for the considered closed-loop system as in Theorems 1 and 2. We will establish instead a (global) practical exponential ISS property, i.e., that there exist $c_1 \geq 1, c_2, c_3, c_4 > 0$ such that any solution $x$ to (1) with input disturbance $d$ in closed-loop with (2) satisfies

$$|x(t)| \leq c_1 e^{-c_2 t} |x(0)| + c_3 \|d\|_{[0,t]} + c_4 \nu$$  (20)

where $\nu \geq 0$ is an extra tuning parameter we will introduce to design the triggering rule. When (20) holds with $\nu = 0$, we say that the system is exponentially ISS for system (1), (2).

As in Section III, we first design the control law ignoring sampling and we then present the design of the triggering policy. Two triggering techniques are presented and discussed in this section, whether these lead to (practical) exponential ISS. Again, the extension of the presented results to other triggering conditions is addressed in Section V.

A. Learning a Feedback Controller

The first step is to derive an analogue of Lemma 1. Suppose we perform an experiment on the system, and we collect state and input samples\(^5\) that satisfy $\dot{x}(t) = Ax(t) + Bu(t) + d(t)$, $t \in \{0, T_s, \ldots, (T - 1)T_s\}$. The samples are then grouped into the data matrices $U_0, X_0, X_1$ as in (4). Let

$$D_0 := [d(0) \ d(T_s) \ \cdots \ d((T - 1)T_s)]$$  (21)

\(^5\)See, again, Remarks 2 and 3 for explanations regarding the possible presence of noise affecting these data.

be the unknown data matrix made of the off-line samples of $d$. We have the next result.

Lemma 2: Let Assumption 1 hold and consider any matrix $K \in \mathbb{R}^{m \times n}$. Then, $A + BK = (X_1 - D_0)G$ where $G \in \mathbb{R}^{T \times n}$ is any solution to the system of (5).

Proof: By Assumption 1, there exists a $T \times n$ matrix $G$ such that (5) holds. Hence $A + BK = [B \ A][T_0] = [B \ A][U_0]X_0 G$, where the second identity follows from (5). The result follows because the elements of $U_0, X_0, X_1$ and $D_0$ satisfy the relation $\dot{x}(t) = Ax(t) + Bu(t) + d(t)$, $t \in \{0, T_s, \ldots, (T - 1)T_s\}$ which, in compact form, gives $X_1 = AX_0 + BU_0 + D_0$.

By Lemma 2, the closed-loop dynamics can be written as $\dot{x}(t) = (A + BK)x(t) = (X_1 - D_0)G_1 x(t)$, which depends on the unknown matrix $D_0$. As a result, (6) no longer provides stability guarantees. In fact, the constraint (6a) ensures that $X_1 G_1$ is Hurwitz. However, the matrix of interest is now $\Phi := (X_1 - D_0)G_1$ in view of Lemma 2, and $X_1 G_1$ Hurwitz does not imply that $\Phi$ is Hurwitz. To be able to prove an ISS property for system (1) in closed-loop with $u = Kx$ (ignoring sampling), we need to modify (6a) accounting for the uncertainty induced by $D_0$. An effective way to achieve this is to ensure that $(X_1 - D)G_1$ satisfies a Lyapunov equation with a common (symmetric) Lyapunov matrix $Y > 0$ for all the matrices $D$ in a given set $\mathcal{D}$ to which $D_0$ is deemed to belong, as formalized next. We thus introduce the set

$$\mathcal{D} := \{D \in \mathbb{R}^{n \times T} : DD^\top \preceq \Delta \Delta^\top \}$$  (22)

where $\Delta \in \mathbb{R}^{n \times s}$ is a known matrix, and we make the next assumption.

Assumption 2: $D_0 \in \mathcal{D}$. \hfill \square

The choice of set $\mathcal{D}$ reflects our prior information or guess about disturbance $d$. For instance, if we know that there exists $\delta > 0$ such that $\|d\|_\infty \leq \delta$ as in [15], then we can take $\Delta := \delta \sqrt{T_1}$, where we recall that $T$ is the number of samples. Stochastic disturbances can also be accounted for (possibly with other choices of $\Delta$) as advocated in [38] and [39].

We aim at enforcing the next inequality instead of (6a)

$$(X_1 - D)Y + Y^\top (X_1 - D)^\top + \Omega < 0 \quad \forall D \in \mathcal{D}$$  (23)

where $\Omega > 0$ is a free design parameter. By ensuring (23), we will see that state $\dot{x}(t) = (X_1 - D)G_1 z(t) + d(t)$ is exponentially ISS given any $D \in \mathcal{D}$, and therefore for $D = D_0$ in view of Assumption 2. Large sets $\mathcal{D}$ make the condition $D_0 \in \mathcal{D}$ easier to hold, but make (23) more difficult to satisfy.
Condition (23) cannot be implemented directly as it involves infinitely many constraints. The next result provides a tractable (convex) sufficient condition for (23) to hold, thereby extending Theorem 1 to the case of noisy data.

**Theorem 3:** Consider stabilizable system (1) and suppose the following holds.

a) Assumptions 1 and 2 hold with $\Delta$ given.

b) Let $\Omega > 0$, there exist $\epsilon > 0$ and $Y \in \mathbb{R}^{T \times n}$ such that

$$
\begin{bmatrix}
X_1 Y + (X_1 Y)^T + \Omega + \epsilon \Delta \Delta^T \quad Y^T \\
-\epsilon I
\end{bmatrix} < 0,
$$

(24a)

where $X_0 Y > 0$. (24b)

Let $K = U_0 Y (X_0 Y)^{-1}$, then $\dot{x}(t) = (A + BK)x(t) + d(t)$ is exponentially ISS.

The proof of Theorem 3 rests on the next result, which we prove in Appendix B to not overload the exposition.

**Lemma 3:** Suppose there exist a scalar $\epsilon > 0$ and a matrix $Y \in \mathbb{R}^{T \times n}$ such that (24a) holds. Then, (24b) holds.

**Proof of Theorem 3:** Let $G := Y S$ where $S := (X_0 Y)^{-1}$. Note that $X_0 G = 1$ and that $K = U_0 Y (X_0 Y)^{-1}$ can also be written as $K = U_0 G$. Accordingly, the identity (5) holds and Lemma 2 implies that $A + BK = (X_1 - D_0)G$. We now prove that $(X_1 - D_0)G$ is Hurwitz. By Lemma 3, (23) holds and this implies that $S (X_1 - D)G + G^T (X_1 - D)^T S < 0$ for all $D \in \mathcal{D}$. Thus, $(X_1 - D)G$ is Hurwitz for all $D \in \mathcal{D}$. As $D_0 \in \mathcal{D}$ by Assumption 2, we thus have $A + BK$ Hurwitz, which implies that $\dot{x}(t) = (A + BK)x(t) + d(t)$ is exponentially ISS, see [40, Example 10.4.1].

Theorem 3 gives a robust approach to controller design, see also [34], [41], and [37]. Approaches that explicitly enforce or prioritize robustness usually outperform certainty-equivalence design when it comes to ensuring closed-loop stability. This observation has been made in various instances, e.g., [41] and [42]. We refer the interested reader to these papers for numerical and theoretical comparisons. In the present context, our approach is particularly effective because it gives us information on the decay rate of the closed-loop dynamics even in the presence of uncertainty, see (23). This allows us to determine triggering policies that ensure a stable and well-defined network implementation, including a guaranteed minimum interevent time, as detailed in the next section.

**B. Learning a Triggering Policy**

1) **Mixed Triggering Condition:** We now take into account sampling. The dynamics of the closed-loop system under the control law (2) becomes

$$
\dot{x}(t) = (A + BK)x(t) + BKe(t) + d(t)
$$

(25)

where we recall that

$$
e(t) := x(t_k) - x(t), \quad t \in [t_k, t_{k+1}).
$$

(26)

There are two main obstacles compared to the noise-free case. First, as we will see shortly, like $A + BK$ depends on $D_0$ in the data-based representation according to Lemma 2, so do $BK$ and $M$ in (11). This means that we cannot implement the inequality (15) used in Section III-C to design the triggering policy parameter $\sigma$. Second, we need to modify (10) in order to ensure the existence of a global minimum interevent time.

We start with the last point, and, inspired by the model-based results in [18], we modify (10) as: $t_0 = 0$ and

$$
t_{k+1} = \inf \{ t \in \mathbb{R} : t > t_k \text{ and } |e(t)| = \sigma |x(t)| + \nu \}
$$

(27)

where $\sigma > 0$ is a design parameter to be determined, while $\nu > 0$ is an arbitrary constant. Triggering rule (27) is commonly called mixed (relative-absolute) threshold policy in the event-triggered control literature [18].

Next we introduce the following quantities in place of (9) and matrix $M$ in (11), respectively

$$
\overline{\Psi}(\sigma) := \begin{bmatrix}
-2\sigma^2 I & 0 \\
0 & 0
\end{bmatrix},
$$

(28)

and

$$
\overline{M}(D) := \begin{bmatrix}
-S \Omega \Omega S & S (X_1 - D) L \\
(S (X_1 - D) L)^T & 0
\end{bmatrix}
$$

(29)

where $S := (X_0 Y)^{-1}$ and $Y$ results from Theorem 3 and where $L$ is any solution to (13), which exists under Assumption 1.

We are going to show is that, instead of (15), we can consider the condition $\mu \overline{M}(D_0) - \overline{\Psi}(\sigma) \leq 0$, which can be conveniently cast as a SDP. Consider any solution to (24) and let $V(x) := x^T S x$ for any $x \in \mathbb{R}^n$ with $S := (X_0 Y)^{-1}$. Like in the noise-free case, $V$ is an ISS Lyapunov function for the nominal dynamics, in particular we now have, for any $z = (x, e) \in \mathbb{R}^{2n}$ and $d \in \mathbb{R}^n$

$$
\langle \nabla V(x), (A + BK)x + BK e + d \rangle
$$

(30a)

$$
= 2 [(A + BK)x + BK e + d]^T S x
$$

(30b)

$$
\leq -x^T S \Omega S x + 2 [ (X_1 - D_0) L e + d ]^T S x
$$

(30c)

$$
= -x^T \begin{bmatrix}
-S \Omega S & 2
\end{bmatrix} x + z^T \overline{M}(D_0) z + 2 d^T S z.
$$

(30d)

The second equality follows because $A + BK = (X_1 - D_0) G$ and $BK = (X_1 - D_0) L$ (see (5) and (13)), while the inequality is a consequence of (23). Finally, the last equality follows from the definition of $\overline{M}(D)$. Since $S \Omega S = (S \Omega S)^T > 0$, if we ensure that $z^T \overline{M}(D_0) z \leq c$ along the solutions to (25)–(27) for some positive constant $c$ (and Zeno phenomenon does not occur), then we can conclude that (20) holds for system (25)–(27). This is formalized in the next theorem.

**Theorem 4:** Suppose the following holds.

a) Assumptions 1 and 2 are verified with $\Delta$ given.

b) Let $\Omega > 0$, (24) holds and $K = U_0 Y (X_0 Y)^{-1}$ is the resulting controller gain as in Theorem 3.

c) There exist $\mu, \epsilon, \sigma > 0$ such that

$$
\begin{bmatrix}
-\mu \frac{S \Omega S}{2} + 2 \sigma^2 I & \mu S X_1 L & \mu S \Delta \\
\epsilon L & -I + \epsilon L^T I & 0 \\
0 & 0 & -\epsilon I
\end{bmatrix} \preceq 0.
$$

(31)

Then, for any $\nu > 0$, system (25)–(27) a) admits a global minimum interevent time, in particular for any solution $x$ with input disturbance $d$, the sequence of transmission times $\{ t_k \}_{k \in \mathbb{N}}$ satisfies $t_{k+1} - t_k \geq \tau(\sigma)$ for every $k \in \mathbb{N}$ where $\tau(\sigma) := \frac{1}{1 + \epsilon} \overline{\sigma}$. $\overline{\sigma} :=...
max \{ \|X_1 G\| + \|\Delta\|\|G\|, \|X_1 L\| + \|\Delta\|\|L\|, \sigma \delta / \nu \}

and \( \delta := \|d\|_{\infty} \); 

b) is practically exponentially ISS.

\( \square \)

Proof: We first prove item a) of Theorem 4. We adapt for this purpose the techniques in the proof of [18, Theorem IV.2] carried out in the model-based setting. Let \( x \) be a solution to system (25)–(27) with input disturbance \( d \). Let \( \overline{\sigma} := \nu / \sigma \) and \( k \in \mathbb{N} \). For any \( t \in \{ t_k, t_k+1 \} \)

\[
\frac{d}{dt} |e(t)| + \overline{\sigma} = \frac{e(t)^T e(t)}{|e(t)| (|x(t)| + \overline{\sigma})} - \frac{x(t)^T \dot{x}(t) e(t)}{|x(t)| (|x(t)| + \overline{\sigma})^2}
\]

(32a)

\[
\leq \left( 1 + \frac{|e(t)|}{|x(t)| + \overline{\sigma}} \right) \frac{|\dot{x}(t)|}{|x(t)| + \overline{\sigma}}
\]

(32b)

\[
\leq \alpha \left( 1 + \frac{|e(t)|}{|x(t)| + \overline{\sigma}} \right)^2
\]

(32c)

with \( \alpha := \max \{ \|X_1 G\| + \|\Delta\|\|G\|, \|X_1 L\| + \|\Delta\|\|L\|, \delta / \overline{\sigma} \}

where \( \delta := \|d\|_{\infty} \). The last inequality follows from the identities \( A + BK = (X_1 - D_0)G \) and \( BK = (X_1 - D_0)L \), which imply \( \dot{x} = (X_1 - D_0)Gx + (X_1 - D_0)Le + d \). This, in turn, gives \( |\dot{x}| \leq \overline{\sigma}(|x| + |e| + \overline{\sigma}) \). Hence, the time needed for \( |e|/(|x| + \overline{\sigma}) \) to reach \( \sigma \) (the event that triggers a new sampling) is not smaller than the time denoted \( \overline{\sigma}(\dot{x}) \) needed for \( \dot{x} \) to reach \( \sigma \), where \( \sigma \) is the solution to the differential equation \( \dot{\phi} = \tilde{\sigma}(1 + \phi)^2 \) with initial value \( \phi(0) = 0 \). This time is

\( \overline{\sigma}(\dot{x}) := \frac{1}{\tilde{\sigma}} - \frac{\sigma}{1 + \sigma} \).

Hence, \( t_k+1 - t_k \geq \overline{\sigma}(\dot{x}) \), and item a) of Theorem 4 holds as \( x \) and \( k \) have been arbitrarily selected. We then derive that any solution to (25)–(27) is complete.

Consider now item b) of Theorem 4. By a Schur complement, (31) is equivalent to

\[
\mu \begin{bmatrix} -SSS/2 & SX_1 L \\ -L^T S & 0 \end{bmatrix} - \overline{\Psi}(\sigma) + \epsilon \begin{bmatrix} 0 \\ L^T \end{bmatrix} \leq \begin{bmatrix} 0 \\ L \end{bmatrix}
\]

\[
+ \epsilon^{-1} \begin{bmatrix} 0 \\ L^T \end{bmatrix} \left[ \begin{bmatrix} \mu S \Delta \\ 0 \end{bmatrix} \right] \begin{bmatrix} \mu S \Delta \end{bmatrix} \leq 0.
\]

(34)

By applying Lemma 6 in the Appendix with \( B = \begin{bmatrix} 0 \\ L^T \end{bmatrix} \) and

\[
C = \begin{bmatrix} -\mu S \\ 0 \end{bmatrix} \quad \text{we obtain}
\]

\[
\mu \begin{bmatrix} -SSS/2 & SX_1 L \\ -L^T S & 0 \end{bmatrix} - \overline{\Psi}(\sigma) + \epsilon \begin{bmatrix} 0 \\ L^T \end{bmatrix} \left[ \begin{bmatrix} \mu S \Delta \\ 0 \end{bmatrix} \right] \begin{bmatrix} \mu S \Delta \end{bmatrix} \leq 0 \quad \forall D \in \mathcal{D}
\]

(35)

which can be compactly written as \( \mu \overline{M}(D) - \overline{\Psi}(\sigma) \leq 0 \) for any \( D \in \mathcal{D} \). Thus, if (31) feasible then \( \mu \overline{M}(D) - \overline{\Psi}(\sigma) \leq 0 \) for any \( D \in \mathcal{D} \) and Assumption 2 implies \( \mu \overline{M}(D_0) - \overline{\Psi}(\sigma) \leq 0 \). Let \( x \) be a solution to system (25)–(27) with input disturbance \( d \) and \( t \geq 0 \). The triggering rule (27) ensures \( |e(t)|^2 \leq 2\sigma^2|x(t)|^2 + 2\nu^2 \). Therefore, \( z(t)^2 \overline{\Psi}(\overline{\sigma})z(t) \leq 2\nu^2 \).

Since \( \mu \overline{M}(D_0) - \overline{\Psi}(\sigma) \leq 0 \) then \( z(t)^2 \overline{M}(D_0)z(t) \leq 2\nu^2/\mu \). Substituting this inequality into (30d) and resorting to standard Lyapunov arguments lead to the satisfaction of item b).

In Theorem 4, we have two LMIs: (24) and (31). The first one is related to computing the controller, and the second one is related to computing the triggering law. It can be shown that if (24) is feasible then (31) is also feasible. Furthermore, (24) is feasible whenever the noise level is sufficiently small, which follows because a solution always exists in the noiseless case (c.f. Theorem 1) and the eigenvalues of the matrix in (24) converge continuously on \( \Delta \). These facts are consistent with the intuition: if the noise level is sufficiently small then we can find a stabilizing controller [i.e., we can solve (24)], in which case we can always find an event-triggered implementation of the control law [i.e., we can solve (31)].

Similarly to \( \sigma \), the choice of \( \nu \) involves a trade-off between performance and the number of transmissions: by decreasing \( \nu \), the neighborhood of the origin to which the solutions to (25), (26), (27) converges to “shrinks” in view of item b) of Theorem 4, which typically leads to more transmissions. In particular, it follows from the proof of Theorem 4 that, when \( d \equiv 0 \), the state converges to the ball of \( R^n \) centered at the origin of radius \( \nu \sqrt{2\sigma(S)} \) for the condition number of \( S \) and \( \omega \) is the smallest eigenvalue of \( S \Omega \). To ensure an exponential ISS property for the event-triggered controlled system, and not a practical exponential ISS property as in Theorem 4, a different triggering rule is needed (see Remark 6 below): this is the purpose of the next section. Before that, we illustrate the results of Theorem 4 for the system considered in Example 1, and we provide two remarks on the triggering rule (27).

Example 2: Consider the same system as in Example 1 but this time a disturbance \( d \) affects the system dynamics, with \( \|d\|_{\infty} \leq \delta \). As before, we collect the data by running an experiment with an input uniformly distributed in \([-1, 1]\), and with initial state within the same interval. We consider two cases, \( \delta = 0.1 \) and \( \delta = 0.5 \). For both cases, we first solve the SDP (24) with \( \Omega := 10I \) to find \( \hat{K} \); all the choices of \( \Omega \) that we tested in the form \( \Omega = cl, c \in [1, 100] \), led to \( \overline{\Psi}(\sigma) \) of similar magnitude. Then, we solve the SDP (31) to find \( \sigma \), in particular, like (19), we cast (31) as an optimization problem where we search for a solution maximizing \( \sigma \). We use \( \Delta = \delta \sqrt{\Omega} / I \) in both the SDPs. For \( \delta = 0.1 \) we obtain \( K = [-3.1769, 1.8145] \) and \( \sigma = 0.0624 \). Using the value \( \nu = 0.01 \) in the triggering rule (27) gives the lower bound \( \overline{\Psi}(\sigma) = 0.0135 \) for the time needed times. For \( \delta = 0.5 \) we have \( K = [-6.8882, 1.5924] \) and \( \sigma = 0.0058 \). Using \( \nu = 0.01 \) in the triggering rule (27) gives the lower bound \( \overline{\Psi}(\sigma) = 3.9618 \). For both the cases, we report simulation results in Fig. 2.

For both values of \( \delta \), the sampling is very frequent initially when the state is far from the origin, and becomes sporadic as soon as the state gets smaller. Here, \( \nu = 0.01 \) gives a good tradeoff between performance and number of samplings. We note that \( \nu \) can also be tuned online since its choice affects neither (24) nor (31), hence it can be chosen after \( K \) and \( \sigma \) are determined. A second remark regards \( \delta \). The noise level affects the feasibility of both (24) and (31), which become infeasible when the noise level becomes too high. In this example, feasibility is preserved as long as the energy of the noise remains about half of that of \( u (\delta \approx 0.5 \text{, which corresponds to an input-disturbance signal-to-noise ratio of about 6 dB}) \). Once we find a solution, however, practical exponential ISS holds irrespective of the
noise level. Obviously, for large noise levels we might need to increase \( \nu \) in order to reduce the number of samplings. This is evident from (33) where we see that increasing \( \delta \) can make \( \sigma \) larger, in which case \( \tau(\sigma) \) decreases.

Remark 5: The proof of Theorem 4 shows that we can consider this triggering rule \( t_{k+1} = \inf \{ t \in \mathbb{R} : t > t_k \} \) and \( |e(t)|^2 = 2\sigma^2|x(t)|^2 + 2\nu^2 \) instead of (27). This is clear from the stability analysis in the proof of Theorem 4, and we also have that, for any given state, the next transmission time with this rule will occur not before the one generated by (27) as \( |e| \leq \sigma|x| + \nu \) implies \( |e|^2 \leq 2\sigma^2|x|^2 + 2\nu^2 \) for any \((x, e) \in \mathbb{R}^{2n}\). As a result, \( \tau(\sigma) \) is also a global minimum interevent time for the above policy. Note also that, since Theorem 4 applies for any \( \nu > 0 \), in view of the definition of \( \overline{\tau}(\sigma) \) in (28), we can equivalently consider the next triggering rule

\[
t_{k+1} = \inf \{ t \in \mathbb{R} : t > t_k \} \text{ and } z(t) = \nu. \tag{36}
\]

This formulation will be convenient when addressing the generalized triggering conditions of Section V.

Remark 6: We discuss in this remark two special cases of (27), which are not covered by Theorem 4. First, when \( \nu = 0 \) in (27), it is possible to guarantee that the intersampling times remain strictly positive in general as shown in [18]. Second, when \( \sigma = 0 \) in (27), we can also prove that system (25), (26), (27) is practically exponentially ISS for any \( \nu > 0 \), as in item b) of Theorem 4. However, in this case, the lower-bound on the intermittent times in item a) of Theorem 4 is no longer global but semiglobal, in the sense that it depends on the ball of initial conditions of the state (and the supremum of the disturbance on \([0, \infty)\)) like in [18, Theorem IV.4]. In fact, for any \( c_x > 0 \), any solution \( x \) to (25)–(27) with \( |x(0)| \leq c_x \) and input disturbance \( d \), any \( k \in \mathbb{N} \) and almost all \( t \in [t_k, t_{k+1}] \), \( \frac{d}{dt}|e(t)|^2 \leq c_\phi|e(t)|^2 + c_\rho|e(t)| + ||d||_\infty \), where \( c_\phi := \|X_1 G\| + \|\Delta\|\|C\|\) and \( c_\rho := \|X_1 L\| + \|\Delta\|\|L\|\). By following similar lines as in the proof of Theorem 4 there exists a constant \( \tau_x \), which depends on \( \nu \) and \( ||d||_\infty \), such that \( \frac{d}{dt}|e(t)| \leq c_\phi |e_x| + c_\rho |e(t)| + ||d||_\infty \) from which we infer that the time needed for \( |e(t)| \) to grow from 0 to \( \nu \) is lower bounded by \( \frac{1}{\nu} \ln(\frac{c_\rho |e_x|}{\nu} + 1) \), which indeed depends on the radius of the ball of initial conditions of the state \( c_x \) and the supremum norm of \( d \). Note that in this case, i.e., \( \sigma = 0 \) and \( \nu > 0 \), the design of triggering rules directly follows from Theorem 3 as item c) of Theorem 4 always holds when \( \sigma = 0 \).

2) Time-Regularized Triggering Condition: We propose in this section an alternative triggering condition to ensure an exponential ISS property, as opposed to practical exponential ISS as in Section IV-B1, at the price of potentially more transmissions as suggested by Example 3 provided hereafter.

Our starting point is the characterization of the Lyapunov function given in (30), i.e., for any \( z = (x, e) \in \mathbb{R}^{2n} \) and \( d \in \mathbb{R}^n \),

\[
\langle \nabla V(x), (A + BK)x + BK e + d \rangle \\
\leq -x^\top S\Omega Sx + 2|\langle X_1 - D_0 \rangle L e + d \rangle \top S x \\
- \omega_1 |x|^2 + \omega_2 |x||e| + \omega_3 |x||d|
\tag{37}
\]

with \( \omega_1 \) the smallest eigenvalue of \( S\Omega S \), \( \omega_2 := 2\|SX_1 L\| + 2\|S\|\|\Delta\|\|L\| \) and \( \omega_3 := 2\|S\| \). From the above expression it readily follows that a sufficient condition to ensure exponential ISS is to ensure along any solution to (25), (26) and any \( t \) in the domain of the solution

\[
|e(t)| \leq \sigma(|x(t)| + ||d||_{0, t})
\tag{38}
\]

with

\[
\sigma \in (0, \omega_1/\omega_2)
\tag{39}
\]

provided Zeno phenomenon does not occur. When (38) holds, \( \dot{V}(x(t)) \leq -(\omega_1 - \sigma\omega_2)|x(t)|^2 + (\sigma\omega_2 + \omega_3)|x(t)||d||_{0, t} \) from which exponential ISS follows as \( \omega_1 - \sigma\omega_2 > 0 \) (again, provided Zeno phenomenon does not occur). We first provide a model-based condition that ensures (38). This result is a variant of [19, Lemma 1] in which we consider the logarithmic norm of \( A \) instead of the induced two-norm considered here. We
consider the induced two-norm of $A$ because it is somehow easier to infer from data.6

Lemma 4 ([19], Lemma 1): Let $K$ be any feedback matrix that makes $A + BK$ Hurwitz and
\[ \tau_m(\sigma) := \begin{cases} \frac{1}{\|A\|} \log \left( \frac{\|A\|}{1 + \sigma \max\{\|A + BK\|, 1\}} + 1 \right) & \text{if } \sigma \neq 0, \\ 1 & \text{otherwise.} \end{cases} \] (40)
Given any triggering policy and any solution $x$ to the corresponding closed-loop system (25), (26) with input disturbance $d$, for any $k \in \mathbb{N}$ and any $t \in [t_k, t_k + \tau_m(\sigma)] \cap [t_k, t_k + 1]$, $|e(t)| \leq \sigma(|x(t)| + \|d\|_{[0,t]})$.

The expression of $\tau_m(\sigma)$ in (40) depends on the model via the terms $\|A\|$ and $\|A + BK\|$. A lower bound of $\tau_m(\sigma)$ can be derived based on the available data in $\mathbb{D}$. We use for this purpose data-based upper-bounds on $\|A\|$ and $\|A + BK\|$, as the expression in (40) is monotonically decreasing in $\|A\|$ and $\|A + BK\|$. We notice for this purpose that $A + BK = (X_1 - D_0)G$ with $G$ satisfying (5), while $A$ satisfies $[B \quad A] = (X_1 - D_0) \begin{bmatrix} U_0 & X_0 \end{bmatrix}$ where $M^\dagger$ is the right inverse of the matrix $M$. Partitioning $\begin{bmatrix} U_0^\top \\ X_0^\top \end{bmatrix} = \begin{bmatrix} J_0 & V_0 \end{bmatrix}$ with $V_0$ having the same dimension as $A$, we thus have $A = (X_1 - D_0)V_0$. Then, $\|A + BK\| \leq \|X_1G\| + \|A\|\|G\|$ and $\|A\| \leq \|X_1V_0\| + \|\Delta\|\|V_0\|$, and the upper bounds are both computable from data alone. We then have the next result.

Lemma 5: Let $K$ be any feedback matrix that makes $A + BK$ Hurwitz and
\[ \tau_d(\sigma) := \frac{1}{c_A} \log \left( \frac{\|A\|}{1 + \sigma \max\{c_A, 1\}} + 1 \right) \] (41)
with $c_A := \|X_1V_0\| + \|\Delta\|\|V_0\|$ and $c_0 := \|X_1G\| + \|\Delta\|\|G\|$. Given any triggering policy and any solution $x$ to the corresponding closed-loop system (25), (26) with input disturbance $d$, for any $k \in \mathbb{N}$ and any $t \in [t_k, t_k + \tau_d(\sigma)] \cap [t_k, t_k + 1]$, $|e(t)| \leq \sigma(|x(t)| + \|d\|_{[0,t]})$.

Proof: The result follows from Lemma 4 and the fact that $\tau_d(\sigma) \leq \tau_m(\sigma)$. Specifically, for $A \neq 0$ the inequality $\tau_d(\sigma) \leq \tau_m(\sigma)$ follows since $\tau_m(\sigma)$ decreases monotonically as $\|A\|$ and/or $\|A + BK\|$ increase, while for $A = 0$ the inequality $\tau_d(\sigma) \leq \tau_m(\sigma)$ follows since $\log(1 + s) \leq s$ for every $s \geq 0$.

With this result in hands, we derive the next triggering policy: $t_0 = 0$ and
\[ t_{k+1} = \inf \{t \in \mathbb{R} : t \geq t_k + \tau_d(\sigma) \text{ and } z(t) \geq z(t) \} \] (42)
with $\Psi(\sigma)$ and $\sigma$ as in (9) and (39), respectively. The rule in (42) is a time-regularized version of (10), which prevents arbitrary fast sampling by enforcing global minimum interevent time $\tau_d(\sigma) > 0$ given in (41). We next state the main result of this section. Afterwards, we discuss pros and cons of this approach with respect to the one presented in Section IV-B1.

Theorem 5: Suppose the following holds.

a) Assumptions 1 and 2 are verified with $\Delta$ given.

\[ \begin{align*}
\text{b) Let } & \Omega > 0, \text{ SDP (24) is feasible and } K = U_0Y^{(X_0Y)^{-1}} \\
& \text{is the resulting controller as in Theorem 3.} \\
\text{c) Let } & \sigma \text{ as in (39) and (41), respectively, then system} \\
& (25), (26), (42) \text{ is exponentially ISS.} \\
\text{Proof: Let } & x \text{ be a solution to (25), (26), (42) with input disturbance } d. \text{ We first note that } x \text{ is complete as it cannot explode in finite time and there exists a strictly positive minimum interevent time } \tau_d(\sigma) > 0, \text{ which excludes Zeno phenomenon. Let } k \in \mathbb{N}. \text{ We know from Lemma 5 that } |e(t)| \leq \sigma(|x(t)| + \|d\|_{[0,t]}). \text{ Moreover, if } t_{k+1} > t_k + \tau_d(\sigma) \text{ then } |e(t)| < \sigma|x(t)| \text{ at } t = t_k + \tau_d(\sigma) \text{ and thus, } |e(t)| \leq \sigma(|x(t)| + \|d\|_{[0,t]}) \text{ for all } t \in [t_k, t_k + \tau_d(\sigma)] \text{ and } t \neq t_k + \tau_d(\sigma). \text{ Therefore, (38) holds for } t \in [t_k, t_k + \tau_d(\sigma)]. \text{ We derive that (38) holds with } |e(t)| \text{ along } x. \text{ Since } x \text{ and } d \text{ have been chosen arbitrarily, (37) and (38) hold along solutions and } V(x) \text{ is not affected by jumps at the triggering instants, we derive that system (25), (26), (42) is exponentially ISS.} \\
\text{Compared with the triggering rule (27), (42) has the merit to guarantee exponential ISS rather than practical exponential ISS under the conditions of Theorem 5. Further, this transmission policy does not require to solve the SDP in (31), thus removing the question of feasibility related to finding a sampling policy. On the other hand, the next example shows that this new triggering rule may have certain disadvantages, as it may result in many more transmissions.} \\
\text{Example 3: We consider again Example 2 under the same setting. As before, we consider two levels for the disturbance: } \delta = 0.1 \text{ and } \delta = 0.5. \text{ The control matrices are the same as before as the design of } K \text{ relies on (24) also in this case. For } \delta = 0.1 \text{ a feasible value for } \sigma \text{ is } \sigma = 0.0933. \text{ Using this value and the estimates } c_A \text{ and } c_0, \text{ we find } \tau_d(\sigma) = 0.0197. \text{ For } \delta = 0.5 \text{ a feasible value for } \sigma \text{ is } \sigma = 0.0046. \text{ Using this value and the estimates } c_A \text{ and } c_0, \text{ we find } \tau_d(\sigma) = 3.2511e-04. \text{ We report simulation results in Fig. 3.} \\
\text{We see that the number of transmissions is much higher that the one obtained with the triggering rule (27). We see in particular that after an initial phase the triggering rule (42) eventually becomes almost periodic with } t_{k+1} = t_k + \tau_d(\sigma). \text{ Note that in Fig. 3, we can have } |e(t)| > \sigma|x(t)|. \text{ This is fully consistent with the triggering rule (42) which only guarantees } |e(t)| \leq \sigma(|x(t)| + \|d\|_{[0,t]}), \text{ along solutions as shown in the proof of Theorem 5.} \\
\text{We conclude this section with a remark on the possible combination of (27) and (42), which will be useful in Section V.} \\
\text{Remark 7: We can combine triggering rules (27) and (42) as:} \text{ } t_0 = 0 \text{ and}
\begin{align*}
t_{k+1} &= \inf \{t \in \mathbb{R} : t \geq t_k + \tau_d(\sigma) \text{ and } z(t) \geq z(t) \} \quad \text{or, in view of (36),} \\
t_{k+1} &= \inf \{t \in \mathbb{R} : t \geq t_k + \tau_d(\sigma) \text{ and } z(t)^\top \Psi(\sigma)z(t) \geq \nu \}
\end{align*}
with $\sigma_1$ as in (39) and $\sigma_2$ given by (31). It is useful to distinguish parameters $\sigma_1$ and $\sigma_2$ used in (27) and (42), respectively, as these may be assigned to different values. The existence of a global minimum interevent time immediately follows from the fact that $\tau_d(\sigma_1) > 0$. Moreover, in this case, the corresponding closed-loop system (25), (26), (44), or (36) is practically exponentially ISS for $\nu > 0$ under the conditions of Theorem 4; the proof

---

6The result below holds for arbitrary $\sigma > 0$. Imposing $\sigma < \omega_1/\omega_2$ is needed to make sure that (38) guarantees ISS.
of this property follows similar steps as those in the proofs of Theorems 4 and 5.

V. EXTENSION TO OTHER TRIGGERING RULES

The approach presented in the previous section opens the door to the design of a range of robust data-based versions of existing (model-based) triggering rules. We illustrate this by presenting data-based versions of quadratic triggering policies [4] in Section V-A, of dynamic event-triggered control [17], [21] in Section V-B, and of the technique, which consists in imposing a desired (typically decreasing) threshold on $V$, like in [23] and [24], in Section V-C.

A. Quadratic Policies

The triggering rule designed for the noise-free case in Section III-C, which has then been “robustified” in Section IV, is a special type of quadratic policies [4]. We can extend these results to triggering policies based on more general quadratic forms, which may be advantageous to reduce the number of transmissions. We first explain how this can be done in the noise-free case.

The triggering rule in (10) developed when $d \equiv 0$ in (1) is a special type of the general quadratic policy: $t_0 = 0$ and

$$t_{k+1} = \begin{cases} \inf \{ t \in \mathbb{R} : t > t_k \text{ and } z(t)^	op \Psi z(t) = 0 \} & \text{if } x(t_k) \neq 0, \\ +\infty & \text{otherwise} \end{cases}$$

with $\Psi \in \mathbb{R}^{2n \times 2n}$ symmetric to be designed. In Section III-C, we focused on the special case where $\Psi = \Psi(\sigma)$ and $\Psi(\sigma)$ as in (9) but other choices of $\Psi$ are possible as suggested by the model-based results in, e.g., [3] and [4]. To synthesize $\Psi \in \mathbb{R}^{2n \times 2n}$ in (45), we follow a similar approach as in Theorem 2, as formalized next.

**Proposition 1:** Suppose Assumption 1 holds and consider system (7), (8), (45) with $K = U_0 Y(X_0 Y)^{-1}$, $Y$ being any solution to (6). Let $\Psi \in \mathbb{R}^{2n \times 2n}$ symmetric, $\mu, \sigma > 0$ be such that the next SDP (in the decision variables $\mu$, $\sigma^2$, and $\tilde{\Psi}$) is satisfied

$$\mu M - \tilde{\Psi} < 0$$

$$\tilde{\Psi} \preceq \Psi(\sigma)$$

with $\Psi(\sigma)$ and $M$ as in (9) and (11), respectively, $S = (X_0 Y)^{-1}$, and $L$ as in (13). Then, the following holds.

a) The system admits $\tau(\sigma)$ defined in item a) of Theorem 2 as global minimum interevent time with $\sigma$ as in (46).

b) The origin of the system is globally exponentially stable.

**Proof:** We first note that (46) is feasible as it is satisfied with $\tilde{\Psi} = \Psi(\sigma)$ for some small enough $\sigma > 0$ according to the proof of Theorem 2.

Because of the second inequality in (46), given any solution $x$ to system (7), (8), (45), at any transmission time $t_k$ with $k \in \mathcal{N}$, $t_{k+1} - t_k$ is greater than or equal the time it takes for $z(\tau(\sigma))z$ to grow from $(z(t_k), 0)\top \Psi(\sigma)(z(t_k), 0)$ to 0, which corresponds to the intertransmission time we would obtain with (10) starting at $z(t_k)$. Item a) of Theorem 2 ensures the latter is lower bounded by $\tau(\sigma)$ in (18). As a consequence, $t_{k+1} - t_k \geq \tau(\sigma)$ and since we have taken an arbitrary solution $x$ and an arbitrary $k \in \mathcal{N}$, item a) of Proposition 1 holds. The proof of item b) of Proposition 1 follows the same steps as the proof of item b) of Theorem 2 in view of the first inequality in (46).

The conditions in Proposition 1 provide more flexibility in the design of matrix $\Psi$ compared to Theorem 2, because they become a particular case by taking $\tilde{\Psi} = \Psi(\sigma)$ and $\Psi(\sigma)$ as in (9).

For the noisy case, to present the results in a compact way, we take inspiration from Remark 7, in particular (36), and consider the next triggering rule, which allows combining the techniques of Sections IV-B1 and IV-B2 in a unified manner: $t_0 = 0$ and

$$t_{k+1} = \inf \{ t \in \mathbb{R} : t \geq t_k + \tau_d(\sigma_1) \text{ and } z(t)\top \tilde{\Psi} z(t) \geq \nu \}$$

(47)
where \( \sigma_1 \) is as in (39), \( \tau_d(\sigma_1) \in \{0, \tau_\nu(\sigma_1)\} \) with \( \tau_\nu(\sigma_1) \) in (41), \( \nu \geq 0 \) arbitrary, and \( \tilde{\Psi} \in \mathbb{R}^{2n \times 2n} \) symmetric to be designed. We will have the next result.

**Proposition 2:** Suppose the following holds.

a) Assumptions 1 and 2 are verified with \( \Delta \) given.

b) Let \( \Omega > 0, \) SDP (24) is feasible, and \( K = U_0 Y (X_0 Y)^{-1} \) is the resulting controller as in Theorem 3.

c) There exist \( \mu, \epsilon, \sigma_2 > 0 \) and \( \tilde{\Psi} \in \mathbb{R}^{2n \times 2n} \) symmetric such that

\[
\begin{bmatrix}
\mu S \tilde{\Omega} S
\mu S X_1 L
\mu S \Delta
\end{bmatrix} \leq \begin{bmatrix}
\tilde{\Psi}
0
0
\end{bmatrix}
\]

with \( L, \Delta, \) and \( \tilde{\Psi}(\sigma_2) \) as in (13), (22), and (28), respectively. If \( \tau_d(\sigma_1) = \tau_\nu(\sigma_1) \) with \( \sigma_1 \) as in (39) or \( \nu > 0 \) in (47), system (25), (26), (47)

i) admits global interevent time \( \max\{\tau_d(\sigma_1), \tau(\sigma_2)\} \)

with \( \tau(\sigma_2) = \tau(\sigma_2) \) as in item a) of Theorem 4 when \( \nu > 0 \), and \( \tau(\sigma_2) = 0 \) when \( \nu = 0 \);

ii) is practically exponentially ISS when \( \nu > 0 \), and is exponentially ISS when \( \nu = 0 \). \( \square \)

**Proof:** Item a) of Proposition 2 is immediate when \( \tau_d(\sigma_1) = \tau_\nu(\sigma_1) \) and \( \nu = 0 \) or \( \nu > 0 \) in view of (47). When \( \tau_d(\sigma_1) = 0 \), then \( \nu > 0 \). In this case, we have that for a given state at which a transmission occurs, the next transmission will occur not earlier than the one generated by triggering rule (36) in Remark 5 as \( \tilde{\Psi} \preceq \tilde{\Psi}(\sigma_2) \), see (48). Since system (25), (26), (47) admits global interevent time \( \tau(\sigma_2) \) according to item a) of Theorem 4, does system (25), (26), (47) and item a) of Proposition 2 holds in this case. The last case where \( \tau_d(\sigma_1) = \tau_\nu(\sigma_1) \) and \( \nu > 0 \) similarly follows.

To prove item b) of Proposition 2, we consider a solution \( x \) to (25), (26), (47) with input disturbance \( d \) and \( k \in \mathcal{N} \). Let \( t \in [t_k, t_{k+1}] \). If \( f \leq t_k + \tau_d(\sigma_1) \), then (38) holds by Lemma 5 and we have from (37)

\[
\dot{V}(x(t)) \leq -\left(\omega_1 - \sigma_1 \omega_2\right)|x(t)|^2 + (\sigma_1 \omega_2 + \omega_1)|x(t)||d||_{[0, t]} \tag{49}
\]

with \( \omega_1 - \sigma_1 \omega_2 > 0 \) as \( \sigma_1 \) is such that (39) holds. If \( t \in [t_k + \tau_d(\sigma_1), t_{k+1}] \), then \( z(t)^\top \tilde{\Psi} z(t) \leq \nu \) according to (47). We deduce that \( \mu \mathcal{M}(D_0) - \tilde{\Psi} \leq 0 \) from the first inequality in (48) and by following similar developments as in (34) and (35).

Consequently, since \( z(t)^\top \tilde{\Psi} z(t) \leq \nu, \nu z(t)^\top \mathcal{M}(D_0) z(t) \leq \nu \) and we have from (30d)

\[
\dot{V}(x(t)) \leq -x(t)^\top \left(\frac{S \Omega S}{2}\right) x(t) + \frac{\nu}{\mu} + 2d(t)^\top S x(t) \tag{50}
\]

where we recall that \( S \Omega S > 0 \).

Based on (49) and (50), we deduce that system (25), (26), (47) is practically exponentially ISS; recall that \( \dot{V}(x) \) is not affected by jumps at the triggering instants. Furthermore, when \( \nu = 0 \), system (25), (26), (47) is exponentially ISS.

Like before, Proposition 2 extends Theorems 4 and 5 to more general quadratic triggering rules.

**Remark 8:** In Proposition 2, consistently with Remark 5, there are parameters \( \sigma_1 \), used to design \( \tau_\nu(\sigma_1) \), and \( \sigma_2 \), used to synthesize \( \tilde{\Psi} \). We can obviously take a single parameter \( \sigma \) by selecting the minimum value between feasible \( \sigma_1, \sigma_2 \).

**B. Dynamic Event-Triggered Control**

The triggering rules considered so far are static, in the sense that they rely on algebraic conditions involving \( x \) and \( \epsilon \) (and possibly the elapsed time since the last transmission). We can also add auxiliary variables to define the triggering rules as advocated in e.g., [5], [17], in order to potentially further reduce the number of transmissions while preserving stability. In this section, we show how the results of Section V-A can be extended to dynamic triggering rules like in [17] and [21] where model-based results are presented.

Consistently with the structure of the article so far, we first focus on the noise-free case, before taking into account \( d \) in (1) again. We introduce for this purpose variable \( \eta \in \mathbb{R}_{\geq 0} \), whose dynamics is, for any \( t \in \mathbb{R}_{\geq 0} \)

\[
\dot{\eta}(t) = -\lambda \eta(t) - z(t)^\top \tilde{\Psi} z(t), \eta(0) \geq 0 \tag{51}
\]

where \( \lambda > 0 \) is arbitrary and \( \tilde{\Psi} \in \mathbb{R}^{2n \times 2n} \) is symmetric and has to be designed. The purpose of variable \( \eta \) is to filter the quadratic term considered in (45) in Section V-A (in the noise-free case). Variable \( \eta \) does not experience jumps at transmission instants. Note that the state vector is now \( x, \eta \) and we will establish that the origin is globally asymptotically stable for the augmented system, as formalized in Proposition 3 below and discussed afterwards.

The triggering rule is defined as:

\[
t_{k+1} = \inf \left\{ t \in \mathbb{R} : t > t_k \text{ and } \eta(t) - \theta z(t)^\top \tilde{\Psi} z(t) \leq 0 \right\}
\]

\[
+ \infty \quad \text{if } (x(t_k), \eta(t_k)) \neq 0, \text{ otherwise} \tag{52}
\]

where \( \theta \in \mathbb{R}_{>0} \) is an additional arbitrary tuning parameter. We have the next result.

**Proposition 3:** Suppose the conditions of Proposition 1 are satisfied. Then system (7), (8), (51), (52)

a) admits \( \tau(\sigma) \) in item a) of Theorem 2 as a global minimum interevent time with \( \sigma \) as in Proposition 1;

b) is globally asymptotically stable, in particular there exist \( c_1 \geq 1 \) and \( c_2 \geq 0 \) such that any solution \( (x, \eta) \) satisfies \( |x(t), \sqrt{\eta(t)}| \leq c_1 e^{-c_2 t} |(x(0), \sqrt{\eta(0)})| \) for any \( t \geq 0 \). \( \square \)

**Proof:** Let \( (x, \eta) \) be a solution to the corresponding system (7), (8), (51), (52). We have that \( \eta(t) \geq 0 \) for any \( t \) in the domain of the solution by following the same reasoning as in the proof of [17, Lemma 2.2]. We also have that, given any \( k \in \mathcal{N} \), the

\[\text{[51]}\]

\[\text{[52]}\]
next transmission will occur not earlier than the one generated by triggering rule (45) by invoking similar arguments as in the proof of [17, Proposition 2.3]. Consequently, item a) of Proposition 3 holds in view of item a) of Proposition 1.

Let \( z = (x, e) \in \mathbb{R}^{2n} \) and \( \eta \in \mathbb{R}^p \). We define \( U(x, \eta) = V(x) + \eta \mu / \mu \) with \( V(x) = x^\top Sx \) for any \( x \in \mathbb{R}^n \) as in Section II-I-C and \( \mu \) as in (46). We have from the latter inequality that there exists \( \varepsilon > 0 \) independent of \( z \) and \( \eta \) such that

\[
\langle \nabla U(x, \eta), (\dot{x}, \dot{\eta}) \rangle = z^\top Mz - \lambda \eta / \mu - 1/\mu z^\top \tilde{\Psi}z \\
\leq -\varepsilon |z|^2 - \lambda \eta / \mu \tag{53}
\]

where we write with some abuse of notation \( \dot{x} = (A + BK)x + BK \epsilon \) and \( \dot{\eta} = -\lambda \eta - z^\top \tilde{\Psi}z \). By integrating (53) along the solutions to (7), (8), (51), and (52), noting that \( U(x, \eta) \) is not affected by jumps at the triggering instants, and exploiting the expression of \( U \), we deduce that item b) of Proposition 3 holds.

According to Proposition 3, given a matrix \( \tilde{\Psi} \), which satisfies (46), we can then design a dynamic version of the triggering condition in Section V-A in the noise-free case. The convergence of the \( x \)-component of the solutions is still exponential as the time goes to infinity in view of item b) of Proposition 3.

In the noisy case, the dynamics of variable \( \eta \) needs to be modified as, similarly to [21],

\[
\dot{\eta}(t) = -\lambda \eta(t) - \psi(t - t_k) (z(t)^\top \tilde{\Psi}z(t) - \nu) \tag{54}
\]

with \( \lambda > 0 \) arbitrary and \( \tilde{\Psi} \) symmetric to be designed. Given \( \tau_d(\sigma_1) \) as in Section V-A, namely \( \tau_d(\sigma_1) = \{0, \tau_d(\sigma_1)\}, \tau_d(\sigma_1) \) as in (41) and \( \sigma_1 \) as in (39), \( \psi \) is defined as follows. When \( \tau_d(\sigma_1) = \tau_d(\sigma_1) \), \( \psi(s) = 0 \) for \( s \in [0, \tau_d(\sigma_1)] \), \( \psi(s) = 1 \) for \( s > \tau_d(\sigma_1) \) and \( \psi(s) = [0, 1] \) for \( s = \tau_d(\sigma_1) \). When \( \tau_d(\sigma_1) = 0 \), \( \psi(s) = 1 \) for any \( s \geq 0 \). In (54), the term \( z(t)^\top \tilde{\Psi}z(t) - \nu \), which is related to (47), is filtered after \( \tau_d(\sigma_1) \) units of time have elapsed. We note that (54) is a differential inclusion when \( \tau_d(\sigma) = \tau_d(\sigma) \) because \( \psi \) is multivalued at \( \tau_d(\sigma) \), and solutions to (54) are understood in the Krasovskii sense on \( [t_k, t_{k+1}] \) with \( k \in \mathbb{N} \) in this case, see [43, Chapter 4.5]. The triggering rule becomes: \( t_0 = 0 \) and

\[
t_{k+1} = \inf \{ t \in \mathbb{R} : t \geq t_k + \tau_d(\sigma_1) \}

\]

and \( \eta(t) - \theta(z(t)^\top \tilde{\Psi}z(t) - \nu) \leq 0 \} \tag{55}

with arbitrary \( \theta \geq 0 \) and, again, \( \sigma_1 \) as in (39). We have the next result.

**Proposition 4:** Suppose the conditions of Proposition 2 are satisfied. If \( \tau_d(\sigma_1) = \tau_d(\sigma_1) \) or \( \nu > 0 \), system (25), (26), (54), (55)

a) admits global interevent time \( \max \{\tau_d(\sigma_1), \tau_d(\sigma_2)\} \) as in item a) of Proposition 2;

b) is (practically) ISS, in particular there exist \( c_1 \geq 1 \) and \( c_2, c_3, c_4 > 0 \) such that any solution \( x(n) \) with disturbance input \( d \) satisfies \( |x(n), \sqrt{\eta(n)}|, |d(n)|, 0, \eta(n)| \leq c_1 e^{-c_2 t} + c_3 |d|_{[0, t]} + c_4 \nu. \)

**Proof:** Like in the proof of Proposition 3, we have that \( \sigma \geq 0 \) along the solutions to (25), (26), (54), (55). Moreover, for any solution \( x, \eta \) to (25), (26), (54), (55) with input disturbance \( d \), at any \( k \in \mathbb{N} \), the next intertransmission time is greater than the corresponding intertransmission time generated by (47) at the same state. We then invoke item a) of Proposition 2 to derive that item a) of Proposition 4 holds.

To prove item b) of Proposition 4, we consider the same Lyapunov function as in the proof of Proposition 3, namely \( \dot{U}(x, \eta) = V(x) + \eta / \mu \) with \( V(x) = x^\top Sx \) for any \( x = (x, e) \in \mathbb{R}^{2n} \) and \( \eta \in \mathbb{R}^p > 0 \) with \( \mu \) coming from (48). Let \( \eta \) be a solution to (25), (26), (54), and (55) with input disturbance \( d \), and \( k \in \mathbb{N} \). We treat the case where \( \tau_d(\sigma_1) = \tau_d(\sigma_1) \); the proof follows similar developments when \( \tau_d(\sigma_1) = 0 \).

When \( t \in [t_k, t_{k+1}) \), we have from the definition of \( \tau_d(\sigma_1) \) that (38) holds by Lemma 5. Hence, in view of (49) and (54)

\[
\dot{U}(x(t), \eta(t)) \leq -\left(\omega_1 - \sigma_1 \omega_2\right) |x(t)|^2 \\
+ (\sigma_1 \omega_2 + \omega_3)|x(t)||d||_{[0, \epsilon]} - \lambda / \mu \eta(t) \tag{56}
\]

as in this case \( \psi(t - t_k) = 0 \) and \( \omega_1 - \sigma_1 \omega_2 > 0 \) for (39) holds.

When \( t \in (t_k + \tau_d(\sigma_1), t_{k+1}) \), we have from (37)

\[
\dot{U}(x(t), \eta(t)) \leq -x(t)^\top \left(\frac{S\Omega S}{2}\right) x(t) \\
+ 2d(t)^\top Sx(t) - \lambda / \mu \eta(t) \\
- 1/\mu z(t)^\top \tilde{\Psi}z(t) + \nu / \mu. 
\]

We then follow similar developments as in the proof of Proposition 2 to conclude that

\[
\dot{U}(x(t), \eta(t)) \leq -x(t)^\top \left(\frac{S\Omega S}{2}\right) x(t) \\
+ 2d(t)^\top Sx(t) - \lambda / \mu \eta(t) + \nu / \mu. \tag{57}
\]

When \( t = t_k + \tau_d(\sigma) \)

\[
\dot{U}(x(t), \eta(t)) = \dot{V}(x(t)) - \lambda / \mu \eta(t) \\
- c_\psi / \mu (z(t)^\top \tilde{\Psi}z(t) - \nu). \tag{58}
\]

with \( c_\psi \in [0, 1] \). If \( z(t)^\top \tilde{\Psi}z(t) \geq 0 \), \( \dot{U}(x(t), \eta(t)) = \dot{V}(x(t)) - \lambda / \mu \eta(t) + c_\psi / \mu \nu \leq \dot{V}(x(t)) - \lambda / \mu \eta(t) + \nu / \mu, \) and we invoke (37) and (38) to derive that

\[
\dot{U}(x(t), \eta(t)) = -\left(\omega_1 - \sigma_1 \omega_2\right) |x(t)|^2 \\
+ (\sigma_1 \omega_2 + \omega_3)|x(t)||d||_{[0, \epsilon]} \\
- \lambda / \mu \eta(t) + \nu / \mu. \tag{59}
\]

If \( z(t)^\top \tilde{\Psi}z(t) \leq 0 \), we deduce from (58)

\[
\dot{U}(x(t), \eta(t)) = \dot{V}(x(t)) - \lambda / \mu \eta(t) \\
- 1/\mu z(t)^\top \tilde{\Psi}z(t) + \nu / \mu. \tag{60}
\]

and we proceed as in the case where \( t \in (t_k + \tau_d(\sigma_1), t_{k+1}) \) to derive (57). Item b) of Proposition 4 follows by integration from (56), (57), and (59), noting that \( U(x, \eta) \) is not affected by jumps at the triggering instants.

**Remark 9:** Compared to [15], the triggering condition in (55) is more general as: 1) it involves a general quadratic term; 2) \( \theta \) can be nonzero; 3) a fixed threshold-like parameter \( \nu \) is allowed, which may help reducing the number of transmissions at the price of a practical ISS property. □
C. Decreasing Threshold on the Lyapunov Function

We present a last triggering rule, which consists in imposing a given (decreasing) threshold on the Lyapunov function $V$ evaluated along the solutions to (1), (2), as suggested in, e.g., [23, 24] in model-based settings. Exploiting the fact that the Lyapunov function $V$ can be derived from data as shown in Sections III and IV, we present "robustified" data-based versions of these sampling strategies.

In the noise-free case and in absence of network, we have that $V(x) = x^T S x$ is a Lyapunov function for $x(t) = (A + BK)x(t)$ where $S = (X_0 Y)^{-1}$, $Y$ is a solution to (6) and $K = U_0 Y (X_0 Y)^{-1}$, see Section III-C. We then have $\langle VV(x), (A + BK)x + BK e \rangle \leq -\rho_1 V(x)$ for any $x \in \mathbb{R}^n$, where $\rho_1 > 0$ is any (sufficiently small) constant such that $-\rho_1 S \geq (A + BK)^T S + S(A + BK) = (X_1 G)^T S + S(X_1 G)$. Note that the condition $-\rho_1 S \geq (X_1 G)^T S + S(X_1 G)$ is database-based and can thus be exploited to find $\rho_1$ using set $\mathbb{D}$ in (3).

Based on this observation, we introduce the threshold variable $\eta \in \mathbb{R}_{\geq 0}$, whose dynamics is

$$\dot{\eta}(t) = -\varsigma_\rho \eta(t), \eta(0) \geq V(x(0)) \quad (61)$$

where $\varsigma_\rho \in (0, 1)$ is arbitrary. Hence, $\eta$ upper-bounds $V(x)$ along the solutions to the closed-loop system $\dot{x}(t) = (A + BK)x(t)$, as $\eta(0) \geq V(x(0))$ and $\dot{\eta}(t) \geq V(x(t))$ in view of the comparison principle [44, Chapter 3.4]. The triggering rule is then given by: $t_0 = 0$ and

$$t_{k+1} = \begin{cases} 
\inf \{ t \in \mathbb{R} : t > t_k \text{ and } V(x(t)) = \eta(t) \} & \text{if } \langle x(t_k), \eta(t_k) \rangle \neq 0, \\
+\infty & \text{otherwise.}
\end{cases} \quad (62)$$

We have the next result in the noise-free case.

**Proposition 5:** Suppose Assumption 1 holds. Let $Y$ be any solution to (6), $S = (X_0 Y)^{-1}$, $K = U_0 Y (X_0 Y)^{-1}$ and let $\rho_1 > 0$ be such that $S(X_1 G)^T S + S(X_1 G) \geq -\rho_1 S$. Furthermore, let $L$ be as in (13), $\varsigma_\rho \in (0, 1)$ arbitrary, and $\mu$, $\sigma > 0$ be such that the following SDP (in the decision variables $\mu$ and $\sigma^2$) is satisfied:

$$\mu M_\kappa - \Psi(\sigma) \preceq 0 \quad (63)$$

where the matrix $M_\kappa$ is the same as matrix $M$ in (11) with $-Q$ replaced by $-Q + \varsigma_\rho \rho_1 S$ and $\Psi(\sigma)$ is as in (9). Let $V(x) = x^T S x$, then system (7), (8), (61), and (62)

a) admits $\tau(\sigma)$ in item a) of Theorem 2 as global minimum interevent time with $\sigma$ ensuring (63); b) is globally asymptotically stable, in particular there exist $c_1 \geq 1$ and $c_2 > 0$ such that any solution $\langle x, \eta \rangle$ satisfies $\|x(t), \sqrt{\eta(t)}\| \leq c_1 e^{-c_2 \tau(\sigma)}\|x(0), \sqrt{\eta(0)}\|$ for any $t \geq 0$.\]

**Proof:** We first show the feasibility of (63). Let $s = \sqrt{\mu}/c$ with $c > 0$ any sufficiently large constant such that $-Q + \varsigma_\rho \rho_1 S + I/c < 0$, where $Q$ is defined in (12); clearly, this $c$ exists because $Q - \varsigma_\rho \rho_1 S < 0$ (as $Q \succeq \rho_1 S$ and $s \in (0, 1)$). For such a choice of $\sigma$, we have $\mu(-Q + \varsigma_\rho \rho_1 S + \sigma^2 I) < 0$ for every $\mu > 0$. Therefore, for this choice of $\sigma$, (63) is equivalent by a Schur complement to the two conditions $\mu(-Q + \varsigma_\rho \rho_1 S + I/c) < 0$ and $-I + \mu(SX_1 L)^T(Q - \varsigma_\rho \rho_1 S - I/c)^{-1}(SX_1 L) < 0$, which are jointly satisfied for $\mu$ sufficiently small.

In view of (63), for any $x \in \mathbb{R}^n$, $z^T \Psi(\sigma) z < 0$ implies $\langle VV(x), (A + BK)x + BK e \rangle = z^T M z < -\varsigma_\rho \rho_1 V(x)$, which implies that for any solution $x(t)$ to (7), (8), (61), (62), for any $t \in [t_k, t_{k+1})$, as long as $z(t)^T \Psi(\sigma) z(t) < 0$ (which is the case right after a transmission whenever $x(0) \neq 0$), we have $V(x(t)) < -\varsigma_\rho \rho_1 V(x(t))$ and thus $V(x(t)) < \eta(t)$ in view of (61) and (62). Hence, as the time it takes for $z^T \Psi(\sigma) z$ to grow from $-\sigma^2 z^T z$ to 0 along (7), (8) is lower bounded by $\tau(\sigma)$ in view of item a) of Theorem 2, the time it takes for $V(x)$ to reach $\eta$, which is the intertransmission time generated by (62), is bigger than the former and is thus also lower bounded by $\tau(\sigma)$. Item a) of Proposition 5 is then satisfied as when $x(0) = 0$ no transmissions ever occur.

The proof of item b) follows by considering Lyapunov function $U(x, \eta) = \max\{V(x), \eta\}$ for any $x \in \mathbb{R}^n$ and $\eta \geq 0$, and exploiting the fact that $\eta$ upper-bounds $V$ along the solutions to (7), (8), (61), (62) and strictly decreases outside the origin.\]

We notice that the same type of stability property is stated in items b) of Propositions 3 and 5.

In the noisy case, the ISS Lyapunov function is given by $V(x) = x^T S x$ for any $x \in \mathbb{R}^n$ with $S = (X_0 Y)^{-1}$ and $Y$ a solution to (24), assuming it exists, see Section IV-B. We modify the dynamics of threshold $\eta$ in (61) as

$$\dot{\eta}(t) = -\varsigma_\eta \eta(t) + \nu, \eta(0) \geq V(x(0)) \quad (64)$$

where $\varsigma_\eta > 0$ and $\nu \geq 0$ are both arbitrary. We emphasize that the decay rate of $\eta$, namely $\varsigma_\eta$, can take any value in $\mathbb{R}_{\geq 0}$, which was not the case in (61). We then “robustify” the triggering rule (62) as: $t_0 = 0$ and

$$t_{k+1} = \inf \{ t \in \mathbb{R} : t > t_k + \tau_\rho(\sigma) \text{ and } V(x(t)) \geq \eta(t) \} \quad (65)$$

with $\sigma$ and $\tau_\rho(\sigma)$ as in (39) and (41), respectively. We consider $\tau_\rho(\sigma)$ in (65) and not $\tau_\rho(\sigma)$ as in the other techniques covered so far in this section to simplify the exposition; otherwise the selection of $\nu$ would need to depend on some known upper-bound on $\|d\|_\infty$. In view of (65), the existence of a global minimum interevent time for system (25), (26), (64), (65) is immediate and we have the next stability result.

**Proposition 6:** Suppose the following holds.

a) Assumptions 1 and 2 are verified with $\Lambda$ given.

b) Let $\Omega > 0$, $\text{SDP} (24)$ is feasible, and $K = U_0 Y (X_0 Y)^{-1}$ is the resulting controller as in Theorem 3.

Let $V(x) = x^T S x$ for any $x \in \mathbb{R}^n$ with $S = (X_0 Y)^{-1}$ and $Y$ from (24), then system (25), (26), (64), (65) is (practically) exponentially ISS, in particular there exist $c_1 \geq 1$ and $c_2, c_3, c_4 > 0$ such that any solution $(x, \eta)$ with disturbance input $d$, it holds that $\|x(t), \sqrt{\eta(t)}\| \leq c_1 e^{-c_2 \tau(\sigma)}\|x(0), \sqrt{\eta(0)}\| + c_3 \|d\|_\infty + c_4 \nu$.

**Proof:** We consider the same Lyapunov function as in the proof of Proposition 5, namely $U(x, \eta) = \max\{V(x), \eta\}$ for any $x \in \mathbb{R}^n$ and $\eta \geq 0$. Let $\langle x, \eta \rangle$ be a solution to (25), (26), (64), (65) with input disturbance $d$. The existence of such a solution is ensured as there exists a minimum interevent time $\tau_\rho(\sigma)$, thereby excluding Zeno phenomenon, and the involved dynamics is linear. Let $k \in \mathbb{N}$ and $t \in [t_k, t_{k+1})$. To differentiate $U$ along $\langle x, \eta \rangle$ requires care as $\dot{U}$ is not differentiable everywhere, but almost everywhere. A convenient tool in this context is Clarke’s derivative [45]. To avoid introducing too many technicalities, we exploit [46, Lemma 1], which states in our case that the Clarke’s
derivative of $U(x(t), \eta(t))$ is $\dot{\eta}(t)$ when $\eta(t) > V(x(t))$, it is $\dot{V}(x(t))$ when $\eta(t) < V(x(t))$, and it is less than or equal to max\{\dot{V}(x(t)), \dot{\eta}(t)\} when $V(x(t)) = \eta(t)$. By deriving ISS dissipation inequalities for $\dot{V}(x(t))$ and $\dot{\eta}(t)$, we then obtain the desired result by invoking [47, p.99] and integrating the obtained inequalities as in the other proofs of this work. We now analyze $V(x(t))$ and $\eta(t)$.

We have that the $\eta$-system satisfies a suitable ISS dissipation inequality by design in view of (64). Regarding $\dot{V}(x(t))$, if $t \in [t_k, t_k + \tau_d(\sigma)]$, we proceed as before in the article and exploit the fact that, by definition of $\tau_d(\sigma)$ and since $\sigma$ satisfies (39), (49) holds. If $t \in [t_k + \tau_d(\sigma), t_{k+1}]$, then $\dot{V}(x(t)) < \eta(t)$, $U(x(t), \eta(t)) = \eta(t)$ and the Clarke’s derivative is given by $\dot{\eta}(t) = -\sigma_d \eta(t) + \nu = -\sigma_d U(x(t), \eta(t)) + \nu$. Based on these properties, and since $U$ is not affected by jumps at triggering instants along the solutions, the result follows.

VI. CONCLUSION

We have presented an approach to design robust event-triggered state-feedback controllers for unknown stabilizable perturbed linear time invariant systems directly based on a collection of noisy off-line data and not a model of the dynamics. In particular, we have derived data-based version of the event-triggered control strategies originally developed in a model-based settings in [3], [17], [18], [21], [24], and [48].

The tools developed in this work may provide foundations to develop data-based event-triggered control designs for other control scenarios including when the plant is nonlinear, when only output measurements (instead of full-state measurements) are available, and when an “online” learning mechanism is set to handle plants with time-varying dynamics or to recursively improve the interevent times.

APPENDIX

A. Alternative Data Acquisition Scheme

The results presented in this work rest on $X_1$ in (4c). The computation of $X_1$ can be error-prone as it involves computing the derivative of $x$. We briefly discuss a data collection scheme that can be used when the derivative of $x$ is difficult to compute. The idea is to consider the integral version of the relation $\dot{x} = Ax + Bu + d$, for any $\tau_1 \leq \tau_2$, $f_{\tau_2}^\tau \dot{x}(t)dt = f_{\tau_2}^\tau (Ax(t) + Bu(t) + d(t))dt$, which writes equivalently as $x(\tau_2) - x(\tau_1) = A f_{\tau_2}^\tau x(t)dt + B f_{\tau_2}^\tau u(t)dt + \int_{\tau_1}^{\tau_2} d(t)dt$. We can therefore choose a sampling time $T_s > 0$ to obtain

\[
\begin{align*}
x((k+1)T_s) - x(kT_s) &=\xi(k) \\
A \int_{kT_s}^{(k+1)T_s} x(t)dt + B \int_{kT_s}^{(k+1)T_s} u(t)dt + \int_{kT_s}^{(k+1)T_s} d(t)dt &=\nu(k) \\
&=w(k)
\end{align*}
\]

with $k \geq 0$. Defining $X_1 := [\xi(0) \ldots \xi(T-1)]$, $X_2 := [\nu(0) \ldots \nu(T-1)]$, and $D_0 := [w(0) \ldots w(T-1)]$, we get $X_1 + AX_0 + BU_0 + D_0$, which is the integral version of the original relation $X_1 = AX_0 + BU_0 + D_0$. We can therefore restate all the results with $U_0, X_0, X_1, D_0$ replaced by $U_0, X_0, X_1, D_0$.

B. Proof of Lemma 3

Lemma 3 is a direct consequence of the next result.

Lemma 6: Let $B \in \mathbb{R}^{n \times p}$ and $C \in \mathbb{R}^{r \times n}$ be given matrices. Then, for any $\epsilon > 0$ and any $D \in \mathbb{D}$ with $D$ in (22), we have $BD^C + C^TDB^2 \preceq \epsilon^{-1}BB^T + C^T \Delta \Delta^T \epsilon$. □

Proof: A completion of squares $(\sqrt{\epsilon}C^T D)(\sqrt{\epsilon}C^T D) \preceq \epsilon$ gives the result.

Proof of Lemma 3: Let (24a) hold. By a Schur complement, this is equivalent to $X_1^T Y + (X_1 Y)^T + \Omega + \epsilon^{-1}Y^T Y + \epsilon \Delta \Delta^T \preceq 0$. By applying Lemma 6 with $B = -Y^T$ and $C = I$, we obtain $X_1^T Y + (X_1 Y)^T + \Omega - (DY - (DY)^T) \preceq 0 \forall D \in \mathbb{D}$, which corresponds to (23).
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