The effects of strain in multi-orbital superconductors: the case of Sr$_2$RuO$_4$
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Uniaxial strain experiments have become a powerful tool to unveil the character of unconventional phases of electronic matter. Here we propose a combination of the superconducting fitness analysis and density functional theory (DFT) calculations in order to dissect the effects of strain in complex multi-orbital quantum materials from a microscopic perspective. We apply this framework to the superconducting state of Sr$_2$RuO$_4$, and argue that the recently proposed orbitally anti-symmetric spin-triplet (OAST) order parameter candidate has unique signatures under strain which are in agreement with recent observations. In particular, we can account for the asymmetric splitting of the critical temperatures for compressive strain along the (100) direction, and the reduction of the critical temperatures for compressive strain along the (001) and (110) directions with a single free parameter.

The recent development of strain devices suitable for a variety of experimental probes has opened a new direction of investigation of complex quantum materials [1]. The application of uniaxial strain along different directions allows for the selective reduction of spatial symmetries, which is key to uncover the character of the underlying phases of matter in a variety of magnetic and superconducting materials [2-6]. Strain can tune material properties such as orbital occupation [7], Fermi surface topology, and topological properties [8]. Given the complexity of most of the functional materials available today, a clear understanding of the effects of strain from a microscopic perspective is highly desirable.

Here we take as an example Sr$_2$RuO$_4$, a material whose superconducting order parameter has been the focus of debate for more than 25 years [10]. This system has recently been investigated by thermodynamic [11, 12], transport [13], angle-resolved photoemission spectroscopy (ARPES) [14], nuclear magnetic resonance (NMR) [15], and muon spin relaxation (µSR) [16] experiments under strain, giving us important hints on the nature of the superconducting state in this material.

The recent development of strain devices suitable for a variety of experimental probes has opened a new direction of investigation of complex quantum materials [1]. The application of uniaxial strain along different directions allows for the selective reduction of spatial symmetries, which is key to uncover the character of the underlying phases of matter in a variety of magnetic and superconducting materials [2-6]. Strain can tune material properties such as orbital occupation [7], Fermi surface topology, and topological properties [8]. Given the complexity of most of the functional materials available today, a clear understanding of the effects of strain from a microscopic perspective is highly desirable.

Moreover, the standard chiral $p$-wave state has difficulties accounting for thermodynamic [28] and transport [29] experiments indicating the presence of gap nodes. In this context, some of us have recently proposed a new order parameter candidate: an even-parity pseudospinsinglet chiral superconducting state with horizontal line nodes [30]. In the microscopic orbital basis, this superconducting state in the $E_g$ channel is an $s$-wave orbital-antisymmetric spin-triplet (OAST) which can be stabilized by local interactions in the presence of a large effective Hund coupling and realistic three-dimensional spin-orbit coupling [30].

Here we investigate the effects of strain on local order parameters with $E_g$ symmetry. We conclude that
concept of superconducting fitness \[31, 34\] in conjunction with density functional theory (DFT) calculations can clarify the origin of the unusual features of the evolution of \(T_c\) and \(T_{\text{TRSB}}\) under strain along different directions in a consistent manner. For that, we use the evolution of the normal state band structure from DFT and a single free parameter. Our analysis stems from a microscopic perspective and captures qualitatively new effects beyond a naive Ginzburg-Landau construction. In particular, we discuss the microscopic origin of the asymmetry of \(T_c\) and \(T_{\text{TRSB}}\) under strain along the \((100)\) direction, and how strain along the \((001)\) direction reduces \(T_c\), even though the DOS is enhanced. Moreover, we discuss the behavior of the transition temperatures under strain along the \((110)\) direction.

The simplest form of superconducting fitness measures was introduced in the context of two-orbital models \[33\], therefore here we focus on reduced models for Sr\(_2\)RuO\(_4\) along the \(k_x k_z\) and \(k_y k_z\) planes, both with \(D_{2h}\) symmetry (from now on we refer to these planes as \(XZ\) and \(YZ\), respectively). Note that there are no two-dimensional irreducible representations (irreps) in \(D_{2h}\), so at first sight, it seems that we have lost the discussion about the splitting of the degenerate superconducting transitions in \(E_g\) for the complete model with \(D_{4h}\) symmetry. Here, the reduced models along the \(XZ\) and \(YZ\) planes should be seen as degenerate. Their inequivalence under strain is a manifestation of the symmetry breaking.

Sufficiently far from the Brillouin-zone diagonals (\(k_y = \pm k_x\)), the bands close to the Fermi energy are dominated by only two of the Ru \(t_{2g}\)-orbitals. For concreteness, here we consider the \(XZ\) plane, dominated by the \(d_{xz}\) and \(d_{xy}\) orbitals. Projecting into this subspace, we obtain the following effective two-orbital Hamiltonian

\[
\mathcal{H}_{0}^{XZ} = \sum_{\mathbf{k}} \Psi^\dagger_{\mathbf{k}} \hat{\mathcal{H}}_{0}^{XZ} (\mathbf{k}) \Psi_{\mathbf{k}}, \tag{1}
\]

in the basis \(\Psi_{\mathbf{k}} = (c_{\mathbf{k},xz\uparrow}^\dagger, c_{\mathbf{k},xz\downarrow}^\dagger, c_{\mathbf{k},xy\uparrow}^\dagger, c_{\mathbf{k},xy\downarrow}^\dagger)\), with

\[
\hat{\mathcal{H}}_{0}^{XZ} (\mathbf{k}) = \sum_{\alpha, \beta = 0}^{3} \tilde{h}_{\alpha \beta}^{XZ} (\mathbf{k}) \tilde{\tau}_\alpha \otimes \tilde{\sigma}_\beta, \tag{2}
\]

where the \(\tilde{h}_{\alpha \beta}^{XZ}(\mathbf{k})\) are real even functions of momentum labelled by indexes \((a, b)\), with \(a\) and \(b\) corresponding to \(\tilde{\tau}_\alpha\) and \(\tilde{\sigma}_\beta\), Pauli matrices encoding the orbital and the spin degrees of freedom, respectively (\(\tilde{\sigma}_0\) and \(\tilde{\tau}_0\) are identity matrices), and \(p = \{XZ, YZ\}\) corresponds to the plane. There are, in principle, 16 functions labelled as \((a, b)_{XZ}\), but in presence of time-reversal and inversion symmetries these are constrained to only six: \((0, 0)_{XZ}, (3, 0)_{XZ}\), and \((2, 1)_{XZ}\) in \(A_g\), the first two associated with intra-orbital hopping and the last with atomic spin-orbit coupling (SOC): \((2, 2)_{XZ}\) in \(B_{1g}\) and \((2, 3)_{XZ}\) in \(B_{2g}\), both associated with momentum-dependent SOC; and \((1, 0)_{XZ}\) in \(B_{3g}\) associated with inter-orbital hopping.

Analogously, we parametrize the local gap matrices in the orbital basis as

\[
\Delta_{XZ}^{ab} = d_0 \tilde{\tau}_a \otimes \tilde{\sigma}_b (i\tilde{\sigma}_2), \tag{3}
\]

where \(d_0\) is the order parameter amplitude. Similar construction holds for the \(YZ\) plane. The derivation of the terms in the normal state Hamiltonian, labelled as \((a, b)_p\), and order parameters, labelled as \([a, b]_p\), are given in detail in the Supplemental Material (SM) \[35\], which also includes references \[36\]–\[49\].

From here on, we focus on even parity two-component order parameters with \(E_g\) symmetry, connecting to the OAST order parameter proposed in \[30\], which reconciles several experimental observations. In the complete description of Sr\(_2\)RuO\(_4\) as a three-dimensional three-orbital model (see details in the SM \[35\]), the order parameter is dominated by the basis matrices \([5, 3], [6, 3]\). Once we project the complete model into the \(XZ\) or \(YZ\) planes, we identify \([5, 3] \rightarrow [2, 3]_{YZ} \text{ and } [6, 3] \rightarrow [2, 3]_{XZ}\). A subdominant contribution to this symmetry channel comes from \([3, 0] \rightarrow [-2, 0]\), which in the projected models are identified as \([2, 0] \rightarrow [1, 0]_{YZ} \text{ and } [3, 0] \rightarrow [1, 0]_{XZ}\). These are the only \(E_g\) order parameters we can discuss within the projected models. The quantitative analysis below is done within the two-orbital models, and we use the correspondences summarized in Fig. [4] to connect the results to the original 3-orbital problem with \(D_{4h}\) symmetry.

Within the standard weak-coupling assumptions, the superconducting critical temperature for a two-orbital system under strain can be written as \[33\]

\[
T_c(s) = \frac{4 e^\gamma \omega_C}{\pi} \frac{\omega_C}{2} \exp \left( -\frac{1}{2|v|} - \delta(s) \right) \frac{1}{\alpha(s)}, \tag{4}
\]

where \(\gamma\) is the Euler constant, \(\omega_C\) is a characteristic energy cutoff, \(|v|\) is the magnitude of the attractive interaction in the symmetry channel of interest (the last two assumed to be strain independent). The superconducting fitness functions are written as

\[
\alpha(s) = \frac{1}{16} \sum_a N_a (0, s) \langle |\tilde{F}_A (\mathbf{k}_{F_A}, s) |^2 \rangle_{FS_a}, \tag{5}
\]

and

\[
\delta(s) = \frac{\omega_C^2}{32} \sum_a N_a (0, s) \frac{\langle |\tilde{F}_C (\mathbf{k}_{F_C}, s) |^2 \rangle_{FS_a}}{|q(\mathbf{k}_{F_A})|^2}, \tag{6}
\]

where \(q(\mathbf{k}) = \epsilon_{\alpha}(\mathbf{k}) - \epsilon_{\alpha}(\mathbf{k})\) corresponds to the energy difference between the two bands. The sum over \(a\) corresponds to the sum over the Fermi surfaces with DOS \(N_a(0, s)\) at the Fermi level for strain \(s\), and \(\langle ... \rangle_{FS_a}\) corresponds to the average over the respective Fermi surface. \(|M|^2 = \text{Tr}[MM^\dagger]\) corresponds to the Frobenius norm of.
the matrix $\hat{M}$. The superconducting fitness matrices are defined as

$$\hat{F}_{A,C}(k,s)(i\sigma_2) = \hat{H}_0(k,s)\Delta(k) \pm \Delta(k)\hat{H}_0^\dagger(-k,s), (7)$$

where $\hat{H}_0(k,s) = [\hat{H}_0(k,s) - \hat{t}_{000}(k,s)\Delta_0 \otimes \gamma_0]/\|\hat{h}(k,s)\|^2$, with $\|\hat{h}(k,s)\|^2 = \sum_{(a,b) \neq (0,0)} |\hat{h}_{ab}(k,s)|^2$, is the normalized normal state Hamiltonian, and $\Delta(k) = \Delta(k)/\Delta_0$ is the normalized gap matrix. The index $C$ ($A$) in $\hat{F}_{C(A)}(k,s)$ corresponds to the (anti-)commutator nature of this quantity. A finite $\hat{F}_A(k,s)$ corresponds to the weight of intra-band pairing, guaranteeing a robust weak coupling instability. Conversely, a finite $\hat{F}_C(k,s)$ corresponds to the weight of inter-band pairing, which is detrimental to the superconducting instability and reduces the critical temperature. The evaluation of $\hat{F}_A(k)$ for the local order parameters in $E_g$ within the two-orbital models is summarized in Table I.

For small strain, we can determine the evolution of the superconducting fitness functions using the evolution of the hopping amplitudes and the total DOS evaluated by DFT calculations (see SM [35] for quantitative estimates). Given the proximity of the two Fermi surfaces at the XZ and YZ planes, we assume that the superconducting fitness functions for each Fermi surface are going to be approximately the same. We define

$$\langle ||\hat{F}_A(k,s)||^2 \rangle \approx \langle ||\hat{F}_A(k,0)||^2 \rangle (1 + F_{1s} + F_{2s}^2), \quad (8)$$

for a representative Fermi vector, and the total density of states

$$N(0,s) \approx N(0,0)(1 + N_1s + N_2s^2). \quad (9)$$

The coefficients $F_{1,2}$ and $N_{1,2}$ are summarized in Table II for compressive strain along different directions.

In order to get a simpler form for the evolution of the critical temperature with strain, we use the relation $||\hat{F}_A(k)||^2 + ||\hat{F}_C(k)||^2 = 4$ and write

$$\alpha(s) \approx \alpha(0)(1 + N_1s + N_2s^2)(1 + F_{1s} + F_{2s}^2), \quad (10)$$

$$\delta(s) \approx \delta(0)(1 + N_1s + N_2s^2) \left[1 - A(F_{1s} + F_{2s}^2)\right], \quad (11)$$

where $A = \langle ||\hat{F}_A(0)||^2/q_s^2 \rangle_{FSa}/\langle ||\hat{F}_C(0)||^2/q_s^2 \rangle_{FSa}$, with an implicit $k$ dependence. For the $[2,3]_{XZ/YZ}$ order parameter, we estimate $A \approx 10^{-5}$, and for the $[1,0]_{XZ/YZ}$ order parameters $A = 0$ (see quantitative discussion in the SM [35]). The small value of $A$ allows us to neglect the dependence of $\delta(s)$ on strain through the $F_{1,2}$ coefficients. Furthermore, within the assumption that $1 \gg 2|v|\delta(0)$, we take $\delta(s) \approx \delta(0)$, such that the dependence of the critical temperature on strain is carried only by the fitness function $\alpha(s)$. Within these considerations, the closed form equation for the evolution of $T_c$ can be cast as

$$\frac{T_c(s)}{T_c(0)} \approx \exp \left[ g \left( 1 - \frac{\alpha(0)}{\alpha(s)} \right) \right], \quad (12)$$

where $g = [1/(2|v|) + \delta(0)]/\alpha(0)$, the only free parameter in this analysis, is chosen such that our results are in good agreement with the experimentally observed value of $T_c(s = -0.5\%) \approx 2.9K$ for strain along the (100) direction [12]. Our results for strain along different directions are summarized in Fig. 2. Note that for strain along the (100) direction, the transition temperatures for $[2,3]_{XZ}$ and $[2,3]_{YZ}$ evolve differently, indicating the splitting of the two originally degenerate components $\{[5,3], [6,3]\}$ in

TABLE I. Superconducting fitness analysis for the effective two-orbital models. Each line corresponds to an order parameter with matrix structure $[a, b]_p$. The numerical entries correspond to $||\hat{F}_A(k,s)||^2 = \sum_{(a,b)}(9)$ and $||\hat{F}_C(k,s)||^2$, for each term $(c, d)_p$ in the normal-state Hamiltonian. The corresponding table for $||\hat{F}_C(k,s)||^2$ is obtained by exchanging $0 \leftrightarrow 1$.

| Model | $(3,0)_p$ | $(2,1)_p$ | $(2,2)_p$ | $(2,3)_p$ | $(1,0)_p$ |
|-------|----------|----------|----------|----------|----------|
| $[2,3]_p$ | 0 | 0 | 0 | 1 | 0 |
| $[1,0]_p$ | 0 | 0 | 0 | 0 | 1 |
$E_g$. We associate the higher temperature with $T_c$ and the lower temperature with $T_{\text{TRSB}}$. As expected, for strain along the ⟨001⟩ direction $T_c$ and $T_{\text{TRSB}}$ are the same as there is no symmetry breaking. Finally, for strain along the ⟨110⟩ direction there is symmetry breaking, but its effect cannot be captured by our approach considering only the $XZ$ and $YZ$ planes since these planes remain equivalent (see further discussion in the SM [35]).

In order to qualitatively understand the evolution of the critical temperatures as a function of strain along different directions, we summarize here some of the properties of the parameters in the normal state Hamiltonian along the $XZ$ plane. The dominant term within $(3,0)_{XZ}$ is associated with the imbalance in the intra-orbital nearest-neighbour hopping amplitudes for the $d_{xz}$ and $d_{xy}$ orbitals. $(2,1)_{XZ}$ is associated with the correlation-enhanced effective atomic SOC, taken as $\eta \approx 0.2$ eV [50]. $(2,3)_{XZ}$ is associated with momentum-dependent SOC in the $B_{2g}$ irrep. As an estimate, here we take its value to be equal to one tenth the hopping amplitude with the same inter-orbital structure [30], $\xi_{\text{SOC}}^{xy/zx}(\hat{d}_d) \approx t_{xy/zx}(\hat{d}_d)/10 \approx 0.68$ meV. By symmetry, $(2,2)_{XZ}$ and $(1,0)_{XZ}$ are zero along the $XZ$ plane. We then focus on the evolution of the terms $(3,0)_{XZ}$ and $(2,3)_{XZ}$ with strain. The analysis for the $YZ$ plane leads to a similar conclusion. The evolution of the hopping amplitudes and DOS as a function of strain is determined by DFT calculations, performed without SOC. The correlation-enhanced effective atomic SOC is taken by its agreement with the experimental Fermi surfaces [50] and was verified not to change significantly with strain (this result will be published elsewhere).

For compressive strain along the ⟨100⟩ direction, we see from Table [11] that the dominant coefficients defining the evolution of the critical temperature with strain are associated with the evolution of the DOS ($|N_{12}| > |F_{12}|$). The effect of the fitness measure $\langle F_A(k,\gamma) \rangle^2$ is simply to slow down the evolution of the critical temperatures, as $F_{12}$ and $N_{12}$ have opposite sign. To note here is that at the linear level the evolution of the DOS, and therefore of the critical temperatures, is already rather asymmetric. Furthermore, for the [5,3] component there is a very large quadratic contribution to the evolution of the DOS due to the proximity to a van Hove singularity, which reflects on the evolution of the critical temperature, as shown in Fig. 2(a) (black curves). Given these coefficients obtained for low strain, we would expect an upturn of $T_{\text{TRSB}}$ for $s = -1.7\%$. While this is a relatively high strain value, the upturn can be accessed in experiments by deviations from linear behavior at low strains.

Compressive strain along the ⟨001⟩ direction does not reduce the symmetry group, and as a consequence there is no splitting of the superconducting transition temperatures. For this strain direction, we find $|F_1| > |N_1|$, what indicates that the behavior of the critical temperature as a function of strain is dominated by the evolution of the superconducting fitness measure $\langle |F_A(k,\gamma)|^2 \rangle$. This is in contrast to the discussion above for strain along the ⟨100⟩, with the evolution of the critical temperature dominated by the DOS. In order to understand the evolution of the fitness measure under compressive strain, we can look more carefully at how each term in the normal state Hamiltonian evolves with strain. The superconducting fitness analysis in Table [1] tells us that, for the order parameter $[2,3]_{XZ}$, the normal state term $(3,0)_{XZ}$ contributes to a finite $F_C(k)$ and $(2,3)_{XZ}$ contributes to a finite $F_A(k)$. For compressive strain along the ⟨001⟩ direction, the magnitude of $(3,0)_{XZ} \propto t_{xz}(\hat{n}) - t_{xy}(\hat{\gamma})$ [here $t_j(\hat{n})$ stands for the intra-orbital hopping amplitude for orbital $\gamma$ along the $\hat{n}$ direction] is enhanced, leading to an increase of $F_C(k)$, and $(2,3)_{XZ}$ is reduced, leading to a reduction in $F_A(k)$, such that the coefficient $F_1$ is negative. Interestingly, at the quadratic level the evolution

![FIG. 2. Evolution of the critical temperatures under compressive uniaxial strain along the ⟨100⟩, ⟨001⟩ and ⟨110⟩ directions. (a) Order parameter {⟨5,3⟩, ⟨6,3⟩} with $g = 5.8$. (b) Order parameter {⟨3,0⟩, ⟨−2,0⟩} with $g = 5$. The horizontal dashed line is a guide to the eye corresponding to the unstrained critical temperature. The black (red) circles at $s = -0.5\%$ correspond to the experimental value for strain along the ⟨100⟩ ⟨⟨001⟩⟩ direction. For both plots we set the representative $k_F = 2.67$ to be between the $\beta$ and $\gamma$ Fermi surfaces.](image)
of the critical temperature is dominated by the DOS, as $|N_2| > |F_2|$ and we predict an upturn of the critical temperature for strain values of approximately $-2.2\%$. The results for the (001) direction are shown in Fig. 2 (a) (red curve).

We also consider the behavior of the critical temperatures under compressive strain along the (110) direction. Strain along this direction reduces the point group symmetry, but as we are modelling only the $XZ$ and $YZ$ planes, we cannot capture the symmetry breaking and our results show the same strain evolution for both critical temperatures. In this case the behavior is dominated by the evolution of the DOS, this time in agreement with the behavior for strain along the $\langle 011 \rangle$. Results are summarized in Fig. 2 (a) (blue curve). For this direction an upturn of the critical temperatures would also be expected for $s \approx -2.9\%$. In a more complete treatment with a three dimensional Fermi surface, we expect to see a splitting of the critical temperatures away from the line we currently obtained. This suggests that if the splitting is smaller than the absolute reduction of the critical temperatures we have observed here, both $T_c$ and $T^{\text{TRSB}}$ could be suppressed as a function of compressive strain, as preliminary results indicate $\beta$.

Concerning the other two component order parameter in $E_g$, $\{[3,0],[-2,0]\}$, the strain dependence of $\tilde{F}_A(k)$ is defined by the evolution of $h_{10}(k)$, but, by symmetry, this term is zero along the $XZ$ and $YZ$ planes. As consequence, within our approach, the evolution of the critical temperature is controlled only by the evolution of the DOS through the $N_{1,2}$ coefficients in Table II. These results are summarized in Fig. 2 (b). Note that even though the behavior for strain along the (100) direction is similar to the $\{[5,3],[6,3]\}$ scenario (black curves), now compressive strain along the (001) direction leads to an enhancement of $T_c$ (red curve), while strain along the (110) reduces the critical temperature (blue curve).

Here we would like to highlight that the reduction of the critical temperature for strain along the (001) direction seems to be a unique feature for the order parameter in $E_g$ dominated by $\{[5,3],[6,3]\}$, associated with the recently proposed OAST superconducting state. From a naive weak-coupling scenario, we would expect an increase in $T_c$ based on the enhanced DOS under strain, as recently discussed in Ref. 26.

In conclusion, this work proposes a microscopic perspective for the understanding of the effects of strain in superconductors with multiple degrees of freedom based on the superconducting fitness analysis. This construction is particularly useful in order to go beyond the predictions of effective Ginzburg-Landau theories. Assuming an OAST superconducting state with $E_g$ symmetry, we are able to account for the evolution of the critical temperatures under strain along different directions with a single free parameter $g$, associated with the strength of the interactions in this specific pairing channel. In particular, we find that compressive strain along the (100) direction can lead to an asymmetric splitting of $T_c$ and $T^{\text{TRSB}}$, and that compressive strain along the (001) direction reduces $T_c$, even though the DOS at the Fermi surface is enhanced. We also find that up to splitting, both $T_c$ and $T^{\text{TRSB}}$ are reduced under compressive strain along the (110) direction. These results indicate that the phenomenology of the OAST order parameter satisfies important constraints imposed by recent experiments. We believe that this kind of analysis can be extremely useful for understanding the behavior of other complex superconductors under strain and to ultimately determine the symmetry of the superconducting order parameter in these materials.

| Direction | SC Component | $N_1(%)^{-1}$ | $N_2(%)^{-2}$ | $F_1(%)^{-1}$ | $F_2(%)^{-2}$ |
|-----------|--------------|---------------|---------------|---------------|---------------|
| 100       | [5,3]        | -0.0928       | +0.4143       | +0.0333       | -0.0125       |
|           | [6,3]        | +0.2536       | +0.0797       | -0.0091       | -0.0042       |
| 001       | [5,3],[6,3]  | -0.0503       | +0.0072       | +0.0589       | -0.0024       |
| 110       | [5,3],[6,3]  | +0.0296       | +0.0074       | +0.0129       | -0.0004       |

TABLE II. Coefficients for the evaluation of the evolution of the critical temperature as a function of strain for the $\{[5,3],[6,3]\}$ order parameter inferred from the analysis of the two-orbital models along the $XZ$ and $YZ$ planes. $N_1$ and $N_2$: Coefficients determining the evolution of the density of states at the Fermi energy. $F_1$ and $F_2$: Coefficients determining the evolution of $|\tilde{F}_A(k,s)|^2$ (as in Eq. 5), obtained by selecting a representative $k_F = 2.67$ to be between the $\beta$ and $\gamma$ Fermi surfaces. Note that compressive strain correspond to negative values.
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COMPLETE NORMAL STATE HAMILTONIAN AND ORDER PARAMETERS FOR THE $t_{2g}$ MANIFOLD OF Sr$_2$RuO$_4$ IN THREE DIMENSIONS

Following the notation introduced in [1, 2], we describe the normal state of Sr$_2$RuO$_4$ by a three-dimensional three-orbital model. We define the spinor operator $\Phi_k^\dagger = (c_{k, yz, \uparrow}^\dagger, c_{k, yz, \downarrow}^\dagger, c_{k, xz, \uparrow}^\dagger, c_{k, xz, \downarrow}^\dagger, c_{k, xy, \uparrow}^\dagger, c_{k, xy, \downarrow}^\dagger)$, where $c_{k, \gamma, \sigma}^\dagger$ creates an electron with momentum $k$, orbital $\gamma$, and spin $\sigma$, in terms of which we can write the most general single-particle Hamiltonian

$$\mathcal{H}_0 = \sum_k \Phi_k^\dagger \hat{H}_0(k) \Phi_k,$$

with

$$\hat{H}_0(k) = \sum_{a=0}^{8} \sum_{b=0}^{3} h_{ab}(k) \lambda_a \otimes \sigma_b.$$  

Here $\lambda_a$ are Gell-Mann matrices encoding the orbital degrees of freedom (DOF), $\sigma_b$ are Pauli matrices encoding the spin DOF ($\lambda_0$ and $\sigma_0$ are unit matrices), and $h_{ab}(k)$ are real and even functions of momentum. In presence of spatial inversion and time-reversal symmetries, out of the 36 pairs of indexes $(a, b)$, only 15 are symmetry allowed. These are enumerated in Table I, where we also highlight the associated physical process, and the irreducible representation (irrep) in $D_{4h}$ for the non-strained material and in $D_{2h}$ ($D'_{2h}$) for in-plane uniaxial strain along the $\langle 100 \rangle$ ($\langle 110 \rangle$) direction.

In analogy to the normal state Hamiltonian, we parametrize the superconducting order parameters as

$$\hat{\Delta} = d_0 \lambda_a \otimes \sigma_b (i\sigma_2),$$

with magnitude $d_0$. Each order parameter component is labelled by a pair of indexes $[a, b]$ (note the different brackets used for the parametrization of the terms in the normal state Hamiltonian and for the order parameter). Here we focus on local, s-wave, order parameters enumerated in Table II, highlighting the irrep in $D_{4h}$, $D_{2h}$, and $D'_{2h}$, and the orbital and spin character.
| Irrep in $D_{4h}$ | Irrep in $D_{2h}$ | Irrep in $D_{2h}^*$ | $(a,b)$ | Physical process |
|-------------------|-------------------|-------------------|---------|-----------------|
| $A_{1g}$          | $A_g$             | $A_g$             | (0,0)   | intra-orbital hopping |
|                   |                   |                   | (8,0)   | intra-orbital hopping |
|                   |                   |                   | (4,3)   | atomic SOC        |
|                   |                   |                   | (5,2) - (6,1) | atomic-SOC |
| $A_{2g}$          | $B_{1g}$          | $B_{1g}$          | (5,1) + (6,2) | k-SOC |
| $B_{1g}$          | $A_g$             | $B_{1g}$          | (7,0)   | intra-orbital hopping |
|                   |                   |                   | (5,2) + (6,1) | k-SOC |
| $B_{2g}$          | $B_{1g}$          | $A_g$             | (1,0)   | inter-orbital hopping |
|                   |                   |                   | (5,1) - (6,2) | k-SOC |
| $E_g$             | $\{B_{3g}, B_{2g}\}$ | $\{B_{3g}, B_{2g}\}$ | $\{(3,0), -(2,0)\}$ | inter-orbital hopping |
|                   |                   |                   | $\{(4,2), -(4,1)\}$ | k-SOC |
|                   |                   |                   | $\{(5,3), (6,3)\}$ | k-SOC |

**TABLE I.** Symmetry-allowed $(a,b)$ terms in the normal-state Hamiltonian, the respective irrep in $D_{4h}$, $D_{2h}$ (for strain along $\langle 100 \rangle$), and $D_{2h}^*$ (for strain along $\langle 110 \rangle$), and the associated physical process. For the two-dimensional irrep $E_g$ in $D_{4h}$, the entries are organized such that the first transforms as $x$ (or $yz$) and the second as $y$ (or $xz$). Once the group is reduced, the first entry transforms as $B_{3g}$ and the second as $B_{2g}$. 
| Irrep in $D_{4h}$ | Irrep in $D_{2h}$ | Irrep in $D_{2h}^*$ | $[a, b]$ | Orbital | Spin |
|------------------|------------------|------------------|---------|---------|------|
| $A_{1g}$         | $A_g$            | $A_g$            | $[0, 0]$| symmetric | singlet |
|                  |                  |                  | $[8, 0]$| symmetric | singlet |
|                  |                  |                  | $[4, 3]$| antisymmetric | triplet |
|                  |                  |                  | $[5, 2] - [6, 1]$| antisymmetric | triplet |
| $A_{2g}$         | $B_{1g}$         | $B_{1g}$         | $[5, 1] + [6, 2]$| antisymmetric | triplet |
| $B_{1g}$         | $A_g$            | $B_{1g}$         | $[7, 0]$| symmetric | singlet |
|                  |                  |                  | $[5, 2] + [6, 1]$| antisymmetric | triplet |
| $B_{2g}$         | $B_{1g}$         | $A_{1g}$         | $[1, 0]$| symmetric | singlet |
|                  |                  |                  | $[5, 1] - [6, 2]$| antisymmetric | triplet |
| $E_g$            | $\{B_{3g}, B_{2g}\}$ | $\{B_{3g}, B_{2g}\}$ | $\{3, 0\}, -[2, 0]$ | symmetric | singlet |
|                  |                  |                  | $\{4, 2\}, -[4, 1]$ | antisymmetric | triplet |
|                  |                  |                  | $\{5, 3\}, [6, 3]$ | antisymmetric | triplet |

TABLE II. Local gap functions and irreps in $D_{4h}$, $D_{2h}$ (for strain along $\langle 100 \rangle$), and $D_{2h}^*$ (for strain along $\langle 110 \rangle$). Highlighted are also the orbital and spin character.
Strain along the $\langle 100 \rangle$ direction

Uniaxial strain does not break inversion or time-reversal symmetry, therefore the analysis of the Hamiltonian and local gap structures in presence of strain falls back on the same set of 15 terms enumerated in Tables I and II [1, 2]. For strain along the $\langle 100 \rangle$ direction, the point group symmetry is reduced, such that each term is associated with a different irreducible representation. The reduction $D_{4h} \to D_{2h}$ leads to the mapping $A_{1g}/B_{1g} \to A_g$, $A_{2g}/B_{2g} \to B_{1g}$ and $E_g \to \{B_{2g}, B_{3g}\}$, as indicated in the second column of Tables I and II. This type of strain is usually referred to as $\epsilon_{xx} - \epsilon_{yy}$, with $B_{1g}$ symmetry, from which it is evident the non-equivalence between the $x$ and $y$ directions (an exchange of directions leads to an overall minus sign). In this case a splitting of the superconducting critical temperatures of a state associated with a two-dimensional irreducible representation is expected.

Strain along the $\langle 001 \rangle$ direction

For strain along the $\langle 001 \rangle$ direction there is no symmetry reduction. This type of strain is usually referred to as $\epsilon_{zz}$, with $A_{1g}$ symmetry, from which it is evident the equivalence between the $x$ and $y$ directions. In this case a splitting of the superconducting critical temperatures of a state associated with a two-dimensional irreducible representation is not expected.

Strain along the $\langle 110 \rangle$ direction

For strain along the $\langle 110 \rangle$ direction, the point group symmetry is reduced as $D_{4h} \to D_{2h}^*$, but now the remaining symmetry axes are different from the case of strain along the $\langle 100 \rangle$. This difference leads to a distinct mapping of irreps: $A_{1g}/B_{2g} \to A_g$, $A_{2g}/B_{1g} \to B_{1g}$ and $E_g \to \{B_{2g}, B_{3g}\}$, as indicated in the third column of Tables I and II. This type of strain is usually referred to as $\epsilon_{xy}$, with $B_{2g}$ symmetry, from which it is evident the equivalence between the $x$ and $y$ directions. In this case a splitting of the superconducting critical temperatures of a state associated with a two-dimensional irreducible representation is expected, but it cannot be captured by our simple models projected into the $XZ$ or $YZ$ planes, as discussed below.
REDUCED TWO-ORBITAL MODELS ALONG THE $XZ$ AND $YZ$ PLANES

Before moving to the superconducting fitness analysis, here we introduce simplified two-orbital models. Note that, with the exception of the regions around the Brillouin zone diagonal, most paths stemming from the gamma point towards the Brillouin zone edge cut only two Fermi surfaces. For example, along the $XZ$ ($YZ$) plane we find only the $\beta$ and $\gamma$ bands, the former composed mainly of $d_{xz}$ ($d_{yz}$) and the later of $d_{xy}$ orbitals.

Model along the $XZ$ plane

Along the $XZ$ plane, the dominant orbitals at the Fermi energy are $d_{xz}$ and $d_{xy}$. Projecting into this subspace, we obtain an effective two-orbital Hamiltonian:

$$\mathcal{H}_0^{XZ} = \sum_k \Psi_k^\dagger \hat{\mathcal{H}}_0^{XZ}(k) \Psi_k,$$

in the basis $\Psi_k^\dagger = (c_{k,xz\uparrow}^\dagger, c_{k,xz\downarrow}^\dagger, c_{k,xy\uparrow}^\dagger, c_{k,xy\downarrow}^\dagger)$, with

$$\hat{\mathcal{H}}_0^{XZ}(k) = \sum_{a,b=0}^3 \tilde{h}_{ab}^{XZ}(k) \tau_a \otimes \sigma_b,$$

where the $\tilde{h}_{ab}^{XZ}(k)$ are real even functions of momentum, and both $\tau_a$ and $\sigma_b$ are Pauli matrices encoding the orbital and the spin DOF, respectively ($\sigma_0$ and $\tau_0$ are identity matrices). There are, in principle, 16 parameters $\tilde{h}_{ab}(k)$ but in the presence of time-reversal and inversion symmetries these are constrained to only six, including the term proportional to the identity. The symmetry-allowed terms are listed in Table III; we classify them in terms of the irreps of $D_{2h}$, which is the little group along the $XZ$ plane. We indicate the pair of indexes $(a,b)_{XZ}$ with a subindex to distinguish these from the original three-orbital model. The associated terms $(a,b)$ and irrep in $D_{4h}$ for the original three-orbital model are given, as well as the associated physical process.
The explicit form of the parameters $\tilde{h}_{ab}^{XZ}(k)$ is:

$$\tilde{h}_{00}^{XZ}(k) = \frac{[\xi_{xz}(k) + \xi_{xy}(k)]}{2}$$

$$\tilde{h}_{10}^{XZ}(k) = \xi_{xz/xy}(k) = 0 \quad \text{at the } k_y = 0 \text{ plane}$$

$$\tilde{h}_{21}^{XZ}(k) = \eta$$

$$\tilde{h}_{22}^{XZ}(k) = \eta_{xz/xy}^2(k) = 0 \quad \text{at the } k_y = 0 \text{ plane}$$

$$\tilde{h}_{23}^{XZ}(k) = \eta_{xz/xy}^3(k)$$

$$\tilde{h}_{30}^{XZ}(k) = \frac{[\xi_{zz}(k) - \xi_{xy}(k)]}{2},$$

with

$$\xi_{xz}(k) = 2t_{xz}(\hat{x}) \cos(k_xa) + 2t_{xz}(\hat{y}) \cos(k_ya) + 2t_{xz}(\hat{d}_p) \cos(k_xa + k_ya) + 2t_{xz}(\hat{d}_p) \cos(k_xa - k_ya)$$

$$\xi_{xy}(k) = 2t_{xy}(\hat{x}) \cos(k_xa) + 2t_{xy}(\hat{y}) \cos(k_ya) + 2t_{xy}(\hat{d}_p) \cos(k_xa + k_ya) + 2t_{xy}(\hat{d}_p) \cos(k_xa - k_ya)$$

$$\xi_{xz/xy}(k) = -4t_{xz/xy}(\hat{d}_d) \sin \left( \frac{k_x + k_y}{2} \right) \sin \left( \frac{k_x - k_y}{2} \right) + 4t_{xz/xy}(\hat{d}_d) \sin \left( \frac{k_x - k_y}{2} \right) \sin \left( \frac{k_z}{2} \right)$$

$$\eta_{xz/xy}^2(k) = 2\lambda_{xz/xy}(\hat{d}_p) \cos(k_x + k_y) - 2\lambda_{xz/xy}(\hat{d}_p) \cos(k_x - k_y)$$

$$\eta_{xz/xy}^3(k) = -4\lambda_{xz/xy}(\hat{d}_d) \sin \left( \frac{k_x + k_y}{2} \right) \sin \left( \frac{k_z}{2} \right) - 4\lambda_{xz/xy}(\hat{d}_d) \sin \left( \frac{k_x - k_y}{2} \right) \sin \left( \frac{k_z}{2} \right).$$

Here $t_\gamma(\hat{n})$ corresponds to the intra-orbital hopping amplitude for orbital $\gamma$ and $t_{\gamma/\gamma'}(\hat{n})$ corresponds to inter-orbital hopping between orbitals $\gamma$ and $\gamma'$ in direction $\hat{n}$. The directions correspond to $\hat{x} = (100)$, $\hat{y} = (010)$, $\hat{d}_p = (110)$, $\hat{d}_p = (1 - 10)$, $\hat{d}_d = (111)$, $\hat{d}_d = (1 - 11)$. Under strain $t \rightarrow t + Rs$, where $R$ is the rate of change under strain $s$. The hopping amplitudes and rates have been evaluated by DFT and are summarized in Table II in the main text. Motivated by previous work, we take $\lambda_{xz/xy} = t_{xz/xy}/10$ along the respective directions and we set the correlation enhanced SOC $\eta = 0.2eV$.

Analogously, we can parametrize the local gap matrices in the orbital basis as

$$\hat{\Delta}^{XZ} = d_0 \tau_0 \otimes \sigma_0 (i\sigma_2).$$

(7)

The irreps associated with each $[a,b]_{xz}$ are given in the first column of Table IV, with the following columns highlighting the spin and orbital character, and the respective order parameter in the original three-dimensional three-orbital model.
### TABLE III. Symmetry-allowed terms in the normal state Hamiltonian along the XZ-plane.

| 2-orbital model | 3-orbital model | Physical process |
|-----------------|-----------------|------------------|
| Irrep in $D_{2h}$ | Irrep in $D_{4h}$ | (a,b) |
| $A_g$ | $A_{1g}$ | (0, 0) | intra-orbital hopping |
| $(0,0)_{XZ}$ | 
| $(3,0)_{XZ}$ | $A_{1g}/B_{1g}$ | $(8,0)/(7,0)$ | intra-orbital hopping |
| $(2,1)_{XZ}$ | $A_{1g}$ and $B_{1g}$ | (6, 1) | atomic SOC |
| $B_{1g}$ | $A_{2g}$ and $B_{2g}$ | (6, 2) | $k$-SOC |
| $(2,2)_{XZ}$ | 
| $(2,3)_{XZ}$ | $E_g$ | (6, 3) | $k$-SOC |
| $B_{2g}$ | 
| $(1,0)_{XZ}$ | $E_g$ | (3, 0) | inter-orbital hopping |

### TABLE IV. Local gap functions for the model projected along the XZ-plane.

| 2-orbital model | 3-orbital model | Orbital | Spin |
|-----------------|-----------------|---------|------|
| Irrep in $D_{2h}$ | Irrep in $D_{4h}$ | [a,b] | |
| $A_g$ | $A_{1g}$ | [0,0] | symmetric | singlet |
| $(0,0)_{XZ}$ | 
| $(3,0)_{XZ}$ | $A_{1g}/B_{1g}$ | $(8,0)/(7,0)$ | symmetric | singlet |
| $(2,1)_{XZ}$ | $A_{1g}$ and $B_{1g}$ | (6, 1) | antisymmetric | triplet |
| $B_{1g}$ | $A_{2g}$ and $B_{2g}$ | [6, 2] | antisymmetric | triplet |
| $(2,2)_{XZ}$ | 
| $(2,3)_{XZ}$ | $E_g$ | [6, 3] | antisymmetric | triplet |
| $B_{2g}$ | 
| $(1,0)_{XZ}$ | $E_g$ | [3, 0] | symmetric | singlet |
Model along the $YZ$ plane

An analogous construction gives us the model for the normal state Hamiltonian and order parameters along the $YZ$ plane. The symmetry allowed terms $(a, b)_{YZ}$ are the same, but are associated with different irreps and correspond to distinct physical processes, when compared to the model along the $XZ$ plane.

The explicit form of the parameters $\tilde{h}_{ab}^{YZ}(k)$ is:

\[
\begin{align*}
\tilde{h}_{00}^{YZ}(k) &= \left[\xi_{yz}(k) + \xi_{xy}(k)\right]/2 \\
\tilde{h}_{10}^{YZ}(k) &= \xi_{yz/xy}(k) = 0 \quad \text{at the } k_x = 0 \text{ plane} \\
\tilde{h}_{21}^{YZ}(k) &= \eta_{yz/xy}^1(k) = 0 \quad \text{at the } k_x = 0 \text{ plane} \\
\tilde{h}_{22}^{YZ}(k) &= \eta_{yz/xy}^3(k) \\
\tilde{h}_{30}^{YZ}(k) &= \left[\xi_{yz}(k) - \xi_{xy}(k)\right]/2,
\end{align*}
\]

with

\[
\begin{align*}
\xi_{yz}(k) &= 2t_{yz}(\hat{x})\cos(k_xa) + 2t_{yz}(\hat{y})\cos(k_ya) + 2t_{yz}(\hat{d}_p)\cos(k_xa + k_ya) + 2t_{yz}(\hat{d}_p)\cos(k_xa - k_ya) \\
\xi_{xy}(k) &= 2t_{xy}(\hat{x})\cos(k_xa) + 2t_{xy}(\hat{y})\cos(k_ya) + 2t_{xy}(\hat{d}_p)\cos(k_xa + k_ya) + 2t_{xy}(\hat{d}_p)\cos(k_xa - k_ya) \\
\xi_{yz/xy}(k) &= -4t_{yz/xy}(\hat{d}_p)\sin\left(\frac{k_x + k_y}{2}\right)\sin\left(\frac{k_x}{2}\right) - 4t_{yz/xy}(\hat{d}_p)\sin\left(\frac{k_x - k_y}{2}\right)\sin\left(\frac{k_x}{2}\right) \\
\eta_{yz/xy}^1(k) &= -2\lambda_{yz/xy}(\hat{d}_p)\cos(k_x + k_y) + 2\lambda_{yz/xy}(\hat{d}_p)\cos(k_x - k_y) \\
\eta_{yz/xy}^3(k) &= 4\lambda_{yz/xy}(\hat{d}_p)\sin\left(\frac{k_x + k_y}{2}\right)\sin\left(\frac{k_x}{2}\right) - 4\lambda_{yz/xy}(\hat{d}_p)\sin\left(\frac{k_x - k_y}{2}\right)\sin\left(\frac{k_x}{2}\right).
\end{align*}
\]

Considerations discussed for the $XZ$ plane are also valid here.

The symmetry allowed local order parameters $[a, b]_{YZ}$ are also the same, but these are associated with different irreps and correspond to different components in the two-dimensional irrep in the original three-dimensional model. The results are summarized in Tables V and VI.
|                | 2-orbital model | 3-orbital model |
|----------------|-----------------|-----------------|
|                | Irrep in $D_{2h}$ $(a, b)_{XZ}$ | Irrep in $D_{4h}$ $(a, b)$ | Physical process |
| $A_g$          | $(0, 0)_{YZ}$   | $A_{1g}$        | $(0, 0)$ intra-orbital hopping |
|                | $(3, 0)_{YZ}$   | $A_{1g} / B_{1g}$ | $(8, 0)/(7, 0)$ intra-orbital hopping |
| $B_{1g}$       | $(2, 1)_{YZ}$   | $A_{2g}$ and $B_{2g}$ | $(5, 1)$ $k$-SOC |
| $A_g$          | $(2, 2)_{YZ}$   | $A_{1g}$ and $B_{1g}$ | $(5, 2)$ atomic SOC |
| $B_{3g}$       | $(2, 3)_{YZ}$   | $E_g$           | $(5, 3)$ $k$-SOC |
| $B_{2g}$       | $(1, 0)_{YZ}$   | $E_g$           | $(2, 0)$ inter-orbital hopping |
Here we propose an analysis for the effects of strain based on the superconducting fitness measures [3, 4]. As the simplest form of these measures was introduced in the context of two-orbital models, here we focus on the reduced models along the $XZ$ and $YZ$ planes with $D_{2h}$ symmetry. Note that there are no two-dimensional irreps in $D_{2h}$, so at a first sight it seems that we have lost the discussion about the splitting of the degenerate superconducting transitions. Now the reduced model along the $XZ$ plane should be seen as degenerate with the reduced model along the $YZ$ plane, and their inequivalence under strain is a manifestation of the symmetry breaking.

Within the standard weak-coupling assumptions, the superconducting critical temperature for a two-orbital system can be written as [4]:

$$T_c(s) \approx \frac{4e^7 \pi \omega_C}{|v| e^{-\frac{1}{2}|v|s}} e^{-\frac{1}{2} |v|s},$$

(9)

where $\gamma$ is the Euler constant, $\omega_C$ is a characteristic energy cutoff, $|v|$ is the magnitude of the attractive interaction in the symmetry channel of interest, the last two assumed to be strain-independent. The superconducting fitness functions are:

$$\alpha(s) = \frac{1}{16} \sum a N_a(0, s) \langle \|\hat{F}_A(k, s)\|^2 \rangle_{FS_a},$$

(10)

and

$$\delta(s) = \frac{\omega_C^2}{32} \sum a N_a(0, s) \left\langle \frac{\|\hat{F}_C(k, s)\|^2}{q(k)^2} \right\rangle_{FS_a},$$

(11)

where $q(k) = \epsilon_a(k) - \epsilon_b(k)$ corresponds to the energy difference between the two bands. The sum over $a$ corresponds to the sum over the Fermi surfaces with DOS $N_a(0, s)$ at the Fermi level for strain $s$, and $\langle ... \rangle_{FS_a}$ corresponds to the average over the respective Fermi surface. $\|\hat{M}\|^2 = \text{Tr}[\hat{M}^\dagger \hat{M}]$ corresponds to the Frobenius norm of the matrix $\hat{M}$. The superconducting fitness matrices are defined as:

$$\hat{F}_A(k, s)(i\sigma_2) = \hat{H}_0(k, s)\Delta(k) + \Delta(k)\hat{H}_0^*(\bar{k}, s),$$

(12)

$$\hat{F}_C(k, s)(i\sigma_2) = \hat{H}_0(k, s)\Delta(k) - \Delta(k)\hat{H}_0^*(\bar{k}, s),$$

(13)
such that the effects of strain are introduced through the change in the Hamiltonian parameters. Here \( \tilde{H}_0(k,s) = [\hat{H}_0(k,s) - \tilde{h}_{00}(k,s)\sigma_0 \otimes \tau_0]/|\tilde{h}(k,s)| \) corresponds to the normalized normal state Hamiltonian matrix without the term proportional to the identity, with \( |\tilde{h}(k,s)|^2 = \sum_{(a,b)\neq (0,0)} |\tilde{h}_{ab}(k,s)|^2 \). Here \( \tilde{\Delta}(k) = \tilde{\Delta}(k)/d_0 \) is the normalized gap matrix.

From Eq. 9 it becomes clear that a larger \( \alpha(s) \) guarantees a larger critical temperature, while a larger \( \delta(s) \) is associated with a smaller critical temperature. The evaluation of \( \hat{F}_A(k,s) \) and \( \hat{F}_C(k,s) \) for each local order parameter in the two-orbital models introduced above is summarized in Table VII.

| \( \hat{F}_A \) | \( \hat{F}_C \) |
|----------------|----------------|
| \( (3,0)_p \) | \( (3,0)_p \) | \( (2,1)_p \) | \( (2,2)_p \) | \( (2,3)_p \) | \( (1,0)_p \) | \( (3,0)_p \) | \( (2,1)_p \) | \( (2,2)_p \) | \( (2,3)_p \) | \( (1,0)_p \) |
| [0,0]_p | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| [3,0]_p | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| [2,1]_p | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 |
| [2,2]_p | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 |
| [2,3]_p | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 |
| [1,0]_p | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |

TABLE VII. Superconducting fitness analysis for the effective two-orbital models along the planes \( p = \{XZ,YZ\} \). The dependence of \( \hat{F}_{A,C}(k,s) \) on momenta \( k \) and strain \( s \) is implicit through \( \tilde{h}_{ab} = \tilde{h}_{ab}(k,s) \). The table should be read as follows: Each line corresponds to an order parameter with matrix structure \([a,b]_p\) in plane \( p \), and the numerical entries correspond to \( |\hat{F}_{A,C}(k)|^2 = 4 \sum_{cd}(\text{table entry}) |\tilde{h}_{cd}(k)|^2/|\tilde{h}(k)|^2 \), for each term \( \tilde{h}_{cd}(k) \) in the normal-state Hamiltonian indicated in the second row as \( (c,d)_p \). Note that \( \hat{F}_A(k) \) and \( \hat{F}_C(k) \) are complementary, with \( |\hat{F}_A(k)|^2 + |\hat{F}_C(k)|^2 = 4 \). The irrep associated with each \([a,b]_p\) term and the associated order parameter in the original three-orbital model should be read from Tables IV and VI for each plane.
We can then use the relation \( ||\hat{F}_A(k,s)||^2 + ||\hat{F}_C(k,s)||^2 = 4 \) and rewrite \( \hat{F}_C(k,s) \) as:

\[
\delta(s) = \frac{\omega^2}{32} \sum_a N_a(0,s) \left( 4 - \frac{||\hat{F}_A(k_F,s)||^2}{q(k_F)^2} \right)_{F_{Sa}}.
\]  

(14)

Given the proximity of the two Fermi surfaces at the XZ and YZ planes, we assume that the superconducting fitness functions for each Fermi surface are going to be approximately the same. For simplicity, we take a single representative point in between the \( \beta \) and \( \gamma \) bands for our calculations. We also assume the difference between the bands \( q(k) \) to be a constant over the Fermi surface and not to vary with strain. Under these assumptions, we can factor out the total density of states \( N(0,s) \) and write:

\[
\delta(s) \approx \frac{\omega^2}{32} N(0,s) \frac{4 - \langle ||\hat{F}_A(k_F,s)||^2 \rangle_{FS}}{q(k_F)^2}.
\]  

(15)

In terms of the unstrained value \( \delta(s) \), we can write:

\[
\delta(s) \approx \delta(0) \frac{N(0,s)}{N(0,0)} \frac{\langle ||\hat{F}_C(k_F,0)||^2 \rangle_{FS} + \langle ||\hat{F}_A(k_F,0)||^2 \rangle_{FS} - \langle ||\hat{F}_A(k_F,s)||^2 \rangle_{FS}}{\langle ||\hat{F}_C(k_F,s)||^2 \rangle_{FS}}.
\]  

(16)

In order to get more intuition from the quantitative discussion, we can expand the average of the fitness function \( \hat{F}_A(k_F,s) \) for small values of strain as:

\[
\langle ||\hat{F}_A(k_F,s)||^2 \rangle_{FS} \approx \langle ||\hat{F}_A(k_F,0)||^2 \rangle_{FS} (1 + F_1 s + F_2 s^2),
\]  

(17)

and the total density of states as:

\[
N(0,s) \approx N(0,0)(1 + N_1 s + N_2 s^2).
\]  

(18)

with coefficients \( F_{1,2} \) and \( N_{1,2} \) estimated from DFT calculations. Their values for strain along different directions are summarized in Table II in the main text.

With this parametrization, \( \delta(s) \) can be written as:

\[
\delta(s) \approx \delta(0) \frac{N(0,s)}{N(0,0)} \left[ 1 - \frac{\langle ||\hat{F}_A(k_F,0)||^2 \rangle_{FS}}{\langle ||\hat{F}_C(k_F,0)||^2 \rangle_{FS}} (F_1 s + F_2 s^2) \right] \]

\[
\approx \delta(0)(1 + N_1 s + N_2 s^2) \left[ 1 - A(F_1 s + F_2 s^2) \right].
\]  

(19)

Here we defined \( A = \frac{\langle ||\hat{F}_A(k_F,0)||^2 \rangle_{FS}}{\langle ||\hat{F}_C(k_F,0)||^2 \rangle_{FS}} \). For the \([2,3]_{XZ/YZ}\) order parameters, we estimate \( A \approx 10^{-5} \), and for the \([1,0]_{XZ/YZ}\) order parameters \( A = 0 \) (see quantitative discussion below). The small value of \( A \) allows us to neglect the dependence of \( \delta(s) \) on strain through the \( F_{1,2} \) coefficients. Furthermore, within the assumption that \( \frac{1}{2|v|} \gg \delta(0) \), we can take
δ(s) ≈ δ(0), such that the dependence of the critical temperature on strain is carried only by the fitness function \( \alpha(s) \). Within these considerations, the closed form equation for \( T_c \) then simplifies to:

\[
T_c(s) \approx \frac{4e^{\gamma} \omega_C}{\pi} \exp \left[ -\frac{1}{2} |v| - \delta(0) \right] / \alpha(s),
\]

and we can finally write:

\[
T_c(s) \approx T_c(0) \exp \left[ g \left( 1 - \frac{\alpha(0)}{\alpha(s)} \right) \right],
\]

where \( g = [1/(2|v| + \delta(0))] / \alpha(0) \), as defined in the main text.

**QUANTITATIVE ANALYSIS**

**Analysis for the \{5,3\}, \{6,3\} order parameter**

We now discuss how the superconducting fitness parameters evolve as a function of strain for the order parameter components \{5,3\}, \{6,3\} based on the behaviour of the dominant hopping amplitudes estimated from DFT calculations (results summarized in Table VIII). This analysis gives rise to the coefficients \( F_1 \) and \( F_2 \) summarized in Table II in the main text. Here it is important to remember the mapping to the projected two-orbital models as \[5,3\] → \[2,3\]_{YZ} and \[6,3\] → \[2,3\]_{XZ}.

From Table I in the main text, for the order parameter \[2,3\]_{p}, the normal state Hamiltonian term \( (2,3)_{p} \) contributes to a finite \( \hat{F}_A(k) \), and the remaining contribute to a finite \( \hat{F}_C(k) \). Writing explicitly:

\[
||\hat{F}_A(k,s)||^2 = 4|\tilde{h}_{23}(k,s)|^2 / |\tilde{h}(k,s)|^2, \]
\[
||\hat{F}_C(k,s)||^2 = 4[|\tilde{h}_{30}(k,s)|^2 + |\tilde{h}_{21}(k,s)|^2 + |\tilde{h}_{22}(k,s)|^2 + |\tilde{h}_{10}(k,s)|^2] / |\tilde{h}(k,s)|^2.
\]

Focusing first on the \( XZ \) plane, the term \( (3,0)_{XZ} \) is associated with the imbalance in the intra-orbital nearest-neighbour hopping amplitudes for the \( xz \) and \( xy \) orbitals, and is proportional to \( t_{xz}(\hat{x}) - t_{xy}(\hat{x}) \approx -0.06eV \); \( (2,1)_{XZ} \) is associated with the correlation-enhanced effective atomic SOC, \( \eta \approx 0.2eV \) \[5\]; \( (2,3)_{XZ} \) is associated with momentum-dependent SOC in the \( B_{2g} \) irrep with magnitude much smaller than the atomic SOC. As an estimate, here we take its value to be equal to one tenth the hopping amplitude with...
the same inter-orbital structure [2], \( t_{\text{SOC}}^{xy/xz}(\hat{d}_d) \approx t_{xy/xz}(\hat{d}_d)/10 \approx 0.68\text{meV} \). By symmetry, \((2,2)_{XZ}\) and \((1,0)_{XZ}\) are zero along the \(XZ\) plane. We therefore focus on the evolution of the terms \((3,0)_{XZ}\) and \((2,3)_{XZ}\) with strain. The evolution of the hopping amplitudes as a function of strain is determined by DFT calculations, performed without SOC. The correlation-enhanced effective atomic SOC is taken by its agreement with the experimental Fermi surfaces [5] and was verified not to change significantly with strain (this result will be published elsewhere).

Analogously, for the \(YZ\) plane, the term \((3,0)_{YZ}\) is associated with the imbalance in the intra-orbital nearest-neighbour hopping amplitudes for the \(yz\) and \(xy\) orbitals, and is proportional to \(t_{yz}(\hat{y}) - t_{xy}(\hat{y}) \approx -0.06eV\); \((2,2)_{YZ}\) is associated with the effective atomic SOC, \(\eta \approx 0.2eV\) [5], which is not expected to change under strain; \((2,3)_{YZ}\) is associated with momentum-dependent SOC in the \(B_{3g}\) irrep with magnitude much smaller than the effective atomic SOC. As an estimate, here we take its value to be equal to one tenth the hopping amplitude with the same inter-orbital structure [2], \( t_{\text{SOC}}^{xy/yz}(\hat{d}_d) \approx t_{xy/yz}(\hat{d}_d)/10 \approx 0.68\text{meV} \). By symmetry, \((2,1)_{YZ}\) and \((1,0)_{YZ}\) are zero along the \(YZ\) plane. We therefore focus on the evolution of the terms \((3,0)_{YZ}\) and \((2,3)_{YZ}\) with strain.

**Strain along the \((001)\) direction**

For compressive strain along the \((001)\) direction, there is no reduction of the symmetry group and, therefore, no splitting of the superconducting transition temperatures. Considering the model projected along the \(XZ\)-plane, \((3,0)_{XZ} \sim t_{xz}(\hat{x}) - t_{xy}(\hat{x}) \approx -0.065eV\) is enhanced in magnitude, leading to an increase of \(\hat{F}_C(k)\), and \((2,3)_{YZ}\) is reduced, leading to a reduction in \(\hat{F}_A(k)\), such that the critical temperature is expected to be reduced for the \([6,3]\) component, if the coefficient \(F_1\) dominates over the coefficient \(N_1\) for small strain. The analysis along the \(YZ\)-plane leads to the same conclusion for the \([5,3]\) component. The result is displayed as the red curve in Fig. 1 (a) in the main text. Note that the value of \(g\), chosen to match the critical temperature for \(s \approx -0.5\%\) along the \((100)\) direction, provides good qualitative agreement for strain along the \((001)\) direction.
Analysis for the \{[3, 0], [−2, 0]\} order parameter

We now discuss how the superconducting fitness parameters evolve as a function of strain for the second superconducting order parameter associated with a two-dimensional irreducible representation in the original model, \{[3, 0], [−2, 0]\}. Here is important to remember
the mapping to the projected two-orbital models as \([3, 0] \rightarrow [1, 0]_{XZ}\) and \([2, 0] \rightarrow [1, 0]_{YZ}\).

From Table I in the main text, for the order parameter \([1, 0]_p\), the normal state Hamiltonian term \((1, 0)_p\) contributes to a finite \(\hat{F}_A(\mathbf{k})\), and the remaining contribute to a finite \(\hat{F}_C(\mathbf{k})\). Writing explicitly:

\[
||\hat{F}_A(\mathbf{k}, s)||^2 = 4|\tilde{h}_{10}(\mathbf{k}, s)|^2 / |\tilde{h}(\mathbf{k}, s)|^2, \\
||\hat{F}_C(\mathbf{k}, s)||^2 = 4[|\tilde{h}_{30}(\mathbf{k}, s)|^2 + |\tilde{h}_{21}(\mathbf{k}, s)|^2 + |\tilde{h}_{22}(\mathbf{k}, s)|^2 + |\tilde{h}_{23}(\mathbf{k}, s)|^2] / |\tilde{h}(\mathbf{k}, s)|^2.
\] (23)

Note that, by symmetry, \(\tilde{h}_{10}(\mathbf{k}) = 0\) along the \(XZ\) and \(YZ\) planes, such that \(||\hat{F}_{A,C}(\mathbf{k}, s)||^2\) does not change under strain, and the evolution of the critical temperature is then purely controlled by the evolution of the DOS. The evolution of the critical temperatures under strain along the different directions for \{[3, 0], [−2, 0]\} order parameter is displayed in Fig. 1 (b) in the main text. Note that now compressive strain along the \(\langle 001 \rangle\) direction leads to an enhancement of the critical temperature.

Details of the DFT calculation

For the < 100 > and < 001 > strain directions, the DFT calculations were performed with Wien2k [6] using RKmax=8, in the generalized gradient approximation (GGA) for the exchange-correlation functional as parametrized by Perdew, Burke, and Ernzerhof (PBE) [7]. The structure was taken as the experimental lattice parameters \(a = b = 3.8613\,\text{Å}\), \(c = 12.7218\,\text{Å}\) from Ref.[8] measured at 8 K. The internal coordinates (apical O and Sr z-position) of the unstrained structure were relaxed within DFT resulting in \(z_O = 0.16344\) and \(z_{Sr} = 0.35230\) (compared to the experimental ones of: 0.1634(4) and 0.3529(4)). For simplicity we do not optimize the internal coordinates under strain. We confirmed with calculations at higher strains that the internal coordinates are not affected much by the applied strain. We apply strain in the < 100 > direction (i.e. the < 001 > direction) and scale the < 010 > and < 001 > directions according to the experimental Poisson ratios of
\[ \varepsilon_{yy} / \varepsilon_{xx} = 0.508 \text{ and } \varepsilon_{zz} / \varepsilon_{xx} = 0.163 \text{ [9]. The calculations are performed on a shifted } 27 \times 27 \times 27 \text{ } k\text{-grid for the primitive 7-atom unit cell.} \]

For strain along \( <110> \) direction, the DFT calculations were performed using the Quantum ESPRESSO package [10] using GGA-PBE. Scalar-relativistic ultrasoft pseudopotential from the GBRV library [11] were used, with the 4s and 4p semicore states of Sr and Ru included in the valence. The plane wave kinetic energy cutoff is set to 60 Ry, and the Brillouin-zone integration is carried out using a Methfessel-Paxton smearing parameter of 0.01 Ry. To implement the uniaxial strain along \( <110> \), the conventional 14-atom unit-cell is enlarged with \( \sqrt{2} \times \sqrt{2} \) in-plane lattice vectors, resulting in a 28-atom supercell with one in-plane axes aligned along the \( <110> \) direction. For the structural optimization, compressive strain is imposed on this lattice parameter, while the two perpendicular lattice parameters are relaxed until the corresponding components of the stress tensor are smaller than 0.1 kb. As before, the internal coordinates are kept fixed during the relaxation, calculated on a \( \Gamma \)-centered \( 7 \times 7 \times 3 \) \( k \)-point grid for the supercell. The charge density is recalculated for the primitive 7-atom unit cell on a \( \Gamma \)-centered \( 27 \times 27 \times 27 \) \( k \)-point grid.

To describe the low-energy bands crossing the Fermi energy we construct three maximally localized Wannier functions [12, 13] of \( t_{2g} \) symmetry using wien2wannier [14] and Wannier90 [15], a \( 10 \times 10 \times 10 \) \( k \)-grid and a frozen energy window ranging from -1.77 to 3 eV for all strains. From the real-space Wannier model the relevant hopping amplitudes are extracted and the strain-dependent rates calculated from a first-order fit with strain up to 0.8\% (summarized in Table VIII). To estimate the coefficients of the evolution of the density of states at the Fermi energy in the \( k_xk_z \) and \( k_yk_z \) planes, the eigenstates are re-evaluated on a planar mesh of 19600 \( k \)-points using the TRIQS library [16]. To remove a remaining influence of the limited resolution, the density of states at the Fermi level is determined from a third-order fit in an energy range of up to \( \pm 0.05 \) eV. Based on the resulting values \( N(0,s) \) as function of strain, the coefficients \( N_1 \) and \( N_2 \) are obtained from a second-order fit for the \( k_xk_z \) and \( k_yk_z \) plane, respectively (summarized in Table VIII).
Hopping amplitudes (in eV) and rate of change (in eV/%) under strain along ⟨100⟩, ⟨001⟩, and ⟨110⟩ directions. Here $t_{\gamma}(\hat{n})$ corresponds to the intra-orbital hopping amplitude for orbital $\gamma$ and $t_{\gamma/\gamma'}(\hat{n})$ corresponds to inter-orbital hopping between orbitals $\gamma$ and $\gamma'$ in direction $\hat{n}$.

The rates of change of the hopping amplitudes on this table are for compressive strain corresponding to $s > 0$. Estimates based on DFT calculations for compressive strains up to -1.6% along the ⟨100⟩ direction and up to -3.2% along the ⟨001⟩ direction. Note that compressive strain corresponds to negative values.

|                | ⟨100⟩   | ⟨001⟩   | ⟨110⟩   |
|----------------|---------|---------|---------|
|                | Amplitude | Rate    | Amplitude | Rate    | Amplitude | Rate    |
| $t_{xy}(\hat{x})$ | 0.37344   | -0.02243 | 0.37354   | 0.00060 | 0.36288   | -0.00332 |
| $t_{xy}(\hat{y})$ | 0.37364   | 0.01439  | 0.37354   | 0.00060 | 0.36288   | -0.00332 |
| $t_{xy}(\hat{d}_p)$ | 0.12208   | -0.00138 | 0.12207   | 0.00131 | 0.11981   | -0.00332 |
| $t_{xz}(\hat{x})$ | 0.30895   | -0.02304 | 0.30837   | 0.01372 | 0.30777   | -0.00860 |
| $t_{xz}(\hat{y})$ | 0.04300   | 0.00219  | 0.04298   | -0.00201 | 0.04015   | 0.00004  |
| $t_{xz}(\hat{d}_p)$ | 0.01604   | 0.00092  | 0.1610    | -0.00067 | 0.01499   | 0.00016  |
| $t_{yz}(\hat{x})$ | 0.04300   | -0.00220 | 0.04298   | -0.00201 | 0.04015   | 0.00004  |
| $t_{yz}(\hat{y})$ | 0.30909   | 0.00373  | 0.30837   | 0.01372 | 0.30777   | -0.00860 |
| $t_{yz}(\hat{d}_p)$ | 0.01604   | -0.00059 | 0.1610    | -0.00067 | 0.01499   | 0.00016  |
| $t_{xy/xx}(\hat{d}_d)$ | 0.00678   | -0.00016 | 0.00678   | -0.00033 | 0.00633   | 0.00021  |
| $t_{xy/xx}(\hat{c}_d)$ | 0.00678   | -0.00016 | 0.00678   | -0.00033 | 0.00633   | -0.00016 |
| $t_{xy/yz}(\hat{d}_d)$ | 0.00677   | 0.00023  | 0.00678   | -0.00033 | 0.00633   | 0.00021  |
| $t_{xy/yz}(\hat{c}_d)$ | 0.00677   | 0.00023  | 0.00678   | -0.00033 | 0.00633   | -0.00016 |
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