Abstract—Future smart factories are expected to deploy an emerging dynamic Virtual Reality (VR) applications with high bandwidth wireless connections in the THz communication bands, where a factory worker can follow activities through 360° video streams with high quality resolution. THz communications, while promising as a high bandwidth wireless communication technology, are however known for low fault tolerance, and are sensible to external factors. Since THz channel states are in general hard to estimate, what is needed is a system that can adaptively react to transceiver configurations in terms of coding and modulation. To this end, we propose an adaptive control plane that can help us configure the THz communication system. The control plane implements a workflow algorithm designed to adaptively choose between various coding and modulation schemes depending on THz channel states. The results show that an adaptive control plane can improve throughput and signal resolution quality, with theoretically zeroed bit error probability and a maximum achievable throughput in the scenarios analyzed.

I. INTRODUCTION

Future smart factory scenarios are envisioned with the downlink applications using high bandwidth wireless links able to provide high throughput and fault tolerance. A typical scenario, as illustrated in Fig. 1a, includes several robots, a factory worker is using an augmented or virtual reality (VR) and high quality resolution device (as a receiver), and a Base Station (BS) (as a transmitter). The high data rate of communications in Gb/s is today achievable with Terahertz (THz) frequency band (0.3−10 THz). A system that can combine THz communications, and virtual- and augmented reality will enable several advanced features in the manufacturing process, such as the real-time placement of images onto the real working environment to see the proper instructions on how to assemble a particular product or a component, hands-free [1]. Such applications in general are expected to improve the manufacturing efficiency, decrease the training time of factory works, and enhance the safety.

To guarantee high throughput and fault tolerance, the system needs to be able to adaptively respond to changed transmission and applications conditions. First, this is necessary since VR users move, leading to the outdated channel states, making static system configuration obsolete. Second, and more critically, THz band is sensitive to molecular absorption [2], leading to an easily deteriorated Signal-to-Noise Ratio (SNR), i.e., a high Bit Error Rate (BER). Thus, to provide the desired robustness, the adoption and development of the adequate coding schemes are subject of ongoing research [3]. In regard to coding, a few FEC codes with redundant data are under discussion for THz communication to protect original data against losses, such as Low Density Parity Check (LDPC), RS or Polar code [4], [5]. To increase the transmission performance, data can also be transferred with either a higher modulation formats, or over longer paths, which also is a major challenge in THz spectrum. Previous work analyzed time-varying channel modeling and tracking for THz indoor communications [6]. Papers [7] and [8] analyzed to this end different mobility scenarios in THz indoor communications.

In this paper, we conceptualize the need to provide an adaptive system configuration in response to mobility and channel state changes, with the aim of improving throughput and fault tolerance. To this end we propose data and control plane architectures, akin to what is known in high speed networks, e.g., [9]. In the control plane, we design a workflow feedback loop algorithm which can adaptively update the channel states and generate adaptive coding and modulation THz system configurations. In the data plane, we consider four modulation schemes: BPSK, QPSK, 8PSK and 16QAM. For coding, the system can choose between and Multidimensional Parity Check (MDPC) [10] and Reed-Solomon (RS) codes [11]. The reasons for the above selections is because these modulations and coding schemes are well known and can be analyzed, though our approach is applicable to other schemes as they emerge. The results show an adaptive control plane can choose the best coding and modulation schemes with the lowest transmission overhead, and the highest code rate and throughput, therefore improving the system performance with theoretically zeroed bit error probability and a maximum achievable throughput in the scenarios analyzed.

II. SYSTEM DESIGN

A. THz data plane

The THz data plane includes the transmitter (Tx), also referred to as THz base station, and the receiver (Rx) module, here corresponding to the VR device. In our model we assume that Rx (VR) can move, whereas Tx (BS) is static. At the Transmitter (Tx) (THz base station), the data source with a long bit stream is split into substreams. Each substream is referred to as a coding generation of K bits, whereby the coding generation includes a set of bits coded and decoded together. Based on channel condition, K can be adaptively chosen and all Ks are temporarily stored at the coding cache for the coding process. A coding generation of K bits generates R redundant bits from the coding cache, where R bits are used
to support for correcting error bits from $K$ bits. We consider two coding schemes: RS code, and MDPC($nD/mL$) code with $n$ dimensions ($D$) and the same length ($L$) of $m$ bits for each dimension, whereby the original bits stay unchanged after coding, meaning that only redundant coded bits are generated by coding. The control plane can choose one of these two schemes adaptively, based on an algorithm.

If MDPC($nD/mL$) code is chosen, the encoding process for $R = (m + 1)^n - m^n$ parity bits [10] generated from $K = m^n$ bits can be performed as follows: A special case of MDPC($nD/mL$) code with $n = 2$ has column and row parity bits in the last row and column of the two-dimensional matrix, respectively. The original data bits are put at the remaining columns and rows of the matrix. Data bits in the column of the matrix and in the row of the matrix are secured by one column parity bit in the last row and by one row parity bit in the last column, respectively. The parity check bit on check bits for securing column and row parity bits is at the bottom right corner of the matrix. The construction of MDPC($nD/mL$) code with $n \geq 3$ is a multidimensional hypercube combined from basic three-dimensional parity check cubes. A parity check cube of three dimensions is a set of the two-dimensional parity matrices layered into a third dimension and the parity bits across the layers of data bits belong to the last layer.

If RS code is chosen, the related coding mechanism as well known from [11] can be performed as follows: The original data $M(X)$ with the size of $K$ bits is operated on the coding process with the modulo-$g(X)$ function to create the redundant data $CK(X)$, i.e., $CK(X) = X^{\frac{s}{Z}} \cdot M(X) \mod g(X)$, whereby $X^{\frac{s}{Z}}$ represents the displacement shift, $s$ is the coding symbol size in bits, $R$ is the size of redundant coded information bits and $g(X)$ represents the generator. Therefore, the RS code word $C(X) = X^{\frac{s}{Z}} \cdot M(X) + CK(X)$ includes the redundant data $CK(X)$ appended systematically onto the original data $M(X)$, i.e., $K$ original bits are increased to $K + R$ bits during the coding process. $R + K$ bits are divided into symbols of $s$ bits each and all coding operations are performed via finite field $\mathbb{F}_{2^s}$. The maximum codeword length of RS code is $K + R = 2^s - 1$. If $R$ is fixed and $K + R < 2^s - 1$, then $Z$ zero padding symbols can be added into $\frac{K}{Z}$ original symbols by the encoder so that the codeword length $K + R + Z = 2^s - 1$ can be achieved, and $R$ redundant coded symbols are generated. These zero padding symbols will not be sent out of transmission channels, but the decoder needs to use them for the decoding process. After the coding process, $K + R$ data bits are modulated to generate $X$ modulation symbols. The control plane can choose one of the four modulation schemes: BPSK, QPSK, 8PSK and 16QAM, depending on the THz channel state. After the modulation process, $X$ modulation symbols are sent over the THz channel.

At the Receiver (Rx) side (VR device), we collect $X$ symbols to demodulate. $X$ modulation symbols are demodulated to re-create $K$ original data bits and $R$ redundant bits, for decoding. $K + R$ bits will be then delivered to the decoding block. As large amount of data arrives at the same time, a receiving buffer is necessary to temporally store all arriving data for the decoding process, whereby the decoded generations are serialized. If MDPC($nD/mL$) code is used, the iterative decoding method can be applied [10] to correct the data bits with the highest error probability in each decoding iteration. All parity bits and their related data bits are checked in each decoding iteration, and then we will count a failed dimension marker (FDM). The FDM of the arbitrary bit is set to $k$, if that bit discovers a parity check error in the $k$ dimension. If the FDM reaches the highest value less than 2, then the decoding process stops. Otherwise, all bits are inverted with the highest FDM value. In the next step, the iteration number limit is checked to decide whether the decoding process stops or all steps are repeated in the next iteration, based on the predefined maximum iteration. Finally, if $FDM_{max} = 0$ after the decoding process, the frame is considered error-free. Otherwise, we face an uncorrectable error.

If RS code [11] is chosen, the data of RS code is decoded as follows. The syndrome components are calculated from the received word at the first stage. The second stage is to calculate the error-locator word from the syndrome components. At
the BER values of bandwidth 8 GHz, the third stage, the error locations are calculated from the error-locator numbers which are from the error-locator word. The fourth stage is for calculating the error values from the syndrome components and the error-locator numbers. Finally, we calculate the decoded code word from the received word, the error locations, and the error values.

B. THz Control Plane

The control plane module includes the two main components referred to as Transmitter Controller and Adaptive Configuration Module. In between, a messaging protocol (feedback messaging protocol) is used for communications over a wireless channel. The latter can be either in THz or out of THz band, and is not critical in the overall design due to its low bandwidth required.

Adaptive configuration module generates new system configurations when the channel state changes. This module collects the necessary measurements (e.g., BER) used for estimating the receiver performance as well as channel state information. Such measurements are not foreseen at the transmitter module, here THz BS, but can be easily added to the system. For instance, transmitter can measure the noise levels and calibrate the transmitting power as the noise increases (e.g., due to equipment aging or heat). The arrow labelled with the message "Retrieve BER value \( BER_m \)" illustrated that the measured BER value is periodically updated from the receiver module to the adaptive configuration module. The messaging arrows labelled as "Set demodulation scheme" and "Set decoding scheme: RS\((K, s)\)/MDPC\((K)\)" illustrate the actuation messaging to inform the data plane when the best demodulation and decoding schemes are chosen, respectively. This messages are sent out after the new system configurations are generated by the adaptive configuration module.

It is important to note that a buffer needs to be defined sufficiently large for the system to work and store the messages about the system states. Let us define a buffer \( B \) with an enough size for \( N \) messages. This buffer is used to save measured BER values \( BER_m \) (before decoding) sent by the receiver. \( BER_m \) after buffering is denoted to be \( BER_f \). The \( BER_f \)s stored in the buffer are used to anticipate the status of the receiver (e.g., moving or standing idly at a certain position), or the transmission distance. For example, changed \( BER_f \)s mean that it is likely that the receiver is moving. Consider the BER values of bandwidth 8.64 GHz at center frequency 300.24 GHz over different transmission distances and modulation schemes conducted using the Simulator for Mobile Networks (SiMoNe) in Fig. 2 from [12], e.g., if we have \( BER_m \) or \( BER_f \) is approximately equal to 0.0579, then the transmission distance is estimated to be \( d = 20 \) m with using BPSK, whereby \( BER_m \) and \( BER_f \) can be deducted for the current transmission distance and previous transmission distance, respectively. At the beginning, we store the value of 0 in the buffer. The values \( BER_m \) are periodically updated from the receiver module at a constant time interval \( t \). We assume that a small moving speed of a pedestrian is at 1 m/s, i.e., a footstep of worker with 0.5 m will take 0.5 s. So, to estimate the moving of receiver, we recommend setting the constant time interval \( t = 0.5 \) s for periodically updating \( BER_m \).

In Fig. 2 on the other hand, the fluctuations of channel state are continuous when the receiver is moving to different transmission distances. Hence, the adaptive configuration module only generates the new configurations, when the receiver is predicted to stop at a certain position. This can be explained as follows: The channel state changes so fast, when the receiver is moving. So, the new configurations have not been able to actuate yet, and are already obsolete. Also, too frequent channel state update can cause an extremely large overhead in each transmitted frame. At the beginning, let us assume that we set up the system using RS code \((224, 240)\) and the main THz channel using 16QAM, and they are known by transmitter, receiver and adaptive configuration module.

C. Adaptive Algorithm

To generate new states, an Algorithm 1 is used. For line 1 the Selection function includes \( BER_m \) periodically updated by the receiver module. For line 2 line 3 we compare \( BER_m \) with the other previous BER values \( BER_f \)s stored in the buffer. If there exists at least a difference of \( BER_m \) and any \( BER_f \) stored in the buffer \( B \), where that difference is more than or equal to \( \varepsilon \), then it is likely that the receiver is moving, whereby \( \varepsilon > 0 \). For example, based on BER values over different distances and modulation schemes in Fig. 2 if the difference between \( BER_m \) and \( BER_f \) is at least \( \varepsilon \approx 7.646 \cdot 10^{-8} \) for BPSK, \( \varepsilon \approx 6.649 \cdot 10^{-9} \) for QPSK, \( \varepsilon \approx 9.375 \cdot 10^{-7} \) for 8PSK and \( \varepsilon \approx 2.992 \cdot 10^{-7} \) for 16QAM for bandwidth 8.64 GHz at center frequency 300.24 GHz, then the receiver is predicted to be moving. When the receiver is moving, \( BER_m \)s will be continuously changed. Therefore, \( BER_f \)s previously stored in the buffer will be removed, and then the new \( BER_m \) is added into the buffer. The reason for the deletion is that when the receiver is moving, \( BER_f \)s become outdated. If \( |BER_m - BER_f| < \varepsilon, \forall BER_f \in B \) (line 4), then it is likely that the receiver stops at a certain position. However, no new configuration is generated because we are not totally sure that whether the receiver keeps walking or not, i.e., we need more \( BER_m \) updates to give a decision of generating new configurations. If the buffer \( B \) is not full (line 5), then we add the new \( BER_m \) into it (line 6). We keep adding new \( BER_m \)s, which satisfy the condition of line 4 until the buffer is full (line 7).
For line 8 to 10, the adaptive configuration module starts generating new adaptive configurations because highly likely the receiver stops moving. Based on $BER_m$, received with the current modulation scheme used by the transmitter and the BER database over different transmission distances and modulation schemes stored in this module, we can approximately predict the current transmission distance between the transmitter and receiver (line 9). Based on the current distance of THz transmission channel and the BER database over different transmission distances and modulation schemes stored in this module, we can approximately predict the bit error probability $P_e$, if the transmitter uses modulation scheme $e \in \{\text{BPSK, QPSK, 8PSK,16QAM}\}$ at that transmission distance of main THz channel (line 9). Next, we discuss line 10. First of all, we consider the number of error bits $t_{MDPC}$ corrected by MDPC code and the number of error symbols $t_{RS}$ corrected by RS code:

$$t_{MDPC} = 2^{n-1} - 1,$$

$$t_{RS} = \frac{R}{R_e},$$

(1)

whereby $t_V (V \in \{\text{MDPC code, RS code}\})$ is assumed to be fixed. On the other hand, we consider two parameters: Code rate $R_F$ and coding system throughput $TH$ defined to be the number of useful data bits transferred by the THz transmission system to a certain destination per unit of time. These two ones with formulas are expressed by:

$$\begin{align*}
R_F &= \frac{K}{K+R}, \\
TH &= R_F \cdot (1 - P_e^V),
\end{align*}$$

(2)

where $D$ is the data transmission rate and $P_e^V$ is the residual bit error probability after decoding. With fixed value $t_{MDPC}$ (Eq. (1)) and $P_e$ from four modulation schemes considered from line 9, we can choose 4 optimized values of $K = m^n$ original bits with $R = (m+1)^n - m^n$ redundant bits from 4 modulation schemes for MDPC code, where $m, n \in \mathbb{N}$, so that they satisfy the equation as:

$$t_{MDPC} = (m+1)^n \cdot P_e \leq t_{MDPC}.$$

(3)

At the same time, similarly, with fixed value $t_{RS}$ (Eq. (1)) and $P_e$ from four modulation schemes considered from line 9, we can choose 4 optimized values of $K$ original bits with $R$ redundant bits from 4 modulation schemes for RS code, so that they satisfy the equation as:

$$\begin{align*}
\frac{K + R}{2^s - 1} \cdot P_e &\leq t_{RS} \quad K \geq 0 \\
\frac{K + R}{2^s} &\leq \frac{R}{s} \leq 2^s - 1 ,
\end{align*}$$

(4)

where $P_e = 1 - (1 - P_e)^s$ is the symbol error probability on the main THz channel and the maximum codeword length of RS code is $\frac{K + R}{2^s} = 2^s - 1$. Note that the values of $K$, $R$ or $s$ chosen from Eq. (3) for MDPC code and Eq. (4) for RS code over different modulation schemes, the total number of error bits/symbols occurred is lower than or equal to the ability of correcting bit/symbol errors by MDPC($nD/mL$) and RS code, when $K + R$ bits or $\frac{K + R}{2^s}$ symbols are sent over the main THz channel with the bit error probability $P_e$ or symbol error probability $P_s$, with the aim of optimizing the fault tolerance system. Theoretically, with this approach, the residual bit error probability $P_{re}$ after decoding is approximately equal to 0.

From eight optimized values of $K$ original bits/symbols with $R$ redundant bits/symbols of MDPC and RS code over four modulation schemes, we can choose the best coding and modulation scheme with the highest code rate $R_F$ and throughput $TH$, based on Eq. (7). As the adaptive configurations are chosen, the THz data transmission can achieve high throughput and code rate with an optimized system fault tolerance. If $BER_m$ arrives when the buffer of adaptive configuration module is full and $|BER_m - BER_f| < \varepsilon$, $\forall BER_f \in B$ (line 12), then we only remove the oldest $BER_f$ stored in the buffer, and then add $BER_m$ into it. In this case, we do not generate any new system configurations because the receiver does not still change its position, i.e., the current channel state is similar to the previous one with the adaptive configurations already generated from line 7 to line 10. Note that if MDPC code is chosen, this module generates the configuration: MDPC($K$), whereby $K$ is the size of original input data. Else if, RS code is chosen, this module generates the configuration: RS($K, s$), whereby $s$ is the size of coding symbol in bits.

1) Analysis of algorithm complexity: In this subsection, we calculate the overhead for generating a new adaptive configuration, when a $BER_m$ is updated at the adaptive configuration module. As analyzed from line 5 to line 10 in Algorithm 1, this module only generates new configurations, if the new $BER_m$ arrives at the time when the buffer $B$ stores $N - 1$ $BER_f$ messages. Assume that a computation for the process of generating adaptive configurations is counted as one unit and we ignore the simple processes of removing or storing from the buffer. We need $N - 1$ units to compare $BER_m$ and $BER_f$ at line 2. At line 5, we need one unit for predicting the transmission distance of VR user. At line 9, we need $M = 4$ units for predicting the bit error probability for four modulation schemes. Finally, for each coding scheme, we need $M \cdot 3 = 12$ units at line 10 because we have $M = 4$ values of bit error probability $P_e$ applied for 3 equations (Eqs. (2), (3), (4)) to find the best coding and throughputs with the highest code rate and throughput. As a result, in general, we need $N + M(1 + 3C)$ units for generating a new system configuration, where $M$ is the number of modulation schemes considered and $C$ is the number of coding schemes considered.

III. PERFORMANCE EVALUATION

In this section, we show the performance results in the smart factory applications shown, considering THz data and control planes proposed. All data including over the THz channel, which has bandwidth 8.64 GHz at center frequency 300.24 GHz. For the BER values, we make use of the data shown in Fig. 2. These BER values are used to estimate the transmission distance between VR user and THz BS and bit error probability $P_e$ over different modulations under the Algorithm 1. To estimate the moving of VR user, we assume setting the constant time interval $t = 0.5$ s for periodically updating $BER_m$ from VR user to the adaptive configuration.
Algorithm 1: Adaptive Workflow Configuration Algorithm

1: function SELECTION($BER_m$)
2:   if $\exists |BER_m - BER_f| \geq \varepsilon, \forall BER_f \in B$ then
3:     Remove all $BER_f$’s, and buffering $BER_m$;
4:   else
5:     if $B$ is not full then
6:       Add $BER_m$ into the buffer;
7:     else
8:       Based on $BER_m \rightarrow$ transmission distance.
9:       Based on transmission distance $\rightarrow$ bit error probabilities $p_e$, if using BPSK, QPSK, 8PSK or 16QAM.
10:   end if
11: end if
12: if $B$ is full then
13:   Based on $BER_m \rightarrow$ transmission distance.
14: end if
15: if $B$ is not full then
16:   Remove the oldest $BER_f$, and buffer $BER_m$;
17: end if
18: end function

Table I: List of main values applied for evaluation.

| Values          | Meaning                                      |
|-----------------|----------------------------------------------|
| $t_{MDPC} = 1$  | Number of bits can be corrected by MDPC code.|
| $t_{RS} = 1$    | Number of symbols can be corrected by RS code.|
| $N = 4$         | Maximum number of messages stored in buffer $B$.
| $\varepsilon \approx 7.646 \cdot 10^{-8}$ for BPSK, $\varepsilon \approx 6.649 \cdot 10^{-9}$ for QPSK, $\varepsilon \approx 9.375 \cdot 10^{-7}$ for 8PSK and $\varepsilon \approx 2.992 \cdot 10^{-7}$ for 16QAM. |
| $D = 7.04$      | Data transmission rate for BPSK in Gbps.      |
| $D = 14.08$     | Data transmission rate for QPSK in Gbps.      |
| $D = 21.12$     | Data transmission rate for 8PSK in Gbps.      |
| $D = 28.16$     | Data transmission rate for 16QAM in Gbps.     |

Based on the database of BER values from Fig. 2 we define $\varepsilon \approx 7.646 \cdot 10^{-8}$ for BPSK, $\varepsilon \approx 6.649 \cdot 10^{-9}$ for QPSK, $\varepsilon \approx 9.375 \cdot 10^{-7}$ for 8PSK and $\varepsilon \approx 2.992 \cdot 10^{-7}$ for 16QAM to predict whether the VR user is moving or stops at a certain place. The data transmission rate $D$ for BPSK, QPSK, 8PSK and 16QAM is 7.04 Gbps, 14.08 Gbps, 21.12 Gbps and 28.16 Gbps, respectively.

Fig. 3a shows the different standing positions (transmission distances) of VR user around 60600 s, where they are randomly chosen between 0.5 m and 20.0 m in steps of 0.5 m from the transmitter. When VR user moves between two positions, the channel state changes. Assume that based on $BER_m$ periodically updated from the VR user (line 8 in Algorithm 1), Based on the channel states in Fig. 3a...
our adaptive algorithm can choose the best coding scheme (Fig. 3a) and modulation scheme (Fig. 3b) with the lowest transmission overhead (Fig. 3c), the highest code rate (Fig. 3b) and throughput (Fig. 3c). Assume that the time when the VR user is idly standing at any position is randomly chosen in [3, 4, 5, 6, 7] minutes. We assume $R$ redundant bits are generated from $K$ original bits so that the number of bits can be corrected to be $t_{MDPC} = 1$ bit for MDPC code and to be $t_{RS} = 1$ symbol for RS code. The reason for this assumption is because with a low redundant coding data, the coding and decoding time is optimized with a low latency, while it can still satisfy the optimized fault tolerance with high code rate and throughput, as discussed in section IV-C. Assume that the processing time for the feedback controller and adaptive configuration module is small and ignored.

Fig. 3b, Fig. 3c, Fig. 4a, Fig. 4b and Fig. 4c theoretically show the code rate, transmission overhead, chosen coding and modulation scheme and throughput, respectively, where the throughput is observed in the time interval, when VR user idly stands at a specific position. 1 and 2 denote the chosen coding scheme, respectively. 4, 5, 6 and 7 denote the chosen modulation scheme of BPSK, QPSK, 8PSK and 16QAM, respectively. Based on the standing positions of VR user predicted in Fig. 3a (line 8 in Algorithm 1), we can approximately estimate four bit error probabilities $p_e$ from the database of BER values over different transmission distances and modulation schemes in Fig. 3 stored at the adaptive configuration module, if THz BS uses BPSK, QPSK, 8PSK or 16QAM (line 9 in Algorithm 1). With four bit error probabilities from four modulation schemes if used by THz BS (line 9 in Algorithm 1), $t_{MDPC} = 1$ bit and $t_{RS} = 1$ symbol, we will find four values of $K$ for MDPC code satisfying Eq. (3) and four values of $K$ and $s$ for RS code satisfying Eq. (4). Theoretically, if we can choose a reasonable value of input data $K$ (section IV-C), then the residual bit error probability $P_{re} \approx 0$ after decoding. Therefore, the throughput is equivalent to the information bit rate, i.e., based in Eq. (2), $TH = R_F \cdot D$. With $R$ redundant bits deduced from $t_{MDPC} = 1$ bit and $t_{RS} = 1$ symbol by Eq. (1), and eight values of $K$ are previously found, all of them are applied from Eq. (2). As a result, the adaptive configuration module will find the best coding scheme (Fig. 3a) and modulation scheme (Fig. 3b) with the highest code rate (Fig. 3b) and throughput (Fig. 3c). The transmission overhead in Fig. 3c is given by: $\theta = 1 - R_F$, where $R_F$ is code rate.

For code rate in Fig. 3b, $0.25 \leq R_F \leq 1$, i.e., $0 \leq \theta \leq 0.75$ in Fig. 3c, the longer the transmission distance, the lower the code rate. For the chosen coding scheme in Fig. 3a, RS code performs better than MDPC. For the chosen modulation scheme in Fig. 3b, 16QAM is the best, while BPSK is the lowest selection because its data transmission rate is the lowest. We see that no modulation scheme 8PSK is chosen in our scenario. This can be explained because BER of 8PSK and 16QAM are quite similar, while the data transmission rate of 16QAM is higher than that of 8PSK. Therefore Algorithm 1 always chooses the coding and modulation scheme with the code rate and throughput as the highest. As discussed above, with the suitable code rates or transmission overheads chosen from the best coding and modulation schemes in Fig. 3b and Fig. 3c over different channel states, we can theoretically improve the system fault tolerance with the residual bit error probability $P_{re} \approx 0$. Also, since $P_{re} \approx 0$, the throughput can achieve the information bit rate $TH = R_F \cdot D$, and due to the flexibility in choosing the best coding and modulation schemes with the highest code rate, sometime we can theoretically get a maximum throughput of 28.16 Gbps in Fig. 4c equivalent to data transmission rate of 16QAM.

### IV. Conclusion

We proposed a THz data and control plane system architecture for VR applications in smart factories. The results show that an adaptive design system can improve throughput and fault tolerance, whereby the residual bit error probability is $P_{re} \approx 0$ after decoding and we get can theoretically get a maximum throughput of 28.16 Gbps, equivalent to data transmission rate of 16QAM. Future work needs to address algorithm computation offloading and its response time.
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