A COUNTABLE PARTITION FOR SINGULAR FLOWS, AND ITS APPLICATION ON THE ENTROPY THEORY
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Abstract. In this paper, we construct a countable partition $\mathcal{A}$ for flows with hyperbolic singularities by introducing a new cross section at each singularity. Such partition forms a Kakutani tower in a neighborhood of the singularity, and turns out to have finite metric entropy for every invariant probability measure. Moreover, each element of $\mathcal{A}^\infty$ will stay in a scaled tubular neighborhood for arbitrarily long time.

This new construction enables us to study entropy theory for singular flows away from homoclinic tangencies, and show that the entropy function is upper semi-continuous with respect to both invariant measures and the flows.
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1. Introduction and statement of results

1.1. Singular flows. Singular flows are flows that exhibit equilibria, or singularities. Such flows have been proven to be very resistant to rigorous mathematical analysis, from both conceptual (existence of the equilibrium accumulated by regular orbits prevents the flow to be hyperbolic) as well numerical (solutions slow down as they pass near the equilibrium, which means unbounded return times and, thus, unbounded integration errors and derivative) point of view.

For non-singular flows, the construction of cross sections, or Poincaré sections, is an important tool to study the dynamics of such flows, as it allows one to reduce the system to a discrete-time map (the Poincaré map) on the cross sections. See, for example, the celebrated work of Ratner [20] on Anosov flows, and the recent
work by Lima and Sarig [16] on three dimensional non-singular flows. However, the construction becomes far more difficult when the flow has a singularity. Often times one has to construct several sections in order to capture flow orbits that approach, and leave the singularity. See for example [1] and [8], where the authors constructed a family of cross sections for three-dimensional singular hyperbolic attractors, and [18] for contracting Lorenz flows. Their construction requires a priori knowledge on how regular points approach singularities. Furthermore, they need linearization in a neighborhood of the singularity (thus putting assumptions on the eigenvalues of the tangent flow), require the stable foliation to have sufficient regular, and \( \dim E^{cu} = 2 \) in order to reduce the dynamics on the cross sections to a one-dimensional system. Those assumptions significantly limit the situations where such strategy can be applied. As a result, as far as the authors are aware, there is no general construction of cross sections for singular flows on higher-dimensional manifolds.

In fact, the difficulty caused by the presence of equilibria shows up not only in the construction of cross sections, but also in the ergodic theory for flows. It is a well accepted fact that for flows with singularities, the topological entropy, as well as metric entropies, can behave in a rather bizarre way. For example, in [23] the authors constructed \( C^\infty \) equivalent flows, such that one has zero entropy while the other has positive entropy. Even with those cross sections in [8] and [18], the unbounded return time, which results in the unbounded derivative for the return map, has been proven to be the main obstruction for the ergodic theory of singular flows.

1.2. Entropy theory for flows. Entropy theory for flows not only is interesting by itself, but also has been proven to be a useful tool to classify the topological structure for flows. In [19], the authors use the entropy expansiveness to obtain a dichotomy on the chain recurrent classes of generic star flows, showing that every chain recurrent class with positive topological entropy must be isolated. More recently in [11], SRB-like measures (measures that are defined by Pesin’s entropy formula) are used to classify the periodic orbit in the chain recurrent class for flows away from homoclinic tangencies.

However, the entropy (both topological and measure-theoretical) for a flow is defined through its time-one map, whose dynamics is quite different from that of the Poincaré map. As a result, the cross sections constructed in the classical way (like those in [1]) does not work well for the entropy theory. Also due to the difficult caused by singularities, there has been little development in the entropy theory of singular flows for many years. One of the recent breakthrough is the aforementioned work [19], where it is proven that Lorenz-like flows are entropy expansive in any dimension. This, in particular, shows that the metric entropy is upper semi-continuous. However, the proof there strongly relies on the singularities being Lorenz-like and the entire flow being sectional hyperbolicity, therefore cannot be applied to singular flows in general.

1.3. Statement of results: local dynamics near a hyperbolic singularity. The goal of this paper is to give a complete description for the dynamics near a hyperbolic singularity \( \sigma \), without making any extra assumption on the global structure of the flow itself. We will introduce a cross section \( D_\sigma \) that contains the
singularity\textsuperscript{1} and construct two countable measurable partitions, $\mathcal{C}_\sigma$ and $\mathcal{A}_\sigma$, using this cross section.

Below we let $X$ be a $C^1$ vector field and $\phi_t$ the associated flow on a Riemannian manifold $M$ without boundary. $\sigma \in \text{Sing}(X)$ will be a hyperbolic singularity of $X$. When we take a neighborhood of $\sigma$, we will always assume that $\sigma$ is the only singularity in this neighborhood.

Given a neighborhood $B_r(\sigma)$ for a singularity $\sigma$, we will take the cross section to be:

\begin{equation}
D_\sigma = \exp_\sigma \{ v \in T_\sigma M : |v| \leq \beta, |v^s| = |v^u| \};
\end{equation}

One can think of it as the place where the flow speed is the “slowest”, and orbit segments near $\sigma$ is “making the turn”. For each point $x \in D_\sigma$, we will write

$$t^+_x = \inf \{ \tau > 0 : \phi_\tau(x) \in \partial B_r(\sigma) \}$$

and

$$t^-_x = \inf \{ \tau > 0 : \phi_{-\tau}(x) \in \partial B_r(\sigma) \}.$$

for the first time that the orbit of $x$ exits the ball $B_r(\sigma)$ under the flow $\phi_t$ and $\phi_{-t}$.

Our first theorem is on the cross section $D_\sigma$ and the coarse partition $\mathcal{C}_\sigma$, which gives an accurate estimate on how long each orbit spend in the neighborhood of $\sigma$. More importantly, despite $\mathcal{C}$ being a countable partition, its metric entropy w.r.t. any invariant probability measure is uniformly bounded.

**Theorem A.** [The coarse partition $\mathcal{C}_\sigma$] For every hyperbolic singularity $\sigma$ of a $C^1$ vector field $X \in \mathcal{X}^1(M)$ and every $r > 0$ small enough, there is a cross section $D_\sigma \subset B_r(\sigma)$ containing $\sigma$ and a countable measurable partition $\mathcal{D}_\sigma = \{D_n\}_{n>n_0(r)}$ on $D_\sigma$, with the following properties:

(I). every orbit segment in $B_r(\sigma)$ intersects $D_\sigma$ only once;

(II). there is $0 < L_0 < L_1$ such that for every $n > n_0$ and $x \in D_n$, we have

\begin{equation}
|X(x)| \in [L_0 e^{-n-1}, L_1 e^{-n}];
\end{equation}

\textsuperscript{1}Recall that in [1], the cross sections are chosen away from the singularities.
(III). there is $0 < K_0 < K_1$ such that for every $n > n_0$ and $x \in D_n$,

\begin{equation}
\frac{t^+}{t^-} \in [K_0, K_1];
\end{equation}

(IV). the closure of the set

\begin{equation}
O(\sigma) = \bigcup_{n>n_0} \bigcup_{x\in D_n} \phi_{[-t^-, t^+]}(x) \subset B_r(\sigma)
\end{equation}

contains an open ball of $\sigma$ with diameter $\exp(-n_0)$;

(V). the countable measurable partition $\mathcal{C}_\sigma$ defined by:

\[\mathcal{C}_\sigma = \{C_n = \phi_{[0,1]}(D_n) : n > n_0\} \cup \{(\bigcup_{n>n_0} C_n)\}^c\]
forms a cone near $\sigma$, with $\sigma$ being the end point (see Figure 1 and Figure 3);

(VI). there exists $H_1 > 0$ such that for any probability measure $\mu$, we have

\begin{equation}
H_\mu(\mathcal{C}_\sigma) < H_1 < \infty.
\end{equation}

Furthermore, the above properties hold robustly in a $C^1$ neighborhood of $X$ and for the continuation of $\sigma$, with the same constants $L_0, L_1, K_0, K_1, H_1$.

Recall that for a diffeomorphism $f$ on a Riemannian manifold, the hyperbolicity (or the dominated splitting) of the tangent map $Df_x$ determines the dynamics in a neighborhood of $x$ with uniform size. The same holds for non-singular flows. However, for flows with singularity, the situation is quite different: as discovered by Liao [14], the tangent flow governs the dynamics only in a tubular neighborhood along the orbit of $x$, and the size of this neighborhood is proportional to the flow speed. This means that near singularities, the size of such neighborhoods become much smaller (usually exponentially small if the singularity is hyperbolic), since the flow speed slows down exponentially. However, both the topological theory and the entropy theory for flows require estimates on a uniform size under the time-one map. This turns out to be the main obstruction for the study of singular flows.

To solve this issue, we will construct a countable partition $\mathcal{A}_\sigma$, by taking any $L > 0$ large enough and refining each element $C_n$ of $\mathcal{C}_\sigma$ into $O(L^n)$ many elements, such that the diameter of each $A \subset C_n$ is at most $O(L^{-n})$. Combine this with the estimation on the flow speed [3], we will show that each partition element of $\mathcal{A}_\sigma$ controls the dynamics in a long tubular neighborhood. Moreover, the metric entropy of $\mathcal{A}_\sigma$ is still uniformly bounded.

**Theorem B.** [The refined partition $\mathcal{A}_\sigma$] For every hyperbolic singularity $\sigma$ of a $C^1$ vector field $X \in \mathcal{X}^1(M)$ and $r > 0$ small enough, there exists $N_0 > 0$ such that for every $L \geq N_0, 0 < \beta < \beta_0$, there is a measurable partition $\mathcal{A}_\sigma$ refining $\mathcal{C}_\sigma$, with the following properties:

1. for every $n > n_0 = n_0(r)$ and $C_n \in \mathcal{C}_\sigma$, the collection $\mathcal{B}_n := \{A \in \mathcal{A}_\sigma : A \subset C_n\}$ is a finite partition of $C_n$

2. there exists $c_0 > 0$ independent of $L$, such that for $L' = L^{K_1}c_0$ and every $n > n_0$, if $A \in \mathcal{A}_\sigma$ satisfies $A \subset C_n$, then

\begin{equation}
\text{diam}(A) \leq c_0 \cdot \beta(L')^{-n};
\end{equation}

3. there exists $L'' > 0$ depending explicitly on $L$ and $c_1 > 0$, such that for every $n > n_0$, we have

\begin{equation}
\#\mathcal{B}_n \leq c_1(L'')^n;
\end{equation}
Figure 2. The partitions $B_n$ and $A_{\sigma}$.

(IV). for two points $x, y \in A \in A_{\sigma}$, $y$ is in the $\beta$-scaled tubular neighborhood of $x$ (for the precise definition, see the next section) until $x$ leaves $B_r(\sigma)$;

(V). there exists $H_2 > 0$ depending on $L$, such that for any invariant probability measure $\mu$, we have

$$H_\mu(A_{\sigma}) < H_2 < \infty.$$  

Furthermore, the above properties hold robustly in a $C^1$ neighborhood of $X$ and for the continuation of $\sigma$, with the same constants $N_0, L', L'', c_0, c_1$ and $H_2$.

Remark 1.1. For readers who are familiar with the language of Rokhlin-Kakutani towers, the set:

$$\{\phi_j(A) : A \in A_\sigma, A \subset C_n \text{ for some } n > n_0, j \in [-K_1 n, K_1 n]\}$$

forms a tower which contains the neighborhood $B_r(\sigma)$. The base of the tower is the cone $\Omega_0 = \phi_{0,1}(D_{\sigma})$, which consists of elements of $A_{\sigma}$. Also note that our partition $A_{\sigma}$ treats the complement of the base $\Omega_0$ as a single element.

Recall that in the classical definition of Rokhlin towers, the top floor is mapped back to the base of the tower. However, in our setting, the top floor of the tower is mapped to $(B_r(\sigma))^c$.

1.4. Statement of the result: when all the singularities are hyperbolic. Observe that in the previous two theorems, we do not impose any hypothesis on other singularities of $X$; in fact, both theorems only deal with the local dynamics near $\sigma$. However, if one makes the assumption that all the singularities of $X$ are hyperbolic, then the construction of $A_{\sigma}$ can be carried out near each singularity. This leads to the next theorem:

**Theorem C.** Let $X$ be a $C^1$ vector field, such that every singularity of $X$ is hyperbolic. Then for every $\beta > 0$ small enough and $L \geq N_0$, there exists a countable, measurable partition $A_\sigma$ with the following property:

(I). for two points $x, y$ in the same element of the partition $A_\sigma = \bigvee_{j \in \mathbb{Z}} \phi_{j}(A)$, the orbit of $y$ stays in the infinite $\beta$-scaled tubular neighborhood of $x$, under both $X$ and $-X$.

(II). there exists $H > 0$, such that for any invariant probability measure $\mu$, we have

$$H_\mu(A_\sigma) < H < \infty.$$  

Furthermore, the partition $A_\sigma$ can be made continuous for nearby $C^1$ vector fields, in the sense that if $X_n \xrightarrow{C^1} X$, then there is a sequence of partitions $\{A_\sigma_n\}$ satisfying
the above properties, such that for each element \( A \in \mathcal{A} \), there is \( \{ A_n : A_n \in \mathcal{A}_n \} \) such that \( \text{Cl}(A_n) \to \text{Cl}(A) \) in Hausdorff topology.

Regarding the notation: in this paper, a partition with an index, such as \( \mathcal{A}_\sigma \), \( \mathcal{B}_n \) and \( \mathcal{C}_\sigma \), are constructed locally near the singularity \( \sigma \); the partition \( \mathcal{A} \) without any index is defined for the entire flow. The only exception to this rule is in Section 8, where we need to take a sequence of partitions \( \mathcal{A}_n \) and define a family of finite partitions \( \mathcal{A}_{n,N} \).

Remark 1.2. In all the theorems throughout this paper, unless otherwise specified, the measure \( \mu \) may assign positive weight to some singularity \( \sigma \). It is easy to check that this does not affect the estimation on the entropy \( H_\mu \). See the proof of Proposition 3.7 and 4.4 below.

Remark 1.3. Item (I) in Theorem C says that the set \( \mathcal{A}\infty(x) \) is contained in the infinite scaled Bowen-ball of \( x \) with size \( \beta \). For the precise definition, see [27].

1.5. Applications: star flows, and flows away from homoclinic tangencies.

Next, we will state several applications for star flows, and for flows that are away from homoclinic tangencies. Recall that a vector field \( X \) is said to be star, if there exists a \( \mathcal{C}^1 \) neighborhood \( \mathcal{U} \) of \( X \), such that for every \( Y \in \mathcal{U} \), all the critical elements (singularities, periodic orbits) of \( Y \) are hyperbolic.

Corollary D. Let \( X \) be a star vector field. Then for \( L \) large enough, the partition \( \mathcal{A} \) given by Theorem C is “almost” generating, in the sense that for every ergodic, invariant probability measure \( \mu \) and \( \mu \)-almost every \( x \in M \), there exists \( s(x) > 0 \) such that \( \mathcal{A}\infty(x) \) is contained in the finite orbit segment \( \phi(-s(x),s(x))(x) \). In particular, for any ergodic, invariant probability measure \( \mu \), we have

\[
h_\mu(X) = h_\mu(\phi_1,\mathcal{A}).
\]

Next, we turn our attention to flows away from tangencies, where the situation is more subtle. \( X \) is said to exhibit homoclinic tangency, if \( X \) has a hyperbolic periodic orbit with non-transverse homoclinic intersection. We denote by \( \mathcal{T} \) the collection of \( \mathcal{C}^1 \) vector fields with homoclinic tangency.

Unfortunately, the partition \( \mathcal{A} \) may not be (almost) generating when the flow is away from tangencies but not star. However, we will prove that \( \mathcal{A} \) can be used to compute the metric entropy for any invariant measure \( \mu \). For this purpose, we need the following theorem which generalizes the entropy expansiveness by Bowen [4] and the almost entropy expansiveness in [15].

Let \( f : M \to M \) be a homeomorphism, \( \mu \) an invariant probability such that \( h_\mu(f) < \infty \). Let \( \mathcal{A} \) be a measurable partition such that \( H_\mu(\mathcal{A}) < \infty \).

**Definition 1.** For any \( x \in M \), we define its \( \infty \) \( \mathcal{A} \)-ball by

\[
\mathcal{A}\infty(x) = \bigcap_{n \in \mathbb{Z}} f^{-n}\mathcal{A}(f^n(x)).
\]

We denote the \( \mathcal{A} \)-tail entropy of \( x \in M \) by

\[
h_{\text{tail}}(f,x,\mathcal{A}) = h_{\text{top}}(\mathcal{A}\infty(x),f).
\]

An invariant probability measure \( \mu \) is called \( \mathcal{A} \)-expansive, if for \( \mu \) almost every \( x \), \( h_{\text{tail}}(f,x,\mathcal{A}) = 0 \).
Theorem E. Let \( f \) be a homeomorphism over a compact manifold \( M \) with finite dimension. Suppose \( \mu \) is an invariant probability of \( f \) that is \( \mathcal{A} \)-expansive. Then we have \( h_{\mu}(f) = h_{\mu}(f, \mathcal{A}) \).

A similar result holds for finite partitions where the tail entropy is defined by infinite Bowen-balls, see [7, Theorem 1.2]. Note that if \( \mathcal{A} \) is a generating partition, then every measure is automatically \( \mathcal{A} \)-expansive. On the other hand, if \( f \) is \( \varepsilon \)-entropy expansive, then for every partition \( \mathcal{A} \) with diam \( \mathcal{A} < \varepsilon \), every measure is \( \mathcal{A} \)-expansive. We do not know if the converse is true.

Question 1. If \( \mathcal{A} \) is a finite or countable partition such that every invariant measure \( \mu \) is \( \mathcal{A} \)-expansive and \( H_{\mu}(\mathcal{A}) < \infty \). Does this imply that \( h_{\text{top}}(\mathcal{A}^\infty(x), f) = 0 \) for every point \( x \in M \)? Does it imply \( \varepsilon \)-entropy expansiveness for some \( \varepsilon > 0 \)?

The following theorem generalizes Corollary D to flows away from tangencies:

Theorem F. Let \( X \in \mathcal{X}^1(M) \setminus \text{Cl}(T) \) be a \( C^1 \) vector fields with all the singularities hyperbolic. For \( L \geq N_0 \) and \( \beta > 0 \) small enough, let \( \mathcal{A} \) be the partition given by Theorem C. Then every invariant probability measure \( \mu \) is \( \mathcal{A} \)-expansive. In particular, we have \( h_{\mu}(X) = h_{\mu}(\phi_1, \mathcal{A}) \).

Furthermore, we obtain the upper semi-continuity for the metric entropy with respect to the flows in \( C^1 \) topology, and with respect to the measure in weak*-topology.

Theorem G. For \( X \in \mathcal{X}^1(M) \setminus \text{Cl}(T) \) with all singularities hyperbolic, there exists \( L_2 > 0 \) with the following property: if \( X_n \in \mathcal{X}^1(M) \setminus \text{Cl}(T) \) is a sequence of \( C^1 \) vector fields such that \( X_n \xrightarrow{C^1} X \). Let \( \mu_n, \mu \) be invariant measures of \( X_n \) and \( X \), respectively, with \( \mu_n \to \mu \) in weak*-topology. Then we have
\[
\lim_{n \to \infty} h_{\mu_n}(X_n) \leq h_{\mu}(X) + L_2 \mu(\text{Sing}(X)).
\]

In particular, if \( \mu(\text{Sing}(X)) = 0 \) then
\[
\lim_{n \to \infty} h_{\mu_n}(X_n) \leq h_{\mu}(X).
\]

This theorem shows that, if \( \mu(\text{Sing}(X)) = 0 \) then \( \mu \) is a point of upper-semi continuity for the metric entropy in the space \( \{ \mu : \mu \text{ is invariant for some } Y \in \mathcal{U} \subset \mathcal{X}^1(M) \} \).

Let us make some remarks on the condition \( \mu(\text{Sing}(X)) = 0 \). It is proven in [12] that for diffeomorphisms away from tangencies, the metric entropy is upper semi-continuous. The proof requires one to consider a \emph{finite} partition; for this purpose, it is natural to glue the tail of \( \mathcal{A} \) into a large element, and expect the entropy to remain approximately the same. However this is not the case for singular flows: we in fact prove that the loss of the metric entropy is (at most) proportional to the measure of a small region \( O^N(\sigma) \) near the singularity; this region is, in fact, the image of \( \cup_{n>N} C_n \) in \( B_r(\sigma) \) under the flow. See Figure 4 and the precise statement in Theorem G.1.

This is possibly a new mechanism on how metric entropy is lost when a sequence of measures \( \mu \) converges to \( \mu \): if \( \mu(\text{Sing}(X)) > 0 \), then we may lose metric entropy.
by (at most) a constant multiple of $\mu(\text{Sing}(X))$. This phenomenon does not exist for non-singular flows or diffeomorphisms.

Also note that in [19] it is proven that the metric entropy is upper semi-continuous for Lorenz-like flows. However, the proof there comes from the entropy expansiveness, which relies on the sectional hyperbolic structure on the entire class. However, there are examples where this structure does not exist, even for star flows. See [3], an example of a chain recurrent class without dominated splitting.

On the other hand, the metric entropy for star flows may still be upper-semi continuous after all. This is due to the strong hyperbolicity of star systems. It is proven in [9] that every Lyapunov stable chain recurrent class of generic star vector field must be Lorenz-like, therefore entropy expansive (by [19]). It is also known from [19] that the example of Bonatti and da Luz [3] is an isolated homoclinic class. This invites us to make the following conjectures:

**Conjecture 1.** For (generic) star flows, the metric entropy varies upper-semi continuously.

**Conjecture 2.** There exists $X \in \mathcal{P}^1(M) \setminus \text{Cl}(\mathcal{X}^*(M))$ and a sequence of invariant measures $\mu_n \rightarrow \mu$, along which the metric entropy is not upper semi-continuous. Here $\mathcal{X}^*(M)$ is the space of $C^1$ star vector fields.

1.6. **Structure of the paper.** The study of the local dynamics in $B_r(\sigma)$ is carried out in Section 3 and 4. Section 3 contains the construction of the coarse partition $\mathcal{C}_\sigma$, and the proof of Theorem A, while Section 4 contains the construction of the refined partition $\mathcal{A}_\sigma$, and the proof of Theorem B. Then in Section 5 we combine the construction of $\mathcal{A}_\sigma$ at each $\sigma \in \text{Sing}(X)$ together and prove Theorem C.

The proof of Theorem E can be found in Section 6. Then in Section 7 we show that the partition $\mathcal{A}$ can be used to compute the metric entropy for star flows and flows away from tangencies, proving Corollary D, Theorem F. Finally we show the upper semi-continuity of the metric entropy in Section 8.

We also include a comparison between our cross section $D_\sigma$ and those in [1] at the end of Section 6.

2. Preliminaries

Throughout this article, all the singularities of $X$ are assumed to be hyperbolic. Whenever we take a neighborhood $\mathcal{U}$ of $X$ in $\mathcal{P}^1(M)$, we will always assume that all the singularities of every $Y \in \mathcal{U}$ are hyperbolic, and are exactly the continuation of those in $\text{Sing}(X)$.

2.1. **The scaled linear Poincaré flow.** For a regular point $x$ and $v \in T_xM$, the linear Poincaré flow $\psi_t : \mathcal{N}_x \rightarrow \mathcal{N}_{\phi_t(x)}$ is the projection of $\Phi_t(v)$ to $\mathcal{N}_{\phi_t(x)}$, where $\mathcal{N}_x$ is the orthogonal complement of $X(x)$. To be more precise, we denote the normal bundle of $\phi_t$ over $\Lambda$ by

$$\mathcal{N}_\Lambda = \bigcup_{x \in \Lambda \setminus \text{Sing}(X)} \mathcal{N}_x,$$

where $\mathcal{N}_x$ is the orthogonal complement of the flow direction $X(x)$, i.e.,

$$\mathcal{N}_x = \{v \in T_xM : v \perp X(x)\}.$$
Denote the orthogonal projection of $T_x M$ to $\mathcal{N}_x$ by $\pi_x$. Given $v \in \mathcal{N}_x$ for a regular point $x \in M \setminus \text{Sing}(X)$ and recall that $\Phi_t$ is the tangent flow, we can define $\psi_t(v)$ as the orthogonal projection of $\Phi_t(v)$ onto $\mathcal{N}_{\phi_t(x)}$, i.e.,

$$\psi_t(v) = \pi_{\phi_t(x)}(\Phi_t(v)) = \Phi_t(v) - \frac{<\Phi_t(v), X(\phi_t(x))>}{\|X(\phi_t(x))\|^2} X(\phi_t(x)),$$

where $<\cdot, \cdot>$ is the inner product on $T_x M$ given by the Riemannian metric.

The scaled linear Poincaré flow, which we denote by $\psi^*_t$, is defined as

$$(10) \quad \psi^*_t(v) = \frac{\|X(x)\|}{\|X(\phi_t(x))\|} \psi_t(v) = \frac{\psi_t(v)}{\|\Phi_t <X(x)>\|}.$$

It is introduced by Liao [13] to study flows with singularities. Whenever necessary, we will write $\psi_{X,t}$ and $\psi^*_{X,t}$ to emphasize the dependence of $\psi$ and $\psi^*$ on the initial vector field $X$.

**Lemma 2.1.** For every $\tau > 0$ and a $C^1$ neighborhood $\mathcal{U}$ of $X$, there exists $L_{\tau, \mathcal{U}} > 0$ such that for every $Y \in \mathcal{U}$ and $t \in [-\tau, \tau]$, we have

$$\|\psi^*_{Y,t}\| \leq L_{\tau, \mathcal{U}}$$

**Proof.** For fixed $\tau$ and $\mathcal{U}$, $\Phi_{X,t}$ is uniformly bounded above and away from zero in both $X \in \mathcal{U}$ and $t \in [-\tau, \tau]$. As a result, $\psi_{X,t}$ has uniformly bounded norm, so is $\psi^*$. \qed

### 2.2. A scaled tubular neighborhood theorem

For each regular point $x$ and $\beta > 0$, we denote by $\mathcal{N}_x(\beta)$ to be the submanifold given by

$$\mathcal{N}_x(\beta) = \exp_x(\mathcal{N}_x(\beta)),$$

where $\mathcal{N}_x(\beta) = \{v \in \mathcal{N}_x : |v| < \beta\}$, and $\exp_x$ is the exponential map from $T_x M$ to $M$. We may take $\beta_0 > 0$ small enough (but uniformly for $Y$ in a small $C^1$ neighborhood of $X$), such that $\exp_x$ is a diffeomorphism from $\mathcal{N}_{Y,t}(\beta_0 X(x))$ to $\mathcal{N}_{Y,t}(\beta|X(x)|)$ for every $\beta < \beta_0$. For such $\beta$, we define $\mathcal{P}_{X,t}(y)$ to be the Poincaré map from $\mathcal{N}_x(\beta)$ to $\mathcal{N}_{\phi_t(x)}(\beta)$. In other words, $\mathcal{P}_{X,t}(y)$ is the first point of intersection between the orbit of $y$, and the submanifold $\mathcal{N}_{\phi_t(x)}(\beta)$. As before, $\mathcal{P}_{X,t}(y)$ highlights the dependence of $\mathcal{P}$ on the vector field.

For a regular point $x \in M \setminus \text{Sing}(X)$ and $T > 0$, $\beta > 0$, we denote by

$$B_{\beta}(x, T) = \bigcup_{t \in [0, T]} \mathcal{N}_{X,\phi_t(x)}(\beta|X(\phi_t(x))|)$$

to be the $\beta$-scaled tubular neighborhood of the orbit segment $\phi_{[0,T]}(x)$. We will refer to $T$ as the length of this tubular neighborhood. When $T = +\infty$, we call it the infinite $\beta$-scaled tubular neighborhood.

By continuity, $B_{\beta}(x, T)$ contains an open neighborhood of the orbit segment $\phi_{[\varepsilon, T-\varepsilon]}(x)$, for every $\varepsilon > 0$. One should note that the size of the neighborhood at $y \in \phi_{[0,T]}(x)$ depends on the flow speed at $y$. Therefore, the neighborhood becomes smaller as the orbit gets closer to some singularity.

The next proposition provides a scaled tubular neighborhood theorem for flows with singularities. Most importantly, it gives a uniform size for the tubular neighborhood when normalizing with the flow speed. Such estimates played an important role in the work of Liao [14] and [10] on singular flows.
**Proposition 2.2.** ([10] Lemma 2.2) There exists $L = L(X) > 1$ and a small $C^1$ neighborhood $U$ of $X$, such that for every $\beta < \beta_0$, $Y \in U$ and every regular point $x$ of $Y$, $\mathcal{P}_{Y,x,T}$ is well defined and injective from $N_{Y,x}((\beta/L)|Y(x)|)$ to $N_{Y,\phi_{Y,1}(x)}((\beta|Y(\phi_{Y,1}(x))|))$. Moreover, for $y \in N_{Y,x}((\beta/L)|Y(x)|)$, the orbit segment from $y$ to $\mathcal{P}_{Y,x,1}(y)$ stays in the $\beta$-scaled tubular neighborhood of the orbit segment $\phi_{0,1}(x)$.

**Proof.** This is essentially Lemma 2.2 in [10] with $T = 1$. One only need to check that the constants there can be made uniform for $Y \in U$. \hfill $\square$

For simplicity, below we will assume that $T > 0$ is an integer. Apply the previous proposition recursively, we obtain the following proposition:

**Proposition 2.3.** There exists $L = L(X) > 1$ and a small $C^1$ neighborhood $U$ of $X$, such that for every $T \in \mathbb{N}$, $\beta < \beta_0$, $Y \in U$ and every regular point $x$ of $Y$, $\mathcal{P}_{Y,x,T}$ is well defined and injective from $N_{Y,x}(\beta L^{-T}|Y(x)|)$ to $N_{Y,\phi_{x,T}(x)}((\beta|Y(\phi_{x,T}(x))|))$. Moreover, the orbit segment from $y \in N_{Y,x}(\beta L^{-T}|Y(x)|)$ to $\mathcal{P}_{Y,x,T}(y)$ stays in the $\beta$-scaled tubular neighborhood of the orbit segment $\phi_{0,T}(x)$.

**Remark 2.4.** From the construction, we see that for $y \in N_x(\beta L^{-T}|X(x)|)$, if we denote by $\tau_{x,T}(y) > 0$ to be the first time that the orbit of $y$ hits the normal manifold $N_{\phi_{x,T}(x)}$, then Proposition 2.2 gives:

$$\phi_{\tau_{x,1}(y)}(y) = \mathcal{P}_{x,1}(y).$$

In fact, more can be said regarding the hitting time $\tau_{x,T}(y)$. Note that in Proposition 2.2, for any given $\varepsilon > 0$, we can increase $L$ to obtain

$$\tau_{x,1}(y) \leq 1 + \varepsilon$$

for all $y \in N_x((\beta/L)|X(x)|)$.

Then the recursive argument gives

$$\tau_{x,T}(y) \leq (1 + \varepsilon)^T$$

for all $y \in N_x(\beta L^{-T}|X(x)|)$.

The map $\mathcal{P}$ can be lifted to a map on the normal bundle using the exponential map in a natural way:

$$\mathcal{P}_{X,x,T} = \exp_{\phi_{x,T}(x)}^{-1} \circ \mathcal{P}_{X,x,T} \circ \exp_x.$$

The fact that the orbit segment in $N_{Y,x}(\beta L^{-T}|Y(x)|)$ remains in the scaled tubular neighborhood $B_{\beta}(x,T)$ guarantees that $\mathcal{P}_{X,x,T}$ and $\mathcal{P}_{X,x,T}$ are semi-conjugate by $\exp(\cdot)$, and the previous proposition remains true for $\mathcal{P}_{X,x,T}$ in $N_{X,x}(\beta L^{-T}|X(x)|)$ (in fact, this is how the scaled tubular neighborhood theorem is stated in [10]). Furthermore, we have:

**Proposition 2.5.** ([10] Lemma 2.3) $DP_{X,x,1}$ is uniformly continuous in the following sense: for every $\varepsilon > 0$ and $\beta > 0$, there exists $0 < \delta < \beta L^{-1}$ such that for every $Y \in U$ and a regular point $x$ of $Y$, $y, y' \in N_{Y,x}(\beta L^{-1}|Y(x)|)$, if $d(y, y') < \delta L^{-1}|Y(x)|$, then we have

$$|DP_{Y,x,1}(y) - DP_{Y,x,1}(y')| < \varepsilon.$$

As a result, there exists $K > 0$, independent of $Y \in U$ and $x \in M \setminus \text{Sing}(Y)$, such that

$$|DP_{Y,x,T}| \leq K.$$
Note that the previous propositions remain valid if one replaces $L$ by a larger constant (we already used this fact in Remark 2.4). This observation will play an important role in the construction of the sections near singularities.

2.3. The entropy theory for countable partitions. In his famous paper [17], Mañé gave a very useful criterion for a countable, measurable partition to have finite entropy:

**Lemma 2.6.** [17, Lemma 1] For every $N > 0$, there exists $H > 0$ such that if $\sum_{n=1}^{\infty} x_n$ is a series with $x_n \in (0, 1)$, such that $\sum_{n=1}^{\infty} nx_n < N$, then

$$-\sum_{n=1}^{\infty} x_n \log x_n < H.$$

Note that the version that we stated here is slightly stronger than Mañé’s original statement; however, one can easily prove it using the same argument in [17].

To put it in a more modern context, the previous lemma says that: if $\mu$ is a probability measure (not necessarily invariant) over a set $\Omega_0$ and $\Omega$ is a discrete time suspension over $\Omega_0$ with roof function $R : \Omega_0 \to \mathbb{N}$ satisfying $\mu(R) < \infty$, then the partition of $\Omega_0$ into level sets of $R$:

$$\mathcal{A} = \{\Omega_k = R^{-1}(k) : k \in \mathbb{N}\}$$

has finite entropy w.r.t. $\mu |_{\Omega_0}$. In this case, the suspension $\Omega$ can be seen as a Rokhlin-Kakutani tower over $\Omega_0$, and the lift of $\mu$ to $\Omega$ via

$$\tilde{\mu}(A) := \sum_{k=1}^{\infty} \sum_{j=0}^{k-1} \mu(\Omega_k \cap T^{-j}(A))$$

is a finite measure.

3. Construction of the coarse partition $\mathcal{C}_\sigma$

In this section, we will define the coarse partition $\mathcal{C}_\sigma$. The construction consists of three steps:

1. first, we will identify a cross section $D_\sigma$ in the neighborhood $B_\epsilon(\sigma)$. Unlike the previous construction in [1], this new cross section, in fact, contains the singularity $\sigma$. One can think of it as the place where the flows speed is the slowest;

2. we will cut $D_\sigma$ into countably many layers $\{D_n\}_{n>n_0}$, each of which is roughly $e^{-n}$ close to $\sigma$; we will show that the estimation on the flow speed [2] holds on each $D_n$;

3. finally, we define the partition $\mathcal{C}_n$ in the cone $\phi_{[0,1]}(D_\sigma)$ by pushing each $D_n$ along the flow by time one; we will show that this partition has finite entropy for any probability measure.

3.1. The cross section $D_\sigma$. To start with, we fix $\beta_1 > 0$ small enough, such that

- for every $\sigma' \in \text{Sing}(X)$, $\sigma' \neq \sigma$, we have $B_{\beta_1}(\sigma) \cap B_{\beta_1}(\sigma') = \emptyset$;
- the exponential map $\exp_\sigma$ is well defined on $\{v \in T_\sigma M : |v| \leq \beta_1\}$;
- the flow speed $|X(x)|$ is a Lipschitz function of $d(\sigma, x)$ on $\text{Cl}(B_{\beta_1}(\sigma))$; there exists $0 < L_0 < L_1$, such that for every $\sigma \in \text{Sing}(X)$ and every $x \in \text{Cl}(B_{\beta_1}(\sigma))$, we have
The second requirement is possible since the vector field $X$ is $C^1$, and the singularities are non-degenerate. Moreover, $L_0$ and $L_1$ can be made uniform in a $C^1$ neighborhood of $X$.

We treat the hyperbolic splitting $E^s \oplus E^u$ as orthogonal in $T_\sigma M$, in which we use the box norm. For $r \leq \beta_1$, we will also think of $B_\epsilon(\sigma)$ as a box, whose sides are “parallel” to the stable and unstable manifolds of $\sigma$. For each $v \in T_\sigma M$, we write $v = (v^s, v^u)$ for the components of $v$ along $E^s$ and $E^u$, respectively.

We define

$$D_\sigma(\beta_1) = \{ v \in T_\sigma M : |v| \leq \beta, |v^s| = |v^u| \},$$

and

$$D_\sigma(\beta_1) = \exp_\sigma(D_\sigma(\beta_1))$$

for its projection to the manifold.

### 3.2. The partition $\mathcal{C}_\sigma$.

Below we will fix $r \leq \beta_1$. We take $n_1$ large enough, such that $e^{-n_1} < r$ (below we will enlarge $n_1$ once to obtain $n_0$, see Lemma 3.2). For $n > n_1$, define

$$D_n = D_\sigma(\beta_1) \cap (B_{e^{-n}}(\sigma) \setminus B_{e^{-(n+1)}}(\sigma)),$$

and note that $D_n$ and $D_m$ are disjoint if $n \neq m$. Furthermore, (11) immediate gives

$$|X(x)| \in [L_0, L_1],$$

as required by (II) of Theorem A.

Following [19, Section 5.3.1], for each $x \in B_r(\sigma)$, we write $x^s = d(x, W^s(x))$ and $x^u = d(x, W^u(\sigma))$, where $W^s(\sigma)$ and $W^u(\sigma)$ are the stable and unstable manifolds of $\sigma$, respectively. Then we define the $\alpha$-cone on the manifold, denote by $D^\alpha_n(\sigma)$, $i = s, u$, as:

$$D^\alpha_n(\sigma) = \{ x \in B_r(\sigma) : x^i < \alpha x^i \}.$$

Clearly, the stable and unstable manifold of $\sigma$ are contained in the $\alpha$-cones, for all $\alpha > 0$. We also extend the hyperbolic splitting $E^s \oplus E^u$ on $T_\sigma M$ to $B_r(\sigma)$ and define the $\alpha$-cone $C_{\alpha}(E^s)$ and $C_{\alpha}(E^u)$ on the tangent bundle. The next lemma shows that the cones on the manifold and the cones on the tangent bundle are naturally related.

**Lemma 3.1.** [19, Lemma 5.1] There exists $K \geq 1$, such that for all $\alpha > 0$ small enough,

1. for every $x \in D^\alpha_n(\sigma)$, we have $X(x) \in C_{K\alpha}(E^s)$;

---

2. In fact, whether $B_r(\sigma)$ is a box or not does not affect our construction, as long as the flow speed on the boundary is bounded above and below.
(2) for every $x \in B_r(\sigma)$, if $X(x) \in C_\alpha(E^s)$, we have $x \in D_{K\alpha}(\sigma)$.

Moreover, the same holds for $D_{\alpha}^u(\sigma)$ and $C_\alpha(E^u)$.

The proof of this lemma easily follows from the fact that $\phi_t$ in $B_r(\sigma)$ is a small perturbation of the linear flow $e^{At}x$. Note that for $x \in B_r(\sigma) \setminus (D_n^s(\sigma) \cup D_n^u(\sigma))$, we lose control on the direction of $X(x)$. One can think of the region $B_r(\sigma) \setminus (D_n^s(\sigma) \cup D_n^u(\sigma))$ to be the place where the flow is 'making the turn' from the $E^s$ cone to the $E^u$ cone. The key observation is that, once $\alpha$ is fixed, the time it takes from $D_n^s(\sigma)$ to $D_n^u(\sigma)$ is uniformly bounded. See [19] Lemma 5.2.

For each $n$ and $x \in D_n$, we write

$$t^+_x = \inf \{ \tau > 0 : \phi_t(x) \in \partial B_r(\sigma) \},$$

and

$$t^-_x = \inf \{ \tau > 0 : \phi_{-\tau}(x) \in \partial B_r(\sigma) \}.$$  

The next lemma provide the estimate on $t^\pm_x$ for $x \in D_n$, which is the key for our construction.

**Lemma 3.2.** There exists constants $K_1 > K_0 > 0$ independent of $r$, and $n_0 \gg n_1$ depending on $r$, such that for each $n > n_0$ and $x \in D_n$, we have

$$t^\pm_x \in [K_0,K_1].$$

**Proof.** We only need to estimate $t^+_x$, then the same argument applied on the vector field $-X$ will give the desired result for $t^-_x$.

Since the flow in $B_r(\sigma)$ is a small perturbation of the flow $e^{At}$, we can take $\alpha_0 > 0$ small enough, such that the flow speed grows exponentially fast in $C_{K\alpha_0}(E^u)$, where $K > 0$ is the constant given by Lemma 3.1. To be more precise, there exists $C,C' > 0, 1 < \lambda < \lambda'$, such that for all $x \in D_{\alpha_0}^u(\sigma)$, we must have

$$C\lambda^t \leq \frac{|X(\phi_t(x))|}{|X(x)|} \leq C'\lambda'^{t},$$

provided that $\phi_{[0,t]}(x) \subset \text{Cl}(B_r(\sigma))$.

We write

$$t^n_\sigma = \inf \{ t > 0 : \phi_t(x) \in D_{\alpha_0}^u(\sigma) \}.$$  

By Lemma 5.2 of [19], there exists $T_{\alpha_0} > 0$, such that

$$t^n_\sigma < T_{\alpha_0}, \text{ for all } x \in B_r(\sigma).$$

In particular, the above estimate holds uniformly on every $D_n$. As an immediate corollary, we get

$$\frac{|X(\phi_t(x))|}{|X(x)|} \in [d_0,d_1] \text{ for some } d_1 > d_0 > 0 \text{ independent of } n.$$  

Combine this with [11] and [13], we see that

$$|X(\phi_t(\sigma))| \in [d_0L_0e^{-n-1},d_1L_1e^{-n}] \text{ for all } x \in D_n.$$  

We are left to control $t^+_x - t^n_\sigma$ for $x \in D_n$. Note that for all $x \in D_\sigma$, we have

$$d(\phi_{t^+_x}(x),\sigma) = r;$$

consequently,

$$|X(\phi_{t^+_x}(x))| \in [L_0r,L_1r].$$
This combined with (13), (14) and (15) gives
\[ n + \log \frac{\log \lambda'}{C'd_1L_1} \leq t_x^+ \leq n + \log \frac{\log \lambda}{d_0L_0} + T^{\alpha_0}. \]

In particular, there exists \( n_0 = n_0(r) \), such that if \( n > n_0 \) then we must have
\[ K_0 = \frac{1}{2\log \lambda'} \leq \frac{t_x^+}{n} \leq \frac{2}{\log \lambda} = K_1. \]

We conclude the proof of this lemma. \( \square \)

We make the following observation on the choice of the constants \( K_0 \) and \( K_1 \), which will be used in the next section.

**Remark 3.3.** Note that the constants \( L_0, L_1, C, C', d_0, d_1 \) depends continuously on the vector field, thus can be made uniform in a \( C^1 \) neighborhood of \( X \). On the other hand, the constants \( \lambda, \lambda' \) and \( T^\alpha \) depends on the hyperbolicity of \( \sigma \), therefore can be made uniform for nearby \( C^1 \) vector fields.

**Lemma 3.4.** Each orbit segment \( \phi_{[-t_x^-, t_x^+]}(x) \) intersect with \( D_\sigma \) at exactly one point, which is \( x \).

**Proof.** For each \( x \in B_r(\sigma) \), we write \( \exp_{\phi_t}^{-1}(x) = (v^s(x), v^a(x)) \). Then this lemma easily follows from the fact that for \( x \in D_\sigma \), \( |v^s(\phi_t(x))| \) is strictly decreasing along the forward orbit of \( x \), and \( |v^a(\phi_t(x))| \) is strictly increasing (thanks to \( \phi_t \) being a small perturbation of the linear flow \( e^{At} \)). Since points on \( D_\sigma \) satisfies \( |v^a(x)| = |v^s(x)|, \phi_{[-t_x^-, t_x^+]}(x) \) and \( D_\sigma \) can only intersect at \( x \). \( \square \)

The next lemma deals with the measure of the flow box \( \phi_{[-t_x^-, t_x^+]}(D_n) \).

**Lemma 3.5.** For every probability measure \( \mu \) that is invariant under \( \phi_t \), we have
\[ \sum_{n>n_0} \mu \left( \bigcup_{x \in D_n} \phi_{[-t_x^-, t_x^+]}(x) \right) \leq 1. \]

**Proof.** Recall that \( \{D_n\} \) are pairwise disjoint. Set
\[ \tilde{D}_n = \bigcup_{x \in D_n} \phi_{[-t_x^-, t_x^+]}(x), \]
we claim that \( \{\tilde{D}_n\} \) are also pairwise disjoint.

We prove by contradiction. Assume there exists \( m \neq n, x \in D_m, y \in D_n \) such that
\[ \phi_t(x) = \phi_s(y), \]
for \( 0 < t < t_x^+ \) and \( 0 < s < t_y^+ \). Then \( x \) and \( y \) are on the same orbit, which intersects with \( D_\sigma \) at two different points, a contradiction with the previous lemma.

As a result, we have
\[ \sum_{n>n_0} \mu \left( \bigcup_{x \in D_n} \phi_{[-t_x^-, t_x^+]}(x) \right) = \mu \left( \bigcup_{n>n_0} \tilde{D}_n \right) \leq \mu(B_r(\sigma)) \leq 1. \] \( \square \)
From now on, we write, for each \( n > n_0 \),

\[ C_n = \phi_{[0,1]}D_n. \]

Then \( \bigcup_{n>n_0} C_n \subset \phi_{[0,1]}D_\sigma \) is contained in a fundamental domain of the time-one map \( \phi_1 \). The next lemma shows that for \( N > n_0 \), the set \( \bigcup_{n>N} C_n \) have uniformly small measure:

**Lemma 3.6.** Let \( K_0 \) be the constant given by Lemma 7.4. For every \( N > n_0 \) and every invariant probability \( \mu \), we have

\[ \mu \left( \bigcup_{n>N} C_n \right) \leq \frac{1}{K_0N}. \]

**Proof.** For every \( x \in D_n, n \geq N \), Lemma 3.2 gives

\[ t_x^+ \geq K_0n \geq K_0N. \]

Also note that for each \( j, k \in \mathbb{N} \cup \{0\} \) with \( j \neq k \leq \min_{x \in D_n}\{t_x^+\} \), the sets \( \phi_j(C_n) \) and \( \phi_k(C_n) \) are disjoint and have the same measure. Therefore, we get

\[ N \cdot \mu \left( \bigcup_{n>N} C_n \right) = \frac{1}{K_0} \mu \left( \bigcup_{n>N} \bigcup_{k=0}^{NK_0-1} \phi_k(C_n) \right) \]

\[ = \frac{1}{K_0} \sum_{n>N} \mu(\phi_{[0,NK_0]}(D_n)) \]

\[ \leq \frac{1}{K_0} \sum_{n>N} \mu \left( \bigcup_{x \in D_n} \phi_{[0,t_x^+]}(x) \right) \]

\[ \leq \frac{1}{K_0} \cdot \frac{1}{K_0N}. \]

\[ \square \]

Now we are ready to construct the coarse partition \( C_\sigma \). One can think of \( \{C_n\}_{n>n_0} \) as a (one-sided) infinite cylinder, with the singularity \( \sigma \) sitting at the end. See Figure 2. We define:

\[ C_\sigma = \{C_n : n > n_0\} \cup \{M \setminus (\bigcup_{n>n_0} C_n)\} \]

as a measurable, countable partition of \( M \). See Figure 1.

3.3. **Finite entropy.** The next proposition states that the metric \( C_\sigma \) w.r.t. any invariant measure is uniformly bounded.

**Proposition 3.7.** There exists \( H_1 > 0 \), such that for every invariant probability measure \( \mu \), we have

\[ H_\mu(C_\sigma) < H_1 < \infty. \]

**Proof.** By Lemma 2.6, we only need to verify that \( \sum_n n \mu(C_n) < N \) for some constant \( N > 0 \).

By Lemma 3.2, we have \( t_x^+ \geq K_0n \) on \( D_n \). Then it follows that

\[ n \mu(C_n) = \frac{n}{K_0} \sum_{j=0}^{K_0n-1} \mu(C_n) = \frac{1}{K_0} \sum_{j=0}^{K_0n-1} \mu(\phi_j(C_n)) \]

\[ = \frac{1}{K_0} \mu \left( \bigcup_{j=0}^{K_0n-1} \phi_j(C_n) \right) \leq \frac{1}{K_0} \mu \left( \bigcup_{x \in D_n} \phi_{[0,t_x^+]}(x) \right). \]
Now we can sum over \( n \) and obtain:

\[
\sum_n n\mu(C_n) \leq \sum_n \frac{1}{K_0} \mu \left( \bigcup_{x \in D_n} \phi_{[0,t^+]}(x) \right) \leq \frac{1}{K_0},
\]

where we apply Lemma 3.5 to obtain the last inequality. \( \square \)

**Proof of Theorem A.** (I) is proved as Lemma 3.4. (II) and (III) are obtained in Lemma 3.2. Item (IV) easily follows from the continuity of the flow and the choice of \( n_0 \). (V) is the definition of \( \mathcal{C}_\sigma \), and (VI) is precisely Proposition 3.7. The proof of Theorem A is finished. \( \square \)

**Remark 3.8.** It is important to observe that the proof of Proposition 3.7 does not depend on how small \( \mu(B_r(\sigma)) \) is, or whether \( \mu(\sigma) = 0 \) or not. In fact, when \( \mu(\sigma) > 0 \), one can obtain a better bound in both Lemma 3.5 and Proposition 3.7.

**Remark 3.9.** Note that the construction of \( \mathcal{C}_\sigma \) depends continuously on the flow \( X \) in \( C^1 \) topology. Furthermore, the constants in Lemma 3.5, 3.6 and Proposition 3.7 can be made uniform in a \( C^1 \) neighborhood.

As can be seen from the proof of Lemma 3.2, \( H_1 \) can be chosen arbitrarily close to the largest Lyapunov exponent at \( \sigma \) (by taking \( n_0 \) large enough). At first glance, this may seem to contradict with Ruelle’s inequality; however, it is due to the fact that the partition \( \mathcal{C}_\sigma \) is not expansive in the sense of Definition 1. This problem will be partially solved by the refined partition \( \mathcal{A}_\sigma \), which will be constructed in the next section.

### 3.4. Comparison with the conventional sections

Here we will relate our new section \( D_\sigma \) to the cross sections \( \Sigma^{i/o,\pm} \) constructed in [1].

In [1] the authors considered singularly hyperbolic flows, that is, flows on a three-dimensional manifold with an attractor \( \Lambda \), on which there is a dominated splitting \( E^s \oplus E^{cu} \), such that the tangent flow on \( E^s \) is uniformly contracting, and \( E^{cu} \) is volume expanding. If \( \Lambda \) is singular hyperbolic without any singularity, then it must be Anosov. On the other hand, if \( \Lambda \) contains a singularity \( \sigma \) that is accumulated by regular orbits, then \( \sigma \) is Lorenz-like. Here being Lorenz-like means that the eigenvalues of \( DX|_\sigma \) must satisfy

\[
\lambda_1 > 0 > \lambda_2 > \lambda_3, \quad \text{and} \quad \lambda_1 + \lambda_2 > 0.
\]

See [2] for more detail.

More importantly, it is proven that the strong stable manifold \( W^{ss}(\sigma) \) (which is given by the dominated splitting \( E^s \oplus E^{cu} \)) is tangent to the eigenspace \( E^3 \) of \( \lambda_3 \), and intersects with \( \Lambda \) only at the singularity \( \sigma \). Combine this with [12] and [9], we see that regular orbit in \( \Lambda \) can only approach \( \sigma \) in a very small cone around \( W^{cu}(\sigma) \). Assuming linearization in a neighborhood of \( \sigma \), the authors constructed four cross sections, \( \Sigma^{i/o,\pm} \), for each singularity. Here \( \Sigma^{i,\pm} \) are used to capture orbits that approaches \( \sigma \), and \( \Sigma^{o,\pm} \) tracks those whose are leaving \( \sigma \). See Figure 3. Using

3In fact, in a small cone around \( E^s \). See the discussion in [19, Section 5.2].

4Note that this imposes certain conditions on the eigenvalue \( \lambda_i \), \( i = 1, 2, 3 \), especially if one requires the linearization to be sufficiently smooth.
the smoothness of the linearization, they show that the fly time \( \tau \) from \( \Sigma^i \) to \( \Sigma^o \) satisfies

\[
\tau(x) = -\frac{\log x_1}{\lambda_1},
\]

where \( x_1 \) is the distance \( x_1 = d(x, W^{cs}(\sigma)) \). In particular, \( \tau \) is integrable w.r.t. the Lebesgue measure on \( \Sigma^{i,+} \).

Now let us describe the relation between \( D_\sigma \) and \( \Sigma^{i/o} \). Assuming that \( \sigma \) is a Lorenz-like singularity for some vector field \( X \) on a three-dimensional manifold \( M \) (and note that we do not need the singular-hyperbolicity outside a neighborhood of \( \sigma \)), we may further assume that \( \Sigma^{i/o,\pm} \) are taken on the set \( \partial B_r(\sigma) \). Here we can take \( B_r(\sigma) \) to be a cube around \( \sigma \) which does not affect our construction, as we only need \( B_r(\sigma) \) to be small and the flow speed on \( \partial B_r(\sigma) \) to be bounded above and below.

Then we can construct \( D_\sigma \) and \( \{D_n\}_{n>n_0} \) as before. For simplicity, we will only focus on the right half-space which contains \( \Sigma^{o,+} \). If we define

\[
D^o_n = \bigcup_{x \in D_n} \phi^+_t(x), \quad \text{and} \quad D^i_n = \bigcup_{x \in D_n} \phi^-_{-t}(x)
\]

for the image and the pre-image of \( D_n \) on \( \partial B_r(\sigma) \) under the flow \( \phi_t \), then \( \{D^i_n \cap \Sigma^{i,+}\} \) is a family of countably many strips (the yellow strips in Figure 3) on \( \Sigma^{i,+} \), which becomes closer to the curve \( W^{cs}(\sigma) \cap \Sigma^{i,0} \) as \( n \) gets larger. Their forward image

**Figure 3.** The image and pre-image of \( \{D_n\} \) on the sections \( \Sigma^{i/o,+} \subset \partial B_r(\sigma) \).
under the flow:  
\[ \phi_\tau(D_i^\circ \cap \Sigma^{i,+}) \]
are contained in a triangular region inside \( D_o \cap \Sigma^{o,+} \).

Recall that Lemma 3.2 shows \( t^-_\sigma = O(n) \) on \( \Sigma^o \), which means that for \( x \in D_n^i \cap \Sigma^{i,+} \), the distance \( d(x, W^{cs}(\sigma)) \) is of order \( e^{-(\lambda_1+1)n} \). Combined with (17), this shows that
\[ \tau(x) \approx \frac{\lambda_1 + 1}{\lambda_1} n \quad \text{for} \quad x \in D_n^i \cap \Sigma^{i,+}. \]

In other words, the partition \( \{D_n\} \) on \( \Sigma^o \) induces a countable partition \( \{D_n^i \cap \Sigma^{i,+}\} \) on \( \Sigma^{i,+} \), which can be seen as the level sets of \( \tau \).

In a later work [8], the authors considered the return map \( T \) on the cross sections \( \Sigma_i^{i,+} \). They showed that the return map \( T \) can be reduced to a one-dimensional, uniformly expanding map \( T_L \) on the interval \([-1/2, 1/2]\) with unbounded derivative at zero, known as the Lorenz-map. Then our partition \( \{D_n\} \) naturally induces a countable partition on \([-1/2, 1/2]\), which is of the form
\[ \left\{ \left((-e^{-(\lambda_1+1)n}, 0), (0, e^{-(\lambda_1+1)n}) : n > n_0 \right) \right\}. \]

Note that partitions of this form have been widely used to study unimodal maps, namely interval maps with zero derivative at the point 0.

Similarly, the same treatment can be applied to the contracting Lorenz-attractors in [21], resulting in the same partition \( \left\{ \left((-e^{-(\lambda_1+1)n}, 0), (0, e^{-(\lambda_1+1)n}) : n > n_0 \right) \right\} \) for the one-dimensional Rovella maps. Such maps can be seen as unimodal maps with discontinuity at zero, and our partition coincide with the classical partitions for the Rovella maps. See [18] for more detail.

Finally, we would like to emphasize that, unlike in [1] and [8], our construction for the cross section \( D_\sigma \) and the countable partition \( \{D_n\} \):
1. does not require knowledge on know regular orbits approaches \( \sigma \);
2. does not need information on the hyperbolicity of \( X \) at regular points;
3. avoids linearization altogether, thus does not require any condition on the eigenvalues at \( \sigma \);
4. can be applied in any dimension.

In fact, our estimation in Lemma 3.2 is enough to show that \( \tau \) is integrable w.r.t. the Lebesgue measure on \( \Sigma^{i,+} \), which is a crucial step in [1], [8] and [18].

4. Construction of the refined partition \( \mathcal{A}_\sigma \)

As we have discussed before, both the topological theory (size of the invariant manifold, transverse homoclinic intersections, etc.) and the entropy theory (entropy expansiveness, upper semi-continuity of the metric entropy, etc.) requires estimation on a uniform size. However, for singular flows, the tangent map determines the underlying dynamics only in the scaled tubular neighborhood along the orbit. From Proposition 2.3, which goes back to the classical work of Liao [14], the size of such neighborhoods depend on the length and the flow speed at each point. Combine this with Lemma 3.2 we see that for points in \( C_n \), the size of such neighborhoods must be exponentially small.

This observation forces us to construct a new partition \( \mathcal{A}_\sigma \) by refining each element of \( \mathcal{C}_n \) with a finite partition \( \mathcal{B}_n \) (due to the observation above, the cardinality of \( \mathcal{B}_n \) must be exponential in \( n \)), such that on each element of \( \mathcal{B}_n \), the scaled tubular neighborhood is sufficiently long. For this purpose, we need a sharp control over
the flow speed $|X(x)|$, and the time it takes for the point $x$ to leave $B_r(\sigma)$, which is already given by Theorem A. The main difficulty here is to show that $\mathcal{A}_\sigma$ still has finite entropy.

4.1. The partition $\mathcal{B}_n$ and $\mathcal{A}_\sigma$. Recall that $L_{1,\mu}$ is an upper bound of the scaled linear Poincaré flow $\psi^*_t$ given by Lemma 2.1. Let $L(X)$ and $L(-X)$ be the constants given by Proposition 2.3 for the vector field $X$ and $-X$, respectively. We define

$$N_0 = \max\{L(X), L(-X), L_{1,\mu}\},$$

where $K_1$ and $K_0$ are the constants given by Lemma 3.2. For any given $L \geq N_0$ and $0 < \beta < \beta_0$ with $\beta_0$ given by Proposition 2.3, we consider balls with center in $D_n$ and radius:

$$r_n := \beta L^{-K_1} L_0 e^{-(n+1)},$$

where $L_0$ is given by (11).

Fix $r < \beta_1$, then Theorem A gives a countable partition $\mathcal{C}_n = \{C_n\}_{n>n_0}$ in the neighborhood $B_r(\sigma)$. Also recall that each $C_n$ is the image of some $D_n \subset D_{\sigma}$ under the flow by time one. For each $n > n_0$, we take a $r_n$-separated set in $D_n$ with maximal cardinality, denote by $E_n$. Here $E_n$ being $r_n$-separated means that for every $x, y \in E_n$, we have $d(x, y) > r_n$.

**Lemma 4.1.** There exists a finite partition $\mathcal{B}_n$ of $D_n$, such that for every $B \in \mathcal{B}_n$, there exists $x \in E_n$ with $B_{r_n/2}(x) \cap D_n \subset B \subset B_{r_n}(x) \cap D_n$. In particular, we have

$$\text{diam } B \leq \beta \cdot \frac{L_0}{e} (L^{K_1} e)^{-n}, \quad \forall B \in \mathcal{B}_n$$

**Proof.** Since $E_n$ is $r_n$-separated with maximal cardinality, we have

$$B_{r_n/2}(x) \cap B_{r_n/2}(y) = \emptyset$$

for $x, y \in E_n, x \neq y$, and

$$D_n \subset \bigcup_{x \in E_n} B_{r_n}(x).$$

Furthermore, the same hold when restricted to $D_n$. Then the existence of such partition immediately follows from the above properties.

The choice of $L$ in (13) together with Proposition 2.3 lead to the following proposition:

**Proposition 4.2.** For the partition $\{\mathcal{B}_n\}$ given by the previous lemma and for every $x, y$ that are contained in the same element of $\mathcal{B}_n$, the orbit of $y$ from $-t_y^+$ to $t_y^+$ is contained in the $\beta$-scaled tubular neighborhood of $x$, until the orbit of $x$ leaves $B_r(\sigma)$.

The next lemma shows that the cardinality of $\mathcal{B}_n$ grows exponentially in $n$:

**Lemma 4.3.** There exists constants $c_1 > 0$ such that for $L'' = (L^{K_1} e)^{\dim M}$ and for every $n > n_0$, we have

$$\# \mathcal{B}_n \leq c_1 (L'')^n.$$

**Proof.** We write $c_0 = L_0/e$ and $L' = L^{K_1} e$. Then for each $n > n_0$, (19) becomes

$$r_n = c_0 \beta (L')^{-n},$$
which means
\[ \text{vol}(B_{r_n/2}(x)) \geq cL^{-n \cdot \dim M} \]
for some constant \( c > 0 \) depending on \( \beta \) and the Riemannian metric. Since for \( x \neq y \in E_n \) we have \( B_{r_n/2}(x) \cap B_{r_n/2}(y) = \emptyset \), it follows that
\[ \# \hat{\mathcal{R}}_n \leq \# E_n \leq \frac{\text{vol} M}{cL^{-n \cdot \dim M}}. \]
Then the lemma follows with \( c_1 = \text{vol}(M)/c \), and \( L'' = L'^{\dim M} = (LK\epsilon)^{\dim M} \). \( \square \)

Now we write
\[ \mathcal{R}_n = \{ \phi_{[0,1]}(\hat{B}) : \hat{B} \in \hat{\mathcal{R}}_n \}. \]
Then \( \mathcal{R}_n \) is a partition of \( C_n \) for each \( n > n_0 \).

Recall that the closure of the set
\[ O(\sigma) = \bigcup_{n>n_0} \bigcup_{x \in D_n} \phi_{[-t_x,t_x]}(x) \subset B_r(\sigma) \]
contains a neighborhood of \( \sigma \). We also define:
\[ B^-(\sigma) = O(\sigma) \cap \exp_\sigma (\{ v \in T_\sigma M : |v| \leq \beta, |v^n| < |v^u| \}), \]
\[ B^+(\sigma) = O(\sigma) \setminus \left( B^-_\sigma \cup \bigcup_{n>n_0} C_n \right). \]

\( B^\pm(\sigma) \) can be seen as the regions in \( O(\sigma) \) that sit “above” and “below” the set \( \bigcup_{n>n_0} C_n \), respectively. One should note that \( \sigma \in \text{Cl}(B^-(\sigma)) \cap \text{Cl}(B^+(\sigma)) \).

We then define the partition \( \mathcal{A}_\sigma \) as:
\[ (20) \quad \mathcal{A}_\sigma = \{ \mathfrak{B} : \mathfrak{B} \in \mathcal{R}_n \text{ for some } n > n_0 \} \cup \{ B^-(\sigma), B^+(\sigma), O(\sigma)^c \}. \]

Then \( \mathcal{A}_\sigma \) is a countable partition of \( M \) which refines \( \mathcal{C}_\sigma \). Note that the partition is constructed locally inside the neighborhood \( O(\sigma) \) of \( \sigma \), and treat the complement of this neighborhood as a single partition element.

4.2. Finite entropy. Next, we show that the metric entropy of \( \mathcal{A}_\sigma \) is uniformly bounded from above:

**Proposition 4.4.** There exists \( H_2 > 0 \) depending on \( L \), such that for every invariant probability measure \( \mu \), we have
\[ H_\mu(\mathcal{A}_\sigma) < H_2 < \infty. \]

**Proof.** We use the following inequality for the conditional entropy:
\[ H_\mu(\mathcal{A}_\sigma) \leq H_\mu(\mathcal{A}_\sigma|\mathcal{C}_\sigma) + H_\mu(\mathcal{C}_\sigma). \]

Note that the second term is bounded by \( H_1 \) due to Proposition 4.7. For the first term, recall that \( \mathcal{A}_\sigma \) is obtained by refining each element of \( \mathcal{C}_\sigma \) with the partition \( \mathcal{R}_n \). In the mean time, Lemma 4.3 gives
\[ \# \mathcal{R}_n = \# \hat{\mathcal{R}}_n \leq c_1(L'')^n. \]
We have
\[ H_\mu(\mathcal{A}_\sigma | \mathcal{C}_\sigma) = -\sum_n \mu(C_n) \sum_{B \in \mathcal{B}_n} \mu_{C_n}(B) \log \mu_{C_n}(B) \]
\[ \leq \sum_n \mu(C_n) \log (\#\mathcal{B}_n) \]
\[ \leq \sum_n (n \log L'' + \log c_1) \mu(C_n) \]
\[ \leq \log c_1 + \log L'' \sum_n n \mu(C_n) \]
\[ \leq \log c_1 + \frac{1}{K_0} \log L'' < \infty, \]
where the last line follows from (16). Now the proposition holds with \( H_2 = \log c_1 + \frac{1}{K_0} \log L'' + H_1 \).

**Remark 4.5.** Following Remark 3.3, we see that the constants \( c_0, c_1, L', L'' \) and \( H_2 \) can be made uniform for nearby \( C^1 \) vector fields.

**Proof of Theorem B.** Item (I) and (III) follows from Lemma 4.3, while (II) is given by Lemma 4.1. (IV) is precisely Proposition 4.2, and (V) is proven as Proposition 4.4.

For the continuity of the partition \( \mathcal{A}_\sigma \), note that (all the continuity is in Hausdorff topology and \( C^1 \) topology): (1) the cross sections \( D_\sigma \) varies continuously for nearby \( C^1 \) vector fields; the same holds for each \( D_n \); (2) for each \( n \), the partition \( \mathcal{B}_n \) can be made continuous; in particular, this means that \( \mathcal{B}_n \) is continuous; (3) the (finitely many) neighborhoods \( \mathcal{O}(\sigma) \) varies continuously, therefore \( \mathcal{C}_{reg} \) varies continuously; (4) the finite partition \( \mathcal{A}_{reg} \) can be made continuous w.r.t. nearby flows.

We conclude the proof of Theorem B.

**5. The partition \( \mathcal{A} \)**

In this section we will prove Theorem C. We assume that \( X \) is a \( C^1 \) vector field such that all the singularities of \( X \) are hyperbolic; in particular, \( X \) has only finitely many singularities.

**5.1. Near each singularity.** First, note that \( N_0 \) in Theorem B is given by (18), which is defined for the entire flow. The same can be said about \( \beta_0 \) in Proposition 2.3. On the other hand, the constants \( \beta_1, L_0, L_1, K, K_1, L', L'', c_0, c_1 \) in both Theorem A and B depends on the hyperbolicity of each singularity. Since there are only finitely many singularities, such constants can be made uniform for the vector field \( X \) (also robust in a \( C^1 \) neighborhood).

Now, we can fix some \( L \geq N_0, \beta < \beta_0, r < \beta_1 \) and apply Theorem B to obtain a countable partition \( \mathcal{A}_\sigma \) for each \( \sigma \in \text{Sing}(X) \). Each partition \( \mathcal{A}_\sigma \) also comes with a set \( O(\sigma) \subset B_r(\sigma) \), and \( n_0^\sigma \in \mathbb{N} \). We will write

\[ n_0 = \max_{\sigma \in \text{Sing}(X)} n_0^\sigma. \]
5.2. Away from singularities. The set
\[ C_{\text{reg}} = \text{Cl}(M \setminus (\cup_{\sigma \in \text{Sing}} \text{Cl}(O(\sigma)))) \]
consists only of regular points of \( X \). Furthermore, by (IV) of Theorem A, points in \( C_{\text{reg}} \) satisfy
\[ d(x, \text{Sing}(X)) \geq e^{-n_0}. \]

For \( L \geq N_0 \) and \( \beta < \beta_0 \) as above, the set
\[ (21) \quad B(x) := \phi(-\frac{1}{4}, \frac{1}{4}) \left( N_x \left( \frac{\beta}{2L} \cdot |X(x)| \right) \right) \]
is the \( \frac{\beta}{2} \)-scaled tubular neighborhood starting at \( \phi(-\frac{1}{4}, \frac{1}{4}) \), with length \( \frac{1}{2} \). Moreover, if \( B(x) \cap B(y) \neq \emptyset \), then both \( B(x) \) and \( B(y) \) are contained in the \( \beta \)-scaled tubular neighborhood at \( \phi_{-1/2}(z) \) with length one, for every \( z \in B(x) \cap B(y) \) (the choice of \( \phi_{-1/2}(z) \) makes \( z \) the “center” of this tubular neighborhood).

The collection \( \{ B(x) : x \in C_{\text{reg}} \} \) forms an open covering of \( C_{\text{reg}} \). Since \( C_{\text{reg}} \) is compact, we can take a finite sub-covering \( \{ B(x_i) : i = 1, \ldots, k \} \), and obtain a finite partition of \( C_{\text{reg}} \), whose elements are given by the intersection of elements in the sub-covering. We denote this partition by \( \mathcal{A}_{\text{reg}} \). Then for each \( A \in \mathcal{A}_{\text{reg}} \), \( \partial A \) consists of flow lines with bounded length, and the normal manifold \( N_x \) at some regular point.

5.3. The partition \( \mathcal{A} \). Finally, we define the partition \( \mathcal{A} \) as
\[ \mathcal{A} = \mathcal{A}_{\text{reg}} \lor \bigvee_{\sigma \in \text{Sing}(X)} \mathcal{A}_\sigma. \]

Then we have:

**Proposition 5.1.** For any invariant probability measure \( \mu \), \( h_\mu(\phi_1, \mathcal{A}) \) is finite.

**Proof.** We have
\[ H_\mu(\mathcal{A}) \leq H_\mu(\mathcal{A}_{\text{reg}}) + \sum_{\sigma \in \text{Sing}(X)} H_\mu(\mathcal{A}_\sigma). \]
The first term is finite since \( \mathcal{A}_{\text{reg}} \) is a finite partition. Each term in the second summation is finite, thanks to Proposition 4.4; also note that the summation itself has only finitely many terms since \( X \) has only finitely many singularities. \( \square \)

Note that for given \( x \in M \) and \( y \in \mathcal{A}^\infty(x) \), by Proposition 4.2 and the construction at regular points by (21), we see that the orbit of \( y \) must stay in the \( \beta \)-scaled tubular neighborhood of the orbit of \( x \) forever. This finishes the proof of Theorem C.

In fact, more can be said: generally, given a regular point \( x \in C_{\text{reg}} \), the map:
\[ P_x(y) : \mathcal{A}(x) \to N_x(\beta) \]
which maps the point \( y \in \mathcal{A}(x) \) to the unique point of intersection \( \{ P_x(y) \} = \phi_{[-1,1]}(y) \cap N_x(\beta) \) is well-defined, since the partition \( \mathcal{A}(x) \) is contained in a scaled tubular neighborhood of the orbit of \( x \).

---

5To obtain \( \mathcal{A}_{\text{reg}} \), one can follow the language of Bowen-Sinai refinement for Markov partition, See [5, 22]. This set-theoretical procedure refines a finite open covering into a finite partition, without destroying the local product structure. In our case, the local product structure is given by the normal manifolds and the flow lines (and recall that \( C_{\text{reg}} \) is uniformly away from singularities).
Note that if \( y \in \mathcal{A}^\infty(x) \), then we have \( \phi_j(y) \in A(\phi_j(x)) \) for every \( j \in \mathbb{Z} \). In particular, if \( j \in \mathbb{Z} \) satisfies \( \phi_j(x) \in C_{reg} \), then the construction of \( \mathcal{A} \) at regular points means that \( \phi_j(x), \phi_j(y) \) are in the same tubular neighborhood with length 1, and
\[
P_{\phi_j(x)}(\phi_j(y)) \in N_{\phi_j(x)}(\beta).
\]

On the other hand, if \( j \in \mathbb{Z} \) is such that \( \phi_j(x) \in O(\sigma) \) for some singularity \( \sigma \), then Proposition 4.2 states that the orbit of \( y \) and the orbit of \( x \) are in the same scaled tubular neighborhood, as long as they are both in \( O(\sigma) \); moreover, \( y \in \mathcal{A}^\infty(x) \) guarantees that \( \text{Orb}(y) \) and \( \text{Orb}(x) \) must hit the same element of \( \mathcal{B}_n \) at the same iterate. Furthermore, \( \text{Orb}(y) \) and \( \text{Orb}(x) \) must enter and leave \( O(\sigma) \) at the same iterates under the time-one map \( \phi_1 \). This is because, once \( x \) leaves \( B^+(\sigma) \), it enters the partition at a regular point, which is contained in a scaled tubular neighborhood with length 1. Since \( y \in \mathcal{A}^\infty(x) \), \( y \) must enter the same element at the same iterate. In particular, this means that \( \text{Orb}(y) \) and \( \text{Orb}(x) \) spend the same amount of time in \( B^+(\sigma) \); however, we lose control (in the sense that (22) may not hold) for the orbit segment in \( B^+(\sigma) \), since we treat each of them as a single partition element.

6. A GENERAL RESULT ON THE EXPANSIVENESS W.R.T. A PARTITION

In this section we will prove Theorem 4.2 which gives a criterion for partitions whose entropy is equal to the metric entropy. To put our result in a more general context, let \( f : M \rightarrow M \) be a homeomorphism, \( \mu \) an invariant probability such that \( h_\mu(f) < \infty \). Let \( \mathcal{A} \) be a measurable partition such that \( H_\mu(\mathcal{A}) < \infty \).

Before we dive into the proof, let us make some remark regarding our notion of expansiveness w.r.t. a partition. Following Bowen [4], the infinite Bowen ball is defined by
\[
B_{\infty,\varepsilon}(x) = \bigcap_{n \in \mathbb{Z}} f^{-n}B_\varepsilon(f^n(x)),
\]
and the \( \varepsilon \)-tail entropy at \( x \) is defined as
\[
h_{tail}(f, x, \varepsilon) = h_{top}(B_{\infty,\varepsilon}(x), f).
\]
The system \( f \) is \( \varepsilon \)-entropy expansive if \( h_{tail}(f, x, \varepsilon) = 0 \) for all \( x \). A measure \( \mu \) is called \( \varepsilon \)-almost entropy expansive, if \( h_{tail}(f, x, \varepsilon) = 0 \) for \( \mu \) a.e. \( x \). Bowen proved that if \( f \) is \( \varepsilon \)-entropy expansive, then every finite partition \( \mathcal{A} \) with \( \text{diam} \mathcal{A} < \varepsilon \) satisfies
\[
h_\mu(f) = h_\mu(f, \mathcal{A})
\]
for every invariant measure \( \mu \). On the other hand, it is proven in [15] that \( f \) is \( \varepsilon \)-entropy expansive if and only if every \( f \) invariant measure \( \mu \) is \( \varepsilon \)-almost entropy expansive.

For any \( x \in M \), recall that the \( \infty \) \( \mathcal{A} \)-ball is defined
\[
\mathcal{A}^\infty(x) = \bigcap_{n \in \mathbb{Z}} f^{-n}\mathcal{A}(f^n(x)),
\]
and the \( \mathcal{A} \)-tail entropy of \( x \in M \) is given by
\[
h_{tail}(f, x, \mathcal{A}) = h_{top}(\mathcal{A}^\infty(x), f).
\]
In other words, we are replacing the geometric balls \( B_\varepsilon \) in Bowen’s definition of tail entropy by “partition balls” \( \mathcal{A}(x) \). Similarly, \( \mu \) being \( \mathcal{A} \)-expansive can be seen as
the equivalence of ϵ-almost expansiveness defined using the partition $\mathcal{A}$. Also note that if $\text{diam} \mathcal{A} < \varepsilon$ and if $\mu$ is $\varepsilon$-almost entropy expansive, then $\mathcal{A}(x) \subset B_{\infty,\varepsilon}(x)$ must have zero topological entropy. In other words, $\varepsilon$-almost entropy expansive implies $\mathcal{A}$-expansive when $\text{diam} \mathcal{A} < \varepsilon$.

The key advantage of $\mathcal{A}$-expansiveness is that, it allows us to obtain

$$h_\mu(f) = h_\mu(f, \mathcal{A})$$

for a particular measure $\mu$.

**Proof of Theorem** Since $M$ is finite dimensional, there is $m$ determined by the dimension of $M$, such that we can take finite partition $\mathcal{B} = \{B_1, \cdots, B_m\}$ of the ambient manifold with arbitrarily small diameter, such that each point $x \in M$ lies in at most $m$ elements of $\mathcal{B} = \{\text{Cl}(B_i)\}_{i=1,\ldots,m}$.

For any $E \subset M$, let

$$F(E, \mathcal{B}) = \{B \in \mathcal{B} : B \cap E \neq \emptyset\}.$$ Denote by $r_n(\delta, E)$ the minimal cardinality of $(n, \delta)$-spanning sets on $E$. The next lemma is due to Bowen:

**Lemma 6.1.** Let $\mathcal{F} = \{\text{Cl}(B_i)\}_{i=1,\ldots,m}$ be a compact cover of $M$. There is a $\delta > 0$ such that

$$\#(F(E, \mathcal{F})) \leq r_n(\delta, E)m^n$$

for all $E \subset M$ and $n \geq 0$.

Let us continue the proof. We have

$$h_\mu(\mathcal{B}) \leq h_\mu(\mathcal{B} \vee \mathcal{A}) = \lim_{n \to \infty} \frac{1}{n} H_\mu(\bigvee_{i=0}^{n-1} f^{-i}(\mathcal{A})) \leq \limsup \left\{ \frac{1}{n} \left[ H_\mu(\bigvee_{i=0}^{n-1} f^{-i}(\mathcal{A})) + H_\mu(\bigvee_{i=0}^{n-1} f^{-i}(\mathcal{B})) \right] \right\} = h_\mu(\mathcal{A}) + \limsup \frac{1}{n} H_\mu(\bigvee_{i=0}^{n-1} f^{-i}(\mathcal{B})).$$

Observe that

$$H_\mu(\bigvee_{i=0}^{n-1} f^{-i}(\mathcal{B})) \leq \sum_{i=0}^{n-1} H_\mu(f^{-i}(\mathcal{B})) \leq \sum_{i=0}^{n-1} H_\mu(f^{-i}(\mathcal{A}))$$

Fix $n_0 > 0$, for $i \geq n_0$. Because

$$H_\mu(f^{-i}(\mathcal{B}) | \bigvee_{j=0}^{n-1} f^{-i}(\mathcal{A})) = H_\mu(\mathcal{B} | \bigvee_{j=0}^{n-1} f^{-i}(\mathcal{A})) \leq H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{n-1} f^{-i}(\mathcal{A}))$$

is decreasing to $H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{\infty} f^{-i}(\mathcal{A}))$, and because for $0 \leq i < n_0$, $H_\mu(f^{-i}(\mathcal{B}) | \bigvee_{j=0}^{n-1} f^{-i}(\mathcal{A})) \leq H_\mu(f^{-i}(\mathcal{B})) = H_\mu(\mathcal{B})$, we have

$$h_\mu(\mathcal{B}) \leq h_\mu(\mathcal{A}) + H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{\infty} f^{-i}(\mathcal{A})).$$

Since the above inequality holds for any $n_0$, and because $H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{\infty} f^{-i}(\mathcal{A})) \leq H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{\infty} f^{-i}(\mathcal{A}))$, we have

$$h_\mu(\mathcal{B}) \leq h_\mu(\mathcal{A}) + H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{\infty} f^{-i}(\mathcal{A})).$$

(23)

$$h_\mu(\mathcal{B}) \leq h_\mu(\mathcal{A}) + H_\mu(\mathcal{B} | \bigvee_{j=-n_0}^{\infty} f^{-i}(\mathcal{A})).$$
Now for any \( n > 0 \) we consider \( F = f^n, R^n = \bigvee_{i=0}^{n-1} f^{-i}(R) \) instead of \( R \) and \( A^n = \bigvee_{i=0}^{n-1} f^{-i}(A) \), we have
\[
h_\mu(f^n, R^n) \leq h_\mu(f^n, A^n) + H_\mu(R^n | \bigvee_{j=-\infty}^{\infty} f^{-j}(A)).
\]
Because \( h_\mu(f^n, R^n) = nh_\mu(f, R) \) and \( h_\mu(f^n, A^n) = nh_\mu(f, A) \), we have
\[
h_\mu(f, R) \leq h_\mu(f, A) + \lim \frac{1}{n} H_\mu(R^n | A^n) \leq h_\mu(f, A) + \lim \frac{1}{n} \int \log (#(\mathcal{A}^\infty(x), R^n))d\mu(x)
\]
\[
\leq h_\mu(f, A) + \lim \frac{1}{n} \left( \log r_n(\delta, \mathcal{A}^\infty(x)) + nm \right)d\mu(x).
\]
Since \( \frac{1}{n} \log r_n(\delta, \mathcal{A}^\infty) \leq r_1(\delta, M) \), by dominate convergence,
\[
h_\mu(f, R) \leq h_\mu(f, A) + \int h_{\text{top}}(\mathcal{A}^\infty(x), f)d\mu(x) + m = h_\mu(f, A) + m.
\]
To get rid of \( m \), for each \( n > 0 \) we take \( f^n, \bigvee_{i=0}^{n-1} f^{-i}(A) \) and \( R \). Then we have
\[
h_\mu(f^n, R) \leq h_\mu(f^n, \bigvee_{i=0}^{n-1} f^{-i}(A)) + m.
\]
Taking the diameter of \( R \) converging to 0, we have \( h_\mu(f^n) \leq h_\mu(f^n, \bigvee_{i=0}^{n-1} f^{-i}(A)) + m \), thus
\[
h_\mu(f) \leq h_\mu(f, A) + m/n,
\]
let \( n \to \infty \), we finish the proof. \( \square \)

7. Application 1: Entropy Theory for Flows Away from Tangencies

The rest of this paper is devoted to the entropy theory for star flows and flows away from homoclinic tangencies, using the partition \( \mathcal{A} \). In this section, we will show that the partition \( \mathcal{A} \) can be used to compute the metric entropy for any invariant measure.

The key idea of this proof is to relate the images of \( \mathcal{A}^\infty \) with a family of one-dimensional curves, whose length are well-controlled. For this purpose, we use an argument similar to [15]. However, we will see that the argument here is much more involved. This is because, in [15] when one considers a diffeomorphism away from tangencies, there exists a dominated splitting on the tangent bundle given by [26]. As we have discussed, such splitting controls a neighborhood of the invariant set with uniform size. However this is not the case for singular flows. As we will see below, the fake foliations are only defined for the scaled linear Poincaré flow; as a result, the size of such foliation is exponentially small when the orbit approaches a singularity.

7.1. Fake foliations. The following lemma is borrowed from [15] Lemma 3.3] (see also [6 Proposition 3.1]), which shows that given a dominated splitting, one can always construct local fake foliations. Moreover, these fake foliations have local product structure, and this structure is preserved as long as they stay in a neighborhood.

Lemma 7.1. Let \( K \) be a compact invariant set of a diffeomorphism \( f \). Suppose \( K \) admits a dominated splitting \( T_K M = E^1 \oplus E^2 \oplus E^3 \). Then there are \( \rho > r_0 > 0 \), such that the neighborhood \( B_\rho(x) \) of every \( x \in K \) admits foliations \( F^{1}_x, F^{2}_x, F^{3}_x, F^{12}_x \) and \( F^{23}_x \), such that for every \( y \in B_{r_0}(x) \) and \( * \in \{1, 2, 3, 12, 23 \} : \)

(i) \( F^{*}_x(y) \) is \( C^1 \) and tangent to the respective cone.
(ii) Forward and backward invariance: \( f(F^*_x(y, r_0)) \subset F^*_{f(x)}(f(y)) \), and 
\[ f^{-1}(F^*_x(y, r_0)) \subset F^*_{f^{-1}(x)}(f^{-1}(y)). \]
(iii) \( F^1_x \) and \( F^2_x \) sub-foliate \( F^1_x \); \( F^3_x \) sub-foliate \( F^{23} \).

Note that such foliations are constructed locally. In particular, following their construction, one can show that if there is a dominated splitting \( E_1 \oplus E_2 \) on the normal bundle \( N_x \) for the scaled linear Poincaré flow \( \psi_t^* \), which can be extended to a neighborhood by Proposition 2.5, then near every point \( x \in \Lambda \), there is a dominated splitting for both \( \psi \in U \) and \( \psi \in Y \) such that, given any vector field \( \psi_t \) on the normal bundle \( N_x \) over any invariant set \( \Lambda \). Furthermore, the size of such foliations are at least \( r_0 \) after scaling with the flow speed at \( x \). In other words, for every regular point \( x \in \Lambda \), there is fake foliation with size \( r_0 \).

From now on, we will assume that \( \beta < \frac{1}{2} \min\{r_0, \beta_0\} \). This makes the size of the \( \beta \)-scaled tubular neighborhood less than the size of the fake foliation at every point.

7.2. Control the tail entropy of \( \mathcal{A}_\infty \). Recall that the constant \( N_0 \) is defined by [15], and \( K_0, K_1 \) are the constants in Theorem F. Below, we will prove that if \( L \geq N_0 \), then the partition \( \mathcal{A} \) given by Theorem C for the constants \( L \) and \( \beta < \frac{1}{2} \min\{r_0, \beta_0\} \) satisfies Theorem F.

The main result of this section is the following:

**Proposition 7.2.** Let \( X \in \mathcal{X}^1(M) \setminus \text{Cl}(\mathcal{T}) \) be a \( C^1 \) vector field such that all the singularities of \( X \) are hyperbolic, and \( \mathcal{A} \) be the partition given by Theorem C for \( \beta < \frac{1}{2} \min\{r_0, \beta_0\} \) and \( L \geq N_0 \). Then

\[ h_{\text{tail}}(\phi_1, x, \mathcal{A}) = 0 \]

for every invariant probability measure \( \mu \) and \( \mu \)-a.e. \( x \). In particular, we have

\[ h_{\mu}(\phi_1) = h_{\mu}(\phi_1, \mathcal{A}). \]

It is proven in [10, Corollary 2.11] that for vector fields away from homoclinic tangencies, there is a dominated splitting for both \( \psi_1 \) and \( \psi^*_1 \) on the normal bundle \( N_x = \bigcup_{x \in \Lambda \setminus \text{Sing}(X)} N_x \) over any invariant set \( \Lambda \). Furthermore, following the proof of [15, Proposition 3.4], which uses the result of [26] for diffeomorphisms away from homoclinic tangencies, we have the following lemma. Here the notation \( \phi_{Y,t} \) and \( \psi_{Y,t}^* \) represents the flow and the scaled linear Poincaré flow defined using the vector field \( Y \).

**Lemma 7.3.** Let \( X \) be a \( C^1 \) vector field away from tangencies. Then there exist \( \lambda_0 > 0 \), \( J_0 \geq 1 \), and a \( C^1 \) neighborhood \( U_0 \) of \( X \), such that, given any vector field \( Y \in U_0 \), the support of any ergodic \( Y \)-invariant measure \( \mu \) admits an \( L_0 \)-dominated splitting for both \( \psi_1 \) and \( \psi^*_1 \) over the normal bundle:

\[ N_{\text{supp} \mu} = E^1 \oplus E^2 \oplus E^3, \text{ with } \dim(E^2) \leq 1, \]

and, for \( \mu \)-almost every point \( x \), we have

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \log \| \psi_{Y,J_0}^* | E^1_{\phi_{Y,J_0}^* T_0(x)} \| \leq \lambda_0, \quad \text{and} \]

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \log \| \psi_{Y,J_0}^* | E^3_{\phi_{Y,J_0}^* T_0(x)} \| \leq \lambda_0. \]
Remark 7.4. The proof of the previous lemma exploits the fact that if $f$ is away from tangencies, then every periodic point of nearby diffeomorphism $g$ can have at most one eigenvalue with modulus one, which has to be real and has multiplicity one (if such eigenvalue exists). As a result, the constant $\lambda_0 > 0$, which is given by [25], Lemma 3.6], can be made arbitrarily close to 0.

From now on, to simplify notation, we will fix any $Y \in \mathcal{U}_0$ where $\mathcal{U}_0$ is given by Lemma 7.3 and write $g = \phi_{Y,1}$ for the time-one map of $Y$. Following the proof of Theorem 3.1 in [15], we see that for $\mu$ almost every $x$, the projection of $\mathcal{A}^\infty(x)$ and its image along the flow to the normal manifold $N_x(\beta) = \exp_x(N_x(\beta))$ must be contained in the fake foliation tangent to $E^2$. To be more precise, for $\mu$ almost every point $x$, the map:

$$P_x(y) : \mathcal{A}(x) \to N_x(\beta)$$

which projects $\mathcal{A}(x)$ to the normal manifold at $x$ along the flow must satisfy

$$(24) \quad P_{g^j(x)} \circ g^j(\mathcal{A}^\infty(x)) \subset \mathcal{F}^2_{g^j(x)}(g^j(x), r_1), \forall j \in \mathbb{Z},$$

where $\mathcal{F}^2(x, r_1)$ is the fake foliation in $N_x(\beta)$ associated to the dominated splitting $E^1 \oplus E^2 \oplus E^3$ on $N_{\text{supp} \mu}$, given by Lemma 7.1.

Observe that in the case $\dim E^2 = 0$, there is nothing to prove since $\mathcal{F}^2$ reduces to a point. In the case $\dim E^2 = 1$, the relation in (24) significantly improves (22): the projection of $\mathcal{A}^\infty$ to the normal manifolds of $g^j(x)$ is, in fact, contained in a family of one-dimensional curves with bounded length. This in particular shows that $\mathcal{A}^\infty(x)$ is contained in a two-dimensional strip, which is the image of the one-dimensional curves on $N_{g^j(x)}$ under the flow. This invites us to give the following general mechanism for a set to have zero topological entropy:

Definition 2. We say that a set $A$ is $(Y, \beta)$-shadowed by a family of one-dimensional compact curves $\{I_j\}_{j \in \mathbb{Z}}$, if for every $j \in \mathbb{Z}$, $g^j(A) \subset \phi_{[-1,1]}(I_j)$.

Note that we do not require $I_j$ to be contained in a tubular neighborhood of length 1 at some point. Such requirement is only possible near regular points in $C_{reg}$, as we lose control in the region $B^\pm(\sigma)$.

Proposition 7.5. Let $A$ be a set that is $(Y, \beta)$-shadowed by $\{I_j\}_{j \in \mathbb{Z}}$, for $\beta < \frac{1}{2} \min(r_0, \beta_0)$. If

$$\lim_{n \to \infty} \frac{1}{n} \log \left( \sum_{j=-n}^{n} \text{length}(I_j) \right) = 0,$$

then we have $h_{\text{top}}(A, \phi_1) = 0$.

The proof of this proposition is left to the appendix. We continue the proof of Theorem 7.5.

Below we will construct the family of one-dimensional curves $\{I_j\}$ that $(Y, \beta)$-shadows $\mathcal{A}^\infty(x)$, and control the length of $I_j$.

For each singularity $\sigma$, $n > n_0$ and $x \in B \in \mathcal{B}_n$, we write $x^D$ for the unique point on $D_n$ such that $x = \phi_a(x^D)$ for some $a \in [0, 1)$. We also define $I(x)$ for the connected component of $\mathcal{F}_x^2(x) \cap B$ that contains $x$, and $I(x)$ for the image of $I(x)$ under the flow to $D_n$ (in fact, pre-image since $I(x) \in \phi_{[0,1]}(D_n)$). It then follows that

$$x^D \in I(x) \subset \mathcal{B}(x^D).$$

The following lemma gives a natural selection of $I_j$ near each singularity
Lemma 7.6. There exists $C > 0$, $\hat{\lambda} > 1$, such that for every $\sigma \in \text{Sing}(Y)$, every $n > n_0$ and $x \in \mathcal{B}_n$, we have

$$\text{length}(g^j(I(x))) \leq C\hat{\lambda}^{-(t^+_x - j)}, \text{ for every } j \in [0, t^+_x],$$

and

$$\text{length}(g^j(I(x))) \leq C\hat{\lambda}^{-(t^-_x + j)}, \text{ for every } j \in [-t^-_x, 0].$$

Proof. We only need to consider the case $j \geq 0$. The case $j \leq 0$ follows by considering the vector field $-Y$.

First, recall that Lemma 4.1 gives the estimate on the length of $I(x)$ as:

$$\text{length}(I(x)) \leq \beta \frac{L_0}{e} (L^{K_1} e)^{-n}.$$  

Also recall that $\lambda' > 1$ in Lemma 3.2 is such that $\|Dg|_{\beta_r(x)}\| \leq \lambda'$, and $K_0$ is chosen to be $\frac{1}{2\log \lambda'}$. Then we see that:

$$\text{length}(g^j(I(x))) \leq \beta \frac{L_0}{e} (L^{K_1} e)^{-n} \cdot \lambda'^j.$$  

We set

$$\tilde{\lambda} := (L^{K_1} e)^{\frac{1}{\lambda'}} > 1.$$  

Our choice of $L \geq N_0$ guarantees that $\lambda' \leq \tilde{\lambda}$. Also note that $t^+_x \in [K_0 n, K_1 n]$ by Lemma 3.2.

As a result, we obtain

$$\text{length}(g^j(I(x))) \leq \beta \frac{L_0}{e} \tilde{\lambda}^{-K_0 n} \tilde{\lambda}^j \leq \beta \frac{L_0}{e} \tilde{\lambda}^{-t^+_x \tilde{\lambda}^j},$$

as required.

Proof of Proposition 7.2. For each $\mathcal{A}^\infty(x)$, we will only construct the family of one-dimensional curves $\{I_j\}$ for $j \geq 0$. The case $j \leq 0$ can be done using the same argument on the flow $-Y$.

For each $j \geq 0$, we consider two cases:

Case 1. $g^j(x) \in C_{reg}$. In this case, we take $I_j$ to be the connected component of

$$\mathcal{F}^2_{g^j(x)}(g^j(x), r_1) \cap N_{g^j(x)}(\beta)Y(g^j(x)))$$

that contains $g^j(x)$. Then $I_j$ is in the $\beta$-scaled tubular neighborhood of $g^j(x)$, and $g^j(\mathcal{A}^\infty(x)) \subset \phi_{[-1,n]}(I_j)$ by [24]. Note that in this case, we have $\text{length}(I_j) \leq r_1$.

Case 2. $g^j(x) \in O(\sigma)$ for some $\sigma \in \text{Sing}(Y)$. Due to the construction inside $O(\sigma)$, there is $n > n_0$ and $j' \in \mathbb{N}$ such that

$$g^{j'}(x) \in C_n, |j - j'| \leq K_1 n.$$  

Then we take $I_{j'} = I(g^{j'}(x))$, and $I_j = g^{j-j'}(I_{j'})$. In other words, we mark the nearest $j'$ such that the point $g^{j'}(x)$ is in the base $\cup C_n$, and define $I_{j'}$ to be the projection of $\mathcal{F}^2(g^{j'}(x))$ to $D_n$, and iteration $I_{j'}$ to obtain $I_j$. This construction is consistent as long as the orbit of $x$ remains in $O(\sigma)$.

Then it is straightforward to verify that $\mathcal{A}^\infty(x)$ is $(Y, \beta)$-shadowed by $\{I_j\}$. To control the total length, for each $n > 0$ we parse the orbit segment from $0$ to $n$ into:

$$0 \leq n_1 < n'_1 < n_2 < n'_2 < \ldots < n_m \leq n,$$
where \( n_i \) is the \( i \)th time where the orbit of \( x \) enters \( O(\sigma) \) for some \( \sigma \in \text{Sing}(Y) \), and \( n'_i \) is the \( i \)th time that the orbit leaves \( O(\sigma) \) for some \( \sigma \in \text{Sing}(Y) \).

For convenience we set \( n'_0 = 0 \) and \( n'_m = n \).

Now we write
\[
\sum_{j=0}^{n} \text{length}(I_j) \leq \sum_{j=1}^{m} \sum_{k=n'_{j-1}}^{n_j-1} \text{length}(I_k) + \sum_{j=1}^{m} \sum_{k=n_j}^{n'_j} \text{length}(I_k).
\]

Observe that first summation is taken along the orbit segment that is in \( C_{\text{reg}} \); as a result, each term is bounded by \( r_1 \). As for the second sum, by Lemma 7.6 there exists \( \tilde{C} > 0 \), such that for each \( j \), we have
\[
\sum_{k=n_j}^{n'_j} \text{length}(I_k) \leq \tilde{C}.
\]

Therefore, we obtain
\[
\sum_{j=0}^{n} \text{length}(I_j) \leq \sum_{j=1}^{m} \sum_{k=n'_{j-1}}^{n_j-1} r_1 + \sum_{j=1}^{m} \tilde{C} \leq n(r_1 + \tilde{C}).
\]

In particular, we have
\[
\frac{1}{n} \log \left( \sum_{j=0}^{n} \text{length}(I_j) \right) \xrightarrow{n \to \infty} 0.
\]

By Proposition 7.5, this shows that \( h_{\text{top}}(\mathcal{A}^\infty(x), g) = 0 \).

Now Theorem 8 follows from Proposition 7.2 and Theorem 8.

Proof of Corollary 2. Let \( X \) be a star vector field. We want to show that for every measure \( \mu \) and \( \mu \) almost every \( x \), the set \( \mathcal{A}^\infty(x) \) reduces to a flow segment. Since \( X \) is star, every critical element of \( X \) is hyperbolic. Therefore it suffices to consider those \( \mu \) that are non-trivial, that is, \( \mu \) is not supported on a singularity or a periodic orbit.

By [9, Theorem 5.6], every ergodic invariant measure \( \mu \) is hyperbolic. In fact, following the proof of [9, Theorem 5.6], we see that there exists \( \eta > 0 \), such that every non-trivial measure \( \mu \) does not have any Lyapunov exponent in \((−\eta, \eta)\). By Remark 7.4, we may take \( \lambda_0 < \eta \) in Lemma 7.3, making the bundle \( E^2 \) trivial. This in particular means that \( \mathcal{A}^\infty(x) \) reduces to a flow segment containing \( x \).

8. Application 2: Upper semi-continuity

In this section we will prove Theorem 8. The main result here is Theorem 8.1 which estimates the drop in the metric entropy when approximating \( \mathcal{A} \) with a finite partition.

Let \( X_n \) be a sequence of \( C^1 \) vector fields, approaching \( X \) in \( C^1 \) topology. Let \( \mu_n \) be a sequence of probability measures, invariant under \( T_n \). We assume that \( \mu_n \xrightarrow{\text{weak}} \mu \) where \( \mu \) is an invariant probability measure of \( X \).

\[\text{That is, if } g^n(x) \in O(\sigma). \text{ If instead we have } g^n(x) \in C_{\text{reg}}, \text{ then we have } n'_m < n \text{ and let } n_{m+1} = n.\]
To simplify notation, we will write $X = X_0$ and $\mu = \mu_0$. We will make the standard assumption that the sequence $\{X_n\}$ is contained in the $C^1$ neighborhood of $X$ described in Theorem \ref{thm:metric_entropy}. Let $A_n$ be the partition defined in Section \ref{sec:partition} for $L = N_0, \beta < 1/2 \min\{r_0, \beta_0\}$ using the flow $X_n$, for $n = 0, 1, \ldots$. Then Theorem \ref{thm:metric_entropy} shows that $A_n \to A$. We denote by $A_{n,\sigma}, A_{n,\text{reg}}, C_{n,\sigma}, B_{n,m}$ for the partitions defined in Theorem \ref{thm:regular_partitions} and \ref{thm:loc_partitions} for the flow $X_n$. Note that the index $\sigma$ refers to the continuation of $\sigma$ for the flow $X_n$, and in general is different from $\sigma \in \text{Sing}(X)$ itself.

By Proposition \ref{prop:mu_n}, we have
\[
h_{\mu_n}(X_n) = h_{\mu_n}(\phi_{X_n,1}, A_n), n = 0, 1, \ldots,
\]
where $\phi_{X,1}$ is the time-one map of the flow $X$.

The key idea in the proof of Theorem \ref{thm:metric_entropy} is that, we need to obtain a finite partition by glueing certain elements of $A_n$ together. To this end, we fix some $N > n_0$ and define:
\[
A_{n,\sigma,N} = \{B : B \in B_{n,m} \text{ for some } n_0 < m \leq N\} \\
\cup \{B^- (\sigma), B^+ (\sigma), O(\sigma)^c\} \cup \{\bigcup_{m>N} C_{n,m}\}
\]
In other words, $A_{n,\sigma,N}$ is a finite partition obtained by taking the partition $A_{n,\sigma}$ defined by (\ref{eq:phi}) for the flow $X_n$, and glueing all the partition elements of $B_{n,k}$, $k > N$, into one set (the last term). See Figure \ref{fig:glueing}.

For each $\sigma$, we have thus obtained a sequence of finite partitions $\{A_{n,\sigma,N}\}_{n \geq 0}$. Next, we write, for $n = 0, 1, \ldots$,
\[
A_{n,N} = A_{n,\text{reg}} \vee \bigvee_{\sigma \in \text{Sing}(X_n)} A_{n,\sigma,N}.
\]
Then for each $n$, $A_{n,N}$ is a finite partition obtained by glueing all the partition elements of $A_n$ near each singularity into one element. It is clear that $A_n$ refines $A_{n,N}$ for every $N > n_0, n = 0, 1, \ldots$.

Next, we define, for each $\sigma$ (and its continuation):
\[
O^N(\sigma) = \bigcup_{n>N} \bigcup_{x \in D_n} \phi_{[-t^-, t^+]}(x).
\]
Clearly we have $O^N(\sigma) \subset O(\sigma)$ for each $N > n_0$, and $\bigcap_{k>N} O^k(\sigma) = \emptyset$. Also note that
\[
\bigcap_{k>N} \mathrm{Cl}(O^k(\sigma)) = \sigma \cup W^{s}(\sigma) \cup W^{u}(\sigma),
\]
where $W^{s/u}(\sigma)$ is the stable and the unstable manifold of $\sigma$ contained in $B_{r}(\sigma)$.

The next theorem controls the loss of the metric entropy during this glueing process. In particular, it shows that the loss of the metric entropy is proportional to the measure of $O^N(\sigma)$:

**Theorem 8.1.** Let $X$ be a $C^1$ vector fields, with all the singularities hyperbolic. Let $A$ be the partition given by Theorem \ref{thm:metric_entropy} for the constants $L = N_0$. Then there exists a constant $L_2 > 0$, such that for any invariant probability measure $\mu$ of $X$ and every $N > n_0$, we have
\[
h_{\mu}(\phi_1, A) - L_2 \sum_{\sigma \in \text{Sing}(X)} \mu(O^N(\sigma)) - u_{X,\mu}(N) \leq h_{\mu}(\phi_1, A_0, N) \leq h_{\mu}(\phi_1, A),
\]
Figure 4. The finite partition $\mathcal{A}_{\sigma,N}$ for the original flow $X$. The yellow region is $O^N(\sigma)$.

for every $n$. Here $u_{X,\mu}(N)$ is a function of $N$ that converges to zero as $N \to \infty$, uniformly in $\mu$ and in a neighborhood of $X$.

Furthermore, $L_2$ can be made uniform for nearby $C^1$ vector fields.

Proof. The second inequality follows from the fact that $\mathcal{A}_{0,N}$ is coarser than $\mathcal{A}$.

To obtain the first inequality, we write:

\[
\begin{align*}
  h_\mu(\phi_1, \mathcal{A}) - h_\mu(\phi_1, \mathcal{A}_{0,N}) \\
  = \lim_{k \to \infty} H_\mu(\mathcal{A} | \mathcal{A}_{0,N}) \left( \bigvee_{j=1}^k \phi_1^{-j} \mathcal{A} \right) - H_\mu(\mathcal{A}_{0,N}) \left( \bigvee_{j=1}^k \phi_1^{-j} \mathcal{A}_{0,N} \right) \\
  \leq \lim_{k \to \infty} \left( H_\mu(\mathcal{A} | \mathcal{A}_{0,N}) + H_\mu(\mathcal{A}_{0,N}) \left( \bigvee_{j=1}^k \phi_1^{-j} \mathcal{A}_{0,N} \right) + H(\bigvee_{j=1}^k \phi_1^{-j} \mathcal{A}_{0,N}) \right) - H_\mu(\mathcal{A}_{0,N}) \left( \bigvee_{j=1}^k \phi_1^{-j} \mathcal{A}_{0,N} \right).
\end{align*}
\]

Note that the second term is cancelled with the forth, and the third term is zero since $\bigvee_{j=1}^k \phi_1^{-j} \mathcal{A}$ is a refinement of $\bigvee_{j=1}^k \phi_1^{-j} \mathcal{A}_{0,N}$. The only remaining term, which is the first term, does not depend on $k$. We thus conclude that

(27) \quad $h_\mu(\phi_1, \mathcal{A}) - h_\mu(\phi_1, \mathcal{A}_{0,N}) \leq H_\mu(\mathcal{A} | \mathcal{A}_{0,N})$.

It remains to show that

\[
H_\mu(\mathcal{A} | \mathcal{A}_{0,N}) \leq L_2 \sum_{\sigma \in \text{Sing}(X)} \mu(O^N(\sigma)) + u_{X,\mu}(N)
\]

for some $L_2 > 0$ and some function $u_{X,\mu}(N)$, which holds if we can prove that

(28) \quad $H_\mu(\mathcal{A}_\sigma | \mathcal{A}_{0,\sigma,N}) \leq L_2\mu(O^N(\sigma)) + u_{X,\mu,\sigma}(N)$.
for some function \( u_{X, \mu, \sigma}(N) \) that converges to zero as \( N \to \infty \), uniformly in \( \mu, X \) and \( \sigma \). Since \( \text{Sing}(X) \) only contains finitely many singularities, we then set

\[
u_{X, \mu}(N) = \sum_{\sigma \in \text{Sing}(X)} u_{X, \mu, \sigma}(N)
\]

which also goes to zero uniformly.

It remains to prove (28). The proof is, in fact, hidden in the proof of Proposition 4.4. We define

\[
\tilde{\mathcal{A}}_{0, \sigma, N} = \{B : B \in \mathcal{B}_m \text{ for some } n_0 < m \leq N\} \\
\cup \{B^-(\sigma), B^+(\sigma), O(\sigma)\} \cup \{C_m : m > N\}.
\]

Then \( \tilde{\mathcal{A}}_{0, \sigma, N} \) is a countable partition, obtained by gluing each \( \mathcal{B}_m \) with \( m > N \) into \( C_m \). Then \( \tilde{\mathcal{A}}_{0, \sigma, N} \) can be seen as gluing all the \( C_m, m > N \) into one element \( C_N = \bigcup_{k > N} C_k \). We immediately see that \( \mathcal{A}_\sigma \) refines \( \tilde{\mathcal{A}}_{0, \sigma, N} \), while the latter refines \( \mathcal{A}_{0, \sigma, N} \).

Now we write

\[
H_\mu(\mathcal{A}_\sigma | \mathcal{A}_{0, \sigma, N}) \leq H_\mu(\mathcal{A}_\sigma | \tilde{\mathcal{A}}_{0, \sigma, N}) + H_\mu(\tilde{\mathcal{A}}_{0, \sigma, N} | \mathcal{A}_{0, \sigma, N}) = I + II.
\]

First, note that all three partitions coincide outside \( C_N \). Therefore, we can estimate \( I \) as:

\[
I = H_\mu(\mathcal{A}_\sigma | \tilde{\mathcal{A}}_{0, \sigma, N}) \\
\leq - \sum_{m > N} \mu(C_m) \sum_{B \in \mathcal{B}_m} \mu_{C_m}(B) \log \mu_{C_m}(B) \\
\leq \sum_{m > N} \mu(C_m) \log (\# \mathcal{B}_m) \\
\leq \sum_{m > N} (m \log L'' + \log c_1) \mu(m) \\
\leq \mu(C_N) \log c_1 + \log L'' \sum_{m > N} m \mu(C_m) \\
\leq \frac{\log c_1}{K_0 N} + \frac{\log L''}{K_0} \sum_{m > N} \frac{1}{K_0} \mu \left( \bigcup_{x \in D_n} \phi_{[0, t_+]}(x) \right) \\
\leq \frac{\log c_1}{K_0 N} + \frac{\log L''}{K_0} \mu(O_N(\sigma)).
\]

Here we used Lemma 4.3 for \( \# \mathcal{B}_m \), Lemma 3.6 for the measure of \( C_N \), and (16) to control \( \sum_{m > N} m \mu(C_m) \).

On the other hand, \( II \) can be controlled as:

\[
II = H_\mu(\tilde{\mathcal{A}}_{0, \sigma, N} | \mathcal{A}_{0, \sigma, N}) \\
\leq - \sum_{m > N} \mu(C_m) (\log \mu(C_m) - \log \mu(C_N)) \\
\leq \mu(C_N) \log \mu(C_N) + \sum_{m > N} \mu(C_m) |\log \mu(C_m)|.
\]
Thanks to the uniform estimate on the measure of $\mu(C^N)$ by Lemma 3.6, we see that the first term goes to zero uniformly in $\mu$ and $X$.

For the second term, we use Mañé’s proof of 2.6 in [17]. We write $a_n = \mu(C_n)$, and define the set
\[ G = \{ n : a_n > e^{-n} \} = \{ n : |\log a_n| < n \}. \]
Then we have
\[ \sum_{m > N} \mu(C_m) |\log \mu(C_m)| = \sum_{m > N, m \in G} a_m|\log a_m| + \sum_{m > N, m \in G^c} a_m|\log a_m| \leq \sum_{m > N} ma_m + \sum_{m > N, m \in G^c} \sqrt{e^{-m}} \cdot \sqrt{a_m}|\log a_m|. \]
It is easy to see that the second term in the last line is of order $O(e^{-N/2})$ with the hidden constant uniformly bounded in $\mu$ and $X$. Therefore we have
\[ \sum_{m > N} \mu(C_m) \log \mu(C_m) \leq \sum_{m > N} m\mu(C_m) + O(e^{-N/2}) \leq \sum_{m > N} \frac{1}{K_0} \mu \left( \bigcup_{x \in D_n} \phi_{[0,\tau_x]}(x) \right) + O(e^{-N/2}) \leq \frac{1}{K_0} \mu(O^N(\sigma)) + O(e^{-N/2}), \]
where we used [16] again to control the sum over $m\mu(C_m)$.

Now we collect $I, II$ and obtain
\[ H_{\mu}(\mathcal{A}_\sigma | \mathcal{A}_{0,\sigma,N}) \leq \frac{\log c_1}{K_0} + \frac{\log L''}{K_0} \mu(O^N(\sigma)) + \mu(C^N) \log \mu(C^N) + \frac{1}{K_0} \mu(O^N(\sigma)) + O(e^{-N/2}). \]
In particular, (28) follows with $L_2 = \frac{\log L''+1}{K_0}$, which is uniform in a $C^1$ neighborhood of $X$.

With that we conclude the proof of Theorem 8.1. □

As an immediate corollary, we have:

**Corollary 8.2.** Under the assumptions of Theorem 8.1, if $\mu(\text{Sing}(X)) = 0$, then for every $\varepsilon > 0$ we can take $N > n_0$ such that
\[ h_{\mu}(\phi_1, \mathcal{A}) - \varepsilon \leq h_{\mu}(\phi_1, \mathcal{A}_{0,N}) \leq h_{\mu}(\phi_1, \mathcal{A}), \]

Proof. Observe that $\sum_{\sigma \in \text{Sing}(X)} \mu(O^N(\sigma)) \leq \sum_{\sigma \in \text{Sing}(X)} \mu(\text{Cl}(O^N(\sigma)))$, and
\[ \bigcap_{k > N} \text{Cl}(O^k(\sigma)) = \sigma \cup W^s_{\text{loc}}(\sigma) \cup W^u_{\text{loc}}(\sigma), \]
which has measure zero. So we can take $N > n_0$ large enough, such that $u_{X,\mu}(N) < \varepsilon/2$ and $\sum_{\sigma \in \text{Sing}(X)} \mu(O^N(\sigma)) < \varepsilon/2$. □

For each given $N$, we have obtained a sequence of finite partitions $\{ \mathcal{A}_{n,N} \}_{n=0}^\infty$. The next proposition is well known in the classical entropy theory. See for example [5].
Proposition 8.3. Under the assumptions of Theorem G, for each $N \in \mathbb{N}$ large enough, we have

$$\lim_{n \to \infty} h_{\mu_n}(\phi_{X_{n,1}, \mathcal{A}_{n,N}}) \leq h_{\mu_0}(\phi_{X_{0,1}, \mathcal{A}_{0,N}}).$$

Now Theorem G is a direct consequence of Theorem 8.1 and Proposition 8.3, and the observation that for every $\varepsilon > 0$, one can take $N$ large enough such that

$$\sum_{\sigma \in \text{Sing}(X)} \mu(O^N(\sigma)) < \sum_{\sigma \in \text{Sing}(X)} \mu(\text{Sing}(X)) + \varepsilon.$$

The case $\mu(\text{Sing}(X)) = 0$ follows from Corollary 8.2.

Appendix A. Proof of Proposition 7.5

Proof. First, note that if we had $g^j(A) \subset I$ instead of $g^j(A) \subset \phi_{[-1,1]}(I_j)$, then this proposition is immediate (in fact, this argument is already used in [15]). This is because for each $\varepsilon > 0$, the number of $\varepsilon$-balls needed to cover $I_j$ is of the order $O(\frac{1}{\varepsilon} \text{length}(I_j))$. Also note that the set $A$ induces a natural order on each $I_j$. As a result, the sub-exponential growth of $\sum_{j=-n}^{n} \text{length}(I_j)$ implies the sub-exponential growth of the cardinality of a $(\varepsilon, n)$-spanning set.

In the case $g^j(A) \subset \phi_{[-1,1]}(I_j)$, we define

$$\tilde{I}_j = P_{\xi_j}(I_j).$$

Then we have $\text{length}(\tilde{I}_j) \leq I_j$. The set $\phi_{[-2,2]}(\tilde{I}_j)$ contains $h^j(A)$. Furthermore, there exists a constant $C$ determined by the vector field $X$, such that $\phi_{[-2,2]}(\tilde{I}_j)$ can be covered by no more than $\frac{C}{\varepsilon^2} \text{length}(\tilde{I}_j)$ many $\varepsilon$-balls. In the meantime, $A$ induces a natural order on each $\tilde{I}_j$. As a result, the minimal cardinality of a $(n, \varepsilon)$-spanning set is bounded from above by

$$\frac{C}{\varepsilon^2} \sum_{j=-n}^{n} \text{length}(\tilde{I}_j) \leq \frac{C}{\varepsilon^2} \sum_{j=-n}^{n} \text{length}(I_j).$$

This shows that

$$h_{\text{top}}(A, g) \leq \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log \left( \frac{C}{\varepsilon^2} \sum_{j=-n}^{n} \text{length}(I_j) \right) = 0.$$
[6] K. Burns and A. Wilkinson. On the ergodicity of partially hyperbolic systems. *Annals of Math.*, 171: 451–489, 2010.
[7] Y. Cao, G. Liao and Z. You. Upper bounds on measure theoretic tail entropy for dominated splittings. Preprint. Available at [arXiv:1901.01694](http://arxiv.org/abs/1901.01694).
[8] S. Galatolo and M.J. Pacifico. Lorenz-like flows: exponential decay of correlations for the Poincaré map, logarithm law, quantitative recurrence. *Ergodic Theory Dynam. Systems* 30 (2010), no. 6, 1703–1737.
[9] S. Gan, Y. Shi and L. Wen. On the singular hyperbolicity of star flows. *J. Mod. Dyn.* 8:191–219, 2014.
[10] S. Gan and D. Yang. Morse-Smale systems and horseshoes for three dimensional singular flows. *Ann. Sci. Éc. Norm. Supér.*, 51:39–112, 2018.
[11] S. Gan, J. Yang and R. Zheng. Lyapunov stable chain recurrent class for singular flows. Preprint.
[12] M. Li, S. Gan and L. Wen. Robustly transitive singular sets via approach of extended linear Poincaré flow. *Discrete Contin. Dyn. Syst.*, 13:239–269, 2005.
[13] S. T. Liao. On \((\eta,d)\)-contractible orbits of vector fields. *Systems Science and Mathematica Sciences.*, 2: 193–227, 1989.
[14] S. T. Liao. The qualitative theory of differential dynamical systems. Science Press, 1996.
[15] G. Liao and M. Viana and J. Yang. The entropy conjecture for diffeomorphisms away from tangencies. *J. Eur. Math. Soc. (JEMS)* 15: 6, 2043–2060, 2013.
[16] Y. Lima and O. Sarig. Symbolic dynamics for three-dimensional flows with positive topological entropy. *J. Eur. Math. Soc. (JEMS)* 21 (2019), no. 1, 199–256.
[17] M.J. Pacifico and M. Todd. Thermodynamic formalism for contracting Lorenz flows. *J. Stat. Phys.* 139 (2010), no. 1, 159–176.
[18] M.J. Pacifico, F. Yang and J. Yang. Entropy theory for sectional hyperbolic flows. Preprint. Available at [arXiv:1901.07430](http://arxiv.org/abs/1901.07430).
[19] M. Ratner. Markov partitions for Anosov flows on n-dimensional manifolds. *Israel J. Math.* 15 (1973), 92–114.
[20] A. Rovella. The dynamics of perturbations of the contracting Lorenz attractor. *Bol. Soc. Brasil. Mat. (N.S.)* 24 (1993), no. 2, 233–259.
[21] Y. Sinai. Construction of Markov partitionings. *Funkcional. Anal. i Prilóžen*. 2 (1968), no. 3, 70-C80 (Loose errata) (Russian).
[22] W. Sun, T. Young and Y. Zhou. Topological entropies of equivalent smooth flows. *Trans. Amer. Math. Soc.* 361 (2009), no. 6, 3071–3082.
[23] P. Walters: An Introduction to Ergodic Theory; Springer 1982.
[24] X. Wen and L. Wen. A rescaled expansiveness for flows. *Trans. Amer. Math. Soc.* 371 (2019), no. 5, 3179–3207.
[25] J. Yang. Entropy along expanding foliations. Preprint. Available at [arXiv:1601.05504](http://arxiv.org/abs/1601.05504).

School of Mathematical Sciences, Peking University, Beijing, China.

Department of Mathematics, University of Oklahoma, Norman, Oklahoma, USA.

Departamento de Geometria, Instituto de Matemática e Estatística, Universidade Federal Fluminense, Niterói, Brazil.

Department of Mathematics, Southern University of Science and Technology, Guangdong, China.