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Abstract

The point cloud representation of an object can have a large geometric variation in view of inconsistent data acquisition procedure, which thus leads to domain discrepancy due to diverse and uncontrollable shape representation cross datasets. To improve discrimination on unseen distribution of point-based geometries in a practical and feasible perspective, this paper proposes a new method of geometry-aware self-training (GAST) for unsupervised domain adaptation of object point cloud classification. Specifically, this paper aims to learn a domain-shared representation of semantic categories, via two novel self-supervised geometric learning tasks as feature regularization. On one hand, the representation learning is empowered by a linear mixup of point cloud samples with their self-generated rotation labels, to capture a global topological configuration of local geometries. On the other hand, a diverse point distribution across datasets can be normalized with a novel curvature-aware distortion localization. Experiments on the PointDA-10 dataset show that our GAST method can significantly outperform the state-of-the-art methods. Source codes and pre-trained models are available at https://github.com/zou-longkun/GAST.

1. Introduction

The point cloud is a popular shape representation widely adopted in 3D object classification [29, 42, 30, 38], owing to its simple structure and easy acquisition. Specifically, point clouds can be generated via point sampling on the surface of object models, which is the recent typical solution to generate synthetic datasets for point cloud classification, e.g. the ShapeNet [5] and ModelNet [41] benchmarks. Beyond synthetic point clouds, a large-scale size of point clouds as a raw output of popular 3D sensors such as LiDAR and depth cameras can be collected in practice. Synthetic point clouds of each dataset typically follow a strategy, e.g. uniformly sampling over the whole object surface in the ShapeNet [5], and thus are under the controllable generation procedure. Point clouds existing in real world have a large geometric variation in view of the existence of realistic sensor noises, non-uniform point distribution, and single-view coverage of unclosed surface due to self-occlusion. In view of this, point-based shape representation can have the shifts of distribution, which desires domain adaptation techniques to improve generalization of point cloud classifiers.

On one hand, a large number of synthetic point clouds...
can be readily generated based on object CAD models with corresponding labeled semantic labels, which thus leads to sufficient labeled point cloud samples. On the other hand, real point clouds typically demand expensive manual annotations, which therefore causes a limited size of real data. In a practical perspective, a promising setting of domain adaptation on point cloud classification is to leverage the data from a label-rich source domain (e.g., synthetic point clouds) with mining certain inter-relation to the target task on a label-scarce target domain (e.g., real point clouds). Motivated by the above observation, this paper concerns on unsupervised domain adaptation (UDA) [25] of object point clouds, i.e., to cope with the data distribution discrepancy [4, 3] of point-based shape representation. Such a problem aims to learn a model with both training samples from labeled source and unlabeled target point sets that can classify target testing samples into one of the common semantic categories of two domains.

UDA for 2D image classification [23, 15, 13, 34, 44, 26] has been well investigated for years based on domain adaptation theories [4, 3], while very few works [31, 1] explore UDA for point cloud classification. Specifically, these UDA methods on point clouds concern on either semantic feature adaptation via explicit feature alignment across domains as existing image-based UDA [31] or self-supervised feature encoding for domain-invariant geometric patterns without bridging the domain gap of semantic features [1], resulting in a sub-optimal adaptation. Encouraged by the state-of-the-art self-training method [49], this paper adopts a self-paced self-training (SPST) scheme as our baseline to incorporate target discrimination into the semantic representation, via discovering structural similarity of inter-domain semantic patterns. However, such a SPST method is directly adapted from 2D UDA domain, which omits inherent geometric ambiguities of point cloud representations.

In view of recent success of self-supervised learning on point clouds [37, 38, 20, 33] to incorporate local or global geometries to semantic feature representation, this paper proposes a novel Geometry-Aware Self-Training (GAST) method for UDA on point clouds, which designs two simple yet effective self-supervised tasks to regularize semantic feature encoding beyond the SPST baseline, whose concept is also illustrated in Figure 1. Specifically, this paper introduces 1) a point cloud mixup for rotation angle classification to discover objects’ global topological structure; and 2) curvature-aware distortion localization for feature robustness against inconsistent point distribution. As the source and target point clouds do not have supervision signals for the two pretext tasks, samples from both domains with self-generated rotation/location index labels can be trained jointly in a supervised style. Consequently, geometric patterns captured by self-supervised tasks are shared between both domains, which thus can further boost discrimination of semantic representation to classify target point clouds. Experiments on the 3D UDA benchmarking PointDA-10 [31] show the superiority of our proposed method over the state-of-the-art methods significantly. Our contributions are summarized as follows.

- This paper proposes a novel Geometry-Aware Self-Training method for unsupervised domain adaptation on object point sets, which encodes domain-invariant geometrics to semantic representation to mitigate domain discrepancy of point-based representations.
- Technically, based on self-paced self-training on unlabeled target data, our GAST integrates the self-supervised tasks of predicting rotation class and distortion location into representation learning, such that the domain-shared feature space can be constructed.
- Experiments on the public benchmark verify that the proposed GAST achieves the new state-of-the-art performance of unsupervised domain adaptation on point cloud classification, especially performs consistently the best for the more important synthetic-to-real tasks.

2. Related Work

Deep Classification on Point Clouds – Most of recent point cloud classification networks [29, 42, 30, 38] concern on coping with sparsity and irregularity of point-based shape representation, which can be categorized into two groups. The first group of algorithms [19, 46, 48, 11, 45] is designed based on multi-layer perceptron (MLP), which densely encode features on each point independently to aggregate a global shape representation. The second group of algorithms [42, 8, 6] aims to encoding each point’s local neighborhood into feature representation, either by constructing a spatial/spectral graph [42, 6] or by defining Euclidean convolution operation on irregular points with a continuous space (e.g., a sphere [8, 12]) or regular grids (e.g., voxels) [39, 20]. These methods for point cloud classification attempt to learn discriminative semantic features from global and/or local geometries, but very few work [31, 1] pay attention to mitigating distribution shifts of point-based representation, which is our main concern in this paper.

2D and 3D Unsupervised Domain Adaption – Mainstream UDA methods for 2D image classification differ mainly in the strategy of reducing the discrepancy across domains and are accordingly divided into two categories. Methods in the first category minimize a proxy of the domain discrepancy, which is measured by distribution statistics [23, 15, 32] or distance metrics [44, 26, 10]. The second category includes methods aligning source and target feature distributions in an adversarial manner, i.e., playing minimax games [14] at the levels of domain [13, 40, 27] or category [34, 33, 17, 7]. Recently, a few works [31, 1] propose the problem of UDA on irregular point-based rep-
Self-supervised Learning – Self-supervised learning leverages the input itself as supervision for a pretext task, which learns the representation benefiting downstream tasks. A comprehensive summary of existing methods in this direction is provided by [22] and we retrospect those most related ones. For learning geometric feature from point clouds, Sauder et al. [35] design to split an input point cloud into several parts with a random permutation on these parts and the goal is to predict the original permutation, while Pour- saeed et al. [28] propose to rotate the whole input and predict the rotation angle. In this work, our GAST adopts two pretext tasks – the task of rotation angle prediction similar to [1] and the novel distortion localization to distinguish the distorted part from other parts, both of which are formulated into a classification problem. Effects of two pretext tasks are evaluated in Table 1, which can verify our motivation.

3. Methodology

In unsupervised domain adaptation (UDA) on point sets, given a source domain \( S = \{P^s_i, y^s_i\}_{i=1}^{n_s} \) with \( n_s \) labeled samples and a target domain \( T = \{P^t_i\}_{i=1}^{n_t} \) with \( n_t \) unlabeled samples, a semantic label space \( \mathcal{Y} \) is shared between \( S \) and \( T \) (i.e. \( Y_s = Y_t \)), where point cloud \( P \in \mathcal{X} \subset \mathbb{R}^{m \times 3} \) consisting of \( m \) three-dimensional coordinate points \((x, y, z)\) represents one object shape. Let the number of categories \(|\mathcal{Y}| = C\), i.e. \( y^s \in \{1, 2, \cdots, C\} \) for any source instance \( P^s \). The objective of point-based UDA is to learn a domain-adapted mapping function \( \Phi : \mathcal{X} \rightarrow \mathcal{Y} \) that can correctly classify point cloud samples into one of \( C \) semantic categories. In the context of deep learning, the mapping function \( \Phi \) can be formulated into a cascade of a feature encoder \( \Phi_{\text{fea}} : \mathcal{X} \rightarrow \mathbb{R}^d \) for any input \( P \) and a classifier \( \Phi_{\text{cls}} : \mathbb{R}^d \rightarrow [0, 1]^C \) typically using fully-connected layers as follows:

\[
\Phi(P) = \Phi_{\text{cls}}(z) \circ \Phi_{\text{fea}}(P)
\]

where \( d \) denotes the dimension of the feature representation output \( z \in \mathcal{Z} \) of \( \Phi_{\text{fea}}(P) \). Denote the category probability vector of \( P \) as \( p = \Phi_{\text{cls}}(z) = [p_1, \cdots, p_C] \) subject to \( \sum_{i=1}^C p_i = 1 \). Since both \( S \) and \( T \) domains by assumption follow different data distributions, the main challenge in point-based UDA is to reduce domain discrepancy of fea-
ture encoding $\Phi_{fea}$ in terms of semantics and geometrics.

This paper introduces a novel geometry-aware self-training (GAST) method for UDA on point set classification, whose pipeline is illustrated in Figure 2. Specifically, the proposed GAST method is made up of two parts – semantic feature adaptation (see Sec. 3.1) and geometry-aware regularization (see Sec. 3.2). Without explicit feature alignment, our GAST applies iterative self-training with self-paced learning on target data to adapt semantic representation, which is extracted from source data in a supervised learning style. To complement the semantic representation learning, the proposed GAST regularizes feature learning via incorporating global and local geometric structures by self-supervision of predicting rotation angle and distortion location.

3.1. Self-Paced Semantic Feature Adaptation

We aim to learn an adaptive classification model for generalizing knowledge induced from a labeled source domain to an unlabeled target one. As discussed before, due to domain discrepancy, the semantic representation generated by learning the classification model $\Phi_{cls} \circ \Phi_{fea}$ on source data with category labels $y$, can lead to classification performance degrading significantly when applied to the instances of unlabeled target domain. In this way, we propose to learn the domain-shared semantic representation via training the same network $\Phi_{cls} \circ \Phi_{fea}$ with source and target samples jointly. For training with unlabeled target samples in a supervised learning method, we adopt the self-training scheme in a self-paced learning manner to optimally select confident target samples, which together with pseudo labels are fed into the classification model $\Phi$ to refine semantic feature with target discrimination.

Supervised Learning on Source Domain – Denote the labeled source samples $(\mathcal{P}_{s}^{i}, y_{s}^{i})_{i=1}^{n_{s}}$ and their category probability vectors $(p_{s}^{i})_{i=1}^{n_{s}}$ predicted by the model $\Phi$, which is trained via minimizing the cross-entropy loss:

$$\min_{\Phi_{cls}, \Phi_{fea}} \mathcal{L}_{ch}^{s} = - \frac{1}{n_{s}} \sum_{i=1}^{n_{s}} \sum_{c=1}^{C} I[c = y_{s}^{i}] \log p_{s}^{i,c},$$  \hspace{1cm} (2)

where $p_{s}^{i,c}$ is the $c$-th element of category prediction $p_{s}^{i}$ of a source point cloud $\mathcal{P}_{s}^{i}$, and $I[\cdot]$ is an indicator function. Supervised learning establishes in feature space $\mathcal{Z}$ a semantic representation $z$ that is discriminative among categories on source domain $\mathcal{S}$.

Target Domain Self-training with Self-paced Learning – As the ground truth labels of target samples are unavailable, we take a direct strategy of self-training [18] that uses pseudo labels to guide the model learning. We have no guarantee in the correctness of the obtained pseudo labels but expect that they are mostly correct. To this end, we employ a self-paced learning in an easy-to-hard learning manner [49], which generates pseudo labels from category predictions at the higher levels of confidence. As a result, the objective of self-paced learning based self-training is depicted as:

$$\min_{\Phi_{cls}, \Phi_{fea}, \gamma} \mathcal{L}_{ch}^{t} = - \frac{1}{n_{t}} \sum_{i=1}^{n_{t}} \left( \sum_{c=1}^{C} \tilde{y}_{i,c}^{t} \log p_{i,c}^{t} + \gamma \| \tilde{y}_{i}^{t} \|_{1} \right)$$

subject to $\tilde{y}_{i}^{t} \in \{ \{e \in \mathbb{R}^{C} \cup \{0\} \}, \forall i \in \{1, 2, \ldots, n_{t}\}$ \hspace{1cm} (3)

where $\tilde{y}_{i}^{t}$ is the assigned pseudo label vector for a target instance $\mathcal{P}_{t}^{i}$, $\tilde{y}_{i,c}^{t}$ is its $c$-th element, $\tilde{Y}^{t}$ is the set of all pseudo label vectors $\{\tilde{y}_{i}^{t}\}_{i=1}^{n_{t}}$, $e$ is a one-hot vector, $0$ is a $C$-dimensional vector with all zero elements, and $\gamma$ is a hyper-parameter.

Similar to Eq. (2), the first term in Eq. (3) aims to maximize the mutual information between the selected input $\mathcal{P}_{t}^{i}$ and its assigned label $\tilde{y}_{i}^{t}$ over the same $\Phi_{cls} \circ \Phi_{fea}$, giving rise to discriminative features and decision boundaries adapted to the target domain. This indeed makes sense for classification of target samples since the optimal classifiers in individual domains disagree [36]. In the second term, the negative $L_1$ loss is used to avoid degenerate solutions that assign all $\tilde{y}_{i}^{t}$ as $0$, i.e. ignoring all target samples in network training. $\gamma$ controls the number of selected target samples. The larger $\gamma$, the more samples. More specifically, the optimization of Eq. (3) alternates between the following steps:

- **Updating pseudo labels** – We first fix the model $\Phi$ and minimize $\mathcal{L}_{ch}^{t}$ in Eq. (3) over the pseudo label vector set $\tilde{Y}^{t}$. By solving a nonlinear integer programming, we have the optimized solution as follows [49]:

$$\hat{y}_{i,c}^{t} = \begin{cases} 1 & \text{if } c = \arg \max_{c'} p_{i,c'}^{t}, \quad p_{i,c}^{t} > \exp(-\gamma) \\ 0 & \text{otherwise.} \end{cases}$$ \hspace{1cm} (4)

- **Updating the model $\Phi$** – We then fix all pseudo label vectors $\{\hat{y}_{i}^{t}\}_{i=1}^{n_{t}}$ and minimize $\mathcal{L}_{ch}^{t}$ in Eq. (3) over the model $\Phi$.

Denote the maximum of $p_{i}^{t}$ as the measure of easiness for a target instance $\mathcal{P}_{t}^{i}$, i.e. $\max_{c'} p_{i,c'}^{t}$. During training, the model iteratively adapts the semantic representation with the more confident target samples. With semantic representation increasingly adaptive between the source and target domains, the target samples with less confidence (i.e. harder samples) are explored subsequently. Such an easy-to-hard scheme also conforms to the optimization dynamics of supervised learning [2], which first learns easier examples that better fit patterns.

Semantic Representation Learning – By combining source domain supervised learning of Eq. (2) and target
domain self-training with self-paced learning of Eq. (3), we formulate the objective of semantic representation learning:

$$\min_{\Phi_{\text{cls}}, \Phi_{\text{rot}}; \mathbf{y}} \mathcal{L}_{\text{sem}} = \mathcal{L}_{\text{cls}}^s + \lambda \mathcal{L}_{\text{cls}}^t,$$

where $\lambda \in [0, 1]$ is a penalty parameter to suppress the noisy signal at the early stage of training. Without explicitly aligning feature across domains, the objective (5) enforces feature encoder $\Phi_{\text{rot}}$ to directly output domain-shared semantic representation in $\mathcal{Z}$ with source and target data jointly. Since the two domains share the same label space $\mathcal{Y}$, their samples corresponding to the same categories would ideally be pushed closer to each other in $\mathcal{Z}$, naturally achieving feature alignment across domains.

### 3.2. Self-Supervised Geometric Feature Encoding

The feature output of $\Phi_{\text{rot}}$ can be ambiguous due to intra-class shape variation, which is made even more challenging for inconsistent distribution of point cloud representation across domains. As a result, with a common object classifier $\Phi_{\text{cls}}$, on the source and target domains, learning domain-invariant geometric feature from point clouds is an alternative solution to improve representation discrimination, which is verified in [1]. To this end, we propose to complement the self-training based semantic adaptation with two pretext tasks, i.e., the rotation angle prediction and the distortion location prediction, in a self-supervised learning (SSL) fashion, which can model geometric invariance across domains. Note that, the proposed self-supervised geometric feature encoding is utilized in feature encoding on both source and target domains, whose supervision signals are generated automatically from the data as other self-supervised learning methods [35, 1].

**Rotation Angle Prediction on Point Cloud Mixup**

Given a point cloud $\mathcal{P}$, we first randomly sample a Mixup coefficient $\alpha \in (0, 1)$, which is used to sample two shapes $\mathcal{P}_a \in \mathbb{R}^{[\alpha \cdot m] \times 3}$ and $\mathcal{P}_b \in \mathbb{R}^{[(1 - \alpha) \cdot m] \times 3}$ from $\mathcal{P}$ respectively using furthest point sampling (as in [29]), where $[\alpha \cdot m]$ and $[(1 - \alpha) \cdot m]$ are the number of sampled points in $\mathcal{P}_a$ and $\mathcal{P}_b$ and $[\cdot]$ denote the floor function to output the integers. Finally, we form a new point cloud mixup $\tilde{\mathcal{P}}$ by clockwise rotating the $\mathcal{P}_a$ along the $x$-axis and clockwise rotating the $\mathcal{P}_b$ along the $y$-axis by two randomly-selected angles within $\{0^\circ, 90^\circ, 180^\circ, 270^\circ\}$ respectively. To implement an auxiliary task for rotation angle prediction of point cloud mixup, we additionally stack a Mixup rotation classifier $\Phi_{\text{rot}}: \mathcal{Z} \rightarrow [0, 1]^R$ on top of the feature extractor $\Phi_{\text{rot}}(\cdot)$, where $R$ is the number of rotation angle classes. Two illustrative examples are given in Figure 3.\(^1\) Following other mixup operation in [47], the label mixup as $\alpha \tilde{y}_a \cup (1 - \alpha) \tilde{y}_b$ is also generated to form a training

![Figure 3: Illustrative examples of generating two Mixup samples of the Table class, by combining sampled point sub-sets for predicting rotation classes along the x-axis and y-axis. Two rows correspond to the ModelNet-10 and the ScanNet-10 of the PointDA-10 [31] respectively.](image)

\(^1\)Note that, following [1, 29] point clouds in our paper are tolerant for arbitrary rotations along the $z$-axis.
Figure 4: Illustration of bed examples with different distortion locations and corresponding curvature-based target codes for classification. Two rows correspond to the ModelNet-10 and the ScanNet-10 domains of the PointDA-10 [31] respectively.

such a voxel with an equal number of points sampled from an isotropic Gaussian distribution, where the mean is the center of the sampled voxel and the standard deviation is typically small. Instead of using one-hot target coding, a soft target code revealing local geometries, e.g. pointwise geometric property such as curvature, can enforce the network to focus on regions with higher curvature in a cost-sensitive learning manner. In details, the curvature cost is the ratio of the curvature sum of any point subset to be distorted to those of the whole point cloud. By taking these steps, the distorted point clouds \( \mathcal{P}_t \) can capture the geometric information from local distortions and corresponding curvature-based target codes. Such a distortion localization with a curvature-sensitive label can be formulated into a classification problem. Specifically speaking, we stack a location classifier \( \Phi_{\text{loc}} : \mathcal{Z} \rightarrow [0, 1]^L \) on top of \( \Phi_{\text{cls}}(\cdot) \) for discovering one distorted geometric cell from the whole point cloud, where \( L = k^3 \) is the number of voxels to cover all the shape surface. Given the indexes of the chosen cells as location labels \( \{ \overline{y}_i \in \{1, 2, \ldots, L\} \}_{i=1}^{n_s + n_t} \) and the corresponding curvature cost \( \{ \tau_i \in R \}_{i=1}^{n_s + n_t} \), we train the location prediction model \( \Phi_{\text{loc}} \circ \Phi_{\text{cls}} \) by the following objective:

\[
\min_{\Phi_{\text{loc}}, \Phi_{\text{cls}}} \mathcal{L}_{\text{loc}} = - \frac{1}{n_s + n_t} \sum_{i=1}^{n_s + n_t} \sum_{l=1}^L \mathbb{I}[l = \overline{y}_i] \log \overline{p}_{i,l} \tag{7}
\]

where \( \overline{p}_{i,l} \) is the \( l \)-th element of the predicted location probability vector \( \overline{p}_i = \Phi_{\text{loc}} \circ \Phi_{\text{cls}}(\mathcal{P}_i) \). Intuitively, the objective (7) can capture the geometric information from local distributions of spatial points in a point cloud via inferring where the distorted points are.

Geometric Feature Encoding – By combining the two self-supervised learning objectives (6) and (7), we form the objective of geometry encoding as:

\[
\min_{\Phi_{\text{loc}}, \Phi_{\text{cls}}, \Phi_{\text{geo}}} \mathcal{L}_{\text{geo}} = \mathcal{L}_{\text{rot}} + \mathcal{L}_{\text{loc}}. \tag{8}
\]

Since feature encoding function \( \Phi_{\text{geo}} \) is shared across semantic feature adaption and geometric feature learning, the objective (8) forces \( \Phi_{\text{geo}} \) to learn expressive features capturing global and local geometric invariance across domains via a proxy loss of the two pretext tasks. In other words, by learning global rotation and local deformation of point clouds \( \mathcal{P} \) in both \( \mathcal{S} \) and \( \mathcal{T} \) domains, the domain discrepancy is further reduced in view of construction of common geometric feature space using both source and target data. Specifically, in self-supervised learning tasks, both source and target data will be assigned an automatically generated rotation/distortion index label, and geometric features jointly learned from both source and target data can thus be more robust against point distribution variations in different domains.

3.3. Overall Training and Inference

The overall training objective integrates semantic representation learning (5) and geometry-aware regularization (8), leading to a unified framework of Geometry-Aware Self-Training (GAST) for UDA, as follows:

\[
\min_{\Phi_{\text{cls}}, \Phi_{\text{rot}}, \Phi_{\text{geo}}} \mathcal{L}_{\text{GAST}} = \mathcal{L}_{\text{sem}} + \beta \mathcal{L}_{\text{geo}}, \tag{9}
\]

where \( \beta \) is a trade-off hyper-parameter and all model parameters of the proposed GAST (cf. Figure 2) are simultaneously learned in an end-to-end manner. Once trained, our model can be simply deployed as a conventional classification model by discarding the classifiers of rotation and distortion location. During testing, we infer the category label for any target test point cloud \( \mathcal{P} \) as \( \arg \max_c p_c \), where \( p_c \) is the \( c \)-th element of the predicted category probability vector \( p = \Phi_{\text{cls}} \circ \Phi_{\text{geo}}(\mathcal{P}) \).

4. Experiments

4.1. Dataset and Settings

Dataset – The PointDA-10 [31] collects object point clouds of 10 shared classes from the ModelNet40 [41], the ShapeNet [5] and the ScanNet [9], leading to the following three distinct domains. (1) the ModelNet-10 (M) consists of 4,183 training and 856 testing point clouds by sampling 2,048 points from the surface of clean 3D CAD models by following the method [30]. (2) ShapeNet-10 (S) includes 17,378 training and 2,492 testing point clouds uniformly sampled on the surface of ShapeNet objects, each one also containing 2,048 points. Note that, the ShapeNet-10 is more heterogeneous than the ModelNet-10 since the ShapeNet has more object instances, among which a larger structure variance exists. (3) ScanNet-10 (S*) comprises 6,110 training and 1,769 testing samples which collect 2,048 points from partially visible object clouds of the ScanNet,
within manually annotated bounding boxes. As the ScanNet contains point clouds of scanned and reconstructed real-world scenes, point clouds are usually incomplete in view of occlusion with contextual objects in the scenes in addition to realistic sensor noises. We follow the data preparation and data settings used in [1]. Specifically, all object point clouds in all domains (i.e. datasets) are aligned along the $x$ and $y$ axes, only tolerant for arbitrary rotations along the $z$ axis. Moreover, a point subset containing 1,024 points to realistic sensor noises. We follow the data preparation within manually annotated bounding boxes. As the ScanNet contains point clouds of scanned and reconstructed real-world scenes, point clouds are usually incomplete in view of occlusion with contextual objects in the scenes in addition to realistic sensor noises. We follow the data preparation and data settings used in [1]. Specifically, all object point clouds in all domains (i.e. datasets) are aligned along the $x$ and $y$ axes, only tolerant for arbitrary rotations along the $z$ axis. Moreover, a point subset containing 1,024 points are down-sampled from the original 2,048 point clouds provided by the PointDA-10 and is normalized within a unit ball with random jittering as [29], which is adopted in all the methods for a fair comparison. A typical $80\%$/20% data split for training and testing on both source and target domains is employed [1].

### Comparative Methods

We compare our proposed GAST with a serial of representative UDA methods on image classification and the state-of-the-art point-based DA methods including Domain Adversarial Neural Network (DANN) [13], Point Domain Adaptation Network (PointDAN) [31], Reconstruction Space Network (RS) [35], and Deformation Reconstruction Network with Point Cloud Mixup (DefRec + PCM) [1]. The Supervised method, that trains the same backbone classifier $\Phi_{cls} \circ \Phi_{feat}$ with labeled target data only, and the w/o Adapt method that trains the identical backbone net with only labeled source samples, are also evaluated as references of the upper and lower performance bounds, respectively. All comparative methods take the same training protocol and the best models are selected according to source-validation based early stopping.

### Implementation Details

For our GAST, we adopt the DGCNN [42] as backbone of the Feature Encoder $\Phi_{feat}$, while the Category Classifier $\Phi_{cls}$ is based on a multi-layer perceptron (MLP) with three fully connected (FC) layers $i.e. \{512, 256, 10\}$ in view of 10 semantic classes in the PointDA-10. For self-supervised rotation and distorted part classifiers, the GAST respectively employs two two-layer MLPs $i.e. \{512, 4\}$ in view of Mixup rotation angle classification mentioned in Sec. 3.2, and a three-layer MLP $i.e. \{512, 256, 27\}$ where the whole object surface is voxelized into $3^3$ cells. The hyper-parameters of $\gamma$ and $\beta$ are empirically set to 0.05 and 1 respectively. During training, on the selected target samples with pseudo labels, we follow [43] to augment data with random rotation along the $z$-axis. The Adam optimizer [16] is utilized with the initial learning rate 0.001, weight decay 0.0005 and an epoch-wise cosine annealing learning rate scheduler. In total, we train all the methods for 150 epochs with batch size 16 on an NVIDIA GTX-1080 Ti GPU and perform three trials of different random seeds.

### 4.2. Results

**Comparison with the State-of-the-art Methods**

Table 1 presents comparisons between our proposed GAST and other competing methods on the PointDA-10 dataset. Evidently, the GAST outperforms all comparative domain adaptation methods with a significant margin, with improving the average accuracy by 4.4% and 16.7% over the state-of-the-art DefRec + PCM [1] and the PointDAN [31] respectively. It is noteworthy that for the challenging yet
realistically significant synthetic-to-real tasks of $M \rightarrow S^*$ and $S \rightarrow S^*$, the GAST acquires a remarkable enhancement over w/o Adapt by 16% and 14.2% respectively. Visualization of confusion matrices in terms of class-wise classification accuracy achieved by the w/o Adapt and our GAST on two synthetic-to-real UDA tasks of $M \rightarrow S^*$ and $S \rightarrow S^*$ shown in Figure 5. As the w/o Adapt baseline and the proposed GAST use the identical DGCNN backbone, significant performance gain (10.8% on average) of our method over the baseline can only be credited to the design of our geometry-aware self-training method to learn a better semantic representation, which is more adaptive across domains and more discriminative among categories, benefiting from integrating self-paced semantic adaptation with self-supervised geometric encoding. More importantly, in comparison with the DefRec + PCM, the proposed GAST achieves superior performance on two synthetic-to-real $M \rightarrow S^*$ and $S \rightarrow S^*$ tasks with 8.0% and 2.2% performance gain respectively. Class-wise classification accuracy on the task $M \rightarrow S^*$ is also reported in Table 2. Compared with existing methods, the proposed GAST achieves the better performance on most of the classes, especially those major classes with much more samples such as Chair and Table classes. Results of our method for long-tailed classes such as the Bathtub and Bed classes can be comparable to those of the DefRec + PCM, but our method remains its superiority to the DANN and the PointDAN. The performance gap between head and long-tailed classes of our method can be explained by the representation learning demanding sufficient samples to characterize semantics across domains.

Ablation Studies – We examine the effects of three key components of our GAST, i.e. LocCls (distortion location prediction), RotCls (rotation angle prediction), and SPST (self-paced self-training) respectively. Tables 1 and 2 compare the five GAST variants that contain different combinations of these components: (1) LocCls only, (2) RotCls only, (3) SPST only, (4) RotCls + LocCls, and (5) RotCls + LocCls + SPST. We highlight the main observations below. First, each component has a positive impact and method (5) with all the components achieves the best performance, verifying that all components of our GAST are complementary. Second, self-supervised geometric encoding is effective to handle with distribution shifts of point-based shape representation, whose results (i.e. RotCls + LocCls) without the SPST can still outperform the state-of-the-art methods, which can be explained by joint representation learning on source and target data with self-generated labels to capture common geometric patterns across domains.

Feature Visualization – We utilize t-SNE [24] to visualize the feature distribution on the target domain of the UDA task $S^* \rightarrow M$ of the baseline and our GAST in Figure 6. In view of an imbalanced data distribution, features of the head classes (e.g. the yellow and green ones) with more samples are emphasized during representation learning, and thus can be more discriminative than those of the baseline.

5. Conclusion

This work aims to learn a domain-shared representation of semantic categories on point clouds via a novel Geometry-Aware Self-Training (GAST) method. Experiments on the PointDA-10 benchmark can verify the effectiveness of key components in our scheme, achieving the new state-of-the-art performance.
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