Stability of fractional quantum Hall states in disordered photonic systems
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Abstract

The possibility of realizing fractional quantum Hall liquids in photonic systems has attracted a great deal of interest of late. Unlike electronic systems, interactions in photonic systems must be engineered from nonlinear elements and are thus subject to positional disorder. The stability of the topological liquid relies on repulsive interactions. In this paper we investigate the stability of fractional quantum Hall liquids to impurities which host attractive interactions. Employing the Bose–Hubbard model with a magnetic field, we find that for sufficiently strong attractive interactions these impurities can destroy the topological liquid. However, we find that the liquid is quite robust to these defects, a fact which bodes well for the realization of topological quantum Hall liquids in photonic systems.

1. Introduction

Gapped two-dimensional quantum systems can be classified according their topological properties [1, 2]. Topologically non-trivial systems, which encompasses topological band insulators and topologically ordered systems, exhibit a number of desirable properties such as edge states which are robust to disorder [3–5]. Recently, engineered photonic systems have offered a new platform for studying topological features and topological band structure and their corresponding edge states have been observed in a number of experimental realizations [6–9]. More interestingly, a number of proposals have suggested that engineered photonic systems with strong two-body photon interactions and a U(1) gauge field could realize Laughlin-type fractional quantum Hall states [10–12]. Parent Hamiltonians with three-body and higher order interactions can give rise to more exotic states like the Moore-Read state which is known to support non-Abelian excitations [13–16]. These systems potentially represent a solution to the quantum memory problem: non-Abelian quantum Hall states can store information that is robust to a wide variety of decoherence mechanisms [17]. There exists a rich phenomenology associated with these quantum liquids including excitations with fractional charge and exotic exchange statistics. The realization of parent Hamiltonians in photonic systems is thus of particular interest, especially since these systems can be realized in table-top devices and can be probed in novel ways.

Unlike the integer quantum Hall effect, the fractional quantum Hall effect requires repulsive interactions between particles. In the photonic setting, effective interactions among the photons would arise from engineered nonlinearities in the system and are thus not universal [18]. These interactions will vary from site to site and for sufficiently strong disorder could give rise to attractive interactions. Sufficiently strong disorder in the interaction strength would destroy the quantum Hall ground state. Disordered repulsive interactions have been studied. It is particularly important to address the stability of a fractional quantum Hall liquid in the presence of sites in which the interactions among photons is attractive. Rather than considering an implementation-specific model, in this work we consider the effect of some density of these sites on the stability of the \(\nu = 1/2\) Laughlin states through numerical simulations of the Bose–Hubbard model with a magnetic field. We find that the quantum Hall liquid is robust to such defects, and our work gives tolerances for the strength and density of such defects associated with the relative strength of the disorder to the interaction strength.
We characterize three broad regimes which characterize the response of the liquid to these ‘interaction’ defects. In the weak defect regime (for which first order perturbation theory holds), the wave function is largely unaffected by the defect. In the intermediate regime, the Laughlin state remains the ground state of the system, but the excited states are characterized by an increase in photon density around the defects. These regions have a characteristic length scale set by the magnetic length $\ell$. Finally, for sufficiently strong defects, pairs of photons co-localize around the defects and destroy the topological order. We use the Chern number as a tool to identify this topological phase transition [19, 20]. We find that particularly strong attractive interactions are required for this to occur.

The outline of this paper is as follow. In section 2, we discuss the bosonic Laughlin state and the characteristic energy scales in the liquid. Section 3 discusses the effects of an interaction impurity, detailing the physics of the three regimes discussed above. Finally, section 4 presents our conclusions.

2. Bosonic Laughlin states

The FQHE is described by the filling factor $\nu$ which is defined as $\nu = N/N_0$, where $N$ is the number of particles and $N_0$ is the number of magnetic flux quanta (of strength $\Phi_0 = \hbar/e$) piercing the system. For neutral particles, artificial magnetic fields can be synthesized (see [21] for the case of atoms and [22] for photons). In an engineered lattice of cavity resonators, the dynamics of the photons is well-described by the Bose–Hubbard model [9].

The hopping is given by

$$H_0 = -J \sum_{x,y} \hat{a}_{x+1,y} \hat{a}_{x,y} e^{-i\alpha y} + \hat{a}_{x,y}^\dagger \hat{a}_{x+1,y} e^{i\alpha y} + \text{h.c.},$$

where $\hat{a}_{x,y}$ annihilates a boson at site $(x,y)$. The parameter $\alpha$ is a $U(1)$ gauge term which mimics the effect of a magnetic field. For $\alpha = 0$, the hopping part of $H$ (which we will denote by $H_0$) gives rise to a band with a reduced mass $m^* = 2m/\ell^2$. For $\alpha \neq 0$, $H_0$ describes a topologically non-trivial band insulator. The relation between $\alpha$ and $\ell$, the ‘magnetic’ length which appears in (3), is given by $\ell = a/\sqrt{2\pi \alpha}$ where $a$ is the lattice spacing.

In the continuum limit $\alpha \ll 1$, the spectrum of $H_0$ is characterized by a set of flat bands known as Landau levels. In this limit, the cyclotron frequency is related to $\ell$ via

$$\omega_c = \frac{\hbar}{m^* \ell^2},$$

where $m^*$ is the reduced mass. The Landau level spacing is given by

$$\hbar \omega_c = 4\pi \alpha J,$$

a relationship valid as long as $\alpha \ll 1$.

On-site interactions are described by

$$H_{\text{int}} = U_0 \sum_{x,y} \hat{n}_{x,y} (\hat{n}_{x,y} - 1).$$

Such interactions can be engineered in various systems [10, 23–46]. In the continuum limit $\alpha \ll 1$, the interacting system $H = H_0 + H_{\text{int}}$ has a ground state which possesses a large overlap with the celebrated Laughlin wave function,

$$\Psi_n(z_1, z_2, \ldots, z_N) = \prod_{j<k} (z_j - z_k)^m e^{-\sum |z_j|^2/4\ell^2},$$

where $z_j = x_j + iy_j$ encodes the position of the $j$th particle for a planar geometry. For bosons on a torus, the ground state wave function has a form involving Jacobi-theta functions. This wave function, like equation (5), vanishes as $z_i \to z_j$, where $i \neq k$ [47]. For bosons, we have $\nu = 1/m$ with $m$ even. In this paper, we will focus on $\nu = 1/2$.

In the absence of interactions (i.e. $H_{\text{int}} = 0$), all the states associated with the lowest Landau level are degenerate. Interactions lift this degeneracy. In first order degenerate perturbation theory, valid for $U_0 \ll 4\pi \alpha J$, states in the lowest Landau (the $r$th state in the lowest Landau level is denoted $|LLL_r\rangle$) can then be diagonalized using $H_{\text{int}}$ and have energies

$$E_i = \langle LLL_0|H_{\text{int}}|LLL_i\rangle + \frac{1}{2} \hbar \omega_c,$$

where the index $i = 1, 2, \ldots$ enumerates the states in the lowest Landau level. For $\nu = 1/2$, the two lowest states are nearly degenerate ($E_1 \approx E_2$) and the many-body gap is
From equation (6), for $U_0 \ll J$, $\Delta_0$ is proportional to $U_0$. On the other hand, in the limit that $U_0 \gg J$, the hopping becomes the perturbation and thus $\Delta_0$ would be proportional to $J$. The low-lying spectrum for a simulation can be seen in figure 1. The low-lying many-body spectrum admits an interpretation as the creation of quasiparticles and quasiholes.

**3. Interaction impurities**

We now turn to the main focus of the paper: describing the effects of a finite density of interacting defects. To simulate this, we numerically diagonalize $H = H_0 + H_{\text{int}} + H_{\text{imp}}$ on a variable size lattice (from $(N_x, N_y) = 4 \times 4$ to $8 \times 8$) with periodic boundary conditions (i.e. a torus). In these simulations, we fix $\nu = 1/2$. For a given number of particles, which for our simulations range from 2 to 5, the filling fraction $\nu = 1/2$ then fixes $\alpha$. The interaction impurities are described by

$$H_{\text{imp}} = \sum_{(x,y) \in S} U_{\text{imp}} \hat{n}_{x,y} (\hat{n}_{x,y} - 1),$$

where $S$ contains either one or two sites, for instance $S = \{(1, 1)\}$ or $\{(0, 0), (4, 4)\}$ so that the separation between two impurity sites is always much larger than $\ell$ and

$$n_{\text{imp}} \ll \ell^{-2},$$

where $n_{\text{imp}}$ is the areal density of defects.

The full Hamiltonian is now given by $H = H_0 + H_{\text{int}} + H_{\text{imp}}$. We find that for $U_{\text{imp}} > 0$, the spectrum remains relatively unchanged from the uniform case even when $U_{\text{imp}}$ is comparable to $U_0$. For the remainder of the paper, we focus on $U_{\text{imp}} < 0$. For $U_{\text{imp}} = -U_0$, the impurity site(s) is rendered non-interacting. For $U_{\text{imp}} < -U_0$, the on-site interactions are attractive, while for $U_{\text{imp}} > -U_0$ they remain repulsive.

In the continuum limit $\alpha \ll 1$, we find that the ground states of $H = H_0 + H_{\text{int}}$ are also ground states of $H = H_0 + H_{\text{int}} + H_{\text{imp}}$ for all $U_{\text{imp}}$. This follows from the fact that the ground state wave functions (the analog of the Laughlin wave function on the torus) vanish whenever any two bosons are coincident ($z_i \to z_k$). In contrast, some excited states will be affected by the perturbation (see figure 2). One way to understand this is to interpret the many-body excited states in terms of quasiparticles and quasiholes: there is a finite amplitude for two bosons to be coincident in a region of length $\ell$ around a quasiparticle. Excited states with this property have energies that are functions of $U_{\text{imp}}$.

In order to assess the stability of the ground state to these impurities, we will investigate the many-body gap $\Delta_0(U_{\text{imp}})$ and its dependence on the density and strength of the impurity sites. The effect of the impurity site(s) is captured by the quantity

$$\Delta_0 = E_3 - E_1.$$  

(7)
In order to address the physics of the interaction impurity, we consider three regimes: the perturbative regime (I), localized regime (II), and strongly attractive regime (III), which will be defined below (see also figure 1). We will employ both the scaling behavior of $\Delta_i(U_{\text{imp}})$ and the Chern number to characterize these regimes. For some critical $U_{\text{imp}}$, we expect that $\Delta_i$ will vanish, signaling a phase transition in the system.

The perturbative regime is characterized by impurities with $|U_{\text{imp}}| \ll U_0$; this is region (I) as shown in figure 1. In this limit, regardless of the sign of $U_{\text{imp}}$, first order perturbation theory applies and the first excited state is essentially unchanged from the clean case. In the limit in which $4\pi J_\phi \gg U_0$, each term in $H_{\text{int}}$ can be treated using first order perturbation theory. Since the unperturbed state is uniform, each term contributes equally to the gap. This implies that $\Delta_i \propto a^2 n_{\text{imp}} |U_{\text{imp}}|$. Since $\Delta_0 \propto U_0$ ($\Delta_0$ is the gap in the absence of any impurities), we obtain

$$\frac{\Delta_i}{\Delta_0} \approx a^2 n_{\text{imp}} \frac{|U_{\text{imp}}|}{U_0}. \quad (11)$$

The results of our simulations in the perturbative regime are shown in figure 3. The least squares fit shown in (a) is given by

$$\Delta_i(U_{\text{imp}}) = |\Delta_0(U_{\text{imp}}) - \Delta_0(0)|. \quad (10)$$
This is in good agreement with equation (11) with $U_{\text{imp}}/U_0 = 0.01$ for the simulations shown.

The localized regime is characterized by $U_{\text{imp}} \approx -U_0$, shown as region (II) in figure 1. In this regime, there is a tendency for photons to become localized around the impurity sites. However, due to hopping this localization is imperfect and instead the bosons are localized to a region of characteristic size $\ell$ around the impurity sites.

This feature may also be understood in the context of the plasma analogy. Laughlin observed that the wave function has a charge density which is related to a collection of interacting line charges in 2D in the presence of a uniform background charge [48]. This analogy holds in the toroidal geometry. In this picture, particles will cluster around an energetically favorable region or site with a healing length $\sim \ell$.

Thus, in this regime (and for low particle density) we expect that the particle density is localized to an approximate area $\pi \ell^2$ around each defect. To the extent that this localization is perfect and the wave function is uniform in this region, the ratio $\Delta_i/\Delta_0$ would be given by the fraction of the wave function which covers an impurity site, namely $a^2/\pi \ell^2 = 2\pi \alpha$. For the regime in which $U_0 \ll 4\pi \alpha J$ (and thus $\Delta_0 \propto U_0$), we have that $\Delta_i \propto (a^2/\ell^2) U_{\text{imp}}$ and thus

$$\Delta_i/\Delta_0 \approx 1.5 \times 10^{-3} + 9.3 \times 10^{-3} n_{\text{imp}}. \quad (12)$$

We have tested this relationship for a broad parameter regime and find that it holds outside of the perturbative regime. A test of this behavior, shown in figure 4, validates this localization picture. Moreover, this behavior is distinct from the behavior predicted by equation (11). The scaling exhibited in figure 4 is only approximate, and deviations are expected. First, the scaling relation (13) assumes that the wave function is uniform in an area $\sim \ell^2$ centered on the impurity/impurities. This is an approximation, and the correlations in $\langle n_{x,y} \rangle$ and $\langle n_{x+y} \rangle$ will vary in this region (see figures 2(c)–(f)). For higher densities of particles, screening of the impurity site may
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*Figure 3.* The reduction ($\Delta_i$) of the many-body gap in the perturbative regime, with $U_{\text{imp}}/U_0 = 0.01$. The data shows good agreement with equation (12). The data shown includes simulations with 2–5 particles with lattices in size from $4 \times 4$ to $9 \times 9$. In all simulations, $\nu = \frac{1}{2}$.
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*Figure 4.* Values of $\Delta_i/\Delta_0$ for $U_{\text{imp}} = -U_0$ plotted as a function of $\alpha$ for $\nu = \frac{1}{2}$. The approximate linearity of the data (plotted as a function of $\alpha$) is an indication of the localization of the excited state around the impurity/impurities.
occur. We note that higher particle density corresponds to large $\alpha$ and this is the region in which deviations from equation (13) are largest. For $a \approx 1/4$, the continuum approximation breaks down suggesting that lattice effects may also play a role. Also, because we consider $n=1$, the larger values of $\alpha$ are associated with simulations with more particles, suggesting that correlations may also play a role related to the number of particles in the simulation.

### 3.1. Strongly attractive regime

For sufficiently strong impurities, a level crossing occurs; this regime is indicated by (III) in figure 1. The wave functions of the old ground states do not change: the overlap with the impurity-free ground states remains very close to 1 (within 1%). The toroidal analog of the Laughlin wave function for $\nu = 1/2$ is characterized by a Chern number of 1 [52]. We now address whether the transition seen in figure 1 represents a topological phase transition. It is quite likely that the new ground state is topologically trivial given that it is non-degenerate. To confirm this, we employ the method developed by Hatsugai [53] and Kohmoto [54] to calculate the Chern number of the new ground state. This single index, which is related to the quantum Hall conductance, is sufficient for fully characterizing the topological properties of the fractional quantum Hall states. An alternative approach for characterizing topological phases would be to consider the entanglement entropy across the phase transition (see e.g. [49–51]).

The Chern number is related to the twist angles which define the periodic boundary conditions on a torus, i.e.

$$\Psi(N_x, 0) = e^{i\theta_1}\Psi(0, 0),$$

$$\Psi(0, N_y) = e^{i\theta_2}\Psi(0, 0).$$
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For a non-degenerate ground state, the Chern number takes the form
\[ C = \frac{1}{2\pi} \int_{0}^{2\pi} d\theta_1 \int_{0}^{2\pi} d\theta_2 (\partial_\theta A_2 - \partial_\phi A_1), \] (16)
where \( \mathcal{A}_i(\theta_1, \theta_2) \) is a vector field derived from the eigenstate \( \Psi(\theta_1, \theta_2) \) on the torus and
\[ \mathcal{A}_i(\theta_1, \theta_2) = i \langle \Psi | \partial_{\theta_i} | \Psi \rangle. \] (17)

The utility of the Chern number \( C \) is related to the Hall conductance of the many-body eigenstate, \( \sigma_T = e^2 / h. \)
Using definition (16), \( C \) can be related to the vorticity of a quantity \( \Omega(\theta_1, \theta_2) \) [52–54]. The full method is involved and requires fixing the gauge of the wave function and is discussed in [52]. Moreover, for degenerate ground state this procedure requires modification. In figure 5, we have plotted \( \Omega(\theta_1, \theta_2) \) for the Laughlin ground state and the non-degenerate ground state. As shown in figure 5(b), the latter possesses no vorticity. This indicates that the Chern number is zero and thus the new ground state is topologically trivial.

In a best case scenario for the realization of a Laughlin liquid in an actual experiment, it’s clear that the localized regime is to be avoided if possible. However, even in this case, it may still be possible to access the Laughlin liquid. If an injected photon has minimal overlap with a localized ground state, there may be a large amplitude for the photon to be in the Laughlin state and thus realize fractional quantum Hall physics. Based on our understanding of the localized regime, this may be accomplished if the photon is injected into the system far (\( > \ell' \)) from the defective sites.

4. Conclusions and outlook

We have studied the role that interacting impurities play in lattice realizations of the fractional quantum Hall effect. We have outlined three different regimes which characterize the response of the topological liquid. Our findings point to the robustness of the Laughlin liquid to impurities of these type. Only for impurity sites which host very strong attractive interactions does the system undergo a topological phase transition to a trivial phase.

These findings are an important feasibility consideration for the realization of photonic quantum Hall liquids and bode well for their creation.
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