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Abstract—We tackle the problem of semantic image layout manipulation, which aims to manipulate an input image by editing its semantic label map. A core problem of this task is how to transfer visual details from the input images to the new semantic layout while making the resulting image visually realistic. Recent work on learning cross-domain correspondence has shown promising results for global layout transfer with dense attention-based warping. However, this method tends to lose texture details due to the resolution limitation and the lack of smoothness constraint on correspondence. To adapt this paradigm for the layout manipulation task, we propose a high-resolution sparse attention module that effectively transfers visual details to new layouts at a resolution up to 512x512. To further improve visual quality, we introduce a novel generator architecture consisting of a semantic encoder and a two-stage decoder for coarse-to-fine synthesis. Experiments on the ADE20k and Places365 datasets demonstrate that our proposed approach achieves substantial improvements over the existing inpainting and layout manipulation methods.

Index Terms—Image manipulation and editing, image synthesis, correspondence learning, inpainting

1 INTRODUCTION

Semantic layout manipulation refers to the task of editing an image by modifying its semantic label map, i.e., changing the semantic layout or inserting/erasing objects as illustrated in Fig. 1. It has many practical image editing applications such as photo-editing [1], image retargeting [2], restoration [3], composition [4] and image melding [5], but is relatively under-explored due to the challenges of predicting complex, non-rigid spatial deformations and the domain gap between the input image and the target semantic layout. Essentially, developing an effective method to transfer visual patterns from the input image to the target semantic layout is the key to solving the problem.

Early works [2, 6, 7, 8] on image synthesis allow users to mark semantic regions for guided image manipulation. These methods utilize non-parametric modeling of patches [6, 8] or patch-based copy-pasting strategies [2, 6, 7, 9, 10] to generate new images. They work well for generating stationary textures or repeating structures, but cannot hallucinate new semantic structures.

Recently, with the development of deep generative models such as Generative Adversarial Networks (GANs), structure-guided image manipulation has made remarkable progress. In particular, Champandard et al. [12] design a semantic-aware loss on a pretrained classifier [13] for semantic-guided artwork generation. Zhu et al. [14] optimize the latent code of generative model for layout-constrained image generation. More recently, guided inpainting methods [15, 16, 17] are proposed to manipulate nature images. Specifically, guided inpainting approaches mask out some regions from images and hallucinate new pixels to encourage the inpainting results to follow the edge scribbles provided by users. To achieve semantic layout manipulation, a recent work [3] extends inpainting networks by including semantic label maps in the missing region as inputs. Despite showing promising results, [3] is inherently limited in that 1) it discards pixels inside the mask region which may contain important visual details useful for manipulation tasks, and 2) it lacks the spatial alignment mechanism to handle drastic layout change.

On the other hand, methods utilizing attention-based warping [18, 19] have shown promising results for global reference-based layout editing. Specifically, Zhang et al. [18] introduce a cross-domain correspondence network to warp input images to desired layouts. Zheng et al. [19] propose a spatial-channel attention method to align multi-scale visual features to a new layout. Due to explicit warping, they can handle dramatic layout changes. However, the global layout editing task does not take into account the contextual information from the input image and manipulation intention from users. Naively applying global warping for local manipulation tasks will also modify the surrounding image contents and is undesirable. More critically, the warping schemes of [18, 19] are computationally costly, and thus are limited to low-resolution warping [18] or are applied to individual regions independently [19], causing the loss of visual details in the warped image.
Motivated by the above observations, we extend the guided image inpainting framework to also incorporate a warped version of the original image itself as an additional information source to help the local manipulation task. This strategy effectively overcomes the limitations of both guided inpainting and global attention-based warping method for local manipulation tasks: 1) a guided inpainting framework allows it to exploit contextual information sufficiently for smooth generation, and 2) attention warping schemes provide essential texture/structure information from the entire original image including editing regions. To address the resolution limitation of attention-based warping, inspired by the PatchMatch [2] algorithm, we design a new algorithm to efficiently compute dense correspondences at high-resolution using sparse sampling of feature matches and iterative match propagation between the original image and edited layout. Compared to the existing work [18] that computes correspondence on the 4x downsampled images, our designed module can transfer visual details at the full resolution of input images.

To this end, we first introduce a sparse attention module to efficiently warp high-resolution contents from an input image to a target layout. The attention module is based on two key components, namely 1) key index sampling and 2) sparse attentive warping to respectively generate and transfer visual details from a sparse set of features from the original image to each spatial location of the target layout. Next, we propose a unified semantic layout generator network to produce final manipulation results based on the masked original image, target layout, and the warped proxy output. The network is composed of a semantic encoder and a coarse-to-fine synthesis network and is trained based on a novel self-supervised training scheme. Recently, a concurrent work [20] proposes a recurrent model to compute full-resolution correspondences. Different from [20], we aim to improve the efficiency of attention. Using our proposed sparse attention module, correspondence can be directly estimated on high-resolution feature maps. Different from global layout transfer, local manipulation also requires new design and supervision to take into account contextual clues and the manipulation intention. To address those challenges, we propose a new network architecture and a self-supervised scheme to tackle local editing.

Our main contributions are four-fold:

- An efficient sparse attention module to transfer visual details at a high $512 \times 512$ resolution.
- A unified semantic layout manipulation framework that takes advantages of both guided inpainting and global layout warping techniques.
- A novel self-supervised training scheme to train the semantic layout manipulation network.
- Experiments on ADE20k and Places365 showing that our method achieves substantial improvements over the state-of-the-art inpainting and semantic layout manipulation methods.

2 RELATED WORK

Image Synthesis and Manipulation. Image synthesis and manipulation has a long standing history. Early works on image manipulation apply non-parametric modeling of patches [6], [21] or copy-pasting patches [2], [5], [7] to synthesize images. Recently, with the advances of generative adversarial networks (GANs) [22], [23], [24], [25], [26], [27], [28], [29], image synthesis and manipulation tasks including style transfer [30], [31], [32], [33], [34], photo-realistic semantic image synthesis [35], [36], [37], [38], [39], [40], [41], inpainting [15], [16], [17], [42], [43] and editing [1], [14], [44] have made substantial progresses.

Layout-guided Image Manipulation. Layout-guided image manipulation aims to modify an input image such that the generated image conforms to a desired layout. For layout-based image manipulation, Zhu et al. [14] apply optimization with layout constraints to update images. Recently, layout guidance has been used to improve inpainting. In particular, two-stage models [17], [45] are designed to generate edge maps from inputs for better result quality. Song et al. [16] use a pre-trained segmentation network to improve inpainting results. Although those works are designed for inpainting, the guided synthesis framework has inspired a later work [3] for semantic layout manipulation. Specifically, the model of [3] uses local semantic label map as the guidance to manipulate masked images.

Example-Guided Synthesis. Example-guided synthesis [18], [19], [46] aims to transfer the style of an example image to a target condition, (e.g., a semantic label map). Different from image manipulation, the generated layout can be very different from the exemplar. Early works leverage image analogies [6] and image melding [5] to transfer the style of an image to a new layout. To better transfer visual style from the exemplar, neural patch-matching and attention-based warping schemes are later proposed. Specifically, Liao et al. leverage neural feature and bidirectional patchmatch [9] to generate semantic correspondence for visual attribute transfer. Zheng et al. [19] propose a decomposed attention scheme for efficient multi-scale feature alignment. Zhang et al. [18]...
propose a cross-domain attention module to transfer pixel from exemplar.

**Efficient Attention.** The attention mechanism\cite{Bousmalis16} is shown effective for layout alignment tasks\cite{Yin18, Xie19, Hwang19}. However, they cannot be easily adapted to higher resolution due to the high computational cost. Recent works focus on approximating the attention with more efficient formulation. Specifically, low-rank decomposition\cite{Xie19, Hwang19}, criss-cross attention\cite{Zhao19} and Taylor series expansion\cite{Hwang19} are proposed to approximate attention. In this work, we exploit the spatial coherence of correspondences and sparse sampling to accelerate attention.

## 3 Methodology

Given an image, an edited semantic layout, and a mask of the region to be modified, our task is to synthesize new image content inside the masked region such that the final completed image is visually plausible and consistent with the edited layout. Existing approaches either apply warping\cite{Yin18, Xie19} or inpainting to generate coherent content\cite{Aujol14}. However, they lack the merits of their complimentary counterpart, i.e.,\cite{Yin18, Xie19} cannot harmonize the outputs with neighboring regions while\cite{Aujol14} lacks spatial alignment and discards pixels inside the mask.

To combine the advantages of both models, we propose a unified generator framework that follows the pipeline of alignment and refinement. Specifically, the alignment stage serves to generate an initial warping that is aligned to the target layout. Next, a refinement network that consists of an encoder and coarse-to-fine decoders serves to refine and harmonize the warped output. Fig. 2 shows an overview of our manipulation framework. We propose the high-resolution sparse attention (HRS-Att) module to efficiently and accurately transfer high-resolution visual details from the input image to the target label map by attention-based warping. We then propose a two-stage semantic layout manipulation network to generate the final manipulated output by inpainting the masked region with the guidance of the warped output.

### 3.1 Cross-Domain Correspondence

Computing a dense correspondence between the image and the edited layout is a crucial first step for local layout editing, as we need to warp input visual details to fit the target layout while making the warped image visually plausible. Recently, Zhang et al.\cite{Yin18} propose a cross-domain correspondence network for layout-guided alignment. Specifically, it first transforms the input image $x \in \mathbb{R}^{H \times W}$ and the edited label map $c \in \mathbb{R}^{H \times W}$ (consisting of $C$ semantic classes) to downsampled feature maps that are in a shared domain at resolution $H/4 \times W/4$:

$$f_x = F_x(x) \quad \text{and} \quad f_c = F_c(c),$$

where $F_x$ and $F_c$ denotes the cross-domain feature extractor. Here, the output features $f_x, f_c$ are normalized at each location to have zero mean and unit $\ell_2$ norm. Next, a low-resolution warped image $r^L \in \mathbb{R}^{H/4 \times W/4}$ is calculated from the downsampled input $x^L \in \mathbb{R}^{H/4 \times W/4}$ where each pixel $r^L(q)$ is computed as weighted sum of all pixels from $x^L$.

$$r^L(q) = \sum_p a^L_{qp} x^L(p),$$

where $p$ iterate over all spatial locations of $x^L$, $a^L_{qp} = e^{r^L_{qp}} / \sum_p e^{r^L_{qp}}$ is the linear weight computed from the inner-product feature similarity $s^L_{qp} = \langle f_q(x), f_p(c) \rangle$ and $\gamma$ is a temperature coefficient.

The warping function of Eq. (2) can be interpreted as an attention operation\cite{Kummerer15}, where each index $q$ (query) is mapped to a weighted sum of pixels (value) of index $p$ (key). However, such a mapping step needs to compute

1. We use superscript $L$ here to denote low-resolution variables.
To ensure that from resolution, \( x = \frac{1}{C^2} \) to \( \frac{1}{C^2} \) with better matching, a search \( K \) with a better matched \( u; t \) we append a randomly initialized particle \( t_i \) with a better matched particle and an accumulation step that appends the current particle \( t_i \) to \( K_q \).

1) Initialize: to update \( t_i \) with better matching, a search pool \( P_q \) is initialized at each location \( q \) with \( t_i \) and \( k \) random particles sampled in the neighboring space of \( t_i \), resulting in \( P_q = \{ t_i \} \cup \{ t_i + wR^{(i)} \} \), where \( R^{(i)} \) is a random vector uniformly sampled in \([-1, 1] \times [-1, 1] \), \( w \) is a predefined window size and \( 0 \leq i < k \);

2) Propagate: to leverage spatial coherency, search pool \( P_{q'} \) from \( q' \in N(q) \), the adjacent pixel of \( q \) are propagated to \( P_q \), resulting in: \( P_q \leftarrow P_q \cup \bigcup_{q' \in N(q)} P_{q'} \).

where \( p \) iterates over the sparse key set \( K_q \), \( a_{pq} = \frac{y e^{w} / \sum_{p \in K_q} y e^{w}}{s_{pq} = y'(u_q(q), u_x(p))} \) the high-resolution feature similarities. Next, we propose a key index set sampling step to generate \( K_q \) and a sparse attentive warping module that efficiently aggregates pixels over \( K_q \).

**Key Index Sampling.** Motivated by a randomized correspondence algorithm, PatchMatch [2], we propose a key index sampling step to exploit the spatial coherency of feature correspondences for efficient index set generation. Specifically, for each query position \( q \), we append a randomly initialized particle \( t_i \) to the index set \( K_q \) as initialization, namely \( K_q = \{ t_i \} \). Moreover, we use notation \( P_q \) to denote a “search pool” for each location \( q \). To ensure that \( K_q \) covers the best matches, we alternate between a initialize-propagate-evaluate step that updates \( t_i \) with a better matched particle and an accumulation step that appends the current particle \( t_i \) to \( K_q \):

\[
K_q \leftarrow \{ t_i \} \cup \bigcup_{q' \in N(q)} P_{q'}
\]

**3.2 High-Resolution Sparse Attention**

Image correspondence is often sparse [53], [54], meaning that for an image pair \( A, B \), a pixel \( A \) often matches only with a sparse set of pixels from \( B \). However, the vanilla attention is inherently dense and inefficient as it looks up all pixels from \( B \) to find a best match for a single pixel in \( A \). To make attention-based correspondence estimation feasible at higher-resolution, we propose an efficient sparse attention module. As shown in Fig. 3, our attention module consists of feature map upsampling, key index sampling and sparse attentive warping to transfer visual content up to \( 512 \times 512 \) resolution.

**Feature Map Upsampling.** To capture rich spatial details for transfer, we generate high-resolution cross-domain feature maps \( u_x \) and \( u_c \) from the low-resolution inputs \( f_x \) and \( f_c \). In particular, we apply spatially adaptive normalization [38] to sequentially upsample the input feature until resolution \( H \times W \):

\[
u_x = U_x(f_x, c) \quad \text{and} \quad u_c = U_c(f_c, x),
\]

where \( U_x(f_x, c) \) and \( U_c(f_c, x) \) are two SPADE [38] feature upsamplers that take \( c \) or \( x \) as guidance to upsample \( f_x \) or \( f_c \). We perform channel-wise normalization at the end of \( U_x \) and \( U_c \), such that the output features at every locations are normalized to have zero mean and unit L2 norm.

**Sparse Attention.** Motivated by the sparsity of correspondences, for each query \( q \), we constrain the search space of keys \( p \) to be in a sparse key set \( K_q \) where \( |K_q| \ll HW \). Therefore, Eq. (2) becomes:

\[
r(q) = \sum_{p \in K_q} a_{pq} x(p),
\]

where \( p \) iterates over the sparse key set \( K_q \), \( a_{pq} = \frac{y e^{w} / \sum_{p \in K_q} y e^{w}}{s_{pq} = y'(u_q(q), u_x(p))} \) the high-resolution feature similarities. Next, we propose a key index set sampling step to generate \( K_q \) and a sparse attentive warping module that efficiently aggregates pixels over \( K_q \).

**Fig. 3.** The High-resolution Sparse Attention Module (HRS-Att) leverages cross-domain feature extractors to extract high-resolution features from input image and an edited layout. Next, for each query point \( q \) from the edited layout, a key index sampling step serves to sample sparse key indexes \( p \) for sparse attention computation. Finally, a sparse attentive warping step is proposed to aggregate and warp the input image. More details are described in Section 3.2.

**Fig. 4.** The warping and synthesis results of our method against CoCosNet [18]. Our HRS-Att can transfer high-resolution details for better semantic layout manipulation.

**Fig. 5.** Visualization of the correspondence generated by our model. Best viewed (e.g., local textures) with zoom-in on screen.
3) Evaluate: particles from $P_q$ with the maximal feature matching score is used to update $t_q$, resulting in $t_q \leftarrow \arg \max_{t \in V_q} s_q$

4) Accumulate: the current match $t_q$ is appended to $K_q$: $K_q \leftarrow K_q \cup \{t_q\}.$

The above procedure is repeated $N-1$ times where all the sub-steps are in parallel for each $q$. Fig. 6 shows that our procedure can sample diversified particles including random ones and most matched ones. To sample even more key indices, we initialize, update and append $M$ particles $t_q^k (0 < k \leq M)$ in parallel following the same procedure, resulting in a total of $MN$ index samples for each query.

It is shown that the above propagation step can be implemented via convolution [55]. The other steps can be implemented by built-in tensor operations. Please refer to the appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2022.3181587 for the pseudo code of the sampling procedure.

Sparse Attentive Warping. The warping operation of Eq. (4) is defined on sparse and irregular grid $K_q$. To enable efficient implementation, we propose the sparse attentive warping operation that transforms Eq. (4) to its equivalent form via deformable convolution [56]:

$$r_{x \rightarrow c}(q) = \sum_{p \in K_q} a_{pq} x(p) = \sum_{k=1}^{|K_q|} x(q + \Delta q_k) A_{qk}, \quad (5)$$

where $p$ enumerates all elements from $K_q$, while $\Delta q_k = p_k - q$ and $A_{qk} = a_{pq}$ are the offset and modulation factor of the deformable convolution kernel defined in [56], respectively. Note that the deformable kernel weights in Eq. (5) are set to 1 and thus being omitted.

Training Scheme. We follow the training scheme of [18] to train our sparse attention module. Specifically, we append an additional SPADE generator [38] to the sparse attention module to refine the warped image. However, as the SPADE generator is designed for semantic image synthesis rather than local editing, after the training, we discard the SPADE generator and keep the sparse attention module only for the next section. During the training, the loss defined on generated image and other losses will be back-propagated to jointly update feature extractors of the sparse attention module and the generator. Although the key index sampling procedure is non-differentiable, the warped output $r$ in Eq. (4) is differentiable w.r.t. feature maps $f_r$ and $f_s$. Gradients can thus propagate through the sparse attention module for training.

We denote the synthesized output that follows the style of $x$ and the layout of $c$ as $y_{x \rightarrow c}$. Following [18], a data pair $(x_0, c_0)$ is sampled from the ADE20k dataset. Next, a new pair $(x_1, c_1)$ is spatially augmented from $(x_0, c_0)$ and $y_{x_1 \rightarrow c_0}$ is synthesized by the model. Moreover, an image with similar semantics to $x_0$ and its label map, denoted by $(x_2, c_2)$, is retrieved and $y_{x_2 \rightarrow c_0}$ is synthesized. Similar to [18], our training objective consists of domain alignment loss, feature matching loss, perceptual loss [57] and contextual loss [58]. To stabilize training, we also impose regularization on the downsampled feature maps, as described in the Appendix, available in the online supplemental material.

Customization for Local Editing. Our sparse attention module is trained and applicable to the global alignment task of [18]. However, the global correspondence does not take the contextual constraint into account for the task of local layout manipulation, causing inconsistency at the boundaries of edited regions. Moreover, misalignment can be further reduced by encouraging correspondence smoothness and adopting the following customization to the key index sampling step: i) to avoid semantic mismatching in the inference step, we add a large penalization constant to $s_q$ if $q$ and $t$ belong to different semantic regions, ii) in the sampling step, we exponentially decay the window size $w$ as the iteration number increases, and iii) we repeat more propagate-evaluation steps in each iteration to enforce correspondence smoothness. The optimized procedure helps to improve the warping quality for local editing.
3.3 Semantic Layout Manipulation Network

As shown in Fig. 2, our semantic layout manipulation network takes an image \( x_0 \) and its layout \( c_0 \), an edited layout \( c_1 \) and a mask \( m \) which indicates the region to-be-edited as inputs. Our generator denoted by \( G \) aims to hallucinate new pixels inside the mask to generate the edited image \( y \):

\[
y = G(x_0, c_0, c_1, m) \odot m + x_0 \odot (1 - m),
\]

whereas the generated contents inside the mask should be i) aligned to the layout \( c_1 \) and ii) coherent with the neighboring content \( x_0 \odot (1 - m) \).

High-Resolution Local Alignment. Aiming at transferring visual details from the input image to handle drastic layout change, we first apply spatial alignment described in Section 3.2 to generate an layout-aligned image \( r_{x_0 \rightarrow c_1} \) that is consistent to \( x_0 \) and follow the layout of \( c_1 \). The pixels outside the mask are then replaced by the real image, resulting in a locally warped image:

\[
x_{\text{warp}} = r_{x_0 \rightarrow c_1} \odot m + x_0 \odot (1 - m).
\]

As the locally warped images \( x_{\text{warp}} \) may contain appearance discontinuity due to misalignment, we next propose a generator that consists of a semantic encoder and coarse-to-fine decoders to refine the warped result.

Semantic Encoder. To better capture semantic and structure clue from the noisy output \( x_{\text{warp}} \), we use a pretrained visual-semantic embedding (VSE) model \cite{zhang2021} to extract multi-scale visual features \( f^{(1)}, f^{(2)}, f^{(3)}, f^{(4)} = \text{VSE}(x_{\text{warp}}) \). Likewise, we extract layout embedding \( f_{c_1} \) from the one-hot layout label map of \( c_1 \) using a 1 \times 1 convolution layer.

Coarse-to-Fine Synthesis As the warping result \( x_{\text{warp}} \) may contain misalignment or halo artifact as shown in Fig. 2, we propose a coarse-to-fine refinement network to refine \( x_{\text{warp}} \). In particular, our coarse-stage network consists of a two-branch encoder that utilizes dilated convolution \cite{yu2015} and contextual attention \cite{zhou2018} to propagate visual information from the neighboring regions of \( x_0 \). The two-branch encoder takes the concatenation \( [x_{\text{warp}}; f_{c_1}; m; x_0 \odot (1 - m)] \) as input to extract multi-scale features. Furthermore, at each scale \( i \) of the two-branch encoder, visual features at the same scale \( f^{(i)} \) and the resized layout embedding \( f_{c_1} \) are also concatenated to help propagating contextual information. After concatenating the two feature maps generated by the encoders, a coarse stage decoder that consists of multiple deconvolution layers sequentially upscale feature resolution and produce an coarse image prediction \( y_{\text{coarse}} \).

| Methods                  | \( \ell_1 \) err. \( \uparrow \) | PSNR\( \uparrow \) | SSIM\( \uparrow \) | LPIPS\( \downarrow \) | FID\( \downarrow \) | \( L_{\text{style}} \)\( \downarrow \) |
|--------------------------|-------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **ADE20k reconstruction** |                               |                 |                 |                 |                 |                 |
| Deepfill_v2 \cite{wang2018} | 0.02599                       | 21.762          | 0.844           | 0.305           | 85.73           | 4.440e-06       |
| MEDFE \cite{zhao2018}      | 0.03825                       | 20.720          | 0.808           | 0.413           | 167.12          | 1.528e-05       |
| Profill \cite{zhou2018}    | 0.02875                       | 22.405          | 0.848           | 0.317           | 97.78           | 8.183e-06       |
| Edge-connect \cite{chen2019} | 0.04512                      | 20.179          | 0.742           | 0.284           | 80.96           | 6.061e-06       |
| SESAME \cite{zheng2020}   | 0.06032                       | 18.505          | 0.720           | 0.319           | 66.45           | 1.300e-05       |
| Ours                      | **0.02486**                   | **23.173**      | **0.863**       | **0.217**       | **49.42**       | **2.800e-06**   |
| **ADE20k manipulation**    |                               |                 |                 |                 |                 |                 |
| SESAME \cite{zheng2020}   | 0.03561                       | 20.825          | 0.834           | 0.178           | 47.40           | 5.281e-06       |
| CoCosNet \cite{li2020}     | 0.03065                       | 24.063          | 0.857           | 0.165           | 98.13           | 1.397e-06       |
| Ours                      | **0.02827**                   | **22.672**      | **0.859**       | **0.136**       | **28.07**       | **2.597e-06**   |
| **Places365 reconstruction** |                               |                 |                 |                 |                 |                 |
| SESAME \cite{zheng2020}   | 0.06012                       | 19.158          | 0.694           | 0.286           | 97.21           | 6.517e-06       |
| CoCosNet \cite{li2020}     | 0.05597                       | 18.758          | 0.699           | 0.298           | 103.17          | 1.211e-05       |
| Ours                      | **0.05209**                   | **19.478**      | **0.714**       | **0.254**       | **84.68**       | **5.811e-06**   |
| **Places365 manipulation** |                               |                 |                 |                 |                 |                 |
| SESAME \cite{zheng2020}   | 0.02617                       | 22.957          | 0.879           | 0.118           | 49.24           | 1.831e-06       |
| CoCosNet \cite{li2020}     | 0.03050                       | 22.979          | 0.873           | 0.126           | 47.47           | 1.397e-06       |
| Ours                      | **0.02500**                   | **24.252**      | **0.888**       | **0.102**       | **31.35**       | **6.801e-07**   |

Higher scores are better for the metrics with uparrow \( \uparrow \), and vice versa.

Fig. 9. Qualitative comparisons on the real manipulation task. Best viewed by zoom-in on screen.
Motivated by the coarse-to-fine pipeline [42], [45] of inpainting models, we employ a refinement network based on SPADE [38] to refine \( y_{\text{coarse}} \). However, we feed the intermediate features from the coarse-stage decoder \( f_{\text{1st}} \) and \([x_{\text{warp}}, y_{\text{coarse}}, f_{\text{1st}}, m]\) as additional inputs to our refinement network, such that the contextual information from the coarse-stage network and inputs can be exploited.

Self-Supervised Training It is difficult to collect ground-truth triplets \((x_0, c, x_1)\) such that the edited groundtruth \( x_1 \) is aligned to the layout of \( c \) while being coherent with neighboring content of \( x_0 \). However, assuming such \( x_1 \) exists, \( x_0 \) will only be involved in Eq. (7) in our network to generate the warped image \( r_{c=0 \rightarrow c} \). This motivates us to design a novel unsupervised scheme that relies on approximated warped content \( r_{c=0 \rightarrow c} \) instead of \( x_0 \) to generate the edited output.

Specifically, during training, we sample image-layout pairs \((x_1, c)\) from datasets and free-form mask \( m \) using the procedure described in [15]. Instead of collecting \( x_0 \), we apply random translation and flipping on \( x_1 \), resulting in augmented image \( \tilde{x}_1 \). Since \( x_0, x_1 \) and \( \tilde{x}_1 \) are coherent in content, we approximate \( r_{c=0 \rightarrow c} \) with \( r_{\tilde{c}=1 \rightarrow \tilde{c}} \), whereas the locally warped image in Eq. (7) is replaced by:

\[
x_{\text{warp}} = r_{\tilde{c}=1 \rightarrow \tilde{c}} \odot m + x_{\tilde{c}} \odot (1 - m).
\]

We found that such a self-supervised scheme works well in general on arbitrarily edited layout. We argue that the generalization capacity of our model come from the drastic layout change introduced by flipping during training.

We first train the first-stage network using a combination of pixel-wise \( L_1 \) loss and perceptual loss [57] to give coarse prediction. Subsequently, the second-stage network is jointly trained with the initially trained first-stage network using a combination of two-stage pixel-wise \( L_1 \) loss, perceptual loss [57] \( \mathcal{L}_{\text{pre}} \) and adversarial loss to give the final output:

\[
\mathcal{L}_G = \lambda_1 L_{\text{1-stage1}} + \lambda_1 L_{\text{1-stage2}} + \lambda_{\text{pre}} \mathcal{L}_{\text{pre}} - \lambda_{\text{adv}} \mathbb{E}_{z \sim p(z)} [D(y, c, m)],
\]

where \( \lambda \) represents the balancing terms. For discriminator, we apply the Markovian discriminator [15] with hinge loss:

\[
\mathcal{L}_D = \mathbb{E}_{z \sim p(x)} [\sigma(1 - D(x, c, m))] + \mathbb{E}_{z \sim p(z)} [\sigma(1 + D(y, c, m))].
\]

4 EXPERIMENTS

4.1 Implementation Details

We train our high-resolution sparse attention model on the ADE20k dataset [61] for 60 epochs. We then train semantic layout manipulation model on the Places365 [62] dataset. We generate semantic label maps on Places365 using the HRNets [11] model pretrained on ADE20k dataset. During testing, we apply a refinement network [63] to post-process the predicted labels maps. To perform the key index sampling step, we set the max iteration \( N = 15 \) and particle number \( M = 2 \). We found that the total iteration number \( N \) is important to the result. In particular, if \( N \) is too small (e.g., \( N = 5 \)), the generated correspondence tend to be noisy and inconsistent. Moreover, much larger iterations does not bring significant benefit on performance. As the memory footprint of the sparse attention step linearly grows with respect to \( MN \), we found \( N = 15 \) and \( M = 2 \) avoids using excessive GPU memory. Our model takes on average 1.37 seconds to process one \( 512 \times 512 \) image on a single Nvidia Titan RTX GPU.

4.2 Comparisons With Existing Methods

We compare our method with the state-of-the-art inpainting methods including Deepfill-v2 [15], Profile [64], Edge-connect [17], MEDFE [65], and PatchMatch [2], semantic layout manipulation methods including SESAME [3], and global layout editing method CoCosNet [18] on the ADE20k and Places365 validation sets. For those methods, we feed label maps (or edge map of the label maps) whenever possible.

Quantitative Evaluation We use reconstruction and manipulation tasks to evaluate our method. The reconstruction task is adapted from guided inpainting [3], [15] to reconstruct groundtruth images from masked images and guided inputs (such as label maps or edge maps). The manipulation task aims to generate a manipulated image using a locally
edited label map. To generate such an evaluation set, we randomly sample a segment from the evaluation images and apply random affine transformation on the segment to generate the image before editing.

Fig. 8 shows the resulting synthetic data. For fair comparisons on the reconstruction task, we modify our warping stage such that the attention weights for the masked region are set to 0 and pixels inside the mask are ignored in the attention-based alignment stage.

For quantitative measurement, we apply average L1 Error ($\ell_1$), PSNR and SSIM [67] as the low-level metrics and Frchet Inception Distance (FID) [68], Perceptual Image Patch Similarity Distance (LPIPS) [69] and the style similarity loss $L_{style}$ of [66] as perceptual-level metrics. Results on manipulation and reconstruction tasks are in Table 1. For both tasks, our method performs the best according to most metrics. Additionally, we observe that the semantics-guided

| Manipulation | Preference Votes | Methods | Preference Votes |
|--------------|------------------|---------|------------------|
| SESAME [3]   | 0                | Deepfill_v2 [15] | 9                |
| CoCosNet [18]| 7                | Edge-connect [17]| 1                |
| Ours         | 98               | MEDFE [65]      | 0                |
| Ours         | 98               | Profill [64]    | 13               |
| Ours         | 98               | SESAME [3]      | 2                |
| Ours         | 98               | CoCosNet [18]   | 5                |
| Ours         | 98               | Ours            | 75               |

Table 2
User Preference for the Results of All Methods

Table 3
Quantitative Evaluation of the Ablation Models on the Places365 Manipulation Task

![Qualitative comparisons to deep image analogy](image1)

Fig. 11. Qualitative comparisons to deep image analogy [70]. Column 2 and 3 are the warped images and final outputs of [70]. Column 4 and 5 are our warped images and final outputs. Best viewed (e.g., local textures) with zoom-in on screen.

![Qualitative comparisons of ablation models](image2)

Fig. 12. Qualitative comparisons of ablation models (on the Places365 dataset). Best viewed (e.g., local textures) with zoom-in on screen.

![Qualitative comparisons of ablation models](image3)

Fig. 13. Qualitative comparisons of ablation models (on the Places365 dataset). Best viewed (e.g., local textures) with zoom-in on screen.

![Visualization of the inputs, outputs and the warped image](image4)

Fig. 14. Visualization of the inputs, outputs and the warped image during the self-supervised training. Our self-supervised training generates augmented images with new appearance and layout to facilitate generalization to new layout.
approaches (SESAME [3], CoCosNet [18] and ours) in general outperforms other inpainting approaches.

**Qualitative Evaluation**  
Fig. 8 presents visual comparisons on the image manipulation task where input images are manipulated in regions indicated by the red rectangles. SESAME [3] generates coherent colors but produces structural artifacts (e.g., the tower in the last row), as the masked pixel is not leveraged by warping. CoCosNet [18] better transfers appearance via alignment. However, CoCosNet hallucinates wrong objects (tower in the last row) as warping is performed in lower resolution and may contain error. Moreover, CoCosNet often generates pixels that have incoherent colors with their surrounding due to the lack of local refinement step. In contrast, our method better preserves texture details of input images, generating more coherent results.

Fig. 10 shows the comparisons from the reconstruction task. Benefiting from the semantic layout guidance, SESAME [3], CoCosNet [18] and our approach better reconstruct the image layout. Among them, our approach better preserves details from the inputs (e.g., texture of bed sheet, building). In addition, Fig. 9 compares the image manipulation results on real data, where our method achieves the best visual results.

Fig. 6 shows an example visualization of the correspondences generated by the proposed sparse attention module. Using the proposed selective sampling procedure, our sparse attention module can effectively locate regions of interest to enable efficient attention computation. In addition, the synthesis module can correct the inconsistent textures and halo artifacts of the warped image (Fig. 6 left) and produce the refined output (Fig. 6 middle). In addition, as shown in Fig. 5, our correspondence can borrow correct semantic such as windows, sky, and tree from the source image to the target layout as shown in the second row and when there are multiple plausible correspondence, it transfers appearance from a corner of building/tree of the source image to the corner of building/tree of the target layout.

In addition, we introduce the qualitative comparison to other optimization-based approaches including deep image analogy [70] and image melding [5]. Specifically, as deep image analogy does not support cross domain correspondence, we apply our trained model to extract cross domain features at resolution $512 \times 512$ and resize the feature to resolution $256, 128, 64, 32, 16$ to produce the multi-scale feature pyramid. Then, we adopt the bidirectional patchmatch and feature deconvolution [70] to optimize the dense correspondence and the warped image. Finally, we leverage our synthesis network to generate the final output from the warped image. As shown in Fig. 11, the warped images generated via optimization (3’rd column) are distorted while the final outputs (4’th column) are inconsistent in comparison to our warped images (5’th column) and final outputs (6’th row). Moreover, deep image analogy [70] takes 10.5 minutes to compute correspondence while our approaches takes 0.4 seconds to compute correspondence. In addition, Fig. 7 presents the visual comparison to image melding [5]. While image melding produces satisfactory local textures, our approach generate better global semantics structure with realistic local details thanks to the cross-domain and high-resolution warping scheme.

### 4.3 User Study

To better evaluate visual quality of our method, we conduct a user study and show the result in Table 2. Specifically, we randomly select 15 images from the Place365 validation set for manipulation and reconstruction, respectively. We show results of each image to 7 users and ask them to select the best results. Finally, we collect 105 votes from all users for each dataset. Results in the table show that our method receives the majority of the votes on both manipulation and reconstruction tasks.

### 4.4 Ablation Study

We perform a set of ablation experiments to show the importance of the network design and usage of the high-resolution correspondence. Results of the ablations are shown in Table 3. To study the network design, we train four variants of our model: i) our w/o SE that removes the semantic encoder branch from the generator, ii) our w/o CA that removes the contextual attention branch from the two-stage encoder, iii) our w/o dilate that removes the dilated convolution branch from the two-stage encoder, and iv) our w/o IF that does not feed the intermediate features from coarse-stage decoder to the refinement network. From the results, our full model achieves the best performance on the metrics that reflect structure-level similarity (SSIM) and semantic similarity (LPIPS, FID). We also observe that removing the contextual attention or dilated convolution branch impact performances the most suggesting that contextual propagation is important for local editing.
To study the effect of the high-resolution correspondence, we adopt two variants of locally warped image $x_{\text{warp}}$ from Eq. (7) to train models: i) our w/o corres set $r_{x_0 \rightarrow e_1}$ to 0, resulting in a model that does not rely on correspondence, and ii) our w/ LR corres set $r_{x_0 \rightarrow e_1}$ to the low-resolution warped image of CoCosNet [18]. From the results, we

Fig. 17. Qualitative result on the image manipulation task. From left to right: original layout, edited layout, input images, and edited images. Best viewed (e.g., local textures) with zoom-in on screen.
observe that the quality of correspondence impact the final performance. Benefiting from the high-resolution correspondence, our full model achieves the best performance while our w/ LR corres achieves better performance than our w/o corres due to the usage of correspondence. Notably, sharing similar input as SESAME [3], our w/o corres substantially outperforms SESAME [3]. More visual comparisons are provided in the Appendix, available in the online supplemental material.

We also present the visual comparisons of the ablation models in Figs. 12 and 13. From Fig. 12, our full model synthesizes realistic objects. In contrast, ours w/o SE generates artifacts around the object. In addition, without the intermediate features, ours w/o IF generates blurry textures and it sometimes discards structure details. From Fig. 13, we observe that the quality of correspondence impact the model performance. Specifically, ours w/o corres sometimes cannot generate realistic structure. Benifiting from correspondence, ours w/ LR corres and our full model achieves better results. However ours w/ LR corres often generate blurry local textures while our model can generate sharp texture.

![Fig. 18. Correspondence generated by our sparse attention module. The colored points in 3rd and 4th columns represent the query position and the sampled sparse keys, respectively.](image-url)
4.5 Discussion on Generalization to Layout Change

To understand why the self-supervised training can generalize to more arbitrary layout change, we provide visualization of the warped image and the final output that are produced during the self-supervised training. As shown in Fig. 14, due to the large translation degree that are applied during

Fig. 19. Qualitative result on the reference-based layout manipulation task. From left to right: original layout, edited layout, input images, edited images. Best viewed (e.g., local textures) with zoom-in on screen.
training, the augmented image and the ground-truth are often different in appearance and layout. As results, instead of directly copying the content from the augmented image, our correspondence model can fill in new content inside the mask (e.g., the sign, trunk and the mountain). Fig. 15 presents the visual examples of our approach under various degrees of layout change, demonstrating the generalization capacity of our model to both small and more significant manipulation requests.

4.6 Reference-Based Layout Manipulation

Our model is flexible and can also take additional reference images as input for advanced layout manipulation. Some sample results are shown in Fig. 16. The results show that our method can seamlessly re-synthesize and compose contents from multiple image sources.

4.7 Real-World Images Manipulation

To understand how well our model can perform on real-world images, we build an interactive demo for semantic layout manipulation. We provide visual manipulation results in Fig. 17. In Fig. 18, we provide more qualitative results of the correspondence generated by our high-resolution sparse attention module where the colored points in the 3rd and 4th columns of the figure represent the query position and the sampled sparse keys, respectively. Furthermore, Fig. 19 presents more high-quality visual examples for the reference-based layout manipulation task.

5 CONCLUSION AND FUTURE WORK

In this article, we investigate a challenging semantic layout manipulation task and present a high-resolution sparse attention module that can transfer high-resolution visual details from input images. We leverage our proposed key index sampling step and sparse attentive warping step to enable efficient computation. Based on the trained attention module, we also present a semantic guided generator architecture consisting of a semantic encoder and a two-stage decoder for coarse-to-fine synthesis. We perform extensive experiments on the ADE20k and Places2 datasets to validate the effectiveness of our method on both semantic-guided inpainting and semantic layout manipulation. Our current approach applies warping at the highest-resolution, thus a multi-scale design would benefit the generated warping. Moreover, the current key index sampling procedure is non-differentiable. Better sampling strategies should be investigated to facilitate better sparse attention computation. Aim- ing at improving efficiency and performance of our current approach, in the future, we plan to explore a multi-scale correspondence finding design that propagates correspondence from initialzed correspondence at a lower resolution.
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