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The actual gate performed on, say, a qubit in a quantum computer may depend, not just on the actual laser pulses and voltages we programmed to implement the gate, but on its context as well. For example, it may depend on what gate has just been applied to the same qubit, or on how much a long series of previous laser pulses has been heating up the qubit’s environment. This paper analyzes several tests to detect such context-dependent errors (which include various types of non-Markovian errors). A key feature of these tests is that they are robust against both state preparation and measurement (SPAM) errors and gate-dependent errors. Since context-dependent errors are expected to be small in practice, it becomes important to carefully analyze the effects of statistical fluctuations and so we investigate the power and precision of our tests as functions of the number of repetitions and the lengths of the sequences of gates. From our tests an important quantity emerges: the logarithm of the determinant (log-det) of a probability (relative frequency) matrix \( P \). For this reason, we derive the probability distribution of the log-det estimates which we then use to examine the performance of our tests for various single- and two-qubit sets of measurements and initial states. Finally, we emphasize the connection between the log-det and the degree of reversibility (the unitarity) of a context-independent operation.
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$d$ is the system’s dimension. The tests in question consist in comparing sets of probability matrices $P(S_1), P(S_2), \ldots$ corresponding to specific (and structured) sets of sequences $S_1, S_2, \ldots$ These sequences have the property that, in the absence of context-dependence, the corresponding probability matrices should exhibit certain well-defined symmetries. So, the tests proposed in Ref. [2] work by checking whether these symmetries are broken. An essential point here is that testing these symmetries does not require precise knowledge of either the actual input states or the observables measured. That is, these tests for context-dependence are robust against state preparation and measurement (SPAM) errors [9].

Unlike self-consistent quantum tomography (see [9,12]), the tests discussed here do not attempt to (and cannot) reconstruct a set of gates. Nonetheless, in the absence of context-dependent errors, one of the tests discussed in [7] can be used as a protocol for characterizing the degree of irreversibility (i.e., the unitarity) of an operation. This protocol allows us to estimate the unitarity of a gate by examining the decay rate of the logarithm of the determinant (the log-det) of a sequence of probability matrices. This gives the unitarity thus defined a clear operational meaning.

Due to the high quality (fidelity) of quantum gates in current state-of-the-art experiments (see e.g. [13–15]), most errors – especially the context-dependent errors we are considering here – are expected to be small. It is crucial, therefore, to understand how from a finite set of experimental data one can distinguish a context-dependent error from what is merely a statistical fluctuation (due to the finite number of experimental runs $N_s$). We present here a careful analysis of all three tests, with the aim of answering questions like (a) how many repetitions $N_s$ of gate sequences are needed to detect a certain size error? (b) how long should the gate sequences be? (c) what are the best (most efficient) ways of implementing the tests? (d) what is the precision of the unitarity estimates?

In this paper we examine these questions by including statistical fluctuations into the model for context-dependence considered previously in Ref. [7]. This model contains standard gate errors like energy relaxation and dephasing (characterized by $T_1$ and $T_2$ times) and SPAM errors. Context-dependent errors are modeled by having our computational qubit interact with a memory qubit. We assume we cannot do measurements on the memory qubit and so we must (and will) infer the context-dependence purely from measurements performed on the computational qubit, i.e., from $P(S)$.

We apply several statistical methods to answer the questions mentioned above, and we also check whether the premises underlying those (known) statistical methods are indeed fulfilled. We derive an approximate distribution for the log-det estimates as a function of the true probability matrix $P$ and $N_s$. Based on this result, we show how using single-qubit and qutrit Symmetric Informationally Complete (SIC) [16–18] sets (as input states $|\psi_i\rangle \langle \psi_i|$ and measurement directions $\Pi_k = |\psi_k\rangle \langle \psi_k|$ typically leads to smaller error bars (and hence is more efficient) than using more standard sets (eigenstates of Pauli operators). Further, we use these findings to study the precision of the log-det-based unitarity estimates of single- and two-qubit (context-independent) gates.

II. CONTEXT-INDEPENDENCE TESTS

We say an operation $G$, resulting from the physical implementation of an instruction $G$, is context-independent if its action on the quantum system can be described by a map $\rho \to \rho' = G(\rho)$ that does not depend on $G$‘s position in any sequence of instructions $S$. In the next subsection we discuss a useful representation of quantum maps that will later allow us to design SPAM-independent tests for context-dependence and/or non-Markovianity.

A. The Liouville representation of quantum maps

Let us consider a $d$-dimensional quantum system and a linear map $S : L(H_d) \to L(H_d)$, where $L(H_d)$ denotes the vector space of linear operators acting on the system’s Hilbert space $H_d$. To describe compositions of maps, it will prove convenient to work in the Liouville representation, wherein all the information about the linear map $S$ is contained in a $d^2 \times d^2$ matrix with entries given by

$$S_{nm} = \frac{1}{d} \text{Tr}[P_n S(P_m)],$$

(1)

Here, $\{P_n\}_{n=1}^{d^2}$ is a Hermitian operator basis such that its elements are orthogonal with respect to the Hilbert-Schmidt inner product, i.e., $(P_n| P_m) := \text{Tr}(P_n P_m) = d \delta_{nm}$. (We shall abuse notation by using the same symbol to denote both a map and its matrix representation.) From the above definition, it follows that any matrix $S$ representing a hermiticity-preserving map, i.e., $S(A)^\dagger = S(A)$, has real entries. It is also worth noting that the matrix representation $S'$, of the map $S(\cdot)$, in a different orthogonal basis $\{P_n'\}_{n=1}^{d^2}$, such that $P_n' = \sum_n O_{n'n} P_n$ (with $O \in \mathbb{R}^{d^2 \times d^2}$ satisfying $O O^T = I_{d^2}$), is related to the matrix Eq. (1) by the transformation

$$S' = O S O^T.$$

(2)

Since a context-independence test should not depend on the (orthogonal) operator basis we choose to describe a map $S$, any such test should be insensitive to a transformation of the form Eq. (2). In addition, in the language of Gate Set Tomography (GST) [11], a gate-set admits a more general transformation; specifically, GST allows a gauge transformation $G_i \to T_{\text{gauge}} G_i T_{\text{gauge}}^{-1}$ (for $T_{\text{gauge}} \in \text{GL}_d(\mathbb{R})$), which is compatible with the observation (i.e., the data) and does not alter the predictions generated by that gate-set (see [11] for details). The tests for context-independence introduced in Ref. [7] are based on spectral properties of the matrices representing a series of sequences and are, therefore, gauge invariant (in the sense of GST) and, in particular, independent of the choice of the operator basis $\{P_n\}_{n=1}^{d^2}$.

Now, expressing an operator $A : H_d \to H_d$ as $A = 1/d \sum_k \text{Tr}[P_k A] P_k$, and making use of the definition Eq. (1), we readily find that $S(A)$ is given by

$$S(A) = \frac{1}{d} \sum_{n,m} S_{nm} \text{Tr}[P_m A] P_n,$$

(3)
where we made use of the fact that $S$ is linear. Furthermore, the above equation implies that the action of the composition $S_2 \circ S_1$, of two linear maps $S_2$ and $S_1$, on an operator $A$ is

$$S_2(S_1(A)) = \frac{1}{d} \sum_{n,m} (S_2S_1)_{nm} \text{Tr}[P_mA]P_n \tag{4}$$

A comparison between equations (3) and (4) reveals that the matrix representing the composition $S_2 \circ S_1$ is simply given by the matrix product $S_2S_1$. Unsurprisingly, this property of the Liouville representation will turn out to be especially convenient when testing for context-dependence.

The following are some additional aspects of the Liouville representation that are relevant to this work. If a linear map $S$ is trace-preserving (TP), that is $\text{Tr}[S(A)] = \text{Tr}[A]$, then it is clear that it must preserve the traces of all the basis elements $\{P_n\}_{n=1}^{d^2}$. Using Eq. (3) we find that the trace-preservation condition can be succinctly stated – in a basis-independent fashion – as follows

$$S^T \tau_r = \tau_r, \tag{5}$$

where $\tau_r = 1/d[\text{Tr}[P_1], \ldots, \text{Tr}[P_{d^2}]^T]$. Hence, a TP map must have all eigenvalues equal to 1. An alternative way of expressing the trace preservation conditions is $S^T(I_d) = I_d$, where $S^T$ denotes the Hermitian conjugate of the map $S$ with respect to the Hilbert-Schmidt inner product, that is, $(A|S(B)) = (S^T(A)|B)$. On the other hand, a unital map, i.e., a map that preserves the identity $I_d$, must satisfy the condition $S \tau_r = \tau_r$, which can be easily proved using Eq. (5), together with the orthogonality relation $\text{Tr}[P_n P_m] = d \delta_{nm}$. Note that thus far, we have not made use of a particular choice of basis $\{P_n\}_{n=1}^{d^2}$ (the context-independence tests that will be described here do not require choosing a specific basis). A common choice is $P_1 = I_d$, for which the remaining basis element must be traceless (e.g., the generalized Pauli matrices). The condition Eq. (5) implies that in such bases, the matrix representation of a TP map must assume the form

$$S = \begin{bmatrix} \frac{1}{k} & 0_{1 \times (d^2-1)} \\ W_S \end{bmatrix}, \tag{6}$$

where the $(d^2-1) \times (d^2-1)$ matrix $W_S$ and the $(d^2-1) \times 1$ vector $\vec{r}$ are called the unitil and non-unital parts of $S$, respectively. Finally, from the definition Eq. (1) it follows that the Hermitian conjugate $S^T$, of a map $A \rightarrow S(A)$, is represented by the matrix $S^T$. This implies that the matrix representing a unitary operation $S_U(A) := UAU^\dagger$, where $U U^\dagger = I_d$, satisfies $S_U S_U^T = I_d$ and thus, $|\det(S_U)| = 1$. Furthermore, the fact that a unitary matrix can be written as $U = \sqrt{U} \sqrt{U}$, where $\sqrt{U}$ is also unitary, implies that $|\det(S_U)| = 1$.

### B. Quantum process tomography revisited

The property Eq. (3) implies that if one could reliably determine the matrix representations $\{G_i\}$ corresponding to a set of instructions $\{\mathcal{G}_i\}$, then testing for context-dependence would simply amount to verifying whether each product $G_iG_j$ matches – within some tolerance – the operation resulting from the implementation of the sequence of instructions $\mathcal{G}_i \circ \mathcal{G}_j$. To explain how these tests work, let us consider the minimal tomographic scheme depicted in Fig. 1. The set of gates $\{G_{ik}\}_{i=1}^{d^2}$ is used to prepare $d^2$ input states $\{\rho_i^{\exp}\}_{i=1}^{d^2}$ while the gates $\{G_{ik}^{\text{out}}\}_{k=1}^{d^2}$ rotate the measurement axes, before measuring some POVM effect $M_0$. As in Randomized Benchmarking (RB) and GST protocols, we take the initial state of the system $\rho_0$ and the POVM effect $M_0$ to be fixed.

Furthermore, if we assume that all the operations involved in our tomographic scheme are context-independent, then this scheme yields a $d^2 \times d^2$ probability matrix whose entries are (in the infinite sample-size limit $N_\rightarrow \infty$), given by $P_{ijk}(S) = \text{Tr}[M^{\text{exp}}_i S \rho_j^{\exp}]$, where $\rho_i^{\exp} := G_i^{\text{in}}(\rho_0)$ and $M_k^{\text{exp}} := G_k^{\text{out}}(M_0)$ (which satisfy $0 \leq M_k^{\text{exp}} \leq I_d$). Now, choosing an operator basis $\{P_n\}_{n=1}^{d^2}$ and making use of Eq. (3) we can readily express the probability matrix $P(S)$ as

$$P(S) = \Phi_{\text{out}}^T S \Phi_{\text{in}}, \tag{7}$$

where the matrix $S$ is given by Eq. (1) and $\Phi_{\text{in(out)}}$ are real-valued $d^2 \times d^2$ matrices with entries

$$\begin{align*}
\Phi_{\text{in}} &= \frac{1}{\sqrt{d}} \text{Tr}[P_n \rho_i^{\exp}] = \frac{1}{\sqrt{d}} \text{Tr}[P_n G^{\text{in}}_i(\rho_0)], \\
\Phi_{\text{out}}(jk) &= \frac{1}{\sqrt{d}} \text{Tr}[P_n M_k^{\text{exp}}] = \frac{1}{\sqrt{d}} \text{Tr}[P_n G^{\text{out}}_k(M_0)].
\end{align*} \tag{8} \tag{9}$$

Thus, if we knew the actual sets $\{\rho_i^{\exp}\}$ and $\{M_k^{\exp}\}$, then we could invert the matrix equation Eq. (7) to estimate the process $S$ from the experimental data $\mathcal{P}(S)$ (i.e., the estimate of the true matrix $\mathcal{P}(S)$), provided both sets of operators $\{\rho_i^{\exp}\}$ and $\{M_k^{\exp}\}$ are linearly independent, i.e.,

$$\det(\Phi_{\text{in}} \Phi_{\text{out}}) \neq 0. \tag{10}$$

This condition can be verified experimentally by computing $\det(\mathcal{P}(I_d)) = \det(\Phi_{\text{out}} \Phi_{\text{in}})$, where $I_d$ represents the null instruction, i.e., the instruction to do nothing between the state preparation (SP) and measurement (M) stages (see Fig. 1). In the limit $N_\rightarrow \infty$, the context-independence tests presented
in Ref. [7] do not require any knowledge about the actual input states \( \{ \rho_i^{\text{SP}} \} \) and observables \( \{ M_k^{\text{SP}} \} \) and are, therefore, insensitive to the SPAM specifics, as long as the (verifiable) condition Eq. (10) is met. In practice, however, because of statistical fluctuations of the probability estimates \( \mathcal{P}(S) \) (due to finite sampling), some degree of control of the input states and measurements will be required to guarantee both the power and precision of the tests. In fact, as discussed in Sec. VII certain target tomographic sets \( \{ \rho_i \} = \{ \phi_1 \ldots \phi_k \} \) will, typically, lead to a better performance of the tests than others. It will thus sometimes be convenient (though not essential) to consider the raw map \( S^\text{raw} \)

\[
S^\text{raw} := (\Phi^\text{ideal out})^{-1} \mathcal{P}(S)(\Phi^\text{ideal in})^{-1},
\]

where \( \Phi^\text{ideal out} = \Phi_{\text{out}} |_{M_i^{\text{exp}} = I_k} \) and \( \Phi^\text{ideal in} = \Phi_{\text{in}} |_{\rho_i^{\text{exp}} = \rho_i} \). So, in the absence of SPAM errors, \( S^\text{raw} = S \), up to statistical fluctuations.

The key observation that allows us to test for context-dependence is that although the matrices \( \Phi_{\text{out}} \) and \( \Phi_{\text{in}} \) are not unique. For instance, the transposition \( \Phi_{\text{in}} \rightarrow \alpha \Phi_{\text{in}} \) and \( \Phi_{\text{out}} \rightarrow \alpha^{-1} \Phi_{\text{out}} \) (with \( \alpha \neq 0 \)) does not modify the relation Eq. (7). Moreover, \( \alpha \) could be taken to depend on \( S \). The important point is, however, that the data \( \mathcal{P}(S_1), \mathcal{P}(S_2), \ldots \) corresponding to the set of instructions \( S_1, S_2, \ldots \) should be generated via the relation Eq. (7), using two fixed matrices \( \Phi_{\text{in}} \) and \( \Phi_{\text{out}} \) (e.g., those in Eqs. (8) and (9)). Finally, note that relation Eq. (7) may also be expressed in the following, somewhat different, form

\[
\text{vec}[\mathcal{P}(S)] = \Phi \text{vec}[S], \quad \text{where} \quad \Phi = \Phi_{\text{in}}^T \otimes \Phi_{\text{out}}.
\]

where \( \text{vec}[A] \) denotes the vector obtained by stacking the columns of the matrix \( A \). However, this vectorized form of Eq. (7) does not serve our purposes because it obscures the relationship between compositions of maps and the data. On the other hand, working with expression Eq. (7) will allow us to take advantage of some well-known facts concerning squared matrices, as shown in the next subsections.

### C. Permutational tests

We will now establish a family of tests for context-dependence by checking whether a set of probability matrices \( \{ \mathcal{P}(S_k) \} \) is compatible with the relation Eq. (7) and the assumptions that the gates in the sequences are context-independent. For example, let us consider the sequences of instructions \( S = G_2 \circ G_1 \) and \( S' = G_1 \circ G_2 \). Then, according to our definition of context-independence, these sequences of instructions should result in the operations \( S = G_2 G_1 \) and \( S' = G_1 G_2 \). From Eq. (7) we readily see that context-independence imposes the following constraint on the probability matrices \( \mathcal{P}(S) \) and \( \mathcal{P}(S') \): \( \det(\mathcal{P}(S)) = \det(\mathcal{P}(S')) \).

In general, for any sequence of instructions \( S_1 = G_m \circ \ldots \circ G_1 \), we can consider the permuted sequence \( S_\sigma = G_{\sigma(m)} \circ G_{\sigma(m-1)} \cdots \circ G_{\sigma(1)} \). Then for any permutation \( \sigma \), the probability matrix \( \mathcal{P}_\sigma := \mathcal{P}(S_\sigma) \) will obey

\[
\det(\mathcal{P}_\sigma) = \det(\Phi_{\text{out}} \Phi_{\text{in}}) \prod_{i=1}^m \det(G_i) = \det(\mathcal{P}_1),
\]

where \( \mathcal{P}_1 := \mathcal{P}(S_1) \), provided the relevant gates are context-independent. Note that the constant \( \det(\Phi_{\text{out}} \Phi_{\text{in}}) \) is representation-independent and equal to the determinant of the matrix \( Tr[M_1^{\text{exp}}] \). It is clear that this permutational determinant test (PD-test) is insensitive to SPAM errors as these cannot trigger a statistically significant difference between \( \det(\mathcal{P}_\sigma) \) and \( \det(\mathcal{P}_1) \). Furthermore, note this test does not make use of a particular matrix representation (see Eq. (1)) of the process \( S \). As mentioned in [7], this test will not detect unitary context-dependent errors because \( \det(G) = 1 \) when \( G \) represents a unitary operation (as shown in Sec. II A). Finally, it will be prove convenient to express the PD-test as the inequality of the log-det \( L_\sigma := \log(\det(S^\text{raw}_\sigma)) \).

\[
L_\sigma = \log(\det(S^\text{raw}_\sigma)) = -\log(\det(\mathcal{P}_1)) + \log(\det(\mathcal{P}_\sigma)) = L_1, 
\]

for any permutation \( \sigma \). Here we made use of Eq. (11) and introduced the constant matrix \( \mathcal{P}_0 \), with entries given by \( (\mathcal{P}_0)_{i,i} := Tr[\Pi_k \rho_i] \), where \( \{ \rho_i, \Pi_k \} \) is our target tomographic set.

We can further exploit relation (7) by considering a “reference” sequence \( S_0 \), whose meaning will be become clear below. Let us apply the tomographic scheme Fig. 4 to two sequences \( S_0 \) and \( S_1 \) and let \( \mathcal{P}(S_0) \) and \( \mathcal{P}(S_1) \) be the resulting probability matrices. Then, using the relation Eq. (7) we find that \( \mathcal{P}(S_1)\mathcal{P}^{-1}(S_0) = \Phi_{\text{out}}^T S_1 S_0^{-1} (\Phi_{\text{out}}^T)^{-1} \), which implies that \( \text{Spec}[\mathcal{P}(S_1)\mathcal{P}^{-1}(S_0)] = \text{Spec}(S_1 S_0^{-1}) \). Choosing \( S_1 = S \circ S_0 \) and assuming context-independence (i.e., \( S_1 = SS_0 \)) we obtain the following expression for the spectrum of the map \( S \), in terms of probability matrices

\[
\text{Spec}(S) = \text{Spec}[\mathcal{P}(S \circ S_0)\mathcal{P}^{-1}(S_0)].
\]

The reference sequence \( S_0 \) can be chosen arbitrarily as long as the matrix \( \mathcal{P}(S_0) \) is invertible, which will be the case for a sufficiently short sequence \( S_0 \). In particular, we can choose \( S_0 = I_0 \), that is, the instruction to do nothing between SP and M – which should not be confused with \( I \), the instruction to apply an idle gate of finite duration. Substituting \( \mathcal{P}(S) = \mathcal{P}(S \circ I_0) \) and \( \mathcal{P}_0 := \mathcal{P}(I_0) \) in Eq. (15), we obtain the expression \( \text{Spec}(S) = \text{Spec}[\mathcal{P}(S)\mathcal{P}_0^{-1}] \) which allows us to establish the following permutational test for context-dependence. Consider a sequence of \( m \) instructions \( S_1 = G_m \circ \ldots \circ G_1 \) and cyclic permutations thereof, i.e., \( S_\sigma = G_{\sigma(m)} \circ \ldots \circ G_{\sigma(1)} \) (\( \sigma \) is a cyclic permutation of 1, 2, \ldots, \( m \)). Then, if the operations involved are context-independent, we have the permutational symmetry

\[
\text{Spec}(P_{\sigma} P_0^{-1}) = \text{Spec}[G_{\sigma(m)} G_{\sigma(m-1)} \ldots G_{\sigma(1)}] = \text{Spec}(P_{\sigma} P_0^{-1}),
\]

where \( P_1 := \mathcal{P}(S_1) \) and \( P_{\sigma} := \mathcal{P}(S_\sigma) \). In deriving Eq. (16) we made use of the fact that the spectrum of product of matrices is invariant under cyclic permutations of the matrices.
Since the spectrum of a $d^2 \times d^2$ matrix $A$ is completely specified by the set of traces $\{\text{Tr}(A^r)\}_{r=1}^d$, (these specify the coefficients of the characteristic polynomial $\chi(z) = \det(zI_d - A)$),

we can express the test Eq. (16) in terms of the invariance of the fidelities

$$F_{\sigma_0}^r = \frac{1}{d^r} \text{Tr}[(P_{\sigma_0}P_0^{-1})^r],$$

for $r = 1, \ldots, d^2$. Note from Eq. (15) that the quantity $F_{\sigma_0}^r$ is just the process fidelity [26,27] of the map $S_0^r$, with respect to the identity. Clearly, both permutational tests, described by Eqs. (13) and (17), require sequences involving at least two different gates (instructions). In addition, the sequences of instructions employed should long enough to amplify the context-dependence effects, if present, to ensure statistical significance. A drawback of these tests is that they require guessing the right sequences and permutations in order to detect context-dependence. Nonetheless, these tests could be used to verify (or rule out) a specific family of models, without having to worry about SPAM errors. Individual gates can be studied, and partially characterized, by means of iterative tests [7], which make use of sequences of the form $S_m = G \circ G \cdots \circ G$ (i.e., instruction $G$ is repeated $m$ times).

**D. SPAM-independent approach to CP-indivisibility**

Before proceeding to discuss iterative tests for context-dependence, we briefly make contact with the problem of CP-divisibility (non-Markovianity) [28,31]. It turns out that Eq. (7) may be used to construct a CP-indivisibility witness which does not depend on the SPAM details, provided we make an additional assumption. Recall that the relation Eq. (7) was derived under the assumptions that (i) the process $S$ does not depend on the gates $\{G^k\}$ used to prepare the input states, and (ii) the output gates $\{G^k\}$ do not depend on either the sequence $S$ or the input gates $\{G^k\}$ (plus the reasonable assumption that $\rho_0$ and $M_0$ are fixed). This set of assumptions is weaker than the context-independence of all the operations on a given quantum system. Indeed, it could be the case that context-dependence is only present in the sequence of operations $S$, in which case the relation Eq. (7) holds. Thus, let us assume that the probabilities in scheme Fig. 1 are given by $P_{k_l}(S) = \text{Tr}[M_k^{\exp}S(\rho_0^{\exp})]$ (for any $S$), where $\{\rho_i^{\exp}\}$ and $\{M_k^{\exp}\}$ are unknown, yet fixed, input states and observables; we will refer to such state preparation and measurement as “fixed-SPAM”. Now, following the approach of Ref. [29], we consider two sequences of instructions $S_{m_0}$ and $S_m = S_{m,m_0} \circ S_{m_0}$ and assume that the corresponding maps $S_{m_0}$ and $S_m$ are CPTP. The problem of CP-divisibility addresses the question of whether the map corresponding to the sequence $S_{m_0}$ is CPTP as well. The idea of Ref. [29] is to examine the positivity of the Choi-Jamiołkowski matrix $\rho_{S_{m,m_0}}$ [32,33] (see also Ref. [44]) associated with the map $S_{m,m_0} := S_m \circ S_{m_0}^{-1}$. Because we have assumed that the operators $\{\rho_i^{\exp}, M_k^{\exp}\}$ are fixed, we can make use of Eq. (15), which yields the relation $\text{Spec}(S_{m,m_0}) = \text{Spec}(P(S_{m_0})^{-1})$. On the other hand, it is known that the eigenvalues of a CPTP map lie on the unit disc $|\lambda_i| \leq 1$ (see e.g., Ref. [35]). In fact, this result does not require complete positivity; it suffices to assume just positivity and trace preservation [28]. Therefore, if $S_{m,m_0}$ is CPTP, the pair of probabilities matrices $P(S_m), P(S_{m_0})$ must obey the inequality

$$R_{m,m_0} := \text{Tr}[P(S_m)P(S_{m_0})^{-1}] \leq 1,$$

where $R[A]$ denotes the spectral radius of $A$. Thus, we can make use of the spectral radius $R_{m,m_0}$ to witness CP-indivisibility, in a way which is insensitive to fixed SPAM errors.

A closely related approach to CP-indivisibility – also based on spectral properties of CPTP maps – was proposed in Ref. [36]. Specifically, the idea presented in [36] consists in examining the behavior of the determinant $\det(S_t)$, where the map $S_t$ describes the evolution of a system. Since the moduli of the eigenvalues of a CPTP satisfy $|\lambda_i| \leq 1$, it is clear that if $S_t$ is CP-divisible, then the determinant $\det(S_t)$ cannot increase with $t$ [36]. Moreover, the CP-indivisibility witness $\det(S_t)$ can be interpreted geometrically as the volume of the set of accessible states [36]. It turns out that if we assume fixed-SPAM, the determinant of the probability matrix $P(S)$ can be used to witness CP-indivisibility, as briefly mentioned in Ref. [17]. To see this, let us consider an arbitrary sequence of instructions $S_m = G_{m_1} \circ G_{m_2} \circ \cdots \circ G_{m_l}$, which may be divided as $S_m = S_{m_0} \circ S_{m_0}$, for some $m_0$ ($1 < m_0 < m$). Then, from Eq. (18) we find that $|\det(P(S_m))^{\exp}| \leq 1$ (if the sequence is CP-divisible) and therefore

$$|\det(P(S_{m_0}))^{\exp}| \leq |\det(P(S_{m_0}))^{\exp}|.$$  

Hence, if $S_m$ can be represented as a sequence of CPTP maps, the quantity $|\det(P(S_m))^{\exp}|$ cannot increase with $m$ (in the case of fixed SPAM).

**E. Iterative determinant test and unitarity measures**

Finally, let us discuss the iterative determinant test (ID-test), introduced Ref. [17], which in the case of context-independence allows us to estimate the unitarity of a particular gate $G$. The ID-test consist in applying sequences of instructions of the form $S_m = G \circ \cdots \circ G$ (i.e., $G$ is applied $m$ times) and then examining how the quantity $\log(|\det(P_m)|)$ behaves with the length of the sequence $m$. If all the operation involved in determining the probabilities matrices $P_m$ are context-independent, then using Eq. (7) we readily find that the quantity $\log(|\det(P_m)|)$ must decay linearly with the length $m$, regardless of the presence of SPAM errors. More precisely, writing $S_m = G^m$ and using Eq. (7) we find that

$$\log(|\det(P_m)|) = \log(|\det(\Phi_{out}^{\exp})|) + m \log(|\det(G)|),$$

where the “y-intercept” $\log(|\det(\Phi_{out}^{\exp})|$ depends on SPAM and is given by $\log(|\det(\text{Tr}[M_k^{\exp} \rho_i^{\exp}]|)$). This motivates
the introduction of the context-dependence witness [7]

\[ L_m := -\log(|\det(\mathcal{P}_m^{\mathrm{ideal}})|) + \log(|\det(\mathcal{P}_m)|). \]  

(21)

Here, the \((k, i)\) entry of the matrix \(\mathcal{P}_m^{\mathrm{ideal}}\) is \(\mathrm{Tr}[\Pi_k \rho_i]\), where \(\{\rho_i, \Pi_k\}\) are our target input states and measurement observables, so that, in the absence of SPAM errors, \(L_0 = 0\). Finally note that, as in Ref. [7], the quantity \(L_m\) may also be written as \(L_m = \log(|\det(S_m^{\mathrm{raw}})|)\), where \(S_m^{\mathrm{raw}}\) is related to \(\mathcal{P}_m\) via Eq. (17).

An important feature of the ID-test Eq. (21) is that if a linear relationship between \(L_m\) and the sequence length \(m\) is observed (within error bars), then one can extract, from the slope of \(L_m\), the quantity \(|\det(G)|\) (see Eq. (20)), which can be related to the degree of reversibility (unitarity) of the operation \(G\). Indeed, it is known that for high-fidelity gates, we will have \(|\det(G)| > 0\) and thus, in practice, we can safely drop the absolute value sign in the slope \(\log(|\det(G)|)\). Nonetheless, it should be kept in mind that a CPTP map may have a negative determinant (see footnote [37]). Thus, in light of the above discussion, a natural definition of the unitarity \(u'(G)\) of an operation \(G\) is the following [7]

\[ u'(G) = |\det(G)|^{\frac{2}{d^2-1}}. \]  

(22)

This measure of unitarity enjoys the following easy-to-check properties: (i) \(0 \leq u'(G) \leq 1\) for CPTP maps, (ii) \(u(G) = 1\) if the operation \(G\) is unitary, (iii) \(u(G)\) is gauge-invariant (and therefore, representation independent), that is, if \(G' = TG^{-1}\), then \(u'(G') = u'(G)\), (iv) \(u'\) is non-increasing under composition of CPTP maps, namely

\[ u'(G_2 \circ G_1) = u'(G_2)u'(G_1) \leq u'(G_1). \]  

(23)

The purpose of the power \(2/(d^2 - 1)\) in the definition Eq. (22) is to relate \(u'(G)\) to the unitarity measure \(u(G)\), proposed in Ref. [38] (also see Ref. [39]), namely

\[ u(G) = \frac{1}{(d^2 - 1)} \mathrm{Tr}[W_G^T W_G], \]  

(24)

where the \((d^2 - 1) \times (d^2 - 1)\) matrix \(W_G\) is the unital part of \(G\) (see Eq. (9)). As we prove below, for trace preserving maps, the determinant-based measure \(u'(G)\) provides a lower bound for \(u(G)\). This can be easily shown by noticing that

\[ \mathrm{Tr}(W_G^T W_G) = \sum_{n=1}^{d^2-1} s_n^2, \]  

where \(\{s_n\}\) are the singular values of \(W_G\). If \(G\) is trace preserving, then we have \(\det(G) = \det(W_G)\) which implies that \(|\det(G)| = \prod_{n=1}^{d^2-1} s_n\). Finally, the sought result

\[ u(G) \geq u'(G) \]  

(25)

readily follows from application of the arithmetic mean-geometric mean (AM-GM) inequality. Furthermore, as shown in Sec. [4] for gates that are “close” to a unitary operation, the measures \(u(G)\) and \(u'(G)\) yield nearly the same results.

Let us now consider the framework of quantum-open systems to further explore the connection between the measure \(u'(G)\) and the effects of decoherence. First, we assume that the evolution of a \(d\)-dimensional system can described by the time-independent Lindblad master equation [40, 41].

\[ \frac{d\rho}{dt} = \mathcal{L}(\rho) = \mathcal{H}(\rho) + \mathcal{D}(\rho) \]  

(26)

Here, \(\mathcal{H}(\rho) = -i[H, \rho]\), where \(H\) is the system’s Hamiltonian, the term \(\mathcal{D}(\rho) = \sum_{k=1}^{d^2-1} \gamma_k \mathcal{D}_k(\rho)\) takes into account dissipative effects and each map \(\mathcal{D}_k\) has the form

\[ \mathcal{D}_k(\rho) = \frac{1}{2}([F_k \rho, F_k^\dagger] + [F_k^\dagger, \rho F_k]), \]  

(27)

which, together with the condition \(\gamma_k \geq 0\), guarantees that the evolution of the system is completely positive. Trace preservation follows from the fact that \(\mathrm{Tr}[\mathcal{D}_k(\rho)] = \mathrm{Tr}[\mathcal{H}(\rho)] = 0\).

Since we have assumed that Eq. (25) is time-independent, the map \(\rho_0 \rightarrow \rho_t = S_t(\rho_0),\) describing the evolution of the system, is simply given by \(S_t = e^{t\mathcal{L}}\). Now, using the Liouville representation Eq. (1), we express the generator \(\mathcal{L}\) and the map \(S_t\) as \(d^2 \times d^2\) real matrices, which allows us to write

\[ \det(S_t) = e^{t\mathrm{Tr}[\mathcal{L}]). \]  

(28)

As noticed in Refs. [28, 32], the determinant \(\det(S_t)\) does not depend on the Hamiltonian part \(\mathcal{H}(\cdot)\) of the Lindblad equation. Indeed, choosing any operator basis \(\{P_n\}_{n=1}^{d^2}\) one can easily show that \(\mathrm{Tr}[\mathcal{H}] = -\frac{i}{\hbar} \sum_n \mathrm{Tr}(P_n[H, P_n]) = 0\). Consequently, for a system evolving according to a Lindblad equation, the unitarity measure \(u'(S_t)\) will solely depend on the dissipative part \(\mathcal{D}\). Moreover, this result also holds in the case of a time-dependent Lindblad equation. The dynamical map \(S_t\) for a time-dependent generator \(\mathcal{L}_t = \mathcal{H}_t + \mathcal{D}_t\) can be written as \(S_t = T_\mathcal{D}_t e^{t\mathcal{L}_t}\), where \(T_\mathcal{D}_t\) is the time-ordering operator. Equivalently, discretizing the interval \((0, t)\), we can formally write \(S_t = e^{\sum_n \mathcal{L}_t \Delta t} = e^{\mathcal{L}_1 \Delta t} \cdots e^{\mathcal{L}_n \Delta t}\), where \(t_n > t_{n-1} > \cdots > t_1, \Delta t \to 0\) and \(n \to \infty\). Finally, taking the determinant of \(\prod_{k=1}^{n} e^{\mathcal{L}_t \Delta t}\) and invoking the fact that \(\mathrm{Tr}[\mathcal{H}_t] = 0\), results in the relation

\[ \det(S_t) = e^{t\mathrm{Tr}[\mathcal{L}])dt'}, \]  

(29)

which does not involve the system’s Hamiltonian. This observation implies that if the implementation of a certain set of gates \(\{G_k\}_k\) of equal duration \(\Delta t\), can be described (correctly) by a Lindblad equation, with a deterministic control Hamiltonian \(\mathcal{H}(t)\) (e.g., describing microwave pulses applied to a superconducting qubit) and a time-independent term \(\mathcal{D}\) (to ensure context-independence), then these gates will share the same determinant (and unitarity), namely

\[ \det(G) = \exp \left( \sum_k \gamma_k \mathcal{L}[D_k] \right), \]  

(30)

\[ u'(G) = \exp \left( \frac{2}{d^2-1} \sum_k \gamma_k \mathcal{L}[D_k] \right). \]  

(31)
The relevance of this fact is that it can be verified, experimentally, employing the ID-test described earlier in this subsection.

The traces $\text{Tr}[D_k]$, appearing in the above expressions, can be easily related to the Lindblad operators $F_k$ [42]. Indeed, for any operator basis $\{P_n\}_{n=1}^{n^2}$ (such that $\text{Tr}[P_n P_m] = d \delta_{nm}$) and any $d \times d$ matrix $A$, we have the relation $\sum_n P_n A P_n = d \text{Tr}[A] I_d$ [43]. This suffices to show that the trace of the map $\text{Eq. (27)}$ is given by

$$\text{Tr}[D_k] = \frac{1}{2} \sum_n \left( \text{Tr}(P_n[f_k P_n, F_k]) + \text{Tr}(P_n[f_k, P_n F_k]) \right)$$

$$= -d(\text{Tr}[F_k^2] - \frac{1}{d} \text{Tr}[F_k]^2) \leq 0. \quad (32)$$

Here, in the last step, we made use of the Cauchy-Schwarz inequality $|\text{Tr}(A^\dagger B)|^2 \leq \text{Tr}(A^\dagger A) \text{Tr}(B^\dagger B)$ (with $A = I_d$ and $B = F_k$). Finally, it is worth recalling that the Lindblad operators $\{F_k\}$ are not unique as both the mixing transformation $F_k \rightarrow \sum_l U_{kl} F_l$, where $U$ is unitary, and the c-number shift transformation

$$F_k \rightarrow F_k + c_k, \quad H \rightarrow H + \frac{1}{2d} \sum_k \gamma_k (c_k^* F_k - c_k F_k^*), \quad (33)$$

leave the Lindblad equation invariant [44]. As expected, these transformations do not modify the trace $\text{Tr}[D_k]$ either, as apparent from Eq. (32).

As an example, let us apply the Lindblad equation (26) to describe the evolution of a qubit undergoing energy relaxation and dephasing with decay rates $\gamma_1$ and $\gamma_\phi$, respectively. These decoherence channels can be described by means of the traceless Lindblad operators $F_1 = \sigma_-$ and $F_\phi = Z/\sqrt{2}$ [45]. If the qubit’s Hamiltonian is $H = -\omega Z$, then, in the operator basis $\{I, X, Y, Z\}$, the matrix representation of $S_1$ is

$$S_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos(\omega t) e^{-\frac{i}{\sqrt{2} \gamma_1} t} & \frac{-i}{\sqrt{2} \gamma_1} \sin(\omega t) e^{-\frac{i}{\sqrt{2} \gamma_1} t} & 0 \\ 0 & -\frac{i}{\sqrt{2} \gamma_1} \sin(\omega t) e^{-\frac{i}{\sqrt{2} \gamma_1} t} & \cos(\omega t) e^{-\frac{i}{\sqrt{2} \gamma_1} t} & 0 \\ 1 - e^{-\frac{i}{\sqrt{2} \gamma_1} t} & 0 & 0 & e^{-\frac{i}{\sqrt{2} \gamma_1} t} \end{bmatrix}, \quad (34)$$

where $1/T_1 := \gamma_1$ and $1/T_2 := \gamma_1/2 + \gamma_\phi$. Making use of Eqs. (30) and (32), we immediately find that $\det(S_1) = \exp(-2t(\gamma_1 + \gamma_\phi))$, which can be explicitly checked using the matrix Eq. (34). Consider now two qubits, $A$ and $B$, interacting independently with local environments, as discussed above. Then the matrix representation (in the product basis $\{I, X, Y, Z\} \otimes \{\downarrow, \uparrow\}$) of the map describing the evolution of the qubits is simply $S_1^{AB} = S_1^A \otimes S_1^B$, where the $4 \times 4$ matrices $S_1^{AB}$ are of the form Eq. (34). Using the fact that $\text{det}(C \otimes D) = \text{det}(C)^n \text{det}(D)^n$, for two $n \times n$ matrices $C$ and $D$, we get $\det(S_1^{AB}) = \exp[-8t(\sum_{k=1,\phi} (\gamma_k^A + \gamma_k^B))]$, where $\gamma_k^{A(B)}$ are the decay rates corresponding to the local environment of qubit $A(B)$. The same result can be obtained by setting $d = 4, F_k^A = F_k \otimes I_B, F_k^B = I_A \otimes F_k$ in Eq. (32).

Finally, this basic example can be further explored to show that the ID-test can potentially detect context-dependence caused by classically correlated noise, such as random telegraph noise (RTN) [46,49]. More precisely, consider fluctuations in the qubit’s frequency of the form $\omega(t) = \omega_0 + \eta(t)$, where the stochastic function $\eta(t)$ describes a RTN signal. Then, averaging the map Eq. (34) (with $\gamma_1, \gamma_\phi = 0$) over many realizations (configurations) of the RTN process, we get $\langle S_1 \rangle = 1 + \langle W_t \rangle$, where the average of the unital part $W_t$ is

$$\langle W_t \rangle = \begin{bmatrix} \cos(\omega_0 t) & \sin(\omega_0 t) \\ -\sin(\omega_0 t) & \cos(\omega_0 t) \end{bmatrix} \langle e^{i\phi} \rangle + 1 \quad (35)$$

and $\varphi_t = \int_0^t \eta(t') dt$. Hence, $\det(\langle S_1 \rangle) = \langle \exp(i\varphi_t) \rangle^2$, which implies that a non-zero amplitude RTN signal $\eta(t)$ will lead to deviations from linearity in the, SPAM-insensitive, test Eq. (21). Here it should be noted that an alternative way of identifying this kind of correlated noise, in a SPAM-insensitive fashion, has been recently proposed in Ref. [50]. Roughly speaking, the idea presented in [50] consists in studying the function $\langle \exp(i\varphi_t) \rangle$ by means of a combination of Ramsey and Hahn spin echo sequences and RB, through which $\text{Tr}(\langle W_t \rangle)$ is extracted.

F. A toy model of context-dependence

To elucidate some of the points discussed in this section, we now consider a solvable toy model, wherein the context-dependence of the operations on a system $A$ is generated through an “unwanted” interaction with a small quantum system $B$ (which acts as a memory). As mentioned earlier in subsection [II C], our permutational tests for context-dependence require testing sequences containing at least two different types of instructions. We take these instructions to be $I$ and $X_\pi$, which would ideally produce the unitalary operations $I$ and $X_{\pi/2}$ on a qubit $A$. To introduce context-dependence in this model, it suffices to assume that (i) the result of the instruction $I$ is an operation $I = U_{AB}$ acting on a larger system $AB$, where $B$ is another qubit whose initial state is of the form $|\rho_B \rangle = 1/2(I + n_Z |Z\rangle Z)$, with $|n_Z| < 1$; (ii) the instruction $X_{\pi/2}$ results in the context-independent operation $X_{\pi} = X_{\pi} \otimes I_B$ (it does not affect system $B$), as depicted in Fig. 2(a); (iii) finally, we take the two-qubit operation $U_{AB}$ to be given by

$$U_{AB} = \exp(-i\phi \frac{Z}{2} \otimes Z). \quad (36)$$

Let our target set of input states and measurement observables be $|\rho_i \rangle = |\phi_i \rangle \langle \phi_i |$ and $\Pi_k = |\phi_k \rangle \langle \phi_k |$, where $\{|\phi_i \rangle \}_{i=1}^4$ is the “standard” single-qubit tomographic set $|\phi_1 \rangle = |g\rangle$, $|\phi_2 \rangle = |e\rangle$, $|\phi_3 \rangle = 1/\sqrt{2}(|g\rangle + |e\rangle)$ and $|\phi_4 \rangle = 1/\sqrt{2}(|g\rangle + i|e\rangle)$. If the initial state of $A$ is $|\rho_0 \rangle = |g\rangle \langle g |$ and the POVM effect is $M_0 = |e\rangle \langle e |$ (see the diagram Fig. 1), then our target set can be realized using the input/output gates $\{G_i^{\text{in}} = \{I, X_\pi, Y_{\pi/2}, X_{-\pi/2}\}\} \text{ and } \{G_i^{\text{out}} = \{X_\pi, I, Y_{\pi/2}, X_{-\pi/2}\}\}$. To keep this model simple, we assume that these gates are context-independent, which is equivalent to the fixed-SPAM assumptions discussed in subsection [III D]. We introduce SPAM errors by adding a gate-dependent depolarizing channel $D_i(\rho) = \alpha_i \rho + (1 - \alpha_i) I/2$ to each input/output
where $F$ context-dependence by observing changes in the fidelities variation of $\det$.

It suffices to compare two of these probability matrices, for example $P_{(m,0)}$ and $P_{(m/2,m/2)}$, to show that Eq. (37) cannot be generated by context-independent operations acting on system $A$. Indeed, application of the PD-test Eq. (13) to the sequences $S_{(m_1,m_2)}$ yields

$$\det[P_{(m_1,m_2)}] = \frac{(1 + \alpha_\pi)^2\alpha^2_{\pi/2}}{16} \times [1 - (1 - (m_2 - m_1)\pi^2) \sin^2(\Delta m\phi)] \neq \text{const.} \quad (38)$$

where $\Delta m := m_2 - m_1$. Note that the initial state of the memory (qubit $B$) determines the amplitude of the variation of $\det[P_{(m_1,m_2)}]$. Since the permutations considered in Fig. (b) are cyclic, we can also try to detect context-dependence by observing changes in the fidelities $\mathcal{F}_{(m_1,m_2)}^{(r)} = 1/d^2 \text{Tr}[(P_{(m_1,m_2)} P_0^{-1})^r]$ (see the permutational test Eq. (17)). Here, the reference probability matrix $P_0$ (which corresponds to the instruction $I_0$) has entries given by

$$(P_0)_{k_i} = \text{Tr}[M_0 D_k \circ G_k^{\text{out}} \circ D_i \circ G_i^{\text{in}}(\rho_0)], \quad (39)$$

where $D_i(\cdot), i = 1 \ldots 4$, are the depolarizing channels introduced earlier in this subsection and $G_i^{\text{out}}$ are our ideal input (output) gates. For the sequences Fig. (b), we find that the fidelity $\mathcal{F}_{(m_1,m_2)}^{(1)}$ vanishes identically. On the other hand, from Eq. (38) we know that at least one of the higher “moments” $\mathcal{F}_{(m_1,m_2)}^{(r)} (r \geq 2)$ must reveal context-dependence. Indeed, for $r = 2$ we have

$$\mathcal{F}_{(m_1,m_2)}^{(2)} = \frac{1}{4} \text{Tr}[(P_{(m_1,m_2)} P_0^{-1})^2] = 1 - \frac{1 - (m_2 - m_1)\pi^2}{2} \sin^2(\Delta m\phi) \neq \text{const.} \quad (40)$$

The form of the above context-dependence witnesses follows directly from the fact that the spectrum of the reduced map $\rho \rightarrow \text{Tr}[B_S[\rho]](\rho \otimes P_B)$ is $\{1, -1, |\lambda|, -|\lambda|\}$, where $|\lambda| = \sqrt{1 - (1 - (m_2 - m_1)\pi^2) \sin^2(\Delta m\phi)}$ (hence $\mathcal{F}_{(m_1,m_2)}^{(1)} = 0$).

The probability matrix Eq. (37) may also be used to discuss the ID-test Eq. (21). To do this, we consider the circuit in Fig. (c) which describes sequences of the form $S_m = [m]X_\pi$.
Treating the operation $X_\pi$ as a SPAM error and making use of Eqs. (37) and (38), we readily find that

$$L_m = -\log(|\det(P_{0,0}^{\text{ideal}})|) + \log(|\det(P_{0,m,0})|)$$

$$= 2 \log \left( \frac{(1 + \alpha_i)\alpha_{2/2}}{2} \right) + \log[1 - (1 - n_z^B)^2] \sin^2(m\phi),$$  \hspace{1cm} (41)

(Note that for our tomographic set $\det(P_{0,0}^{\text{ideal}}) = 1/4$.) The non-linear behavior of $L_m$ in the above equation implies that the reduced dynamics of qubit $A$ cannot be generated by iterations of a context-independent operation $\Pi_A$. Furthermore, for sufficiently long sequences (with $m > m_{cr} = [\pi/(2\phi)]$), the non-monotonicity of $L_m$ indicates CP-indivisibility (for fixed SPAM). In this toy model, the same conclusion is reached by examining the spectral radius Eq. (18). Specifically, employing the matrices $P_{0,0,m}$ and $P_{0,m,0}$, corresponding to the sequences described in Fig. 2(c), we compute the spectral radius

$$\mathcal{R}[P_{0,0,m}^{-1}(P_{0,m,0})] = \max(1,|\mu|),$$  \hspace{1cm} (42)

where $\mu$ is given by

$$\mu = \frac{\cos(m\phi) + in_z^B \sin(m\phi)}{\cos(m_0\phi) + in_z^B \sin(m_0\phi)}.$$  \hspace{1cm} (43)

Hence, for $|n_z^B| \neq 1$, the reduced dynamics of qubit $A$ between $m_0$ and $(m > m_0)$ cannot be described by a CPTP map when $\sin^2(m\phi) < \sin^2(m_0\phi)$ (for which $|\mu| > 1$).

III. THE ZZ MODEL AND DISSIPATION

In this section, we describe in greater detail the more realistic model of context-independence introduced in Ref. [7]. This model will be used later in this work to explore how statistical fluctuations affect the tests described in the previous section. The main difference between the toy model presented in the previous subsection and the one we discussed here, is that the latter takes into account dissipative effects such as energy relaxation and dephasing. In addition, this model will be consistent in the sense that the form of the input and output gates, $G_{\text{in(out)}}$, employed to obtain the probabilities matrices $P(S)$, will be same as that of the gates used in the sequences we test.

As the previous subsection, we consider two qubits $A$ and $B$, coupled via an Ising interaction $V = \frac{J}{2} Z \otimes Z$. For the sake of simplicity, we assume that single qubit gates are implemented via the time-dependent control Hamiltonian $H_c(t) = \Omega_i \cos(\omega_i t + \phi_i) X^i$, $i = A, B$ (here $X, Y$ and $Z$ are the standard Pauli matrices). In a frame rotating with the frequency of the qubits, this control Hamiltonian assumes the form

$$H_c^R = \frac{\Omega_i}{2} (\cos(\phi_i) X^i - \sin(\phi_i) Y^i)$$  \hspace{1cm} (44)

(after the rotating wave approximation [51]). The time-independent Hamiltonian $H_c^R$ can be used to implement a set of single qubit gates of equal duration $t_g$ by choosing the appropriate amplitude $\Omega$ and phase $\phi_i$ for each gate. On the other hand, notice that the Ising Hamiltonian $V$ and the maps $\mathcal{I}_k$ (see Eq. (50)) describing energy relaxation, spontaneous excitation and dephasing (via the Lindblad operators $F_1 = \sigma_-, F_3 = \sigma_+$ and $F_0 = Z/\sqrt{2}$), retain their form in the rotating frame (these processes commute with the free evolution of the qubit). Based on these observations, and motivated by Eq. (44), we will assume that the noisy implementation of a gate $G \otimes I_B$, in the presence of the unwanted interaction $V$, is given by following map acting on $AB$:

$$G = \exp(J_G + t_g V_m + t_g \mathcal{D}),$$  \hspace{1cm} (45)

Here, $J_G$ is a generator of the gate $G$, $V_m$ represents the map $\rho \rightarrow -i[V, \rho]$, $\mathcal{D} = \sum_k \gamma_k \mathcal{I}_k$ describes local energy relaxation, spontaneous excitation and dephasing (with decay rates $\gamma_1, \gamma_2, \gamma_3$, $i = A, B$ and $T_g$ is the gate duration. We take the generators $J_G$ of the rotations $X_0 \otimes I_B (Y_0 \otimes I_B)$ to be the Liouville representations of the maps $-i\frac{\theta}{\pi} \mathcal{A}_{X(Y)} \otimes I_B$, where $\mathcal{A}_{X(Y)} (\cdot) := [H, \cdot]$, while the noisy idle gate $I$ is assumed to be generated by $J_I = 0$. This model of context-dependent operations is schematically summarized in Fig. 3.

Also, for consistency, we assume that the initial state of the system is $\rho_{0}^{AB} = \rho_{0}^{A} \otimes \rho_{0}^{B}$, where $\rho = 1/2(I + n_z Z)$, with

$$n_z^i = \frac{\gamma_1^i - \gamma_3^i}{\gamma_1^i + \gamma_3^i},$$  \hspace{1cm} (46)

which ensures that $\rho_{0}^{AB}$ is stationary under the action of $\mathcal{D}$ and $\mathcal{V}$. That is, $\mathcal{D}(\rho^{AB}) = \sum_k \gamma_k \mathcal{I}_k \mathcal{D}(\rho^{AB}) = \mathcal{V}(\rho^{AB}) = 0$. Finally, we take our POVM effect $M^{AB}$ to be $M^{A}_{0} \otimes I_B$ (which is equivalent to tracing out system $B$ right before measuring $M^{A}_{0}$), where $M^{A}_{0} = \eta |e\rangle \langle e| (0 < \eta \leq 1)$. Thus, in this model, our probability matrices $P(S)$ will be given by

$$P_{k|h}(S) = \text{Tr}([M_0^A \otimes I_B]G_k \circ S \circ G_{\text{in(out)}}(\rho_{0}^{AB})),$$  \hspace{1cm} (47)

where $G_{\text{in(out)}}$ and $S$ are the noisy implementations Eq. (45) of a set of input(output) gates and a sequence of instructions $S$, respectively.
respectively. The sources of SPAM errors in this model are (i) the errors in the gates $G^{\text{in/out}}$, (ii) the unknown parameter $n^2$ in the initial state $\rho_0 = 1/2(I + n^2 Z)$, (iii) and the “efficiency” $\eta$ of the POVM effect $M^A = |\psi\rangle \langle \psi |$. For $J = 0$ (i.e., no interaction between the qubits $A$ and $B$) each operation $G$ on $A$ is context-independent and, regardless of the SPAM errors mentioned above, we can estimate its unitarity $u(G)$ using the ID-test Eq. (27). Moreover, setting $\mathcal{V} = 0$ in Eq. (25) and making use of Eqs. (31) and (32), we obtain the following gate-independent expression for the unitarity of $G$:

$$u'(G) = |\det(G)|^{2/3} = \exp[-\frac{4\eta}{3}(\gamma_1^A + \gamma_0^A + \gamma_3^A)].$$

A feature of this model is that for certain sequences of instructions the context-dependence effects will not be visible (let alone statistically significant). More precisely, if we choose $\varphi := Jt_g \ll 1$, then, as shown in Ref. [71], application of the ID-test to the sequence $S_m = X_\varphi^m$ will result in a nearly linear relationship between $L_m$ and the length of $S_m$. However, iterations of the form $S_m = (X_{-\pi/2} X_{\pi/2})^m$ or $S_m = (X_{2\pi} X_{-\pi})^m$ will lead to a marked non-linear behavior of $L_m$ (and even CP-indistinguishability for sufficiently long sequences. This happens because certain sequences in our model will not amplify the context-dependence effects induced by a small parameter $\varphi = Jt_g$ [52].

IV. SIMULATION AND ANALYSIS OF STATISTICAL FLUCTUATIONS

We now turn our attention to examining the impact of statistical fluctuations on the test for context-dependence discussed in detail in Sec. III. In practice, a matrix element $P_{k|\lambda}$ will be estimated by repeating the experimental configuration shown in Fig. 1 a finite number of times $N_s$. This will yield the estimate $\hat{P}_{k|\lambda} = n_{k|\lambda}/N_s$, where $n_{k|\lambda}$ is the number of times we observe the event described by the POVM effect $M_\lambda$. Clearly, in the limit $N_s \to \infty$, the estimates $\hat{P}_{k|\lambda}$ will obey Born’s rule, i.e., $\hat{P}_{k|\lambda} \to P_{k|\lambda} = \text{Tr}(M_\lambda G^{\text{out}} \circ \sigma G^{\text{in}}(\rho_0))$ and thus, our tests will be exact and insensitive to SPAM errors, as shown earlier in this work. For $N_s \gg 1$, we expect the estimates $\hat{P}_{k|\lambda} = n_{k|\lambda}/N_s$ to be close to the corresponding true probabilities $P_{k|\lambda}$. Thus, the goal of this, and subsequent sections, will be to explore how the fluctuations

$$\delta \hat{P}_{k|\lambda} := \hat{P}_{k|\lambda} - P_{k|\lambda}$$

affect the statistical significance of the context-dependence tests and the precision of the unitarity estimates $u'(G)$. Providing a general answer to this question is a difficult problem because our tests are based on quantities involving all the matrix elements of $\mathcal{P}(S)$ (e.g., $\log(|\det(\mathcal{P}(S))|)$). For this reason, we will first restrict our discussion here to the statistical significance of context-dependence effects generated via the ZZ model described in the previous section.

Statistical fluctuations can straightforwardly be incorporated into our model by “perturbing” the true probabilities $P_{k|\lambda}$ obtained from our “ideal” simulations (as those shown in Ref. [7]), wherein $N_s = \infty$. More precisely, we will generate estimates $\hat{P}_{k|\lambda}$ by sampling the number of events $n_{k|\lambda}$ from the binomial distribution $\text{Bin}(N_s, P_{k|\lambda})$, with $N_s \gg 1$. For sufficiently large values of $N_s$, the counts $n_{k|\lambda}$ will be normally distributed, with mean $N_s P_{k|\lambda}$ and variance $N_s P_{k|\lambda}(1 - P_{k|\lambda})$. Hence, the fluctuations $\delta \hat{P}_{k|\lambda}$ will be distributed as follows:

$$\delta \hat{P}_{k|\lambda} \sim \mathcal{N}(0, P_{k|\lambda}(1 - P_{k|\lambda})/N_s),$$

where $\mathcal{N}(\mu, \sigma^2)$ denotes a normal distribution with mean $\mu$ and variance $\sigma^2$. As a result, the fluctuations of the quantities computed from $\hat{P}(S)$ will be, approximately, normally distributed, for sufficiently large values of $N_s$ [53].

Below, we describe in detail a set of simulations that will later allow us to study the power and precision of our tests. (i) For each sequence $S_m$, we generate an estimate $\hat{P}_m$ by sampling the counts $n_{k|\lambda}$ from the binomial distribution $\text{Bin}(N_s, P_{k|\lambda})$. We then use this estimate to calculate the quantity of interest $y_m$ (e.g., the log-det of $\hat{P}_m$). The purpose of this step is to simulate data corresponding to an experiment with $N_s$ runs per measurement configuration.

(ii) To estimate the variance of $y_m$, we resort to the bootstrap method [53]. That is, for each $P_m$, we generate a set of $B$ bootstrap replicas. Each replica is generated by resampling each entry of the “counts-matrix” $N_s P_m$ from the binomial distributions $\text{Bin}(N_s, P_{k|\lambda})$. For each replica $P_{m,b}$ we compute the quantity of interest $y_{m,b}$. Then the sample variance

$$\sigma^2_m := \text{Var}\{y_{m,b}\}_{b=1}^B,$$

provides a reasonable estimate of the true variance of $y_m$. Note that, in general, the variances $\sigma^2_m$ will be heteroskedastic (i.e., $\sigma^2_m$ will depend on $m$). For the determinant-based tests, we will replace, in Sec. VI, the bootstrapping by a more computationally efficient, yet equivalent, method. Namely, we will work out the distribution of the quantity $\log(|\det(\hat{P})|)$, which will allow us estimate the variances $\sigma^2_m$ using a function $P_m \to \hat{\sigma}^2[\hat{P}_m]$.

(iii) We repeat step (i) $R$ times. That is to say, we consider a set of $R$ hypothetical experiments. We do this step to verify some of our assumptions (e.g., normality) as well as to present results (such as the power of a test) which are independent of our random number generator. The purpose of this step (and step (ii)) will become more apparent in the next subsections.

The left three panels in Fig. 4 show the single-qubit realization of step (i), using $N_s = 50,000$ runs per experimental configuration. Context-dependence and SPAM errors were introduced via the ZZ model discussed in Sec. III. The PD-test Eq. (13), displayed in Fig. 4(a), was applied to permutations of the sequence $S_1 = 1^n 2^n$, where $n = 250$. More precisely, we considered non-cyclic permutations of the form $S'_n = 1^{n-k+1} 2^{n-k+1} 3^{n-k+1} \cdots k = 1, 2, \ldots, n + 1$. We then perturbed (as explained in step (i)) the $M = 51$ probability matrices $P_{1|\sigma_1}, P_{2|\sigma_2}, P_{3|\sigma_3}, \ldots, P_{251|\sigma_{251}}$, which were used to compute the log-dets $L_{\sigma_1}, \ldots, L_{\sigma_{251}}$. Figure 4(c) shows simulations of the cycle-test applied to cyclic permutations of the sequence $S_1 = 1^n 2^n$, with $n = 500$, that is, $S_n = \cdots$
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\section{GMD-like bounds on the orthogonalization time}

In this section, we will derive the GMD-like bounds on the orthogonalization time, which involves a pair of probability matrices and is unbiased. We start by introducing the relevant concepts and notations.

To ensure that each fidelity $F_{\sigma_k}^{(2)}$, which involves a pair of probability matrices, is unbiased, we generated a set of $M = 51$ statistically independent probability matrices $\mathbf{P}_0^{(1)}, \mathbf{P}_0^{(2)}, \ldots, \mathbf{P}_0^{(501)}$ (while keeping the reference sequence $S_0 = \mathbf{I}_2$ fixed). The dots in Fig. 4(c) represent the fidelity estimates $F_{\sigma_k}^{(2)} = 1/4 \text{Tr}[(\mathbf{P}_0^{(k)})^{-1} \mathbf{P}_0^{(k)}]$, whose fluctuations are now, to a good approximation, distributed as $\mathcal{N}(0, \sigma^2)$. Finally, the panel Fig. 4(e) displays the results of the ID-test Eq. (21), applied to the sequences $S_m = \Gamma^m$, $m = 0, 10, 20, \ldots, 500$. The parameters we used to generate the plots showed in Fig. 4 were as in Ref. [7], namely, $\gamma_A = \gamma_B = \gamma_1 = 1/(60 \text{ ns})$, $\gamma_A = \gamma_B = \gamma_1 = 2$, $t_\varphi = 20 \text{ ns}$. (Note that these values correspond to state-of-the-art superconducting qubits [6].) The initial states of $A$ and $B$ have $n^A = n^B = 0.84$ (which determines the value of $\gamma_\varphi$) and we took the efficiency of the POVM effect $M_0 = \eta |\varphi\rangle \langle \varphi|$ to be $\eta = 0.95$. As in the toy-model discussed in Sec. [16], the probability matrices were obtained employing the noisy set of gates $\{G_{\text{in}}\} = \{\mathbf{I}, \mathbf{X}_0, \mathbf{Y}_{\pi/2}, \mathbf{X}_{-\pi/2}\}$ and $\{G_{\text{out}}\} = \{\mathbf{X}_0, \mathbf{I}, \mathbf{Y}_{\pi/2}, \mathbf{X}_{-\pi/2}\}$.

The right three panels in Fig. 4 were obtained using steps (ii) and (iii). These display the distribution (histogram) of the $\chi^2$-statistic (which depends on the variances $\sigma^2_m$ of the observations), obtained by considering an ensemble of $R$ of experiments, as those shown in Figs. 4(a), 4(b), and 4(e). We will return to this discussion in the next subsection, where we will use the $\chi^2$-statistic for hypothesis testing.

The context-dependence effects, for the nonzero values of $\varphi$, shown in Figs. 4(a), 4(c), and 4(e), are markedly visible and any sensible statistical tests will lead us to the conclusion that some of our gates must necessarily be context-dependent. However, for smaller values of $N_\varphi$ or $\varphi$, these signals will become less discernible; thus some statistical tools will be required to assess the statistical significance of these effects.

The null hypotheses associated with our tests will be convenient to formulate the problem of detection of context-dependence in the popular framework of hypothesis testing. The null hypotheses associated with the permutation tests Eqs. (14), (17) and the ID-test (21) are

\begin{align}
L_{\sigma_\varphi} & \quad \text{is constant,} \\
F_{\sigma_k}^{(\varphi)} & \quad \text{is constant,} \\
L_m & \quad \text{is linear in } m. 
\end{align}

Thus, our approach will be to assume that the above hypotheses are true unless the value of some statistic $T$ provides strong evidence to reject them. Finally, note that our SPAM-insensitive tests for CP-divisibility (see Sec. [11]) are less amenable to hypothesis testing. For example, the question of the monotonicity of the quantity $\log(|\det(P_m)|)$, taking into account statistical fluctuations, could be addressed using the isotonic regression method [56], but this topic goes beyond the scope of this work and will not be discussed further here.

\section{A. Weighted least squares and the chi-squared statistic}

The variances $\sigma^2_m$ found via the bootstrap method (see step (ii)) play a key role in assessing the goodness of fit of a particular model. Since the homoskedasticity of our observations cannot be guaranteed, we will employ the weighted least squares method (WLS) to fit $q$-parameter models of the form

$$y_i(\beta) = \sum_{n=0}^{q-1} \beta_n t^n_i,$$

\begin{equation}
\text{to a set of observations } \{y_i\}_{i=1}^M \text{ (see, e.g., the plots in Fig. 4).}
\end{equation}

The WLS estimate of $\hat{\beta} = (\hat{\beta}_0, \ldots, \hat{\beta}_{q-1})$ minimizes the weighted residual sum of squares (with weights $w_i := 1/\sigma^2_i$).
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More precisely, the WLS estimate of $\beta$ is the solution of the optimization problem

$$
\hat{\beta} = \arg \min_{\beta} \sum_{i=1}^{M} \frac{(y_i - y_i(\beta))^2}{\sigma_i^2}.
$$

(56)

Note that this estimate is precisely the maximum likelihood estimate (MLE), under the normality assumption. The above minimization problem has the closed-form solution

$$
\hat{\beta} = (X_q^TWX_q)^{-1}X_q^TWy,
$$

(57)

where $y = [y_1, \ldots, y_M]^T$ is called the observation vector, $X_q$ is the $M \times q$ design matrix (which depends on the model we are fitting) and $W := \text{diag}(w_1, \ldots, w_M)$.

Note now that the objective function minimized in Eq. (56), is just the chi-squared ($\chi^2$) statistic (see e.g., [55]). Furthermore, if there really is an underlying relationship (i.e., a “true” model) of the form Eq. (55), i.e.,

$$
y = X_q\beta + \varepsilon,
$$

(58)

then the $\chi^2$ statistic should follow the chi-squared distribution with $M - q$ degrees of freedom, i.e., $\chi^2 \sim \chi^2_{M - q}$. For the sake of completeness, we provide here a proof of this well-known fact. First, using Eqs. (57) and (58), we write the $\chi^2$ statistic as follows:

$$
\chi^2 = ||\sqrt{W}(y - X_q\hat{\beta})||_E^2
= ||(I_M - \sqrt{W}X_q(X_q^TWX_q)^{-1}X_q^TW)\sqrt{W}\varepsilon||_E^2,
$$

(59)

where $|| \cdot ||_E$ is the standard Euclidean norm. Now we note that the operator, $P_w := I_M - \sqrt{W}X_q(X_q^TWX_q)^{-1}X_q^TW\sqrt{W}$ enjoys the following properties:

(a) $P_w^2 = P_w$

(b) $P_w^T = P_w$

(c) $\text{Tr}(P_w) = M - q$.

Hence, without loss of generality, the matrix $P_w$ is of the form

$$
P_w = O\text{diag}(1, \ldots, 1, 0, \ldots, 0)^T,
$$

with $O^T = I_M$ and $M-q$.

$$
\chi^2 = ||P_w\sqrt{W}\varepsilon||_E^2
= ||O\text{diag}(1, \ldots, 1, 0, \ldots, 0)^T\sqrt{W}\varepsilon||_E^2.
$$

(60)

Finally, notice that $z := \sqrt{W}\varepsilon \sim N(0, I_M)$, and therefore $z^Tz$ is also standard normally distributed. Since $|| \cdot ||_E$ is invariant under orthogonal transformation, we have $\chi^2 = \sum_{k=1}^{M-q} z_k^2$. Thus, by definition [55], $\chi^2$ will be distributed as

$$
\chi^2 \sim \chi^2_{M - q}.
$$

(61)

Consequently, if a permutational test is implemented (see Eqs. (52) and (53)), using a set of context-independent gates, then the statistic $\chi^2$ will be $\chi^2_{M - q}$ distributed. Clearly for the ID-test Eq. (54), one should observe $\chi^2 \sim \chi^2_{M - 2}$, provided the operations involved are context-independent. We will take advantage of this fact to test for the statistical significance of a potential deviation from context-independence. Namely, using the PDF of the chi-squared distribution with $n$ degrees of freedom, i.e.,

$$
\int_{-\infty}^{\infty} f_n(x)dx = 1,
$$

(62)

we will compute the one-sided $p$-value given by the integral

$$
p := \int_{\chi^2}^{\infty} f_n(x)dx,
$$

(63)

where the $\chi^2$ statistic Eq. (59) will be obtained by fitting a particular model Eq. (55) to our observations $y = [y_1, \ldots, y_M]^T$. By setting an artificial threshold $p_{cr}$, we will reject the null hypothesis (i.e., the context-independence hypothesis) if we observe $p < p_{cr}$.

The right panels in Fig. 4 show the distributions of the chi-squared statistic for the context-independent case $\varphi = 0$. Panels (b) and (d) display the distribution of $\chi^2$, resulting from fitting a constant model $y_i(\beta) = \beta_0$. Examining $M = 51$ observations (i.e., $M = 51$ gate sequences) and considering a set of $R = 10,000$ of hypothetical experiments (used to build the histograms), we obtained the correct distribution, that is, $\chi^2_{51-1}$. Panel (f) in Fig. 4 shows the distribution of the $\chi^2$ statistic obtained from fitting the linear model $y_m(\beta) = \beta_0 + \beta_1m$, to the observations corresponding to the ID-test. Here, using the same values of $M$ and $R$, we found, as expected, that $\chi^2 \sim \chi^2_{51-2}$. These results allowed us to verify, indirectly, that indeed the statistical fluctuations are normally distributed (with zero mean) and, more importantly, that their variances were reasonably estimated via the bootstrap method.

Figures 5(a) and 6(a) show the fraction of times we reject the null hypothesis for the iterative determinant test, and the cycle test, as a function of $N_c$ and the interaction parameter $\varphi$. More precisely, we again generated $R$ observations; for each observation $y_r = (y_1, \ldots, y_M, r)$ we computed the statistic $X_r^2$, which we then used to compute the $p$-value

$$
p_r = \int_{\chi^2}^{\infty} f_{\chi^2}(x)dx,
$$

(64)

with $q = 2$ for the ID-test, and $q = 1$ for the cycle-test. We chose the critical $p$-value $p_{cr} = 0.01$ and counted the number of times $p_r < p_{cr}$, that is, the number of times $N_{rej}$ we rejected the null hypothesis. Figures 5(a) and 6(a) display the ratio $N_{rej}/R$; we observe how this ratio increases as we either increase the interaction strength $\varphi$ or the number of number of runs $N_c$. Note that for $\varphi \neq 0$ and large values of $R$, the ratio $N_{rej}/R$ approximates the power of the test [55], i.e., the probability of correctly rejecting the null hypothesis. In the next subsection we show how by comparing two different models we can improve the rejection ratio, for the same significance level $p_{cr}$.

B. Statistical F-Test for nested models

In the previous subsection, we discussed how the $\chi^2$ statistic may be used to reject the context-independence hypothesis.
Figure 5. Hypothesis testing for the ID-test applied to the sequences $S_m = \Gamma^n$, as in Fig. 4(e). Panel (a) shows the fraction of times the null hypothesis is rejected (i.e., the power of test) by means of the chi-squared statistic vs. the interaction strength $\varphi \times 10^3$ and $N_s$. The number of hypothetical experiments is $R = 10,000$. Panel (b) deals with hypothesis testing based on the $F$ statistic. In both cases, we set $p_{cl} = 0.01$. Panel (c) shows the agreement between the histogram, built out the $R$ hypothetical experiments and $N_s = 50,000$, and the target distribution $F_{1,48}$, when $\varphi = 0$.

Roughly speaking, if the WLS fit of the context-independent model, was “sufficiently bad”, we concluded that, most likely, our gates are context-dependent. Now, in the spirit of model selection \cite{57,60}, we show how the goodness of fit of two nested models, of the form Eq. (55), may be compared.

The main idea is the following: Consider two nested models $\mathcal{M}_1$ and $\mathcal{M}_2$ (of the form Eq. (55)), such that $\mathcal{M}_1 \subset \mathcal{M}_2$ and $\dim \mathcal{M}_1(2) = q_1(2)$. It is clear that if model $\mathcal{M}_1$ is correct then so is model $\mathcal{M}_2$. In addition, the corresponding chi-squared statistics obey $\chi^2_{1(2)} \sim \chi^2_{\mathcal{M}_1} - q_1(2)$ and $\chi^2_{2} \geq \chi^2_{1(2)}$ (which can be seen from Eq. (56)). The following is a useful result (see e.g. \cite{61}), asserting that if $\mathcal{M}_1$ is correct then

$$\Delta \chi^2_{12} := \chi^2_{1} - \chi^2_{2} \sim \chi^2_{q_2 - q_1}.$$  \hfill (65)

Furthermore, it can be shown that the difference $\Delta \chi^2_{12}$ and $\chi^2_{2}$ are statistically independent. Here, for completeness of exposition, we present a sketch of the proof of this fact. As mentioned above, we assume that the observations, i.e., the data is generated by the model $y = X_{q_1} \beta + \varepsilon$. It will prove convenient to set

$$y' = \sqrt{W^{-1}}y', X_{q_1(2)} = \sqrt{W^{-1}}X_{q_1(2)}',$$

and $\varepsilon = \sqrt{W^{-1}}\varepsilon'$, where the weights matrix $W$ is as in Eq. (59). We can now rewrite the difference $\Delta \chi^2_{12}$ in terms of $y'$ as

$$\Delta \chi^2_{12} = y'^T(1 - H_1)y' - y'^T(1 - H_2)y' = y'^T(H_2 - H_1)y',$$ \hfill (66)

where $H_1(2) = (X_{q_1(2)}')'X_{q_1(2)}'X_{q_1(2)}^{-1}X_{q_1(2)} fille$ are symmetric and idempotent $M \times M$ matrices (these are the so-called hat matrices), which satisfy $H_1(2)X_{q_1(2)}' = X_{q_1(2)}'$. Notice now that since $\mathcal{M}_1 \subset \mathcal{M}_2$, the $M \times q_2$ matrix $X_{q_2}'$ contains the columns of $X_{q_1}'$. Hence, $H_2X_{q_2}' = X_{q_2}'$ and $H_2H_1 = H_1H_2 = H_1$. These facts can be used to express Eq. (66) as

$$\Delta \chi^2_{12} = \varepsilon'^T(H_2 - H_1)\varepsilon',$$ \hfill (67)

and also allow us to show that $(H_2 - H_1)^2 = H_2 - H_1$, that is to say, $H_2 - H_1$ is a projector. Equation (65) follows from the fact that $\text{Tr}(H_2 - H_1) = q_2 - q_1$ and $\varepsilon' = \mathcal{N}(0, I_M)$ (see the derivation of Eq. (59)). Finally, the statistical independence of $\chi^2_{2}$ and $\Delta \chi^2_{12}$ can be shown by writing $\chi^2_{2} = \varepsilon'^T(I_M - H_2)\varepsilon'$ and noticing that $(H_2 - H_1)(I_M - H_2) = 0$ \cite{52}.

Thus, for two nested models $\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_1 \subset \mathcal{M}_2$, we will...
consider the $F$ statistic

$$ F = \frac{M - q_2}{q_2 - q_1} \frac{X^2_{q_2} - 1}{X^2_{q_1}}. \quad (68) $$

Then, based on the fact Eq. (65), if model $M_1$ is correct, the above $F$ statistic should, by definition (see e.g. [61]), follow the $F_{q_2-q_1, M-q_2}$ distribution [63]. This fact will allow us to decide whether model $M_2$ describes our observations significantly better than $M_1$. If it does, then we will reject $M_1$, i.e., the null hypothesis. As in the previous subsection, making use of the $F_{n_1,n_2}$ distribution's PDF

$$ f_{n_1,n_2}(x) = \frac{n_1^{n_1/2} n_2^{n_2/2}}{B(n_1/2, n_2/2)} \frac{x^{n_1-1}}{(n_1 x + n_2)^{1/2}(n_1 + n_2)}, \quad (69) $$

(here $B(\cdot, \cdot)$ is Euler's beta function), we compute the $p$-value

$$ p = \int_F^{\infty} f_{y_2-q_1,M-y_2}(x)dx, \quad (70) $$

where $F$ is given by Eq. (68). Here, again, in order to study the power of the $F$-test we considered $R = 10,000$ hypothetical experiments and used Eq. (70) to obtain a set of $p$-values $\{p_i\}^R_{i=1}$. We then counted the number of times a $p_i$ is smaller than $p_{\alpha} = 0.01$, that is to say, the number of times we rejected the null hypothesis specified by model $M_1$.

The panels 5(b) and 6(b) show the power of the $F$-test for the iterative determinant test and the cycle-test. For the ID-test, the models compared in Fig. 5(b) were the null hypothesis specified by model $M_1$ and $y_m = \beta_0 + \beta_1 m$ ($M_1$) and $y_m = \beta_0 + \beta_1 m + \beta_2 m^2$ ($M_2$). For the cycle test, we compared the null hypothesis, i.e., the constant model $y_k = \beta_0$ ($M_1$) and the quadratic model $y_k = \beta_0 + \beta_1 k + \beta_2 k^2$ ($M_2$). In both cases, we observe that the $F$ statistic performs considerably better than the $X^2$ statistic. Finally, the panels 5(c) and 6(c) reflect the agreement between the histograms, built out the $R = 10,000$ hypothetical experiments, and the target distributions in the case $\varphi = 0$.

V. ESTIMATING THE UNITARITY OF A GATE

As shown in Sec. [11E] an attractive feature of the ID-test is that even when no context-dependence is detected, it can be used to extract the unitarity $u'(G)$ of a gate $G$, in a robust fashion, from the slope of $\log(|\det(P_m)|)$. This will be discussed in greater detail in this section, wherein we will take into account the effects of statistical fluctuations and study the precision of the estimate $u'(G)$ obtained via the ID-test. Let us therefore assume the null hypothesis associated with the ID-test to be true (i.e., context-independence). Then our observations $y_m = L_m$ should obey the linear model

$$ y_m := L_m = \beta_0 + \beta_1 m + \varepsilon_m, \quad \varepsilon \sim \mathcal{N}(0, \sigma^2_m), \quad (71) $$

where $\beta_0$ partially characterizes SPAM errors (in the absence of SPAM errors $\beta_0 = 0$) and $\beta_1 = \log(|\det(G)|)$. Thus, according to definition Eq. (22), our unitarity estimate will be

$$ \hat{u}'(G) = e^{\frac{2\beta_1}{\sigma^2_m}}, \quad (72) $$

where $\hat{u}'(G)$ is the true unitarity of the gate $G$. Clearly, in practice, only the estimate $\hat{u}'(G)$ will be available. Nonetheless, the latter can be used to reasonably approximate the standard deviation in Eq. (70). That is to say, we can set $u'(G) = \hat{u}'(G)$, which leads to the simple relation

$$ \sigma^2_{\hat{u}'(G)} \approx \frac{4u'^2(G)}{(d^2 - 1)^2}, \quad (76) $$

In addition, note that for high-fidelity gates we will find that $\hat{u}'(G) \approx 1$ and therefore, $\sigma_{\hat{u}'} \approx 2/(d^2 - 1)\beta_1$.

Figure 7 shows the distributions of the estimates $\hat{\beta}_0, \hat{\beta}_1$ and $\hat{u}'$, obtained from our simulation of the ID-test, applied to the noisy idle gate $\mathbb{I}$. We chose the parameters of our ZZ model to be $\varphi = 0$ (which implies that the linear model Eq. (71) is correct), $n_z = 0.84, \eta = 0.95, \gamma^{-1} = 60 \mu s, \gamma_0 = \gamma_1/2$ and $t_y = 40$ ns (we assumed that both qubits $A$ and $B$ in our ZZ model are identical). The histograms shown in Fig. 7 were built using $R = 10,000$ hypothetical experiments. Furthermore, in the last table we present the results of our simulation of the
Figure 7. Panels (a) and (b) display the probability distribution of the weighted least squares estimate \( \hat{\beta} = [\hat{\beta}_0, \hat{\beta}_1] \) for the ID-test, applied to the gate \( I \). We considered \( N_s = 50,000 \) runs per measurement configuration. The means of the estimates \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) are \( \mu_{\hat{\beta}_0} = -0.731 \) and \( \mu_{\hat{\beta}_1} = -2.12 \times 10^{-3} \), respectively. The standard deviations of the WLS estimates were found to be \( \sigma_{\hat{\beta}_0} = 3.35 \times 10^{-3} \) and \( \sigma_{\hat{\beta}_1} = 1.31 \times 10^{-5} \). Panel (c) shows the distribution of the unitarity estimate \( \hat{u}(I) \). Here we found that \( u' \sim \mathcal{N}(\mu_{u'}, \sigma_{u'}) \), with \( \mu_{u'} = 0.998591 \) and \( \sigma_{u'} = 8.73 \times 10^{-6} \). The lengths of the sequences used in this simulation were \( \{m_n\} = \{0, 10, 20, \ldots, 500\} \).

ID-test, applied to various single-qubit gates. Unsurprisingly, we found the means of our estimates to be equal to the true values \( \beta_0, \beta_1 \) and \( u'(G) \). The true value of the \( y \)-intercept is \( \beta_0 = L_0 = 2 \log(2) + \log(\det(P_0)) = -0.731297 \), which only depends on SPAM errors. The true values of \( \beta_1 \) and \( u' \) corresponding to iterations of gates of duration \( t_g = 40 \) ns are

\[
\beta_1 = \log(\det(G)) = -2t_g (\gamma_1 + \gamma_\phi + \gamma_3) = -2t_g \left( \frac{2\gamma_1}{1 + n_z} + \gamma_\phi \right) = -2.11594 \times 10^{-3},
\]

and

\[
u' = e^{2\beta_1} = 0.9985904.
\]

Table I also contains a comparison between the mean of the estimates \( \hat{u}(G) \) and the unitarity Eq. (24) \( u(G) = 1/(d^2 - 1) \text{Tr}(W_G^T W_G) \). Note that the results presented in Table I show no discernible differences between the measures \( u(G) \) and \( u'(G) \). For example, for the model parameters chosen in our simulations, we find the following difference between the true values of the unitarities \( u(I) \) and \( u(I) \): \( u(I) - u'(I) = 3.7 \times 10^{-10} \) (recall the inequality \( u(G) \geq u'(G) \), proved earlier in Sec. IIE). The fact that this difference is so small is not a mere coincidence resulting from our particular model. This, in general, will be the case for high-fidelity gates. This observation may be explained as follows: A high-fidelity gate \( G \) will be close to a unitary operation, which has all singular values equal to 1. Therefore, we can write the singular values of \( W_G \) as \( s_n = 1 - \delta s_n \), where \( |\delta s_n| \ll 1 \). Next, using the series expansions \( u(G) = 1 - 2/(d^2 - 1) \sum_n \delta s_n + O(\delta s_n^2) \) and \( \det(G) = \det(W_G) = 1 - \sum_n \delta s_n + O(\delta s_n^2) \) yields

\[
u(G) - u'(G) = O(\delta s_n^2).
\]

We thus expect, in practice, both measures to yield similar results. Recall, however, that our determinant-based protocol was devised to detect deviations from context-independence. If no context-dependence is detected, the ID-test can be used to determine the unitarity of an individual gate, unlike the RB-based protocol presented in [38], which yields the unitarity \( \hat{u} \) of the average error map of a 2-design. Note that with our definition of unitarity, the knowledge of the unitarity of the noisy (and context-independent) generators of a group determines the unitarity of all elements of an implementation of that group (e.g., the Clifford group). Finally, it is worth mentioning a class of maps \( G \) for which the measures \( u(G) \) and \( u'(G) \) coincide. Consider a trace preserving map of the form \( G = U_\Lambda \), such that \( U \) is unitary (i.e., \( U^T U = I \)) and the unital part of \( \Lambda \), which we denote by \( W_\Lambda \), is of the form diag(\( \alpha, \alpha, \ldots, \alpha \)). Then, it is clear that \( |\det(G)| = |\det(\Lambda)| = |\det(W_\Lambda)| = |\alpha|^{d^2-1} \) and therefore, \( u'(G) = |\det(\Lambda)| = 1/(d^2 - 1) \text{Tr}(W_\Lambda^T W_\Lambda) = 1/(d^2 - 1) \text{Tr}(W_G^T W_G) = u(G) \). This class includes the depolarizing channel and the map describing the free evolution of a qubit undergoing energy relaxation and dephasing (see the matrix Eq. (34), in the particular case \( T_1 = T_2 \).

The following steps summarize our unitarity estimation protocol:

(i) Iterate a gate \( G \) to obtain a set of \( M \) probability matrices estimates \( \{\hat{P}_m\}_{m=1}^M \).

(ii) Use these probability matrices to compute the observations \( y_m = L_m \).

(iii) Estimate the weights \( w_m = 1/\sigma_m^2 \), which can be done

| Gate | \( \mu_{\hat{\beta}_0} \) | \( \sigma_{\hat{\beta}_0} \) | \( \mu_{u'} \) | \( \sigma_{u'} \) | \( n \) |
|------|-----------------|-----------------|----------------|----------------|---------|
| I    | -0.731          | 3.35 \times 10^{-3} | 0.998590       | 8.73 \times 10^{-6} | 0.998590 |
| X(\pi)| -0.731          | 3.14 \times 10^{-3} | 0.998590       | 8.83 \times 10^{-6} | 0.998590 |
| X(\pi)| -0.731          | 3.14 \times 10^{-3} | 0.998590       | 8.75 \times 10^{-6} | 0.998590 |
| Z(\pi)| -0.731          | 3.73 \times 10^{-3} | 0.99718        | 1.08 \times 10^{-5} | 0.99718  |
| Z(\pi)| -0.731          | 3.72 \times 10^{-3} | 0.99578        | 1.26 \times 10^{-5} | 0.99578  |

Table I. Distribution of the estimates \( \hat{\beta}_0 \) and \( u' \) obtained via the ID-test, applied to various gates. The assumptions and parameters are as in Fig. 4. The duration of the gates \( I, X(\pi)_x \) and \( X(\pi)_z \) is \( t_g \). Here, \( Z(\pi)_x = X(\pi)_x X(\pi)_z \) and \( Z(\pi)_z = X(\pi)_z X(\pi)_x \) and therefore, the durations of these gates are \( 2t_g \) and \( 3t_g \), respectively. Finally, the last column of the table displays the values the unitarity \( u(G) = \frac{1}{d^2 - 1} \text{Tr}(W_G^T W_G) \).
either via bootstrapping or using the method we present in the next section.

(iv) Fit a linear model \( \hat{y}_m = \hat{\beta}_0 + \hat{\beta}_1 m \) and then assess the goodness of fit.

(v) Using Eq. (72), compute the unitarity estimate \( \hat{\nu}'(G) \) and estimate the standard deviation \( \sigma_{\hat{\nu}'} \) via Eqs. (75) and (77).

\[ D_{en} = W^2 \sum_{n>n'} q_n q_n' (m_n - m_n')^2. \]

Hence, we have the inequality \( W_{\max}^2 \sum_{n>n'} (m_n - m_n')^2 \leq D_{en} \leq W_{\max}^2 \sum_{n>n'} (m_n - m_n')^2 \). Finally, the bounds (83) and (84) are obtained by making use of the fact that for evenly spaced lengths \( m_n = (n-1)b, n = 1, 2, \ldots, M \) we have \( \sum_{n>n'} (m_n - m_n')^2 = \frac{b^2 M^2 (M^2 - 1)}{12} \). From Fig. 7(a) we find that for the ID-test, applied to the sequences \( S_m = \| \), \( m = 0, 10, 500 \), we have \( \sigma_{\min} = \sigma_0 \approx 0.011 \) and \( \sigma_{\max} = \sigma_{500} \approx 0.018 \). For these values, the bounds derived above imply that \( \sigma_{\beta_0} \in [1.9 \times 10^{-3}, 8.1 \times 10^{-3}] \) and \( \sigma_{\beta_1} \in [6.4 \times 10^{-6}, 2.8 \times 10^{-5}] \), in agreement with the values presented in the caption of Fig. 7. Finally, using the relation \( \sigma_{\nu} \approx 2/(d-1) \sigma_{\beta_1} \) (see discussion around Eq. (77)), we find that the standard deviation of the unitarity must be in the range \( \sigma_{\nu} \in [4.3 \times 10^{-6}, 1.9 \times 10^{-5}] \). In conclusion, these bounds can be used to estimate the possible ranges of \( \sigma_{\beta_0} \) and \( \sigma_{\beta_1} \) by only studying a few points. For instance, if we hypothesize that the standard deviation of the log-det of \( P_m \) increases monotonically due to decoherence – with the length of the sequence (which in the absence of context-dependence seems to be a reasonable assumption), then the bounds Eqs. (83) and (84) can be computed from the probability matrix estimates \( P_0 \) and \( P_{\max} \).

VI. DISTRIBUTION OF THE LOG-DET AND HETEROSKEDASTICITY

In this section we study in detail the distribution of the quantity \( \log(|\det(P)|) \) – which plays a major role in this work – as a function of the true probability matrix \( P \). To do so, we start by assuming that \( P \) is invertible, which allows us to write \( \log(|\det(P)|) = \log(|\det(P + \delta P)|) = \log(|\det(P)|) + \log(|\det(I + P^{-1}\delta P)|) \). Next, for sufficiently small fluctuations \( \delta P_{ki} \), we can use the well-known approximation \( \log(I + P^{-1}\delta P) \approx 1 + \text{Tr}[P^{-1}\delta P] \). Hence, for \( N_s \gg 1 \), we have

\[ \log(|\det(P)|) \approx \log(|\det(P)|) + \text{Tr}[P^{-1}\delta P]. \]

Since the fluctuations \( \delta P_{ki} \) are independent and gaussian random variables (for \( N_s \gg 1 \), we find, making use of Eqs. (50) and (86), the sought distribution

\[ \log(|\det(P)|) \sim N(\log(|\det(P)|), \sigma_v^2[\hat{P}]). \]
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where the variance \( \tilde{\sigma}^2[\mathcal{P}] \) is given by

\[
\tilde{\sigma}^2[\mathcal{P}] = \frac{1}{N_s} \sum_{i,k} (\mathcal{P}^{-1})_{ik}^2 \mathcal{P}_{ki}(1 - \mathcal{P}_{ki}) \tag{88}
\]

\[
= \frac{1}{N_s} \text{Tr}[(\mathcal{P}^{-1} \circ \mathcal{P}^{-1})(\mathcal{P} - \mathcal{P} \circ \mathcal{P})] \tag{89}
\]

\[
= \frac{1}{N_s} \text{Tr}[(\mathcal{P}^{-1} \circ \mathcal{P}^{-1})(\mathcal{P} \circ Q[\mathcal{P}])] \tag{90}
\]

Here, \( A \circ B \) denotes the entry-wise product of the matrices \( A \) and \( B \) (this operation is also known as the Hadamard product) and \( Q[\mathcal{P}] \) is the complementary probability matrix, whose entries are \( Q[\mathcal{P}]_{ki} = 1 - \mathcal{P}_{ki} \). The last two equations, expressed in terms of the Hadamard product, will prove useful in the next section. Note that in deriving the above relation, we made use of the fact that for two statistically independent Gaussian variables, \( X_1 \sim \mathcal{N}(\mu_1, \sigma_1^2) \) and \( X_2 \sim \mathcal{N}(\mu_2, \sigma_2^2) \), the probability distribution of the sum \( X_1 + c_2 X_2 \) is \( \mathcal{N}(c_1 \mu_1 + c_2 \mu_2, c_1^2 \sigma_1^2 + c_2^2 \sigma_2^2) \).

An obvious application of Eq. (88) is to estimate the standard deviation of \( \log(|\det(\mathcal{P})|) \). That is, given a probability matrix estimate \( \mathcal{P} \), we can approximate the true standard deviation \( \tilde{\sigma}[\mathcal{P}] \) with \( \tilde{\sigma}[\mathcal{P}] \). Note that this approach is, to a large extent, equivalent to the parametric bootstrap method [54], employed earlier in Sec. [V]. A clear advantage of using Eq. (88), instead of the bootstrap method, is that it allows us to considerably save computational time because we do not need to generate \( B \gg 1 \) replicas of \( \mathcal{P} \), for each sequence. Another useful application of Eq. (88) is that it can be used to establish bounds on the standard deviation \( \tilde{\sigma} \). For example, it is straightforward to show that for any probability matrix \( \mathcal{P} \), with singular values \( \{s_k(\mathcal{P})\}_{k=1}^2 \), the following inequality holds:

\[
\tilde{\sigma}^2[\mathcal{P}] = \frac{1}{N_s} \sum_{i,k} (\mathcal{P}^{-1})_{ik}^2 \mathcal{P}_{ki}(1 - \mathcal{P}_{ki}) \tag{91}
\]

\[
\leq \frac{1}{4N_s} \sum_{i,k} (\mathcal{P}^{-1})_{ik}^2 = \frac{1}{4N_s} \sum_{k} s_k(\mathcal{P}^{-1}) \tag{92}
\]

\[
= \frac{1}{4N_s} \sum_{k} s_k^2(\mathcal{P}) = \frac{1}{4N_s} ||\mathcal{P}^{-1}||^2_F, \tag{93}
\]

where \( ||\cdot||_F \) denotes the Frobenius norm [64]. In deriving this upper bound we made use of the inequality \( \mathcal{P}_{ik}(1 - \mathcal{P}_{ik}) \leq 1/4, \) for all \( i \) and \( k \). The above bound will further be examined in Sec. [VII[A].

We used the results presented thus far in this section to study the standard deviations (SDs) associated with the ID-test applied to the gate \( \mathcal{I} \) (see Fig. 8(a)). More precisely, we compared the true SDs obtained via the bootstrap method, using the true probability tables \( \mathcal{P}_m \) (obtained from our ideal simulations), with the standard deviations \( \tilde{\sigma}[\mathcal{P}_m] \) obtained via Eq. (88). Figure 8(a) also shows the upper bounds \( 1/(4N_s)||\mathcal{P}_m^{-1}||^2_F \) computed from the true probabilities matrices \( \{\mathcal{P}_m\}_{m=1}^M \). The results illustrated in Fig. 8(a) show that, indeed, the quantities \( \tilde{\sigma}[\mathcal{P}_m] \) can be used as reasonably accurate estimates of the true standard deviations, when \( N_s \gg 1 \).

The relation Eq. (88) can also be exploited to get a crude estimate of the magnitude of the SD of the quantity \( \log(|\det(\mathcal{P})|) \) by simply considering a simplified model of the gate \( \mathcal{G} \) as we are iterating. This approach will prove useful in reducing the SDs and, consequently, increasing the power of our context-independence tests and the precision of the unitarity estimates, as we explicitly show in the next section. But first, let us examine some simple, yet important, cases. Consider the ideal single-qubit idle gate \( \mathcal{I} = I \) (i.e., the identity matrix) and suppose we can perfectly prepare the input states used thus far (i.e., \( \{|\phi_k\rangle\}_{k=1}^4 = \{|\psi\rangle, 1/\sqrt{2}(|\psi\rangle + |\psi\rangle), 1/\sqrt{2}(|\psi\rangle + i|\psi\rangle)\} \) and also suppose we can perfectly measure the projectors \( \{\Pi_k\}_{k=1}^4 = \{|\phi_k\rangle \langle \phi_k|\}_{k=1}^4 \). Then the probability matrix (with entries \( \mathcal{P}_{\text{ideal}}_{ki} = |\langle \phi_k | \phi_i \rangle|^2 \)) reads

\[
\mathcal{P}_{\text{ideal}} = \begin{bmatrix}
1 & 0 & 1/2 & 1/2 \\
0 & 1 & 1/2 & 1/2 \\
1/2 & 1/2 & 1 & 1/2 \\
1/2 & 1/2 & 1/2 & 1 \\
\end{bmatrix}.
\tag{94}
\]

Now, making use of Eq. (88) we easily find that for this probability matrix the statistical fluctuations of the log-det (when \( N_s \gg 1 \)) are characterized by the standard deviation

\[
\tilde{\sigma}[\mathcal{P}_{\text{ideal}}] = \sqrt{\frac{2}{N_s}}. \tag{95}
\]

To analyze a slightly more complicated case, let us now assume that the matrix representation (in the Pauli basis) of the
idle gate is

\[
\mathbb{I}_t = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-(\gamma_1/2+\gamma_g)t_g} & 0 & 0 \\
0 & 0 & e^{-(\gamma_1/2+\gamma_g)t_g} & 0 \\
1 - e^{-\gamma_1 t_g} & 0 & 0 & e^{-\gamma_1 t_g} \\
\end{bmatrix},
\]

which corresponds to setting \(\gamma_3 = 0\) and \(\varphi = 0\) in our ZZ model. Ignoring SPAM errors and using the same input states and measurements as in the previous example, we find that the variance Eq. (88), associated with the sequence \(S_m = \mathbb{I}_t\), is

\[
\tilde{\sigma}_m = \frac{1}{N_s}[6e^{2\gamma_1 t_g m} \sinh(\gamma_1 t_g m) + 4e^{\gamma_1 t_g m} \left(\sin(\frac{\gamma_1 t_g m}{2}) + e^{\gamma_1 t_g m} + (e^{\gamma_1 t_g m} - 3)\right)].
\]

This expression for \(\tilde{\sigma}_m\) vs. the length sequence is plotted in Fig. 8(b), where the relevant model parameters are \(t_g = 40\) ns, \(\gamma_1 = 40\) \(\mu s\) and \(\gamma_g = \gamma_1/2\). From Eq. (97), we find that for short sequences, i.e., \(m\gamma_1 t_g \ll 1\) and \(m\gamma_g t_g \ll 1\), the standard deviation of the quantity \(\log(|\det(P_m)|)\) grows linearly with \(m\). Specifically, we have

\[
\tilde{\sigma}_m \approx \sqrt{\frac{2}{N_s}}(1 + \frac{9\gamma_1 + 8\gamma_g t_g}{4} m).
\]

For very long sequences, we learn from Eq. (97) that the standard deviation \(\tilde{\sigma}_m\) grows exponentially with \(m\). Note, however, that for sufficiently long sequences the approximation Eq. (86), used to derive Eq. (88), may break down (because of large matrix elements \(P_{k\ell}\)). Nonetheless, in Fig. 8(a) we see that we can go up to \(m_{\max} = 2000\), while still obtaining estimates \(\tilde{\sigma}_m = \tilde{\sigma} [P_m]\) close to the “true” standard deviations (found via the bootstrap method).

Finally, let us consider the free evolution of a qubit in the absence of decoherence. Suppose that the qubit’s Hamiltonian is \(H_0 = \omega |e\rangle\langle e|\). Then for the ideal input states and projectors discussed in the previous examples, we find the variance

\[
\tilde{\sigma}_t^2 = \sigma^2 [P_t] = \frac{2 + \sin^2(2\omega t)}{N_s},
\]

where the entries of the probability matrix \(P_t\) are \(P_{t|k} = |\langle \phi_k | e^{-i H_0 t} | \phi_t \rangle|^2\). This basic example shows two things: (i) The fluctuations of \(\log(|\det(P_t)|)\) do not necessary have to increase monotonically with the length of the sequence \(m\), even when the evolution of the system is Markovian. (ii) More importantly, the standard deviation \(\sigma[P_t]\) will, in general, depend on how we prepare and measure our system, and therefore it will be affected by SPAM errors. Indeed, the last example can be reinterpreted as (i) preparing a set of input states \(\exp(-i\tau H_0) |\phi_t\rangle\), which implies SPAM errors; (ii) iterating \(m\) times the ideal idle gate \(I = I\) (iii) measuring the ideal projectors \(\{I_k\}_{k=1}^4\). Clearly, the true model for such fictitious ID-test is \(y_m = L_m = 0 \times m + \varepsilon_m\), where \(\varepsilon_m \sim \mathcal{N}(0, \tilde{\sigma}_t^2)\).

### VII. Determinant-Based Tests and SIC-Sets

As already shown in the previous section, the standard deviation of \(\log(|\det(P)|)\) depends on the measurement configurations, i.e., the set of input states and measurements used to obtain the probability matrix \(P\). The single-qubit tomographic set used thus far in this work was based on the states

\[
|\phi_1\rangle = |g\rangle, \quad |\phi_2\rangle = |e\rangle, \quad |\phi_3\rangle = \frac{1}{\sqrt{2}}(|g\rangle + |e\rangle), \quad |\phi_4\rangle = \frac{1}{\sqrt{2}}(|g\rangle + i|e\rangle).
\]

Sets of this form are commonly used when performing quantum process tomography (see e.g., [65-66]) as they can be easily prepared and measured, using basic Clifford operations. In this section, we will explore the possibility of employing more refined sets of states with the purpose of reducing the standard deviation of our estimates. Namely, we will focus on symmetric sets of states, such as

\[
|\psi_1\rangle = |g\rangle, \quad |\psi_2\rangle = \frac{1}{\sqrt{3}}(|g\rangle + \sqrt{2}|e\rangle), \quad |\psi_3\rangle = \frac{1}{\sqrt{3}}(|g\rangle + e^{\frac{2\pi i}{3}}\sqrt{2}|e\rangle), \quad |\psi_4\rangle = \frac{1}{\sqrt{3}}(|g\rangle + e^{-\frac{2\pi i}{3}}\sqrt{2}|e\rangle),
\]

which represents a regular tetrahedron inscribed in the Bloch sphere and constitutes a single-qubit symmetric informationally complete (SIC) set. More generally, a SIC-set is defined as a set of \(d^2\) (where \(d\) is the dimension of our Hilbert space) vectors \(|\psi_i\rangle\) satisfying

\[
|\langle \psi_i | \psi_j \rangle|^2 = \frac{d \delta_{ij} + 1}{d + 1},
\]

(see e.g., [16,18]). If we write \(M_k = (1/d) \Pi_k\), where \(\Pi_k = |\psi_k\rangle \langle \psi_k|\), then the set of positive semidefinite operators \(\{M_k\}_{k=1}^{d^2}\) is a SIC-POVM [17].

Now, as in the previous section, we consider the ideal idle gate \(I = I\) and we assume the absence of SPAM errors. This approach will allow us to examine (via the function \(P \rightarrow \sigma[P]\)) the advantage of using SIC-sets to increase the power and precision of our tests. Moreover, most of the interesting quantum gates satisfy (ideally) the condition \(G^n = I_d\), for some \(n \geq 0\), which means that in the case of high-fidelity gates and moderate SPAM errors, the results obtained by considering the identity matrix \(I\) will be applicable (to some extent) to a wide class of gate sequences e.g., \(S_k = \left(\mathcal{N}_{n/2}\right)^k, k = 0, 1, 2, \ldots, 67\). Thus, we begin by considering the probability matrix

\[
P_{\text{ideal}}^{\text{sic}} = \begin{bmatrix}
1 & 1/3 & 1/3 & 1/3 \\
1/3 & 1 & 1/3 & 1/3 \\
1/3 & 1/3 & 1 & 1/3 \\
1/3 & 1/3 & 1/3 & 1
\end{bmatrix},
\]
whose entries are given by $(P_{\text{sic}}^{\text{ideal}})_{ki} = |\langle \psi_k | \psi_i \rangle|^2$, where $\{|\psi_i\rangle\}_{i=1}^d$ is a qubit SIC-set (such as the one presented earlier in this section). Now, using the expression Eq. (88) for the SD of the estimates $\log(|\det(P_{\text{sic}}^{\text{ideal}})|)$, we readily find that

$$
\hat{\sigma}[P_{\text{sic}}^{\text{ideal}}] = \frac{1}{\sqrt{6N_s}}.
$$

This result, in comparison with $\hat{\sigma}[P_{\text{ideal}}] = \sqrt{2}/N_s$ (see Eq. (95)), obtained for the states $\{|\psi_i\rangle\}_{i=1}^d$, represents a reduction by a factor of 12 in the number of experimental runs $N_s$ needed to achieve a specified level of precision $\sigma_s$. Furthermore, the simple structure of the probability matrices for SIC-sets, allows us to derive the following formula for $\hat{\sigma}[P_{\text{sic}}^{\text{ideal}}]$, valid for any dimension $d$ (provided a SIC-set exists in that dimension 68):

**Fact 1.** Let $\{|\psi_i\rangle\}_{i=1}^d$ be a SIC-set in $d$ dimensions and let $(P_{\text{sic}}^{\text{ideal}})_{ij} = |\langle \psi_i | \psi_j \rangle|^2$. Then the variance of $\log(|\det(P_{\text{sic}}^{\text{ideal}})|)$ is given by the relation

$$
\hat{\sigma}^2[P_{\text{sic}}^{\text{ideal}}] = \frac{d-1}{d(d+1)} \frac{1}{N_s}.
$$

**Proof.** To prove this fact, we first notice that the inverse of a matrix $P$ having all diagonal entries equal to 1 and off-diagonal entries equal to 1/(d+1) may be written as

$$(P_{\text{sic}}^{\text{ideal}})^{-1} = \frac{d+2}{d} I_d - \frac{d+1}{d^2} P_{\text{sic}}^{\text{ideal}}. \tag{112}$$

This expression may also be easily obtained by noticing that $P_{\text{sic}}^{\text{ideal}} = d/(d+1)(I_d + d vv^T)$, where $v = 1/d[1, 1, \ldots, 1]^T$, and then applying the Sherman-Morrison formula 69 to obtain the inverse $(P_{\text{sic}}^{\text{ideal}})^{-1}$. Since the diagonal elements of $P_{\text{sic}}^{\text{ideal}}$ are all 1, only the off-diagonal elements will contribute to the sum $\sum_{k \neq i} (P_{\text{sic}}^{\text{ideal}})^{-1} \chi_k (1 - P_{\text{sic}}^{\text{ideal}})$, in Eq. (88). Hence, we find that

$$
\hat{\sigma}^2[P_{\text{sic}}^{\text{ideal}}] = \frac{1}{N_s} d^2 (d-1) \left( \frac{1}{d+1} \right)^2 \times \frac{1}{d+1} \times \left( 1 - \frac{1}{d+1} \right)
= \frac{d-1}{d(d+1)} \frac{1}{N_s}.
$$

Setting $d = 2$ in the above formula, we recover Eq. (110), that is to say $\hat{\sigma}[P_{\text{sic}}^{\text{ideal}}] = 1/\sqrt{6N_s}$. Surprisingly, we find the same result for a qutrit ($d = 3$), as confirmed by simulations (see Fig. 9). Figure 9 shows the simulated distribution of $\log(|\det(P)|)$ when SIC-sets in $d = 2, 3$ are used to estimate the log-det of the ideal gate $I_d$. Note that we shifted both distributions by the amounts $3 \log(3) - 4 \log(2)$ (qubit) and $16 \log(2) - 9 \log(3)$ (qutrit) to obtain the distributions of $\log(|\det(f_{\text{raw}})|) = -\log(|\det(P_{\text{sic}}^{\text{ideal}})|) + \log(|\det(P_{\text{sic}})|)$, for which $E[\log(|\det(f_{\text{raw}}})|] = 0$. These shifts are easily shown to be given by $-\log(|\det(P_{\text{sic}}^{\text{ideal}})|) = (d^2 - 1) \log(d+1) - d^2 \log(d)$ 70. As predicted by Eq. (111), these two distributions are virtually identical.

Although in the simulations shown in Fig. 9 we did not make use of a concrete qutrit SIC-set, for completeness’s sake, we present the following realization (see e.g., 71): Let $\{|0\rangle, |1\rangle, |2\rangle\}$ be an orthonormal basis in $d = 3$ and consider the normalized states

$$
|\Psi_1\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), \tag{113}
$$
$$
|\Psi_2\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{2\pi i/3}|1\rangle), \tag{114}
$$
$$
|\Psi_3\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{-2\pi i/3}|1\rangle). \tag{115}
$$

These states satisfy $|\langle \Psi_i | \Psi_j \rangle|^2 = 1/4$ for $i \neq j$. The remaining 6 members of the SIC-set are obtained by replacing the pair of kets $\{|0\rangle, |1\rangle\}$ in the above equations by $\{|0\rangle, |2\rangle\}$ and $\{|1\rangle, |2\rangle\}$. In addition to the above SIC-set in $d = 3$ we may also consider the “standard” tomographic set 72 73

$$
\{|\Phi_i\rangle\}_{i=1}^d = \{|n\rangle\}_{n=0}^{d-1} \cup \left\{ \frac{1}{\sqrt{2}}(|n\rangle + |m\rangle) \right\}_{0 \leq n < m \leq d-1} \cup \left\{ \frac{1}{\sqrt{2}}(|n\rangle + i|m\rangle) \right\}_{0 \leq n < m \leq d-1}, \tag{116}
$$

(with $d = 3$) which is simply a natural extension of the set $\{|\phi_i\rangle\}_{i=1}^N$ (see Eqs. (100-102)) to the $d$-dimensional case. Using Eq. (88), we readily find that this standard qutrit set yields the standard deviation $\hat{\sigma}[P_{\text{sic}}^{\text{ideal}}] = \sqrt{6/N_s}$. It is important to note from Eq. (111) that $\hat{\sigma}[P_{\text{sic}}^{\text{ideal}}]$ decreases as the dimension $d$ of our system increases. This result, although interesting, has limited applications mainly because our scheme is not scalable as it requires $d^4$ experimental settings to estimate a probability matrix $P$. Moreover, we do not know how stable this reduction in the SD is against errors in the implementation of a SIC-set and/or decoherence, for large dimensions $d$. Hence, a reasonable approach to study operations acting on small composite systems, such as two-qubit gates, is the use of local SIC-sets. For example, to characterize two-qubit gates we will use tomographic sets of the form $\{|\psi_i\rangle_A \otimes |\psi_j\rangle_B\}$, where $\{|\psi_i\rangle_{A(B)}\}$ are single-qubit SIC-sets. For such local tomographic sets and
a gate $G \approx I_{AB} = I_A \otimes I_B$, the resulting probability matrices, in the absence of SPAM errors, will approximately be of the form $\mathcal{P}_A^A \otimes \mathcal{P}_B^B$. In addition, it is clear that the SIC-sets used for the subsystems need not be equal, which means that the SD corresponding to $G = I_{AB}$, will only depend on the dimensions of the subsystems $A$ and $B$. This approach can be straightforwardly extended to the $n$-qubit (or qutrit) case. We will refer to this tomographic scheme, based on local SIC-sets, as $SIC_d^\otimes n$ ($d$ is the dimension of the qubit). For this tomographic scheme, we can prove the following useful result:

**Fact 2.** Let $SIC_d^\otimes n$ be the $n$-fold tensor product of a SIC-set in $d$ dimensions and let $\mathcal{P}_{(n)sic}^{\text{ideal}} := (\mathcal{P}_{(1)sic}^{\text{ideal}})^\otimes n$. Then the variance of the estimates $\log(|\det(\mathcal{P}_{(n)sic}^{\text{ideal}})|)$ is given by the formula

$$\bar{\sigma}^2[\mathcal{P}_{(n)sic}^{\text{ideal}}] = [(d^2 + 2d - 1 - \frac{1}{d})^n - (d^2 + 2d - 1 - \frac{2}{d + 1})^n] \frac{1}{N_n} \tag{117}$$

**Proof.** Let us introduce the shorthand notation $\mathcal{P}_n := (\mathcal{P}_{(1)sic}^{\text{ideal}})^\otimes n$ and notice that the matrix $\mathcal{P}_n^{-1} \circ \mathcal{P}_n^{-1} = (P_1^{-1} \otimes P_1^{-1}) \circ (P_1^{-1} \otimes P_1^{-1})$ may be conveniently written in the block form

$$\begin{bmatrix} \beta^2 P_1^{-1} \circ P_1^{-1} & \gamma^2 P_1^{-1} \circ P_1^{-1} & \cdots & \gamma^2 P_{n-1}^{-1} \circ P_{n-1}^{-1} \\ \gamma^2 P_1^{-1} \circ P_1^{-1} & \beta^2 P_1^{-1} \circ P_1^{-1} & \cdots & \gamma^2 P_{n-1}^{-1} \circ P_{n-1}^{-1} \\ \vdots & \vdots & \ddots & \vdots \\ \gamma^2 P_1^{-1} \circ P_1^{-1} & \gamma^2 P_1^{-1} \circ P_1^{-1} & \cdots & \beta^2 P_{n-1}^{-1} \circ P_{n-1}^{-1} \end{bmatrix} \tag{118}$$

where $\beta = (d^2 + d - 1)/d^2$ and $\gamma = -1/d^2$ (these coefficients follow from Eq. (112)). Likewise, we write the matrix $\mathcal{P}_n = (\mathcal{P}_1 \otimes \mathcal{P}_n^{-1})$ in block form, which leads us to the relation

$$R_n := \text{Tr}[(\mathcal{P}_n^{-1} \circ \mathcal{P}_n^{-1})\mathcal{P}_n] = d^2 (\beta^2 + (d^2 - 1)\alpha \gamma^2)^n R_{n-1}, \tag{119}$$

where $\alpha = 1/(d + 1)$. From the above recursion relation, we find that $R_n = (d^2 (\beta^2 + (d^2 - 1)\alpha \gamma^2))^n$. Analogously, the remaining term in Eq. (89) is found to be given by

$$Q_n := \text{Tr}[(\mathcal{P}_n^{-1} \circ \mathcal{P}_n^{-1})(\mathcal{P}_n \circ \mathcal{P}_n)] = (d^2 (\beta^2 + (d^2 - 1)\alpha^2 \gamma^2))^n. \tag{120}$$

The difference $R_n - Q_n$ yields the result Eq. (117) which, as the reader can easily verify, reduces to Eq. (111) for $n = 1$. Since $SIC_d^\otimes n$ is not a SIC-set, it comes as no surprise that the variance Eq. (117) does not scale well with the dimension of the system. For instance, for two $d$-dimensional systems, Eq. (117) assumes the form

$$\bar{\sigma}^2[\mathcal{P}_d^{(2)sic}] = \frac{(d - 1)(2d^4 + 6d^3 + 2d^2 - 5d - 1)}{d^2(d + 1)^2} \frac{1}{N_n}, \tag{121}$$

which for $d \gg 1$, grows linearly with the subsystem’s dimension $d$. Finally, we consider the tensor product of two

| Dimension | $\sqrt{N_n}\sigma^{(I)}(\text{standard})$ | $\sqrt{N_n}\sigma^{(I)}(\text{sic})$ |
|-----------|----------------------------------|----------------------------------|
| 2         | $\sqrt{2} \approx 1.4$           | $\frac{1}{\sqrt{6}} \approx 0.4$ |
| 3         | $\sqrt{6} \approx 2.4$           | $\frac{1}{\sqrt{6}} \approx 0.4$ |
| $2 \times 2$ | $\sqrt{7} \approx 8.7$           | $\frac{\sqrt{11}}{6} \approx 1.5$ |
| $2 \times 3$ | $3\sqrt{5} \approx 15.3$         | $\frac{\sqrt{11}}{6} \approx 1.8$ |
| $2 \times 2 \times 2$ | $2\sqrt{42} \approx 46.6$       | $\frac{\sqrt{111}}{6\sqrt{6}} \approx 4.5$ |
| $3 \times 3$ | $12\sqrt{5} \approx 26.8$       | $\frac{\sqrt{111}}{6\sqrt{6}} \approx 2.1$ |

Table II. Comparison between the standard deviations $\bar{\sigma}^{(I)}$ and $\bar{\sigma}^{(I)}(\text{sic})$ of the estimates $\log(|\det(\mathcal{P}_{(n)sic})|)$ corresponding to the standard and SIC tomographic sets, respectively. For the composite systems considered in the table (e.g., $2 \times 3$ and $2 \times 2 \times 2$), we compared the SDs associated with tensor products of the simpler 1-qubit and 1-qutrit sets discussed in this section (the standard set for $d = 3$ is specified by Eq. (116)). A comparison between the second and third columns shows the advantage of using local SIC-sets. For example, for the three qubit system ($2 \times 2 \times 2$) the use of tensor product of single-qubit SIC-sets reduces the standard deviation by a factor of 10 (approximately).
applying the Clifford gates $I$, $X_π$, $Y_π$ and $Z_π$ [5]. It is now clear that in order to produce a qubit SIC-set it suffices to implement a single non-Clifford gate $U_3$ such that $U_3|0⟩ = |T_+⟩$. A natural choice for this unitary is $U_3 = |T_+⟩⟨0| + |T_-⟩⟨1|$, where $|T_-⟩ = \sin(θ/2)|0⟩ - \cos(θ/2)|1⟩$, so that $⟨T_-|T_+⟩ = 0$. Thus, in terms of the general 3-parameter single-qubit unitary $U(θ, φ, λ)$ [76], we can write

$$U_3 = \begin{bmatrix} \cos(θ/2) & -e^{-iλ} \sin(θ/2) \\ e^{iφ} \sin(θ/2) & e^{i(λ+φ)} \cos(θ/2) \end{bmatrix},$$

where $\cos(θ/2) = \sqrt{(1 + 1/√3)/2}$, $φ = π/4$ and $λ = π$.

### A. Examining the optimality of SIC-sets in $d = 2$

Finally, we address the question of the optimality of the single-qubit SIC-set. That is, we would like to verify that this set leads to the smallest possible variance $\bar{σ}^2[P]$ in $d = 2$. Unfortunately, we were not able to solve this problem analytically. However, this, and other related questions, can be easily explored through Monte Carlo simulations because for $d = 2$, generating a random set $\{|φ_i⟩\}^4_{i=1}$ (a frame) reduces to picking random points on the two-dimensional sphere (the Bloch sphere). To generate a random point on the sphere, we first generate three random, and independent, standard normal variables $x = (x_1, x_2, x_3)$ from which we obtain a state $|φ_0⟩$, pointing in the direction $x/||x||_E$. This procedure is known to produce a set of uniformly distributed points (or states) on the two-dimensional sphere [77]. Using this method, we generated a set of $R = 5 × 10^5$ probability matrices $\{P_r\}_{r=1}^R$ (with entries given by $|⟨φ_i|φ_j⟩|^2$), which we then used to determine the $K = 100$ smallest values of the variances $\{\bar{σ}^2[P_r]\}_{r=1}^R$, as shown in Fig. 10. In addition, we made use of the set of probability matrices $\{\bar{P}_r\}_{r=1}^R$ to search for the maximum value of the determinant $det(P_r)$ and to study the inequality Eq. [93], that is, the difference $Δ_π := 1/(4N_s)|P^{-1}_r| − \bar{σ}^2[P_r]$.

The results obtained from this simulations suggest that, indeed, in $d = 2$ the SIC-set minimizes both the variance $\bar{σ}^2[P]$ and $Δ_π$, and maximizes the determinant $det(P)$ (see Fig. 10(b)). Moreover, these results indicate that in $d = 2$ the inequality Eq. [93] is not tight for probability matrices of the form $P_{icl}^{|kl|} = |⟨φ_k|φ_l⟩|^2$. Extending this analysis to $d > 2$ is beyond the scope of this work.

### B. Simulations of single-qubit determinant-based tests and SIC-sets

We now apply the ideas discussed in the previous subsection to a more realistic setting, which will include decoherence. To do so, we make use of our ZZ model and focus on our determinant-based tests Eq. (52) (permutational) and Eq. (54) (iterative). But first, we will slightly modify our model. Namely, we will assume perfect state preparation and measurements (i.e., no SPAM errors). The reason why we do not model SPAM errors here is because we will be comparing different tomographic sets (specifically, the set Eqs. (100-103) and Eqs. (104-107)) and including SPAM errors might favor one set over the other, even in the case of the ideal idle gate $I = I$. We will model our gates as in Eq. (45), that is, we will assume that the noisy implementation of an ideal gate $G$ is $G = \exp(J_G + t_g V + t_d D)$, where $t_g$ is the duration of the gate, $J_G$ generates the ideal gate $G$ and $V$ describes the Ising interaction $V = (J/2)Z ⊗ Z$, respectively. The superoperator $D$ accounts for the local decoherence of qubit $A$ and the memory (qubit $B$); the only difference between the superoperator $D$ we consider here and that used in previous simulations, is that we will now set the thermal excitation rate $γ_3^A$ of the qubit $A$ equal to zero. We will thus assume that the initial state of the system is $ρ_0^{AB} = |g⟩⟨g| ⊗ 1/2(I + n_3^B Z)$ where $n^B = (γ_3^B − γ_3^A)/(γ_3^A + γ_3^B)$, which ensures the sta-
Figure 11. Probability distribution of the WLS estimates $\hat{\beta}_0$ and $\hat{\beta}_1$ corresponding to the standard set $\{\psi_i\}_{i=1}^4$ (orange histograms) and the SIC-set $\{\psi_i\}_{i=1}^4$ (red histograms). The sequence lengths considered were $m = \{0, 10, 20, \ldots, 500\}$, the number of hypothetical experiments was $R = 10^5$ and $N_s = 50,000$. The SDs of the estimates $\log(|\text{det}(\mathcal{P}_m)|)$ were obtained from Eq. (6).

Figure 12. Hypothesis testing for the determinant-based tests. The upper panels (a) and (b) display the results of the statistical F-test applied to the PD-test, discussed earlier in Fig. 11(a). More precisely, we considered the following set of $M = 51$ non-cyclic permutations of the sequence $S_1 = \mathcal{P}_{10}^{250}$, with $n = 250$: $S_1$, $S_5$, $S_{11}$, $\ldots$, $S_{251}$, where $S_k = \mathcal{P}_{n-k+1}^{n-k+1}(\mathcal{X}_{250}^{k-1})$. Panel (a) shows the power of the F-test for our SIC-set (asterisks) and the standard SPAM scheme (dots), for various values of the interaction parameter $\varphi$ (times $10^5$) and sample sizes $N_s$. Similarly, panel (c) displays the power of the F-test corresponding to the iterative determinant test, applied to the $M = 51$ sequences $S_0 = \mathcal{P}_{10}^{0}$, $S_{10} = \mathcal{P}_{10}^{10}$, $S_{20} = \mathcal{P}_{20}^{20}$, $\ldots$, $S_{500} = \mathcal{P}_{500}^{500}$. Panels (b) and (d) show the target F-distributions for both determinant-based tests when $\varphi = 0$ and $N_s = 50,000$. To determine the power of the tests and to construct the histograms, we considered an ensemble of $R = 10,000$ hypothetical experiments.

if the F statistic obtained by comparing the goodness of fit of these two models (see Eq. (9)) is greater than certain value $F_{c,\alpha}$, specified by our artificial significance level $\alpha$ (i.e., 1%), we reject the null hypothesis associated with model $\mathcal{M}_1$ and conclude that the gates involved in the test are highly likely to be context-dependent. As expected, we found that the use of a SIC-set leads to a noticeable increase in the power of the F-test, as observed in Fig. 12(a).

In much the same way, we analyzed the ID-test, applied to the gate $\mathcal{I}$. The results are displayed in the panels (c) and (d). The nested models we compared, by means of the F statistic, in this test are the null hypothesis $y_m = \beta_0 + \beta_1 m$ (model $\mathcal{M}_1$) and the quadratic model $y_m = \beta_0 + \beta_1 m + \beta_2 m^2$ (model $\mathcal{M}_2$). For this iterative test, we also observed that the use of the SIC-set $\{\psi_i\}_{i=1}^4$ boosts the power of the F-test (see Fig. 12(c)). Finally, the panels (b) and (d) show that we, indeed, reproduce the correct $F$-distributions (using the SIC-set), when the gates are context-independent, i.e., $\varphi = 0$. Then the corresponding PDFs are of the form $F_{q_2-q_1, M-q_2}(x)$.
(see Eq. (69)), where \( q_{1(2)} = \dim(\mathcal{M}_{1(2)}) \) and \( M \) is the number of observations (points) used to fit the models.

### C. Estimating the unitarity of a two-qubit gate

Finally, in this last subsection, we simulate the ID-test, applied to a context-independent two-qubit gate with the purpose of estimating its unitarity. More precisely, we will consider iterations of the noisy two-qubit idle gate \( \mathbb{I}^{\otimes 2} \), given by \( \mathbb{I}^{\otimes 2} := e^{\frac{2\pi}{d} \mathbb{X}} \). Note that, by construction, the two-qubit gate \( \mathbb{I}^{\otimes 2} \) is context-independent on \( AB \), even when \( \varphi \neq 0 \). If we denote by \( S_m \) the sequence corresponding to \( m \) iterations of \( \mathbb{I}^{\otimes 2} \), then \( L_m = \log(\det(S_m)) = m t_g \text{Tr}(D) = 4 m t_g [\text{Tr}(D_A) + \text{Tr}(D_B)] \), where we have assumed that the qubits decohere locally, i.e., \( D = D_A \otimes I_B + I_A \otimes D_B \).

Thus, assuming that the qubits, and their respective environments, are identical, we find that the slope of \( L_m \) is given by \( \beta_1 = -16 \left( \sum_k \gamma_k \right) t_g \). Therefore the true value of the unitarity of the two-qubit gate \( \mathbb{I}^{\otimes 2} \) is given by

\[
u'(\mathbb{I}^{\otimes 2}) = \exp \left( \frac{2 \beta_1}{d^2 - 1} \right) = \exp \left( -\frac{32 t_g}{15} \left( \sum_k \gamma_k \right) \right). \tag{124}\]

It is tempting to use a SIC-set in \( d = 4 \) to increase the precision of the unitarity estimate \( \nu' \) (a construction of a SIC-set in \( d = 4 \) can be found in Ref. [17]). However, such approach is somewhat impractical since it would require implementing highly nontrivial operations to prepare this two-qubit SIC-set. On the other hand high-fidelity single-qubit non-Clifford operations have been already successfully implemented (see e.g., [78]). Therefore, as discussed earlier in this section, we will consider employing local tomographic sets of the form \( SIC_2 \otimes SIC_2 \) (scheme-II) and compare the results thus obtained with those corresponding to the use of tensor products of the single-qubit standard set (scheme-I). As in the previous subsection, in order to meaningfully compare these tomographic schemes (as in Table I) we will assume that there are no SPAM errors. From Table I we know that for \( \mathbb{I}^{\otimes 2} = I \) (the identity matrix) a comparison between the SDs of the unitarity estimates found via the ID-test, would yield the ratio \( \sigma_{\nu'(I)} / \sigma_{\nu'(I)} = 12 \sqrt{19/77} \approx 0.99893 \) (assuming the same \( N_s \) for both schemes). Clearly, due to decoherence, we expect our simulations to yield a smaller ratio \( \sigma_{\nu'(I)} / \sigma_{\nu'(I)} \).

Figure 13 shows the results of our simulations of the ID-test applied to the two-qubit gate \( \mathbb{I}^{\otimes 2} \), with parameters \( t_g = 20 \text{ ns}, \varphi = J t_g = 1 \times 10^{-3}, \gamma_1 = (60 \mu s)^{-1}, \gamma_0 = \gamma_1 / 2, \text{ and } \gamma_3 = 0 \). Panels (a) and (b) display the decay of \( L_m \) for the standard set (scheme-I) and the \( SIC_2 \otimes SIC_2 \) set (scheme-II), respectively. The statistical fluctuations of the probability matrices estimates \( \tilde{P}_m^{(I)} \), corresponding to scheme-I(II), were simulated by sampling from the binomial distribution \( \text{Bin}[N_s, (\tilde{P}_m^{(I(II))})_{kk}] \), with \( N_s = 10,000 \). The resulting estimates \( \{\tilde{P}_m^{(I(II))}\}_{m=1}^M \) were used to compute the log-dets \( \tilde{L}_m^{(I)} = 16 \log(2) + \log(|\det(\tilde{P}_m^{(I))}|) \) and \( \tilde{L}_m^{(II)} = 8(3 \log(3) - 4 \log(2)) + \log(|\det(\tilde{P}_m^{(II))}|) \), shown in panels (a) and (b), respectively. Comparing Figs. 13(a) and 13(b) we observe the expected reduction in the magnitude of the statistical fluctuations, achieved thanks to the use of the \( SIC_2 \otimes SIC_2 \) set. Naturally, this reduction translates into more precise unitarity estimates, as illustrated in Fig. 13(c).

Using \( R = 40,000 \) hypothetical experiments to determine the distributions of the unitarity estimates \( \nu'(I) \) and \( \nu'(II) \) shown in Fig. 13(c), we found

\[
u'(I) \sim N(0.99893, (1.5 \times 10^{-5})^2), \tag{125}\]

\[
u'(II) \sim N(0.998934, (3.2 \times 10^{-6})^2). \tag{126}\]

Thus, by using scheme-II we improved the precision of the unitarity estimates by, approximately, a factor of \( \sigma_{\nu'(I)} / \sigma_{\nu'(II)} \approx 4.5 \). As discussed in Sec. V we expect our unitarity estimates to be close to the unitarity \( u(G) \), introduced in Ref. [38]. Indeed, for our two-qubit gate we have

\[
u(\mathbb{I}^{\otimes 2}) = \frac{1}{d^2 - 1} \text{Tr}[W_{102}^{T} W_{102}^{\dagger}] = 0.998934. \tag{127}\]

The difference between the unitarity \( u(\mathbb{I}^{\otimes 2}) \) and the true value of our unitarity measure \( u'(\mathbb{I}^{\otimes 2}) = \exp(-32/15 t_g (\gamma_1 + \gamma_0)) \) (see Eq. (124)) is \( 9.8 \times 10^{-7} \).

Figure 14(a) shows the variyng (i.e., heteroskedasticity) of the SDs of the estimates \( \log(|\det(\tilde{P}_m)|) \) for SPAM schemes I and II. These SDs were computed from Eq. (88) using the true probability matrices \( \tilde{P}_m \) for each sequence length...
m. We see in Fig. 14(a) that the use SPAM scheme II leads to smaller standard deviations even for longer sequences than those considered in Fig. 13 (wherein \( m_{\text{max}} = 500 \)). As discussed in Sec. [V], it suffices to know only the SDs corresponding to minimum and maximum sequence lengths to bound \( \sigma_{\beta_1} \), provided \( \sigma_m \) increases monotonically with \( m \) (as it is in our case). Thus, setting \( m_{\text{min}} = 0, m_{\text{max}} = 500, M = 51 \) (as in the simulation Fig. 13), \( u' = 1 \) (because \( u' \approx 1 \)) we find, using Eqs. (77), (83) and Fig. 14(a), the following bounds:

\[
\begin{align*}
\sigma^{(I)}_{u'} & \in [6.8 \times 10^{-6}, 3.1 \times 10^{-5}], \\
\sigma^{(II)}_{u'} & \in [7.0 \times 10^{-7}, 1.3 \times 10^{-5}],
\end{align*}
\]

which are compatible with the true uncertainties in Eqs. (125) and (126). Fig. 14(b) displays the uncertainty in the unitarity estimate \( u'(\hat{P}_m) \) after applying the ID-test to sequences of lengths \( \{0, 10, 20, \ldots, m_{\text{max}}\} \). The SDs in this figure were computed directly from the covariance matrix Eq. (75) (see Sec. [V]), with weights \( w_m = 1/\sigma^2_m \), where the standard deviations \( \sigma_m \) are as in Fig. 14(a). Furthermore, in order to find out how much the heteroskedasticity of the observations limits the precision of our unitarity estimates, we plotted (on log scale) the following expression, which assumes homoskedasticity i.e., \( \sigma_m = \sigma_0 /\sqrt{N_s} \) for all \( m \):

\[
\sigma^{(\text{homosk})}_{u_{\text{max}}^{(I)}} = \frac{4\sqrt{3}}{15} \frac{\sqrt{b}}{\sqrt{m_{\text{max}}(m_{\text{max}} + b)(m_{\text{max}} + 2b)}} \frac{c_0}{\sqrt{N_s}},
\]

where \( c_0 \) equals \( 2\sqrt{19} \) (for scheme I) or \( 7\sqrt{6} \) (for scheme II). The above equation was obtained via Eq. (82) and it gives the SD of the unitarity estimate resulting from testing all the sequence lengths \( \{m_{n=1}^M\} = \{m_{n=1}^M\} \) in the number of observations \( M \) via \( m_{\text{max}} = (M - 1)b \). The black lines in Fig. 14(b) represent the relations Eq. (130) for schemes I and II. As expected, the fact that \( \sigma_m \) increases with \( m \) leads to less precise unitarity estimates. Fortunately, the effect of heteroskedasticity in our model is rather moderate, i.e., it does not lower the precision of the estimates by orders of magnitude, provided the sequences considered are not excessively long. For example, for \( m_{\text{max}} = 500 \) (as in Fig. 14), we find that the ratio \( \sigma^{(I)}_{u_{\text{max}}} / \sigma^{(\text{homosk})}_{u_{\text{max}}} \) equals 1.3 for scheme I, and 1.7 for scheme II. It is also worth observing that the difference between \( \log_{10}(\sigma^{(I)}_{u_{\text{max}}}) \) (red curve) and \( \log_{10}(\sigma^{(II)}_{u_{\text{max}}}) \) (blue curve) does not vary appreciably with \( m_{\text{max}} \). This, of course, implies that the ratio \( \sigma^{(I)}_{u_{\text{max}}} / \sigma^{(II)}_{u_{\text{max}}} \) is, roughly, independent of \( m_{\text{max}} \).

Finally, we can also exploit the data obtained from our simulations to explore a situation involving SPAM errors. This can be done by noticing that we can treat the first \( n \) gates in the sequence \( \otimes^2 \) as errors in state preparation; conversely we could also treat the last \( n \) gates as measurement errors. Note that we can express the probability matrix corresponding to a sequence \( S_n = \mathbb{G}^n \) as

\[
P_{k_{ii}} = (M_k|\mathbb{G}^n|\rho_i) = (M_k|\mathbb{G}^n|\rho_i),
\]

where \( m' = m - n, \rho_i' = \mathbb{G}^{n}|\rho_i), (M_{k}') = (M_k|\mathbb{G}^n \) and \( (A|B) := \text{Tr}[A'B] \). Therefore, shifting our list of probability matrices, i.e., treating the \( n \)th iteration of the gate \( \otimes^2 \) as our reference sequence, is equivalent to introducing some amount of SPAM errors, which can quantified through the process fidelity

\[
F_n = \frac{1}{16}\text{Tr}((\mathbb{I}^n)^n) = \frac{1}{16}(1 + 2e^{-\frac{nt_a}{\tau_t}} + e^{-\frac{2nt_a}{\tau_t}})^2 - \frac{1}{2}e^{-\frac{nt_a}{\tau_t}} (1 + e^{-\frac{nt_a}{\tau_t}}) \sin^2\left(\frac{nt_a}{2}\right)
\]

Figure 14. Heteroskedasticity of log(|det(\( \tilde{P}_m \))|) and precision of the unitarity estimates for the ID-test, applied to the two-qubit gate \( \mathbb{I}^2 \). Panel (a) shows the behavior of the true standard deviations \( \sigma_m = \tilde{\sigma}_m \) for SPAM schemes I and II. Panel (b) displays the standard deviation \( \sigma^{(I)}_{u_{\text{max}}} \), corresponding to the set of evenly spaced sequence lengths \( \{0, 10, 20, \ldots, m_{\text{max}}\} \), versus the maximum sequence length \( m_{\text{max}} \) for schemes I (red) and II (blue). The black curves in (b), show the SDs of the unitarity estimates in the hypothetical situation in which \( \sigma_m \) is constant and equal to \( \tilde{\sigma}_0 \). In panel (c) we introduced SPAM errors by treating the first \( n = 200 \) iterations of \( \mathbb{I}^2 \) as part of state preparation. In other words, we considered noisy input states of the form \( |\rho_i' = (\mathbb{I}^n)|\rho_i) \), where \( \rho_i \) are the ideal two-qubit input states discussed earlier in this subsection. The inset shows the structure of the SPAM matrix \( \mathbb{I}^{200} = (\mathbb{I}^2)^{200} \), written in the two-qubit operator basis \( \{I, X, Y, Z\}^\otimes^2 \).
where $T_1^{-1} = \gamma_1$ and $T_2^{-1} = \gamma_1/2 + \gamma_2$. Figure 14(c) shows the impact of these SPAM errors on the precision of the unitarity estimates for schemes I and II. We assumed the value $n = 200$, for which the fidelity of the SPAM matrix is $F_{200} \approx 0.9$. A comparison of panels 14(b) and 14(c) shows that the inclusion of this particular form of SPAM errors does not affect dramatically the precision of the unitarity estimates; it is also evident from these figures that the use of scheme-II, based on local SIC-sets, still leads to more precise estimates.

VIII. CONCLUSIONS

In this work, we examined the effect of statistical fluctuations on the power and precision of the tests for context-dependence proposed in Ref. [7]. We began this paper by highlighting the clear connection between the permutational test, the iterative determinant (ID) test, and the experimental data. More precisely, we showed how these tests can be formulated, in a natural way, in terms of $d^2 \times d^2$ probability matrices corresponding to $d^2$ measurement configurations, whose details need not be known precisely. In addition, we showed that in the limit $N_\gamma \rightarrow \infty$ these tests for context-dependence are exact, the only assumption being that the initial state of the system $\rho_0$ and the POVM effect $M_\gamma$ (i.e., our detector) do not depend on the context. Also, making use of the fact that our tests are based on spectral properties of quantum maps, we constructed a CP-indivisibility witness which does not depend on the SPAM specifics. Finally, we discussed the multipurpose ID-test, which can be used to both detect non-Markovian errors and to characterize the unitarity of a specific gate.

The rest of the paper takes into account the fluctuations in the probability (frequency) matrices, due to finite measurement repetitions $N_\gamma$. First, we formulated our tests for context-independence in the framework of hypothesis testing. We then discussed the weighted least squares (WLS) method and two related statistics (the $\chi^2$ and the $F$ statistic), which we used to test the null hypothesis (i.e., the context-independence hypothesis) in the ZZ model introduced in Ref. [7]. We presented the power of the tests, i.e., the probability of correctly rejecting the null hypothesis, for various "small" interaction parameters $\varphi$ and sample sizes $N_\gamma$. Here we found that using the $F$ statistic (which compares two nested models) for hypothesis testing leads to higher powers than those obtained via the $\chi^2$ statistic. Clearly, the analysis of the statistical significance of context-dependence effects can also be carried out employing other powerful techniques such as cross validation (CV) [29], model selection criteria (e.g., AIC) [57] or Bayesian inference methods (see e.g. [80]).

In order to obtain results that do not depend on our model of context-dependence (i.e., the ZZ model), we focused on studying the distribution of the log-det estimates. Specifically, we derived a useful formula for the standard deviation of $\log(|\det(P)|)$ in terms of the true probability matrix $P$ and $N_\gamma$. We used this result to study the heteroskedasticity of the log-det and to compare the performance of various tomographic sets in $d = 2, 3$ and 4. This analysis allowed us to improve the power of our tests for context-dependence and the precision of the unitarity estimates using SIC-sets. Finally, we simulated the ID-test for a two-qubit context-independent gate with the purpose of examining the precision of the unitarity estimates vs. the maximum sequence length considered in the test. The results of this simulation, together with other bounds presented in this work, suggest that in the absence of context-dependence, the ID-test has the potential to yield very precise unitarity estimates for single- and two-qubit gates. This can be easily understood by noticing that a "quick" estimate of the unitarity of a gate $G$ can be obtained by simply considering two probability matrices $P_0$ and $P_{max}$, corresponding to the gate sequences $S_0 = G^0$ and $S_{max} = G^{max}$. Then the standard deviation of the unitarity estimate, obtained via WLS, will be of the order of $\alpha/(max_{max}\sqrt{N_\gamma})$, where $\alpha$ depends on SPAM and heteroskedasticity, and it will typically be of the order of 1 (or less, provided that SPAM errors and decoherence are moderate). Hence, long gate sequences will considerably reduce the uncertainty of the unitarity estimates. Note that this boost in precision for a given $N_\gamma$ is analogous to the hyper-accuracy observed in GST [12].
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