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SUMMARY For a pre-trained deep convolutional neural network (CNN) for an embedded system, a high-speed and a low power consumption are required. In the former of the CNN, it consists of convolutional layers, while in the latter, it consists of fully connection layers. In the convolutional layer, the multiply accumulation operation is a bottleneck, while the fully connection layer, the memory access is a bottleneck. The binarized CNN has been proposed to realize many multiply accumulation circuit on the FPGA, thus, the convolutional layer can be done with a high-speed operation. However, even if we apply the binarization to the fully connection layer, the amount of memory was still a bottleneck. In this paper, we propose a neuron pruning technique which eliminates almost part of the weight memory, and we apply it to the fully connection layer on the binarized CNN. In that case, since the weight memory is realized by an on-chip memory on the FPGA, it achieves a high-speed memory access. To further reduce the memory size, we apply the retraining the CNN after neuron pruning. In this paper, we propose a sequential-input parallel-output fully connection layer circuit for the binarized fully connection layer, while proposing a streaming circuit for the binarized 2D convolutional layer. The experimental results showed that, by the neuron pruning, as for the fully connected layer on the VGG-11 CNN, the number of neurons was reduced by 39.8% with keeping the 99% baseline accuracy. We implemented the neuron pruning CNN on the Xilinx Inc. Zynq Zedboard. Compared with the ARM Cortex-A57, it was 1773.0 times faster, it dissipated 3.1 times lower power, and its performance per power efficiency was 5781.3 times better. Also, compared with the Maxwell GPU, it was 11.1 times faster, it dissipated 7.7 times lower power, and its performance per power efficiency was 84.1 times better. Thus, the binarized CNN on the FPGA is suitable for the embedded system.
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1. Introduction

1.1 Embedded Computer Vision Systems

The embedded computer vision systems emulates the human vision, and they are used in the wide applications as follows: a human face recognition [27], a human and object detection [14], a human pose estimation [30], a string recognition in a scene [15], a road traffic sign recognition [6], a sport scene recognition [19], and a human action recognitions [9], [18], respectively. These application requires high accuracy, low power, and high performance.

1.2 Convolutional Deep Neural Network (CNN)

Recently, for these systems, a convolutional deep neural network (CNN), which consists of the 2D convolutional layers and the fully connected neural network, is widely used. Since the CNN emulates the human vision, it has a high accuracy for an image recognition. Previous researches showed that the CNN outperforms conventional techniques. With the increase of the number of layers, the CNN can increase classification accuracy. Thus, a large-scale CNN is desired. To keep up with the real-time requirement of the embedded vision system, since the existing system using a CPU is too slow, the acceleration of the CNN is necessary [21]. Most software-based CNNs use the GPUs [2], [3], [7], [28], [29]. Unfortunately, since the GPU consumes much power, they are unsuitable for the embedded system [10]. Thus, FPGA-based CNNs are required for a low-power and a real-time embedded vision system. As for the classification accuracy, the CNN using a fixed-point representation has almost the same accuracy as one using a floating-point representation [12]. The FPGA can use a minimum precision which reduces the hardware resources and increases the clock frequency, while the GPU cannot do it. A previous work [10] reported that, as for the performance per power, the FPGA-based CNN is about 10 times more efficient than the GPU-based one.

1.3 Problems of the Conventional CNNs

Typically, the CNN consists of the convolutional layers and the fully connected layers. Figure 1 (a) shows that operations demanded in different layers, while that for (b) shows that the number of weights in different layers [32]. As shown these figures, in the convolutional layers, the multiply accumulation operation is a bottleneck, while in the fully connected layers, the memory accesses is a bottleneck. The binarized CNN [8] has been proposed to realize many multiply accumulation circuit on the FPGA, thus, the convolutional layer can be done with a high-speed operation. However, even if we apply the binarization to the fully connection layer, the amount of memory was still a bottleneck. In the paper, we propose the neuron pruning to reduce the memory size. Figure 2 (a) shows an example of edge pruning of the fully connected layer. In the conventional techniques, the randomly pruning techniques of edges have been proposed [1], [16]. However, in the hardware realization point...
of view, since the memory access of the sequential address is suitable, the random edge pruning may cause a performance degradation.

1.4 Proposed Method

The previous work showed that the neuron pruning for the floating point precision (non-binary) CNN can reduce the number of neurons. In the paper, we propose a neuron pruning instead of the edge pruning to the binarized CNN. Figure 2 (b) shows an example of neuron pruning of the fully connected layer. Since by pruning all the incoming and the outgoing edges of a neuron is equivalent to the neuron pruning, in general, the edge pruning can eliminate more edges than neuron pruning. However, even if the neuron pruning is applied, since it maintains the sequential memory access, it is suitable for the hardware realization. Since the proposed neuron pruning can eliminate almost edges, we can store all the remaining edges into the on-chip memory on the FPGA. In the paper, we propose the serial-input parallel-output circuit for the fully connected layer. To realize a high-performance circuit, it efficiently uses on-chip memories and DSP slices on the FPGA. In the experiment, we show that the FPGA based realization outperforms than the CPU and the GPU realizations.

1.5 Contributions of the Paper

The previous contributions [13] were as follows:

1. We proposed the threshold based neuron pruning techniques for the FPGA realization of the fully connected layer on the deep neural network. The proposed one is suitable to the on-chip realization of the FPGA. The experimental result showed that as for the 99% accuracy, it eliminated the number of neurons by 89.3% for the VGG-11 CNN.

2. We proposed the sequential-input parallel-output circuit for the fully connected layer. It efficiently uses on-chip memories and DSP slices on the FPGA. Since the proposed circuit can store all the weights of the fully connected layer, it can realize a wide band of the memory access. Our technique is a complementary to the conventional techniques that accelerate the convolutional layers for the FPGA. We expanded the applicability of the CNN using the FPGA.

3. We applied the neuron pruning for the fully connected layers on the VGG-11 CNN, then implemented them on the Digilent Inc. NetFPGA-1G-CML board. Our FPGA implementation outperformed the GPU and the CPU implementations.

The previous work only applied the neuron pruning to the floating point precision CNN, while in the paper, we applied the neuron pruning to the binarized CNN. As far as we know, this is the first report. Additionally, in the paper, new contributions are as follows:

1. We reduced the number of neurons using the neuron pruning technique to the binarized fully connection layer, whose memory size was the bottleneck.

2. To further reduction, we applied the neuron pruning with retraining to the binarized deep neural network. With this technique, we successfully reduced the number of neurons for the fully connection layer.

3. The previous work only implemented the fully connection layers, while in the paper, we implemented all layers of the binarized CNN on the Xilinx Inc. Zedboard. Compared with the ARM Cortex-A57, it was 1773.0 times faster, it dissipated 3.1 times lower power, and its performance per power efficiency was 5781.3 times better. Also, compared with the Maxwell GPU, it was 11.1 times faster, it dissipated 7.7 times lower power, and its performance per power efficiency was 84.1 times better. Thus, we showed that the binarized CNN on the FPGA is suitable for the embedded system.

This paper is the updated version of the previous pub-
1.6 Organization of the Paper

The rest of the paper is organized as follows: Sect. 2 introduces the binarized convolutional deep neural network (CNN); Sect. 3 introduces the neuron pruning in the fully connected (FC) layer on the CNN; Sect. 4 shows the proposed architecture; Sect. 5 shows the experimental results; and Sect. 6 concludes the paper.

2. Binarized Convolutional Deep Neural Network (CNN)

Figure 3 shows a typical convolutional deep neural network (CNN), which consists of sequential layers including a convolutional layer, a pooling layer, and a fully connected (FC) layer. In the paper, we assume that the pre-trained CNN is given, and the goal is to realize only inference with high-performance and small hardware. In this section, we briefly introduce a binarized CNN. Then, we will show a specific VGG-11 for the CIFAR-10 image classification task [5], which is our target.

2.1 Convolutional Layer

Both the convolutional and FC layers are variations of an artificial neural network (ANN). Figure 4 shows a model of an ANN, which is calculated as follows:

\[
Z = f_{\text{act}} \left( \sum_{i=0}^{n} W_i X_i \right),
\]

where \(Z\) is the output, \(X_i\) is the input, \(W_i\) is the weight, and \(n\) is the number of input. Note that, when \(i = 0\), we assume that \(X_0 = 1\). In that case, \(W_0\) becomes a constant value, and it is called a bias, which adjusts the output of a neuron to keep a recognition accuracy. \(f_{\text{act}}\) denotes the activation function, such as the rectified linear unit (ReLU), the hyperbolic tangent function, and the sigmoid function.

As shown in Fig. 5, a 2D convolutional layer in the CNN is similarly to the FC layer. It applies the ANN operation to the \(K \times K\) size kernel on the feature map, where \(K\) denotes the kernel size. It greatly reduces the number of parameters involved, allows local features, and avoids the over-fitting. Let \(l\) be the layer index. The output \(Z_{l,r,c}\) of the \(l\)th convolutional layer, which takes an input \(N_i\) images (feature maps) of dimension \(K \times K\) at location \((r, c)\), is calculated as follows:

\[
Z_{l,r,c} = f_{\text{act}} \left( \sum_{s=0}^{N_i} \sum_{j=0}^{K} \sum_{l=0}^{K} W_{i,j,l,s} (x_{l-1,s,r+j,c+l}) \right),
\]

where \(K \times K\) are the dimensions of the kernel for the convolution operation.

2.2 Binarized CNN

Courbariaux et al. developed two types of the binarized CNN [8]. The first version is only weight binarized, while the later version is both weights and inputs are binarized. Similar works [20], [25], [35] consider full binarized CNN, however, their binarized one drops the recognition accuracy compared with floating-point precision CNNs. For instance, for the best-case ImageNet top-1 accuracies of 43% for full binarization and 53% for partial binarization.

Courbariaux et al. did not drop the accuracy for the binarized CNN, since they used a batch normalization technique, which reduces the information lost during low-precision by linearly shifting and scaling the dataset distribution to keep zero mean and unit variance. Thus, it covers binarization error compared to an arbitrary input distribution. It reported the considerable accuracy on the MNIST, SVHN, and CIFAR-10 tasks. However, since the normalization is also necessary during an inference, it becomes a bottleneck and requires additional hardware. Since it is only...
necessary to calculate the sign bit of the activation function, a normalization operation is done by integered bias [31]. Thus, in the hardware implementation, we use the integered bias instead of the binarized one.

Table 1 shows a truth table for a binarized \((-1/1)\) multiplication, while Table 2 shows that for \((0/1)\) assigned binarized one. In that case, the multiplication is performed by the XNOR circuit. Thus, in the binarized convolutional operation is calculated by

\[ z_{l,r,c} = f_{sgn}(\sum_{i=0}^{N_l} \sum_{j=0}^{K_l} \sum_{k=0}^{K} w_{i,j,k} \circ \chi_{l-1,r+1,c+k}), \]

(3)

where \(f_{sgn}(Y)\) denotes a binarized activation function as follows:

\[ f_{sgn}(Y) = \begin{cases} 1 & (\text{if} \ Y \geq 0) \\ 0 & (\text{otherwise}) \end{cases} \]

(4)

In a similar way, in the binarized FC layer is calculated by

\[ z = f_{sgn}(\sum_{i=0}^{n} w_i \oplus X_l), \]

(5)

Suppose that \(Y = \sum_{i=0}^{n} w_i \oplus X_l\), Expr. (5) denotes a majority function, such as \(f_{maj}(Y)\). The majority function produces “1” when more than half of the inputs are 1, otherwise, it produces “0” when more than half the inputs are 0.

2.3 VGG-11 CNN for the CIFAR-10 Image Classification Task

The CIFAR-10 dataset [5] consists of 60,000 color images of 32×32 pixels, and the images are categorized into 10 classes (i.e., airplane, truck, cat, horse, etc.) and labels have already given. Table 3 shows specifications for the original VGG-11 benchmark CNN [26], which is widely used in the computer vision system, and it contains layers. The basic layers consist of multiple 2D convolution layers with \(K = 3\) and max-pooling layers, while the rear layers consist of fully connected neural networks. First, it receives a normalized 32 × 32 image, which consists of 8-bit RGB color data.

3. Threshold Neuron Pruning

3.1 Definition

In the paper, we propose the threshold neuron pruning instead of the edge pruning. Figure 6 shows that a model for the neuron pruning. Suppose that a target neuron is connected to \(n\) incoming edges with weight \(w_{in,k}\) and \(m\) outgoing edges with weight \(w_{out,k}\), where \(k\) denotes the index variable. If all the incoming edges and the outgoing ones of a neuron are eliminated, it means the neuron pruning itself. Experimentally, the edge pruning eliminates more edges than the neuron pruning. In Sect. 5.3, we show the experimental result. However, since the edge pruning randomly eliminates edges, it is not suitable for the hardware realization, which requires sequential memory access. On the other hand, since the neuron pruning eliminates all the incoming and outgoing edges, it maintains the sequentially memory access of weights. Thus, it is suitable for the hardware realization.

First, we define the neuron pruning.

Definition 3.1: A neuron pruning eliminates all the incoming and outgoing edges for a neuron.

In the paper, we propose a threshold neuron pruning.

Definition 3.2: A threshold neuron pruning performs the neuron pruning when the sum of the input weights or that of outputs is lower than the threshold.

There are various decisions of thresholds for the neuron pruning. In the paper, the threshold neuron pruning is performed, when one of the following conditions is satisfied:

1. \(\sum_{k=1}^{n} |w_{in,k}| < \mu_i \times n\)
2. \(\sum_{k=1}^{m} |w_{out,k}| < \mu_o \times m\),

where \(w_{in,k}\) denotes the \(k\)-th weight for the incoming edge, \(w_{out,k}\) denotes the \(k\)-th weight for the outgoing one, \(\mu_i\) denotes the threshold for the incoming edge, and \(\mu_o\) denotes

Table 1  Truth table for a binarized \((-1/1)\) multiplication \(y = w \times x\).

| w | x | w \times x |
|---|---|---|
| -1 | -1 | +1 |
| -1 | +1 | -1 |
| +1 | -1 | -1 |
| +1 | +1 | +1 |

Table 2  Truth table for a binarized \((0/1)\) multiplication \(y = w \oplus x\).

| w | x | w \oplus x |
|---|---|---|
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

Table 3  Specifications for the original VGG-11 [26].

| Layer | Output Dim. | Input # Fmaps | Output Fmaps |
|-------|-------------|---------------|--------------|
| Conv1 | 32 × 32     | 3             | 64           |
| Conv2 | 32 × 32     | 64            | 64           |
| Max Pool | 16 × 16 | 64            | 64           |
| Conv3 | 16 × 16     | 64            | 128          |
| Conv4 | 16 × 16     | 128           | 128          |
| Conv5 | 16 × 16     | 128           | 128          |
| Max Pool | 8 × 8  | 128           | 128          |
| Conv6 | 8 × 8       | 128           | 256          |
| Conv7 | 8 × 8       | 256           | 256          |
| Conv8 | 8 × 8       | 256           | 256          |
| Max Pool | 4 × 4  | 256           | 256          |
| FC1 | 1 × 1      | 4096          | 4096         |
| FC2 | 1 × 1      | 4096          | 4096         |
| FC3 | 1 × 1      | 4096          | 10           |
that for the outgoing edge (Fig. 6). In this paper, different thresholds are used for incoming edges and outgoing ones.

3.2 Retraining for the Threshold Neuron Pruning

The neuron pruning is similar to the Synaptic pruning. The human brain has the process of pruning inherently. Five times synapses are pruned away from infant age to adulthood [16]. A similar rule can be applied to artificial neural networks. The neuron pruning proved to be a valid way to reduce the network complexity and overfitting [17]. This method works on modern neural networks as well. We begin by training the connectivity via the normal binarized network. Next, we prune the small-weight connections by the proposed neuron pruning. As a result, all connections with weights below a threshold are removed from the network. Finally, we retrain the network to learn the final weights for the remaining sparse connections. By applying pruning-retraining step by step, the number of neurons tends to be saturated. In the experiment, we will show this for the binarized fully connection layers.

4. Binarized CNN Architecture for the FPGA Implementation

4.1 Shared XNOR-MAC Circuit with Streaming Operation

Although we used the binarized MAC operation instead of the floating-point one, it consumes much hardware to realize the fully parallel XNOR-MAC operation. Since the typical CNN has the different number of feature maps in the layer, a heterogeneous streaming architecture requires many LUTs for a large size of XNOR operations.

In the paper, to realize the high-performance with less hardware, we proposed a shared XNOR-MAC circuit supporting a streaming operation as shown in Fig. 7. To reduce the memory access, we use the shift register to make a streaming data flow from the memory for the feature map. Also, it shares the different size of XNOR-MAC circuit into a single bitwise XNOR circuit followed by adder-trees, bias adder, and a write controller. The circuit reads the corresponding inputs from the shift register, then it applies to the bitwise binarized MAC operation. Next, it adds the pre-computed bias, which is obtained by both the pre-trained bias and the batch normalization value. Since the kernel crosses the boundary of the feature map, we attach the write control logic to the output of the circuit.

To further increase the performance, we propose the shared streaming binary 2D convolutional circuit shown in Fig. 8. To flexibility access to all feature maps, multiple on-chip BRAMs are used to realize multi-port with wide band memory access speed. In contrast, to read the weight, we use the off-chip memories, since the convolutional operation reads it at intervals for each feature map. Since we use the binarized CNN, the memory size is drastically reduced compared with non-binarized one. Since our CNN eliminates internal FC layers, the weight memories also eliminated.

4.2 Circuit for the Binarized Fully Connected Layers After Threshold Neuron Pruning

Figure 9 shows the serial-input parallel-output (SIPO) fully connected layer [11]. As shown in Fig. 9, it can reduce the memory bandwidth for the primary input. To realize the SIPO fully connected layer, it requires the sequentially multiply accumulation (MAC) circuit to emulate the artificial neuron shown in Fig. 4 sequentially. Figure 10 shows a sequential MAC circuit for the binarized neural network. It consists of the register and the XNOR gate to realize the binarized multiplication. Initially, it reset the value of the register to the bias value. Then, it updates the value for the neuron with performing the MAC operation sequentially. Finally, it sends the sign bit to the external output to realize the sign activation function. The MAC operation is realized
by the DSP slice on the FPGA. Figure 11 shows the circuit for the SIPO fully connected layer. In the circuit, the binarized weight memory stores the weight value, and it is read for corresponding input \( x_i \). The sequential MAC circuit updates the value for neurons sequentially. Figure 12 shows the circuit for SIPO fully connected layers with the threshold neuron pruning. The most of the weights are eliminated by the neuron pruning, and only a few part of weights is packed in the weight memories. Since the FPGA can realize the appropriate size of the memory with the block RAMs (BRAM) and the distributed memories, it is suitable to realize the neuron pruning. All the weights for each layer are read, and the output neurons are updated at a time. After all the inputs are evaluated, it transfers the values for the output neurons to the shift register. Then, the next layer is evaluated by shifting the value of the shift register. When all the layers are evaluated, the values for the output neurons are sent to the external output.

4.3 Overall Architecture

Figure 13 shows the architecture for the proposed binarized CNN. The memory access circuit is almost the same as the conventional one, however, the memory part is realized by the on-chip block RAMs (BRAM). The proposed architecture has the shift registers and buffers to access indices for the corresponding kernel. In our implementation, we realize the binarized multiplier by an XNOR gate, while requires no DSP blocks for the convolutional operation. The on-chip memories (BRAMs) stores inputs, and outputs for all the feature maps, and the off-chip memories (DDR3SDRAM) stores weights. Thus, our architecture efficiently uses of the BRAMs while it saves additional memory and keeps the performance. Also, our implementation achieves higher computation speed than conventional one, since it performs a convolutional operation for 256 feature maps at a time.

5. Experimental Results

5.1 Threshold Neuron Pruning with Re-Training

We designed the CNN using a Chainer which is a deep neu-
Table 4  Number of neurons after the neuron pruning. Note that, we retain the 99% baseline accuracy.

| Step | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| FC1  | 4.096 | 2.259 | 1.578 | 1.458 | 1.457 | 1.457 | 1.454 | 1.454 | 1.454 | 1.454 | 1.454 | 1.454 |
| FC2  | 4.096 | 3.853 | 3.826 | 3.754 | 3.716 | 3.716 | 3.534 | 3.456 | 3.456 | 3.447 | 3.426 | 3.421 | 3.395 |
| FC3  | 4.096 | 3.438 | 1.149 | 1.059 | 498  | 373  | 193  | 102  | 89   | 57   | 54   | 51   | 37   |
| FC4  | 10  | 10  | 10  | 10  | 10  | 10  | 10  | 10  | 10  | 10  | 10  | 10  | 10  |
| Total | 12.298 | 9.560 | 6.563 | 6.281 | 5.681 | 5.556 | 5.194 | 5.022 | 5.009 | 4.968 | 4.944 | 4.936 | 4.896 |
| Ratio | 1.00 | 0.78 | 0.53 | 0.51 | 0.46 | 0.45 | 0.42 | 0.41 | 0.41 | 0.40 | 0.40 | 0.40 | 0.39 |

Table 5  Threshold values for each steps.

| Step | 1→2 | 2→3 | 3→4 | 4→5 | 5→6 | 6→7 | 7→8 | 8→9 | 9→10 | 10→11 | 11→12 | 12→13 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|------|--------|--------|--------|
| FC1  | μ Farrell | 0.3168 | 0.3375 | 0.3430 | 0.3470 | 0.3500 | 0.3500 | 0.3500 | 0.3500 | 0.3500 |
|      | μ Farrell | 0.3143 | 0.3278 | 0.3401 | 0.3547 | 0.3650 | 0.3650 | 0.3753 | 0.3753 | 0.3753 |
| FC2  | μ Farrell | 0.2206 | 0.2412 | 0.2310 | 0.2430 | 0.2000 | 0.3117 | 0.2920 | 0.2200 | 0.2640 |
|      | μ Farrell | 0.2298 | 0.3551 | 0.3654 | 0.3988 | 0.4145 | 0.4270 | 0.4424 | 0.4463 | 0.4480 |
| FC3  | μ Farrell | 0.0020 | 0.3900 | 0.1550 | 0.3140 | 0.1458 | 0.3950 | 0.4540 | 0.3500 | 0.5410 |
|      | μ Farrell | —     | 0.3500 | —     | —     | —     | —     | —     | —     | —     |

Table 6  Comparison of binarized VGG-11 CNNs (Note that, the integer convolutional layer (IConv1) uses 1 bit weight and 8 bit input.).

| Layer   | Output Dim. | Input # Fmaps | Output # Fmaps | Weight [bits] | Output Dim. | Input # Fmaps | Output # Fmaps | Weight [bits] |
|---------|-------------|---------------|----------------|---------------|-------------|---------------|----------------|---------------|
| BConv1  | 32×32       | 3             | 64             | 1.7K          | 32×32       | 4             | 64             | 36.8K         |
| BConv2  | 32×32       | 64            | 64             | 36.8K         | 32×32       | 64            | 64             | 36.8K         |
| Max Pool| 16×16       | 64            | 64             | 36.8K         | 16×16       | 64            | 64             | 36.8K         |
| BConv3  | 16×16       | 64            | 128            | 73.7K         | 16×16       | 64            | 128            | 73.7K         |
| BConv4  | 16×16       | 128           | 128            | 147.4K        | 16×16       | 128           | 128            | 147.4K        |
| Max Pool| 8×1         | 128           | 128            | 147.4K        | 8×1         | 128           | 128            | 147.4K        |
| BConv5  | 8×1         | 128           | 256            | 294.9K        | 8×1         | 128           | 256            | 294.9K        |
| BConv6  | 8×1         | 256           | 256            | 589.8K        | 8×1         | 256           | 256            | 589.8K        |
| Max Pool| 4×1         | 256           | 256            | 589.8K        | 4×1         | 256           | 256            | 589.8K        |
| BFC1    | 1×1         | 4096          | 4096           | 16.7M         | 32×32       | 1454          | 3395           | 4.4M          |
| BFC2    | 1×1         | 4096          | 4096           | 16.7M         | 32×32       | 3395          | 375            | 125.6K        |
| BFC3    | 1×1         | 4096          | 10             | 40.9K         | 32×32       | 37            | 10             | 370           |
| (fc total) | (33.6M) |               |                |               | (4.5M)      |               |                |               |
| Total   |             |               |                | 34.7M         |             |               |                | 5.7M          |
we measured a latency for one image. Since the measured delay time for our CNN was 2.456 msec, its performance was 407 (frames per second). We measured the total board power consumption: It was 2.2 W. Thus, the performance per power efficiency is 185.0 (FPS/Watt), the performance per LUT is $260.2 \times 10^{-4}$ (FPS/LUT), and the performance per BRAM is 6.38 (FPS/BRAM), respectively.

5.3 Compared with an Edge Pruning Method

We compare the proposed neuron pruning with the edge pruning. We define the edge pruning.

**Definition 5.3**: An edge pruning performs the edge pruning when the weight is lower than the threshold value.

In the paper, we manually set the threshold value. We apply pruning-retraining step by step to the edge pruning. Figure 14 shows a relationship between recognition accuracy and memory size reduction rate, and Table 8 shows a comparison of the number of edges. From the experiment, the edge pruning can reduce more edge than the neuron pruning, however, it is almost the same value to keeping 99% of baseline accuracy.

We show the circuit for the edge pruning fully connection layer. We partition the edge pruning fully connection layer into single output neural networks (NNs) as shown in Fig. 15. Figure 16 shows a sequential MAC circuit for each NN. In the circuit, the binarized weight is loaded into the register, and the MAC operation is performed sequentially. Figure 17 shows a parallel realization of a sequential MAC circuit. It computes each single output NNs in parallel.

Let $n$ be the number of inputs, $m$ be the number of outputs, and $\sum w$ be the total number of edges for the edge pruning applied fully connection layer. From Fig. 16, it computes all single output NNs by $n$ steps. As shown in Fig. 12, it also computes by $n$ steps. Thus, both the circuit for the edge pruning and that for the neuron pruning take the same steps. Also, we quantitatively analysis the amount of memory. From Fig. 17, the flag memory requires $nm$ bits, while the binarized weight memory requires $\sum w$ bits. Thus, the edge pruning circuit requires totally $nm + \sum w$ bits. On the other hand, from Fig. 12, it requires $nm$ bits. Thus, as for the memory size, the circuit for the neuron pruning is smaller than that for the edge pruning. Table 9 compared of the circuit for pruning methods. From Table 9, the neuron pruning circuit is smaller than the edge pruning one. Above discussion, as for the circuit point of view, the neuron pruning is better than the edge pruning.

5.4 Compared with Conventional Binarized CNN Implementations

Table 7 compares binarized CNN implementations on the same FPGA. Although the FINN [31] implemented the VGG16 CNN on the Xilinx zcu102 board (Zynq Ultrascale+ MPSoC), to do fair comparison, we used the open source de-
Table 7  Comparison with other binarized CNN realizations on the FPGA.

| Implementation (Year) | Zhao et al. (2017) | FINN (2017) | Ours |
|-----------------------|---------------------|-------------|------|
| FPGA Board (FPGA)     | Zedboard (XC7Z020)  | PYNQ board (XC7Z020) | Zedboard (XC7Z020) |
| Clock (MHz)           | 143                 | 166         | 143  |
| # LUTs                | 46900               | 42823       | 15680|
| # 18Kb BRAMs          | 94                  | 270         | 64   |
| # DSP Blocks          | 3                   | 32          | 0    |
| Test Error            | 12.27%              | 19.9%       | 18.2%|
| Time (msec)           | (FPS)               |             |      |
| (FSG)                 | (168)               | (445)       | (408)|
| Power [W]             | 4.7                 | 2.5         | 2.2  |
| FPS/Watt              | 35.7                | 178.0       | 185.0|
| FPS/LUT               | 35.8×10^{-4}        | 103.9×10^{-4} | 260.2×10^{-4} |
| FPS/BRAM              | 1.8                 | 1.6         | 6.38 |

Table 8  Comparison of the number of edges.

| Layer | Baseline | Neuron Pruning | Edge Pruning |
|-------|----------|----------------|--------------|
| FC 1  | 4096     | 1454           | 1052         |
| FC 2  | 4096     | 3595           | 3256         |
| FC 3  | 4096     | 37             | 36           |
| FC 4  | 10       | 10             | 10           |

Table 9  Comparison of the circuit for a pruning method.

| Method | Neuron Pruning | Edge Pruning |
|--------|----------------|--------------|
| Clock (MHz) | 143 | 143         |
| # LUTs      | 15680 | 16320       |
| # 18Kb BRAMs | 64     | 96          |
| # DSP Blocks | 0       | 0           |
| Test Error  | 18.2%  | 18.2%       |
| Time [msec] (FPS) | 2.45 | 2.45       |
| Power [W]   | 2.2    | 2.3         |

5.5  Comparison with the CPU and the GPU

We compared our binarized CNN with other embedded platforms. We used the Nvidia Jetson TX1 board which has both the embedded CPU (ARM Cortex-A57) and the embedded GPU (Maxwell GPU). Following the benchmarking [23], the CPU and GPU run the VGG11 using Caffe [2] version 0.14. Also, we measured the total power consumption. Note that, in the experiment, to measure the latency, we set the number of batch size to one.

Table 10 compares our FPGA implementation with other platforms. Compared with the ARM Cortex-A57, it was 1773.0 times faster, it dissipated 3.1 times lower power, and its performance per power efficiency was 5781.3 times better. Also, compared with the Maxwell GPU, it was 11.1 times faster, it dissipated 7.7 times lower power, and its performance per power efficiency was 841.1 times better. Thus, the binarized CNN on the FPGA is suitable for the embedded system.

6. Conclusion

In the paper, we proposed the threshold neuron pruning which eliminates almost part of the weight memory, which was a bottleneck of the conventional realization. By applying the threshold neuron pruning, we could realize the weight memory by on-chip memory on the FPGA. Thus, it operated with a high-speed memory access. In the paper, we showed the SIPO fully connected layer circuit, which is efficiently access to on-chip memories on the FPGA. In the comparison, we measured the number of neurons for the original CNN, as for the 99% baseline accuracy, the number of neurons decreased by 39.8%. We implemented the neuron pruning CNN on the Xilinx Zedboard. Compared with the ARM Cortex-A57, it was 1773.0 times faster, it dissipated 3.1 times lower power, and its performance per power efficiency was 5781.3 times better. Also, compared with the Maxwell GPU, it was 11.1 times faster, it dissipated 7.7 times lower power, and its performance per power efficiency was 841.1 times better. Thus, the binarized CNN on the FPGA is suitable for the embedded system.
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