Abstract

In this paper, we propose a probabilistic approach to generate abstract scene graphs from uncertain 6D pose estimates. We focus on generating a semantic understanding of the perceived scenes that well explains the composition of the scene and the inter-object relations. The proposed system is realized by our knowledge-supervised MCMC sampling technique. We explicitly make use of task-specific context knowledge by encoding this knowledge as descriptive rules in Markov logic networks. We use a probabilistic sensor model to encode the fact that measurements are subject to significant uncertainty. We integrate the measurements with the abstract scene graph in a data driven MCMC process. Our system is fully probabilistic and links the high-level abstract scene description to uncertain low level measurements. Moreover, false estimates of the object poses and hidden objects of the perceived scenes can be systematically detected using the defined Markov logic knowledge base. The effectiveness of our approach is demonstrated and evaluated in real world experiments.
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1. Introduction

For autonomous robots to successfully perform manipulation tasks, such as cleaning up and moving things, they need a structural understanding of their environment. It is not sufficient to provide geometry scene knowledge alone, i.e., the locations of the objects relevant to the manipulation task. The robots planning components require additional information about the composition and inter-object relations within the scene. Imagine a robot that is asked to fetch one of the objects shown in Fig. 1. It is important for the robot to understand for example that

- to move object #3, object #4 should be moved first, otherwise object #4 will fall while moving object #3.
- object #6 is a false estimate thus can not be moved.
- there is something hidden under object #5.

In this paper, we propose a probabilistic method to generate abstract scene graphs for table-top scenes that can answer such questions. The input to our algorithm is 6D object poses that are generated using a feature-based pose estimation approach. Object poses can be estimated either from stereo images or from RGBD point clouds. A typical result of the procedure is shown in Fig. 1.
Our scene graph for table-top scenes describes the composition of the perceived scene and the relations between the objects, such as “support” and “contact”. To efficiently generate such scene graphs, we explicitly formulate and use context knowledge, which we encode in logic rules that typically hold for table-top scenes, e.g., “objects do not hover over the table”, or “objects do not intersect with each other”.

The remainder of this paper is structured as follows: in section 2 we review related work in the field of context-based scene analysis. In section 3 we list our contributions. In section 4 we explain the fundamental idea of our generalizable knowledge framework. In section 5 we briefly introduce the theory of Markov logic networks. In section 6 we elaborate on how to use our knowledge framework to solve the problem of table-top scene analysis. In section 7 we evaluate the performance of our system using real world data. In the end, we conclude in section 8.

2. Related Work

Scene analysis involves several different aspects, such as object identification [1, 2], object localization [3, 4, 5], and object discovery [6, 7, 8]. Depending on the context, each individual scene can be very different. For a table-top scene, a scene may contain several objects that are commonly found on tables, such as, books and computers. In traffic analysis, a scene may be something completely different and consist of cars, traffic lights and other relevant objects. The goal of different applications of scene analysis is not the same either. Some approaches concentrate on identifying and localizing the objects involved, while other approaches try to discover objects in a cluttered environment. In the following, we provide a short review on existing approaches, and we focus on the ones that use context information to analyze the perceived scene.

Several previous methods represent context knowledge as descriptive logic rules to help robots understand the perceived scenes. Using description logic [8, 10, 11], ontologies [12, 13] are used to encode knowledge about the composition of scenes, for example, that a set of cutlery consists of a knife, a fork, and a spoon. Using reasoning engines, such as Racer [14], Pellet [15] and FaCT++ [16], missing or wrong items in the scene can be inferred so as to give robots higher-level understanding of the perceived scene. In addition, robot actions are sometimes also encoded as ontologies. Different steps of performing a certain task, such as setting up a table, are defined as the composites. Based on inference results of the defined ontologies, corresponding actions are triggered for the operating robot.

Lim et. al. [17] presented an ontology-based knowledge framework, in which they model robot knowledge as a semantic network. This framework is comprised of two parts: knowledge description and knowledge association. Knowledge description combines knowledge regarding perceptual features, part objects, metric maps, and primitive behaviors with knowledge about perceptual concepts, objects, semantic maps, tasks, and contexts. Knowledge association adopts both unidirectional and bidirectional rules to perform logical inference. This framework enabled their robot to complete a “find a cup” task in spite of hidden or partial data.

Tenorth et. al. [18] proposed a system for building environment models for robots by combining different types of knowledge. Spatial information about objects in the environment is combined with encyclopedic knowledge to inform robots of the types and properties of objects. In addition, common-sense knowledge is used to describe the functionality of the involved objects. Furthermore, by learning statistical relational models, another type of knowledge is derived from observations of human activities. By providing robots deeper knowledge about objects, such as their types and their functionalities, this system helps robots accomplish complex tasks like cleaning dishes.

Pangercic et. al. [19] proposed a top-down guided 3D model-based vision algorithm for assisting household environments. They use “how-to” instructions which are parsed and extracted from the wikihow.com webpage [20] to shape the top-down guidance. The robots knowledge base is represented in Description Logics (DL) using the Web Ontology Language (OWL) [21]. Based on the knowledge base, inferences are obtained using SWI-Prolog queries [22]. Using this system, the task “how to set a table” is accomplished, in which a robot prepares a table for a meal according to the instructions obtained from the wikihow webpage.

Some other methods use first-order logic [23, 24] or variants of first-order logic, such as Markov logic networks [25] or Bayesian logic networks [26], to formulate context knowledge to solve scene analysis. Blodow et. al. [27] use a Markov logic network to identify objects. Instead of generating scene graphs of the perceived scenes, they focus on inferring the temporal correspondence between observations and entities. By keeping track of where objects of interest are located, they aim to provide robots environment awareness, so that robots are able to infer which observations refer to which entities in the real world.

Additionally, there exist also methods that exploit
context information through human robot interaction (HRI) [28]. Motivated from psycholinguistic studies, Swadzba et al. [29] proposed a computational model for arranging objects into a set of dependency trees via spatial relations extracted from human verbal input. Assuming that objects are arranged in a hierarchical manner, they predict intermediate structures which support other object structures, such as, “soft toys lie on the table”. The objects at the leaves of the trees are assumed to be known and used to compute potential planar patches for their parent nodes. The computed patches are adapted to real planar surfaces, so that wrong object assignments are corrected. In addition, new object relations which were not given in the verbal descriptions could also be introduced. In this way, they could generate a model of the scene through context encoded in the verbal input of human observers. Other examples of this kind of approaches can be found in [30], [1], and [31].

A number of approaches analyze scenes using context information in other form. Grundmann et. al. [32] proposed a method to increase the estimation accuracy of independent sub-state estimation using statistical dependencies in the prior. The dependencies in the prior are modeled by physical relations. They use a physics engine to test the validity of the sampled physical relations. Scene models that fail the validity check of the implemented physics engine are given a probability of zero. In this way, a better approximation of the joint posterior is achieved. Another example of using physics engines to check scene validity was presented in [33].

By modeling the relations between objects and their supporting surfaces in the image as a graphical model, Bao et. al. [34] formulate the problem of objects detection as an optimization problem, in which parameters such as the object locations or the focal length of the camera are optimized. They follow the intuition that objects’ location and pose in the 3D space are not arbitrarily distributed but rather constrained by the fact that objects must lie on one or multiple supporting surfaces. Such supporting surfaces are modeled by means of hidden parameters. The solution to the problem is finding the set of parameters that maximizes the joint probability. However, this approach aimed at detecting objects using context information and did not provide an abstract understanding of the perceived scenes.

Contributions

Other than the approaches introduced above, we propose a probabilistic approach to generate abstract scene graphs from uncertain 6D pose estimates. We focus on generating a semantic understanding of the perceived scenes that well explains the composition of the scene and the inter-object relations. The proposed system
4. Markov Logic Networks

Before explaining the theory of Markov Logic Networks (MLNs), we briefly introduce the two fundamental ingredients of MLNs, which are Markov Networks and First-Order Logic.

4.1. Markov Networks

According to [38], a Markov network is a model for representing the joint distribution of a set of variables $X = (X_1, X_2, \ldots, X_n) \in \mathcal{X}$, which constructs an undirected Graph $G$, with each variable represented by a node of the graph. In addition, the model has one potential function $\phi_k$ for each clique in the graph, which is a non-negative real-valued function of the state of that clique. Then the joint distribution represented by a Markov network is calculated as

$$P(X = x) = \frac{1}{Z} \prod_k \phi_k(x_{\{k\}}),$$

with $x_{\{k\}}$ representing the state of the variables in the $k$th clique. The partition function $Z$ is calculated as

$$Z = \sum_{x \in \mathcal{X}} \prod_k \phi_k(x_{\{k\}}).$$

Here, the term $p(D|M)$ is usually called the likelihood and indicates how probable the observed data are for different settings of the model. The term $p(M)$ is the prior describing what kind of models are possible at all. We propose to realize the prior by making use of context knowledge in the form of descriptive rules, so that the prior distribution is shaped in such a way that impossible models are ruled out. Calculations of the prior and likelihood are explained in section 5.4 and section 5.5 respectively.

Starting from an initial guess of the model, we apply a data driven MCMC process to improve the quality of the abstract model. Our goal is then to find the model $M^{*}$ that best explains the data and meanwhile complies with the prior, which leads to the maximum of the posterior probability:

$$M^{*} = \arg \max_{M \in \Omega} p(M|D),$$

where $\Omega$ indicates the entire solution space. Details on this process are provided in section 5.6.

3. A Generalizable Knowledge-Supervised MCMC Sampling Framework

Markov chain Monte Carlo (MCMC) [35] methods are a class of algorithms for sampling from probability distributions. In MCMC methods, a Markov chain, whose equilibrium distribution is identical with the desired distribution, is constructed by sequentially executing state transitions according to a proposal distribution. The state of the chain after certain burn-in time is then used as a sample of the desired distribution.

In this paper, we apply our generalizable knowledge-supervised MCMC (KSMCMC) sampling framework [35], which is a modern extension of MCMC methods, to interpret table-top scenes. KSMCMC is a combination of Markov logic networks [25] and data-driven MCMC sampling [37]. Based on Markov logic networks, task-specific context knowledge can be formulated as descriptive logic rules. These rules define the system behaviour on higher levels and can be processed by modern knowledge reasoning techniques. Using data-driven MCMC, samples can be efficiently drawn from unknown complex distributions. As a whole, KSMCMC is a new method of fitting abstract semantic models to input data by combining high-level knowledge processing with low-level data processing in a probabilistic and systematic way.

The fundamental idea of our framework is to define an abstract model $M$ to explain data $D$ with the help of rule-based context knowledge (defined in MLNs). According to Bayes’ theorem, a main criterion for evaluating how well the abstract model $M$ matches the input data $D$ is the posterior probability of the model conditioned on the data $p(M|D)$ which can be calculated as follows:

$$p(M|D) \propto p(D|M) \cdot p(M).$$

is realized by our knowledge-supervised MCMC sampling technique [35]. We employ Markov Logic Networks (MLNs) to encode the fact that measurements are subject to significant uncertainty. We integrate the measurements with the abstract scene graph in a data driven MCMC process. Our system is fully probabilistic and links the high-level abstract scene description to uncertain low level measurements. Moreover, false estimates of the object poses and hidden objects of the perceived scenes can be systematically detected using the Markov logic inference techniques.
By replacing each clique potential function with an exponential weighted sum of features of the state, Markov networks are usually used as log-linear models:

$$P(X = x) = \frac{1}{Z} \exp \left( \sum_{j} \omega_{j} f_{j}(X) \right),$$

where $f_{j}(x)$ is the feature of the state and it can be any real-valued function. For each possible state $x_{k}$ of each clique, a feature is needed with its weight $\omega_{j} = \log \phi_{j}(x_{k})$. Note that for the use of MLNs only binary features are adopted, $f_{j}(x) \in \{0, 1\}$. For more details on Markov networks, please refer to [38].

4.2. First-Order Logic

Here we briefly introduce some definitions in first-order logic, which are needed to understand the concept of Markov logic networks. For more details on first-order logic, please refer to [39].

- **Constant symbols**: these symbols represent objects of the interest domain.
- **Variable symbols**: the value of these symbols are the objects represented by the constant symbols.
- **Predicate symbols**: these symbols describe relations or attributes of objects.
- **Function symbols**: these symbols map tuples of objects to other objects.
- An atom or atomic formula is a predicate symbol used to represent a tuple of objects.
- A ground atom is an atom containing no variables.
- A possible world assigns a truth value to each possible ground atom.

Together with logical connectives and quantifiers, a set of logical formulas can be constructed based on atoms to build a first-order knowledge base.

4.3. MLNs

Unlike first-order knowledge bases, which are represented by a set of hard formulas (constraints), Markov logic networks soften the underlying constraints, so that violating a formula only makes a world less probable, but not impossible (the fewer formulas a world violates, the more probable it is). In MLNs, each formula is assigned a weight representing how strong this formula is. The definition of a MLN is [25]:

A Markov logic network $L$ is a set of pairs $(F_{i}, \omega_{i})$, where $F_{i}$ is a formula in first-order logic and $\omega_{i}$ is a real number. Together with a finite set of constants $C = \{c_{1}, c_{2}, \ldots, c_{C}\}$, it defines a Markov network $M_{LC}$ as follows:

1. $M_{LC}$ contains one binary node for each possible grounding of each predicate appearing in $L$. The value of the node is 1 if the ground atom is true, and 0 otherwise.
2. $M_{LC}$ contains one feature for each possible grounding of each formula $F_{i}$ in $L$. The value of this feature is 1 if the ground formula is true, and 0 otherwise. The weight of the feature is the $\omega_{i}$ associated with $F_{i}$ in $L$.

The probability over possible worlds $x$ specified by the ground Markov network $M_{LC}$ is calculated as

$$P(X = x) = \frac{1}{Z} \exp \left( \sum_{i} \omega_{i} n_{i}(x) \right) = \frac{1}{Z} \prod_{i} \phi_{i}(x_{(i)})^{n_{i}(x)},$$

where $n_{i}(x)$ is the number of true groundings of $F_{i}$ in $x$, $x_{(i)}$ is the state (truth values) of the atoms appearing in $F_{i}$, and $\phi_{i}(x_{(i)}) = e^{\omega_{i}}$. For more details on MLN, please refer to [25].

5. Scene Graph Generation

5.1. Rule-Based Context Knowledge

Objects on a table-top are not arranged arbitrarily but they follow certain physical constraints. In our system, we formulate such constraints as context knowledge using descriptive rules. This knowledge helps to model table-top scenes efficiently by ruling out impossible scenes. We express physical constraints in a table coordinate system. This table coordinate system can be efficiently detected from the sensor input, e.g., using the Point Cloud Library [40]. To apply context knowledge to scene analysis, we transform the initial guess of the 6D poses of the objects from the sensor coordinate system into the table coordinate system (see Fig. 2).

5.1.1. Evidence Predicates

Evidences are abstract terms that are detected from the perceived scene given the object poses and models. To formulate the knowledge as descriptive rules, we first define several evidence predicates that describe the properties of table-top scenes. The predicates are given in Table 1 and encode the following properties:
Figure 2: a) The object poses are initially calculated in the sensor coordinate system. b) To apply context knowledge in a table-top scene, the objects poses are transformed into the table coordinate system.

**Evidence Predicates**

| Evidence Predicates       |
|---------------------------|
| stable(object)            |
| table(object)             |
| contact(object,object)    |
| intersect(object,object)  |
| hover(object)             |
| higher(object,object)     |

Table 1: Declaration of evidence predicates

- **stable(object):** this predicate indicates that an object has a stable pose, i.e., it stably lies on a horizontal plane. For instance, objects #1, #2, #3, and #5 in Fig. 2b have a stable pose. Objects #4 and #6, in contrast, have an unstable pose.

- **table(object):** this predicate provides the possibility to model tables as objects, so that we can use it in the reasoning.

- **contact(object,object):** this predicate indicates whether two objects have contact with each other. In the scene shown in Fig. 2b, for instance, there is contact between object #2 and #3, and between object #3 and #4. By contrast, there is no contact between object #4 and #5, or between object #2 and #5.

- **intersect(object,object):** this predicate indicates whether two objects intersect each other. In the scene shown in Fig. 2b, intersection only occurs between object #1 and #6. The predicates intersect(object,object) and contact(object,object) are mutually exclusive.

- **higher(object,object):** this predicate expresses that the position of the first attribute is higher than that of the second attribute in the table coordinate system. In the scene shown in Fig. 2b, for instance, this predicate is true for (#5,#2), (#4,#2), and (#4,#3).

- **hover(object):** this predicate means that an object does not have any contact with other objects including the table. In the scene shown in Fig. 2b, this predicate is only true for object #5.

### 5.1.2. Context Knowledge Defined as Logic Rules

Having defined the evidence predicates, we formulate context knowledge as descriptive rules using Markov logic. Knowledge can be defined as soft rules or hard rules in Markov logic to express uncertainty. Knowledge that holds in all cases are defined as hard rules. Hard rules are assigned a weight of $\infty$ in Markov logic. By contrast, soft rules are used to encode uncertain knowledge and are given a probabilistic weight in Markov logic representing the uncertainty of the corresponding knowledge. Here, we define several hard and soft rules to model table-top scenes (see Table 2).

**Hard Rules.**

- $r_1$: This rule expresses the fact that an object cannot be higher than itself.
- $r_2$: This rule indicates that an object does not intersect with itself.
- $r_3$: This rule encodes the fact that an object does not have contact with itself.
- $r_4$: This rule means that the predicate contact(object,object) is commutative, i.e., given that object $o_1$ has contact with $o_2$, the statement that object $o_2$ has contact with $o_1$ is true.
- $r_5$: This rule means that the predicate intersect(object,object) is commutative, i.e., given that object $o_1$ intersects with $o_2$, the statement that object $o_2$ intersects with $o_1$ is true.
- $r_6$: This rule means that the predicate higher(object,object) is not commutative, i.e., given that object $o_1$ is higher than $o_2$, the statement that object $o_2$ is higher than $o_1$ is wrong.
- $r_7$: This rule expresses that in a table-top scene, the table (as an object) is not a false estimate.
- $r_8$: This rule expresses that in a table-top scene, the table (as an object) is the lowest object in the scene and has no hidden object under it.
- $r_9$: This rule expresses that in a table-top scene, the table (as an object) has a stable pose.
- $r_{10}$: This rule describes “supportive” and “supported” relations between two objects with a stable pose. These relations do not apply for objects with unstable poses. In the scene shown in Fig. 2b, for example, this relation holds between the table and objects #1, #2, and #3 respectively.
| index $i$ | weight $\omega_i$ | formula $F_i$ |
|-----------|-----------------|----------------|
| $r_1$     | $\infty$        | !higher(o1,o1) |
| $r_2$     | $\infty$        | !intersect(o1,o1) |
| $r_3$     | $\infty$        | !contact(o1,o1) |
| $r_4$     | $\infty$        | contact(o1,o2) $\rightarrow$ contact(o2,o1) |
| $r_5$     | $\infty$        | intersect(o1,o2) $\rightarrow$ intersect(o2,o1) |
| $r_6$     | $\infty$        | higher(o1,o2) $\rightarrow$ !higher(o2,o1) |
| $r_7$     | $\infty$        | table(o1) $\rightarrow$ !false(o1) |
| $r_8$     | $\infty$        | table(o1) $\rightarrow$ !hidden(o1) |
| $r_9$     | $\infty$        | table(o1) $\rightarrow$ stable(o1) |
| $r_{10}$  | $\infty$        | stable(o1) $\land$ stable(o2) $\land$ contact(o1,o2) $\land$ higher(o1,o2) $\rightarrow$ supportive(o2) $\land$ supported(o1) |
| $r_{11}$  | $\log(0.70/0.30)$ | supported(o1) $\rightarrow$ !hidden(o1) |
| $r_{12}$  | $\log(0.90/0.10)$ | !stable(o1) $\rightarrow$ !supportive(o1) |
| $r_{13}$  | $\log(0.90/0.10)$ | hover(o1) $\rightarrow$ false(o1) $\lor$ hidden(o1) |
| $r_{14}$  | $\log(0.90/0.10)$ | intersect(o1,o2) $\rightarrow$ false(o1) $\lor$ false(o2) |
| $r_{15}$  | $\log(0.70/0.30)$ | supportive(o1) $\rightarrow$ !false(o1) |
| $r_{16}$  | $\log(0.90/0.10)$ | stable(o1) $\rightarrow$ !false(o1) |

Table 2: Declaration of rules

**Soft Rules.**

$r_{11}$: This rule encodes the assumption that an object that is already known to be supported (through rule #10) is not likely to have a hidden object under it.

$r_{12}$: This rule expresses the assumption that an object with an unstable pose is unlikely to be supportive.

$r_{13}$: This rule states the assumption that a hovering object is either a false estimate or has a hidden support under it.

$r_{14}$: This rule states the assumption that if two objects intersect, then one of them is probably a false estimate.

$r_{15}$: This rule indicates the assumption that a supportive object is unlikely to be a false estimate.

$r_{16}$: This rule indicates the assumption that an object with a stable pose is unlikely to be a false estimate.

The choice of the rules is a problem-oriented engineering step, and the rules given here serve as an example of how to encode the properties of typical table-top scenes.

5.1.3. **Query Predicates**

Using these rules, query predicates are inferred given the evidence. In principle, the query predicates represent the questions that Markov logic can answer given the defined knowledge base. These query predicates are listed in Table 3 and have the following interpretations:

- **supportive(object)**: this predicate indicates that the object represented by the attribute is physically supported by other objects. **supported(object)** and **supportive(object)** are two auxiliary query predicates which are used to infer about **hidden(object)** and **false(object)**.

- **hidden(object)**: this predicate expresses that there is an hidden object in the scene under the object that is represented by the attribute. In the scene shown in Fig. 2b, this predicate is true for object #5.

- **false(object)**: this predicate indicates that the object represented by the attribute is a false estimate. In the scene shown in Fig. 2b, this predicate is true for object #6.

5.1.4. **Weights in Log-odd Form**

Rules #11 to #16 are soft and are therefore given a weight in the log-odd form describing our belief on how often the corresponding uncertain knowledge holds. A weight in the log-odd form $\log(p_1/p_2)$ with $p_1, p_2 \in \mathbb{R}$.
Figure 3: An example scene consisting of five objects represented by their corresponding oriented bounding box. (0, 1) and \( p_1 + p_2 = 1 \), means that the corresponding rule holds with the probability of \( p_1 \) [25]. These weights can either be learned [41, 42, 43] or manually designed [44]. In our work, we use two belief levels \( \log(0.90/0.10) \) (very sure) and \( \log(0.70/0.30) \) (relatively sure) to encode the uncertainty of knowledge. Using Markov logic inference, we can answer the queries \( \text{hidden}(object) \) and \( \text{false}(object) \) in the form of a probability.

5.1.5. Evidence Generation

To do inference in MLNs, necessary evidences must be given as input. In this work, we focus on objects with a regular shape, in particular, objects that can be well represented by an oriented bounding box (OBB) [45]. However, the aforementioned principles generalize over objects with other shapes, as long as evidences are provided accordingly. In the following we elaborate on how to generate evidences by analyzing the oriented bounding boxes of detected objects:

- \( \text{stable}(object) \): if any edge of an object OBB is parallel to the vertical axis of the table coordinate system, we define this object to have a stable pose, i.e., \( \text{stable}(object) = \text{True} \). Examples are shown in Fig. [3]. Here object #0, #1, #3 and #4 have a stable pose. In contrast, object #2 has an unstable pose.

- \( \text{contact}(object, object) \): to detect whether two objects have contact with each other, we search for points of intersection between the OBB of these two objects. If two OBBs contact but do not intersect each other, there are three possible cases:
  - There is only one point of intersection, and it coincides with one of the six vertices of either OBB.
  - There are multiple points of intersection, and all points are co-linear and lie on one of the twelve edges of either OBB (for example, the contact between object #2 and #4 in Fig. [3]).
  - There are multiple points of intersection, and all points are coplanar and lie on one of the six facets of either OBB (for example, the contact between object #0 and the table in Fig. [3]).

In each of the above three cases, we set \( \text{contact}(object, object) = \text{True} \) and \( \text{intersect}(object, object) = \text{False} \).

- \( \text{intersect}(object, object) \): \( \text{contact}(object, object) \) and \( \text{intersect}(object, object) \) are mutually exclusive, i.e., they can not be true at the same time. If there exist points of intersection between two OBBs, and none of the above cases applies, or if an OBB completely contains the other OBB, then we set \( \text{intersect}(object, object) = \text{True} \). In all other cases, we set \( \text{contact}(object, object) = \text{False} \) and \( \text{intersect}(object, object) = \text{False} \). An example of the case that two objects intersect with each other is depicted by Fig. [4]. Here \( \text{intersect}(object, object) \) is true for object #3 and #5. Points of intersection are shown by gray spheres.

- \( \text{hover}(object) \): if an object does not have any contact or intersection with other objects including the table, then we set \( \text{hover}(object) = \text{True} \). An example for this case is the object #3 in Fig. [3].

- \( \text{higher}(object, object) \): if the position of \( object1 \) is higher than the position of \( object2 \) in the table coordinate system, then we set \( \text{higher}(object1, object2) = \text{True} \).

The performance of discriminative generation of evidences is important for our system to deliver correct inferences. If something goes wrong with evidence generation, e.g., a “supportive” or “supported” relation is
missed, the inference results would be less accurate. Since evidence generation is done based on discriminative methods, errors could happen (but very rarely), when it comes to some near-to-threshold cases. For instance, if we define that two objects are considered to have a contact if the closest distance between these two objects is less than 0.5 cm. Then for the cases, in which the closest distance between two objects is 0.6 cm or 0.7 cm, no contact will be detected, although the detection of contact would be more favourable in this case.

5.2. Estimation Of Object Poses

To determine 6D object poses, we apply a pose estimation approach that is similar to the approach presented by Grundmann et. al. [46]. The basic computational steps are given in Alg. 1. The algorithm is based on Scale-invariant feature transform (SIFT) keypoints [47] that are extracted from triangulated stereo images or RGBD measurements, e.g., from the Kinect sensor.

Algorithm 1 6D Object Pose Estimation

Require:
\( z \), input measurement
\( D \), object database

Ensure:
\( H \), set of pose hypotheses

1: extract SIFT keypoints from \( z \)
2: match keypoints to database \( D \)
3: for all object models \( d \in D \) do
4: for \( i \) iterations do
5: randomly choose three keypoints matched to \( d \)
6: compute object pose hypothesis from matches
7: end for
8: cluster pose hypotheses for object \( d \)
9: add clustered hypotheses to \( H \)
10: end for

In a first step, the SIFT keypoints of the observed objects are matched to a database \( D \) of object models. For each object model \( d \in D \), a maximum of \( i \) hypotheses is generated. To generate hypotheses, three keypoints are chosen randomly from the set of keypoints that has been matched to model \( d \). Here, the keypoints extracted from the stereo images must undergo a certain matching scheme to check their validity. The matching scheme is depicted in Fig. 5. First of all, the extracted keypoints are checked by stereo matching, i.e., to check whether a keypoint found in the left image can also be found in the right image, or vice versa. The keypoints that have survived the stereo matching are matched with the object database separately. If a keypoint in the left image and its corresponding keypoint in the right image (that has been matched through stereo matching) refer to the same point in the object database, then this keypoint is a valid keypoint and can be used for pose estimation.

An object pose hypothesis is then computed from triples of these matched points. Finally, pose hypotheses are clustered, and outliers are removed using the RANSAC algorithm [48].

An example of pose estimation process is depicted in Fig. 6. First, the keypoints extracted from the stereo images are matched (see Fig. 6-a, matched keypoint pairs are visualized by yellow lines). Then, matched keypoints are compared to the object database. In Fig. 6-b and c, keypoints found in the object database are shown in yellow. For clarity, only the key points of an object are shown. Using these matched keypoints, pose hypotheses are generated which are shown in Fig. 6-d. Pose estimation is performed for each new scene but is not repeated during scene graph generation.

5.3. Object Database

We use the object database of the Deutsche Servicerobotik Initiative (DESIRE) project [50]. The object models are generated using an accurate 3D modelling device which is equipped with a turn table, a movable stereo camera pair and a digitizer. An example of the modelling process is illustrated in Fig. 7. As shown in Fig. 7-a, the stereo camera pair first acquires stereo images of the target object from all possible view angels. Then 2D SIFT keypoints are extracted from these stereo images. Through keypoints matching and triangulation, a 3D point cloud (7-c) is generated out of the matched 2D SIFT keypoints. Based on this point cloud and some further optimization steps, the final object model is generated in the form of a textured mesh of 3D SIFT keypoints (7-e). In 7-f, an overview of the DESIRE object database which contains 100 house-hold items is demonstrated.

5.4. Calculation of Prior Probability

Having defined the predicates and the rules, a knowledge base is formulated in the form of a Markov logic.
network (MLN). A MLN initializes a ground Markov network\cite{25}, if it is provided with a finite set of constants. In our application, the detected objects and the table form the set of constants. The probability of a possible world \( x \) (a hypothesis of scene graph \( M \)) is given by the probability distribution that is represented by this ground Markov network. As shown in the equation (6), this probability is calculated as follows:

\[
P(X = x) = \frac{1}{Z} \exp \left( \sum_i \omega_i n_i(x) \right),
\]

where \( n_i(x) \) is the number of true groundings of formula \( F_i \) in \( x \), and \( \omega_i \) is the weight of \( F_i \). \( Z \) is a normalization factor. As can be seen in the above equation, the probability of a possible world is equal to the exponentiated sum of weights of formulas that are satisfied in this possible world divided by the normalization factor \( Z \).

By ignoring the normalization factor \( Z \), which is the same for all possible worlds, the unnormalized probability is used as the prior probability in equation (1):

\[
p(M) = \exp \left( \sum_i \omega_i n_i(x) \right).
\]

(7)

In this work, we adapt the ProbCog Toolbox\cite{51} to perform MLN inference and to calculate this unnormalized probability.

5.5. Calculation of Likelihood

To evaluate estimated object poses, we use a Gaussian sensor model as likelihood, which is similar to the approach proposed by Grundmann et. al.\cite{52}. For a pose estimate \( \psi \), which corresponds to a scene graph \( M \), we first determine the set of keypoints that have been matched in the object database. Let \((x_i, y_i)\), \(i = 1, 2, \cdots, n\), be the set of 2D image coordinates of the key points in the stereo image that are matched to the object database. Using the pin hole camera model\cite{53}, we project the model keypoints \((x_i, y_i)\) into the image and denote the resulting set of coordinates as \((x_i^\psi, y_i^\psi)\). The likelihood \( p(D|M) \) in equation (1) is then calculated as

\[
p(D|M) = \prod_i \left( \frac{1}{\sigma_x \sqrt{2\pi}} e^{-\frac{(x_i - x_i^\psi)^2}{2\sigma_x^2}} \frac{1}{\sigma_y \sqrt{2\pi}} e^{-\frac{(y_i - y_i^\psi)^2}{2\sigma_y^2}} \right).
\]

(8)

where \( \sigma_x \) and \( \sigma_y \) are the standard deviation in x- and y-direction of the image coordinates. We use this sensor model to determine the likelihood in equation (1). In our experiments, we use a standard deviation of 1 pixel for \( \sigma_x \) and \( \sigma_y \).
An illustration of this method is given in Fig. 8. Here, a pose hypothesis (shown in red) is evaluated against the database object pose (shown in blue). Key points in the stereo image that are matched to the object model are shown in cyan. For clarity, only the left camera image is shown. The correspondences between projected and matched key points are shown by yellow lines. The posed estimate with the best weight is optimized.

5.6. Data Driven MCMC

Because sensor data could be noisy and the used object database is imperfect, the input pose estimate of the observed objects is also imperfect. To find the scene graph that best explains the perceived scene, we apply a data driven MCMC process [37]. In the $t$-th iteration with scene graph $M_t$, we generate $n$ new pose estimates $e_{t,i}, i = 1, 2, \cdots, n$, by adding Gaussian noises to the current pose estimate $e_{t,0}$ and weight them using the sensor model (equation (1)). In this way, the input pose estimate is optimized.

An example of generating new pose estimates is given in Fig. 9. The pose estimate with the best weight $e_t^*$ is used to generate a new scene graph $M_{t+1}$. This scene graph is accepted by the probability $p_a$, using the Metropolis-Hastings algorithm [54]:

$$p_a = \min \left( 1, \frac{P(M_{t+1} | D) \cdot Q(M_t | M_{t+1})}{P(M_t | D) \cdot Q(M_{t+1} | M_t)} \right),$$

where $P(M_t | D)$ is the posterior probability of $M_t$ (equation (11)). $Q(M_{t+1} | M_t)$ is the proposal probability of generating $M_{t+1}$ out of $M_t$ and is calculated as

$$Q(M_{t+1} | M_t) = \frac{\text{weight}(e_t^*)}{\sum_i \text{weight}(e_{t,i}) + \text{weight}(e_{t,0})}.$$  

Similarly, $Q(M_t | M_{t+1})$ is computed as

$$Q(M_t | M_{t+1}) = \frac{\text{weight}(e_{t,0})}{\sum_i \text{weight}(e_{t,i}) + \text{weight}(e_{t,0})}.$$  

Here $\text{weight}(e_{t,i})$ is the likelihood calculated using $e_{t,i}$ as pose estimate (equation (9)).

6. Evaluation

We conducted numerous real world experiments to evaluate our approach. In each experiment, a number of household objects was placed on a table and a sensor measurement was taken. We then applied our approach to generate a scene graph and to infer hidden objects or false estimates.

A selection of typical results is shown in Fig. [10] to [16]. In each figure, the left camera image of the stereo image, the estimated poses, the resulting scene graph and the corresponding query probabilities are shown. False estimates and objects implying the existence of hidden objects are highlighted in red and cyan respectively. It can be seen, that all the perceived scenes are correctly represented by our scene graphs. Arrows indicate that an object stably supports another object. Undirected lines mean that two objects have an unstable contact.

6.1. Inference

In our experiments, the defined knowledge base (Table 3) is used to reason about false estimates and hidden objects in the perceived scenes. In all experiments, the false estimates and hidden objects are correctly inferred. In the used MLN tool [51], the query probabilities are calculated based on certain sampling methods, and their values $\nu$ are normalized ($\nu \in [0, 1]$). We interpret these values as follows:

![Figure 8: Evaluation of a pose estimate using the Gaussian sensor model. a) A pose (red) is evaluated against the database object pose (blue). b) Key points in the stereo image that are matched with the object model are shown in cyan (for clarity, only the left camera image is shown). The projected model key points are shown in red. The correspondences between projected and matched key points are shown by yellow lines.](image1)

![Figure 9: Generating new pose estimates (red) by adding Gaussian noises to the current pose estimate (green).](image2)
Experimental results confirm that our approach generates scene graphs stay the same. In addition, false estimates and hidden objects in the scenes are also correctly inferred by the defined MLN in all repeated experiments.

We manually labeled 25 complex table-top scenes. Each of the scenes contained several household objects of various types and had rather complex configurations. The 25 scenes contained in all 10 hidden objects and 5 false estimates, all of which were correctly inferred.

To check the robustness of our system, all the experiments were carried out 20 times. The generated scene graphs stay the same. In addition, false estimates and hidden objects in the scenes are also correctly inferred by the defined MLN in all repeated experiments.

6.2. Runtime
In experiments, we have also tested the run time performance of the proposed system. In each iteration, the run time of our system is mainly spent on MLN reasoning (including evidence generation) and the MCMC process. With a single-threaded implementation on an Intel i7 CPU, the average processing time of each iteration for the experiments shown in this paper is 2.18 seconds. 68.8% of this processing time is spent on MLN reasoning, and the other 31.2% is spent on the MCMC process. To get a good scene graph of the perceived scene, our system needs to perform 10 to 15 iterations.

7. Conclusion
In this paper, we used our knowledge-supervised MCMC sampling technique to model table-top scenes. Our system, as a whole, demonstrates a probabilistic approach to generate abstract scene graphs for table-top scenes using object pose estimation as input. Our approach explicitly makes use of task-specific context knowledge by defining this knowledge as descriptive logic rules in Markov logic. Integrating these with a probabilistic sensor model, we perform maximum posterior estimation of the scene parameters using our knowledge-supervised MCMC process.

We evaluated our approach using real world scenes. Experimental results confirm that our approach generates correct scene graphs which represent the perceived table-top scenes well. By reasoning in the defined MLN, false estimates of the object poses and hidden objects of the perceived scenes were correctly inferred.

Currently, objects with a regular shape that can be well represented by an oriented bounding box are used for scene analysis. This box shape is mainly used to simplify the discriminative evidence generation. A possible future direction could be the extension to objects with irregular shapes.
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