Applied machine learning for predicting the lanthanide-ligand binding affinities
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Binding affinities of metal–ligand complexes are central to a multitude of applications like drug design, chelation therapy, designing reagents for solvent extraction etc. While state-of-the-art molecular modelling approaches are usually employed to gather structural and chemical insights about the metal complexation with ligands, their computational cost and the limited ability to predict metal–ligand stability constants with reasonable accuracy, renders them impractical to screen large chemical spaces. In this context, leveraging vast amounts of experimental data to learn the metal-binding affinities of ligands becomes a promising alternative. Here, we develop a machine learning framework for predicting binding affinities ($\log K$) of lanthanide cations with several structurally diverse molecular ligands. Six supervised machine learning algorithms—Random Forest (RF), k-Nearest Neighbours (KNN), Support Vector Machines (SVM), Kernel Ridge Regression (KRR), Multi Layered Perceptrons (MLP) and Adaptive Boosting (AdaBoost)—were trained on a dataset comprising thousands of experimental values of $\log K$, and validated in an external 10-folds cross-validation procedure. This was followed by a thorough feature engineering and feature importance analysis to identify the molecular, metallic and solvent features most relevant to binding affinity prediction, along with an evaluation of performance metrics against the dimensionality of feature space. Having demonstrated the excellent predictive ability of our framework, we utilized the best performing AdaBoost model to predict the $\log K$ values of lanthanide cations with nearly 71 million compounds present in the PubChem database. Our methodology opens up an opportunity for significantly accelerating screening and design of ligands for various targeted applications, from vast chemical spaces.

Rare Earth Elements (REEs), that constitute the lanthanide block of the periodic table, together with Yttrium and Scandium, lie at the heart of many modern technologies in diverse fields ranging from health care to clean energy applications. With increasing adoption of clean and energy efficient technologies, the demand for REEs is expected to grow manifold in the coming years. Although conventional mining remains the primary source of global REE supply currently, owing to the huge quantities of electronic waste (e-waste) generated, REE recovery from e-wastes becomes a promising secondary source of these critical elements. Much of the metal processing industry relies upon hydrometallurgical operations such as liquid–liquid extraction (LLE) to recover the target element. The success of an LLE operation depends critically on the choice of ligands that can selectively bind to one or more target metal ions and transport them into an oil phase in contact with an aqueous phase which originally contained the metal ions. Thus, successful recovery of REEs from e-wastes calls for the design of ligands with a high affinity for one or more target lanthanide ions. The binding strength of a ligand to a metal ion depends on a number of factors including the nature of the molecule and the metal ion themselves, the solvent media, ionic strength of the media etc. For ligands that bind via a cation exchange mechanism (such phosphoric acid ligands), pH of the medium further becomes an important factor in determining the binding affinity, since deprotonation of the ligand is a necessary condition for the formation of an M-L complex. Then, any successful design of ligand must necessarily incorporate information about the experimental conditions in addition to the nature of the metal ion itself.

A number of works in the past have attempted to predict the binding affinities of various ligands with different metal ions as well as design ligands that can preferentially bind to one or more target metal ions. While molecular modeling using density functional theory could give important chemical insights in addition to
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binding affinities, the associated computational cost renders this method impractical to screen vast chemical spaces. In such a scenario, leveraging available experimental data on the M-L binding constants to build ‘data-based’ predictive models becomes a promising alternative. Prior works along these lines have predominantly employed Quantitative Structure Property Relations (QSPR) techniques such as Multiple Linear Regression (MLR) to build predictive models for M-L binding constants (Ref.13 and the references therein). The ligands were mostly described using the Substructural Molecular Fragments (SMF) descriptor.8,23,24 and consensus models were developed for each metal ion separately7–15. In addition, these works did not consider any properties of the metal ion or the medium while developing the QSPR models. Furthermore, these models were built for either a limited class of ligands or metal ions only. Owing to these restrictions, the errors in these models were relatively high, limiting their generalizability to predict M-L binding constants across vastly different ligand chemistries7–15.

In view of these limitations, our work employs a machine learning (ML) approach for predicting binding constants of diverse lanthanide-ligand complexes under varied experimental conditions. A total of 698 organic and inorganic ligands were involved in the modelling along with 15 lanthanide cations and 8 solvent media. A host of supervised ML algorithms—Random Forest (RF), k-Nearest Neighbours (KNN), Support Vector Machines (SVM), Kernel Ridge Regression (KRR), Multi Layered Perceptron (MLP) and Adaptive Boosting (AdaBoost)—were trained on an experimental dataset containing 5,266 logK values, validated using a tenfold cross-validation procedure and tested on 1,317 independent logK values. Unlike most previous QSPR studies that have primarily relied on SMF descriptors, the molecular descriptors used in the study comprised both physio-chemical (eg. molecular weight) and topological descriptors (eg. topological indices). Also, these descriptors were augmented with properties of metal cation and the solvent medium to factor in experimental conditions, thus enabling better model predictability. A rigorous feature engineering analysis was performed to identify the most relevant features based on three approaches and the findings have been discussed. Subsequently, an out-of-sample model validation was performed on six nitrogen donor ligands with known binding affinity values. Having tested the generalizability of our framework, we employed the best performing regression model to predict binding constants of lanthanide metals with nearly 71 million molecules in the PubChem database, falling within the applicability domain of our models. The demonstrated framework underpins the potential of statistical learning models in accelerating the discovery and development of novel molecular ligands for a target metal extraction from vast chemical spaces.

Methods

Dataset generation. The dataset for training our models was generated using the International Union of Pure and Applied Chemistry (IUPAC) Stability Constants Database (SC-database) (provided by Dr. Leslie Pettit). The database contains dissociation/binding/stability constants (in log units) of several metal ions binding with various ligand molecules from reported experimental literature. To begin with, the stability constants (logK) for all M-L pairs (M—lanthanide cation, L—ligand, logK = \(\log K_M^L\)) were collected and curated from the SC-database. In the subsequent step, we filtered datapoints with available experimental conditions namely temperature, ionic strength and solvent medium, resulting in a total of 6,583 entries. These entries contained 698 unique (ligand) molecules, 15 lanthanide cations—Ce\(^{3+}\), Ce\(^{4+}\), Pr\(^{3+}\), Nd\(^{3+}\), Pm\(^{3+}\), Sm\(^{3+}\), Eu\(^{3+}\), Gd\(^{3+}\), Tb\(^{3+}\), Dy\(^{3+}\), Ho\(^{3+}\), Er\(^{3+}\), Tm\(^{3+}\), Yb\(^{3+}\) and Lu\(^{3+}\)—and 8 solvent media—alcohol, dioxane, KCl, KNO\(_3\), NaCl, NaClO\(_4\), NaNO\(_3\) and R\(_\text{NX}\). To generate the machine learning descriptors, the corresponding 2D molecular structure files (for all 698 ligands) were downloaded from SC-DATABASE, converted into 3D molecular-data files (‘mol’ format) and fed into RDKit, an open-source cross-platform chemoinformatics toolkit25. The tool has a built-in functionality for generating both compositional descriptors like MolWt, NumValenceElectrons, NumHDonor etc. and topological molecular descriptors like Balaban1, FpDensityMorgan1, PEOE_VSA1 etc. Each 3D molecular structure was optimized using the general purpose UFF force field26; the optimized files were then read by the Chem.Descriptors module of RDKit to compute nearly 200 available molecular descriptors for each molecule in the database. Out of these, a number of descriptors were removed which were either redundant or null-valued for most of the entries. Some examples include descriptors like fr_Ar_COO, fr_Ar_OH, fr_COO2 etc. which only count the number of functional groups of a certain type, an information captured in other compositional descriptors like MolWt, HeavyAtomMolWt, NumValenceElectrons etc. as well. Post this screening, 83 molecular descriptors remained, which were augmented with 14 readily available properties of metal atoms (atomic number, outer shell electrons, ionization energies I–III, electron affinity, atomic radius, covalent radius, ionic radius, Pauling electronegativity, melting point, boiling point, density and standard entropy), 3 properties of solvent medium (density, molar mass and melting point) and experimental conditions, namely temperature and ionic concentration. Octanol and methanlumion chloride were used to represent the alcohol and R\(_\text{NX}\) media, respectively. Like other works in the past7–12,14–16, no descriptors based on the structural features of the metal–ligand (M-L) complex (such as denticity, coordination geometry etc.) were included since models built using such features will be inappropriate to predict the logK values in cases (such as predicting binding affinities across vast chemical spaces) where the M-L structure is unavailable. Thus, the final dataset for training had 102 descriptors for 6,583 datapoints containing known experimental log K values. The same has been uploaded in the supporting information.

For preprocessing, we implemented six scaling techniques inbuilt in the scikit-learn machine learning library of Python25. Subsequently, a host of ML models, namely RF, KNN, SVM, KRR, MLP and AdaBoost were trained on the dataset in view of the recent successes of neural networks and kernel-based methods in accelerated material property predictions28–33. The details on preprocessing and model training are provided in the supporting information.
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Results

Figure 1 depicts the Pearson correlation coefficient matrix representing all 102 features plotted using the Seaborn library of Python. The features, largely speaking, are not highly correlated with understandable exceptions like a few subtypes of the same molecular descriptors, e.g. Chi (features 3–14), Lipinski parameters (features 40–50) etc. and certain correlated metal properties, e.g. atomic number, outer shell electrons, ionization energies (features 82–90) etc.

Evaluation of different models and feature engineering. Table 1 lists the optimized model parameters, the corresponding error metrics—Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and the coefficient of determination (R²)—and the normalization method employed. It could be inferred that the AdaBoost model demonstrated an exceptional performance on the test dataset (MAE = 0.39, RMSE = 0.91, R² = 0.98) followed closely by the KRR (Laplacian) and RF models (MAE = 0.43 and MAE = 0.44, respectively). Interestingly, either (a) augmenting the features by incorporation of fragment descriptors that were initially eliminated (like fr_Ar_COO, fr_Ar_OH, fr_COO2 etc.), or (b) using the fragment descriptors alone instead of the current set of molecular descriptors, or (c) using a subset of the 102 descriptors obtained via LASSO (L1)-based sparse feature selection technique (implemented using the SelectFromModel module of sci-kit learn with default parameters), made the model performance significantly worse (with MAE > 0.6 log K1 units with AdaBoost) thereby establishing that the original 102 descriptors were optimal in mapping the features to the target property. In fact, upon using the LASSO (L1) sparse feature selection technique, the retained subset of descriptors neither included the most important features (see the next sub-section for feature importance analysis) nor the metal and medium related properties. Details of the LASSO (L1) feature selection are provided in the supporting information. The other ML algorithms exhibited comparable performances with test MAE in the range of 0.50 to 0.65 log K1 units. The only exceptions were SVM (linear) and KRR (linear) having average test MAE of 1.80 and 1.82 log K1 units, respectively. This highlights the limitation of linear regressors in modelling dependencies between the covariates.

Table 1. Evaluation of the ten ML models employed in this work.
and response variables on such complex datasets. In fact, an earlier study on protein–ligand binding affinity also exhibited that predictions based on RF and decision trees consistently outperformed linear regression models.

In order to further augment the predictive power of our models, we implemented an automated feature engineering and selection using the *autofeat* library of python. It is a framework inspired by the SISSO algorithm that automatically generates a large number of non-linear features from the input descriptors and then selects the most informative of them as additional features. The non-linear features are generated in an iterative fashion using algebraic combinations of features with different operators (e.g. +, −) and filtered using the FeatureSelector class of *autofeat* by imposing a significance threshold of univariate feature score. Here, we employed the *autofeat* package on our dataset normalized using the NormalQuantile method, as it gave the best results with AdaBoost. A 2-step feature engineering was performed to generate a total of 255,255 non-linear features, followed by 1-step feature selection that culminated in 330 final features getting selected (including 102 original features), after correlation and noise filtering. However, when the transformed input feature space was fed into AdaBoost model, barely any improvement was observed in the test MAE (0.38 versus 0.39 for untransformed features). Same trend was observed in the case of RF and KRR models. The $R^2$ for linear regression, however, increased considerably from 0.80 to 0.96. This is rather expected considering that even on benchmark datasets, the model showed remarkable improvements on linear regression tasks but could not outperform the state-of-the-art RF regression models.

Furthermore, a Principal component Analysis (PCA) was carried out which revealed that 18 and 34 principal components captured 95 and 99% of the variance in data, respectively. However, the computed error metrics were significantly worse with all 34 principal components for both decision tree and kernel-based approaches. Therefore, going ahead, we included all 102 original features in our ML computations. Details of the descriptors used were provided in the Methods section.

**Feature importance analysis.** A feature importance analysis was carried out to obtain the feature rankings of 102 features that were used to train the models. Figure 2a–c show the feature importance scores of ten highest-ranked descriptors using a variety of approaches, namely, Random Forest, Permutation Importance and AdaBoost. Normally, the ensemble methods and decision trees (e.g. Random Forest, AdaBoost) are faster and
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are largely similar with PEOE_VSA and SMR_VSA as the two highest-ranked features. The descriptor BalabanJ appears in Fig. 2a–c while descriptors like Kappa2, FpDensityMorgan1, SMR_VSA etc. are common to Fig. 2a,c. These are 2-D topological/topochemical properties which provide useful information about the molecular surface and its potential interactions with the binding species. For instance, PEOE_VSA and SMR_VSA capture the atomic contributions based on partial total charge (PEOE) and molar refractivity (SMR) to the Van der Waals surface area (VSA)39. Similarly, Balaban’s J and Kappa are topological indices that come from chemical graph theory40,41 while FpDensityMorgan generates the similarity fingerprints using certain chemical and connectivity attributes of atoms42. Besides molecular descriptors, two other properties—temperature and ionic concentration—ranked among 20 highest-ranked features (not shown in the plots) underlining the importance of experimental conditions in predicting the metal–ligand binding affinity.

Data distribution and performance on test dataset. The distribution of the number of data points per lanthanide cation and experimental values of logK1 for complexation of metal ions with diverse ligands have been plotted in Fig. 3a,b. Except for Pm containing only 21 entries, all metal cations have more than 300 entries in the dataset. The logK1 values for all M-L complexes (Fig. 3b) lie in the range of −1.4 to 30.7 with maximum number of data points lying between 2 and 4 logK1 units. Almost 70% of the values lie between 0 and 10 logK1 units, while around 25% and 0.04% of values are in the range of 10 to 20 and 20 to 30 logK1 units, respectively.

Figure 4a,b show the AdaBoost predictions on the train and test datasets as a parity plot between the experimental and predicted logK1 values. It can be inferred that a small number of large margin outliers fall in the spectrum of high logK1 values, which is expected considering the skewness in data (Fig. 3b), with only 269 values above 20 logK1 units. The predictions are further quantified in Fig. 4c, where the percentage of examples has been plotted against the absolute prediction error. Clearly, more than 95% of the test (train) examples have prediction errors of less than 1.5 (0.5) logK1 units, demonstrating excellent predictability of our model. The test MAE (RMSE) for individual metal cations shown in Fig. 4d varies in the 0.2–0.6 (0.3 to 1.4) logK1 units range, implying that the variation is not too large.

Figure 5 depicts the computed performance metrics using AdaBoost for the train and the test data set, with increasing number of descriptor dimensions. The features were arranged in the descending order of AdaBoost importance scores and the AdaBoost model with best parameters (listed in Table 1) was employed to evaluate MAE against the dimensionality of feature space. As can be seen, the test MAE reduced to 0.4 logK1 units while the train MAE dropped down to less than 0.1 logK1 units, with just 50 top-ranked descriptors. Interestingly, steep reductions in MAE are observed after physically relevant medium and metal properties get included in the model, like ionic concentration (feature 17) and the number of ‘f’ electrons in metal (feature 32). Beyond 50 descriptors, no significant improvements were observed in the train/test MAE. However, we retained all physically meaningful descriptors like the metal ionization energies, molecular charge and a few topological molecular descriptors, in the interest of better model generalizability and robustness.

The MAE and RMSE values of the predicted selectivities of ligands for adjacent pairs of lanthanide cations have been shown in Fig. 6. For any given pair of cations A and B, the higher the difference between logK1 values for a ligand, the more preferentially it binds to the metal with higher logK1. Very few ligands have available selectivity data for adjacent pairs of metal cations with the same experimental conditions, i.e. temperature, concentration and solvent medium. Also, the Pr–Dy and Er–Tb pairs were considered despite the cations not lying adjacent to each other, owing to their relevance vis-à-vis recovery of rare earth metals from e-wastes43. Since...
Figure 4. Model predictions on the training and test dataset: (a,b) show the parity plot between the predicted and experimental log\(K_1\) values, (c) shows the regression error curve and (d) shows the MAE and RMSE values for individual cations.

Figure 5. Computed error metrics for the train and test dataset as a function of the dimensionality of the descriptor space.
no common experimental conditions were available for Nd and Dy, the Nd–Dy pair was excluded. Clearly, the predicted values of selectivity show a good match with experimental data, as is evident from the range of MAE (RMSE) values (Fig. 6)—0.11 (0.17) logK₁ units for Tb–Dy and 0.34 (0.44) logK₁ units for Ce–Pr. This is encouraging considering that all MAE (RMSE) values are less than their respective test set values of 0.39 (0.91) logK₁ units. Besides, the models were trained on individual values of \( \log K \), and not on selectivities, which requires that common experimental conditions be present for a ligand binding with any pair of metal cations.

For testing the generalizability of our model, out-of-sample validation was also performed on six well-known nitrogen donor ligands, the results of which are presented in Table 2. A predicted MAE of 0.95 \( \log K_1 \) units on this data set points to the good generalizability of our model.

Predictions on PubChem dataset. Having established the predictive power of our framework, we utilized the optimized AdaBoost model for predicting binding affinities of each lanthanide cation with the compounds in the PubChem database. PubChem is a public repository containing the structures of a large number of molecules. To start with, the structure of the molecules was downloaded in the SDF file format from the compound_3D PubChem FTP site. Only one conformation per compound was considered. After eliminating duplicate entries and charged molecules, the structure of the remaining compounds (~77 million) was optimized with RDKit and their molecular properties were generated using the procedure outlined in Methods section. Next, we eliminated compounds that fell outside of the applicability domain (AD) of our ML model. The AD represents a chemical space from which the models are derived and is an important tool for reliable application of ML/QSAR models. While a number of approaches exist to build the AD, we chose a bounding box technique owing to its simplicity. To define the AD, the maximum and minimum values of each of the molecular descriptors for the molecules in our training set was first tabulated. Then, a molecule from the PubChem database was considered to lie within the AD if the value of each of its descriptors lie within the range of the tabulated values of the corresponding descriptor. ~71 million molecules from the PubChem dataset were found to lie within the AD of our model. Standard experimental conditions, i.e. a temperature of 298 K, an ionic strength of 0.1 M and a perchlorate medium were assumed for the purpose of predicting \( \log K_1 \). The final dataset was generated by merging the molecular, metallic and medium properties and was normalized using the NormalQuantile approach, which yielded the best test MAE with AdaBoost. The binding affinity predictions on the pubchem data can be obtained from the authors upon request. The distribution of the predicted \( \log K_1 \) values for each of the 15 cations is uploaded in the supplementary information.

Discussion

An often-overlooked aspect during the training of ML models is the choice of the normalization method. Of the six normalization methods implemented in this study—MinMax, Standardized, MaxAbs, Robust, NormalQuantile and UniformQuantile—the first three methods are common but are very sensitive to the presence of outliers. The latter three methods, on the other hand, rely on percentile scores or transformation operations to make the data more Gaussian-like. As a result, they are less influenced by a few numbers of very large-marginal outliers. On the current dataset, we clearly see (Table 1) that the quantile normalization method, which transforms the features to follow a uniform/normal distribution, yielded the best results on most of our ML models.

Also, the demonstrated ML framework is a significant advancement over the previous reports on two counts. One, the performance achieved with AdaBoost model (MAE = 0.39 \( \log K_1 \) units, RMSE = 0.91 \( \log K_1 \) units, \( R^2 = 0.98 \)) is better in comparison to most of the previous related works. For instance, Solov’ev et al. obtained a test RMSE of greater than 1 \( \log K_1 \) units for M–L complexes of 6 metal cations using the Substructure Molecular Fragment (SMF) descriptors. In a related study, ensemble modeling of the stability constants of 17 lanthanide and transition metal ions (M) with various organic ligands (L) was performed and the best MAE reported on the six largest datasets was greater than 0.6. Secondly, the individual values of MAE for the lanthanide cations are low, in the range of 0.2 to 0.6 \( \log K_1 \) units (Fig. 4d), implying good generalizability of our framework.

Figure 6. Computed MAE and RMSE in the selectivities of several adjacent lanthanide metal ion pairs.
| Ligand   | Cation | logK<sub>1</sub> (predicted) | logK<sub>1</sub> (experimental) |
|---------|--------|-----------------------------|---------------------------------|
| ADPTZ<sup>45</sup> | Ce<sup>3+</sup> | 4.82                        | 4.28                            |
|         | Pr<sup>3+</sup>  | 4.76                        | 4.43                            |
|         | Nd<sup>3+</sup>  | 4.82                        | 4.62                            |
|         | Sm<sup>3+</sup>  | 4.82                        | 4.62                            |
|         | Eu<sup>3+</sup>  | 4.69                        | 4.51                            |
|         | Gd<sup>3+</sup>  | 4.69                        | 4.29                            |
|         | Tb<sup>3+</sup>  | 4.76                        | 4.15                            |
|         | Dy<sup>3+</sup>  | 4.69                        | 4.07                            |
|         | Ho<sup>3+</sup>  | 4.69                        | 4.05                            |
|         | Er<sup>3+</sup>  | 4.69                        | 4.1                             |
|         | Tm<sup>3+</sup>  | 4.62                        | 4.23                            |
|         | Yb<sup>3+</sup>  | 4.69                        | 4.3                             |
|         | Lu<sup>3+</sup>  | 4.74                        | 4.4                             |
| MePhPTA<sup>46</sup> | Eu<sup>3+</sup>  | 6.7                         | 6.95                            |
| Phen<sup>46</sup> | Eu<sup>3+</sup>  | 4.84                        | 4.23                            |
| TERPY   | Gd<sup>3+</sup>  | 3.85                        | 2.6                             |
|         | Lu<sup>3+</sup>  | 3.5                         | 2.8                             |
|         | Eu<sup>3+</sup>  | 4.15                        | 2.4                             |
| Me-BTP<sup>49</sup> | Nd<sup>3+</sup>  | 3.46                        | 2.9                             |
|         | Eu<sup>3+</sup>  | 3.81                        | 2.9                             |
| PDAM<sup>50</sup> | Ce<sup>3+</sup> | 5.94                        | 4.06                            |
|         | Pr<sup>3+</sup>  | 5.93                        | 4.09                            |
|         | Nd<sup>3+</sup>  | 6.3                         | 4.09                            |
|         | Sm<sup>3+</sup>  | 6.32                        | 4.27                            |
|         | Eu<sup>3+</sup>  | 6.32                        | 4.17                            |
|         | Gd<sup>3+</sup>  | 6.28                        | 4.3                             |
|         | Tb<sup>3+</sup>  | 6.26                        | 3.93                            |
|         | Dy<sup>3+</sup>  | 6.15                        | 4.05                            |
|         | Ho<sup>3+</sup>  | 4.69                        | 3.89                            |
|         | Er<sup>3+</sup>  | 4.65                        | 3.84                            |
|         | Tm<sup>3+</sup>  | 3.76                        | 3.88                            |
|         | Yb<sup>3+</sup>  | 4.66                        | 4.08                            |
|         | Lu<sup>3+</sup>  | 4.74                        | 3.8                             |

**Table 2.** Comparison of experimental versus predicted logK<sub>1</sub> values for nitrogen donor ligands. Carbon, Nitrogen, Hydrogen and Oxygen atoms are shown in cyan, blue, white and red colors, respectively. The molecular images were generated using the VMD 1.9.3 (https://www.ks.uiuc.edu/Research/vmd/vmd-1.9.3) software<sup>45</sup>. 
In contrast, the earlier reported QSPR models were trained on available \( \log K \) values for individual metal cations. While this approach may be feasible for a small number of cations, it is impractical to build one model for each metal ion in the periodic table and given experimental conditions. Moreover, we have in this study a large experimental dataset comprising 6,583 \( \log K \) values, that encompasses diverse sets of ligands, metal ions and experimental conditions, i.e. temperature and ionic strength. Both these quantities influence the \( \log K \) values, an example being the abrupt reduction in MAE using AdaBoost after inclusion of ionic concentration as a feature (feature 17 in Fig. 5). The above QSPR studies\(^2\)\(^{10–15}\)\(^{35}\)\(^{36}\), in comparison, were performed at constant values of temperature (298 K) and ionic strength. To that effect, incorporating the experimental conditions that affect the metal–ligand binding boosts the predictive power as well as the reliability of our framework. Furthermore, it is interesting to note that AdaBoost, with decision trees as the base regressor outperformed other linear and kernel-based ML models in this study, while most of the earlier QSPR studies have relied primarily on Multiple Linear Regression\(^7\)\(^{10–15}\) for binding affinity predictions. The performance improvement with decision trees is expected considering that they were observed to exploit more structural features and the non-linearity in data in a related study\(^7\)\(^{27–39}\). More recently, a study on protein–ligand binding affinity further established that the use of RF-Score with RDKit molecular descriptors improves the predictability of ML scoring functions\(^39\).

Adding to this discussion, the choice of features vis-à-vis selection of relevant molecular descriptors is critical to the performance of ML models. In that context, our predicted feature rankings (Fig. 2a–c) have a meaningful interpretation. The highest-ranked descriptor based on three of the methods is the PEOE_VSA2 descriptor. This descriptor computes the sum of van der Waals surface areas of atoms whose partial charges lie in the range of –0.30 to –0.25. The partial charges are computed using the Partial Equalization of Orbital Electronegativities (PEOE) method\(^60\). Similarly, SMR_VSA and NumHAcceptors properties appear in the top ten highest-ranked features. The former sums the van der Waals surface of atoms based on molar refractivity contributions while the latter quantifies the number of available binding sites in molecule for protonation or deprotonation. In essence, these descriptors capture the topological and physical information pertaining to the ligand molecules. On the contrary, the preferred descriptors in most QSPR studies have been the Substructure Molecular Fragments (SMF)\(^15\)\(^{23–24}\), which only capture molecular topological information by splitting a molecule into fragments and representing atom/bond sequences. Therefore, by combining both topological and physical features, we improve the predictive power and robustness of our models. This observation resonates with the computed MAE values using (a) the current set of descriptors (0.39 \( \log K \) units) and (b) only the molecular fragment descriptors of RDKit (0.68 \( \log K \) units).

Finally, we leveraged the performance of AdaBoost model to predict binding affinities of around 71 million ligands in the PubChem database with all lanthanide metals. As a result of the sheer volume and diversity of the chemical structures in the database, we obtained a continuum of predicted \( \log K \) values. Supplementary Fig. S1 in the supplementary information shows the distribution of predicted \( \log K \) values for the binding of lanthanide ions with these ligands. For all cations, the maximum number of values lie in the range of 4–6 \( \log K \) units. No \( \log K \) value was predicted to be negative. Furthermore, all adjacent lanthanide-metal pairs have very similar distributions, which is consistent with the experimentally known small differences in their selectivities.

To our knowledge, no previous QSPR studies have carried out \( \log K \) predictions on such a large scale. On that account, the sheer volume of the generated data makes it a great resource for enabling rapid screening and design of new metal binders, thus overcoming large costs associated with experiments and conventional molecular modelling techniques. It must be emphasized though that while this work addresses an important problem in Cheminformatics, it suffers from a few limitations. Firstly, the models have been trained on a dataset of 14 lanthanide metals (15 cations including Ce\(^{3+}\) and Ce\(^{4+}\)) with various ligands, thus limiting their applicability to other metal cations. Secondly, in solvent extraction, often one or more ligands bind to a metal ion resulting in a neutral extracted complex stoichiometry of M(L)\(_n\) (\( n \geq 1 \)). Neutral ligands such as PDAM or Phen accomplish this by co-extracting counter-ions (for example nitrate ions) from the aqueous phase to maintain charge neutrality of the extracted complex. On the other hand, acidic ligands (such as D2EHPA (bis-2-ethylhexyl phosphoric acid)) can deprotonate to form charge neutral M(L) type complexes. Thus, in addition to the \( \log K \) values, successive binding affinities (\( \log K_2\), \( \log K_3\), etc.) and the acid dissociation constants for acidic ligands are other important factors in screening metal binders. In a future study, we plan to apply deep transfer learning in order to train models for predicting successive binding constants as well as selectivities, on a much larger dataset, comprising all metal cations in the periodic table. Through this, we can further improve the model transferability and guide future efforts in the screening and development of novel metal binders for various applications.

**Data availability**

The data used to fit the ML models is provided as an MS-Excel file in the Supplementary Material. The predicted binding affinities of the lanthanide ions with compounds in the pubchem database can be obtained from the authors upon request.

Received: 1 April 2020; Accepted: 12 August 2020

**References**

1. Atwood, D. A. *The Rare Earth Elements: Fundamentals and Applications* (Wiley, Hoboken, 2013).
2. Alonso, E. et al. Evaluating rare earth element availability: A case with revolutionary demand from clean technologies. *Environ. Sci. Technol.* **46**, 3406–3414 (2012).
3. Krishnamurthy, N. & Gupta, C. K. *Extractive Metallurgy of Rare Earths* (CRC Press, Amsterdam, 2015).
9. Solovev, V. The complexation of metal ions with various organic ligands in water: A molecular dynamics study. *Phys. Chem. Chem. Phys.* **22**, 4177–4192 (2020).

15. Solov’ev, V., Kireeva, N., Ovchinnikova, S. & Tsivadze, A. QSPR ensemble modelling of stability constants. *Ind. Eng. Chem. Res.* **51**, 13482–13489 (2012).

16. Gaspar, H. A., Baskin, I. I., Marcou, G., Horvath, D. & Varnek, A. GTM-Based QSAR models and their applicability domains. Preprint at https://arxiv.org/abs/1703.10603 (2017).

17. Gomes, J., Ramsundar, B., Feinberg, E. N. & Pande, V. S. Atomic convolutional networks for predicting protein-ligand binding affinity. Preprint at https://arxiv.org/abs/1703.10603 (2017).

18. Hancock, R. D. & Bartolotti, L. J. A DFT study of the affinity of lanthanide and actinide ions for sulfur-donor and nitrogen-donor ligands in aqeous solution. *Inorg. Chem. Acta* **396**, 101–107 (2013).

19. Ivanov, A. S. & Bryantsev, V. S. A computational approach to predicting ligand selectivity for the size-based separation of trivalent lanthanide ions. *J. Inorg. Chem.* **21**, 3474–3479 (2016).

20. Hay, B. P. & Firman, T. K. HostDesigner: A program for the de novo structure-based design of molecular receptors with binding sites that complement metal ion guests. *Inorg. Chem.* **41**, 5502–5512 (2002).

21. Hay, B. P. D. De novo structure-based design of anion receptors. *Chem. Soc. Rev.* **39**, 3700–3708 (2010).

22. McCann, B. W. et al. Computer-aided molecular design of bis-phosphine oxide lanthanide extractants. *Inorg. Chem.* **55**, 5787–5805 (2016).

23. Baskin, I. & Solovev, A. Fragment descriptors in SAR/QSAR/QSPR studies, molecular similarity analysis and in virtual screening. In *Chemoinformatics Approaches to Virtual screening* (eds Varnek, A. & Tropsha, A.) 1–43 (RSC Publishing, Cambridge, 2008).

24. Varnek, A., Fourches, D., Hoonakker, F. & Solovev, V. P. Substructural fragments: An universal language to encode reactions, molecular and supramolecular structures. *J. Comput. Aided Mol. Des.* **28**, 549–564 (2014).

25. Landrum, G. RDKit: Open-source cheminformatics. https://www.rdkit.org. Accessed 17 August 2020.

26. Balaban, A. T. Highly discriminating distance-based topological index. *Chem. Phys. Lett.* **396**, 399–404 (1982).

27. Pedregosa, F. et al. Scikit-learn: Machine learning in Python. *J. Mach. Learn. Res.* **12**, 2825–2830 (2011).

28. Pilania, G., Wang, C., Jiang, X., Rajasekaran, S. & Ramprasad, R. Accelerating materials property predictions using machine learning. *Sci. Rep.* **3**, 1–6 (2013).

29. Janet, J. P. & Kulik, H. J. Predicting electronic structure properties of transition metal complexes with neural networks. *Chem. Sci.* **8**, 5137–5152 (2017).

30. Westermayr, J., Faber, F. A., Christensen, A. S., von Lilienfeld, O. A. & Marquetand, P. Neural networks and kernel ridge regression for excited states dynamics of CH₂NH₂: From single-state to multi-state representations and multi-property machine learning models. *Mach. Learn. Sci. Technol.* **1**, 025009 (2019).

31. Chauve, S., Khullar, P., Srinivasan, S. G. & Rai, B. A statistical learning framework for accelerated bandgap prediction of inorganic compounds. *Electron. Mater.** **49**, 752–762 (2020).

32. Naseri, F. et al. Experimental observations and SVM-based prediction of properties of polypropylene fibres reinforced self-compacting composites incorporating nano-CuO. *Constr. Build. Mater.* **143**, 589–598 (2017).

33. Freund, Y. & Schapire, R. E. A decision-theoretic generalization of on-line learning and an application to boosting. In *European Conference on Computational Learning Theory* 23–37 (Springer, Berlin, Heidelberg, 1995).

34. VanderPlas, J. *Python Data Science Handbook: Essential Tools for Working with Data* (O’Reilly Media Inc, Sebastopol, 2016).

35. Boyles, F., Deane, C. M. & Morris, G. M. Learning from the ligand: Using ligand-based features to improve binding affinity prediction. *Bioinformatics* **36**, 758–764 (2020).

36. Horner, J. Pack, R. & Rieger, M. The autofeat python library for automatic feature engineering and selection. Preprint at https://arxiv.org/abs/1903.07329 (2019).

37. Ouyang, R., Curtarolo, S., Ahmetcik, E., Scheffler, M. & Ghiringhelli, L. M. SISSO: A compressed-sensing method for identifying compound structures. *Phys. Rev.* **2**, 083802 (2018).

38. Mishra, S., Sturm, B. L. & Dixon, S. Local interpretable model-agnostic explanations for music content analysis. In *Advances in Computational Chemistry* (eds Varnek, A. & Tropsha, A.) 1–43 (RSC Publishing, Cambridge, 2008).

39. Kumari, A., Sahu, K. K. & Sahu, S. K. Solvent extraction and separation of Nd, Pr and Dy from leach liquor of waste NdFeB magnet using the nitrate form of Mextral 336At in the presence of aquo-complexing agent EDTA. *Metals* **6**, 2431–2436 (2010).

40. Balaban, A. T. Highly discriminating distance-based topological index. *Chem. Phys. Lett.* **396**, 399–404 (1982).
47. Hamilton, J. M., Anhorn, M. J., Oscarson, K. A., Reibenspies, J. H. & Hancock, R. D. Complexation of metal ions, including alkali-earth and lanthanide (III) ions, in aqueous solution by the ligand 2, 2′, 6′, 2″-terpyridyl. Inorg. Chem. 50, 2764–2770 (2011).
48. Migurditchian, M. et al. Complexation of lanthanide (III) and actinide (III) cations with tridentate nitrogen-donor ligands: A luminescence and spectrophotometric study. Nucl. Sci. Eng. 153, 223–232 (2006).
49. Ogden, M. D., Sinkov, S. I., Meier, G. P., Lumetta, G. J. & Nash, K. L. Complexation of N₄-tetradentate ligands with Nd (III) and Am (III). J. Solut. Chem. 41, 2138–2153 (2012).
50. Merrill, D. & Hancock, R. D. Metal ion selectivities of the highly preorganized tetradentate ligand 1,10-phenanthroline-2,9-dicarboxamide with lanthanide (III) ions and some actinide ions. Radiochim. Acta 99, 161–166 (2011).
51. Kim, S. et al. PubChem 2019 update: Improved access to chemical data. Nucleic Acids Res. 47, D1102–D1109 (2019).
52. ftp://ftp.ncbi.nlm.nih.gov/pubchem/Compound_3D/01_conf_per_cmpd/SDF/. Accessed 18 March 2020.
53. Jaworska, J., Nikolova-Jeliazkova, N. & Aldenberg, T. QSAR applicability domain estimation by projection of the training set in descriptor space: A review. Altern. Lab. Anim. 33, 445–459 (2005).
54. Gadaleta, D., Mangiardi, G. F., Catto, M., Carotti, A. & Nicolotti, O. Applicability domain for QSAR models: Where theory meets reality. JQSPT 1, 45–63 (2016).
55. Varnek, A., Wipff, G., Soloviev, V. P. & Solotonov, A. F. Assessment of the macrocyclic effect for the complexation of crown-ethers with alkali cations using the substructural molecular fragments method. J. Chem. Inf. Comput. Sci. 42, 812–829 (2002).
56. Teko, I. V. et al. Benchmarking of linear and nonlinear approaches for quantitative structure-property relationship studies of metal complexation with ionophores. J. Chem. Inf. Model. 46, 808–819 (2006).
57. Ballester, P. J. & Mitchell, J. B. A machine learning approach to predicting protein–ligand binding affinity with applications to molecular docking. Bioinformatics 26, 1169–1175 (2010).
58. Zilian, D. & Sotriffer, C. A. SPcScore: A random forest-based scoring function for improved affinity prediction of protein–ligand complexes. J. Chem. Inf. Model 53, 1923–1933 (2013).
59. Li, H., Leung, K. S., Wong, M. H. & Ballester, P. J. Substituting random forest for multiple linear regression improves binding affinity prediction of scoring functions: CyScore as a case study. BMC Bioinformatics. 15, 291 (2014).
60. Gasteiger, J. & Marsili, M. Iterative partial equalization of orbital electronegativity—A rapid access to atomic charges. Tetrahedron 36, 3219–3228 (1980).

Acknowledgements
This research was supported by the TCS-CTO Organization under SWON No. 1009292. The authors thank Dr. Leslie Pettit for providing a copy of the SC-Database. The authors also thank Mr. Sudam Konelu (Lab Technician, Physical Sciences Research Area, T.R.D.D.C.) for his assistance in processing molecules from the SC-Database.

Author contributions
S.C. developed the machine learning models. S.C. and S.G.S. carried out predictions on the PubChem dataset and wrote the manuscript. All authors jointly discussed the results, their implications and commented on the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information is available for this paper at https://doi.org/10.1038/s41598-020-71255-9.

Correspondence and requests for materials should be addressed to S.G.S.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2020