Search for Heavy Neutral Leptons Using Tau Lepton Decays at BaBar
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This article presents a model independent search for an additional, mostly sterile, Heavy Neutral Leptons (HNL) that is capable of mixing with the Standard Model τ neutrino with a mixing strength of |Uτ4|2, corresponding to the absolute square of the extended Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix element. Data from the BaBar experiment, with a total integrated luminosity of 424 fb−1, are analyzed using a kinematic approach that makes no assumptions on the model behind the origins of the HNL, its lifetime or decay modes. No significant signal is found. Upper limits on 4|Uτ4|2 at the 95% confidence level, depend on the HNL mass hypothesis and vary from 2×10−1 to 5.04×10−4 (with all uncertainties considered), across the mass range 100 < mHNL < 1300 MeV/c2; the more stringent limits being placed at higher masses.

I. MOTIVATIONS

Heavy Neutral Leptons (HNLs) are predicted by many extensions of the Standard Model (SM) to explain several phenomena. They interact via gravity but have no electric charge, no weak hypercharge, no weak isospin, and no color charge; HNLs have no ordinary weak interactions, except those induced by mixing. They are generally considered singlets under all gauge interactions and are often referred to as “sterile neutrinos.” A theoretical overview and experimental review of recent searches for HNLs can be found in Refs. [1, 2].

Observation of neutrino oscillations has established the non-zero mass of at least two of the SM neutrinos. Absolute values of these masses are yet to be determined, but

* Deceased
experiments have measured the mass squared differences, with current bounds detailed in Ref. [3]. Sterile neutrinos have long been used to explain the apparent smallness of the SM neutrino masses [4].

Heavy Neutral Leptons could also be responsible for the generation of the matter-antimatter asymmetry of the Universe [5] via leptogenesis [6, 7]. Leptogenesis scenarios can predict HNLs at a mass scale as low as $\mathcal{O}(\text{GeV}/c^2)^8$, thus these theories can be explored in current, and near-future, particle physics experiments.

The neutrino Minimal Standard Model (or $\nu$-MSM) [9] is one theory that predicts HNLs at the GeV/$c^2$-scale. In $\nu$-MSM adding three sterile, right-handed, Majorana HNLs to the SM can explain neutrino oscillations, the origin of the baryon asymmetry of the Universe [10, 11], and provide a dark matter candidate [12]. Two of these HNLs have masses in the MeV/$c^2$ to GeV/$c^2$ range and a third, the dark matter candidate, has mass at the keV/$c^2$-scale. The $\nu$-MSM is compatible with all current measurements.

Sterile fermions of masses $\mathcal{O}(\text{eV}/c^2)$ can also explain the anomalies in very short baseline oscillation measurements and cosmological data analyses [13]. Recent reanalysis of data from the GALLEX [14] and SAGE [15] solar neutrino experiments has exposed an unexplained 14±5% deficit in the number of recorded $\nu_e$; referred to as the “gallium anomaly.” In addition, numerous analyses of the flux of $\nu_e$ from reactors have suggested a deficit of $\nu_e$ at the 98.6% confidence level (C.L.) [16]; denoted as the “reactor anti-neutrino anomaly.” A third anomaly — the “accelerator anomaly” — stems from measurements at the LSND [17] experiment that evaluated the oscillation $\nu_e \rightarrow \nu_\mu$ at a baseline of $L = 30\text{m}$. The LSND experiment measured an excess of neutrinos at the level of 3.8$\sigma$, which could be explained by the existence of a sterile neutrino with a mass $\mathcal{O}(\text{eV}/c^2)$. Further support for this excess was presented by the MiniBooNE experiment at the 2.8$\sigma$ level [18], although recent results from MicroBooNE do not yet support this anomaly [19].

Heavy Neutrino Leptons with mass in the MeV/$c^2$ to GeV/$c^2$ range could be produced in $\tau$ decays, giving rise to deviations from the SM expectations. In this article the possibility of an additional neutrino state (associated with the HNL) interacting with the $\tau$-lepton, via charged-current weak interactions, is considered. Mixing between the HNL mass eigenstate and the active neutrinos can be parameterized by the extended Pontecorvo–Maki–Nakagawa– Sakata (PMNS) matrix with additional elements $U_{\ell 4}$, where $\ell$ denotes the SM lepton flavor state i.e. $e, \mu, \tau$:

\[
\begin{pmatrix}
\nu_e \\
\nu_\mu \\
\nu_\tau \\
\nu_4
\end{pmatrix} =
\begin{pmatrix}
U_{e1} & U_{e2} & U_{e3} & U_{e4} \\
U_{\mu1} & U_{\mu2} & U_{\mu3} & U_{\mu4} \\
U_{\tau1} & U_{\tau2} & U_{\tau3} & U_{\tau4} \\
U_{11} & U_{12} & U_{13} & U_{14}
\end{pmatrix}
\begin{pmatrix}
\nu_1 \\
\nu_2 \\
\nu_3 \\
\nu_4
\end{pmatrix},
\]

where $L$ represents some hypothetical additional lepton flavor. Analyses of cosmological data and $Z$ boson decays, summarized in Ref. [3], are consistent with there being only three charged lepton flavors. Here, the PMNS matrix is extended for just one HNL, but others can be added in the same way. The PMNS matrix for the anti-neutrinos is identical to that for neutrinos under CPT symmetry. Experimental data on the mixing strength between the $\tau$-sector and a HNL are limited. Although the probability of a fourth neutrino state interacting with the electron ($|U_{e4}|^2$) or muon ($|U_{\mu4}|^2$) has tight constraints [3], limits on $|U_{\tau4}|^2$ are weaker, motivating the possibility that $|U_{\tau4}| \gg |U_{e4}|, |U_{\mu4}|$. In this article a search for a HNL with mass in the range 100 MeV/$c^2 < m_4 < 1300$ MeV/$c^2$ is presented. Existing bounds in the range $\sim 300$ MeV/$c^2$ to $\sim 1$ GeV/$c^2$ range are particularly weak.

II. CURRENT BOUNDS

Numerous experiments have searched for the existence of HNLs with mass from $\mathcal{O}(\text{eV}/c^2)$ up to hundreds of GeV/$c^2$, with no evidence seen.

Robust bounds on the mixing of heavy neutrinos with both electron and muon neutrinos have been provided by searches for excesses in the missing mass distribution of pions and kaons leptonic decays. Strong constraints on couplings have already been set by several experiments, such as: PS191 [20], CHARM [21], NuTeV [22], E949 [23], PIENU [24], TRIUMF-248 [25], NA3 [26] and NA62 [27].

The current limits on $|U_{\tau4}|^2$ come from the NOMAD [28], CHARM [21] and DELPHI [29] experiments. More recently ArgoNeuT published limits [30] in the 280 – 970 MeV/$c^2$ range through a search for a Dirac HNL decaying to $\nu_\mu \nu_\mu^-$. The CHARM experiment conducted a search for HNLs produced in the decay of neutral particles into two electrons and provided limits on $|U_{\tau4}|^2$ in the mass range 10 – 290 MeV/$c^2$. The NOMAD experiment collected $4.1 \times 10^{19}$ 450 GeV protons on target at the WANGI facility at CERN. A search for $D_s \rightarrow \nu_\tau \nu_\tau$ followed by $\nu_\tau \rightarrow \nu_\mu e^+e^-$ was conducted, resulting in an upper limit on $|U_{\tau4}|^2$ in the mass range from 10 – 190 MeV/$c^2$. The DELPHI experiment at LEP provided limits on $|U_{\tau4}|^2$ in the GeV/$c^2$ mass range through searching for signatures of HNLs decaying to visible SM particles, specifically $e^+e^- \rightarrow Z \rightarrow \nu_\mu \nu_4$. In Ref. [31] the $\tau$ meson branching ratios are used to further constrain the parameter space.

III. DATA SAMPLE AND DETECTOR

The data sample used in this analysis corresponds to an integrated luminosity of 424 fb$^{-1}$ [32], collected with the B$\bar{B}$A$\overline{B}$AR detector at the PEP-II $e^+e^-$ storage ring at the SLAC National Accelerator Laboratory. At PEP-II, 9 GeV electrons collide with 3.1 GeV positrons at center-of-mass (CM) energies near 10.58 GeV, on the $Y(4S)$ resonance; 10% of the data were recorded below 40 MeV below this resonance; The average cross-section for $\tau$-pair production of electron-positron annihilations is
The observed kinematic phase space distributions of the hadronic system could be assumed to be a superposition of two phase spaces: the one associated with the heavy neutrino (weighted by $|U_{\tau 4}|^2$), and that associated with a decay to the SM neutrino (weighted by $(1 - |U_{\tau 4}|^2$)). For a hypothetical mixing with the $\tau$-lepton, the total differential decay rate would then be:

$$
\frac{d\Gamma(\tau^+ \rightarrow \nu h^-)}{dm_h dE_h} = \left| U_{\tau 4} \right|^2 \frac{d\Gamma(\tau^+ \rightarrow \nu h^-)}{dm_h dE_h} + (1 - \left| U_{\tau 4} \right|^2) \frac{d\Gamma(\tau^+ \rightarrow \nu h^-)}{dm_h dE_h}.
$$

In this analysis we search for a HNL signal by comparing the observed event yield density in the $(m_h, E_h)$ plane to a set of template 2D histogram distributions for the backgrounds, obtained by simulating all $\tau$ known decays.
as well as non-τ background events, and the potential HNL signal for different \( m_\nu \) mass values. Although the invariant-mass and outgoing hadronic energy (\( m_h \) and \( E_h \)) are correlated, more information can be extracted by considering both variables simultaneously.

At the BaBar collision energy of \( \sqrt{s} = 10.58 \text{ GeV} \), the process of \( e^+e^- \rightarrow \tau^+\tau^- \) produces \( \tau \) leptons that have decays well-separated in the CM frame. Candidate signal events are required to have a “1 – 3 topology,” meaning one \( \tau \) decay yields three charged particles (3-prong), while the other \( \tau \) decay yields one charged particle (1-prong). Selection of the 1 – 3 prong decays begins by requiring events to have four well-reconstructed charged particles, none of which must be compatible with coming from a photon conversion track pair. The total charge of the four tracks must be zero. Due to the large CM energy relative to the \( \tau \) masses, the decay daughters of the two \( \tau \)s tend to be well-separated. Thus, the event is divided into two hemispheres in the CM frame by a plane perpendicular to the thrust axis, calculated using all observed charged and neutral particles in the event. One hemisphere is required to contain just one track and is termed the “tag-side.” The other hemisphere (the “signal-side”) must include 3 charged tracks. All charged tracks are reconstructed assuming the pion mass hypothesis. In this analysis the 1-prong track must be identified as either leptonic channel, \( \tau^- \rightarrow e^-\bar{\nu}_e\nu_\tau \) or \( \tau^- \rightarrow \mu^-\bar{\nu}_\mu\nu_\tau \). These two channels have a total branching fraction of \( \sim 35\% \) and are chosen since they result in a better suppression of low-multiplicity \( q\bar{q} \) background events. The terms “electron tag” and “muon tag” refer to the leptons produced within the 1-prong channel. Each 1-prong channel is analyzed separately. The electrons are selected using a likelihood method and the muons are found using a set of selection criteria which employ information from all five sub-detectors.

V. SIMULATION

A. Background Samples

There are three source of potential backgrounds:

1. \( \tau^- \rightarrow \pi^-\pi^-\pi^+\nu_\tau \), with an outgoing SM neutrino;
2. other SM \( \tau \) decays that have been misidentified as the 3-prong (3 charged pion) decay;
3. non-\( \tau \) backgrounds that have been misidentified as the 3-prong decay.

In this analysis the SM background yields are estimated from Monte Carlo (MC) simulations, which are then passed through the same reconstruction and digitization routines as the data. The following sections describe the origins of each type of background and outline how MC simulations were generated.

1. \( \tau \) Backgrounds

All \( \tau \)-pair events within BaBar are simulated with higher-order radiative corrections using the KK2F MC generator [37]. The \( \tau \)-lepton decays are simulated using TAUOLA [38], which uses the averaged experimentally measured \( \tau \) branching rates as listed in Ref. [3].

Additional \( \tau \) backgrounds originate when \( \tau \)-lepton decay modes other than the \( \tau^- \rightarrow \pi^+\pi^-\pi^0\nu_\tau \) decay are misidentified as that channel. The largest contributions will come from channels with additional neutral particles: \( \tau^- \rightarrow \pi^+\pi^-\pi^-\nu_\tau + N\pi^0 \), where \( N = 1, 2, 3, \ldots \). The \( N = 1 \) channel will provide the largest contribution. A small amount of background events originate from kaon channels such as \( \tau^- \rightarrow K^+K^-\nu_\tau \), \( \tau^- \rightarrow 2K^+\pi^0\nu_\tau \), and \( \tau^- \rightarrow K^-\pi^-\pi^+\nu_\tau \), where one or more charged kaons are tagged as pions.

2. non-\( \tau \) Backgrounds

Several non-\( \tau \) backgrounds are also possible, including:

- \( e^+e^- \rightarrow \Upsilon(4S) \rightarrow B^+B^- \) and \( e^+e^- \rightarrow \Upsilon(4S) \rightarrow B^0\bar{B}^0 \), which are simulated using EvtGen [39];
- \( e^+e^- \rightarrow u\bar{u}, d\bar{d}, s\bar{s} \) and \( e^+e^- \rightarrow c\bar{c} \), which are simulated using JETSET [40] [41];
- \( e^+e^- \rightarrow \mu^+\mu^- (\gamma) \), which are simulated using KK2F [42].

Bhabha events, \( e^+e^- \rightarrow e^-e^+ (\gamma) \), are not a source of significant background after the event selection described below is applied. Any contamination from Bhabha events will be quantified and included as a systematic in the final analysis.

B. Signal Samples

A total of 26 signal samples were simulated, one for each of the HNL masses across the range 100 MeV/c^2 < \( m_\nu < 1300 \text{ MeV/c}^2 \), at 100 MeV/c^2 increments. For each of these HNL masses both a \( \tau^+ \) and \( \tau^- \) signal channel were simulated. We assume a HNL could appear in either channel.

Signal samples were produced within the BaBar software environment using KK2F and TAUOLA by changing the value of the outgoing neutrino mass in TAUOLA. The generated signal was then passed through the same digitization and reconstruction model as the SM background and data samples.

Figure 1 shows a few 1D projections of the reconstructed invariant-mass (\( m_h \)) and CM energy (\( E_h \)) of the outgoing hadronic system, as fractions of that of the \( \tau \)-lepton, for various HNL mass hypotheses. The signal samples all have \( 2 \times 10^6 \) reconstructed events to allow direct comparisons of the differences in shape. The reason
The simulation takes into account the variation of the detector and trigger configurations as well as the accelerator conditions and the beam-induced background. Trigger and filter algorithms corresponding to those applied to the real data are applied to all the simulated data. Real-data selected events, corresponding to non-colliding-beam backgrounds from the accelerator, are mixed with simulated events.

VI. EVENT SELECTION

Section IV details the initial event selection and how the topology of the events are selected. In addition, backgrounds from $q\bar{q}$ and two-photon events have a more spherically symmetric shape and lower thrust than the events from $\tau$-pairs. Therefore, a thrust higher than 0.85 is required. This reduces contamination from $e^+e^- \rightarrow q\bar{q}$ backgrounds to $\sim 0.1\%$ of the 3-prong candidates. This thrust requirement removes only $\sim 4\%$ of all $\tau$ events. To reject events that do not have missing particles the $p_T$ is required to be greater than 0.9% of the CM energy. A requirement on the missing momentum in the CM frame of $>0.9\%\sqrt{s}$ is enforced to suppress the remaining non-$\tau$ background events, including those from two-photon processes. In order to ensure a good particle identification (PID) performance, each track is required to be within the geometrical acceptance of the DIRC and the EMC: $-0.76 < \cos(\theta) < 0.9$. In addition, the track must have a minimum $p_T$ of 250 MeV/$c$, enabling them to reach the DIRC. The invariant-mass of the 3-prong system, $m_{123}$, must be less than or equal to the $\tau$-lepton mass (1.776 GeV/$c^2$).

Any event containing a track compatible with being a daughter of a converted photon [44] is rejected: if $m_\gamma < 15$ MeV/$c^2$, where $m_\gamma$ is the converted photon candidate mass, and $\delta_{xy} < 0.5$ cm, $\delta_z < 1.0$ cm, and $r_{xy}/\sigma_{xy} > 2.5$; where $\delta_{xy}$ and $\delta_z$ are the distances of closest approach of the charged tracks from the conversion in the transverse and longitudinal directions, respectively, and $r_{xy}/\sigma_{xy}$ is the ratio of the fitted vertex decay length to the error on that value.

Events containing a $K^0_S$ are considered to be backgrounds. Candidate $K^0_S$ events are identified as a pair of oppositely charged particles in the signal hemisphere with a di-pion invariant-mass consistent with $K^0_S$ mass, and with a decay length in the $xy$-plane greater than six standard deviations. These candidates are rejected. In order to reduce backgrounds from events containing neutral particles we apply specific selection criteria to discriminate against reconstructed energy deposits in the EMC not associated with a charged track. For the leptonic, 1-prong side neutral clusters are associated with the track if:

- For Electrons the neutral cluster has $E_{\text{EMC}}^{\text{neut,1-prong}} < 1 - 0.016$ GeV/$d$ where $d < 50$ cm or, if $d > 50$ cm, $E_{\text{EMC}}^{\text{neut}} < 0.2$ GeV.
\[ m_4 = 0 \text{ MeV}/c^2 \]

\[ m_4 = 500 \text{ MeV}/c^2 \]

\[ m_4 = 700 \text{ MeV}/c^2 \]

\[ m_4 = 1000 \text{ MeV}/c^2 \]

FIG. 2. Example of reconstructed invariant-mass and energy \((m_h, E_h)\) (as fraction of incoming \(\tau\) mass and energy) of the outgoing hadronic system from \(\tau^- \rightarrow \pi^- \pi^- \pi^+ + \nu_\tau\) for HNL masses of 100, 500, 700 and 1000 MeV/c\(^2\). No selection criteria are applied other than particle identification. The simulated signal samples in these plots assume a non-signal (tag) \(\tau\)-lepton decaying leptonically to an electron and SM neutrinos.

- **For Muons** the neutral cluster has \(E_{\text{EMC,1-prong}}^{\text{neut}} < 0.2 \text{ GeV},\)

where \(E_{\text{EMC,1-prong}}^{\text{neut}}\) is the measured EMC energy of the extra cluster and \(d\) is the distance between the EMC cluster associated to the track and the nearest neutral cluster. The remaining neutral particles are considered to be un-associated with the cluster and the event is vetoed if:

- **For Electrons** in the 1-prong case there is an un-associated neutral cluster with \(E_{\text{EMC,1-prong}}^{\text{neut}} > 1 \text{ GeV}\) or if the 3-prong side has \(\sum E_{\text{EMC}}^{\text{neut,3-prong}} > 0.2 \text{ GeV}\).

- **For Muons** in the 1-prong side there is an un-associated neutral cluster with \(E_{\text{EMC,1-prong}}^{\text{neut}} > 0.5 \text{ GeV}\) or if the 3-prong side has \(\sum E_{\text{EMC}}^{\text{neut,3-prong}} > 0.2 \text{ GeV}\).

VII. EXPECTED YIELD

Tables I and II list the non-negligible background yields, calculated using reconstructed MC samples (as described in Sec. V), with all selection requirements applied. By far the largest source of background comes from the SM 3-prong \(\tau\) decay, that provides \(\sim 70\%\) of the total events. The 3-prong SM hadronic decay, accompanied by 1 or 2 neutral pions provides \(\sim 27\%\) of the events, the second largest contribution. The channel with two charged pions and a charged kaon, where the kaon is tagged as a pion, makes up the fourth highest contribution of the \(\tau\) backgrounds. Yields from \(B^0\bar{B}^0\), \(B^+B^-\) and \(\mu^-\mu^+\) are expected to be very low, with the latter being completely negligible in the electron channel. The \(q\bar{q}\) backgrounds make up a total \(\sim 1 - 2\%\) of the overall expected background yield.

The MC simulation yields exceed those from data by \(0.48\) to \(0.99\%\).

A. Energy and Mass Distributions

Figures 3 and 4 show the reconstructed invariant-mass and energy fraction distributions of the hadronic system for events with an electron and muon 1-prong tag, respectively. The background uncertainty corresponds to the total uncertainty \((\pm 1\sigma_{\text{total}})\) on each bin, which includes
TABLE I. List of expected background yields after all selection requirements are applied for positive 3-prong channel. All backgrounds are scaled to represent what would be expected for $L = 424$ fb$^{-1}$.

| Bkg. Type | Electron Tag MC Yield [%] | Muon Tag MC Yield [%] |
|-----------|---------------------------|-----------------------|
| $\tau^+ \rightarrow \pi^- \pi^+ \pi^- \nu_\tau$ | 894864 | 70 | 810586 | 71 |
| $\tau^+ \rightarrow \pi^- \pi^+ \pi^- \nu_\tau$ | 332008 | 26 | 278830 | 24 |
| $\tau^+ \rightarrow \pi^- \pi^- 2\pi^0 \nu_\tau$ | 34050 | 2.7 | 28841 | 2.5 |
| $\tau^+ \rightarrow \pi^- \pi^- K^+ \bar{\nu}_\tau$ | 3391 | 0.27 | 3101 | 0.27 |
| $\tau^+ \rightarrow \pi^- \pi^- 3\pi^0 \bar{\nu}_\tau$ | 1541 | 0.12 | 821 | 0.07 |
| $\tau^+ \rightarrow \pi^- 2\pi^0 \bar{\nu}_\tau$ | 198 | 0.039 | 207 | 0.017 |
| $\tau^+ \rightarrow \pi^- 2\pi^0 \bar{\nu}_\tau$ | 252 | 0.092 | 92 | 0.27 |
| $\tau^+ \rightarrow 2K^-\pi^- \bar{\nu}_\tau (\rightarrow K^- K^- \pi^- \bar{\nu}_\tau)$ | 207 | 0.016 | 146 | 0.013 |
| $e^+e^- \rightarrow Y(4S) \rightarrow c\bar{c}$ | 8031 | 0.63 | 6512 | 0.55 |
| $e^+e^- \rightarrow Y(4S) \rightarrow u\bar{u}, s\bar{s}, d\bar{d}$ | 8031 | 0.043 | 13898 | 1.19 |
| $e^+e^- \rightarrow Y(4S) \rightarrow B^0 \bar{B}^0$ | 108 | 0.009 | 99 | 0.0084 |
| $e^+e^- \rightarrow Y(4S) \rightarrow B^+ B^-$ | 100 | 0.008 | 89 | 0.0076 |
| $e^+e^- \rightarrow \mu^+ \mu^-$ | 0 | 0 | 15 | 0.0013 |
| **Total MC** | 1278339 | - | 1143237 | - |
| **Data** | 1265698 | - | 1137521 | - |

TABLE II. List of expected background yields after all selection requirements are applied for negative 3-prong channel. All backgrounds are scaled to represent what would be expected for $L = 424$ fb$^{-1}$.

| Bkg. Type | Electron Tag MC Yield [%] | Muon Tag MC Yield [%] |
|-----------|---------------------------|-----------------------|
| $\tau^- \rightarrow \pi^- \pi^+ \pi^- \nu_\tau$ | 900069 | 70 | 817342 | 70 |
| $\tau^- \rightarrow \pi^- \pi^+ \pi^- \nu_\tau$ | 334565 | 26 | 281613 | 25 |
| $\tau^- \rightarrow \pi^- \pi^+ 2\pi^0 \nu_\tau$ | 34255 | 2.7 | 29287 | 2.5 |
| $\tau^- \rightarrow \pi^- \pi^- K^- \nu_\tau$ | 3567 | 0.27 | 3228 | 0.27 |
| $\tau^- \rightarrow \pi^- \pi^- 3\pi^0 \nu_\tau$ | 1535 | 0.12 | 795 | 0.07 |
| $\tau^- \rightarrow \pi^- 2\pi^0 \nu_\tau$ | 109 | 0.039 | 217 | 0.019 |
| $\tau^- \rightarrow \pi^- 2\pi^0 \nu_\tau$ | 240 | 0.092 | 92 | 0.08 |
| $\tau^- \rightarrow 2K^-\pi^+ \bar{\nu}_\tau (\rightarrow K^- K^- \pi^- \bar{\nu}_\tau)$ | 202 | 0.016 | 152 | 0.013 |
| $e^+e^- \rightarrow Y(4S) \rightarrow c\bar{c}$ | 8031 | 0.63 | 6837 | 0.58 |
| $e^+e^- \rightarrow Y(4S) \rightarrow u\bar{u}, s\bar{s}, d\bar{d}$ | 495 | 0.043 | 16602 | 1.42 |
| $e^+e^- \rightarrow Y(4S) \rightarrow B^0 \bar{B}^0$ | 126 | 0.009 | 98 | 0.0083 |
| $e^+e^- \rightarrow Y(4S) \rightarrow B^+ B^-$ | 93 | 0.008 | 103 | 0.0088 |
| $e^+e^- \rightarrow \mu^+ \mu^-$ | 0 | 0 | 10 | 0.0009 |
| **Total MC** | 1283654 | - | 1159290 | - |
| **Data** | 1273291 | - | 1150350 | - |

The invariant-mass and energy distributions of the negative and positive signal channels, for the same lepton tag, are statistically consistent. The ratio plots included in these figures quantify the ratio of MC to data yield in each bin, along with statistical uncertainty on that ratio. When the background uncertainty is taken into account the MC and data distributions can be considered consistent in most bins. The mass and energy distributions associated with the electron tag and the muon tag are also similar in shape, which is to be expected. Slight differences appear due to differences in the PID algorithms and background content.

Figures 5 and 7 and 6 and 8 show the 2D template histograms for all the processes in the electron and muon tag, respectively (negative channel only, for simplicity). The largest background source comes from the channels...
FIG. 3. Electron Tag: Reconstructed mass (left) and energy (right) of the outgoing hadronic system, as fractions of that of the incoming $\tau$-lepton, for the (top) positive $\tau$ signal channel and (bottom) negative $\tau$ signal channel. The “All other $\tau$” component contains all other $\tau$ decays which are not $\tau^{\pm}(-) \rightarrow \pi^{-}(+) \pi^{+(+)\pi^{-}(+)\pi^{-} + \nu_{\tau}(\nu_{\tau})$. The individual contributions are detailed in Tables I- II. The lower figures show ratios of the total MC yield to data yield, in each bin. The error bars are statistical.

VIII. BINNED LIKELIHOOD FUNCTION

A binned likelihood approach is taken to place limits on the parameter of interest $|U_{\tau 4}|^2$, the mixing parameter between the SM $\tau$ neutrino and the HNL. It is assumed that the contents of a given bin, $i, j$, in the $(m_h, E_h)$ data histogram is distributed as a Poisson distribution and may contain events emanating from any of the SM process, and potentially HNL signal events. The number of expected events reconstructed in a given bin $(\nu_{\text{reco}}^{obs, ij})$ may be written as:

$$\nu_{\text{reco}}^{obs, ij} = (\nu_{\text{HNL, ij}} + \nu_{\tau - SM, ij} + \nu_{\tau - other, ij} + \nu_{\text{non-}\tau, ij})^{\text{reco}},$$

where $\nu_{\text{HNL, ij}}$ is the expected number of signal events, $\nu_{\tau - SM, ij}$ represents the expected number of events from the SM $\tau^{-} \rightarrow \pi^{-}\pi^{-}\nu_{\tau}$ decay, and $\nu_{\tau - other, ij}$ and $\nu_{\text{non-}\tau, ij}$ are the expected SM other $\tau$ and non-$\tau$ background events.
FIG. 4. **Muon Tag**: Reconstructed mass (left) and energy (right) of the outgoing hadronic system, as fractions of that of the incoming τ-lepton, for the (top) positive τ signal channel and (bottom) negative τ signal channel. The “All other τ” component contains all other τ decays which are not $\tau^+(-) \rightarrow \pi^+(+)\pi^-(+)\pi^+(+) + \bar{\nu}_\tau(\nu_\tau)$. The individual contributions are detailed in Tables I- II.

Denoting the number of generated τ-lepton events in the sample from a specific tag as:

$$N_{\tau,\text{gen}} = L_{\text{int}} \cdot \sigma(ee \rightarrow \tau \tau) \cdot BR(3\text{-prong}) \cdot BR(1\text{-prong}), \quad (6)$$

the numbers of expected signal, SM τ 3-prong, and other background events are written more simply as:

$$\hat{\nu}_{\tau - \text{SM},ij} = N_{\tau,\text{gen}} \cdot (1 - |U_{\tau 4}|^2) \cdot p_{\tau - \text{SM},ij}, \quad (8)$$

$$\hat{\nu}_{\tau - \text{other},ij} = N_{\tau,\text{gen}} \cdot |U_{\tau 4}|^2 \cdot p_{\tau - \text{other},ij}, \quad (9)$$

and

$$\hat{\nu}_{\text{BKG},ij} = n_{\text{BKG},ij}^{\text{reco}} = n_{\tau - \text{other},ij}^{\text{reco}} + n_{\text{non-}\tau,ij}^{\text{reco}} \quad (9)$$

where the final term ($\hat{\nu}_{\text{BKG},ij}$) is a combination of all the backgrounds not associated with a $\tau - \rightarrow \pi^-\pi^-\pi^+\nu_\tau$ channel, calculated from MC. The $p_{ij}$ terms are the products of the reconstruction efficiency ($\epsilon_{\text{reco}}^{\text{reco}}$ - the probability that, given an event took place, that the reconstruction algorithms find it), selection efficiency ($\epsilon_{\text{sel}}^{\text{sel}}$ - the probability that the reconstructed event passes the event grounds, respectively. The values of $\nu_{\tau - \text{SM},ij}$, $\nu_{\tau - \text{other},ij}$ and $\nu_{\text{non-}\tau,ij}$ are inferred from MC simulation; $\nu_{\text{HNL}}$ must be estimated using our 2D template histograms for a given mass.
The likelihood to observe the selected candidates in all the \((m_{h}, E_{h})\) bins is the product of the Poisson probability to observe the selected events in each bin:

The expression involves a product over all bins, \(ij\), over the two 1-prong channels, and over both possible \(\tau\)-lepton charges (\(\pm\)).

In this analysis it is assumed that the BABAR modeling and reconstruction software offers a realistic representation of the physics processes, the experimental environment and the response of the detectors to the data. Any known cause of a discrepancy between the data and MC must be characterized as an uncertainty.

Reference [45] gives an overview of the process of incorporating nuisance parameters into a binned Poisson likelihood such as that presented. The expected number of signal and background events are functions of a set of nuisance parameters \(\hat{\theta}\). These represent the systematic yield uncertainties to be outlined in Sec. IX. Incorporation of shape uncertainties is described in Secs IX B 2-IX B 3.

Two hypotheses can be proposed regarding the content of the data:

- \(H_{0}\): where the signal is present at some level, \(|U_{\tau 4}|^{2}\).
- \(H_{1}\): where the data is a mixture of background + signal, with small signal present.

A likelihood ratio test statistic \((LR)\) is used to test hypothesis \(H_{0}\) against \(H_{1}\):

\[
LR = \frac{\mathcal{L}_{H_{0}}(|U_{\tau 4}|^{2}; \hat{\theta}_{0}; \text{data})}{\mathcal{L}_{H_{1}}(|U_{\tau 4}|^{2}; \hat{\theta}; \text{data})}.
\]  

where \(\mathcal{L}\) in both numerator and denominator describes the maximized likelihood, for two instances. The denominator is the maximized (unconditional) likelihood giving the maximum likelihood estimator of \(|U_{\tau 4}|^{2}\) and the set of nuisance parameters \(\hat{\theta}\); \(\hat{\theta}\) is a vector of nuisance parameters which maximize the likelihood. In the numerator the nuisance parameters are maximized for a given value of \(|U_{\tau 4}|^{2}\) i.e. it is the conditional maximum-likelihood. The ratio, \(LR\), is consequently a function of \(|U_{\tau 4}|^{2}\) through the numerator. It must be noted that the numerator denotes the hypothesis for any given value of \(|U_{\tau 4}|^{2}\) (including the background only case i.e. \(|U_{\tau 4}|^{2} = 0\)). Reference [46] provides more details on likelihood-based tests.

A test statistic, \(q\), can be defined as:

\[
q = -2\ln \left( \frac{\mathcal{L}_{H_{0}}(|U_{\tau 4}|^{2}; \hat{\theta}_{0}; \text{data})}{\mathcal{L}_{H_{1}}(|U_{\tau 4}|^{2}; \hat{\theta}; \text{data})} \right) = -2\ln(\Delta \mathcal{L}).
\]  

Using Wilk’s theorem [47], \(q\) asymptotically approaches a \(\chi^{2}\) distribution under \(H_{0}\). To find a 100(1-
FIG. 5. **Electron Tag** (non-τ): 2D templates showing reconstructed invariant-mass and energy (as fraction of incoming τ mass and energy) for SM non-τ background processes, the μ⁺μ⁻ background is not shown since the yield is zero.

Since the expected background contributions are estimated using MC simulations, any uncertainty on that MC can affect how accurately it represents the real data. Therefore, in the following discussion emphasis is placed on quantifying sources of deviation between the MC and data and the impact of these uncertainties on the final result.

### IX. SYSTEMATIC UNCERTAINTIES

There are two types of systematic uncertainty which must be accounted for:

1. **Normalization Uncertainties** which affect the overall expected yield of a particular background or signal events. These uncertainties affect all bins uniformly.

2. **Shape Uncertainties** which affect the shape of either the background or signal in the template histograms (in the \((m_h, E_h)\) plane). These affect the signal/background yield in a specific bins differently and may mean that template distribution shapes are shifted non-uniformly.

### A. Normalization Uncertainties

Normalization uncertainties are incorporated into this analysis as nuisance parameters, parameterized as Gaussian functions, unless otherwise stated:

#### 1. Luminosity

Uncertainty on the luminosity are calculated from experimental systematic uncertainties on the Bhabha and muon-pair selections used in luminosity determination. The uncertainty is run-dependent and averages at...
There is an uncertainty associated with the \( \tau \)-pair production cross-section \( \sigma(e^+e^- \rightarrow \tau^+\tau^-) = 0.919 \pm 0.003 \text{ nb} \). A relative uncertainty of 0.3% is assigned.
3. Uncertainties in $\tau$ Decay Mode Branching Fractions

The decay branching fractions for the $\tau$-lepton decay modes used within TAUOLA were updated to reflect the current best-fit values listed in Ref. [3]. Each of these is an average from several experimental results and each has an associated error.

This uncertainty will affect the yield of each $\tau$ related channel across all bins i.e. it is a scaling factor. It should not affect the shape of the template histograms. To account for these uncertainties the yields of each of these backgrounds are varied by $\pm 1\sigma$ on the listed percentage and the final analysis is repeated. The overall variation is included in the systematic uncertainty on the final result. The systematic uncertainty on the final result, due to these branching fraction uncertainties is very small $\ll 0.1\%$.

4. PID Efficiencies

In this analysis we rely on the $B$$\bar{A}$$B$ $P$$I$$D$ algorithms [34] to accurately select leptonic 1-prong and hadronic 3-prong events in both the MC and data samples.

The electron selection algorithm has an efficiency of above 90% and a pion mis-identification rate between...
Efficiencies for negative and positive tracks were equivalent. We estimate a systematic uncertainty of 2% to be consistent with the observed variations of data and MC.

This muon selection algorithm has an efficiency of $\sim 80\%$ and a mis-identification rate of $> 1.5\%$. Only small differences between MC and data was observed in the test sample, therefore, a systematic uncertainty of 1% is assigned.

For the 3-prong hadronic channel the pion selection algorithm has an efficiency of above $\sim 85\%$, a kaon mis-identification rate of $\sim 2 - 4\%$, an electron mis-identification rate of $\sim 5\%$, and a muon mis-identification rate of $\sim 20\%$. A systematic uncertainty of 3% is assigned.

All PID uncertainties are included as nuisance parameters.

5. Bin Size

Altering the number of bins in the 2D template histograms by double or half the number of bins had a small effect of 0.2 % on the end result.

6. Other Systematic Uncertainties

The following systematic uncertainties were ignored in the final study:

1. Tracking Efficiency

The tracking efficiency has been measured in a general purpose BABAR collaboration study using control samples of charged tracks for both MC and data for all run periods. The total uncertainty (average for all runs) is 0.5%. Since the simulation and data samples efficiency are consistent, within uncertainties, no efficiency correction is applied.

2. Trigger and Filter Efficiency

Corrections to account for differences in the filter and trigger efficiency are found to be negligible.

3. Modeling of Detector Response

Deviations between data and MC due to detector response modeling are negligible.

4. Beam Energy

There is a systematic uncertainty associated with the uncertainty on the beam collision energy. The systematic resulting from the CM energy scale and energy spread was determined as the maximum shift resulting from varying the CM energy in the MC by $\pm 2$ MeV. This was found to have negligible effect on the final result.

5. Tau Mass

The uncertainty on the $\tau$ mass ($m_{\tau} = 1776.99 \pm 0.29$ MeV/$c^2$) [3] has insignificant effect on the results.

6. $\tau$ Polarization

No systematic effect is expected from $\tau$ polarization.

B. Shape Uncertainties

Uncertainties on signal and background shapes require more careful analysis. These include:

1. Uncertainties on non-$\tau$ Backgrounds

The side band region above the 3-prong invariant-mass requirement, $m_{123} > 1.77$ GeV/$c^2$ is used to determine the deviation between data and the $q\bar{q}$ background distributions. The data were found to disagree with the MC in this region by $< 0.1\%$.

2. Uncertainty on modeling of $a_1$ resonance

For many hadronic $\tau$ decay channels the relative uncertainties from experimental results are large, and their modeling in TAUOLA is discussed in detail in Ref. [38].

A $\tau$-lepton decay to an odd number of pions occurs almost exclusively through the axial-vector current, and the 3-prong pionic $\tau$-lepton decay is mediated by a $a_1 (1260)$ meson with quantum numbers $J^{PC} = 1^{++}$ in 97% of cases. The $a_1 (1260)$ resonance decays through the intermediate $\rho \pi$ state.
The experimental data on the $a_1(1260)$ may be grouped into two classes: hadronic production and $\tau$-lepton decays. In the MC samples used in this analysis the PDG [3] average of $m_{a_1} = 1230 \pm 40$ MeV/c$^2$ and Breit-Wigner averaged width of $\Gamma_{a_1} = 420 \pm 35$ are used. These averages include many different experiments, which look at both types of data. The uncertainty associated with the $a_1$ resonance represents the dominant contribution to the systematic error in our measurement.

In order to understand the effects of the uncertainty on the $a_1$ mass on the final results in this analysis several additional MC simulations were built. This included two sets of samples for each HNL mass hypothesis (and the SM scenario), where the $m_{a_1}$ was varied to $\pm 1\sigma$ of the experimental average (where $\sigma = 40$ MeV/c$^2$). The simulation source code was altered to use these masses instead of the average, and the $\tau$ decays were re-simulated in the same way as described in Sec. V B. For each $\pm 1\sigma$ value, sufficient statistics were generated to ensure $\sim O(10^6)$ events were reconstructed. These were then used in the final analysis to re-weight the 2D template for signal sample and entire $\tau$ MC sample. An event-by-event re-weighting was applied to the reconstructed samples and the same selection requirements were applied. The re-weighted samples were run through the same analysis code as the full unweighted data set and the limit on $|U_{\tau 4}|^2$ recalculated for each $\pm 1\sigma$ mass value. The largest variation in the result will be quoted as a systematic uncertainty in Sec. X.

Figure 9 shows the example reconstructed 2D template histograms for several HNL mass hypotheses. Section A lists the relative shift in the means and variances of the distributions for each altered template. These relative shifts get smaller as the neutrino mass increases. For the distributions for each altered template. These relative lists the relative shift in the means and variances of the histograms for several HNL mass hypotheses. Section A

In the final result the uncertainty on the $a_1$ mass on the final results in this analysis several additional MC simulations were built. This included two sets of samples for each HNL mass hypothesis (and the SM scenario), where the $m_{a_1}$ was varied to $\pm 1\sigma$ of the experimental average (where $\sigma = 40$ MeV/c$^2$). The simulation source code was altered to use these masses instead of the average, and the $\tau$ decays were re-simulated in the same way as described in Sec. V B. For each $\pm 1\sigma$ value, sufficient statistics were generated to ensure $\sim O(10^6)$ events were reconstructed. These were then used in the final analysis to re-weight the 2D template for signal sample and entire $\tau$ MC sample. An event-by-event re-weighting was applied to the reconstructed samples and the same selection requirements were applied. The re-weighted samples were run through the same analysis code as the full unweighted data set and the limit on $|U_{\tau 4}|^2$ recalculated for each $\pm 1\sigma$ mass value. The largest variation in the result will be quoted as a systematic uncertainty in Sec. X.

Figure 9 shows the example reconstructed 2D template histograms for several HNL mass hypotheses. Section A lists the relative shift in the means and variances of the distributions for each altered template. These relative shifts get smaller as the neutrino mass increases. For the 0 MeV/c$^2$ scenario the mean shifts by around $\pm 2.1\%$ in $m_h/m_{\tau}$ and around $\pm 1.2\%$ in $E_h/E_{\tau}$. For the case with $m_{a_1} = 500$ MeV/c$^2$ the mean shift by around $\pm 1.2\%$ in $m_h/m_{\tau}$ and around $\pm 0.5\%$ in $E_h/E_{\tau}$. At $m_h = 1000$ MeV/c$^2$ the shift in $E_h/E_{\tau}$ disappears and the shift in $m_h/m_{\tau}$ is just $\pm 0.8\%$. This is due to the allowed phase space of the hadronic system being substantially diminished as the mass of the invisible component increases. The heavier HNL takes a much larger fraction of the available energy and, therefore, the shift in the visible distributions becomes less apparent.

A shift in reconstructed mass and energy within a bin has no effect on the end result. However, if the difference in the template is large enough it can result in events being shifted by a bin (or possibly more) relative to the distribution when the average quantities are used. Each axis has 50 bins. For the mass axis each bin represents $m_{\tau}/50 \sim 35$ MeV/c$^2$, for the energy axis, the fraction depends on the incoming $\tau$ CM energy which has a maximum around $\sqrt{3}/2$ GeV, meaning a bin width of $\sim 100$ MeV. Of course, depending where the event lies within the bin, shifts in less than these values can still result in it moving bins. When the mass is shifted to the lower value the mean of the distribution in both $m_h$ and $E_h$ becomes lower, since the incoming mass-energy is lower, when the higher $m_{a_1}$ is used the opposite is true. The effects are symmetric about the average, $m_{a_1} = 1230$ MeV/c$^2$, case.

To understand the effect of the experimental uncertainty on the value of $\Gamma_{a_1}$ on the end result, again additional samples were made using widths at either experimental average $\pm 1\sigma$ value, where $\sigma = 35$ MeV/c$^2$. The resulting shifts in the mean and RMS values of the 2D templates are relatively small ($\simeq 1\%$ for the both SM and signal cases). In the case of the signal samples, the relative effect gets smaller with increased outgoing HNL mass and becomes negligible for HNL masses $> 1000$ MeV/c$^2$, in all instances the effect is small.

It must be recognized, however, that the experimental values presented in Ref. [3] span a wide range. The PDG estimates that the width is in fact somewhere between 250 - 600 MeV/c$^2$. This is a conservative band and the averaged value is contained within this estimated band. To assess the effect of this conservative uncertainty, the width was again shifted to these two values. This results in a relatively large shift of up to $\sim 6 - 7\%$ in the $m_h/m_{\tau}$ RMS values, with the $E_h/E_{\tau}$ shifting by $\sim 1 - 3\%$. For both axes the mean values shift by only $\sim 1 - 2\%$ for the SM scenario. The heavier HNL signal samples are again less affected by the change.

In the final result the uncertainty on the width values will be taken from the largest change in the final result when the more conservative, estimated, widths are considered.

3. Uncertainties in modeling of other $\tau$ channels

There are two other dominant $\tau$ channels in this analysis $\tau \rightarrow 3\pi^\pm + \pi^0$ and $\tau \rightarrow 3\pi^\pm + 2\pi^0$, with the former being, by far, the largest. These other hadronic $\tau$ decay channels involve several other intermediate states; TAUOLA models these multi-pion channels in an oversimplified way. The spectral functions involved are calculated using data. To understand the impact of uncertainty from the modeling of these modes the reconstructed samples can be re-weighted to reflect the reconstructed mass/energy obtained when the masses used for the intermediate mesons in these decay models are varied to the PDG $\pm 1\sigma$ values. This follows the same technique as described in the previous section.

Uncertainties in all $\tau$ hadronic models are included in the background uncertainty displayed in Fig. 3 and Fig. 4. The impact of these uncertainties in the 3-prong and other $\tau$ background shapes will be quoted in the final result as the “modeling uncertainty.”

C. Systematic Uncertainty Summary Table

Table III lists the relative contribution for each of the systematic uncertainties discussed in this section.
$m_4 = 0 \text{ MeV/c}^2$

$\frac{m_4 = 500 \text{ MeV/c}^2}{2}$

$\frac{m_4 = 1000 \text{ MeV/c}^2}{2}$

FIG. 9. Examples of reconstructed outgoing hadronic invariant-mass and energy ($m_h, E_h$) (as fraction of incoming $\tau$ mass and energy) for HNL masses of $m_4 = 0 \text{ MeV/c}^2$ (left column), 500 MeV/c$^2$ (middle column), and 1000 MeV/c$^2$ (right column) for three $m_{a_1}$ possibilities: 1190 MeV/c$^2$ (top row), 1230 MeV/c$^2$ (middle row), and 1270 MeV/c$^2$ (bottom row). These samples are used to re-weight the 2D template histograms and the shift in the derived value of $|U_{\tau 4}|^2$ is quoted as an uncertainty.

TABLE III. Systematic uncertainty contribution to the event yield (in%) from each source, based on comparisons between MC simulations and data.

| Uncertainty                          | Yield Change (±) |
|--------------------------------------|------------------|
| Luminosity                           | 0.44%            |
| $\sigma(ee \to \tau\tau)$           | 0.31%            |
| Branching Fractions (1 prong)        | $e$: 0.22%       |
|                                      | $\mu$: 0.22%     |
| Branching Fractions (3 prong)        | $3\pi$: 0.57%    |
| PID Efficiency                       | $e$: 2%          |
|                                      | $\mu$: 1%        |
|                                      | $\pi$: 3%        |
| Bhabha Contamination                 | 0.2%             |
| $q\bar{q}$ Contamination (data)     | 0.1%             |
| Tracking Efficiency                  | negligible       |
| Detector Modeling                    | negligible       |
| Beam Energy                          | negligible       |
| Tau Mass                             | negligible       |

X. RESULTS

For the final results, and following Eq. 11, the data from the two channels were combined, assuming CPT symmetry holds, and the coupling to neutrinos and anti-
neutrinos is identical. Figure 10 shows the upper limit at the 95\% confidence level provided by this analysis using the binned likelihood technique described in Sec. VIII. The magenta line represents the upper limit when all systematic uncertainties are considered. To characterize deviations due to the uncertainty on $\Gamma_{a_1}$ the more conservative PDG estimates are used. The dominant systematic uncertainty is, by far, that due to the assumptions made within our hadronic modeling, the main contribution being uncertainty in the intermediate resonances for the $\tau$ 3-prong channel, and the dominant $\tau$ backgrounds.

Table IV lists these 95\% C.L. upper limits derived for each HNL mass hypothesis, with and without the systematic uncertainties considered. The “with systematic uncertainty” is a conservative calculation, which includes the largest discrepancies possible in the 2D fits with consideration of experimental limits on the resonances. The relative systematic uncertainty decreases as the mass of the hypothetical HNL increases, which is expected since it was shown in Sec. IX B 2 that the effects of the modeling uncertainty were less apparent at higher HNL masses.

\section{XI. CONCLUSIONS}

The 95 \% C.L upper limits on $|U_{\tau 4}|^2$ obtained in this work for masses $100 < m_4 < 1300$ MeV/$c^2$ are shown in Fig. 10. Limits derived for the lower mass hypotheses are within the already excluded region, as expected since with this kinematic method the higher mass signals would produce the most signal/background discrimination, and, therefore, better limits. It should also be noted that the limits provided here are competitive with the current projections for experiments in the 5 – 10 year time frame in this mass range including those from Belle-II, FASER and NA62 [2]. Looking further ahead, significant improvements are expected from the proposed facilities: the FCC-ee [48] and the ILC.
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FIG. 10. Upper limits at 95% C.L. on $|U_{\tau 4}|^2$. The magenta line represents the result when uncertainties are included. The magenta line is expected to be a very conservative upper limit. Limits from NOMAD [28], CHARM [21] and DELPHI [29] are also shown for reference. The recent ArgoNeuT result is also shown [30].

TABLE IV. Break down of upper limit on $|U_{\tau 4}|^2$ (95% C.L.) for each HNL mass hypothesis, with and without consideration of systematic uncertainty.

| Mass [MeV/c²] | No Sys. | With Sys. |
|---------------|---------|-----------|
| 100           | $1.58 \times 10^{-2}$ | $2.31 \times 10^{-2}$ |
| 200           | $1.33 \times 10^{-2}$ | $1.95 \times 10^{-2}$ |
| 300           | $6.91 \times 10^{-3}$ | $0.67 \times 10^{-3}$ |
| 400           | $1.57 \times 10^{-3}$ | $2.14 \times 10^{-3}$ |
| 500           | $4.65 \times 10^{-4}$ | $5.85 \times 10^{-4}$ |
| 600           | $5.06 \times 10^{-4}$ | $6.22 \times 10^{-4}$ |
| 700           | $3.82 \times 10^{-4}$ | $4.85 \times 10^{-4}$ |
| 800           | $3.12 \times 10^{-4}$ | $3.85 \times 10^{-4}$ |
| 900           | $4.70 \times 10^{-5}$ | $5.38 \times 10^{-5}$ |
| 1000          | $8.34 \times 10^{-5}$ | $9.11 \times 10^{-5}$ |
| 1100          | $4.49 \times 10^{-5}$ | $4.78 \times 10^{-5}$ |
| 1200          | $4.70 \times 10^{-6}$ | $5.04 \times 10^{-6}$ |
| 1300          | $3.85 \times 10^{-5}$ | $4.09 \times 10^{-5}$ |
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Appendix A: Changes in Templates with altered $a_1$ resonance
### Table V

Relative changes in the mean and RMS of the 2D template histograms when the $a_1$ mass is altered to each of its PDG $\pm 1\sigma$ and the average value.

| $m_{a_1}$ [MeV/$c^2$] | $m_4 = 0$ MeV/$c^2$ | $m_4 = 500$ MeV/$c^2$ | $m_4 = 700$ MeV/$c^2$ | $m_4 = 1000$ MeV/$c^2$ |
|------------------------|---------------------|------------------------|------------------------|------------------------|
| 1190                  | Mean $m_h/m_r$    | -2.09%                 | -0.87%                 | -0.15%                 | -0.08%                 |
|                       | Mean $E_h/E_r$    | -1.14%                 | -0.56%                 | -0.02%                 | 0%                     |
|                       | RMS $m_h/m_r$     | -1.85%                 | -1.51%                 | -1.04%                 | -0.57%                 |
|                       | RMS $E_h/E_r$     | +1.96%                 | +2.42%                 | -0.21%                 | -0.17%                 |
| 1270                  | Mean $m_h/m_r$    | +2.10%                 | +0.87%                 | +0.14%                 | +0.07%                 |
|                       | Mean $E_h/E_r$    | +1.15%                 | +0.45%                 | +0.04%                 | 0%                     |
|                       | RMS $m_h/m_r$     | +1.87%                 | +1.57%                 | +1.23%                 | +0.61%                 |
|                       | RMS $E_h/E_r$     | -2.06%                 | -1.72%                 | +0.81%                 | +0.14%                 |

### Table VI

Relative changes in the mean and RMS of the SM 2D template histograms (before selection requirements) when the $a_1$ width is altered to each of its averaged PDG $\pm 1\sigma$, and the extremes of the PDG “estimate”.

| $\Gamma_{a_1}$ [MeV/$c^2$] | 0 MeV/$c^2$ | 500 MeV/$c^2$ | 700 MeV/$c^2$ | 1000 MeV/$c^2$ |
|-----------------------------|------------|--------------|--------------|--------------|
| + 1\sigma                   | Mean $m_h/m_r$ | -0.22%     | -0.32%     | -0.11%     | -0.07%     |
|                            | Mean $E_h/E_r$ | -0.07%     | -0.17%     | 0.0%       | 0.0%       |
|                            | RMS $m_h/m_r$  | +0.40%     | +0.47%     | +0.45%     | +0.43%     |
|                            | RMS $E_h/E_r$  | +0.96%     | +0.89%     | +0.46%     | +0.27%     |
| - 1\sigma                   | Mean $m_h/m_r$ | +0.55%     | +0.43%     | +0.14%     | +0.08%     |
|                            | Mean $E_h/E_r$ | +0.28%     | +0.17%     | 0.0%       | 0.0%       |
|                            | RMS $m_h/m_r$  | -0.83%     | -0.42%     | -0.21%     | -0.09%     |
|                            | RMS $E_h/E_r$  | -0.82%     | -0.63%     | -0.44%     | -0.34%     |
| 250                         | Mean $m_h/m_r$ | +2.1%      | +1.89%     | +0.61%     | +0.55%     |
|                            | Mean $E_h/E_r$ | +1.0%      | +0.99%     | +0.27%     | +0.14%     |
|                            | RMS $m_h/m_r$  | -7.3%      | -3.16%     | -0.89%     | -0.68%     |
|                            | RMS $E_h/E_r$  | -3.4%      | -2.98      | -1.21%     | -0.87%     |
| 600                         | Mean $m_h/m_r$ | -2.2%      | -1.73%     | -0.82%     | -0.64%     |
|                            | Mean $E_h/E_r$ | -1.09%     | -1.24%     | -0.32%     | -0.06%     |
|                            | RMS $m_h/m_r$  | +6.4%      | +3.22%     | +4.21%     | +1.72%     |
|                            | RMS $E_h/E_r$  | +2.02%     | +2.34%     | +1.26%     | +0.94%     |