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Abstract

We establish a simple connection between certain in-control characteristics of the CUSUM Run Length and their out-of-control counterparts. The connection is in the form of paired integral (renewal) equations. The derivation exploits Wald’s likelihood ratio identity and the well-known fact that the CUSUM chart is equivalent to repetitive application of Wald’s SPRT. The characteristics considered include the entire Run Length distribution and all of the corresponding moments, starting from the zero-state ARL. A particular practical benefit of our result is that it enables the in- and out-of-control characteristics of the CUSUM Run Length to be computed concurrently. Moreover, due to the equivalence of the CUSUM chart to a sequence of SPRTs, the ASN and OC functions of an SPRT under the null and under the alternative can all be computed simultaneously as well. This would double up the efficiency of any numerical method one may choose to devise to carry out the actual computations.
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1. Introduction

It cannot be disputed that Wald’s likelihood ratio identity is one of the fundamental methodological tools in all of theoretical sequential analysis. The powerful change-of-probability-measure technique essentially enabled the proof of nearly every classical result in the areas of sequential hypotheses testing and sequential (quickest) change-point detection: strong optimality of Wald’s Sequential Probability Ratio Test (SPRT) first proved by Wald and Wolfowitz (see also [3]) and then also re-established, e.g., by Matthes [4] and, notably, by Le Cam, whose proof may be found...
in [5]; exact minimaxity (in the sense of Lorden [6]) of Page’s Cumulative Sum (CUSUM) “inspection scheme” established by Moustakides [8] (although an alternative, viz. game-theoretic, proof was also later offered by Ritov [9]); exact Bayesian optimality of Shiryaev’s detection procedure shown in [10–12]; exact maximum-probability-type optimality of the Shewhart’s $\bar{X}$-chart proved in [15] and in [16]; and exact multi-cyclic optimality of the Shiryaev–Roberts procedure—to name a few; the Shiryaev–Roberts detection procedure emerged from the independent work of Shiryaev [10, 11] and Roberts [17]—hence, the name,—and its multi-cyclic optimality was established in [18, 19] and in [20]. For a recent survey of the state-of-the-art in theoretical sequential analysis, see, e.g., [21] or [22], and the references therein.

More recently, however, in [23, 24] the technique was put to a different, more applicative use: to improve the accuracy and efficiency of the numerical method the authors of these papers developed to compute the performance of the so-called Generalized Shiryaev–Roberts detection procedure; the Generalized Shiryaev–Roberts procedure was proposed in [25] as a headstarted version of the classical Shiryaev–Roberts procedure, and the motivation to headstart the latter was drawn from the seminal work of Lucas and Crosier [26] where it was proposed to headstart the CUSUM chart. The aim of this work is to extend the ideas laid out in [23, 24] beyond the Generalized Shiryaev–Roberts procedure, viz. to the CUSUM chart and the SPRT; the possibility of such an extension was previously entertained in [23, Section 5]. Specifically, in this work we employ Wald’s likelihood ratio identity and establish a connection between a host of in-control characteristics of the CUSUM Run Length and their out-of-control counterparts. The connection is in the form of coupled integral (renewal) equations, and the derivation utilizes the well-known observation first made by Page [7] that the CUSUM chart is equivalent to repetitive application of the SPRT (with properly selected initial score and control bounds). The Run Length characteristics considered include the entire distribution and all of the corresponding moments, starting from the standard zero-state Average Run Length (ARL). On the practical side, the obtained connection enables concurrent evaluation of the in- and out-of-control characteristics of the CUSUM Run Length. This would double up the efficiency of any numerical method one may devise to compute the performance of the CUSUM chart (through solving the corresponding integral equations). The efficiency improvement would be of an even greater magnitude for the two-sided CUSUM chart, also proposed by Page [7, Section 3]. Moreover, thanks to the observation first made by Page [7] that the CUSUM chart is equivalent to a sequence of SPRTs, the Average Sample Number (ASN) and the Operating Characteristic (OC) functions of an SPRT under the null and under the alternative can all be computed simultaneously as well, again with the aid of the main result obtained in the sequel. Hence, in a sense, this work is an attempt to bridge the gap between the theory and applications of sequential analysis.

It is worth recalling that the need to evaluate the performance of the CUSUM chart (or that of the SPRT, or any other control chart for that matter) numerically is dictated by the fact that the corresponding characteristics (e.g., the zero-state ARL, the ASN function, or the OC function) are governed by integral (renewal) equations that seldom allow for an analytical solution; cases where an analytic closed-form solution is possible are offered, e.g., in [27–33] for the CUSUM chart, in [34–38] for the SPRT, in [39–41] for the Exponentially Weighted Moving Average (EWMA) chart (introduced by Roberts [17]), and in [21, 42–47] and [48, Chapter 4] for the Generalized
Shiryaev–Roberts procedure. Since control charts’ performance evaluation is a persistent problem in applied sequential analysis (notably in quality control), numerical treatment of the corresponding integral equations has de facto become a separate research field, and the literature on the subject is vast indeed. For a recent survey of the state-of-the-art in the field, see, e.g., [49]. By and large, two types of approaches can be distinguished: randomized (i.e., simulation) and deterministic. For specific examples, see, e.g., [50–52], [25], [23, 24] and [48, Chapter 3]. To get a clear picture as to the capabilities of a control chart in a concrete observations model, the chart’s performance needs to be evaluated both in the in-control regime as well as in the out-of-control regime. The problem, however, is that the in- and out-of-control regime equations are usually treated separately, which is obviously inefficient. The reason, in part, is that (apparently) there is no a simple and explicit relationship between the in- and out-of-control regime equations. This work proves otherwise, if the chart of interest is either the CUSUM chart or the SPRT. Specifically, using the result obtained in the sequel, the in- and out-of-control characteristics of the CUSUM chart and those of the SPRT under the null and under the alternative can all be computed simultaneously and irrespective of which particular numerical method—whether randomized or deterministic—is used to carry out the actual calculations.

The rest of the paper is organized as follows. Section 2 provides the necessary preliminary background. The centerpiece of the paper is Section 3 which is where we first establish our main result and then also explain how exactly it can be used to compute the zero-state in- and out-of-control ARLs of the CUSUM chart and the SPRT’s ASNs and OCs under the null and under the alternative—all in one run of whatever numerical method one may devise to perform the computations. Section 4 draws a line under the entire paper.

2. Preliminaries

To fix ideas, suppose we wish to “sense” whether or not the common probability distribution function (pdf) of a “live”-sampled series of independent observations $X_1, X_2, \ldots$ has changed from $f_0(x)$ initially to $f_1(x) \neq f_0(x)$; in the quality control literature, the densities $f_0(x)$ and $f_1(x)$ are customarily referred to as the on- and off-target distributions, respectively. Since its inception, Page’s [7] CUSUM “inspection scheme” has been just the tool for the job. The CUSUM scheme flags a alarm at sample number $C_h \triangleq \min\{n \geq 1 : W_n \geq h\}$, where $h > 0$ is a control limit (which is selected so as to achieve a desired level of the “false positive” risk), $\{W_n\}_{n \geq 0}$ is the CUSUM statistic defined as $W_n \triangleq \max\{0, W_{n-1} + \log \Lambda_n\}$, $n \geq 1$, with $W_0 = 0$, and $\Lambda_n \triangleq f_1(X_n)/f_0(X_n)$ is the instantaneous likelihood ratio (LR) for the $n$-th data point $X_n$. The (random) stopping time $C_h$ is often referred to as the Run Length, for it literally is the length of a single run of the CUSUM statistic $\{W_n\}_{n \geq 0}$ before it exits the strip $[0, h)$ through the control limit $h > 0$. For simplicity, we shall assume here and throughout the paper that $\Lambda_1$ is absolutely continuous, although at an additional effort the case of purely nonarithmetic $\Lambda_1$ can be handled as well.

A more general version of the CUSUM chart, viz. one proposed by Lucas and Crosier [26], assumes that the CUSUM statistic $\{W_n\}_{n \geq 0}$ is started not off zero, but off a deterministic point $W_0 = w \in [0, h)$. This point is a parameter referred to as either the headstart or the “initial score”.
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where the hypothesis $H$ in the quality control literature have that ARL is a major problem in applied sequential analysis, especially in quality control. To that end, i.e., $f_i$ for a particular observations model characterized by the densities $w_i h$, $i = 0, 1$, defined them as ARL characteristic, just as does the control limit $h > 0$. The effect of the headstart on the performance of the CUSUM chart (1)-(2) was thoroughly studied in [26].

Formally, the respective Generalized CUSUM Run Length is defined as

$$C_h^w \triangleq \min\{n \geq 1 : W_n^w \geq h\}, \ h > 0,$$

(1)

and it is apparent that setting $w = 0$ reduces the Generalized CUSUM chart to the classical one introduced by Page [7]. From now on we shall concentrate exclusively on the Generalized CUSUM chart (1)-(2), although, for brevity and without loss of generality, we shall refer to it as simply the CUSUM chart. We note that, as a parameter of the chart, the headstart $w \in [0, h)$ directly affects the Run Length’s characteristics, just as does the control limit $h > 0$. The 0 ARLs are of interest, for either $\text{ARL}_0(w; h)$ or $\text{ARL}_1(w; h)$ alone does not tell the whole story as to the CUSUM Run Length’s characteristics. However, given an initial score $w \in [0, h)$, a control limit $h > 0$, and a particular observations model characterized by the densities $f_0(x)$ and $f_1(x)$, the evaluation of the ARLs is a major problem in applied sequential analysis, especially in quality control. To that end, a common practice in quality control has been to rely on the work of Page [7] who demonstrated that $\text{ARL}_0(w; h)$ and $\text{ARL}_1(w; h)$ satisfy certain integral (renewal) equations, which we state next.

For notational brevity, let $L_i(w; h) \triangleq \text{ARL}_i(w; h), \ i = \{0, 1\}$. Then, according to Page [7], we have

$$L_i(x; h) = 1 + L_i(0; h) F_i(-x) + \int_0^h K_i(y - x) L_i(y; h) \, dy, \ i = \{0, 1\}, \ x \in [0, h),$$

(3)

where

$$K_i(z) \triangleq \frac{\partial}{\partial z} \mathbb{P}_i(\log \Lambda_1 \leq z), \ i = \{0, 1\}, \ z \in \mathbb{R},$$

(4)

i.e., $K_i(z)$ is the pdf of the log-likelihood ratio (log-LR) under the hypothesis $H_i, \ i = \{0, 1\}$, and

$$F_i(z) \triangleq \int_{-\infty}^z K_i(x) \, dx, \ i = \{0, 1\}, \ z \in \mathbb{R},$$

(5)

i.e., $F_i(z)$ is the cumulative distribution function (cdf) of log-LR under the hypothesis $H_i, \ i = \{0, 1\}$; in the quality control literature $K_i(z)$ is sometimes referred to as the “frequency function” (under the hypothesis $H_i, \ i = \{0, 1\}$). Equations (3) are renewal equations, and for either $i = \{0, 1\}$ can be
chart and the ASN and OC functions of the SPRT turn out to be connected through the relation

\[ P_i(x; 0, h) = \frac{P_i(x; 0, h)}{1 - P_i(0; 0, h)} + N_i(x; 0, h), \quad i = \{0, 1\}, \]

where \( x \in [0, h) \) and \( h > 0 \). A detailed derivation of the foregoing formula may be found, e.g., in [22] p. 387. It is now evident that the problem of computing the ARLs of the CUSUM chart
boils down to the problem of computing the ASNs and the OCs of the underlying SPRT, and the latter problem, in turn, consists in recovering $N_0(x; a, b)$, $N_1(x; a, b)$, $P_0(x; a, b)$, and $P_1(x; a, b)$. With regard to computing the latter four quantities, Page [7] proved that they satisfy the following integral equations:

\[
\begin{align*}
N_0(x; a, b) &= 1 + \int_a^b K_0(y - x) N_0(y; a, b) \, dy, \\
N_1(x; a, b) &= 1 + \int_a^b K_1(y - x) N_1(y; a, b) \, dy, \\
P_0(x; a, b) &= F_0(a - x) + \int_a^b K_0(y - x) P_0(y; a, b) \, dy, \\
P_1(x; a, b) &= F_1(a - x) + \int_a^b K_1(y - x) P_1(y; a, b) \, dy,
\end{align*}
\] (7)

where $K_i(z)$ and $F_i(z)$ for $i = \{0, 1\}$ are as in, respectively, (4) and (5) above. Just as equations (3), each of the foregoing four equations can also be derived by conditioning on the first observation $X_1$.

More importantly, just as equations (3), the four equations (7) are again integral (renewal) equations, so that, again, just as equations (3), they can rarely be solved analytically, compelling one to resort to the numerical solution. To explain the general idea behind any numerical method to solve equations (7), consider the following generic integral equation

\[
u(x) = v(x) + \int_a^b K(y - x) u(y) \, dy,
\] (8)

where the unknown function is $u(x)$, and the nonhomogeneous term $v(x)$ as well as the integral equation’s kernel $K(z)$ are given. The generic integral equation (8) can be easily turned into any one of the four equations (7) merely by appropriately choosing $v(x)$ and $K(z)$. Indeed, setting $K(z) = K_i(z)$ with $K_i(z)$ given by (4) and $v(x) \equiv 1$ for all $x \in [a, b]$ gives the equation for $N_i(x; a, b)$, $i = \{0, 1\}$. Likewise, keeping $K(z) = K_i(z)$ but instead setting $v(x) = F_i(a - x)$ with $F_i(z)$ as in (5) gives the equation for $P_i(x; a, b)$, $i = \{0, 1\}$. Since equation (8) combines all of the four equations (7), any methodology to solve equation (8) can be quickly adapted to any one of the four equations (7). The main step of any (deterministic) numerical method to solve the generic integral equation (8) is to linearize the integral in the right-hand side. This linearization can be performed, e.g., by means of a quadrature scheme, or using an interpolation method of some sort. The end-result of the linearization is that the original equation is reduced to a system of linear equations $u = v + Ku$ which is then solved for $u$ by standard linear-algebraic methods. Here $v \triangleq [v(x_1), v(x_2), \ldots, v(x_n)]^\top$ where $\{x_j\}_{1 \leq j \leq n}$ is a set of a priori chosen $n \geq 1$ discrete partition points of the interval $[a, b]$, i.e., $a \leq x_1 < x_2 < \ldots < x_n \leq b$. The $n \times n$ matrix $K$ is a discrete
LR is the Radon–Nikodým derivative of the probability measure \( \mathbb{P} \) by (4), and subsequently establish the main result of this paper. Let

\[
P \equiv \{ u(1), u(x_2), \ldots, u(x_n) \}^\top \text{ of the actual values of the unknown function } u(x) \text{ at the partition points } \{ x_j \}_{1 \leq j \leq n}. \]

It is straightforward to see that \( u = (I - K)^{-1} v \) where here and onward \( I \) denotes the \( n \times n \) identity matrix.

Going back to equations (7), let \( K_i, i = \{0, 1\} \), denote the matrix approximation of the integral operator (9) induced by the kernel \( K_i(z) \), \( i = \{0, 1\} \), given by (4). Suppose also that the corresponding partition points are \( \{ x_j \}_{1 \leq j \leq n} \), and introduce \( 1 \equiv [1, 1, \ldots, 1]^\top \) and \( F_i \equiv [F_i(a - x_1), F_i(a - x_2), \ldots, F_i(a - x_n)]^\top \) for \( i = \{0, 1\} \). Then, by linearization, the four equations (7) are reduced to \( N_0 = 1 + K_0 N_0, P_0 = F_0 + K_0 P_0, N_1 = 1 + K_1 N_1, \) and \( P_0 = F_1 + K_0 P_1 \). Here \( N_i \) and \( P_i \) are column-vectors comprised of approximate values of \( N_i(x; a, b) \) and \( P_i(x; a, b) \), respectively, evaluated at the partition nodes \( \{ x_j \}_{1 \leq j \leq n} \). We are now in a position to make the following observation. While the system of linear equations for \( N_0 \) and that for \( P_0 \) have different nonhomogeneous terms, they both have the same matrix of coefficients \( I - K_0 \). As a result, both systems can be (and should be) solved simultaneously by combining the nonhomogeneous terms into the \( n \times 2 \) matrix \( [1, F_0] \) and solving the system \( (I - K_0) [N_0, P_0] = [1, F_0] \). Likewise, the system for \( N_1 \) and that for \( P_1 \) can be solved in exactly the same manner. There is no question that grouping the right-hand sides of any two or more different systems of linear equations with the same matrix of coefficients allows to cut down the overall number of operations needed to solve all of the systems. This a basic fact taught in any course on elementary linear algebra. The problem, however, is that of the four equations (7), the top two (which correspond to the null hypothesis) and the bottom two (which correspond to the alternative hypothesis) appear to be unrelated, and therefore have to be solved separately. The main result of this paper is to prove otherwise. Specifically, it turns out that \( K_1(z) \) and \( K_0(z) \) are connected, and the connection is simple and allows one to show that the four equations (7) are all instances of the same single equation involving the same kernel and parameterized only by the nonhomogeneous term. As a result, all four equations (7) can be solved simultaneously by grouping the nonhomogeneous terms together, just as we described above for the generic equation (8). This would clearly lead to a reduction of the computational burden required to approximately recover \( N_i(x; a, b) \) and \( P_i(x; a, b) \) as \( N_i \) and \( P_i \), respectively. The specifics are discussed in the next section.

3. The Main Result and Its Discussion

We begin with an observation that will be key to obtain a link between \( K_0(z) \) and \( K_1(z) \) given by (10), and subsequently establish the main result of this paper. Let \( P_i^\Lambda(t) \equiv \mathbb{P}_i(\Lambda \leq t), t \geq 0, i = \{0, 1\} \), denote the cdf of the LR under the hypothesis \( H_i, i = \{0, 1\} \), respectively. Since the LR is the Radon–Nikodým derivative of the probability measure \( \mathbb{P}_1 \) with respect to the probability measure \( \mathbb{P}_0 \).
measure $\mathbb{P}_0$ (the two measures are assumed to be mutually absolutely continuous), one can deduce the following result.

**Lemma 3.1.** \( dP^\Lambda_1(t) = t dP^\Lambda_0(t), \ t \geq 0. \)

This result is nothing but Wald’s [11] likelihood ratio identity (see also, e.g., [53, p. 13], [54, p. 4], [55], or [22, Theorem 2.3.3, p. 32]), and can be obtained from the following argument:

\[
\begin{align*}
  dP^\Lambda_1(t) &\triangleq d\mathbb{P}_1(\Lambda_1 \leq t) \\
  &= d\mathbb{P}_1(X_1 \leq \Lambda_1^{-1}(t)) \\
  &= \Lambda_1(\Lambda_1^{-1}(t)) d\mathbb{P}_0(X_1 \leq \Lambda_1^{-1}(t)) \\
  &= t d\mathbb{P}_0(\Lambda_1 \leq t) \\
  &= t dP^\Lambda_0(t),
\end{align*}
\]

whence \( dP^\Lambda_1(t) = t dP^\Lambda_0(t), \ t \geq 0, \) as needed; cf. [23, 24] and [48, Chapter 3].

As an immediate implication of Lemma 3.1, observe that since

\[
K_i(z) \triangleq \frac{d}{dz} \mathbb{P}_i(\log \Lambda_1 \leq z)
\]

\[
= \frac{d}{dz} \mathbb{P}_i(\Lambda_1 \leq e^z)
\]

\[
= \frac{d}{dz} P^\Lambda_i(e^z), \ i = \{0, 1\},
\]

it follows that \( K_1(z) = e^z K_0(z), z \in \mathbb{R}. \) Now, setting \( z = y - x, \) the following can be seen to hold true.

**Lemma 3.2.** \( e^{-y} K_1(y - x) = e^{-x} K_0(y - x), x, y \in \mathbb{R}. \)

The foregoing lemma is the main result of this paper. It is an obvious extension of the results obtained previously in [23, 24] for the Generalized Shiryaev–Roberts procedure. As simple as it may seem, the established connection between \( K_1(z) \) and \( K_0(z) \) has far-reaching consequences. We shall now elaborate on this at greater length.

At the very least Lemma 3.2 provides a “shortcut” to derive a formula for \( K_1(z) \) from that for \( K_0(z), \) or the other way around—whichever one of the two is found first. To illustrate this point, suppose that

\[
f_0(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \quad \text{and} \quad f_1(x) = \frac{1}{\sqrt{2\pi}} e^{-(x-\theta)^2/2},
\]

where \( x \in \mathbb{R} \) and \( \theta \neq 0, \) a known parameter (which is the “off-target” mean level). This basic Gaussian model is the standard “testbed” model widely used in the literature for demonstrational
purposes. Under this model it is direct to see that the log-LR is of the form

$$\log \Lambda_n \triangleq \log \frac{f_i(X_n)}{f_0(X_n)} = \theta X_n - \frac{\theta^2}{2},$$  \hspace{1cm} (10)$$

whence

$$K_0(z) = \frac{1}{\sqrt{2\pi} \theta^2} \exp \left\{ -\frac{1}{2\theta^2} \left( z + \frac{\theta^2}{2} \right)^2 \right\}, \ z \in \mathbb{R},$$

i.e., $K_0(z)$ is the pdf of a Gaussian distribution with mean $-\theta^2/2$ ($< 0$) and variance $\theta^2$ ($\neq 0$). As a result, from $K_1(z) = e^z K_0(z)$ we obtain that

$$K_1(z) = \frac{1}{\sqrt{2\pi} \theta^2} \exp \left\{ -\frac{1}{2\theta^2} \left( z - \frac{\theta^2}{2} \right)^2 \right\}, \ z \in \mathbb{R},$$

i.e., $K_1(z)$ is the pdf of a Gaussian distribution with mean $\theta^2/2$ ($> 0$) and variance $\theta^2$ ($\neq 0$). This is exactly what $K_1(z)$ is supposed to be for the Gaussian model at hand. We stress that the formula for $K_1(z)$ was not obtained from (10), i.e., from the log-LR formula: we used the log-LR formula (10) to recover $K_0(z)$ only, and then with $K_0(z)$ expressed explicitly, we exploited the identity $K_1(z) = e^z K_0(z)$ to find $K_1(z)$. When $f_i(x)$, $i = \{0, 1\}$, are complicated, and the log-LR is not a simple function, obtaining both $K_i(z)$, $i = \{0, 1\}$, in a closed-form directly from the log-LR formula may be rather "calculusy". It is in such cases that appealing instead to the identity $K_1(z) = e^z K_0(z)$ may prove especially advantageous, for the calculus involved is effectively half that required to get $K_1(z)$ directly from the log-LR formula.

More importantly, observe that in view of Lemma 3.2, the aforementioned four integral equations (7) on $N_i(x; a, b)$ and $P_i(x; a, b)$, $i = \{0, 1\}$, can be rewritten as follows:

$$N_0(x; a, b) = 1 + \int_a^b K_0(y - x) N_0(y; a, b) \ dy,$$

$$e^x N_1(x; a, b) = e^x + \int_a^b K_0(y - x) \left[ e^y N_1(y; a, b) \right] \ dy,$$

$$P_0(x) = F_0(a - x) + \int_a^b K_0(y - x) P_0(y; a, b) \ dy,$$

$$e^x P_1(x) = e^x F_1(a - x) + \int_a^b K_0(y - x) \left[ e^y P_1(y; a, b) \right] \ dy,$$

so that the kernel $K_1(z)$ is eliminated entirely, and all of the equations turn out to involve only the kernel $K_0(z)$. It is now evident that the ASN and OC functions of the SPRT under the null and under the alternative are all governed by the same one integral equation but with different non-homogeneous terms: the equation for $N_0(x; a, b)$ has 1 as its nonhomogeneous term, the equation for $P_0(x; a, b)$ has $F_0(a - x)$ as its nonhomogeneous term, the equation for $e^x N_1(x; a, b)$ has $e^x$
as its nonhomogeneous term, and the equation for $e^x P_1(x; a, b)$ has $e^x F_1(a - x)$ as its nonhomogeneous term. We note also that the latter two equations are to be solved not for $N_1(x; a, b)$ and $P_1(x; a, b)$, but for $e^x N_1(x; a, b)$ and $e^x P_1(x; a, b)$, respectively, and the exponential factor present in the obtained solutions is taken care of once $e^x N_1(x; a, b)$ and $e^x P_1(x; a, b)$ are found. Therefore, Lemma 3.2 allows to find the ASNs and OCs of the SRPT under the null and under the alternative simultaneously in the manner that was explained at the end of Section 2, i.e., by simply grouping the nonhomogeneous terms into one matrix. Furthermore, via the relation (6) the in- and out-of-control ARLs of the CUSUM chart can also be computed concurrently, thereby making a more efficient use of the computational resources available. This is the primary practical benefit of Lemma 3.2, i.e., the main result of this paper.

To provide yet another illustration of the practical benefits of Lemma 3.2 consider the problem of computing the entire distribution of the CUSUM Run Length under the hypothesis $H_i$, $i = \{0, 1\}$. The respective integral equations and recurrences were obtained, e.g., by Ewan and Kemp [56] and then also by Woodall [57]. See also, e.g., Waldmann [58]. Specifically, capitalizing on the fact that the CUSUM chart is a sequence of SPRTs, for each hypothesis $H_i$, $i = \{0, 1\}$, Woodall [57] expressed the distribution of the CUSUM Run Length through that of the Run Length of the SPRT. See [57, p. 296]. The distribution of the SPRT, in turn, is found using repetitive application of the linear integral operator

$$K_i \circ u \equiv \int_a^b K_i(y - x) u(y) \, dy,$$  \hspace{1cm} (11)

where $i = \{0, 1\}$. Therefore, from Lemma 3.2 it is easy to see that the distribution of the SPRT Run Length under the hypothesis $H_0$ can be found concurrently with the distribution under the hypothesis $H_1$.

We would like to conclude this section with two remarks. First, note that the integral operator (11) was involved in all of the integral equations we considered. As a matter of fact, the integral operator (11) can be used as a universal index that summarizes the overall performance of the chart, whatever the specific metric be. By way of example, if one were interested in computing the higher-order $H_i$-moments of the CUSUM Run Length, i.e., the quantities $\mu_i^{(k)} \equiv \mathbb{E}(C_h^k)$, $i = \{0, 1\}$, $k = 0, 1, \ldots$, then the equivalence of the CUSUM chart to sequential application of the SPRT would again allow to express $\mu_i^{(k)}$ through the corresponding moments of the SPRT, and the latter moments would again satisfy integral equations similar to equations (7). See, e.g., [56]. Therefore, Lemma 3.2 would again allow to lessen the computational cost, for it would allow to compute $\mu_i^{(k)}$ and $\mu_0^{(k)}$ concurrently for any fixed $k = 0, 1, \ldots$. Second, note that for Page’s [7] symmetric two-sided CUSUM scheme, Lemma 3.2 would allow for an even greater reduction of the computational complexity.

4. Conclusion

As part of the author’s ongoing effort to bridge the gap between the theory and application of sequential analysis, this work sought to build on to the results obtained previously in [23, 24] and in [48, Chapter 3], and provide an example of an alternative, more applicative use of one
of the central techniques of theoretical sequential analysis—Wald’s likelihood ratio identity. Specifically, by virtue of the latter we obtained a connection between a broad range of in-control characteristics of the CUSUM chart and their out-of-control counterparts. The obtained connection relates directly the integral equations on the in-control characteristics and the integral equations on the corresponding out-of-control characteristics. On a practical level, this relationship allows the in- and out-of-control characteristics to be recovered simultaneously as solutions of the respective integral equations, thereby improving the efficiency of any numerical method one may employ to compute the performance of the CUSUM chart as well as that of the SPRT.

Acknowledgements

The author is thankful to the Editor-in-Chief, Dr. Fabrizio Ruggeri of the Institute of Applied Mathematics and Information Technology, Italian National Research Council (CNR IMATI), and to the three anonymous referees whose constructive feedback helped improve the quality of the manuscript and shape its current form.

The author’s effort was partially supported by the Simons Foundation via a Collaboration Grant in Mathematics under Award # 304574.

References

[1] Wald A. Sequential Analysis. John Wiley & Sons, Inc.: New York, NY, 1947.

[2] Wald A, Wolfowitz J. Optimum character of the Sequential Probability Ratio Test. *Annals of Mathematical Statistics* 1948; 19:326–339. DOI: 10.1214/aoms/1177730197.

[3] Wolfowitz J. Remark on the optimum character of the Sequential Probability Ratio Test. *Annals of Mathematical Statistics* 1966; 37:726–727. DOI: 10.1214/aoms/1177699468.

[4] Matthes TK. On the optimality of Sequential Probability Ratio Tests. *Annals of Mathematical Statistics* 1963; 34:18–21. DOI: 10.1214/aoms/1177704239.

[5] Lehmann EL. *Testing Statistical Hypotheses*. John Wiley & Sons, Inc.: New York, NY, 1959.

[6] Lorden G. Procedures for reacting to a change in distribution. *Annals of Mathematical Statistics* 1971; 42:1897–1908. DOI: 10.1214/aoms/1177693055.

[7] Page ES. Continuous inspection schemes. *Biometrika* 1954; 41:100–115. DOI: 10.1093/biomet/41.1-2.100.

[8] Moustakides GV. Optimal stopping times for detecting changes in distributions. *Annals of Statistics* 1986; 14:1379–1387. DOI: 10.1214/aos/1176350164.

[9] Ritov Y. Decision theoretic optimality of the CUSUM procedure. *Annals of Statistics* 1990; 18:1464–1469. DOI: 10.1214/aos/1176347761.
[10] Shiryaev AN. The problem of the most rapid detection of a disturbance in a stationary process. *Soviet Mathematics—Doklady* 1961; 2:795–799. Translation from Dokl. Akad. Nauk SSSR 138:1039–1042, 1961

[11] Shiryaev AN. On optimum methods in quickest detection problems. *Theory of Probability and Its Applications* 1963; 8:22–46. DOI: 10.1137/1108002.

[12] Shiryaev AN. *Optimal Stopping Rules*. Springer-Verlag: New York, NY, 1978.

[13] Shewhart WA. The application of statistics as an aid in maintaining quality of a manufactured product. *Journal of the American Statistical Association* 1925; 20:546–548. DOI: 10.1080/01621459.1925.10502930.

[14] Shewhart WA. *Economic Control of Quality of Manufactured Product*. D. Van Nostrand Company, Inc.: Princeton, NJ, 1931.

[15] Pollak M, Krieger AM. Shewhart revisited. *Sequential Analysis* 2013; 32:230–242. DOI: 10.1080/07474946.2013.774621.

[16] Moustakides GV. Multiple optimality properties of the Shewhart test. *Sequential Analysis* 2014; 33:318–344. DOI: 10.1080/07474946.2014.916927.

[17] Roberts SW. Control chart tests based on geometric moving averages. *Technometrics* 1959; 1:239–250. DOI: 10.1080/00401706.1959.10489860.

[18] Pollak M, Tartakovsky AG. Exact optimality of the Shiryaev–Roberts procedure for detecting changes in distributions. In *Proceedings of the 2008 International Symposium on Information Theory and Its Applications (ISITA’2008)*, Auckland, New Zealand, 2008; 1–6, DOI: 10.1109/ISITA.2008.4895424.

[19] Pollak M, Tartakovsky AG. Optimality properties of the Shiryaev–Roberts procedure. *Statistica Sinica* 2009; 19:1729–1739.

[20] Shiryaev AN, Zryumov PY. 2010 On the linear and nonlinear generalized Bayesian disorder problem (discrete time case). In *Optimality and Risk—Modern Trends in Mathematical Finance*, Delbaen F, Rásonyi M, Stricker C (eds), Springer Berlin Heidelberg, 2010; 227–236, DOI: 10.1007/978-3-642-02608-9_12.

[21] Polunchenko AS, Tartakovsky AG. State-of-the-art in sequential change-point detection. *Methodology and Computing in Applied Probability* 2012; 14:649–684. DOI: 10.1007/s11009-011-9256-5.

[22] Tartakovsky A, Nikiforov I, Basseville M. *Sequential Analysis: Hypothesis Testing and Changepoint Detection*, vol. 166. CRC Press: Boca Raton, FL, 2014.
[23] Polunchenko AS, Sokolov G, Du W. An accurate method for determining the pre change Run Length distribution of the Generalized Shiryaev–Roberts detection procedure. *Sequential Analysis* 2014; 33:112–134. DOI: 10.1080/07474946.2014.856642.

[24] Polunchenko AS, Sokolov G, Du W. Efficient performance evaluation of the Generalized Shiryaev–Roberts detection procedure in a multi-cyclic setup. *Applied Stochastic Models in Business and Industry* 2014; 30:723–739. DOI: 10.1002/asmb.2026.

[25] Moustakides GV, Polunchenko AS, Tartakovsky AG. A numerical approach to performance analysis of quickest change-point detection procedures. *Statistica Sinica* 2011; 21:571–596.

[26] Lucas JM, Crosier RB. Fast initial response for CUSUM quality-control schemes: Give your CUSUM a head start. *Technometrics* 1982; 24:199–205. DOI: 10.2307/1271440.

[27] Regula GA. Optimal CUSUM procedure to detect a change in distribution for the Gamma family. PhD thesis, Case Western University, Cleveland, OH, 1975.

[28] Gan FF. Exact run length distributions for one-sided exponential CUSUM schemes. *Statistica Sinica* 1992; 2:297–312.

[29] Vardeman S, ou Ray D. Average run lengths for CUSUM schemes when observations are exponentially distributed. *Technometrics* 1985; 27:145–150. DOI: 10.1080/00401706.1985.10488031.

[30] Knoth S. Quasistationäre CUSUM-Verfahren bei Erlanverteilung. PhD thesis, Technische Universität—Chemnitz–Zwikau, Germany, (in German), 1995.

[31] DeLucia J, Poor HV. Performance analysis of sequential tests between Poisson processes. *IEEE Transactions on Information Theory* 1997; 43:221–238. DOI: 10.1109/18.567689.

[32] Knoth S. Exact average run lengths of CUSUM schemes for Erlang distributions. *Sequential Analysis* 1998; 17:173–184. DOI: 10.1080/07474949808836405

[33] Mazalov VV, Zhuravlev DN. A method of cumulative sums in the problem of detection of traffic changes in computer networks. *Programming and Computer Software* 2002; 28:342–348. DOI: 10.1023/A:1021002127252.

[34] Dvoretzky A, Kiefer JC, Wolfowitz J. Sequential decision problems for processes with continuous time parameter. Testing hypotheses. *Annals of Mathematical Statistics* 1953; 24:254–264. DOI: 10.1214/aoms/1177729031.

[35] Albert G. Accurate sequential tests on the mean of an exponential distribution. *Annals of Mathematical Statistics* 1956; 27:460–470. DOI: 10.1214/aoms/1177728269.

[36] Kiefer JC, Wolfowitz J. Sequential tests of hypotheses about the mean occurrence time of a continuous parameter Poisson process. *Naval Research Logistics Quarterly* 1956; 3:205–219. DOI: 10.1002/nav.380030308.
[37] Schorr VB. Die exakte OC- und ASN-Funktion eines sequentiellen Quotiententests im Falle der Exponentialverteilung. *Unternehmensforschung* 1967; 11:173–185. DOI: 10.1007/BF01922396, (in German).

[38] Kohlruss D. Exact formulas for the OC and ASN functions of the SPRT for Erlang distributions. *Sequential Analysis* 1994; 13:53–62. DOI: 10.1080/07474949408836293.

[39] Novikov AA. On the first passage time of an autoregressive process over a level and an application to a “disorder” problem. *Theory of Probability and Its Application* 1990; 35:269–279. DOI: 10.1137/1135035.

[40] Gan FF. Designs of one- and two-sided exponential EWMA charts. *Journal of Quality Technology* 1998; 30:55–69.

[41] Polunchenko AS, Sokolov G, Tartakovsky AG. Optimal design and analysis of the Exponentially Weighted Moving Average chart for exponential data. *Sri Lankan Journal of Applied Statistics* 2015; 5:57–80. DOI: 10.4038/sljastats.v5i4.7784, Special Issue: Modern Statistical Methodologies in the Cutting Edge of Science.

[42] Pollak M. Optimal detection of a change in distribution. *Annals of Statistics* 1985; 13:206–227. DOI: 10.1214/aos/1176346587.

[43] Kenett R, Pollak M. A semi-parametric approach to testing for reliability growth, with application to software systems. *IEEE Transactions on Reliability* 1986; 35:304–311. DOI: 10.1109/TR.1986.4335439

[44] Mevorach Y, Pollak M. A small sample size comparison of the Cusum and the Shiryaev–Roberts approaches to changepoint detection. *American Journal of Mathematical and Management Sciences* 1991; 11:277–298. DOI: 10.1080/01966324.1991.10737312.

[45] Polunchenko AS, Tartakovsky AG. On optimality of the Shiryaev–Roberts procedure for detecting a change in distribution. *Annals of Statistics* 2010; 38:3445–3457. DOI: 10.1214/09-AOS775.

[46] Tartakovsky AG, Polunchenko AS. Minimax optimality of the Shiryaev–Roberts procedure. In *Proceedings of the 5th International Workshop on Applied Probability*, Universidad Carlos III of Madrid, Spain, 2010.

[47] Du W, Sokolov G, Polunchenko AS. An exact formula for the average run length to false alarm of the Generalized Shiryaev–Roberts procedure for change-point detection under exponential observations. In *Proceedings of the 12-th German–Polish Workshop on Stochastic Models, Statistics and Their Applications*, Steland A, Rafailowicz E, Szajowski K (eds), Switzerland, 2015; 57–64, DOI: 10.1007/978-3-319-13881-7_7.

[48] Du W. Accurate and efficient numerical performance evaluation of the Generalized Shiryaev–Roberts procedure for quickest change-point detection. PhD thesis, State University of New York at Binghamton, Binghamton, NY, 2015.
[49] Li Z, Zou C, Gong Z, Wang Z. The computation of average run length and average time to signal: An overview. *Journal of Statistical Computation and Simulation* 2014; **84**:1779–1802. DOI: 10.1080/00949655.2013.766737.

[50] Page ES, Cox DR. The Monte Carlo solution of some integral equations. *Mathematical Proceedings of the Cambridge Philosophical Society* 1954; **50**:414–425. DOI: 10.1017/S0305004100029522.

[51] Brook D, Evans DA. An approach to the probability distribution of CUSUM run length. *Biometrika* 1972; **59**:539–549. DOI: 10.1093/biomet/59.3.539.

[52] Champ CW, Rigdon SE. A comparison of the Markov chain and the integral equation approaches for evaluating the run length distribution of quality control charts. *Communications in Statistics—Simulation and Computation* 1991; **20**:191–204. DOI: 10.1080/03610919108812948.

[53] Siegmund D. *Sequential Analysis: Tests and Confidence Intervals*. Springer-Verlag: New York, NY, 1985. DOI: 10.1007/978-1-4757-1862-1.

[54] Woodroofe M. *Nonlinear Renewal Theory in Sequential Analysis*. Society for Industrial and Applied Mathematics: Philadelphia, PA, 1982.

[55] Lai TL. Likelihood ratio identities and their applications to sequential analysis. *Sequential Analysis* 2004; **23**:467–497. DOI: 10.1081/SQA-200038994.

[56] Ewan WD, Kemp KW. Sampling inspection of continuous processes with no autocorrelation between successive results. *Biometrika* 1960; **47**:363–380. DOI: 10.2307/2333307.

[57] Woodall WH. The distribution of the run length of one-sided CUSUM procedures for continuous random variables. *Technometrics* 1983; **25**:295–301. DOI: 10.1080/00401706.1983.10487883.

[58] Waldmann KH. Bounds for the distribution of the run length of one-sided and two-sided CUSUM quality control schemes. *Technometrics* 1986; **28**:61–67. DOI: 10.2307/1269604.