NEF CONES OF NESTED HILBERT SCHEMES OF POINTS ON SURFACES
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Abstract. Let $X$ be the projective plane, a Hirzebruch surface, or a general $K3$ surface. In this paper, we study the birational geometry of various nested Hilbert schemes of points parameterizing pairs of zero-dimensional subschemes on $X$. We calculate the nef cone for two types of nested Hilbert schemes. As an application, we recover a theorem of Butler about syzygies on Hirzebruch surfaces.

1. Introduction

In this paper, we will show that many of the methods developed to study the birational geometry of Hilbert schemes of points on surfaces apply to the study of nested Hilbert schemes of points as well. In particular, we will compute the nef cones of two types of nested Hilbert schemes for rational surfaces and general $K3$ surfaces. These will provide examples of nef cones for varieties with high dimension and high Picard rank including some that are not $\mathbb{Q}$-factorial.

Let $X$ be a smooth projective surface over $\mathbb{C}$ and let $X^{[n]}$ denote the Hilbert scheme parametrizing zero dimensional subschemes of length $n$ of $X$. The Hilbert scheme $X^{[n]}$ is a smooth projective variety of dimension $2n$ by [Fog73]. In recent years, the birational geometry of $X^{[n]}$ has been extensively studied. In particular, the minimal model program (MMP) has been run on it for many specific types of surface $X$ (e.g. for $\mathbb{P}^2$ in [ABCH13] and [LZ]).

On the other hand, there are various natural generalizations of $X^{[n]}$ about which far less is known, in particular nested Hilbert schemes of points. They appear naturally in several contexts. First, they appear in the study of topology of Hilbert schemes of points. For example, they were used to define the representation of the Heisenberg algebra on $\bigoplus_n H^*(X^{[n]}, \mathbb{Q})$ in [Nak97]. Secondly, they appear in the study of knot invariants (e.g. [GORS14, OS12]). Finally, they appear in the study of commuting varieties of parabolic subalgebras of $GL(n)$ (c.f [GG18, BB16]).

Here we mainly consider $X^{[n+1,n]} \subset X^{[n+1]} \times X^{[n]}$ which parametrizes pairs of subschemes $(z, z')$ of length $n+1$ and $n$, respectively, on $X$ such that $z'$ is a subscheme of $z$. It’s known that $X^{[n+1,n]}$ is a smooth variety of dimension $2n + 2$ by [Che98] Chapter 1. It is equipped with two projection maps,

$$\text{pr}_a : X^{[n+1,n]} \to X^{[n+1]} \text{ and } \text{pr}_b : X^{[n+1,n]} \to X^{[n]}.$$  

Near the end of the paper, we will also study the universal family $Z^{[n]} \subset X^{[n]} \times X$ which is the nested Hilbert scheme $X^{[n,1]}$.

The eventual goal would be to run the MMP on these spaces. Often the first step of running the MMP is computing the nef cone. Recall that a Cartier divisor $D$ on an
irreducible projective variety $Y$ is nef if $c_1(\mathcal{O}(D)) \cdot C \geq 0$ for every irreducible curve $C \subset Y$, where $\mathcal{O}(D)$ is the associated line bundle of $D$ on $Y$. This notion naturally extends to $\mathbb{R}$-Cartier divisors (see [Laz14, Section 1.4]). The nef cone of $Y$ is the convex cone of the numerical classes of all nef $\mathbb{R}$-Cartier divisors on $Y$.

Using classical methods (i.e. $k$-very ample line bundles [CC90]), the nef cone was computed for Hilbert schemes of points on the projective plane [LQZ03], on the product of projective lines, on Hirzebruch surfaces, and on del Pezzo surfaces of degree at least two [BC13]. Recently, there has been tremendous progress using Bridgeland stability to compute the nef cones of Hilbert schemes of points on K3 surfaces in [BM14], on Abelian surfaces (c.f. [MM13, YY14]), on Enriques surfaces (c.f. [Nue16]), and on all surfaces with Picard number one and irregularity zero [BHL+16].

To calculate the nef cone for nested Hilbert schemes, we must first understand the Picard group and the Néron-Severi group. Proposition A. Let $X$ be an irreducible smooth projective surface of irregularity zero and fix $n \geq 2$. Then

$$\text{Pic} \left( X^{[n+1,n]} \right) \cong \text{Pic} \left( X^{[2]} \right) \oplus \mathbb{Z}^{2}.$$  

In particular, the Néron-Severi group $N^1(X^{[n+1,n]})$ has rank $2(\rho(X) + 1)$, where $\rho(X)$ is the Picard number of $X$.

Knowing the Picard groups, we can describe the nef cones. To easily state our theorem, let us first recall the nef cone of the Hilbert schemes of points on $\mathbb{P}^2$. The nef cone of $(\mathbb{P}^2)^{[n]}$ is spanned by the two divisors $H[n]$ and $D_{n-1}[n] = (n-1)H[n] - \frac{1}{2}B[n]$, where $H[n]$ is the class of the pull-back of the ample generator via the Hilbert-Chow morphism and $B[n]$ is the exceptional locus.

Theorem B. The nef cone of $(\mathbb{P}^2)^{[n+1,n]}$, $n > 1$, is spanned by the four divisors $\text{pr}_b^*(H[n]), \text{pr}_b^*(D_{n-1}[n]), \text{pr}_a^*(H[n+1]) - \text{pr}_b^*(H[n]),$ and $\text{pr}_a^*(D_n[n+1])$. Similar results hold for the Hirzebruch surfaces $F_i$, $i \geq 0$, and general K3 surfaces $S$ as well as for the universal families on all of these surfaces.

Knowing the nef cone allows us to recover a special case of [But94, Theorem 2B] about the projective normality of line bundles on Hirzebruch surfaces.

Proposition C. Let $X$ be a Hirzebruch surface, and $A$ be an ample line bundles on $X$, then $L = K_X + nA$ is projectively normal for $n \geq 4$.

Finally, the computation of the nef cone is only one step in understanding the geometry of these spaces so we conclude with a list of open and related problems.

1.1. Organization. In Section 2 we review basic facts about (nested) Hilbert schemes. In Section 3 we show that for surfaces of irregularity zero, the Picard group of $X^{[n+1,n]}$ is generated by $\text{Pic}(X)^{[2]}$ and two additional classes corresponding to divisors of nonreduced schemes. In Section 4 we give a basis for the divisors and curves on $X^{[n+1,n]}$, and we define additional divisors and curves that will be used. In Section 5 we compute the nef cones of $X^{[n+1,n]}$ where $X$ is the projective plane, a Hirzebruch surface, or a general K3 surface. In Section 6 we briefly work out the universal family case. In Section 7 we apply the nef cone computation to prove Proposition C. Finally, in Section 8 we pose some open questions.
2. Preliminaries

In this section, we will recall the basic definitions and properties of (nested) Hilbert schemes of points on surfaces. Some standard references for Hilbert schemes of points are [Fog68], [Nak99] and [Got94]. References for the more general setting of nested Hilbert schemes are [Kle81] and [Che98].

Throughout the paper, let \( X \) be a smooth irreducible projective surface over \( \mathbb{C} \) of irregularity \( q := H^1(O_X) = 0 \).

2.1. Hilbert schemes of points. Given a surface \( X \), the symmetric group acts on its product \( X^n \) by permuting the factors. Taking the quotient by this action gives the symmetric product of \( X \), denoted \( X^{(n)} \). This space parametrizes unordered collections of \( n \) points of \( X \).

A natural desingularization of the symmetric product is the Hilbert scheme of \( n \) points on \( X \), denoted by \( X[n] \), which parametrizes subschemes of \( X \) with Hilbert polynomial \( n \).

It resolves \( X^{(n)} \) via the Hilbert-Chow morphism \( \text{hc} : X[n] \to X^{(n)} \), which maps a subscheme to its support with multiplicity. It is well known that \( X[n] \) is an irreducible smooth projective variety of dimension \( 2n \) by [Fog73, Lemma 4.4].

Using the Hilbert-Chow morphism, we want to associate each line bundle on \( X \) to a line bundle on \( X[n] \). Informally, we pull the line bundle back along each projection of \( X^n \) onto its factors, tensor all of them so that it descends to the symmetric product, and then pull it back along the Hilbert-Chow morphism.

**Definition 2.1.** Let \( L[n] \) be the class of the pull-back of \( L^{(n)} \) by the Hilbert-Chow morphism \( X[n] \to X^{(n)} \), where \( L^{(n)} \) is the descent of the \( S_n \)-equivariant line bundle \( L^{\Box n} \cong p_1^*(L) \otimes \cdots \otimes p_n^*(L) \) on \( X^n \).

Corollary 6.2 of [Fog73] shows that

\[
\text{Pic}(X[n]) \cong \text{Pic}(X) \oplus \mathbb{Z} \left( \frac{B}{2} \right),
\]

where \( \text{Pic}(X) \subset \text{Pic}(X[n]) \) is embedded by \( L \to L[n] \) and \( B \) is the locus of non-reduced schemes when \( X \) has no irregularity.

We want to define another way to associate a line bundle on \( X \) to one on \( X[n] \) via the universal family. Let \( Z[n] \subset X[n] \times X \) be the universal family over the Hilbert scheme which can be defined set-theoretically as

\[
Z[n] = \{ (\xi, P) : P \in \text{supp}(\xi) \}.
\]

As a subset of the product, it has two natural projections (shown below).

\[
\begin{array}{ccc}
Z[n] & \xrightarrow{\text{pr}_a} & X[n] \\
\downarrow & & \downarrow \text{pr}_b \\
X & \xleftarrow{\text{pr}_a} & X
\end{array}
\]

Using these, we pull the bundle back to the universal family, push it down onto the Hilbert scheme, and take the determinant (c.f. [LP97] & [CHW16]).

**Definition 2.2.** Let \( D_L[n] = \det(L[n]) \), where \( L[n] := (\text{pr}_a)_* \text{pr}_b^* L \) is the tautological bundle of \( L \).

By the Grothendieck-Riemann-Roch Theorem, it is not hard to see that \( D_L[n] = L[n] - \frac{1}{2} B[n] \).
2.2. Nested Hilbert Schemes. Hilbert schemes of points were generalized to nested Hilbert schemes of points in [Kle81]. A nested Hilbert scheme of points parametrizes collections of subschemes \((z_m, \cdots, z_1)\) of finite length that are nested inside of each other (i.e. \(z_m \supset \cdots \supset z_1\) as subschemes).

The simplest nested Hilbert schemes of points parametrize collections of only two subschemes. We will study two families of this type.

2.2.1. Universal families. One of the families is when the smaller subscheme has length one, which we generally will denote as \(X^{[n,1]}\). This nested Hilbert scheme is the universal family defined above, and it has been extensively studied so we will sometimes use the classical notation \(Z^n\).

Proposition 2.3 ([Fog73, Proposition 7.1], [Son16, Theorem 1.1]). The universal family \(Z^n\) is a normal, irreducible, Cohen-Macaulay, singular \((n > 2)\), and non \(\mathbb{Q}\)-factorial variety of dimension \(2n\).

Fogarty computed the Picard group of the universal family for any smooth projective surface. We state the result under our additional assumption of irregularity zero.

Proposition 2.4 ([Fog73, Theorem 7.6]). \(\text{Pic}(X^{[n,1]})\) is spanned by the pull backs from the two natural projections so that

\[
\text{Pic}(X^{[n,1]}) \cong \text{Pic}(X^n) \oplus \text{Pic}(X) \cong \text{Pic}(X)^{\oplus 2} \oplus \mathbb{Z}.
\]

2.2.2. Smooth nested Hilbert schemes. The other family which we will study is when the lengths of the two subschemes differ by one. This nested Hilbert scheme can be defined set-theoretically as

\[
X^{[n+1,n]} = \{(z, z') \in X^{[n+1]} \times X^n \mid z' \text{ is a closed subscheme of } z\}
\]

and is a smooth variety of dimension \(2n + 2\) by [Che98, Chapter 1]. These are a natural choice to study as they are the only smooth nested Hilbert schemes of points on a surface other than the Hilbert schemes themselves also by [Che98].

Similar to the universal family, the product \(X^{[n+1]} \times X^n\) equips \(X^{[n+1,n]}\) with two surjective projection maps.

\[
\begin{array}{c}
X^{[n+1,n]} \\
pr_a \\
\downarrow \\
X^{[n+1]} \uparrow \\
pr_b \\
\downarrow \\
X^n
\end{array}
\]

We will use these to compute the Picard groups of these nested Hilbert schemes.

2.2.3. Residue maps. The residue map

\[
\text{res} : X^{[n+1,n]} \to X
\]

is defined set-theoretically sending \((z, z')\) to \(P\) where \(P\) is the unique point \(z\) and \(z'\) differ. It is a morphism by [ES98, Section 2].

3. Picard group of the smooth nested Hilbert schemes

In this section, we will compute the Picard group of \(X^{[n+1,n]}\) for a smooth irreducible projective surface \(X\) under our standing assumption of irregularity zero.

Proposition 3.1. \(\text{Pic}(X^{[n+1,n]})\) is generated by the pull backs of \(\text{Pic}(X^{[n+1]})\) and \(\text{Pic}(X^n)\) along \(pr_a\) and \(pr_b\) respectively so

\[
\text{Pic}(X^{[n+1,n]}) \cong \text{Pic}(X)^2 \oplus \mathbb{Z}^2.
\]
As $\Pic^0(X) = 0$, $\Pic(X^{[n+1,n]})$ has no continuous part so
\[
\rho(X^{[n+1,n]}) = 2(\rho(X) + 1).
\]

The method of proof is classical, but for the benefit of non-experts we give some details. We calculate the Picard group of each nested Hilbert scheme on an open set that is large enough to not lose information about Picard group and that is small enough to not contain any really troublesome points (similar to Fogarty’s approach \cite{Fog73} Section 7). Specifically, we show that an open set of the nested Hilbert scheme is the blow up along a smooth subvariety of an open subset of a smooth variety; since we know the Picard group of that variety, we subsequently know the Picard group of the nested Hilbert scheme.

3.1. Stratification of the universal family and blow up structure of nested Hilbert schemes. Let’s recall the construction of the stratification of $X^{[n]} \times X$ in \cite[Section 3]{ES98}.

**Definition 3.2.** Let $W_{i,n}$ be the set of points $(\xi, P) \in X^{[n]} \times X$ such that the ideal $I_{Z^{[n]}}(\xi)$ needs exactly $i$ generators at $(\xi, P)$. Equivalently,

\[
W_{i,n} = \{(\xi, P) \in X^{[n]} \times X : \dim_C(I_{\xi}(P)) = i\},
\]

where $I_{\xi}(P) = I_{\xi} \otimes \kappa(P)$ and $\kappa(P)$ is the residue field of $P$.

**Remark 3.3.** To give this definition, we implicitly use the canonical isomorphism:

\[
I_{Z^{[n]},(\xi, P)} \cong I_{\xi, P}.
\]

This can be obtained by restricting the ideal sheaf sequence of $Z^{[n]}$ inside $X^{[n]} \times X$ to $\{\xi\} \times X$:

\[
0 \to I_{Z^{[n]},(\xi \times X)} \cong I_{\xi} \to \mathcal{O}_X \to \mathcal{O}_\xi \to 0.
\]

Hence by further restricting to $\{\xi\} \times \{P\}$, one gets the desired isomorphism.

It’s easy to see that $W_{1,n} = (X^{[n]} \times X) \setminus Z^{[n]}$. By \cite{Fog73} Proposition 7.1, $W_{2,n}$ is the smooth locus of $Z^{[n]}$, which we denote by $Z_{\text{sm}}^{[n]}$. For $i \geq 3$, it is known by the proof of \cite[Proposition 2.2]{ES98} that

\[
\text{codim}(W_{i,n}, X^{[n]} \times X) \geq 2i - 2.
\]

**Definition 3.4.** Denote $Z_{\text{sing}}^{[n]} := Z^{[n]} \setminus Z_{\text{sm}}^{[n]}$ and $U := (X^{[n]} \times X) \setminus Z_{\text{sing}}^{[n]} = W_{1,n} \cup W_{2,n}$.

Consider the map $\phi = \text{pr}_b \times \text{res} : X^{[n+1,n]} \to X^{[n]} \times X$. We want to investigate the fiber dimension over $W_{i,n}$. Let $(\eta, \xi) \in X^{[n+1,n]}$ and $P = \text{res}(\eta, \xi) \in X$. Then there is a natural short exact sequence

\[
0 \to I_\eta \to I_\xi \to \kappa(P) \to 0.
\]

Hence, $I_\eta(P)$ is a hypersurface inside $I_\xi(P)$ consisting of functions vanishing at $P$, and $I_\eta(Q) \cong I_\xi(Q)$ for any other $Q \in X$. Therefore the fiber $\phi^{-1}(\xi, P)$ is naturally identified with the projective space $\mathbf{P}(I_\xi(P))$. This implies that the fiber dimension over $W_{i,n}$ is $i - 1$. In the proof, we will use this to show that $\phi^{-1}(U)$ is a large open set of the nested Hilbert scheme.

Using the description of fibers, Ellingsrud and Strømme proved the following:

**Proposition 3.5.** (\cite[Proposition 2.2]{ES98}) The map $\phi : X^{[n+1,n]} \to X^{[n]} \times X$ is canonically isomorphic to the blowing up of $X^{[n]} \times X$ along $Z^{[n]}$ and the exceptional divisor $E$ corresponds to the divisor consists of $(\eta, \xi)$ where $\eta$ and $\xi$ have the same support. In particular, over $W_{2,n} = Z_{\text{sm}}^{[n]}$, the morphism $\phi$ is a $\mathbf{P}^1$-bundle.
Since blowing up commutes with flat base change and $U \cap Z^{[n]} = W_{2,n} \cap Z^{[n]} = Z^{[n]}_{sm}$, we have the following lemma.

**Lemma 3.6.** $\phi^{-1}(U)$ is canonically isomorphic to $\text{Bl}_{Z^{[n]}_{sm}}(U)$ via the restriction of $\phi$ to $\phi^{-1}(U)$.

### 3.2. Proof of the proposition

Now we have all of the ingredients needed, so we can start the proof of Proposition 3.1. In the proof, an open subset of a variety whose complement has codimension at least two is called a large open subset.

**Proof.** First, we show that $U$ and $\phi^{-1}(U)$ are large open sets in $X^{[n]} \times X$ and $X^{[n+1,n]}$ respectively. Since $U = W_{1,n} \cup W_{2,n}$, by equation (2),

$$\text{codim}(X^{[n]} \times X \setminus U, X^{[n]} \times X) \geq \min_{i \geq 3}(2i - 2) \geq 2.$$  

Therefore, $U$ is a large open subset of $X^{[n]} \times X$.

Denote $X_i^{[n+1,n]} = \phi^{-1}(U)$. As the fiber dimension of $\phi$ over $W_{i,n}$ is $(i - 1)$,

$$\text{codim}(\phi^{-1}(W_{i,n}), X^{[n+1,n]}_i) \geq \min_{i \geq 3}(2i - 2) - (i - 1) \geq 2$$

for $i \geq 3$. Hence, $X_i^{[n+1,n]}$ is also a large open subset of $X^{[n+1,n]}$.

Since $X^{[n+1,n]}$ and $X^{n} \times X$ are smooth, by [Har77, Proposition 2.6.5], remove a closed subset of codimension at least two does not affect the Picard group. Therefore we have

$$\text{Pic}(X^{[n]} \times X) \cong \text{Pic}(U),$$

$$\text{Pic}(X^{[n+1,n]}_i) \cong \text{Pic}(X_i^{[n+1,n]}).$$

Note that, by Lemma 3.6, $X_i^{[n+1,n]}$ is isomorphic to the blow up of $U$ along the smooth locus of the universal family. Therefore, as $U$ is smooth and $Z^{[n]}_{sm}$ is a smooth subvariety of $U$,

$$\text{Pic}(X_i^{[n+1,n]}) \cong \text{Pic}(U) \oplus \mathbb{Z}(E_U)$$

where $E_U$ is the exceptional locus of $\phi|_U$. Denote $E$ to be the exceptional divisor of the blow up morphism $\phi$. Then, $E|_U = E_U$.

Finally, we recall that if $Y$ and $Z$ are smooth projective varieties, then

$$\text{Pic}(Y \times Z) \cong \text{Pic}(Y) \oplus \text{Pic}(Z) \oplus \text{Hom}(A(Y), P(Z)),$$

where $A(Y)$ is the Albanese variety of $Y$ and $P(Z)$ is the Picard variety of $Z$ ([Mum70]). We have $A(X) = 0$ since we assumed that $H^1(X, \mathcal{O}_X) = 0$. Hence,

$$\text{Pic}(X^{[n]} \times X) \cong \text{Pic}(X^{[n]}) \oplus \text{Pic}(X).$$

Combining this with Fogarty’s previously referenced result (1), we obtain that

$$\text{Pic}(X^{[n+1,n]}) \cong \text{Pic}(X \oplus \mathbb{Z}(E_U)) \cong \text{Pic}(X^{[n]} \times X) \oplus \mathbb{Z}(E_U) \cong \text{Pic}(X^{[n])} \oplus \text{Pic}(X) \oplus \mathbb{Z}(E_U)$$

$$\cong \text{Pic}(X^{[n+1,n]}) \cong \text{Pic}(X^{[n+1,n]}) \oplus \mathbb{Z}(E).$$

Therefore,

$$\text{Pic}(X^{[n+1,n]}) \cong \text{Pic}(X^{[n]}) \oplus \mathbb{Z}(pr_0^*(\frac{B^{[n]}_i}{2}) \oplus \mathbb{Z}(E).$$

Note that by Proposition 3.5, $E$ corresponds to the locus of pairs $(\eta, \xi) \in X^{[n+1,n]}$ where $\eta$ and $\xi$ have same support. Hence $E = pr_0^*(\frac{B^{[n+1]}_i}{2}) - pr_0^*(\frac{B^{[n]}_i}{2})$ ([Leh99, Section 1]), so the Picard group is generated by the pull backs the Picard groups analogously to the universal family case.  

$\square$
Remark 3.7. One could in principle compute the Picard group when the irregularity is nonzero by including the input of divisorial correspondences (as in [Fog73, Proposition 7.1]). Therefore, for simplicity, we only state the proposition under the assumption of zero irregularity.

4. Divisors and curves

In this section, we introduce divisor and curve classes on $X^{[n+1,n]}$ that play a crucial role in its birational geometry. The classes we define are generalizations of classes on $X^{[n]}$ so we will first recall those constructions.

4.1. Divisors and Curves on the Hilbert Scheme. Good references for these classes and their intersection product on rational surfaces are [ABCH13] and [BC13]. Assuming the Picard number of $X$ is $k$, let $H_1, \ldots, H_k$ be a set of effective divisors on $X$ whose numerical classes span the Néron-Severi space $N^1_k(X)$ and let $h_i$ be a general irreducible representative of the class $H_i$ which we now fix.

4.1.1. Divisors on the Hilbert Scheme. Recall that Fogarty [Fog73, Lemma 4.4] showed

$$\text{Pic}(X^{[n]}) \cong \text{Pic}(X) \oplus \mathbb{Z}$$

A classical $\mathbb{R}$-basis for the Néron-Severi space of $X^{[n]}$ is given by looking at the schemes whose support intersects those given representatives,

$$H_i[n] := \{ \xi \in X^{[n]} : \text{supp}(\xi) \cap h_i \neq \emptyset \},$$

along with the divisor of nonreduced schemes, which is defined set theoretically

$$B[n] := \{ \xi \in X^{[n]} : \xi \text{ is nonreduced} \}.$$

$B[n]$ is the exceptional locus of the Hilbert-Chow morphism. Note, $H_i[n]$ is the same class as $H_i[n]$ defined in Section 2.

4.1.2. Curves on the Hilbert Scheme. In contrast to the divisors, we will only define the types of curve class relevant for our proof, not an entire basis. We will represent these curve classes with diagrams where hollow points represent a point of $\xi$ moving on the curve it lies on, solid points are fixed points in $\xi$, and dotted arrows attached to a point represent varying the tangent direction (i.e. double scheme structure) of a length two scheme on that point (c.f. [Sta16]). A basis for the space of curves on $X^{[n]}$ has a curve corresponding to each $H_i$ and one additional element corresponding to $B$. For the first type of curve, fix $n - 1$ general points and then vary the $n$-th point of the subscheme along the curve $h_i$; denote that curve by $C_i[n]$.

$$C_i[n] : \begin{cases} \bullet & \cdot \quad n - 1 \text{ general fixed points} \\ \circ \quad h_i & \cdot \end{cases}$$

For the last element of the basis, there are two natural choices which each have their own advantages. The first choice is a curve where we fix $n - 1$ general points and then vary a double scheme structure supported on a given one of the fixed points; denote this curve by $A[n]$.

$$A[n] : \begin{cases} \bullet & \cdot \quad n - 2 \text{ general fixed points} \\ \cdot \end{cases}$$
This curve class has the advantage of intersecting all of the $H_i[n]$ in zero but the disadvantage of being hard to use in some computations.

The alternative is to fix $n - 2$ general points, fix a general point of $h_1$, and then vary the $n$-th point along $h_1$; denote this curve by $C_0[n]$.

$$C_0[n] : \begin{cases} \bullet \cdot \cdots \cdot \bullet & n - 2 \text{ general fixed points} \\ h_1 \end{cases}$$

This curve has the advantage of being easy to use during computations.

When the $n$ is clear, we will drop the $[n]$ from the notation for both curves and divisors.

4.1.3. Other curves and divisors. We can also define a broader range of curve and divisor classes which are useful when computing nef and effective cones.

First, recall that if some multiple of the divisor can be written in the basis as $\sum_{i=1}^{k} m_i \cdot H_i - \frac{1}{2}B$, we denote this by $D_m$.

Next, let $C_{\gamma,r}[n]$ be the curve class of $\xi \subset X^{[n]}$ given by fixing $r - 1$ general points of a curve $c$ of class $\gamma$ as part of $\xi$, $n - r$ general points not contained in $c$ as part of $\xi$, and varying the last point of $\xi$ on $c$.

$$C_{\gamma,r}[n] : \begin{cases} r - 1 \text{ points} & \cdots \cdot n - r \text{ points} \\ P_c \end{cases}$$

Example 4.1. On $\mathbb{P}^2$, $C_{H,n-1}[n]$ is the curve given by varying one point on a line which contains $n - 1$ fixed points.

4.1.4. The Intersection Product. The intersection product between these divisors and curves is well known, but we will recall it for completeness (c.f. [ABCH13]).

For $i \neq 0$, $C_i[n] \cdot H_j[n]$ is number of times the varying point intersects $h_j$ as the $n - 1$ general points won’t lie on $h_j$. Thus, $C_i[n] \cdot H_j[n] = H_i \cdot H_j$. Similarly, $C_0[n] \cdot H_j[n] = H_1 \cdot H_j$. Since $A[n]$ has fixed support, $A[n] \cdot H_j[n] = 0$.

Again for $i \neq 0$, each $C_i[n]$ contains no nonreduced schemes so $C_i[n] \cdot B[n] = 0$. However $C_0[n]$ has exactly one nonreduced scheme so $C_0[n] \cdot B[n] = 2$. Lastly, in order to find $A[n] \cdot B[n]$, one can use test divisors to see that $A[n] = C_1[n] - C_0[n]$ (i.e. $A[n] \cdot H_i[n] = 0$ implies $A[n] = k (C_1[n] - C_0[n])$ and $A[n] \cdot D$ for any divisor $D$ involving $B$ determines $k = 1$). Using this class, $A[n] \cdot B[n] = -2$ [ES98]. Intuitively, this intersection should be negative because every representative of $A[n]$ lives inside $B[n]$.

Remark 4.2. Note that if $H_i \cdot H_j = \delta_{ij}$, then $C_i[n]$ $(1 \leq i \leq k)$ and $A[n]$ give a basis for the curves that has a diagonal intersection matrix with the given basis for the divisors.

Example 4.3. If $X = \mathbb{P}^2$, there are only two divisors, $H[n]$ and $B[n]$, with three relevant curve classes, $C_0[n]$, $C_1[n]$, and $A[n]$. Given these divisors and curves, we have the following intersection product.

|       | $H[n]$ | $B[n]$ |
|-------|--------|--------|
| $C_0[n]$ | 1      | 2      |
| $C_1[n]$ | 1      | 0      |
| $A[n]$   | 0      | -2     |
4.2. Divisors and Curves on the Nested Hilbert Scheme. The bases for divisors and curves of the Hilbert scheme generalize to bases of divisors and curves for the smooth nested Hilbert schemes.

4.2.1. A Basis for the Divisors. Intuitively, each divisor of $X$ now corresponds to two divisors. One divisor imposes the analogous condition on the smaller subscheme while the other imposes it on the residual points.

Given the divisor $H_i$ on $X$ we have

$$H_i^{\text{diff}} = \{(z, z') \in X^{[n+1,n]} : \text{res}(z, z') \cap h_i \neq \emptyset\},$$

and

$$H_i^b = \{(z, z') \in X^{[n+1,n]} : \text{supp}(z') \cap h_i \neq \emptyset\}.$$

We also define $H_i^a := \text{pr}_a^*(H) = H_i^{\text{diff}} + H_i^b$.

Interestingly, these geometrically defined divisors can also be realized as pull backs of the divisors along natural projections.

$$H_i^b = \text{pr}_b^*(H_i[n]) \text{ and } H_i^{\text{diff}} = \text{res}^*(H_i).$$

Alternatively, we could have used the two pull backs of $H_i$ from the two Hilbert schemes as the two corresponding divisors, but the choice we made is more natural as these divisors are irreducible.

The only divisor left to generalize is $B$, which also generalizes to two Cartier divisors on $X^{[n+1,n]}$. The first divisor is where the residue of $(z, z')$ is part of the support of $z'$,

$$B^{\text{diff}}[n+1,n] = \{(z, z') \in X^{[n+1,n]} : \text{supp}(z') \cap \text{res}(z, z') \neq \emptyset\}.$$

The second divisor is where the subscheme $z'$ is nonreduced,

$$B^b[n+1,n] = \{(z, z') \in X^{[n+1,n]} : z' \text{ is nonreduced}\}.$$

Again, we can realize these as pullbacks, $B^b[n+1,n] = \text{pr}_b^*(B[n])$ and $B^{\text{diff}}[n+1,n] = \text{pr}_a^*(B[n+1]) - \text{pr}_b^*(B[n])$. We also denote $B^a[n+1,n] = \text{pr}_a^*(B[n+1])$.

Example 4.4. To be familiar with the notation, let’s use Proposition 3.5 to give the class of the canonical divisor $K_{X^{[n+1,n]}}$ of $X^{[n+1,n]}$ when $X$ is the projective plane. Since $X^{[n+1,n]}$ is the blow up of $X^{[n]} \times X$ along $Z^{[n]}$, we have

$$K_{P^2[n+1,n]} = \text{pr}_a^*(K_{P^2[n]}) + \text{res}^*(K_{P^2}) + E = -3H^b[n+1,n] - 3H^{\text{diff}}[n+1,n] + \frac{1}{2}B^{\text{diff}}[n+1,n].$$

4.2.2. A Basis for the Curves. The way that each curve class on $X^{[n]}$ generalizes to two classes on $X^{[n+1,n]}$ is by changing which subscheme contains the varying point. We will use circles for points in $z'$ and squares for residual points. The shape is unfilled if the point is moving and filled if the point is fixed.

For $i \neq 0$, let $C_i^a$ be the curve class of $(z, z') \subset X^{[n+1,n]}$ given by fixing a general $z'$ and varying the residual point of $z$ on $h_i$ for $1 \leq i \leq k$.

$$C_i^a[n+1,n] : \begin{cases} \bullet \\ \square \\ \vdots \\ h_i \end{cases}$$

Let $C_i^b$ be the curve class given by fixing general points for all but one point of $z$, including the residual point, and varying the last point of $z'$ in $z$ on $h_i$ for $1 \leq i \leq k$. 
Next, let $C^a_n$ be the curve class given by fixing one point of $z'$ as a general point of $h_1$, fixing the rest of $z'$ as general points, and then varying the residual point of $z$ along $h_1$.

Let $C^b_n$ be the curve class given by fixing $n - 2$ general points of $X$ as a subset of $z'$, fixing one general point of $h_1$ as a subset of $z'$, fixing a general point of $X$ as the residual point, and then varying $n$-th point of $z'$ along $h_1$.

Finally, let $A^a$ be defined as the curve class given by fixing a general $z'$ and then varying the double point structure of the residual point of $z$ over a fixed point of $z'$.

Similarly, let $A^b$ be defined as the curve class given by fixing a scheme $z$ supported on $n - 1$ general points with length three at the support of the residual point and varying $z'$ by fixing the reduced points and varying the double scheme structure at the nonreduced point.

**Remark 4.5.** Note that for $0 \leq i \leq k$, we have

$$\text{pr}_a(C^a_i[n + 1, n]) = C_i[n + 1] \quad \text{and} \quad \text{pr}_b(C^b_i[n + 1, n]) = C_i[n].$$

We have similar descriptions of the images of the $A$ curves.

$$\text{pr}_a(A^a[n + 1, n]) = A[n + 1], \quad \text{pr}_b(A^a[n + 1, n]) = \text{pt},$$

$$\text{pr}_a(A^b[n + 1, n]) = \text{pt}, \quad \text{and} \quad \text{pr}_b(A^b[n + 1, n]) = A[n].$$

These equalities will help to compute the intersection products.

**4.3. Other curves and divisors.** For our computations, we will need a few other curve and divisor classes. These are two of the three natural generalizations of the other curves in the Hilbert scheme case.
4.3.1. Divisors. Given a divisor on $X^n$, we can write some multiple of it as

$$D_m[n] = \sum_{i=1}^k m_i \cdot H_i[n] - \frac{1}{2} B[n].$$

or as $\sum_{i=1}^k m_i \cdot H_i[n]$ where $m = \{m_1, \ldots, m_k\}$. We will denote the pullback of $D_m[n+1]$ to the nested Hilbert scheme $X[n+1,n]$ along $p_a$ by $D^a_m$:

$$D^a_m := p_a^*(D_m) = m \cdot (B^a) + \sum_{i=1}^k m_i \cdot H^a_i.$$

Similarly, we will denote its pullback to the nested Hilbert scheme along $p_b$ by $D^b_m$:

$$D^b_m := p_b^*(D_m) = m \cdot B^b + \sum_{i=1}^k m_i \cdot H^b_i.$$

Example 4.6. On $\mathbb{P}^2$, $D_k[n] = kH[n] - \frac{1}{2} B[n]$ so

$$D^a_k = kH^a - \frac{1}{2} B^a.$$

4.3.2. Curves. First let

$$\gamma = \sum_{i=1}^k m_i \cdot h_i$$

be a curve class on $X$ and let $c$ be a general irreducible curve of class $\gamma$.

Let $C^a_{\gamma,r}[n+1,n]$ be the curve class of $(z, z') \subset X[n+1,n]$ given by fixing $r - 1$ general points of $c$ as part of $z'$, $n + 1 - r$ general points not contained in $c$ as part of $z'$, with $x = \text{res}(z, z')$ varying on $c$ for $1 \leq r \leq n + 1$.

Let $C^b_{\gamma,r}[n+1,n]$ be the curve class given by fixing $r - 1$ general points of $c$ as part of $z'$, $n - r$ general points not contained in $c$ as part of $z'$, fixing $x = \text{res}(z, z') \in c$, and varying the last point of $z'$ on $c$.

The classes of these curves can be expressed as

$$C^a_{\gamma,r}[n+1,n] = \sum_{i=1}^k m_i \cdot C^a_i - (r - 1) A^a$$

and

$$C^b_{\gamma,r}[n+1,n] = \sum_{i=1}^k m_i \cdot C^b_i - A^a - (r - 1) A^b.$$
4.3.3. The Intersection Product. We now want to compute the intersections between our two bases.

We only consider the intersections of $C_j^a$ and $C_j^b$ because the intersections of $A^a$ and $A^b$ follow from using test divisors to compute their classes as

$$A^a = C_0^a - C_0^a \text{ and } A^b = C_0^b - C_0^b - (C_0^a - C_0^a).$$

1. Intersection with $H_i^{\text{diff}}$. As we are varying a residual point of $z$ along $h_j$ on $C_j^a$, by the projection formula, we have $H_i^{\text{diff}} \cdot C_j^a = H_i \cdot H_j$. Similarly, the residual points of $z$ are fixed on $C_j^b$, so $H_i^{\text{diff}} \cdot C_j^b = 0$.

2. For intersection with $H_i^b$. Because $z'$ is fixed on $C_j^a$, we have $H_i^b \cdot C_j^a = 0$. Similarly, since $\text{pr}_b(C_j^b) = C_j[n]$ and $\text{pr}_b(H_i^b) = H_i$, we have $H_i^b \cdot C_j^b = H_i \cdot H_j$.

3. Intersection with $B^{\text{diff}}, B^b$. When $1 \leq j \leq k$, $C_j^a$ and $C_j^b$ have no nonreduced schemes on them so $C_j^a \cdot B^{\text{diff}} = C_j^a \cdot B^b = C_j^b \cdot B^{\text{diff}} = C_j^b \cdot B^b = 0$. When $j = 0$, however, $C_0^a$ has a single nonreduced scheme where the residual point is supported on a point of $z'$ so $C_0^a \cdot B^{\text{diff}} = 2, C_0^a \cdot B^b = 0$. Similarly, $C_0^b$ has a single nonreduced scheme where the nonreduced scheme is a subscheme of $z'$; hence, $C_0^b \cdot B^{\text{diff}} = 0, C_0^b \cdot B^b = 2$.

Example 4.8. For the case of $\mathbb{P}^2$, we have four divisors and the following intersection product where we have written $H_i$ as $H$ as there is only one ample divisor.

|        | $H^{\text{diff}}$ | $B^{\text{diff}}$ | $H^b$ | $B^b$ |
|--------|-------------------|-------------------|-------|-------|
| $C_0^a$ | 0                 | 2                 | 0     | 0     |
| $C_1^a$ | 0                 | 0                 | 0     | 0     |
| $A^a$   | 2                 | 0                 | 0     | 0     |
| $C_0^b$ | 0                 | 0                 | 0     | 1     |
| $C_1^b$ | 0                 | 0                 | 1     | 0     |
| $A^b$   | 0                 | 2                 | 0     | -2    |

5. The Nef Cone

We now turn to computing the nef cone of each smooth nested Hilbert scheme on the projective plane, a Hirzebruch surface, or a K3 surface of Picard rank one.

5.1. Cones and the cone dualities. First, we recall some basic facts from [Laz04, Section 1.4]. For a projective algebraic variety $X$, the nef cone of divisors $\text{Nef}(X) \subset N^1(X)_{\mathbb{R}}$ can be defined as follows:

$$\text{Nef}(X) = \{ C \cdot D \geq 0 \text{ for all irreducible curves } C \subset X \}.$$ 

If $C \cdot D = 0$, we say that $C$ is dual to $D$. Our strategy for computing nef cones is to find sufficiently many nef divisors and effective curves dual to them with an intersection matrix that is diagonal. It follows that these divisors span the entire nef cone.

In this section we will proceed in three steps. First, we define the needed notation. Then, we give the nef cones of $X^{(n)}$ for these surfaces given by [LQZ03, Theorem 3.14], [BC13, Theorem 2.4] and [BM14, Proposition 10.3], respectively. Finally, we use these to construct the nef cone of $X^{(n+1,n)}$ for these surfaces.

Let us fix some notation for the surfaces we will use.

1. Denote the projective plane by $\mathbb{P}^2$. Denote the class of a line by $H$. Note that $H^2 = 1$.

2. Denote the $i$-th Hirzebruch surface by $F_i$. Denote the classes of a hyperplane section and a fiber of the ruling, respectively by $H$ and $F$. Note that $H^2 = i, F^2 = 0$, and $H \cdot F = 1$. Also in the case of $F_0$, $F$ is a line of the other ruling and
$H$ is a hyperplane section of that ruling. In order to be consistent with defining our curve classes, we define $H = H_1$ and $F = H_2$.

(3) Denote a general genus $g$ K3 surface by $S$. Denote the class of a hyperplane section by $H$. Notice that $H^2 = 2g - 2$.

5.2. **Nef Cone of the Hilbert Scheme.** Now let us recall the nef cones of $X^{[n]}$ on each surface. Although some of these are well known to experts, we have included them for completeness. We will also give a brief outline of the argument in each case.

5.2.1. **The projective plane.** LQZ03 showed that the nef cone of $\mathbf{P}^{2[n]}$ is spanned by

$$H[n] \text{ and } D_{n-1}[n] = (n-1)H[n] - \frac{1}{2}B[n].$$

A representative of $D_{n-1}[n]$ can be described as the schemes which lie on a curve of degree $n - 1$ with $\binom{n}{3}$ fixed points. Since no collection of points of $\mathbf{P}^2$ is on every line, $H[n]$ is basepoint-free; hence, it is nef. As any collection of $n$ points on $\mathbf{P}^2$ lies on some curve of degree $n - 1$ and off of one, $D_{n-1}[n]$ is base point free; hence, it is nef.

Using curves defined in (4.1.3), we have the following intersection table which completes the calculation of nef cone.

| $C_{H,n}[n]$ | $D_{n-1}[n]$ |
|--------------|--------------|
| 1            | 0            |
| 0            | 1            |

5.2.2. **Hirzebruch surfaces.** BCT13 also showed that the nef cone of $\mathbf{F}_i^{[n]}$ for $i > 0$ is spanned by

$$H[n], F[n] \text{ and } D_{n-1,n-1}[n] = (n-1)H[n] + (n-1)F[n] - \frac{B}{2}[n].$$

A representative of $D_{n-1,n-1}[n]$ can again be described as the schemes which lie on a curve of type $(n-1)H + (n-1)F$ with the correct number of fixed points.

By similar reasoning, these three divisors are basepoint free, hence nef.

Again we have a three dimensional convex cone so we need curves dual to each pair of sides. Recalling $H$ and $F$ were a fiber and a section of the ruling, respectively, we see that $C_{H+i,F,n}[n]$, $C_{F,n}[n]$, and $A[n]$ are the three needed dual curves.

5.2.3. **Hilbert schemes of points on K3 surfaces for high numbers of points.** The nef cones of these Hilbert schemes are much more subtle than those on rational surfaces. $k$-very ample line bundles are no longer sufficient to span the nef cone. BM14 computed this nef cone using Bridgeland stability. However, $n$ needs to be sufficiently large for the cleanest solution, and we now add that as a standing assumption. We denote the extremal nef class they construct as $D_n$. Then the nef cone of $S^{[n]}$ is spanned by

$$H[n] \text{ and } D_n = \frac{n-1+g}{2g-2}H[n] - \frac{1}{2}B[n].$$

Recall, that $H$ is the generator of the Picard group on $S$. Then, to see that $H[n]$ and $D_n$ span the nef cone, it suffices to find a dual curve to $D_n$. That dual curve is given by the fibers of a $g_1^1$, i.e. the fibers of an $n$ to 1 map from a curve with class $H$ to $\mathbf{P}^1$. As the fibers of the $g_1^1$ exactly cover a fixed curve with class $H$, its intersection with the divisor $H[n]$ is $2g - 2$. By the adjunction formula, its intersection with $B[n]$ is $g - 1 + n$. This shows that the non-trivial edge of the nef cone is spanned by the class $\frac{n-1+g}{2g-2}H[n] - \frac{1}{2}B[n]$.

Thus, we have the following intersection table which completes the calculation.
Remark 5.1. It is useful for us to point out an alternative construction of the dual curve. By [MM83, Appendix], there exist rational $g$-nodal curves with class $H$. We then construct a curve $C_{nodal}$ on $S^n$, $n > g$, by fixing $g$ points of the scheme on the nodes, fixing $n-1-g$ points of the scheme as general points of the curve, and varying the $n$-th point along the curve.

As the varying point hits another reduced point of the scheme exactly $(n-1-g) + 2g = n-1+g$ times, $C_{nodal} \cdot B[n] = 2(n-1+g)$. As the point varies on a curve of class $H$, $C_{nodal} \cdot H[n] = 2g - 2$. Together, these intersections show that $C_{nodal}$ is also a dual curve to the non-trivial edge of the nef cone. This construction generalizes more easily to nested Hilbert schemes.

5.3. Nef Cone of the Nested Hilbert Scheme. We now turn to computing the nef cone of $X^{[n+1,n]}$ where $X$ is $\mathbb{P}^2$, $\mathbb{F}_i$, or $S$.

By Proposition 3.1, the Picard group is

\[
\text{Pic}(X^{[n+1,n]}) \cong \text{pr}_n^* (\text{Pic}(X^{[n+1]})) \oplus \text{pr}_b^* (\text{Pic}(X^{[n]}))
\]

It will turn out that similar statement almost holds for the nef cone, as the spanning nef divisors will be (differences of) pull backs of extremal nef divisors on the Hilbert schemes.

Take $\mathbb{P}^2$ as an example: intuitively, each dual curve should project either to a dual curve or to a point so we consider $A^a$, $A^b$, $C_{H,n+1}^a$, and $C_{H,n}^b$. Pairing these against the four pull backs of the extremal rays of the nef cones, we get the following.

|       | $H_{n+1}$ | $D_{n-1}$ | $H_n$ | $D_n$ |
|-------|-----------|-----------|-------|-------|
| $C_{H,n}^b$ | 1         | 0         | 1     | 0     |
| $A^a$    | 0         | 1         | 0     | 0     |
| $C_{H,n+1}^a$ | 0         | 0         | 1     | 0     |
| $A^b$    | 0         | 0         | 0     | 1     |

From this, we immediately see that three of those pull backs are in fact extremal rays as they are each the pull back of a nef line bundle along a morphism which is dual to three independent effective curve classes.

The question then is how to correct the fourth extremal ray. Ideally, the intersection matrix would be diagonal so we consider replacing $H^a$ with $H^a - H^b$. The difference is just $H_{\text{diff}}^a$ and it actually works.

We will compute the nef cones of $\mathbb{P}^2$, $\mathbb{F}_0 = \mathbb{P}^1 \times \mathbb{P}^1$, and $\mathbb{F}_i$, $i > 0$ separately for notational reasons, but the proofs are entirely analogous.

**Proposition 5.2.** Nef ($\mathbb{P}^2)^{[n+1,n]}$ is spanned by $H^b[n+1,n], H_{\text{diff}}^{b}[n+1,n], D_{n-1}^b$, and $D_n^a$.

**Proof.** We drop $[n+1,n]$ from the notation of divisors through the proof for convenience. We first show that each of these four divisors is nef. Recall that $H^b$, $D_n^a$, and $D_{n-1}^b$ are pull backs along the projections $pr_a$ and $pr_b$ of nef divisors $H[n]$, $nH[n+1] - \frac{1}{2}B[n+1]$, and $(n-1)H[n] - \frac{1}{2}B[n]$, respectively. As pullbacks of nef divisors along a morphism, they are nef. $H_{\text{diff}}^a$ is nef as it is basepoint free since no residual point lies on every line of $\mathbb{P}^2$. Equivalently, $H_{\text{diff}}^a$ is basepoint free as it is the pull back of a base point free divisor along the residue map.

Since all four divisors are nef, it suffices to bound the nef cone using four irreducible curves that each are dual to three of the divisors and intersect the fourth divisor positively.
The curves we will need are $A^a$, $A^b$, $C^a_{H,n+1}$ and $C^b_{H,n}$ (see their construction in Section 4.3.2). The necessary intersections to conclude the proof are summarized in the following table.

|        | $H^b$ | $D^b_{n-1}$ | $D^a_{n}$ | $D^a_{n}$ |
|--------|-------|-------------|-----------|-----------|
| $C^a_{H,n}$ | 1     | 0           | 0         | 0         |
| $A^b$    | 0     | 1           | 0         | 0         |
| $C^a_{H,n+1}$ | 0     | 0           | 1         | 0         |
| $A^a$    | 0     | 0           | 0         | 1         |

□

The proofs of the remaining nef cones follow the same pattern. We only give the reason why each divisor is nef and the set of dual curves.

**Proposition 5.3.** $\text{Nef}(\mathbf{P}^{[n+1,n]})$ is spanned by $H^\text{diff}$, $H^b$, $F^\text{diff}$, $F^b$, $D^b_{(n-1,n-1)}$, and $D^a_{(n,n)}$.

**Proof.** $H^b$, $F^b$, $D^a_{(n,n)}$, and $D^b_{(n-1,n-1)}$ are pull backs of nef divisors along the projections to the respective Hilbert schemes so are nef. $H^\text{diff}$ and $F^\text{diff}$ are basepoint free as every residual point lies on only two dimensions of hyperplane sections and on a unique line of ruling. The curves we will need are $A^a$, $A^b$, $C^a_{H+iF,n+1}$, $C^b_{F,n+1}$, $C^b_{F,n}$ and $C^b_{H+iF,n}$.

5.3.1. K3 surfaces. As in the previous cases, we will see that we can realize divisors spanning the four extremal rays as pull backs of nef divisors from our two projections and the residual map. The nonreduced dual curves are the same in this case, but we have to construct two different generalizations of the dual curve to the Hilbert scheme using our alternative construction of it.

**Theorem 5.4.** Let $S$ be a Picard rank one K3 surface of genus $g > 2$, $n \geq g + 1$. The nef cone of $S^{[n+1,n]}$ is spanned by $H^\text{diff}$, $H^b$, $D^a_{f(n+1)}$, and $D^b_{f(n)}$ where $f(m) = \frac{m-1+g}{2g-2}$.

**Proof.** We first see that each of these divisors is nef as the pull back of a nef divisor along a morphism. $H^\text{diff}$ is the pull back of the ample divisor $H$ along the residual morphism, $H^b$ is the pull back of nef divisor $H[n]$ along $pr_a$, $D^a_{f(n+1)}$ is the pull back of nef divisor $D^a_{f(n+1)}$ along $pr_a$, and $D^b_{f(n)}$ is the pull back of the nef divisor $D^b_{f(n)}$ along $pr_b$.

To prove the statement, it now suffices to find four curves which are each dual to three of these divisors. Note $D^a_{f(n+1)} = \frac{n+g}{2g-2}H^\text{diff} + \frac{n+g}{2g-2}H^b - \frac{1}{2}B^\text{diff} - \frac{1}{2}B^b$ and $D^b_{f(n+1)} = \frac{n-1+g}{2g-2}H^b - \frac{1}{2}B^b$.

$a^a$ and $a^b$ are two of those curves and we now construct the remaining two.

Recall that by [MMS3], there exist $g$-nodal rational nodal curves with class $H$ on $X$. We then construct a curve $C_{\text{nodal}}^a$ on $S^{[n+1,n]}$, $n > g$, by fixing $g$ points of the subscheme on the nodes, fixing $n-g$ points of the subscheme as general points of the curve, and varying the residual point along the curve. Similarly, we construct a curve $C_{\text{nodal}}^b$ on
$S^{[n+1,n]}$, $n > g$, by fixing $g$ points of the subscheme on the nodes, fixing $n-1-g$ points of the subscheme as general points of the curve, fixing the residual point as a general point of the curve, and varying the $n$-th point of the subscheme along the curve.

We want to compute the intersection of these curves with the divisors. Let us start with the $H$ divisors. As the curve the residual point varies on has class $H$, $C^a_{nodal} \cdot H^{diff} = 2g-2$ and as the subscheme is fixed, $C^a_{nodal} \cdot H^b = 0$. As the residual point is fixed, $C^b_{nodal} \cdot H^{diff} = 0$ and as the $n$-th subscheme point varies on a curve of class $H$, $C^b_{nodal} \cdot H^b = 2g-2$.

By the projection formula, $C^a_{nodal} \cdot \frac{B^a}{2} = n - g + 2g = n + g$ and $C^a_{nodal} \cdot \frac{B^b}{2} = 0$, so that $C^a_{nodal} \cdot \frac{B^{diff}}{2} = n + g$. Similarly, $C^b_{nodal} \cdot \frac{B^a}{2} = n + g$ and $C^b_{nodal} \cdot \frac{B^b}{2} = n - 1 + g$, so that $C^b_{nodal} \cdot \frac{B^{diff}}{2} = 1$.

The intersections of divisors with $A^a$ and $A^b$ were established in Section 4, and we just established the intersections with $C^a_{nodal}$ and $C^b_{nodal}$. Thus, the four needed dual curves are $A^a$, $A^b$, $C^a_{nodal}$, and $C^b_{nodal}$, and the intersection table below completes the proof.

|      | $H^a$ | $D^a_{f(n)}$ | $H^{diff}$ | $D^a_{f(n+1)}$ |
|------|-------|-------------|------------|----------------|
| $C^a_{nodal}$ | $2g-2$ | $0$       | $0$       | $0$               |
| $A^a$ | $0$   | $1$         | $0$       | $0$               |
| $C^b_{nodal}$ | $0$   | $0$         | $2g-2$   | $0$               |
| $A^b$ | $0$   | $0$         | $0$       | $1$               |

\[ \square \]

**Remark 5.5.** The proof for the nef cone is the same for any Hilbert scheme of points $(n >> 0)$ on any smooth Picard rank one surface with no irregularity by [BHL+16] as it is for K3 surfaces. The obstacle to generalizing the proof for the nested Hilbert scheme from K3 surfaces to those surfaces is the construction of the dual curve. In order to generalize that curve in the same fashion as we have, there would need to be a $\frac{(K_S + aH)nH}{2}$ nodal curve with class $aH$ (using the notation of [BHL+16]). We do now know if this is possible.

6. NEF CONE OF THE UNIVERSAL FAMILY

The universal family case follows almost the exact same template so we cover it briefly.

6.1. The relevant bases.

6.1.1. A basis for divisors. On the universal family, [Fog73, Theorem 7.6] showed that the Picard group is spanned by $H^{diff}$ and $H^b$ divisors, analogous to those we listed on $X^{[n+1,n]}$, and that the locus of nonreduced schemes, which is a $\mathbb{Q}$-Cartier divisor with two irreducible Weil divisor components neither of which is $\mathbb{Q}$-Cartier. These components precisely characterize the failure of the universal family to be $\mathbb{Q}$-factorial. This whole locus is the pull back of $B$ from the projection to the Hilbert scheme,

\[ B[n,1] = \{(z,z') \in X^{[n,1]} : z \text{ is nonreduced}\} = \text{pr}_1^* (B[n]). \]

6.1.2. A basis for the curves. For $i \neq 0$, let $C^a_i$ be the curve class of $(z,z') \subset X^{[n,1]}$ given by fixing a general $z'$, fixing all but one point of $z$, and varying the last point of $z$ on $h_i$ for $1 \leq i \leq k$.

Let $C^b_i$ be the curve class given by fixing the residual points as general points of $X$ and varying $z'$ on $h_i$ for $1 \leq i \leq k$.

Next, let $C^a_0$ be the curve class given by fixing $z'$ as a general point of $h_1$, fixing all but one point of $z$ as general points, and then varying the last point of $z$ along $h_1$.

Finally, let $A^a$ be defined as the class given by fixing all but one point of $z$, including the residual point, as general points and varying the double point structure of the remaining point of $z$ over $z'$.
Remark 6.1. Note that on the universal families, we have

$$\text{pr}_a(C^n_i[n, 1]) = C_i[n]$$ and $$\text{pr}_b(C^b_i[n, 1]) = H_i.$$  

Similarly, for the A curves, we have

$$\text{pr}_a(A^n(a)[n, 1]) = A[n]$$ and $$\text{pr}_b(A^a[n, 1]) = \text{pr}.$$ 

6.1.3. The intersection product. The intersection of each of these curves with each divisor is entirely analogous to the smooth case so we omit it.

6.1.4. Other curves. We now give the remaining analogous curves on the universal family. Again, let

$$\gamma = \sum_{i=1}^{k} m_i \cdot h_i$$

be a curve class on X and let c be a general irreducible curve of class γ.

Define $$C^n_{\gamma,r}$$ to be the curve class of $$(z, z') \subset X[n, 1]$$ given by fixing a general z' on c, fixing r − 1 general points of c as part of z, n − r − 2 general points of z not contained in c, and varying the last point of z on c for 1 ≤ r ≤ n − 1.

Let $$C^b_{\gamma,r}$$ be the curve class given by fixing r − 1 general points of z on c, n − r general points of z not contained in c, and varying z' on c for 1 ≤ r ≤ n.

The classes of these curves can be computed to be

$$C^n_{\gamma,r} = \sum_{i=1}^{k} m_i \cdot C^n_i - (r - 1) A^n$$ and $$C^b_{\gamma,r} = \sum_{i=1}^{k} m_i \cdot C^b_i - (r - 1) A^b.$$ 

6.2. Nef Cone of the Universal Family. The nef cone of $$Z[n]$$ on these surfaces is computed similarly to that of $$X[n+1,n]$$; it differs only due to the drop in Picard rank.

**Proposition 6.2.** Nef $$\left( P^{2[n, 1]} \right)$$ is spanned by $$H^{\text{diff}}, H^b,$$ and $$D^{a}_{n-1}.$$ 

**Proof.** All three divisors are the pull backs of nef divisors along the projections, so they are nef. The dual curves we need are $$A^n, C^n_{l,n-1},$$ and $$C^b_{l,n}.\Box$$

**Proposition 6.3.** Nef $$\left( F^{[n, 1]}_i \right)$$ is spanned by $$H^{\text{diff}}, H^b, F^{\text{diff}}, F^b,$$ and $$D^{a}_{(n-1,n-1)}.$$ 

**Proof.** All five divisors are the pull backs of nef divisors along the projections, so they are nef. The dual curves we need are $$A^n, C^n_{H+i,F,n-1}, C^b_{F,n-1}, C^b_{H+i,F,n}$$ and $$C_{F,n}.$$.\Box

**Theorem 6.4.** Let X be a Picard rank one K3 surface of genus g ≥ 2, n ≥ g + 1. The nef cone of $$X^{[n, 1]}$$ is spanned by $$H^{\text{diff}}, H^b$$ and $$D^{a}_{f(m)}$$ where $$f(m) = \frac{m-1+g}{2g-2}.$$  

**Proof.** All three divisors are the pull backs of nef divisors along the projections, so they are nef. The dual curves we need are $$A^n, C^n_{\text{nodal}},$$ and $$C^b_{\text{nodal}}.\Box$$

7. Application

This section is devoted to an application to the questions of syzygies of line bundles on projective surfaces. Let X be a smooth projective surface and A is an ample line bundle on X. Consider the adjoint linear series of multiples of A, i.e. $$L = K_X + nA.$$  

As a corollary of Reider’s theorem [La97 Corollary 2.7], L is very ample as long as n ≥ 4. Hence, L embeds S into $$PH^0(L)$$ as a projective subvariety. Starting from [Gre83], people are interested in the smallest n such that L is projectively normal, i.e. the homogeneous coordinate ring of X is normal. In other words, the multiplication map $$H^0(L) \otimes H^0(kL) \to H^0((k+1)L)$$ is surjective for every positive integer k ≥ 1.
One strategy to attack this problem is to consider \( L \boxtimes L^k \) on \( X \times X \). Denote \( \Delta \) to be the diagonal. The multiplication map above can be identified with homomorphism on global sections induced by the restriction to \( \Delta \):

\[
H^0(X \times X, L \boxtimes L^k) \rightarrow H^0(X \times X, L \boxtimes L^k|_\Delta).
\]

By considering the long exact sequence associated to the ideal sheaf sequence, the vanishing of \( H^1(X \times X, (L \boxtimes L^k) \otimes I_\Delta) \) would imply the surjectivity of the multiplication map.

Then the idea is to transform the vanishing from \( X \times X \) to the blow up of \( X \times X \) along the diagonal \( \Delta \). Consider the blow up map \( \pi : \text{Bl}_\Delta(X \times X) \rightarrow X \times X \) and denote

\[
\mathcal{F}_k = \pi^*(L \boxtimes L^k) \otimes \mathcal{O}(-E),
\]

where \( E \) is the exceptional divisor. We employ the lower term sequence of the Leray spectral sequence

\[
E_2^{pq} = H^p(X \times X, R^q \pi_* \mathcal{F}_k) \rightarrow H^{p+q}(\text{Bl}_\Delta(X \times X), \mathcal{F}_k).
\]

That is the following exact sequence

\[
0 \rightarrow H^1(X \times X, \pi_* \mathcal{F}_k) \rightarrow H^1(\text{Bl}_\Delta(X \times X), \mathcal{F}_k) \rightarrow H^0(X \times X, R^1 \pi_* \mathcal{F}_k).
\]

By the projection formula,

\[
\pi_* \mathcal{F}_k = (L \boxtimes L^k) \otimes \pi_* \mathcal{O}(-E) = (L \boxtimes L^k) \otimes I_\Delta.
\]

Hence to establish the vanishing of \( H^1(X \times X, (L \boxtimes L^k) \otimes I_\Delta) \), it suffices to show that \( H^1(\text{Bl}_\Delta(X \times X), \mathcal{F}_k) = 0 \).

We know that \( \text{Bl}_\Delta(X \times X) \) is canonically isomorphic to \( X^{[2,1]} \). Let the first and second projection map from \( X \times X \) to \( X \) be \( p_1 \) and \( p_2 \). We choose an identification such that \( \pi \circ p_1 = \text{pr}_k \) and \( \pi \circ p_2 = \text{res} \).

We will compute the class of \( \mathcal{F}_k - K_{X^{[2,1]}} \) in \( N^1(X^{[2,1]}) \):

**Lemma 7.1.** On \( X^{[2,1]} \), we have

\[
\mathcal{F}_k - K_{X^{[2,1]}} \equiv \text{pr}_a^*(L - K_X) + \text{res}^*(L^k - K_X) - B^n.
\]

**Proof.** Since the morphism \( \phi : X^{[2,1]} \rightarrow X^{[1]} \times X \) can be identified with the blow up morphism, we can calculate the canonical class \( K_{X^{[2,1]}} \) as in the Example 4.4 i.e.

\[
K_{X^{[2,1]}} = \text{pr}_a^*K_{X^{[1]}} + \text{res}^*K_X + E.
\]

Then the class of \( E \) is be computed by the following exact sequence [Leh99, Lemma 3.7]:

\[
0 \rightarrow \mathcal{O}(-E) \rightarrow \text{pr}_a^*(\mathcal{O}_X^{[2]}) \rightarrow \text{pr}_b^*(\mathcal{O}_X^{[1]}) \rightarrow 0.
\]

In our language,

\[
E = \mathcal{O}_D^b - (\mathcal{O}_D^a - \frac{1}{2}B^a) = \frac{1}{2}B^a.
\]

Now we have

\[
\mathcal{F}_k - K_{X^{[2,1]}} = \pi^*(L \boxtimes L^k) - E - K_{X^{[2,1]}},
\]

\[
= \text{pr}_a^*(L) + \text{res}^*L^k - E - K_{X^{[2,1]}},
\]

\[
= \text{pr}_b^*(L) + \text{res}^*L^k - E - (\text{pr}_a^*K_{X^{[1]}} + \text{res}^*K_X + E),
\]

\[
= \text{pr}_b^*(L^k - K_X) + \text{res}^*(L - K_X) - B^n.
\]

\(\square\)

A special case of a theorem of Butler follows from our calculation [But94, Theorem 2A].
Proposition 7.2. Let $X$ be a Hirzebruch surface, and $A$ be an ample line bundles on $X$, then $L = K_X + nA$ is projectively normal for $n \geq 4$.

Proof. Since Reider’s theorem applies as $n \geq 4$, we assume from the beginning that $n \geq 4$.

By Lemma 7.1 and the vanishing theorem of Kawamata-Viehweg, $L$ is projectively normal if the class of $\mathcal{F}_k - K_{X^{[2,1]}}$ is nef and big for $k \geq 1$. Since $L$ is ample when $n \geq 4$, $pr_*^b L$ is nef and big. Also we notice that $\mathcal{F}_{k+1} = \mathcal{F}_k + pr_*^b L$, it suffices to show $\mathcal{F}_1 - K_{X^{[2,1]}}$ is nef and big. Write $A = aH + bF$, where $a$ and $b$ are positive integers since $A$ is ample.

\[
\mathcal{F}_k - K_{X^{[2,1]}} = pr_*^b(L - K_X) + res^*(L - K_X) - B^a
\]
\[
= pr_*^b(pA) + res^*(pA) - B^a
\]
\[
= (na)H^b + (nb)F^b + (na)H^{\text{diff}} + (nb)H^{\text{diff}} - 2(H + F)^b - 2(H + F)^{\text{diff}} + 2D^a_{1,1}
\]
\[
= (na - 2)H^b + (nb - 2)F^b + (na - 2)H^{\text{diff}} + (nb - 2)F^{\text{diff}} + 2D^a_{1,1}
\]

Because we have

\[
\frac{1}{2}B^a = (H + F)^b + (H + F)^{\text{diff}} - D^a_{1,1}.
\]

Then by the Proposition 6.3 if $n \geq 4$, $\mathcal{F}_1 - K_{X^{[1,2]}}$ is nef and big. Because it lies in the interior of the nef cone, which is the ample cone by the theorem of Kleiman. Hence that is also true for all $k \geq 1$. □

Remark 7.3. It’s natural to try to prove the vanishing of higher syzygies using the nef cones of the nested Hilbert schemes. By Voisin’s Hilbert-schematic characterization of Koszul cohomology, one can transform the desired vanishing into the vanishing of the first cohomology of a line bundle on the nested Hilbert scheme. But unfortunately, that line bundle doesn’t have enough positivity to grant the vanishing if we just apply Kawamata-Viehweg. It’s plausible that one can do a more detailed study of positivity of these divisors to get the desired vanishing, which may be carried out in our future research.

8. Open Problems

The work in this paper has only scratched the surface of studying the birational geometry of nested Hilbert schemes. We conclude with a myriad of related open problems.

8.1. Nef cones. It’s natural to try to describe the nef cones for other classes of surfaces. Classically, $k$-very ample line bundles were used to construct extremal nef divisors on $X^{[n]}$. This method completely computes the nef cone when $X$ is the projective plane or a Hirzebruch surface. However, this approach is insufficient in general. Recently, Bridgeland stability has been used to compute the nef cone of $X^{[n]}$ on many surfaces. It’s natural to wonder whether these ideas can be used to compute the nef cones of nested Hilbert schemes.

Problem 8.1. Let $X$ be one of the following: Abelian surface, Enriques surface, or del Pezzo surface. Find the nef cone of $X^{[n+1,n]}$ and $X^{[n,1]}$.

Note, most of the del Pezzo case may follow from similar methods to this paper as they do in the Hilbert scheme case.

8.2. Pseudoeffective cones. Similar methods to our nef cone computation work to compute the effective cone and entire stable base locus decomposition of our two families on rational surfaces for low numbers of points.
Problem 8.2. Determine $\overline{\text{Eff}}(X^{[n+1,n]})$ and its stable base locus decomposition for all $n$, when $X$ is $\mathbb{P}^2$ or $\mathbb{P}^1 \times \mathbb{P}^1$.

[Hui16] Theorem 1.4] computed $\overline{\text{Eff}}((\mathbb{P}^2)^{[n]})$ for all $n$, and [Rya16] provided an approach for the case of $\mathbb{P}^1 \times \mathbb{P}^1$. We would expect the answer to depend on the arithmetic properties of $n$ and exceptional bundles on $\mathbb{P}^2$ and $\mathbb{P}^1 \times \mathbb{P}^1$.

Since $X^{[n+1,n]}$ is the blow up of $X^{[n]} \times X$ along $Z^{[n]}$, we are able to write down the class of its canonical bundle. In particular, for $X = \mathbb{P}^2$,

$$K_{X^{[n+1,n]}} = -3H^b - 3H^\text{diff} + \frac{1}{2}B^\text{diff}$$

$$= -3H^b - 3H^\text{diff} + (nH^a - D^a) - ((n - 1)H^b - D^b)$$

$$= -2H^b + (n - 3)H^\text{diff} - D^a + D^b$$

so when $n$ gets large, $X^{[n+1,n]}$ cease to be a log Fano variety.

Problem 8.3. For $n \gg 0$, determine whether $(\mathbb{P}^2)^{[n+1,n]}$ is a Mori dream space.

8.3. General nested Hilbert schemes. Let $n = (n_1, n_2, \ldots, n_k)$ be a sequence of decreasing positive integers, and let $X^{[n]}$ be the corresponding nested Hilbert schemes of $k$ collections of points of length $n_i$, respectively. A natural question would be:

Problem 8.4. Calculate Picard group and nef cone of $X^{[n]}$ when $X$ is a (rational) surface.

Note we expect the Picard number to be $k(\rho(X) + 1)$ if $n$ does not include one and one less than that if it does.

8.3.1. Singularities of nested Hilbert schemes. It is natural to expect that as the length of $n$ increases, $X^{[n]}$ becomes more and more singular. So then a natural question is can we classify when $X^{[n]}$ is normal or $\mathbb{Q}$-factorial.

Let $X$ be a smooth projective surface. By [Fog73] and [Che98], $X^{[n]}$ and $X^{[n+1,n]}$ are smooth but no other nested Hilbert scheme $X^{[n]}$ is. We could ask just how bad these singularities are.

Problem 8.5. For which $k$ and $n$ is $X^{[n+k,n+k-1,\ldots,n]}$ ($X^{[n+k,n]}$) normal or $\mathbb{Q}$-factorial?

Note that in the case of $X^{[n,1]}$, $X^{[n+1,n]}$ provides a natural resolution of singularity. It’s natural to ask

Problem 8.6. Are there any natural resolutions of singularities for $X^{[n+k,n]}$?

Using the fact that $X^{[n+1,n]}$ is canonically isomorphic to the projectivization of the dualizing sheaf of $Z^{[n]}$, [Son16] showed that $X^{[n,1]}$ always has rational singularities. This suggests:

Problem 8.7. Does $X^{[n]}$ always have rational singularities?

8.3.2. Irreducibility of nested Hilbert scheme. Another natural question would be irreducibility.

Problem 8.8. When is $X^{[n]}$ irreducible? If it is not irreducible, how many components does it have, and do they have good interpretations?

Using liaison methods, [GH04] showed that $X^{[n+2,n]}$ is irreducible. Using the perspective of commuting varieties of parabolic subalgebras of $\text{GL}(n)$, the paper [GG18] implies the irreducibility of $X^{[n_1,\ldots,n_k]}$ when $n_1 \leq 16$ and of $X^{[n+p,n]}$ when $p \leq 6$. Relatively, [BE16] completely determined the cases when the punctual nested Hilbert schemes $X^{[n+k,n]}_0$ and
$X_0^{[n+k, n+k-1, \ldots, n+1,n]}$ are irreducible using commuting varieties of parabolic subalgebras. The related work [BB16] suggests that as $n$ becomes arbitrarily large with arbitrarily long gaps between $n_i$ and $n_{i+1}$, the variety will become reducible.

8.4. Chow rings. If $X$ is a smooth surface that carries a $\mathbb{C}^*$-action, then this action extends to $X^{[n]}$ and $X^{[n+1,n]}$. If there are only finitely many fixed points, then one can use the results of Bialynicki-Birula to give a description of Chow ring of $X^{[n]}$, which is equivalent to the cohomology ring for these surfaces. For example, Ellingsrud and Stremme determined the additive structure of $(\mathbb{P}^2)^{[n]}$ in [ES87] and they also found a set of generators for the cohomology ring in [ES93]. So we ask

**Problem 8.9.** Find the additive structure and a set of generators of the cohomology ring of $X^{[n+1,n]}$ when $X$ is the projective plane.

8.5. Higher codimension cycle. Recently, there has been interest in understanding the positive and pseudoeffective cones for higher codimension cycles (c.f. [FL14]). So we propose

**Problem 8.10.** What are the nef, pseudoeffective, pliant, the basepoint free, and the universally pseudoeffective cones of higher codimension cycles for $X^{[n]}$ and $X^{[n+1,n]}$?
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