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Abstract. During a random search, resetting the searcher’s position from time to time to the starting point often reduces the mean completion time of the process. Although many different resetting models have been studied over the past ten years, only a few can be physically implemented. Here we study theoretically a protocol that can be realised experimentally and which exhibits unusual optimization properties. A Brownian particle is subject to an arbitrary confining potential $v(x)$ that is switched on and off intermittently at fixed rates. Motion is constrained between an absorbing wall located at the origin and a reflective wall. When the walls are sufficiently far apart, the interplay between free diffusion during the ‘off’ phases and attraction toward the potential minimum during the ‘on’ phases give rise to rich behaviours, not observed in ideal resetting models. For potentials of the form $v(x) = k|x-x_0|^n/n$, with $n > 0$, the switch-on and switch-off rates that minimise the mean first passage time (MFPT) to the origin undergo a continuous phase transition as the potential stiffness $k$ is varied. When $k$ is above a critical value $k_c$, potential intermittency enhances the target encounter: the minimal MFPT is lower than the Kramer time and is attained for a non-vanishing pair of switching rates. We focus on the harmonic case $n = 2$, extending previous results for the piecewise linear potential ($n = 1$) in unbounded
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1. Introduction

Resetting processes have attracted increasing attention over the last decade in the field of non-equilibrium statistical physics [1]. In the model originally introduced in [2], a Brownian particle is instantaneously reset to its initial position at exponentially distributed time intervals. This rather simple modification of standard Brownian motion has important effects on several basic static and dynamical observables. Returning the particle from time to time to a specific position can accelerate the detection of an absorbing target by cutting off fruitless excursions where the particle diffuses far away from the target. For a Brownian particle in an unbounded domain, resetting makes the mean first passage time (MFPT) to an absorbing target finite, and this quantity can
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be further minimized by a suitable choice of the resetting rate \( r \) [2, 3]. The effects of resetting have been explored on a wide range of random processes, such as diffusion in bounded domains [4–6], anomalous diffusion [7–10], searches with stochastically gated targets [11, 12], or resetting under more general protocols [13–20] (see [1, 21] for two reviews of this topic).

Resetting also gives rise generically to non-equilibrium stationary states (NESS) [2, 22, 23]. For instance, the position density of the Brownian particle under stochastic resetting becomes effectively localized in space at large times and converges to a NESS that resembles a Boltzmann–Gibbs distribution with an effective confining potential given by \( v_{\text{eff}}(X) = \sqrt{r/D} |X - X_0| \), where \( D \) is the diffusion constant of the particle and \( X_0 \) the resetting position [2, 3]. However, the process itself markedly differs from the Langevin dynamics at equilibrium in this effective potential, and the first passage properties in both cases are consequently very different. On a semi-infinite line, the MFPT to an absorbing target of a Brownian motion under resetting is always less than the MFPT at equilibrium in the corresponding effective external potential [24, 25].

Given the advantages of search processes based on resetting over equilibrium dynamics, it is desirable to design protocols that allow Brownian particles to shorten their encounter times with a target and that are experimentally feasible. A few experiments on resetting processes have been carried out. They typically utilise microspheres manipulated with optical tweezers and different resetting protocols have been considered [26–29]. Resetting poses two important practical challenges in physical systems: (i) particles cannot be reset instantaneously and (ii) not exactly to the same position due to thermal or experimental fluctuations. In order to address these issues, different modifications to the original model have been proposed, such as non-instantaneous resetting [30–35] or resetting to a distribution of positions [3, 26]. Another convenient way of emulating resetting processes consists of using an external trapping potential that is alternatively switched on and off. During the ‘on’ phases, the diffusing particle returns advectively toward the potential minimum (which plays a role similar to the resetting position in ideal resetting), before diffusing freely when the potential is no longer applied. The NESSs and the diffusion properties that emerge in stochastically switching harmonic potentials have been studied for Brownian particles along different schemes [34, 36], as well as for Lévy walks [37]. The work distribution [38] and entropy production have also been explored [39]. Notwithstanding these advances, the properties of first passage times in fluctuating potentials remain little understood.

In a recent work [40], we have exactly solved a model in one dimension that mimics stochastic resetting with an external potential. In this work, we studied a Brownian particle in a V-shaped piecewise linear potential with minimum at \( X_0 \), which was also taken as the initial position of the particle. The potential was turned on and off in a stochastic way at exponentially distributed times. The MFPT to a target placed at the origin in this model happens to be finite [40]. Furthermore, the MFPT can be optimized with a suitable choice of the switch-on and switch-off rates (that can be different), i.e. by driving the particle out of the Boltzmann–Gibbs equilibrium. Intuitively, target search can be facilitated in the ‘off’ state due to the absence of a potential barrier to overcome. Nevertheless, on the semi-infinite line, the potential has a beneficial effect as it prevents the particle from diffusing far away in the direction opposite to the target. The interplay
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between these two trends gives rise to a number of rather unexpected features that are not observed in simple resetting. In particular, taking the steady potential as a reference, a perturbative theory with the switch-off rate as a small parameter allowed us to expand the MFPT as:

\[ \text{MFPT} = t^{(K)}(k) + r_1 f(k, r_0) + r_1^2 g(k, r_0) + O(r_1^3), \]  

where \( t^{(K)} \) is the Kramers’ equilibrium time, \( r_1 \) the switch-off rate, \( r_0 \) the switch-on (resetting) rate, \( k \) the potential stiffness, and \( g(k, r_0) > 0 \). The coefficient \( f(k, r_0) \) of the first order correction at small \( r_1 \), the so-called dispersion relation, is quite non-trivial and its sign tells us whether switching off/on the potential from time to time increases or decreases the equilibrium Kramers’ time. Actually, a continuous phase transition in the optimal rate \( r_1^*(k) \) that minimizes the MFPT occurs as the potential stiffness \( k \) is varied. For \( k < k_c \) (weak confinement regime), \( f(k, r_0) > 0 \) for any \( r_0 \), therefore, from equation (1), the optimal protocol consists of always keeping the potential on (or \( r_1^*(k) = 0 \)) and \( r_0^*(k) \) is irrelevant. Conversely, for \( k > k_c \) (strong confinement regime) there exists a window of values of \( r_0 \) centered around a certain \( r_c \) such that \( f(k, r_0) < 0 \), indicating that it is possible to improve the Kramers’ time, as schematised in figure 1.

The analysis of the marginal curve yields \( k_c = 1.228780 \ldots \) in dimensionless units. At the transition, the dimensionless optimal switch-on rate is surprisingly large, \( r_0^*(k_c) = r_c = 41.969027 \ldots \), whereas for \( k \) close to but above the critical value, the optimal switch-off rate grows continuously as \( r_1^*(k) \approx 32.913015 \times (k - k_c) \) [40]. Meanwhile, the optimal MFPT decreases with \( k \) and the classical resetting model of [2] is recovered in the limit \( k \to \infty \) [40].

In this paper, we extend these results by considering an arbitrary external potential applied intermittently and show that the above phenomenology drawn from the piece-wise linear case qualitatively holds with other types of confining potentials. Experiments on resetting processes are typically performed in finite domains and with approximately harmonic optical traps [26–29]. We focus here on the harmonic case, but shall also consider more general confining potentials. Furthermore, our previous results, which were

Figure 1. Brownian searches assisted by intermittent potentials. (Left) Leading order of the non-equilibrium contribution to the mean search time in equation (1), when the potential stiffness \( k \) and the switch-on rate \( r_0 \) are in the vicinity of \( k_c \) and \( r_c \), respectively. (Middle) Below \( k_c \), the MFPT always increases monotonously with the switch-off rate \( r_1 \), resulting in an optimal rate \( r_1^* = 0 \). (Right) Above \( k_c \), the MFPT is a non-monotonous function of \( r_1 \) and reaches a minimum at \( r_1^*(k) > 0 \), provided \( r_0 \) is tuned near \( r_c \).
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derived for a semi-infinite domain, are generalized to the case of finite intervals bounded by a reflective boundary.

This paper is organized as follows: in section 2 we introduce the model and the equations of motion that govern two quantities related to the distribution of the first passage time to a target site, namely, the survival probability in the Laplace domain and the MFPT. Although it seems difficult to solve these equations for a general external potential, in section 3 we develop a perturbative method that allows us to exactly derive the dispersion relation $f(k, n_0)$ appearing in equation (1) and which tells us under which conditions the intermittent potential improves the mean search time. Section 4 is devoted to the analysis of a family of confining potentials of the form $v(x) = k|x - 1|^n/n$ in rescaled units. The harmonic case ($n = 2$) and the linear potential ($n = 1$) are treated separately in sections 4.1 and 4.2, respectively. The theoretical results obtained by the perturbative method are compared to those obtained from direct numerical integration of the coupled backward Fokker–Planck equations using a finite difference method. The latter method is also used to obtain the optimal rates beyond the perturbative regime ($k \gg k_c$). For completeness, in section 5 we derive the NESSs generated by intermittent harmonic potentials on the infinite line, in the absence of absorbing targets. These results are compared with Brownian dynamics simulations. Finally, in section 6 we conclude with a discussion.

2. Mean first passage time

In this section, we analyze the MFPT of a Brownian particle to an absorbing target site placed at the origin of a finite one-dimensional domain (see figure 2). In the domain, an external potential $V(X)$ is applied intermittently in time, so that the state of the potential is characterized by a binary function $\sigma(t)$ that takes the value $\sigma = 0$ when the potential is switched off, and $\sigma = 1$ when it is applied. The two-state process $\sigma(t)$ is characterized by two constant transition rates, $R_0$ (for the transition $0 \rightarrow 1$) and $R_1$ (for $1 \rightarrow 0$). The particle can always be absorbed by the target, independently of the state 0 or 1 of the potential. A reflecting wall is placed at the position $X = C$, with $C > 0$. The semi-infinite domain case can be simply obtained by taking the limit $C \rightarrow \infty$.

The evolution of the particle position $X(t)$ in the potential $\sigma(t) V(X)$ is given by the overdamped Langevin equation:

$$\frac{dX(t)}{dt} = -\frac{1}{\Gamma} \sigma(t) V'[X(t)] + \sqrt{2D} \xi(t),$$  \hspace{1cm} (2)

where $\Gamma$ is the friction coefficient of the particle, $\xi(t)$ a Gaussian white noise of zero mean and correlations $\langle \xi(t) \xi(t') \rangle = \delta(t - t')$, and $D = k_B T / \Gamma$ the diffusion constant.

In the following, we will use the dimensionless space and time variables $x = X/X_0$ and $t/(X_0^2/D)$ (which we re-note as $\tilde{t}$), where $X_0$ is the distance between the minimum of $V(X)$ and the target placed at $X = 0$. Let us define the dimensionless parameters:

$$r_0 = R_0 X_0^2 / D,$$  \hspace{1cm} (3)

$$r_1 = R_1 X_0^2 / D,$$  \hspace{1cm} (4)
Reducing mean first passage times with intermittent confining potentials: a realization of resetting processes

Figure 2. (a) Trajectory of a diffusive particle with diffusion constant $D = 1$, in an intermittent harmonic potential of the form $V(X) = \frac{K(X - \tilde{X})^2}{2}$ with $K = 5$. The shaded zones represent the time intervals when the potential is turned on (here $R_0 = R_1 = 0.02$). An absorbing boundary is placed at $X = 0$ (red line) and a reflective wall at $X = 10$ (green line). When the particle is absorbed, the potential is either on or off. (b) 3D view of a particle trajectory in the intermittent harmonic potential.

which are the rescaled ‘on’ and ‘off’ rates, respectively. The rescaled potential is given by $\nu(x) = V(xX_0)/(k_BT)$. The reflecting wall is placed at $x = c$ with $c = C/X_0 > 1$. In these dimensionless variables, the Langevin equation (2) reduces to

$$\frac{dx}{dt} = -\sigma(t)v'(x) + \sqrt{2}\eta(t)$$

where $\langle \eta(t) \rangle = 0$ and $\langle \eta(t)\eta(t') \rangle = \delta(t - t')$.

Let us define $Q_0(x, t)$ as the probability that the particle has not hit the origin up to time $t$, given an initial position $x > 0$ and initial potential state $\sigma(t = 0) = 0$. Similarly, $Q_1(x, t)$ corresponds to a potential initially on. These survival probabilities satisfy the backward Fokker–Planck equations [40]

$$\frac{\partial Q_1}{\partial t} = \frac{\partial^2 Q_1}{\partial x^2} - v'(x)\frac{\partial Q_1}{\partial x} + r_1(Q_0 - Q_1),$$

$$\frac{\partial Q_0}{\partial t} = \frac{\partial^2 Q_0}{\partial x^2} + r_0(Q_1 - Q_0),$$

valid in the domain $x \in [0, c]$. These expressions are obtained by extending the well-known steady potential case [41, 42] to a switching process with rates $r_0$ and $r_1$ [43, 44].

Defining the Laplace transform $\tilde{Q}(x, s) = \int_0^\infty e^{-st}Q(x, t)dt$, equations (6) and (7) become

$$-1 = \frac{\partial^2 \tilde{Q}_1}{\partial x^2} - v'(x)\frac{\partial \tilde{Q}_1}{\partial x} - (s + r_1)\tilde{Q}_1 + r_1\tilde{Q}_0,$$

$$-1 = \frac{\partial^2 \tilde{Q}_0}{\partial x^2} - (s + r_0)\tilde{Q}_0 + r_0\tilde{Q}_1,$$
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from which we deduce the relations for the corresponding MFPTs $t_0(x)$ and $t_1(x)$:

$$-1 = \frac{\partial^2 t_1(x)}{\partial x^2} - v'(x) \frac{\partial t_1(x)}{\partial x} - r_1[t_1(x) - t_0(x)], \quad (10)$$

$$-1 = \frac{\partial^2 t_0(x)}{\partial x^2} - r_0[t_0(x) - t_1(x)], \quad (11)$$

where we have used the usual relation $t_\sigma(x) = \tilde{Q}_\sigma(x, s = 0)$. The functions $t_0(x)$ and $t_1(x)$ will satisfy the following boundary conditions

$$t_\sigma(x = 0) = 0, \quad (12)$$

$$\left. \frac{\partial t_\sigma(x)}{\partial x} \right|_{x=c} = 0, \quad (13)$$

where the initial state of the potential is $\sigma = \{0, 1\}$. The first relation enforces the absorption at $x = 0$, whereas the second one follows from imposing a zero flux through the reflective wall placed at $x = c$ [45].

Let us introduce the parameter

$$\epsilon \equiv \frac{r_1}{r_0}, \quad (14)$$

which does not need to be small for the time being, and let us define the function

$$S(x) \equiv t_0(x) - t_1(x). \quad (15)$$

Equations (10) and (11) can be rewritten as

$$\frac{\partial^2 t_1(x)}{\partial x^2} - v'(x) \frac{\partial t_1(x)}{\partial x} = -1 - \epsilon r_0 S(x), \quad (16)$$

$$\frac{\partial^2 S(x)}{\partial x^2} - r_0 S(x) = -1 - \frac{\partial^2 t_1(x)}{\partial x^2}. \quad (17)$$

By construction, $S(x)$ satisfies the boundary conditions

$$S(x = 0) = 0, \quad (18)$$

$$\left. \frac{\partial S(x)}{\partial x} \right|_{x=c} = 0. \quad (19)$$

Equations (16) and (17) take the following forms

$$e^{v(x)} \frac{\partial}{\partial x} \left( e^{-v(x)} \frac{\partial t_1(x)}{\partial x} \right) = -1 - \epsilon r_0 S(x), \quad (20)$$

$$e^{\sqrt{r_0} x} \frac{\partial}{\partial x} \left( e^{-2\sqrt{r_0} x} \frac{\partial e^{\sqrt{r_0} x} S(x)}{\partial x} \right) = -1 - \frac{\partial^2 t_1(x)}{\partial x^2}. \quad (21)$$
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Each equation can be integrated directly and one obtains coupled expressions for the general solutions $t_1(x)$ and $S(x)$:

\[
t_1(x) = C_1 \int_0^x d\tau \, e^{v(\tau)} + C_2 - \int_0^y dy \, e^{v(y)} \int_y^z dz \, e^{-\nu(z)} [1 + \epsilon r_0 S(z)], \tag{22}
\]

\[
S(x) = C_3 e^{-\sqrt{\nu_x}} + C_4 e^{\sqrt{\nu_x}} + \frac{1}{r_0} - e^{-\sqrt{\nu_x}} \int_0^x dy \, e^{2\sqrt{\nu_x}} \int_0^y dz \, e^{-\nu(z)} \frac{\partial^2 t_1(z)}{\partial z^2}, \tag{23}
\]

where the constants $C_i$ are determined from the boundary conditions. Integrating by parts, the double integral in equation (23) simplifies to a single integral:

\[
S(x) = C_3 e^{-\sqrt{\nu_x}} + C_4 e^{\sqrt{\nu_x}} + \frac{1}{r_0} - \int_0^x dy \, \frac{\partial t_1(y)}{\partial y} \cosh \sqrt{r_0}(x - y). \tag{24}
\]

The integral of the_rhs can be integrated by parts again and written in terms of $t_1$ instead of its derivative. However, for the numerical evaluation of these expressions, it is more convenient to keep equation (24), as we will see later. Imposing the boundary conditions (12) and (13) or (18) and (19) one gets

\[
t_1(x) = \int_0^x dy \, e^{v(y)} \int_y^c dz \, e^{-\nu(z)} + \epsilon r_0 \int_0^y dy \, e^{v(y)} \int_y^c dz \, e^{-\nu(z)} S(z), \tag{25}
\]

\[
S(x) = \frac{1}{r_0} - \frac{\cosh \sqrt{r_0}(c - x)}{\cosh \sqrt{r_0}c} + \sinh \sqrt{r_0}c \int_0^c dy \, \frac{\partial t_1(y)}{\partial y} \frac{\sinh \sqrt{r_0}(c - y)}{\cosh \sqrt{r_0}c} \nonumber
\]

\[- \int_0^x dy \, \frac{\partial t_1(y)}{\partial y} \cosh \sqrt{r_0}(x - y). \tag{26}\]

Up to this point we have not made any approximation. Although we have obtained a formal solution of the system (16) and (17), the functions are still coupled and a priori difficult to solve explicitly.

3. Perturbative method for a general potential

To make some progress, we develop an exact perturbative theory by expanding $S$ and $t_1$ in powers of $\epsilon = r_1 / r_0$, assuming $r_1 \ll r_0$. Let us look for solutions of the form:

\[
t_1(x) = t_1^{(0)}(x) + \epsilon t_1^{(1)}(x) + \epsilon^2 t_1^{(2)}(x) + \cdots \tag{27}
\]

\[
S(x) = S^{(0)}(x) + \epsilon S^{(1)}(x) + \epsilon^2 S^{(2)}(x) + \cdots \tag{28}
\]

at small $\epsilon$. The function $t_1^{(0)}$ is related to the classic Kramers’ problem of first passage over a steady potential barrier. The functions $t_1^{(1)}, \ldots, S^{(0)}, S^{(1)}, \ldots$, depend on both the potential shape and the rate $r_0$, and can be determined recursively. We will particularly focus on $t_1(x)$, the MFPT of the Brownian particle starting from $x$ with a potential initially applied, and on its first order coefficient $t_1^{(1)}(x)$. The dispersion relation introduced
Reducing mean first passage times with intermittent confining potentials: a realization of resetting processes

in equation (1) is identified with

\[ f(k, r_0) \to \frac{t_1^{(1)}(x)}{r_0}. \]  

(29)

When the coefficient \( t_1^{(1)}(x) \) changes sign, a transition between two qualitatively different behaviours occurs. If the potential is such that

\[ t_1^{(1)}(x) > 0 \quad \text{for any } r_0, \]  

(30)

then switching the potential off and on back and forth (i.e. setting \( \epsilon \) small but \( > 0 \)) will always result in delaying the target encounter on average compared to the case with the potential permanently applied, or \( \epsilon = 0 \). Conversely, if

\[ t_1^{(1)}(x) < 0 \quad \text{for some values of } r_0, \]  

(31)

then the intermittent dynamics of the potential can help to shorten the mean search time, as in the example sketched in figure 1.

3.1. Leading order in \( \epsilon \)

By inserting the expansions (27) and (28) into (25) and (26), we obtain at leading order:

\[ t_1^{(0)}(x) = \int_0^x dy \int_y^c dz \, e^{v(y) - v(z)}, \]  

(32)

\[ S^{(0)}(x) = \frac{1}{r_0} - \frac{\cosh \sqrt{r_0}(c - x)}{r_0 \cosh \sqrt{r_0}c} + \sinh \sqrt{r_0}x \int_0^c dy \int_y^c dz \, e^{v(y) - v(z)} \frac{\sinh \sqrt{r_0}(c - y)}{\cosh \sqrt{r_0}c} \]

\[- \int_0^x dy \int_y^c dz \, e^{v(y) - v(z)} \cosh \sqrt{r_0}(x - y). \]  

(33)

The solution of \( t_1^{(0)}(x) \) in equation (32) corresponds to the MFPT of the standard problem for a particle in a steady external potential \( v(x) \) [45]. It is related to the well-known Kramers’ escape problem in equilibrium. Equations (32) and (33) combined with the definition (15) yield \( t_1^{(0)}(x) \), which corresponds physically to the MFPT to the origin of the particle starting at \( x_i \), with the potential initially ‘off’ and which transits only once to the ‘on’ state at rate \( r_0 \).

3.2. Higher orders

At linear order in \( \epsilon \), one obtains the aforementioned dispersion relation, one of the main results of this paper:
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\[ t_1^{(1)}(x) = t_1^{(0)}(x) - \int_0^x dy \int_y^c dz \, e^{v(y)-v(z)} \frac{\cosh \sqrt{r_0}(c-z)}{\cosh \sqrt{r_0}c} \]

\[ + r_0 \left[ \int_0^c dy \int_y^c dz \, e^{v(y)-v(z)} \frac{\sinh \sqrt{r_0}(c-y)}{\cosh \sqrt{r_0}c} \right] \left[ \int_0^x dy \int_y^c dz \, e^{v(y)-v(z)} \sinh \sqrt{r_0}z \right] \]

\[ - r_0 \int_0^x dy \int_y^c dz \int_z^c dw \, e^{v(y)-v(z)+v(w)-v(u)} \cosh \sqrt{r_0}(z-u), \quad (34) \]

and

\[ S^{(1)}(x) = \sinh \sqrt{r_0}x \int_0^c dy \, \frac{\partial t_1^{(1)}(y)}{\partial y} \frac{\sinh \sqrt{r_0}(c-y)}{\cosh \sqrt{r_0}c} \]

\[ - \int_0^x dy \, \frac{\partial t_1^{(1)}(y)}{\partial y} \cosh \sqrt{r_0}(x-y). \quad (35) \]

At order \( \epsilon^m \), with \( m \) an integer larger than one, equations (25) and (26) lead to

\[ t_1^{(m)}(x) = r_0 \int_0^x dy \, e^{v(y)} \int_y^c dz \, e^{-v(z)} S^{(m-1)}(z), \quad (36) \]

\[ S^{(m)}(x) = \sinh \sqrt{r_0}x \int_0^c dy \, \frac{\partial t_1^{(m)}(y)}{\partial y} \frac{\sinh \sqrt{r_0}(c-y)}{\cosh \sqrt{r_0}c} \]

\[ - \int_0^x dy \, \frac{\partial t_1^{(m)}(y)}{\partial y} \cosh \sqrt{r_0}(x-y). \quad (37) \]

The relatively simple relation between \( t_1^{(n)} \) and \( S^{(n-1)} \) allows us to recursively compute any \( n \)th order term in principle. The expressions rapidly become complicated, though, and we will limit our analysis to the terms of order \( \epsilon \), which are sufficient for our purposes.

### 3.3. Semi-infinite line

The above expressions can be written for the case of the semi-infinite line. This can be achieved by letting the position \( c \) of the reflective wall tend to infinity. Expressions (32) and (33) become

\[ t_1^{(0)}(x) = \int_0^x dy \int_y^\infty dz \, e^{v(y)-v(z)}, \quad (38) \]

\[ S^{(0)}(x) = \frac{1 - e^{-\sqrt{r_0}x}}{r_0} + \sinh \sqrt{r_0}x \int_0^\infty dy \int_y^\infty dz \, e^{v(y)-v(z)} e^{-\sqrt{r_0}y} \]

\[ - \int_0^x dy \int_y^\infty dz \, e^{v(y)-v(z)} \cosh \sqrt{r_0}(x-y), \quad (39) \]
and at order one,
\begin{align*}
t_1^{(1)}(x) &= t_1^{(0)}(x) - \int_0^x dy \int_y^\infty dz \, e^{v(y)-v(z)-\sqrt{r_0}z} \\
&\quad + r_0 \left[ \int_0^\infty dy \int_y^\infty dz \, e^{v(y)-\sqrt{r_0}y-v(z)} \right] \left[ \int_0^x dy \int_y^\infty dz \, e^{v(y)-v(z)} \sinh \sqrt{r_0}z \right] \\
&\quad - r_0 \int_0^x dy \int_y^\infty dz \int_0^z du \, dw \, e^{v(y)-v(z)+v(u)-v(w)} \cosh \sqrt{r_0}(z-u),
\end{align*}
(40)
\begin{align*}
S^{(1)}(x) &= \sinh \sqrt{r_0}x \int_0^\infty dy \frac{\partial t_1^{(1)}(y)}{\partial y} e^{-\sqrt{r_0}y} - \int_0^x dy \frac{\partial t_1^{(1)}(y)}{\partial y} \cosh \sqrt{r_0}(x-y).
\end{align*}
(41)

In the following, we proceed to analyse these expressions, as well as equations (32)–(35) with a finite domain size \( c \), for different potential shapes.

4. Application to potentials of the form \( v(x) = k|x - 1|^n/n \)

Let us consider a symmetric confining potential of the form \( V(X) = K|X - X_0|^n/n \), with stiffness \( K > 0 \) and exponent \( n > 0 \), or \( v(x) = k|x - 1|^n/n \) in dimensionless units. As the target is located at the origin and the minimum of the potential at \( X_0 \), in the dimensionless units defined in section 2 this minimum is at a distance unity from the target. The dimensionless stiffness is given by
\begin{equation}
k = \frac{KX_0^\gamma}{G D}.
\end{equation}
(42)

Although we obtained expressions for any value of the starting position \( x \), we will focus on the case \( x = 1 \), i.e. the particle starting at the minimum of the potential. The particular case of the V-shaped potential \( (n = 1) \) has been analyzed in [40] on the semi-infinite line \( (c = \infty) \) by direct resolution of the first passage equations (10) and (11). In the following, let us define the function
\begin{align*}
G_n(x, c) &= e^{\int_0^1 dz \, z^{a-1} e^{-z}} = e^{\int_0^1 dz \, z^{a-1} e^{-z}} \frac{\gamma\left(\frac{k}{n}\right)(x-1)^n}{n^{1-\frac{k}{n}}},
\end{align*}
(43)
where \( \gamma_n(x) = \int_0^x dz \, z^{a-1} e^{-z} \) is the lower incomplete gamma function. Inserting \( v(x) = k|x - 1|^n/n \) into equation (32) gives
\begin{equation}
t_1^{(0)}(x) = \int_0^x dy \, G_n(y, c).
\end{equation}
(44)

Substituting the above expression into equation (33), we obtain
\begin{align*}
S^{(0)}(x) &= \frac{1}{r_0} - \frac{\cosh \sqrt{r_0}(c - x)}{r_0 \cosh \sqrt{r_0}c} - \int_0^x dy \, G_n(y, c) \cosh \sqrt{r_0}(x-y) \\
&\quad + \sinh \sqrt{r_0}x \int_0^c dy \, G_n(y, c) \frac{\sinh \sqrt{r_0}(c-y)}{\cosh \sqrt{r_0}c}.
\end{align*}
(45)
From equation (34), the dispersion relation is re-expressed as
\[
t_1^{(1)}(x) = t_1^{(0)}(x) - r_0 \int_0^x dy \int_y^c dz \int_u^c du \int_u^c dw \, e^{\frac{k}{2}([y-1]^{-x} - [z-1]^{-x} + [u-1]^{-x} - [u-1]^{-x})} \\
\times \cosh \sqrt{r_0}(z - u) - \int_0^x dy \int_y^c dz \, e^{\frac{k}{2}([y-1]^{-x} - [z-1]^{-x})} \left( \frac{\cosh \sqrt{r_0}(c - z)}{\cosh \sqrt{r_0}c} \right) \\
- r_0 \sinh \sqrt{r_0}z \left[ \int_0^c du \, G_n(u, c) \frac{\sinh \sqrt{r_0}(c - u)}{\cosh \sqrt{r_0}c} \right].
\] (46)

4.1. Harmonic potentials

Let us consider the important case \( n = 2 \), i.e. in which the switching potential is harmonic, or \( v(x) = k(x - 1)^2/2 \). When the potential is permanently applied, the particle follows a bounded Ornstein–Uhlenbeck (OU) process of unit mean [46]. The MFPT to the origin, starting from \( x \), is given by Kramers’ relation
\[
t_1^{(0)}(x) = \int_0^x dy \, e^{\frac{k}{2}(y-1)^2} \int_y^c dz \, e^{-\frac{k}{2}(z-1)^2}.
\] (47)
(See appendix A for a standard derivation of this expression.) As mentioned earlier, all the numerical results below will consider the starting position \( x = 1 \).

Before discussing the effects of the off-on dynamics of the potential, one can notice from the above expression that \( t_1^{(0)}(x = 1) \) increases monotonically with \( k \) when the position of the reflecting wall \( c \) is below a particular value \( c_0 \). In this case, the MFPT is thus minimal at \( k = 0 \), i.e. when the particle diffuses freely without any external force and \( t_1^{(0)}(k = 0, c) = c - \frac{1}{2} \). On the other hand, when \( c > c_0 \), the MFPT \( t_1^{(0)} \) exhibits a non-monotonic behaviour with \( k \) and reaches a minimum at a certain value \( k_{\text{OU}} > 0 \) that depends on \( c \), see further the blue curve of figure 4(a). The value of \( c_0 \) corresponds to the precise point in which the slope of \( t_1^{(0)}(k, c) \) at \( k = 0 \) changes from positive to negative values, i.e.
\[
\frac{\partial t_1^{(0)}(k, c_0)}{\partial k} \bigg|_{k=0} = 0.
\] (48)

Solving the above relation for \( c_0 \) using equation (47), we obtain
\[
c_0 = 2.19148 \ldots
\] (49)

This transition was studied in detail in [47]. Here, we will assume that the domain size is sufficiently large, or \( c > c_0 \), and will discuss the case \( c < c_0 \) afterwards. Taking \( n = 2 \) in equation (43), the function \( G_2(x, c) \) can be recast as
\[
G_2(x, c) = e^{\frac{k}{2}(x-1)^2} \sqrt{\frac{\pi}{2k^2}} \left[ \text{erf}\left( \sqrt{k/2} (c - 1) \right) - \text{erf}\left( \sqrt{k/2} (x - 1) \right) \right],
\] (50)
where \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x dz \, e^{-z^2} \) is the error function. By replacing \( G_2(x, c) \) into equation (46), \( t_1^{(1)}(x) \) can be computed by numerical integration.
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Figure 3. Searchs starting from \( x = 1 \) and with the harmonic potential on at \( t = 0 \).

(a) Coefficient of the first correction in the series expansion of \( t_1 \) near \( r_1 = 0 \) (the ‘dispersion relation’) as a function of \( r_0 \) for a fixed domain size \( c = 3 \), for various \( k \) near \( k_c(c = 3) = 1.49819 \ldots \). The points represent the results from numerically solving equations (10) and (11) by using a finite differences scheme. (b), (c) Critical potential stiffness \( k_c \) (next to \( k_{OU} \) shown with the dotted line) and optimal switch-off rate \( r_c \) as a function of the domain size \( c \), respectively.

Figure 3(a) displays the dispersion relation as a function of \( r_0 \), obtained from evaluating \( t_1^{(1)}(x) \) at \( x = 1 \), in a domain of size \( c = 3 \) and fixing \( k \) at different representative values. Similarly to the scheme of figure 1, this function is non-monotonic with \( r_0 \). When the potential stiffness is below a certain critical value, or \( k < k_c(c = 3) = 1.49823 \ldots \) for \( c = 3 \), the function \( t_1^{(1)} \) always stays positive. This means that alternatively turning the potential off (at a small rate \( r_1 \)) and on (at any rate \( r_0 \)) will always increase the mean search time compared with the Kramers’ case \( r_1 = 0 \). At the marginal case \( k = k_c \), however, the curve of \( t_1^{(1)} \) becomes tangent to the \( x \)-axis, at a critical resetting rate \( r_0 = r_c \). One finds a surprisingly large value, \( r_c = 56.66926 \ldots \) for \( c = 3 \). If the potential stiffness is slightly above \( k_c \), there exists a small window of values of \( r_0 \) around \( r_c \) for which \( t_1^{(1)} \) is negative. Therefore, setting \( r_0 \approx r_c \) and a small \( r_1 > 0 \) will shorten the mean search time, as illustrated in figure 1. The agreement between the theory and a direct numerical solution of equations (10) and (11) is excellent. To compute the numerical solutions, we used an implicit finite difference scheme that is described in appendix B.

Figures 3(b) and (c) display the behavior of the critical parameters \( k_c \) and \( r_c \), respectively, as a function of the domain size. The variations of the optimal stiffness \( k_{OU} \) in equilibrium are also shown. It is quite remarkable that \( k_c \) is always very close to \( k_{OU} \), but a bit lower. For instance, for \( c = 3 \), we find \( k_{OU} = 1.51603 \ldots \) to be compared to the value \( k_c = 1.49823 \ldots \) mentioned above. Another surprising property is that \( r_c \) is consistently much larger than unity: in dimensional units, the value of \( r_0 \) that minimizes \( t_1 \) is thus much larger than the inverse diffusion time to the target.

For \( c < c_0 \), one has \( k_{OU} = 0 \) and a marginal dispersion relation cannot be found, therefore the pair \( (k_c, r_c) \) cannot be defined. Numerical investigations indicate that \( t_1^{(1)} \) is negative for all values of \( k \) and \( r_0 \) in this case.

https://doi.org/10.1088/1742-5468/ac8806
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The results of figure 3(a) demonstrate the existence in large enough domains of a phase transition in the optimal parameters \((r_0^*, r_1^*)\), i.e. the rates \((r_0, r_1)\) that minimize \(t_1\). For \(k < k_c\), we have \(r_1^*(k) = 0\) whereas \(r_1^*(k) > 0\) for \(k > k_c\). Likewise, \(r_0^*(k)\) is not defined below \(k_c\), while \(r_0^*(k) \approx r_c\) for \(k\) in the vicinity of \(k_c\) and above. Determining the behavior of \(r_1^*(k)\) slightly above \(k_c\) would require an expansion at the following order \(\epsilon^2\) in equations (27) and (28), see also equation (1). Assuming that \(t_1^{(1)} \propto k_c - k\) at \(r_0 = r_c\) and that the second order coefficient \(t_1^{(2)}\) is \(> 0\) for \((k, r_0) \approx (k_c, r_c)\), the minimization of the MFPT with respect to \(r_1\) gives

\[ r_1^*(k) \propto k - k_c, \tag{51} \]

close to the transition and when \(k > k_c\). Therefore, the transition is continuous with an exponent \(\beta = 1\) for the ‘order parameter’ \(r_1^*\).

We can alternatively solve equations (10) and (11) at \(k\) fixed with the discrete element method described in appendix B, and minimize the solution \(t_1(x = 1)\) numerically with respect to \((r_0, r_1)\). Figure 4(a) displays the corresponding optimal search time \(t_1^*(k)\) obtained. This quantity decreases monotonously with \(k\). Figures 4(b) and (c) show the corresponding optimal rates \(r_0^*\) and \(r_1^*\) as a function of \(k\). The continuous character of the transition predicted by equation (51) can be appreciated in figure 4(c) and its inset. Well above \(k_c\), the optimal time of figure 4(a) becomes much smaller than the Kramers’ time \(t_1^{(0)}(k)\), which typically keeps increasing exponentially with \(k\). In the limit \(k \to \infty\), one recovers the optimal solution of the problem of diffusion with instantaneous stochastic resetting to the starting position, where \(t_1^* \to 1.5451\ldots\) and \(r_0^* \to 2.5396\ldots\) [2]. In very steep potentials, at large \(k\), the diffusive particle is brought back very rapidly to the potential minimum at \(x_0 = 1\). Therefore, the potential must be switched off rapidly to allow further diffusion and \(r_1^* \to \infty\).

https://doi.org/10.1088/1742-5468/ac8806
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Figure 5. Searches starting from \( x = 1 \) and with the potential on at \( t = 0 \). (a) Coefficient of the first correction in the series expansion of \( t_1 \) near \( r_1 = 0 \) (the ‘dispersion relation’) as a function of \( r_0 \) and at the fixed value \( c = 3 \), for various \( k \) near \( k_c(c = 3) = 0.806777 \ldots \) (b), (c) Critical potential stiffness \( k_c \) (next to \( k_{OU} \) shown with the dotted line) and optimal switch-off rate \( r_c \) as a function of the domains size \( c \), respectively.

4.2. V-shaped potential

In the case where \( n = 1 \), the switching potential is of the form \( v(x) = k |x - 1| \) and the rescaled potential strength given by

\[
 k = \frac{K X_0}{\Gamma D}. \tag{52}
\]

The results are qualitatively similar to the harmonic case, see figure 5 where the domain size is \( c = 3 \), as well as to those obtained in [40] in the case of the semi-infinite line geometry or \( c = \infty \). Notice that the curvature of the dispersion relation is larger near \( r_c \) than in the harmonic case.

Setting \( n = 1 \) in expression (43) for \( G_n(x, c) \), we get

\[
 G_1(x, c) = \frac{e^{k|x-1|}}{k} \left( 1 - e^{-k(c-1)} - \frac{|x - 1|}{x - 1} \left( 1 - e^{-k|x-1|} \right) \right). \tag{53}
\]

Let us denote as \( t_1^{(0)}(x, -) \) the solution in the range \( 0 \leq x < 1 \) and \( t_1^{(0)}(x, +) \) the solution in \( 1 < x < c \). Replacing the expression for \( G_1(x, c) \) into equation (44), we obtain the Kramers’ times

\[
 t_1^{(0)}(x, -) = \frac{(2 - e^{-k(c-1)})(e^k - e^{-k(x-1)}) - xk}{k^2}, \tag{54}
\]

\[
 t_1^{(0)}(x, +) = \frac{2(e^k - 1) + (x - 2)k + e^{-k(c-1)}(2 - e^k) - e^{-k(c-x)}}{k^2}. \tag{55}
\]

https://doi.org/10.1088/1742-5468/ac8806
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It is easy to check the continuity of the MFPT at \( x = 1 \), or \( t_1^{(0)}(1, -) = t_1^{(0)}(1, +) \). The complete expressions of \( S^{(0)}(x) \) and \( t_1^{(1)}(x) \) are somehow intricate and we do not write them here. Taking \( x = 1 \) in equation (54) one gets

\[
t_1^{(0)}(k, c) = \frac{(2 - e^{-k(c - 1)}) (e^k - 1) - k}{k^2},
\]

where we have made explicit the dependency of the MFPT with the variables \( k \) and \( c \).

As in the case of the harmonic potential, there exists a critical value \( c_0 \) such that (i) if \( c < c_0 \) the minimum of the MFPT \( t_1^{(0)} \) is achieved only at \( k = 0 \), and (ii) if \( c > c_0 \), there is a finite potential strength \( k \) at which the MFPT \( t_1^{(0)} \) is minimum. The value \( c_0 \) satisfies

\[
\left. \frac{\partial t_1^{(0)}(k, c_0)}{\partial k} \right|_{k=0} = 0.
\]

Solving the above relation for \( c_0 \) and using equation (56), we obtain

\[
c_0 = 2.26376 \ldots
\]

If we let \( c \to \infty \), equations (54) and (55) reduce to the simple form

\[
t_1^{(0)}(x, -) = \frac{2 e^k (1 - e^{-kx})}{k^2} - xk,
\]

\[
t_1^{(0)}(x, +) = \frac{2 (e^k - 1) + (x - 2)k}{k^2},
\]

which were obtained in [40]. With these results and by using equation (39), we can calculate the leading order \( S^{(0)} \) for the semi-infinite line,

\[
S^{(0)}(x, -) = \frac{1 - e^{-\sqrt{r_0}x}}{r_0} + \frac{2 e^k (e^{-kx} - e^{-\sqrt{r_0}x})}{k^2 - r_0} + \frac{2 e^{-\sqrt{r_0}x} \sinh \sqrt{r_0}x}{\sqrt{r_0}(k + \sqrt{r_0})},
\]

\[
S^{(0)}(x, +) = \frac{1 - e^{-\sqrt{r_0}x}}{r_0} + \frac{2 e^{-\sqrt{r_0}x} \left( \cosh \sqrt{r_0} - e^k \right)}{k^2 - r_0}.
\]

Recalling that \( t_0(x) = S(x) + t_1(x) \), deduce the first passage time with the initial condition \( \sigma(t = 0) = 0 \):

\[
t_0^{(0)}(x, -) = \frac{1 - e^{-\sqrt{r_0}x}}{r_0} + \frac{2 e^k (1 - e^{-kx}) - xk}{k^2} + \frac{2 e^k (e^{-kx} - e^{-\sqrt{r_0}x})}{k^2 - r_0}
\]

\[
+ \frac{2 e^{-\sqrt{r_0}x} \sinh \sqrt{r_0}x}{\sqrt{r_0}(k + \sqrt{r_0})}.
\]
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\[ t_0^{(0)}(x, +) = \frac{1 - e^{-\sqrt{r_0}x}}{r_0} + \frac{2(e^k - 1) + (x - 2)k}{k^2} \]

\[ + \frac{2e^{-\sqrt{r_0}x} \left( \frac{k}{\sqrt{r_0}} \sinh \sqrt{r_0} + \cosh \sqrt{r_0} - e^k \right)}{k^2 - r_0} \]  

(64)

recovering the results obtained in [40].

5. Stationary density with an intermittent harmonic potential

In this section, we derive the exact expressions for the NESSs generated by an intermittent harmonic potential on the infinite line. These results generalise the case \( r_0 = r_1 = \gamma \) studied in [36]. Let us introduce \( P_\sigma(X, t) \) as the joint probability density where the particle is in the vicinity of \( X \) and the potential in state \( \sigma = \{0, 1\} \) at time \( t \) (the initial condition being implicit). The complete probability density is given by

\[ P(X, t) = P_0(X, t) + P_1(X, t), \]  

(65)

and we will focus on \( \lim_{t \to \infty} P(X, t) \).

For a general intermittent potential \( V(X) \), these densities satisfy the forward Fokker–Planck equations

\[ \frac{\partial}{\partial t} P_0(X, t) = D \frac{\partial^2}{\partial X^2} P_0(X, t) - R_0 P_0(X, t) + R_1 P_1(X, t), \]  

(66)

\[ \frac{\partial}{\partial t} P_1(X, t) = D \frac{\partial^2}{\partial X^2} P_1(X, t) + \frac{1}{\Gamma} \frac{\partial}{\partial X} [V'(X)P_1(X, t)] - R_1 P_1(X, t) + R_0 P_0(X, t). \]  

(67)

For a harmonic potential \( V(X) = KX^2 \) (we now place the minimum of the potential at the origin), equations (66) and (67) read

\[ \frac{\partial}{\partial t} P_0(X, t) = D \frac{\partial^2}{\partial X^2} P_0(X, t) - R_0 P_0(X, t) + R_1 P_1(X, t), \]  

(68)

\[ \frac{\partial}{\partial t} P_1(X, t) = D \frac{\partial^2}{\partial X^2} P_1(X, t) + \frac{K}{\Gamma} \frac{\partial}{\partial X} [XP_1(X, t)] - R_1 P_1(X, t) + R_0 P_0(X, t). \]  

(69)

We again employ the dimensionless variables and parameters \( x = X/L, \ t/(L^2/D) \) (renoted as \( \tau \), \( \tau_0 = R_0 L^2/D, \ r_1 = R_1 L^2/D \), where \( L \) is an arbitrary length. The rescaled potential stiffness \( k \) reads

\[ k = \frac{KL^2}{\Gamma D}. \]  

(70)

The joint densities associated to \( x = X/L \) are denoted as \( p_0(x, \tau) \) and \( p_1(x, \tau) \). In the steady state limit, the time derivatives are set to zero in equations (68) and (69),
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\[
\frac{\partial^2 p_0(x)}{\partial x^2} - r_0 p_0(x) + r_1 p_1(x) = 0, \quad (71)
\]

\[
\frac{\partial^2 p_1(x)}{\partial x^2} + k \frac{\partial}{\partial x} [xp_1(x)] - r_1 p_1(x) + r_0 p_0(x) = 0. \quad (72)
\]

Taking the spatial Fourier transform \( \tilde{f}(\nu) = \int_{-\infty}^{\infty} dx \, e^{-i\nu x} f(x) \) of equations (71) and (72) gives,

\[
- (\nu^2 + r_0) \tilde{p}_0(\nu) + r_1 \tilde{p}_1(\nu) = 0, \quad (73)
\]

\[
- (\nu^2 + r_1) \tilde{p}_1(\nu) - k \nu \frac{\partial}{\partial \nu} \tilde{p}_1(\nu) + r_0 \tilde{p}_0(\nu) = 0, \quad (74)
\]

where we have use the identities \( \frac{\partial \tilde{f}(x)}{\partial x} = i\nu \tilde{f}(\nu) \) and \( x \tilde{f}(x) = i \frac{\partial \tilde{f}(\nu)}{\partial \nu} \). Combining equations (73) and (74) gives

\[
\frac{\partial \tilde{p}_1(\nu)}{\partial \nu} + \frac{\nu(\nu^2 + r_0 + r_1)}{k(\nu^2 + r_0)} \tilde{p}_1(\nu) = 0, \quad (75)
\]

which is solved as

\[
\tilde{p}_1(\nu) = A e^{-\int a(\tau) d\tau}, \quad (76)
\]

where

\[
a(\tau) = \frac{\tau(\tau^2 + r_0 + r_1)}{k(\tau^2 + r_0)}, \quad (77)
\]

and \( A \) is a constant to be determined later from the normalization condition. We obtain

\[
\tilde{p}_1(\nu) = A e^{-\frac{\nu^2 + r_0 + \ln(\nu^2 + r_0)}{2k}} = \frac{A e^{-\frac{\nu^2}{2k}}}{(\nu^2 + r_0)^{\frac{1}{2}}} \quad (78)
\]

From equation (73) the density \( \tilde{p}_0(\nu) \) is given by

\[
\tilde{p}_0(\nu) = \frac{r_1}{\nu^2 + r_0} \tilde{p}_1(\nu) = \frac{Ar_1 e^{-\frac{\nu^2}{2k}}}{(\nu^2 + r_0)^{\frac{1}{2}+1}}. \quad (79)
\]

The normalization condition imposes

\[
\tilde{p}_0(\nu = 0) + \tilde{p}_1(\nu = 0) = \int_{-\infty}^{\infty} dx [p_0(x) + p_1(x)] = 1, \quad (80)
\]

from which we deduce

\[
A = \frac{\frac{r_1}{r_0}^{\frac{1}{2}+1}}{r_0 + r_1}. \quad (81)
\]

The full position density \( \tilde{p}(\nu) = \tilde{p}_0(\nu) + \tilde{p}_1(\nu) \) therefore reads
By noticing that the inverse transform of equations (78) and (79) take the approximate forms

\[ \tilde{p}(\nu) = \frac{r_0^{\nu+1} (\nu^2 + r_0 + r_1) e^{-\frac{\nu^2}{2}}}{(r_0 + r_1)(\nu^2 + r_0)^{\nu+1}}. \] (82)

By setting \( r_0 = r_1 \equiv \gamma \), this expression reduces to the result derived in [36]. We now consider a few limiting cases, where this expression simplifies.

### 5.1. Limits \( r_0 = \infty \) or \( r_1 = 0 \)

In those two cases, the potential always stays in the ‘on’ state and equation (82) reduces to

\[ \tilde{p}(\nu, r_0 = \infty, r_1 = 0) = e^{-\frac{\nu^2}{2}}, \] (83)

which is easily inverted as

\[ p(x, r_0 = \infty, r_1 = 0) = p_{\text{OU}}(x) = \sqrt{\frac{k}{2\pi}} e^{-\frac{x^2}{2k}}. \] (84)

One recovers the equilibrium distribution \( p_{\text{OU}}(x) \) for the OU process [46].

### 5.2. Limit \( r_1 \ll k \)

In this limit, the potential is steep or \( r_1/k \approx 0 \). The probabilities \( \tilde{p}_0 \) and \( \tilde{p}_1 \) in equations (78) and (79) take the approximate forms

\[ \tilde{p}_1(\nu) = \frac{r_0}{r_0 + r_1} e^{-\frac{\nu^2}{2}}, \] (85)

\[ \tilde{p}_0(\nu) = \frac{r_1}{r_0 + r_1} \left( \frac{r_0 e^{-\frac{\nu^2}{2}}}{r_0 + r_1} \right). \] (86)

The inverse Fourier transform of equation (85) reduces to the OU distribution (84), weighted by the probability that the potential is turned on. On the other hand, the inverse transform of equation (86) can be obtained from the convolution theorem by noticing that the inverse transform of \( r_0/(\nu^2 + r_0) \) is \( \sqrt{\frac{2\pi}{k}} e^{-\frac{\nu^2}{2k}} \), and the inverse transform of \( e^{-\nu^2/2k} \) is again given by equation (84). Therefore,

\[ p_0(x) = \frac{r_1}{r_0 + r_1} \int_{-\infty}^{\infty} \left( \sqrt{\frac{k}{2\pi}} e^{-\frac{y^2}{2k}} \right) \frac{\sqrt{r_0}}{2} e^{-\sqrt{\frac{2\pi}{k}} |x-y|} \, dy. \] (87)

One recognizes in this result the probability distribution of an instantaneous resetting process with rate \( r_0 \), averaged over an equilibrium OU distribution of resetting points, \( p_{\text{OU}}(y) = \sqrt{\frac{k}{2\pi}} e^{-\frac{y^2}{2k}} \), which is itself weighted by the probability that the potential is turned off [3]. In the steep potential limit, the total probability density \( p(x) = p_0(x) + p_1(x) \) thus reads

\[ p(x) = \frac{r_0}{r_0 + r_1} \sqrt{\frac{k}{2\pi}} e^{-\frac{x^2}{2k}} + \frac{r_1}{r_0 + r_1} \int_{-\infty}^{\infty} \left( \sqrt{\frac{k}{2\pi}} e^{-\frac{y^2}{2k}} \right) \frac{\sqrt{r_0}}{2} e^{-\sqrt{\frac{2\pi}{k}} |x-y|} \, dy. \] (88)
We rewrite the integral in equation (87) as

\[
p_0(x) = \frac{r_1}{2(r_0 + r_1)} \sqrt{\frac{r_0 k}{2\pi}} \left( \int_{-\infty}^{x} e^{-\frac{k y^2}{2}} - e^{-\sqrt{r_0} |x-y|} dy + \int_{x}^{\infty} e^{-\frac{k y^2}{2}} - e^{-\sqrt{r_0} |x-y|} dy \right)
\]

\[
= \frac{r_1 e^{\frac{\nu x}{2}}}{2(r_0 + r_1)} \sqrt{\frac{r_0 k}{2\pi}} \left( e^{-\sqrt{r_0} x} \int_{-\infty}^{x} e^{-\frac{k (y-x)^2}{2}} dy + e^{\sqrt{r_0} x} \int_{x}^{\infty} e^{-\frac{k (y-x)^2}{2}} dy \right)
\]

\[
= \frac{r_1 \sqrt{r_0} e^{\frac{\nu x}{2}}}{4(r_0 + r_1)} \left( e^{-\sqrt{r_0} x} \text{erfc} \left( \frac{\sqrt{r_0} - k x}{\sqrt{2k}} \right) + e^{\sqrt{r_0} x} \text{erfc} \left( \frac{\sqrt{r_0} + k x}{\sqrt{2k}} \right) \right). \tag{89}
\]

After equations (88) or (89), \(p(x)\) is symmetric and in the asymptotic analysis below, we consider the positive part, when \(x \to +\infty\). The negative tail follows from symmetry. At large \(z\), we use \(\text{erfc}(z) \approx e^{-z^2}/\sqrt{\pi z}\) and \(\text{erfc}(-z) \approx 2 - e^{-z^2}/\sqrt{\pi z}\). One deduces the large \(x\) behavior

\[
p_0(x) \approx \frac{r_1 \sqrt{r_0} e^{\frac{\nu x}{2}}}{2(r_0 + r_1)} \left( e^{-\sqrt{r_0} x} - \frac{2r_0 k e^{-\frac{k x^2}{2}}}{\sqrt{\pi} (k^2 x^2 - r_0)} \right) \approx \frac{r_1 e^{\frac{\nu x}{2}}}{r_0 + r_1} \left( \frac{\sqrt{r_0} e^{-\sqrt{r_0} x}}{2} \right). \tag{90}
\]

Thus, \(p_0(x)\) decays exponentially for large \(x\), which is much slower than the Gaussian decay of \(p_1(x)\). Adding the two and using symmetry, one obtains the total probability density \(p(x)\) at large \(|x|\)

\[
p(x) \approx \frac{r_1 \sqrt{r_0} e^{\frac{\nu x}{2}} - \sqrt{r_0} |x|}{2(r_0 + r_1)}. \tag{91}
\]

5.3. General case

To tackle the general case for arbitrary rates \(r_0\) and \(r_1\), we take advantage of the convolution theorem again, noticing that the inverse Fourier transform of \((\nu^2 + r_0)^{-a}\) is [48]

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\nu z} d\nu = \frac{1}{\pi} \int_{0}^{\infty} \cos(\nu x) d\nu = \frac{(2\sqrt{r_0} |x|)^{-1}}{\sqrt{\pi} \Gamma(a)} K_{a-\frac{1}{2}}(2\sqrt{r_0} |x|), \tag{92}
\]

where \(K_{a}(x)\) is the modified Bessel function of the second kind and \(\Gamma(\cdot)\) the gamma function. Equation (82) can be recast as

\[
p(x) = \frac{r_1}{r_0 + r_1} \left[ 2 \frac{r_1 + k}{\sqrt{\pi} \Gamma(\frac{1}{2})} \right] \int_{-\infty}^{\infty} \left( \sqrt{\frac{k}{2\pi}} e^{-\frac{k y^2}{2}} \right) |x-y|^{-\frac{k+1}{2}} K_{\frac{k+1}{2}}(\sqrt{r_0} |x-y|) dy
\]

\[
+ \frac{r_0}{r_0 + r_1} \left[ 2 \frac{r_1 - k}{\sqrt{\pi} \Gamma(\frac{1}{2})} \right] \int_{-\infty}^{\infty} \left( \sqrt{\frac{k}{2\pi}} e^{-\frac{k y^2}{2}} \right) |x-y|^{-\frac{k+1}{2}} K_{\frac{k+1}{2}}(\sqrt{r_0} |x-y|) dy.
\]

\( \tag{93} \)
obtained with the Gillespie algorithm \[49\], as displayed in figure 6.

Similarly, the non-equilibrium steady state distribution exhibits an algebraic prefactor, or

\[ \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2\pi} e^{-\frac{kx^2}{2}} \right) |x - y|^{\gamma_1 + \frac{1}{2}} K_{\gamma_1 + \frac{1}{2}}(\sqrt{r_0}|x - y|) \, dy \]

\[ \approx \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2} e^{-\frac{kx^2}{2}} \right) r_0^{-\frac{1}{2}} (x - y)^{\frac{\gamma_1 - 2}{2}} e^{-\sqrt{r_0}(x - y)} \, dy \]

\[ \approx r_0^{-\frac{1}{4}} x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x} \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2} e^{-\frac{kx^2}{2}} \right) \, dy = \frac{\sqrt{\pi}}{2} r_0^{-\frac{1}{4}} x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}, \quad (94) \]

Similarly,

\[ \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2\pi} e^{-\frac{kx^2}{2}} \right) |x - y|^{\gamma_2 + \frac{1}{2}} K_{\gamma_2 + \frac{1}{2}}(\sqrt{r_0}|x - y|) \, dy \approx \frac{\sqrt{\pi}}{2} r_0^{-\frac{1}{4}} x^{\frac{\gamma_2 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}. \quad (95) \]

Combining the expressions (94) and (95), one obtains

\[ p(x) \approx \frac{r_0^{\frac{\gamma_1 + 2}{2}}}{2\pi} \frac{x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}}{\Gamma\left(\frac{\gamma_1 + 2}{4}\right)(r_0 + r_1)} \left( k + \frac{\sqrt{r_0}}{x} \right) \approx \frac{kr_0^{\frac{\gamma_1 + 2}{2}}}{2\pi} \frac{x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}}{\Gamma\left(\frac{\gamma_1 + 2}{4}\right)(r_0 + r_1)} |x|^{\frac{\gamma_1 - 2}{4}} e^{-\sqrt{r_0}|x|}, \quad (96) \]

where we have replaced \( x \) by \( |x| \) by symmetry. We conclude that the exponential tail of the non-equilibrium steady state distribution exhibits an algebraic prefactor, or \( p(x) \sim |x|^{\frac{\gamma_1 - 2}{4}} e^{-\sqrt{r_0}|x|} \). The power-law exponent is non-trivial and depends continuously on the system parameters. Notice that in the limit \( r_1 \approx 0, \Gamma\left(\frac{\gamma_1 + 2}{4}\right) \approx \frac{2k}{r_1} \) and equation (96) reduces to equation (91). Our results are in very good agreement with the simulation results obtained with the Gillespie algorithm [49], as displayed in figure 6.

Figure 6. Particle density for an intermittent potential of the form \( v(x) = \frac{k}{2} x^2 \), with the fixed rate \( r_0 = 0.01 \) and stiffness \( k = 1 \), and for several values of \( r_1 \). The solid lines represent the approximation (96) and the symbols simulation results obtained with the Gillespie algorithm.

The large \( x \) behavior is obtained from the expansion \( K_\alpha(z) \approx \sqrt{\pi} e^{-z}/\sqrt{2z} \) at large \( z \), or

\[ \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2\pi} e^{-\frac{kx^2}{2}} \right) |x - y|^{\gamma_1 + \frac{1}{2}} K_{\gamma_1 + \frac{1}{2}}(\sqrt{r_0}|x - y|) \, dy \]

\[ \approx \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2} e^{-\frac{kx^2}{2}} \right) r_0^{-\frac{1}{2}} (x - y)^{\frac{\gamma_1 - 2}{2}} e^{-\sqrt{r_0}(x - y)} \, dy \]

\[ \approx r_0^{-\frac{1}{4}} x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x} \int_{-\infty}^{\infty} \left( \frac{\sqrt{k}}{2} e^{-\frac{kx^2}{2}} \right) \, dy = \frac{\sqrt{\pi}}{2} r_0^{-\frac{1}{4}} x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}, \quad (94) \]

Combining the expressions (94) and (95), one obtains

\[ p(x) \approx \frac{r_0^{\frac{\gamma_1 + 2}{2}}}{2\pi} \frac{x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}}{\Gamma\left(\frac{\gamma_1 + 2}{4}\right)(r_0 + r_1)} \left( k + \frac{\sqrt{r_0}}{x} \right) \approx \frac{kr_0^{\frac{\gamma_1 + 2}{2}}}{2\pi} \frac{x^{\frac{\gamma_1 - 2}{4}} e^{\frac{k}{\sqrt{2\pi}} - \sqrt{r_0}x}}{\Gamma\left(\frac{\gamma_1 + 2}{4}\right)(r_0 + r_1)} |x|^{\frac{\gamma_1 - 2}{4}} e^{-\sqrt{r_0}|x|}, \quad (96) \]
6. Discussion

In comparison with the classical Kramers’ problem [50], the theory of first passage times in time-dependent or fluctuating potentials is much less understood. We have studied the motion of a Brownian particle, which is driven out-of-equilibrium by means of an intermittent confining potential in a 1D bounded domain. The dynamics of the potential is defined by a two-state process, characterized by two rates $r_0$ and $r_1$. When the potential is ‘on’, the particle is attracted toward the potential minimum, similarly to a resetting process. In the ‘off’ state, the particle diffuses freely and has no barrier to overcome to reach an absorbing target. By properly choosing the rates $r_0$ and $r_1$, one can minimize the mean search time for a target located at a fixed position. The optimal choice of these parameters becomes non-trivial when the rescaled potential stiffness is larger than a critical value. In this case, the optimal switch-off rate $r_1^\ast$ is non-zero and the MFPT is improved with respect to the Kramers’ time. Importantly, this transition exists if the domain size is large enough, the positions of the target and potential minimum being fixed. We have studied the dependence of the critical parameters on the domain size. In the limit of infinite stiffness, the particle undergoes instantaneous and perfect resetting to the potential minimum. In this case $r_1^\ast \to \infty$ and the well-studied resetting model introduced in [2] is recovered.

In unbounded domains free of absorbing targets and with an intermittent harmonic potential, we have shown that the particle always reaches a non-equilibrium stationary state, for any non-vanishing $r_0$ and $r_1$. Due to the intermittency of the potential, the particle density strongly differs from the Boltzmann–Gibbs distribution, but it does not take the simple exponential form of a pure resetting process either: it exhibits exponential tails with a power-law prefactor instead. One can actually notice from equation (96) that this power-law correction disappears in the large stiffness limit. These findings are similar to those of [36], corresponding to the case $r_0 = r_1 = \gamma$, although the power-law corrections were not determined explicitly.

Our set-up is reminiscent of the phenomenon of resonant activation [51, 52]. In that problem, the time taken by a Brownian particle to cross a fluctuating energy barrier (of a piecewise linear potential) is calculated. The barrier height switches stochastically between a higher and a lower value at some rates $\gamma$, which is the same for both transitions. Interestingly, the mean first crossing time can be minimized for a finite value of $\gamma$, which thus corresponds to a ‘resonance’ for the reaction rate. Our set-up is somehow similar to the resonant activation set-up with a vanishing lower barrier (no potential), and if one sets $r_0 = r_1 = \gamma$ and $n = 1$. This problem was revisited recently in the context of resetting processes and using harmonic traps [36]. In that case, the existence of an optimal switching rate $\gamma$ was shown by numerical simulations. No phase transition occurs in this problem, though. By letting $r_0$ and $r_1$ vary independently, as we have done here, not only can the lower values of the MFPT be reached in principle, but also a completely different phenomenology is unveiled. This can be summarized by the non-monotonic behavior of the dispersion relation $f(k, r_0)$ with respect to $r_0$, and the fact that this function changes sign when $k$ is larger than a critical value. These two combined features trigger the phase transition to the finite optimal rates $r_0^\ast$ and $r_1^\ast$. 
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We have focused here on the case where the initial state of the potential is ‘on’. Under this initial condition, we studied how getting the system out of equilibrium by switching the potential off at some small rate $r_1$ compared to the switch-on rate $r_0$ can drastically change the optimal MFPT. Further analysis of other regimes in the parameter space could also be done. When the rate $r_1$ is much larger than $r_0$, for instance, the particle is mostly freely diffusing and our analysis is not valid. In the semi-infinite geometry, the MFPT diverges at $r_0 = 0$ and a perturbation theory is not feasible. The limit of infinite potential stiffness with arbitrary rates $r_0$ and $r_1$ has been previously studied in [40]. In this case, our model reduces to the problem of resetting with refractory periods [20], in which after resetting, the particle remains immobile during a mean time $1/r_1$.

If the potential is initially in the ‘off’ state, the full exact solution of the case $n = 1$ shows qualitatively different properties whose analysis is more involved [40]. There is again a transition at a critical stiffness $k_c'$ (different from $k_c$) above which $r_1^*$ becomes non-zero, and the transition is discontinuous in this case. It would be interesting study this problem for other types of trapping potentials.

The present study could motivate future experiments as well as extensions of the theory to two-dimensional resetting potentials. More complicated potential shapes, not necessarily confining, could be explored as well. Another interesting problem is the study of the distribution of the work performed by the Brownian particle until it is absorbed. The mean work can then define a search cost, whose optimal parameters might differ from those of the search time.
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Appendix A. Ornstein–Uhlenbeck problem

In this appendix, we consider the problem of a steady harmonic potential. In our model, this case corresponds to setting the potential initially on, $\sigma(t = 0) = 1$, without turning it off afterward ($r_1 = 0$).

Using the identity $\frac{\partial^2 t_1(x)}{\partial x^2} - k(x - 1) \frac{\partial t_1(x)}{\partial x} = e^{\frac{1}{2} (x - 1)^2} \frac{\partial}{\partial x} \left( e^{-\frac{1}{2} (x - 1)^2} \frac{\partial t_1(x)}{\partial x} \right)$ and setting $r_1 = 0$ in equation (10) one obtains

$$e^{\frac{1}{2} (x - 1)^2} \frac{\partial}{\partial x} \left( e^{-\frac{1}{2} (x - 1)^2} \frac{\partial t_{OU}(x)}{\partial x} \right) = -1,$$

(A.1)

where we have defined $t_{OU}(x) = t_1(x, r_1 = 0)$ as the rescaled OU MFPT (in units of $L^2/D$), corresponding to a Brownian particle in an harmonic potential $v(x) = k(x - 1)^2/2$ with an absorbing boundary at $x = 0$ and a reflective one at $x = c$ (in units of the length $L$ between the potential minimum and the absorbing wall).
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The solution of equation (A.1) with the boundary conditions

\[ t_{\text{OU}}(x = 0) = 0, \quad (A.2) \]
\[ \left. \frac{\partial t_{\text{OU}}(x)}{\partial x} \right|_{x=c} = 0, \quad (A.3) \]

is given by

\[ t_{\text{OU}}(x) = \sqrt{\frac{\pi}{2k}} \int_0^x dy \ e^{\frac{k(y-1)^2}{2}} \left[ \text{erf}\left(\frac{\sqrt{k/2}(c-1)}{y-1}\right) - \text{erf}\left(\frac{\sqrt{k/2}(y-1)}{c-1}\right) \right], \quad (A.4) \]

where \( \text{erf}(\cdot) \) is the error function defined as \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \).

Appendix B. Numerical solution for the MFHTs \( t_0 \) and \( t_1 \)

We present here a method for obtaining the numerical solution of the system (11) and (10), which is based on a finite difference scheme for the two-point boundary value problem.

We discretize the interval \([0, c]\) into \( N \) equal parts, where \( N \) is a positive integer. Let \( h = c/N \) be the step-size of the grid defined by the points \( x_i = ih \), where \( 0 \leq i \leq N \). In the numerical approximation of \( t_0 \) and \( t_1 \), we use the notation \( y_i \equiv t_0(x_i) \) and \( z_i \equiv t_1(x_i) \), with \( 0 \leq i \leq N \). For the derivatives of \( t_0 \) at \( x \) we use the simple scheme:

\[ t_0'(x_i) = \frac{y_{i+1} - y_{i-1}}{2h} + O(h^2), \quad (B.1) \]
\[ t_0''(x_i) = \frac{y_{i+1} - 2y_i + y_{i-1}}{h^2} + O(h^2). \quad (B.2) \]

Similarly for \( t_1 \),

\[ t_1'(x_i) = \frac{z_{i+1} - z_{i-1}}{2h} + O(h^2), \quad (B.3) \]
\[ t_1''(x_i) = \frac{z_{i+1} - 2z_i + z_{i-1}}{h^2} + O(h^2). \quad (B.4) \]

Dropping the terms \( O(h^2) \), the system (10) and (11) with the harmonic potential \( v(x) = k(x-1)^2/2 \) reads

\[ -1 = \frac{y_{i+1} - 2y_i + y_{i-1}}{h^2} - r_0(y_i - z_i), \quad (B.5) \]
\[ -1 = \frac{z_{i+1} - 2z_i + z_{i-1}}{h^2} - k(x_i - 1) \frac{z_{i+1} - z_{i-1}}{2h} - r_1(z_i - y_i), \quad (B.6) \]

for \( 1 \leq i \leq N - 1 \). Rearranging the terms we get

\[ -h^2 = y_{i+1} - (2 + h^2 r_0) y_i + y_{i-1} + h^2 r_0 z_i, \quad (B.7) \]
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\[-h^2 = \left(1 - \frac{hk(x_i - 1)}{2}\right)z_{i+1} - \left(2 + h^2r_1\right)z_i + \left(1 + \frac{hk(x_i - 1)}{2}\right)z_{i-1} + h^2r_1y_i.\]  
\tag{B.8}

Imposing the absorbing boundary condition \(y_0 = 0\) and \(z_0 = 0\) at \(i = 0\), we have, from equations (B.7) and (B.8),

\[-h^2 = y_2 - (2 + h^2r_0)y_1 + h^2r_0z_1,\]  
\tag{B.9}

\[-h^2 = \left(1 - \frac{hk(x_1 - 1)}{2}\right)z_2 - \left(2 + h^2r_1\right)z_1 + h^2r_1y_1.\]  
\tag{B.10}

The reflecting boundary conditions at \(i = N\) can be enforced by using the first derivative with second-order accuracy

\[t_0'(c) = \frac{3y_N - 4y_{N-1} + y_{N-2}}{2h} = 0,\]  
\tag{B.11}

\[t_1'(c) = \frac{3z_N - 4z_{N-1} + z_{N-2}}{2h} = 0,\]  
\tag{B.12}

which leads to

\[y_N = \frac{4y_{N-1} - y_{N-2}}{3},\]  
\tag{B.13}

\[z_N = \frac{4z_{N-1} - z_{N-2}}{3}.\]  
\tag{B.14}

Inserting these expressions into equations (B.7) and (B.8) with \(i = N - 1\), one obtains

\[-h^2 = -\left(\frac{2}{3} + h^2r_0\right)y_{N-1} + \frac{2}{3}y_{N-2} + h^2r_0z_{N-1},\]  
\tag{B.15}

\[-h^2 = -\left(\frac{2}{3} + \frac{2hk(x_{N-1} - 1)}{3} + h^2r_1\right)z_{N-1} + \frac{2}{3}[1 + hk(x_{N-1} - 1)]z_{N-2} + h^2r_1y_{N-1}.\]  
\tag{B.16}

The above relations can be written under the matrix form

\[A\mathbf{w} = \mathbf{b},\]  
\tag{B.17}

where the numerical solution vector is defined as

\[\mathbf{w}^T = (y_1, y_2, \ldots, y_{N-1}, z_1, z_2, \ldots, z_{N-1}),\]  
\tag{B.18}

the constant vector is given by

\[\mathbf{b}^T = -h^2(1, 1, \ldots, 1),\]  
\tag{B.19}

and where the entries of the matrix \(A\) follow from equations (B.7) and (B.8), together with the special cases for \(i = 1\) and \(i = N - 1\), given by equations (B.9), (B.10), (B.15) and (B.16):
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\[
A = \begin{pmatrix}
- (2 + h^2 r_0) & 1 & 0 & \ldots & 0 & 0 & h^2 r_0 & \ldots & 0 & 0 & 0 \\
1 & - (2 + h^2 r_0) & 1 & \ldots & 0 & 0 & 0 & \ldots & 0 & h^2 r_0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \frac{2}{3} & - \left( \frac{2}{3} + h^2 r_0 \right) & 0 & \ldots & 0 & 0 & 0 \\
\frac{h^2 r_1}{1} & 0 & 0 & \ldots & 0 & 0 & -(2 + h^2 r_1) & 1 & - \frac{hk(x_1 - 1)}{2} & 0 & 0 \\
0 & h^2 r_1 & 0 & \ldots & 0 & 0 & 1 + \frac{hk(x_1 - 1)}{2} & -(2 + h^2 r_1) & 1 & - \frac{hk(x_1 - 1)}{2} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & h^2 r_1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

(B.20)

The solution \(w\) is found directly by numerical inversion of (B.17) or

\[
w = A^{-1}b.
\]

(B.22)

From \(w\) we obtain the numerical solution of the MFPTs \(t_0\) and \(t_1\) at any specified starting point \(x_i\). It is straightforward to generalize the matrix \(A\) to an arbitrary external potential.
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