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Abstract
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HK Types – An Example

type Ordering[A] = (A, A) => Boolean

abstract class SortedView[A, B >: A](xs: List[A], ord: Ordering[B]) {
  def foldLeft[C](z: C, op: (C, A) => C): C
  def concat[C >: A <: B](ys: List[C]): SortedView[C, B]
  // declarations of further operations such as 'map', 'flatMap', etc.
}

- Types can take parameters: i.e. we have type operators.
- Type parameters of methods can have bounds (as usual).
- Type parameters of operators can also have bounds!
- Type definitions can be used to introduce aliases.
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  - \( \bot \ldots \top = \ast = \) kind of all types.
- \( A \ldots A = \) singleton containing only \( A \).
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\[ X >: A <: B \quad X : A .. B \]

*Intuition:* \( X \) is an element of the set of types \( \{ A <: \cdots <: B \} = A .. B \)

**Special cases**

- **Upper bound**
  \[ X <: B \quad X : \bot .. B \]
- **Lower bound**
  \[ X >: A \quad X : A .. \top \]
- **Abstract**
  \[ X \]
  \[ X : \bot .. \top \]
- **Alias**
  \[ X = A \]
  \[ X : A .. A \]

- \( \bot = \text{Nothing} = \text{minimal/bottom type} \)
- \( \top = \text{Any} = \text{maximal/top type} \)
- \( \bot .. \top = * = \text{kind of all types} \)
- \( A .. A = \text{singleton containing only } A \)
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\[ F[X >: A <: B] >: G <: H \quad \quad F : (X:A..B) \rightarrow G..H \]

We can also represent bounded operators

F_1[X] = List[X]  
F_1 : (X:* \rightarrow List X..List X

Upper bound

F_2[X] <: List[X]  
F_2 : (X:* \rightarrow \bot..List X

HO bounded op.

F_3[X, Y[<: X]]  
F_3 : (X:* \rightarrow (Y_:\bot..X)\rightarrow * \rightarrow *
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\[ F[X >: A <: B] >: G <: H \quad F : (X:A .. B) \rightarrow G .. H \]

We can also represent bounded operators

Examples

- **Alias**
  \[ F1[X] = \text{List}[X] \quad F_1 : (X:* \rightarrow \text{List}X \rightarrow \text{List}X \]

- **Upper bound**
  \[ F2[X] <: \text{List}[X] \quad F_2 : (X:* \rightarrow \bot \rightarrow \text{List}X \]

- **HO bounded op.**
  \[ F3[X, Y[\_ <: X]] \quad F_3 : (X:* \rightarrow (Y:(\_ : \bot .. X) \rightarrow *) \rightarrow * \]

**NB.** The operators \( F_1 \rightarrow F_3 \) all have dependent kinds.
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$\Gamma \vdash A_1 \rightarrow A_2 <: (\lambda X:* . X \rightarrow A_2) A_1 <: \cdots <: (\lambda X:* . X \rightarrow B_2) B_1 <: B_1 \rightarrow B_2 : *$

Solution: normalize types and kinds – no redexes, no conversions!
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Challenge 1: Getting Rid of $\beta\eta$-Conversions

New problem: dependent kinding of applications involves substitutions.

$$
\Gamma \vdash Z : (X : J) \to K \quad \Gamma \vdash V : J
$$

$$
\Gamma \vdash Z V : K[V/X|J|]
$$

New solution: use hereditary substitution (introducing further problems...)

S. Stucki, P. G. Giarrusso
A Theory of Higher-Order Subtyping with Type Intervals
Challenge 3: Inconsistent Bounds

**Problem:** Type variables can introduce arbitrary subtyping relationships.

NB. This causes all sorts of problems:
- subject reduction (preservation) fails,
- subtyping becomes undecidable,
- . . .

**Solution:** invert $<: X$ only for closed types – no variables, no inconsistencies!
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Challenge 3: Inconsistent Bounds

Problem: Type variables can introduce inconsistent subtyping relationships.

\[
X : \top .. \bot \vdash A \rightarrow B \leq \top \leq : X
\]

Note: This causes all sorts of problems:

• subject reduction (preservation) fails,
• subtyping becomes undecidable,
• ...

Solution: Invert \( \leq \) only for closed types – no variables, no inconsistencies!
Challenge 3: Inconsistent Bounds

**Problem:** Type variables can introduce *inconsistent* subtyping relationships.

\[
X : \top \ldots \bot \proves A \rightarrow B <: \top <: X <: \bot : * 
\]

NB. This causes all sorts of problems:
- subject reduction (preservation) fails,
- subtyping becomes undecidable,
- ... 

**Solution:** invert \(<:\) only for closed types – no variables, no inconsistencies!
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Problem: Type variables can introduce inconsistent subtyping relationships.
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• subject reduction (preservation) fails,
• subtyping becomes undecidable,
• ...

Solution: invert only for closed types – no variables, no inconsistencies!
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- …
Challenge 3: Inconsistent Bounds

Problem: Type variables can introduce inconsistent subtyping relationships.

\[ X: \top \ldots \bot \vdash A \to B <: \top <: X <: \bot <: \forall Y: K. C : * \]

NB. This causes all sorts of problems:

- subject reduction (preservation) fails,
- subtyping becomes undecidable,
- \ldots

Solution: invert <: only for closed types – no variables, no inconsistencies!
Inversion – Step by Step

declarative

\[ \emptyset \vdash_d A \rightarrow B \triangleleft A' \rightarrow B' \]
Inversion – Step by Step

declarative

\[ \emptyset \vdash_d A \rightarrow B <: A' \rightarrow B' \]

canonical

\[ \emptyset \vdash_c U \rightarrow V <: U' \rightarrow V' \]

\[ U = \text{nf}(A), \ V = \text{nf}(B), \ldots \]
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declarative

\[ \emptyset \vdash_d A \rightarrow B <: A' \rightarrow B' \quad \xrightarrow{\text{nf}} \quad \emptyset \vdash_c U \rightarrow V <: U' \rightarrow V' \quad \xrightarrow{\simeq} \quad \vdash_{\text{tf}} U \rightarrow V <: U' \rightarrow V' \]

\[ \bullet \quad U = \text{nf}(A), \ V = \text{nf}(B), \ldots \]
Inversion – Step by Step

\[\emptyset \vdash_d A \rightarrow B <: A' \rightarrow B' \quad \text{nf} \quad \emptyset \vdash_c U \rightarrow V <: U' \rightarrow V' \quad \sim \quad \vdash_{tf} U \rightarrow V <: U' \rightarrow V' \]

\[\vdash_{tf} U' <: U\]
\[\vdash_{tf} V <: V'\]

\[U = \text{nf}(A), \ V = \text{nf}(B), \ldots\]
Inversion – Step by Step

declarative          canonical          transitivity-free

\( \emptyset \vdash_d A \to B <: A' \to B' \) \stackrel{\text{nf}}{\longrightarrow} \( \emptyset \vdash_c U \to V <: U' \to V' \) \stackrel{\sim}{\longrightarrow} \( \vdash_{\text{tf}} U \to V <: U' \to V' \)

\( \emptyset \vdash_c U' <: U \)
\( \emptyset \vdash_c V <: V' \) \stackrel{\sim}{\longrightarrow} \( \vdash_{\text{tf}} V <: V' \)

\( \vdash_{\text{tf}} U' <: U \)

\( U = \text{nf}(A), \ V = \text{nf}(B), \ldots \)
Inversion – Step by Step

**declarative**

\[ \emptyset \vdash_d A \to B <: A' \to B' \quad \text{nf} \quad \emptyset \vdash_c U \to V <: U' \to V' \quad \sim \quad \vdash_{tf} U \to V <: U' \to V' \]

\[ \emptyset \vdash_d A' = U' <: U = A \]

\[ \emptyset \vdash_d B = V <: V' = B' \quad \text{nf sound} \]

**canonical**

\[ \emptyset \vdash_c U' <: U \]

\[ \emptyset \vdash_c V <: V' \quad \sim \quad \vdash_{tf} V <: V' \]

**transitivity-free**

\[ \vdash_{tf} U' <: U \]

\[ \vdash_{tf} V <: V' \]

• \( U = \text{nf}(A), \ V = \text{nf}(B), \ldots \)

• \textbf{nf sound:} \( \Gamma \vdash A = \text{nf}_\Gamma(A) \) for all \( \Gamma \) and \( A \).
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- Recap of the $F^\omega_{<}$ family and high-level intro to $F^\omega$ (with examples).
- Full presentation of $F^\omega$ (syntax, typing, SOS, …).
- Undecidability of subtyping.

…and in the extended version (https://arxiv.org/abs/2107.01883)…

- Additional definitions and lemmas.
- Human-readable proofs for (most) results.

…and in the artifact (https://zenodo.org/record/5060213).

- Mechanization of the full metatheory!
Thank you!
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Check out the Agda mechanization!

https://github.com/sstucki/f-omega-int-agda
https://zenodo.org/record/5060213
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