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Abstract

Randomized SVD has become an extremely successful approach for efficiently computing a low-rank approximation of matrices. In particular the paper by Halko, Martinsson, and Tropp (SIREV 2011) contains extensive analysis, and has made it a very popular method. The typical complexity for a rank-$r$ approximation of $m \times n$ matrices is $O(mn \log n + (m + n)r^2)$ for dense matrices. The classical Nyström method is much faster, but applicable only to positive semidefinite matrices. This work studies a generalization of Nyström’s method applicable to general matrices, and shows that (i) it has near-optimal approximation quality comparable to competing methods, (ii) the computational cost is the near-optimal $O(mn \log n + r^3)$ for dense matrices, with small hidden constants, and (iii) crucially, it can be implemented in a numerically stable fashion despite the presence of an ill-conditioned pseudoinverse. Numerical experiments illustrate that generalized Nyström can significantly outperform state-of-the-art methods, especially when $r \gg 1$, achieving up to a 10-fold speedup. The method is also well suited to updating and downdating the matrix.

1 Introduction

Randomized numerical linear algebra, in particular the randomized SVD by Halko, Martinsson and Tropp [30] has become a highly successful and important practical algorithm for efficiently finding a near-optimal low-rank approximation to a matrix $A \in \mathbb{R}^{m \times n}, m \geq n$. In its basic form, the algorithm, which we refer to as HMT (also known as the range finder), finds a rank-$r$ ($r \leq \min(m, n)$, usually $r \ll \min(m, n)$) approximant $\hat{A}_r \approx A$ as follows:

\begin{algorithm}
1: Generate a random sketch matrix $\Omega \in \mathbb{R}^{n \times r}$.
2: Compute $A\Omega$.
3: Orthogonalize $A\Omega$ to obtain $Q = \text{orth}(A\Omega)$ (e.g. the thin QR factorization $A\Omega = QR$).
4: $\hat{A}_r = Q(Q^T A) = (QU_0)\Sigma_0 V_0^T$, where $Q^T A = U_0 \Sigma_0 V_0^T$ is the SVD.
\end{algorithm}
HMT comes with attractive theoretical guarantees \cite{30, §10}, essentially showing that it gives a near-optimal low-rank approximation to \( A \) (we make this more precise in Section 3).

For the choice of the random sample (or sketch) matrix \( \Omega \), structured matrices allowing for fast application such as the SRHT \cite{17, 2, 44}, SRFT \cite{42, 49}, and subsampled DCT \cite{1} have been proposed. This reduces the sampling cost of forming \( A\Omega \) to \( O(mn \log n) \). Gaussian matrices are however the best understood class of random matrices, with sharp error bounds available for randomized SVD \cite{30, §10}. The overall cost of HMT is \( O(mnr) \); this can be reduced to \( O(mn \log n + (m+n)r^2) \) by using an interpolative decomposition, at the expense of slightly worse accuracy. We recommend the recent survey by Martinsson and Tropp \cite{37} for an excellent overview of randomized algorithms in numerical linear algebra.

This paper is about a generalization of Nyström’s method, which is a classical method applicable to positive semidefinite (PSD) matrices \( A \succeq 0 \), and finds a rank-\( r \) approximation

\[
A \approx AX (X^TAX)^\dagger (AX)^T,
\]

for a sketch matrix \( X \in \mathbb{R}^{n \times r} \). In its original form \cite{40, 54}, Nyström’s method takes \( X \) to be a subset of the columns of the identity, so that \( AX \) is the corresponding columns of \( A \) and \( X^TAX \) is \( A \)'s principal submatrix. It has since been generalized to other sketch matrices, and extensively analyzed in \cite{21, 23}. Unless otherwise mentioned, in this paper we refer to (1) with a general sketch \( X \) as the Nyström method. It is a popular method in machine learning for working efficiently with kernel matrices \cite{20, 45}.

The observation that motivated this work is one given in \cite{30, 36} and explained in \cite{23}:

if one takes \( X = Q \) from the \( Q \) of step 3 of HMT to obtain the approximation

\[
AQ (Q^T AQ)^\dagger (AQ)^T, \quad Q = \text{orth}(AX),
\]

then the resulting accuracy \( \| A - AQ (Q^T AQ)^\dagger (AQ)^T \| \) is considerably better than \( \| A - QQ^T A \| \) with HMT. Note that (2) is no more expensive than HMT; it is slightly cheaper. Indeed, simple experiments and theory \cite{23} reveal that the accuracy of the Nyström approximant (1) is comparable to (only slightly worse than) HMT when one simply takes \( X \) to be a random matrix \( X = \Omega \) in (2), which has a much lower cost. The complexity of Nyström is then the near-optimal \( O(n^2 \log n + r^3) \). To summarize, it appears that for positive semidefinite matrices,

- for roughly the same cost, Nyström outperforms HMT in accuracy by taking \( X = Q \) in (2), and

- for roughly the same accuracy, Nyström outperforms HMT in speed significantly by taking the same sketch matrix \( X = \Omega \).

For \( A \succeq 0 \), therefore, Nyström’s method appears to be the method of choice. A noteworthy aspect of Nyström with \( X \) random (not involving \( A \)) is that the algorithm becomes single-pass, requiring only the linear sketches \( AX \) and \( X^TAX \), thus ideal in the streaming model \cite{52}. The combined efficiency, accuracy and performance of Nyström make it a popular algorithm in scientific computing and machine learning. However, Nyström clearly
requires $A \succeq 0$. It also involves the (pseudo)inverse of the matrix $(X^TAX)^+$, which suggests that numerical instability can be an issue in floating-point arithmetic.

On the other hand, single-pass algorithms have been developed for general nonsymmetric and rectangular $m \times n$ matrices \cite{51, 52, 53}. However, unlike Nyström, these algorithms require orthogonalization steps, resulting in the complexity $O(mn \log n + (m + n)r^2)$; the $(m + n)r^2$ term comes from orthogonalizing an $m \times r$ matrix, which becomes the dominant term when $r \geq \sqrt{\min(m, n)}$. Orthogonalization can dominate even when $r$ is much smaller, e.g. in the streaming model \cite{52} or when $A$ has additional data-sparse structure.

In short, the current state-of-the-art appears to be that Nyström is excellent in speed and accuracy for PSD matrices, but for general matrices, one cannot do nearly as well. One might wonder if PSD really is a special matrix structure that Nyström takes advantage of. The above discussion motivates the following questions:

- Can we generalize the attractive features of Nyström (near-optimal accuracy+complexity, storage efficiency, single-pass and no orthogonalization) to general matrices?
- Is the Nyström-like method numerically stable, despite the pseudoinverse?

We answer these questions in the affirmative, and identify an algorithm which we call generalized Nyström that is numerical stable, single-pass, avoids the $O(mr^2)$ orthogonalization cost, and is near-optimal in complexity and accuracy. On a desktop machine generalized Nyström is seen to outperform HMT by up to an order of magnitude. It is also suitable for updating and downdating the matrix, for which the speedup can be even greater.

**Notation.** We use matrix norms $\| \cdot \|$ without subscripts for inequalities and arguments that hold for any unitarily invariant norm. We use $\| \cdot \|_F$ for the Frobenius norm and $\| \cdot \|_2$ for the spectral norm. $\sigma_i(A)$ denotes the $i$th largest singular value of a matrix $A$. For matrices $X, Y$ of the same height, we use $\mathcal{P}_{X,Y} = X(Y^TX)^+Y^T$ to denote an (oblique) projection onto the column space of $X$. Unless otherwise mentioned we assume that $Y^TX$ has full column rank, so the row space of $\mathcal{P}_{X,Y}$ is contained in but not equal to that of $Y^T$. Note that $\mathcal{P}_{XM,YN} = \mathcal{P}_{X,Y}$ for any nonsingular matrices $M, N$. $\mathcal{P}_X := \mathcal{P}_{X,X} = X(X^TX)^+X^T$ denotes an orthogonal projection, for which $\|\mathcal{P}_X\|_2 = 1$. $\hat{A}_r$ denotes a rank-$r$ approximant to $A$ with a specified algorithm, and $A_r$ is the rank-$r$ truncated SVD of $A$, which is the optimal rank-$r$ approximant in any unitarily invariant norm \cite{33}, §7.4.9. The expected value of a quantity $f(X)$ is denoted by $\mathbb{E}f$, where we use subscripts to indicate the random variable as in $\mathbb{E}_X f$ when necessary. For simplicity we focus on real matrices $A \in \mathbb{R}^{m \times n}$, but everything carries over to complex matrices $A \in \mathbb{C}^{m \times n}$ by replacing the superscript $T$ with $*$, so e.g. the HMT approximant becomes $\hat{A}_r = QQ^*A$.

## 2 The generalized Nyström method

How can we “generalize” Nyström’s method \cite{1} to nonsymmetric, rectangular matrices? Clearly one needs to sketch from the left and right using different matrices; otherwise even the size may not match. Noting that the Nyström approximation \cite{1} takes $AX$ and $X^TA$ as
are two natural choices of approximant of the form $AXWY^T\ell$ with column space $A$ and row space $Y$, respectively, for the mapping (we discuss their work more in Section 2.4). Clarkson and Woodruff [7, 55], with a different derivation based on a Johnson–Lindenstrauss Nyström when $\ell$ is an oversampling parameter, whose role we discuss later. This leads to an approximant of the form $AXWY^TA$, where $W \in \mathbb{R}^{r \times (r+\ell)}$ is a small “core” matrix. There are two natural choices of $W$. One is $W = (AX)^+A(Y^TA)^+$, which minimizes the Frobenius norm of the error, see e.g. [11], [37, §13]; its computation requires $O(mr^2)$ cost. The other choice $W = (Y^TA)^+$ has an interpolatory property and is clearly (cheaper and) closer to the Nyström method. Our starting point is therefore the rank-$r$ approximation

$$A \approx \tilde{A}_r = AX(Y^TAX)^+Y^TA.$$  

We refer to this as the generalized Nyström (GN) method. Clearly, it reduces to standard Nyström when $A \succeq 0$ and $X = Y$. The expression (3) is not new; it has been suggested by Clarkson and Woodruff [7, 55], with a different derivation based on a Johnson–Lindenstrauss mapping (we discuss their work more in Section 2.4).

The approximant (3) is very efficient to compute, and yet turns out to have a quasi-optimal approximation guarantee; see [7, 55, 31, §10] and Section 4. However, the presence of the matrix (pseudo)inverse $(Y^TA)^+$ is alarming in terms of numerical stability; indeed the matrix $Y^TA$ will almost invariably be ill-conditioned. A naive norm-based stability analysis would bound the error in computing GN by $O(u\kappa_2(Y^TA)^2)$, which would mean no accuracy at all in many cases. One can understand the work [51] as a stabilized version of (3), by virtue of an orthogonalization step. However, this comes at the cost of an extra $O((m+n)r^2)$ operations. As no analysis (and few experiments) appears to have been performed on the numerical stability of (3) accounting for roundoff errors in finite-precision arithmetic, and it is unclear whether orthogonalization is really necessary.

In this work we perform such analysis, and show that, while stability cannot be established for (3) as is, there is an inexpensive modification that guarantees stability:

$$A \approx \hat{A}_r = AX(Y^T\tilde{A}X)^+Y^TA,$$  

which we call the stabilized generalized Nyström (SGN) method. Here $\hat{A}$ is any matrix such that $\hat{A} = A + \delta A$ where $\|\delta A\| = O(u\|A\|)$, in which $u$ is the unit roundoff ($u \approx 10^{-16}$ in standard IEEE double precision), and $(Y^TA)^+_\epsilon$ denotes the $\epsilon$–pseudo-inverse, that is, if $Y^TA = [U_1, U_2][\Sigma_1 \Sigma_2][V_1, V_2]^T$ is the SVD where $\Sigma_1$ contains singular values larger than $\epsilon$, then $(Y^TA)^+_\epsilon = V_1\Sigma_1^{-1}U_1^T$. In this paper we always take $\epsilon = O(u\|A\|)$, a modest multiple of the unit roundoff $u$ times $\|A\|$.

A careful inspection reveals that the expression (4) is somewhat redundant: any $AX(Y^T\tilde{A}X)^+Y^TA$ is equal to $AX(Y^T\tilde{A}_2X)^+Y^TA$ where $\tilde{A}_2$ is also within $\epsilon$ of $A$. In an actual computation, one would always attempt to evaluate $AX(Y^TAX)^+Y^TA$; the point of SGN (4) is that a (carefully) computed approximation $fl(AX(Y^TAX)^+Y^TA)$ can be written exactly in the form (4) for some $\hat{A}$ (row-wise; see Section 4), and any approximant of the form (4) has error $\|A - fl(\hat{A}_r)\|$ comparable to (3); SGN is therefore a stable method. A proof of this claim is a key contribution of this paper.
Many properties (complexity, performance and even stability in practice) are shared between generalized Nyström [3] and the stabilized version [4], so in what follows, when we simply refer to GN, the arguments apply both to [3] and [4], unless otherwise mentioned. When the distinction is important we call [4] stabilized GN, and [3] plain GN. It turns out that, as we highlight in Section 4, while stability cannot be established for plain GN (3), its instability is benign, and one usually obtains satisfactory results.

Below is a pseudocode for plain and stabilized GN.

**Algorithm 2.1** (stabilized) Generalized Nyström: given $A \in \mathbb{R}^{m \times n}$ and $r$, find a rank-$r$ approximation $A \approx \hat{A}_r$.

1: Generate sketch matrices $X \in \mathbb{R}^{n \times r}$, $Y \in \mathbb{R}^{m \times (r+\ell)}$, where $0 < \ell = \lceil 0.5r \rceil$ is suggested.
2: Compute $AX$, $Y^T A$, and QR factorization $Y^T A X = QR$.
3: $\hat{A}_r = ((AX)R^{-1})(Q^T(Y^T A))$, or $\hat{A}_r = ((AX)R^\dagger)(Q^T(Y^T A))$ (plain GN, stable most of the time) (stabilized GN)

The outputs of (S)GN are $AX \in \mathbb{R}^{m \times r}$, $Y^T A \in \mathbb{R}^{(r+\ell) \times n}$, and the small matrices $R \in \mathbb{R}^{r \times r}$ and $Q \in \mathbb{R}^{(r+\ell) \times r}$. The memory requirement is $\approx mr + n(r+\ell) + r^2 \approx (m+1.5n)r$ with the recommended choice $\ell = 0.5r$.

While $\hat{A}_r = ((AX)R^{-1})(Q^T(Y^T A))$, evaluating $(AX)R^{-1}$ or $Q^T(Y^T A)$ is usually not advisable, as that would require $O(mr^2)$ cost. Instead, one would use the output factors to perform further operations with $\hat{A}_r$. For example, to compute a matrix product $AW$ for a given $W \in \mathbb{R}^{n \times k}$, one can perform $AW \approx \hat{A}_r W = AX(R^{-1}(Q^T(Y^T A W)))$ in the order indicated. This requires $O((m+n)rk)$ operations, the same complexity required by performing $WA$ with other methods such as HMT. Similarly, for left-multiplication $WA$ one would perform $WA \approx W \hat{A}_r = (((WA)X)R^{-1}Q^T)Y^T A$.

Here the (e-)pseudoinverses $(Y^T AX)^\dagger$, $(Y^T AX)^\dagger_1$ are implemented via a QR factorization; one could also use the SVD. We discuss implementation details, including computing $R^\dagger$ and the choice of $\ell$, in Section 5.

### 2.1 Numerical illustration

To motivate the study of GN, let us illustrate its performance in comparison with popular methods when applied to positive definite matrices. We generate a $50000 \times 50000$ positive definite matrix $A = Q\Lambda Q^T$, where $Q$ is a random orthogonal matrix (Q-factor in the QR factorization of a square Gaussian matrix) and $\Lambda$ has geometrically decaying singular(=eigen) values. We compare the speed and accuracy $\|A - \hat{A}_r\|_F$, where $\hat{A}_r$ is a rank-$r$ approximant, varying $r$ from $10^3$ to $10^4$. $X, Y$ are subsampled DCT matrices.

The results are shown in Figure 5. The Nyström method [1] (shown as Nyst) runs the fastest, about 20x faster than HMT (Algorithm 1.1) when $r = 10^4$. GN [4] (the plain [3])

---

1 Throughout, numerical experiments were performed in MATLAB version 2020a on a desktop computer with 256GB memory. The runtime of HMT includes the small SVD $Q^T A = U_0 \Sigma_0 V_0^T$; without it, HMT has about the same speed as Nyst+HMT.
actually performs very similarly, see Section 5) has runtime roughly twice that of Nyström, and up to 10x faster than HMT, with larger speedup observed for larger rank $r$, reflecting the lower complexity when the $O(mr^2)$ orthogonalization cost is dominant.

In terms of accuracy, the main message is that all methods are close to optimal, tracking the optimal truncated SVD (shown as SVD) to within a modest factor. Nyst+HMT implements (2), and comes the closest to optimal. Importantly, no numerical instability is observed in any method, despite the presence of the pseudoinverses in Nyström and GN. The accuracy of GN is only marginally worse than HMT, a difference that is unlikely to matter when the singular values decay sufficiently fast.

As is well known with randomized SVD methods [30, §7], all methods are remarkably consistent: Despite the random nature, running the experiment multiple times results in nearly identical figures.

All methods compared here, except classical Nyström, are applicable to general matrices. Overall, generalized Nyström is seen to extend the attractive properties (speed+accuracy) of Nyström to nonsymmetric and rectangular matrices. In the remainder of this paper we study the generalized Nyström method in detail.

![Figure 1: Algorithms for $A \succeq 0$. GN is the generalized Nyström method (3), Nyst is Nyström’s method, HMT is Halko-Martinsson-Tropp [30] and HMT+Nyst is (2). SVD is the optimal truncated SVD.](image)

### 2.2 Properties of generalized Nyström

Generalized Nyström has the following properties:

- It is based on linear sketches: $AX$, $Y^T A$, and $Y^T AX$ (and no terms of the form e.g. $AA^T$, $A^T A$,…).
- Its cost is $O(N_r + r^3)$, where $N_r$ is the cost for forming $AX$ and $Y^T A$, where $\ell = O(r)$ is assumed. Specifically, the cost is $O(mn \log r + r^3)$ if $A$ is dense (using the SRFT sketch matrices), and $O(mnz(A)r + r^3)$ if $A$ is a sparse matrix with $mnz(A)$ nonzero elements.
• The approximation quality $\|A - \hat{A}_r\|$ is near optimal, on the order of the error $\|A - A_{\hat{r}}\|$ with the truncated SVD for some $\hat{r}$ slightly smaller than $r$.

• The stabilized version \([4]\) can be implemented in a numerically stable manner in the presence of roundoff errors.

The first two points are straightforward to verify, and they make GN among the most efficient methods for computing low-rank approximations for general matrices.

The third and fourth points are the main technical results of this paper, and treated in Sections 3 and 4. To guarantee numerical stability a careful implementation is required, as we discuss in Section 5.

It is worth noting that the output of GN does not give an (approximate) truncated SVD, as no factor has orthonormal columns. This is expected of an algorithm that requires less than $O(\max(m, n)r^2)$ operations, which would be needed for simply orthogonalizing a matrix of size $\max(m, n) \times r$. This does come with limitations: we do not have access to information available with approximants with orthogonal factors, such as the singular values and vectors of the approximant $\hat{A}_r$, which can be used as approximate singular values of those of $A$. For example in HMT, $(QU_0)\Sigma_0V_0^T \approx A$ is an approximate SVD.

2.3 Near-optimal complexity

Generalized Nyström is essentially optimal in computational complexity in a number of natural settings. First when $A$ is dense, clearly at least $O(mn)$ operations are necessary for a low-rank approximation, as failure to read one element can result in poor approximation. With a fast sketching matrix such as SRFT, computing $AX, Y^TA$ can be done in $O(mn \log n)$ operations. Thus generalized Nyström is $O(mn \log n + r^3)$ flops, which can be further improved to $O(mn \log r + r^3)$ \([56]\). The first term is clearly optimal up to $O(\log n)$ or $O(\log r)$, and $O(r^3)$ operations is the standard cost for working with $r \times r$ full-rank unstructured matrices (with a Strassen-like fast matrix multiplication algorithm one could reduce it to $r^\omega$ where currently $\omega \approx 2.4$).

For generalized Nyström, it is even possible to work out the hidden constants, which are not large. For the SRFT, the sketching requires $N_r = 10mn \log n$ flops, since the FFT with an $n \times n$ matrix costs $5n \log n$ flops per vector \([24]\ §4.6\). For the core matrix $Y^TX$, computing $(Y^TA)X$ is just $5nr \log n$ flops, and the pseudoinverse based on the QR factorization (see Section 5.1) requires $2(r+\ell)r^2 - \frac{2}{3}r^3$ \([24]\ §5.2.9\), which is $\frac{7}{3}r^3$ when $\ell = r/2$ (our recommended choice). The overall cost of generalized Nyström is thus $10mn \log n + \frac{7}{3}r^3$ flops (plus strictly lower order terms, such as $5nr \log n$ and $O(r^2)$).

Similar near-optimality can be established in the streaming model \([51, 52]\), in which updates of $A$ are given sequentially and past information is discarded.

The situation can be different when $A$ is structured, so that multiplying $A$ by a vector can be done efficiently. An example is when $A$ sparse, as $mn \log n$ may be much larger than $\text{nnz}(A)$. In this case, one can take the sketch matrices to be e.g. the CountSketch matrix with one nonzero element of $\pm 1$ in each row, achieving input-sparsity time \([8]\). Such choice
reduces the cost in computing $AX, Y^T A$ to $O(mn(A))$. However, the analysis in [8] suggests that one would need to take $\ell = O(r^2)$ to guarantee good accuracy.

In the sparse (and more generally structured) case one might naturally require that the factors preserve the sparsity, a property that GN may not satisfy. Alternatives such as the CUR factorization [26, 35] may be more attractive in such settings.

2.4 Related studies

While we have derived the GN approximant (4) by generalizing the Nyström method, the expression (4) itself is not new; it appears in Clarkson and Woodruff [7, Thm. 4.7] and [55, Thm. 4.3]. However, as mentioned above, the treatment there focuses on the case where $X, Y$ are Countsketch or sign matrices, and their results suggest that a significant oversampling $\ell \gg r$ would be necessary for near-optimal accuracy. Also, the fact that the $O(mr^2)$ cost due to orthogonalization can be avoided is not emphasized in their work, with no experiment reported to illustrate the practical speed. Finally, and most significantly, the crucial issue of numerical stability in finite-precision arithmetic is not discussed.

Indeed, avoiding the potential instability is the primary reason the authors in [51] orthogonalize $AX = QR$ and take $A \approx Q(Y^T Q)^\dagger Y^T A$, which is mathematically identical to GN (3). However, while [51] thus avoids the numerical instability resulting from inversions\footnote{To be precise, however, we cannot immediately conclude that [51] is numerically stable: The QR factorization $AX = QR$ in finite-precision arithmetic results in a computed $Q$ that has error $O(\omega \kappa_2(AX))$ [31, Ch. 19], so strictly speaking the stability of [51]—or even HMT—is an open problem. Of course numerical evidence strongly suggest they are indeed stable. In any case our focus is generalized Nyström [4] and the proof of its numerical stability when implemented appropriately.} orthogonalization requires at least $O(mr^2)$ operations, which is often the dominant part of the cost [52]. Similarly, HMT is also based on orthogonal projection (and hence “stable”), but inevitably involves the $O(mr^2)$ orthogonalization cost.

The equivalence between plain GN (3) and [51] means that the extensive accuracy analysis there (in exact arithmetic) carries over verbatim, some of which we rederive in Section 3. Furthermore, we carefully investigate the effects of roundoff errors in finite-precision arithmetic, to show that with an appropriate implementation, the presence of the pseudoinverse in GN is not a problem for stability, even though the core matrix $Y^T AX$ does become severely ill-conditioned.

2.4.1 Comparison with other algorithms

It turns out that many algorithms can be written formally as (3) for certain choices of $X$ and $Y$. A key step is to note that $(AX(Y^T AX)^\dagger Y^T)A = P_{AX,Y}A$, where $P_{AX,Y} := AX(Y^T AX)^\dagger Y^T$ is an oblique projection onto the column space of $AX$, and also $A(X(Y^T AX)^\dagger Y^T A) = AP_{X,A^T Y}$, where $P_{X,A^T Y} := X(Y^T AX)^\dagger Y^T A$ is an oblique projection onto a subspace of the rows of $Y^T A$. That is, (3) can be thought of as a two-sided projection of $A$. Indeed we have $P_{AX,Y}A = AP_{A^T Y} = P_{AX,Y}AP_{A^T Y}$, as can be verified by

$$P_{AX,Y}AP_{X,A^T Y} = AX(Y^T AX)^\dagger Y^T AX(Y^T AX)^\dagger Y^T A = AX(Y^T AX)^\dagger Y^T A.$$
We now show that many methods can be mathematically (ignoring roundoff errors) written as \(\tilde{\Omega}^T\Omega\). First, clearly Nyström is \(\tilde{\Omega}^T\Omega\) with \(X = Y\). Clarkson and Woodruff [7] is the plain generalized Nyström where \(X, Y\) are Countsketch matrices. Its equivalence (up to the choice of \(X, Y\)) to Tropp et al. [51] is explained in [51] and mentioned above.

We now show that the HMT approximant \(QQ^T A\) (where \(AX = QR\) is the QR factorization) is \(\tilde{\Omega}^T\Omega\) with \(Y = AX\). To see this, note that \(AX((AX)^TAX)^\dagger(AX)^T A = P_{AX} A = QQ^T A\). This choice results in the advantage that the projection \(P_{AX}\) is orthogonal, so \(\|P_{AX}\|_2 = 1\).

One can obtain improved approximants by taking higher powers, for example \(A((AT)A)p X(Y^{T}A(AT)^p X)^\dagger\), where \(p \geq 0\), which corresponds to subspace iteration extensively studied by Gu [28]. In this case we have an orthogonal projection by taking \(Y = (AT)^p X\), since then the approximant can be written \(A((AT)A)p X(X^T (AT)^p A(AT)^p X)^\dagger X^T (AT)^p A = Y(Y^T Y)^\dagger Y^T A\). For numerical stability, it is advisable to compute the thin QR factorization of \(Y = QR\) and compute \(QQ^T A\).

We summarize and compare these algorithms in Table 1.

### Table 1: Comparison of randomized algorithms for rank-\(r\) approximation \(A \approx AX(Y^TAX)^\dagger Y^T A \in \mathbb{R}^{m \times n}\). \(\Omega, \tilde{\Omega} \in \mathbb{R}^{m \times O(r)}\) represent random sketch matrices. \(N_r\) (and \(\tilde{N}_r\), see text below) is the cost of forming the products \(A\Omega, \tilde{\Omega}^T A\). (\(\checkmark\)) means the method is observed and conjectured to be numerically stable in practice but no proof is available. (\(\times\)) means the method is unstable, but usually performs in a stable way, see Section 4. Here we assume \(m \geq n\) to simplify the complexity.

| Algorithm               | \(X, Y\)                  | \(p\) | Stable? | cost for dense \(A\)               |
|-------------------------|---------------------------|-------|---------|-----------------------------------|
| HMT [30]                | \(X = \Omega, Y = AX\)   | 0     | (\(\checkmark\)) | \(O(N_r + mr^2)\)               |
| Nyström \((A > 0)\) [23]| \(Y = X = \Omega\)       | 0     | \(\times\) | \(O(N_r + mr^2)\)               |
| HMT+Nyström \((A > 0)\) [30]| \(Y = X = Q, A\Omega = QR\) | 1     | \(\times\) | \(O(N_r + mr^2)\)               |
| Subspace iteration [28] | \(X = (AT)^p \Omega, Y = AX\) | \(p > 1\) | (\(\checkmark\)) | \(O(2p\tilde{N}_r + mr^2)\)         |
| Demmel-Grigori-Rusciano [15]| + extra term               | 0     | \(\times\) | \(O(N_r + mr^2)\)               |
| Tropp17 [51]            | \(X = \Omega, Y = \tilde{\Omega}\) | 0     | (\(\checkmark\)) | \(O(N_r + mr^2)\)               |
| plain GN=Clarkson-Woodruff [7]| \(X = \Omega, Y = \tilde{\Omega}\) | 0     | \(\times\) | \(O(N_r + r^3)\)               |
| stabilized GN [4]       | \(X = \Omega, Y = \tilde{\Omega}\) | 0     | \(\checkmark\) | \(O(N_r + r^3)\)               |

The term \(O(N_r)\) in the cost is for computing the sketches \(AX, Y^T A\) (\(r\) is essentially the width of \(X, Y\)), and the specific value depends on the situation. For example for dense matrices, one can use the SRFT matrices for \(X, Y\) allowing for fast matrix-vector multiplications \(N_r = 10mn \log n\) (note its independence of \(r\)), resulting in the overall cost \(O(mn \log n + r^3)\). This applies to all algorithms but subspace iteration and HMT, which require revisiting the matrix when computing \(Q^T A\), wherein fast sampling is no longer available. This is why the cost in the table is shown as \(\tilde{N}_r\), which becomes \(\tilde{N}_r = O(mnr)\) in the dense case.

The bottom three algorithms all start from the same mathematical expression (1), but have important differences. Namely, Tropp17 and Clarkson–Woodruff (which is essentially generalized Nyström [3]) are mathematically the same, but Tropp17 uses orthogonalization to obtain a (empirically—indicated by (\(\checkmark\)) in the table) stable algorithm, at the cost of
the additional $O(mr^2)$ operations. SGN stabilizes Clarkson–Woodruff by a simpler remedy without requiring orthogonalization.

The recent preprint by Demmel, Grigori and Rusciano [15] studies low-rank approximants from the perspective of the LU factorization, and derives an approximant that has an extra term of the form $(Y^T)^+M$, where $M \in \mathbb{R}^{(r+\ell) \times n}$ in addition to (3). The authors show its accuracy is between that of GN and HMT; experiments suggest the accuracy improvement over GN is usually marginal, which is perhaps expected as the random matrix $(Y^T)^+$ may have nothing to do with the column space of $A$. The method is also more expensive than generalized Nyström.

It is worth noting that when $r = O(1)$, the orthogonalization cost $O(mr^2)$ is dominated by the sketch $N_r = O(mn \log n)$ (or $N_r = O(mnr) = O(mn)$, by taking $X, Y$ to be Gaussian), so all the algorithms in Table 1 would be optimal; this applies also to a (block-)Krylov subspace method. The advantage of generalized Nyström becomes significant when $r \gg 1$, as we illustrate in our experiments in Section 7.

An extreme case of GN is when we take $X, Y$ to be subsets of the identity matrix, so that $AX, Y^TA$ are simply $A$'s selected columns and rows. For $A \succeq 0$ this is the classical Nyström method (with $X = Y$), which has an extremely low $O(r^3)$ complexity. With a random choice of such $X, Y$, this is guaranteed to succeed provided that the matrix is incoherent, as studied in detail by Chiu and Demanet [6]. They also mention the use of subsampled Fourier matrices to reduce the coherence to obtain an algorithm that works for any matrix; however, their algorithm does not allow for oversampling $\ell > 0$, which is crucial for stability as we shall see. When $X, Y$ are (carefully chosen) subsets of columns of the identity, the resulting approximant is a so-called CUR factorization $A \approx CUR$ [26, 35] in which $C, R$ are subsets of the columns and rows of $A$. The paper [26] proves existence of a CUR factorization with approximation quality optimal up to a factor $O(\sqrt{r}(\sqrt{m} + \sqrt{n}))$; this takes $U = C^tAR^t$. When the core matrix is taken to be $(Y^TAX)^+$, a recent result [59] proves optimality can be achieved up to a polynomial factor in $r$, and [11] derives a practical algorithm for finding it. However, the algorithm starts with the SVD of $A$, so it is clearly not competitive with generalized Nyström in efficiency.

Other methods based on linear sketching that are not in the form $AX(Y^TAX)^+Y^TA$ include Boutsidis et al. [3], Cohen et al. [10] and Tropp et al. [52]. These methods all involve orthogonalization, so require at least $O(N_r + mr^2)$ operations. For positive definite matrices, a sublinear-time algorithm for low-rank approximation has been developed recently [38].

2.5 Analyzing a numerical algorithm

To prove that a numerical algorithm is “good”, two facts need to be established:

(i) The algorithm outputs a good approximate solution in exact arithmetic: in our case $\|A - \hat{A}_r\|$ decays as $r$ increases if $A$ has rapidly decaying singular values.

(ii) Roundoff errors do not impair the quality of the output, that is, $\|\hat{A}_r - fl(\hat{A}_r)\|$ is small (here $fl(\cdot)$ denotes a quantity computed in a standard IEEE floating-point arithmetic), so that the computed output is still a good approximation.
Most studies on randomized SVD so far have naturally focused on (i), giving estimates for the quality of the low-rank approximants obtained by randomized SVD algorithms. It appears that little has been done to study the effect of roundoff errors for randomized algorithms. Regularization methods have been introduced [22, 34, 50, 51], based on the principle that in order to obtain a numerically stable method, one must avoid inverting ill-conditioned matrices. For example, the method in [50] works with a shifted matrix $A + \sigma I$ to improve conditioning for $A \succeq 0$; but this technique is conveniently possible only for $A \succeq 0$. We shall show that such regularization is often overkill.

In the following we deal with both (i) approximation accuracy (in Section 3), and (ii) numerical stability of GN (in Section 4).

## 3 Approximation accuracy

Here we analyze the approximation accuracy (or error) $\|A - \hat{A}_r\|$, ignoring the effect of roundoff errors. While we focus on the HMT and generalized Nyström methods, our analysis can be applied to any method based on projection, which includes all algorithms in Table 1 but [15]. While results on HMT and (plain) GN can be found in the literature, we believe the analysis here is simpler than most, and treats many methods in a unified fashion. In addition, based on the analysis we reexamine the oversampling parameter $\ell$ in Section 5 and argue that $r = 0.5$ is a safe choice in all cases. This choice is simpler than the recommendations given in [51].

### 3.1 Key facts

The following facts will be used repeatedly in the forthcoming analysis.

- “Rectangular random matrices are well-conditioned”. This informal statement has been made very precise in the literature:

  - For random matrices with i.i.d entries (including Gaussian matrices) of zero mean and unit variance, the classical Marchenko-Pastur (M-P) rule [41, 58] shows that an $m \times n$ ($m \geq n$) matrix $G_{m,n}$ has singular values supported in the interval $[\sqrt{m} - \sqrt{n}, \sqrt{m} + \sqrt{n}]$ (the M-P rule identifies the precise limiting distribution). Extensions have been derived by Davidson and Szarek [12], who show for Gaussian matrices that the probability that a singular value lies $\delta$-outside of this interval decays squared-exponentially with $n$ and $\delta$. More precisely, they show that [12 Thm. II.13] (see also [37, Remark 8.5])

$$
\max(\mathbb{P}[\sigma_n(G_{m,n}) \leq \sqrt{m} - \sqrt{n} - t], \mathbb{P}[\sigma_1(G_{m,n}) \geq \sqrt{m} + \sqrt{n} + t]) < \exp\left(-\frac{n}{2m} t^2\right). \tag{5}
$$

More precisely, the extremal singular values are known to follow the Tracy-Widom distribution [18]. We also mention Rudelson and Vershynin [43], who argue that the smallest singular value behaves approximately like $\sqrt{m} - \sqrt{n} - 1$. This means
that the condition number is essentially bounded by \( \sqrt{m} + \sqrt{n} \), which is modest if \( m \neq n \), and tends to 1 as \( m/n \to 1 \). A corollary is that the pseudoinverse typically has norm \( \|X^+\| \approx 1/(\sqrt{m} - \sqrt{n} - 1) \), with high concentration if \( m \neq n \).

- The result has been qualitatively extended to other structured matrices including the SRHT \([17, 2, 44]\), SRFT \([42, 49]\), subsampled DCT matrices \([4]\), and the CountSketch \([8]\) matrices. These results are often derived based on the celebrated Johnson-Lindenstrauss lemma. The bounds are however usually not as sharp as \([5]\).

- **Properties of projection.**

  (i) Projections annihilate a certain subspace: in particular for \( P_{AX,Y} = AX(Y^TAX)^+Y^T \) with \( Y^TAX \) having full column rank,

  \[
  (I - P_{AX,Y})AX = 0. \tag{6}
  \]

  (ii) Norm identity

  \[
  \|I - P\|_2 = \|P\|_2, \tag{7}
  \]

  which holds for any projection \( P \) s.t. \( P^2 = P \). See Szyld \([47]\) for a delightful account of this important identity.

Let us note in passing that the fact that rectangular random matrices are well-conditioned is at the heart of a number of recent developments in computational mathematics; the randomized least-squares solver Blendenpik \([1]\), the RIP in compressed sensing \([19]\), and stable approximation of functions via discrete least-squares \([9]\) are among the representative examples.

Below we sometimes restrict the analysis to Gaussian sketch matrices \( X, Y \), when they allow for precise bounds; we will make it clear when this assumption is made. A convenient fact about Gaussians is orthogonal invariance: if \( G \) is Gaussian, then so are \( GQ_1 \) and \( Q_2G \) for any orthogonal \( Q_1, Q_2 \). In most cases, the same qualitative results hold for other classes of \( X, Y \) with different constants; see e.g. \([30, \text{Thm. 11.2}] \) and \([37, \text{Remark 8.2}] \). Moreover, while for brevity we focus on bounding the expected value of the error, probabilistic error bounds that are satisfied with high probability also hold for GN, analogous to those known for HMT \([30, \text{§10.3}] \).

### 3.2 Key steps for analyzing \( \hat{A}_r - A \)

Recall from Section \([2.4.1]\) that we can write \( \hat{A}_r = AX(Y^TAX)^+Y^TA \) in both HMT and (plain) generalized Nyström. It follows that the error can be expressed in three equivalent forms as

\[
E := A - X(Y^TAX)^+Y^TA = (I - P_{AX,Y})A = A(I - P_{X,A^TY}) = (I - P_{AX,Y})A(I - P_{X,A^TY}).
\]

In view of the second key fact \([6]\) above, it follows that

\[
E = (I - P_{AX,Y})A = (I - P_{AX,Y})A(I - XM_X^T) \tag{8}
\]
Now suppose $X$ is enough to qualitatively understand why the error is near-optimal:

$$\|E_{\text{HMT}}\| = \|(I - P_{AX})A(I - XM^T_X)\| \leq \|A(I - XM^T_X)\|.$$  

As discussed in Section 2.4.1, HMT (Algorithm 1.1), $Y$ is chosen as $Y = AX$ and thus $P_{AX,Y} = P_{AX}$ is an orthogonal projector, so $\|P_{AX}\|_2 = \|I - P_{AX}\|_2 = 1$.

Thus from the first expression in (8) we obtain

$$\|E_{\text{HMT}}\| = \|(I - P_{AX})A(I - XM^T_X)\| \leq \|A(I - XM^T_X)\|.$$  

Now let $V \in \mathbb{R}^{n \times r}$ be the leading $\hat{r}(\leq r)$ right singular vectors of $A$, and choose $M_X = (V^TX)^TV$ so that $XM^T_X = X(V^TX)^TV = P_{X,V}$ is an oblique projection onto a subspace of $X$ (the row space is that of $V^T$; unlike other projections in this paper, here $V^TX$ is assumed to have full row rank, not column rank). We thus have $V^T(I - P_{X,V}) = 0$, so $A(I - P_{X,V}) = A(I - VV^T)(I - P_{X,V})$.

Thus

$$\|E_{\text{HMT}}\| = \|A(I - VV^T)(I - P_{X,V})\| = \|\Sigma_2(I - P_{X,V})\|,$$

where $\Sigma_2 = \text{diag}(\sigma_{r+1}, \ldots, \sigma_n)$, so $\|\Sigma_2\| = \|A - A_r\|$. It turns out that this expression is enough to qualitatively understand why the error is near-optimal: $\|E_{\text{HMT}}\| = \|\Sigma_2(I - P_{X,V})\| \leq \|\Sigma_2\|\|(I - P_{X,V})\|_2 = \|\Sigma_2\|\|P_{X,V}\|_2$ by (7), and

$$\|P_{X,V}\|_2 = \|X(V^TX)^TV\|_2 = \|X(V^TX)^\dagger\|_2 \leq |||X|||(V^TX)^\dagger||_2.$$

Now suppose $X$ is Gaussian, hence so is $V^TX \in \mathbb{R}^{n \times r}$. Thus by the M-P rule, $|||X||| \approx \sqrt{m} + \sqrt{r}$, and $\|(V^TX)^\dagger\|_2 \approx 1/(\sqrt{r} - \sqrt{r})$. Thus $\|P_{X,V}\|_2 \lesssim \frac{\sqrt{m} + \sqrt{r}}{\sqrt{r} - \sqrt{r}}$. It thus follows that with high probability $\|E_{\text{HMT}}\| \lesssim \frac{\sqrt{m} + \sqrt{r}}{\sqrt{r} - \sqrt{r}}\|A - A_r\|$, indicating optimality of HMT up to the factor $\frac{\sqrt{m} + \sqrt{r}}{\sqrt{r} - \sqrt{r}}$ and oversampling $r - \hat{r}$.

One might argue that the presence of the large dimension $m$ in this bound is undesirable, and this is indeed an overestimate. To get a precise bound some more work is needed, and for this we focus on the Frobenius norm (see [30] Cor. 10.10 for the 2-norm).

**Theorem 3.1** Suppose $X, Y$ are Gaussian. Then for any $\hat{r} \leq r - 2$, the HMT error satisfies

$$\mathbb{E}\|E_{\text{HMT}}\|_F \leq \sqrt{\mathbb{E}\|E_{\text{HMT}}\|_F^2} = \sqrt{1 + \frac{r}{r - \hat{r} - 1}}\|A - A_r\|_F.$$

**Proof.** The first inequality is Cauchy-Schwarz. To examine $\mathbb{E}\|E_{\text{HMT}}\|_F^2$, we return to (9) and note that $A(I - VV^T)$ and $A(I - VV^T)P_{X,V}$ lie in complementary row spaces, as the first lies in $V^T_L$ and second in $V^T$. It follows that

$$\|E_{\text{HMT}}\|_F^2 = \|A(I - VV^T)(I - P_{X,V})\|_F^2 = \|A(I - VV^T)\|_F^2 + \|A(I - VV^T)P_{X,V}\|_F^2 = \|\Sigma_2\|_F^2 + \|\Sigma_2 P_{X,V}\|_F^2 = \|\Sigma_2\|_F^2 + \|\Sigma_2 (V^T_L)X(V^TX)^\dagger V^T\|_F^2.$$  

---

3The analysis here is inspired by an observation in [46, §4], which is attributed to Ipsen. Other (lengthier) derivations in the literature include the original [30], and those based on the Schur complement [15, 57].
Now if \(X\) is Gaussian then \(V^T X \in \mathbb{R}^{(n-\hat{r}) \times r}\) and \(V^T X \in \mathbb{R}^{\hat{r} \times r}\) are independent Gaussian. By [30, p. 274], it follows that the expected norm of the second term is \(\mathbb{E} \| \Sigma_2 (V^T X) (V^T X)^\dagger \|_F = \frac{r}{r - \hat{r} - 1} \| \Sigma_2 \|_F^2\), so

\[
\mathbb{E} \| E_{\text{HMT}} \|_F^2 = \left( 1 + \frac{r}{r - \hat{r} - 1} \right) \| \Sigma_2 \|_F^2. \tag{13}
\]

The above theorem recovers the bound in [30, Thm. 10.5] and shows that HMT is optimal to within a (small) oversampling \(r - \hat{r}\) and factor \(\sqrt{1 + \frac{r}{r - \hat{r} - 1}}\).

### 3.4 Plain generalized Nyström

We now turn to the GN error, \(\| E_{\text{GN}} \| := \| A - AX(Y^T AX)^\dagger Y^T A \|\). We again start with (8), and choose \(M_X\) such that \(XM^T_X = X(V^T X)^\dagger V^T = \mathcal{P}_{X,Y}\) to obtain \(\| E_{\text{GN}} \| = \| (I - \mathcal{P}_{AX,Y}) A (I - \mathcal{P}_{X,Y}) \|\). A difference from HMT is that \(\mathcal{P}_{AX,Y}\) is not an orthogonal projector. We can still bound \(\| E_{\text{GN}} \|\) as

\[
\| E_{\text{GN}} \| = \| (I - \mathcal{P}_{AX,Y}) A (I - \mathcal{P}_{X,Y}) \| = \| (I - \mathcal{P}_{AX,Y}) A (I - VV^T) (I - \mathcal{P}_{X,Y}) \| \leq \| (I - \mathcal{P}_{AX,Y}) \|_2 \| A (I - VV^T) (I - \mathcal{P}_{X,Y}) \| = \| \mathcal{P}_{AX,Y} \|_2 \| E_{\text{HMT}} \|, \tag{14}
\]

where \(E_{\text{HMT}}\) is the HMT error as in [9]. Hence generalized Nyström has error within \(\| \mathcal{P}_{AX,Y} \|_2\) of HMT. When \(X, Y\) are taken to be independent Gaussian matrices we have \(\| \mathcal{P}_{AX,Y} \|_2 \lesssim \frac{\sqrt{m} + \sqrt{r + r - \hat{r}}}{\sqrt{r + r - \hat{r}}};\) this can be shown by the same argument after (10), by noting that \(\mathcal{P}_{AX,Y} = \mathcal{P}_{Q,Y}\) where \(QR = AX\) is the QR factorization. The near-optimality of GN follows.

Again, with more work one can get a precise bound that does not involve \(\sqrt{m}, \sqrt{n}\). The following reproduces [51, Thm. 4.3].

**Theorem 3.2** Suppose \(X, Y\) are Gaussian. Then for any \(\hat{r} \leq r - 2\), the error with plain generalized Nyström [3] satisfies

\[
\mathbb{E} \| E_{\text{GN}} \|_F \leq \sqrt{\mathbb{E} \| E_{\text{GN}} \|_F^2} \leq \sqrt{1 + \frac{r + \ell}{\ell - 1}} \sqrt{1 + \frac{r}{r - \hat{r} - 1}} \| A - A_r \|_F = \sqrt{1 + \frac{r + \ell}{\ell - 1}} \sqrt{\mathbb{E} \| E_{\text{HMT}} \|_F^2}. \tag{15}
\]

**Proof.** Following [51, §A.3] we write \(\mathcal{P}_{AX,Y} A = Q(Y^T Q)^\dagger (Q^T + Z) A\), where \(Q = \text{orth}(AX)\), so that \(E_{\text{GN}} = (I - \mathcal{P}_{AX,Y}) A = (I - Q Q^T) A + Q Z A\). Noting that \((I - Q Q^T) A = Q \perp Q^T A\) is precisely the error from HMT, and \(Q Z A\) can be expressed as

\[
Q Z A = Q((Y^T Q)^\dagger Y^T - Q^T) A = Q((Y^T Q)^\dagger Y^T - Q^T) Q \perp Q^T A = Q(Y^T Q)^\dagger (Y^T Q \perp Q^T A)
\]

where the second equality holds because \((Y^T Q)^\dagger Y^T - Q^T) Q = 0\). Since \(\| Q^T A \| = \| E_{\text{HMT}} \|\), and if \(Y\) is Gaussian then \(Y^T Q\) and \(Y^T Q \perp\) are independent Gaussian matrices, so using [30, p. 274] again with Pythagoras, we obtain (15)\].

In words, the expected GN error is optimal to within the factor \(\sqrt{1 + \frac{r + \ell}{\ell - 1}} \left(1 + \frac{r + \ell}{r - \hat{r} - 1}\right)\), and at most \(\sqrt{1 + \frac{r + \ell}{r - \hat{r} - 1}}\) times worse than that of HMT.
3.5 Stabilized GN

We turn to stabilized GN and derive bounds on the error \( \|E_{\text{SGN}}\| := \|A - AX(Y^T \tilde{A}X)^\dagger Y^TA\| \). Roughly, the goal is to show \( \|E_{\text{SGN}}\| \) is on the same order as with plain GN. We will show this is true for any \( \tilde{A} = A + O(u\|A\|) \). Our analysis below is unfortunately rather lengthy. Nonetheless, the results will be needed for the stability analysis of SGN, and also to highlight the potential instability of plain GN.

In SGN, instead of \( P_{AX,Y}A \) as in GN, the approximant is \( AX(Y^T \tilde{A}X)^\dagger Y^TA = (AX(Y^T \tilde{A}X)^\dagger Y^T)A =: \tilde{P}_{AX,Y}A \).

Note that \( \tilde{P}_{AX,Y} \) is not necessarily a projector since \( \tilde{P}_{AX,Y}^2 \neq \tilde{P}_{AX,Y} \), and unlike \( P_{AX,Y} \), \( \tilde{P}_{AX,Y} \) does not project onto the range of \( AX \), because \( \tilde{P}_{AX,Y}AX \neq AX \). This is why the arguments for GN above do not carry over directly.

Here and below, we use \( O(1) \) to suppress terms like \( \sqrt{m}, \sqrt{n}, r \) (but of course not \( 1/\epsilon, 1/\sigma_r(A) \), etc). This might seem like an oversimplification, but this is standard practice in stability analysis (e.g. [39]) and the hidden constants below are attached to \( \epsilon \) (in the order of machine precision) rather than (the usually much larger) \( \|A - A_r\| \). The \( O(1) \) notation does not hide such terms and continues to keep them separate. We say that \( \|X\| = O(1) \) holds with exponentially high probability if \( \mathbb{P}[\|X\| \geq t] \leq \exp(-ct) \) for some \( c > 0 \).

3.5.1 Lemmas

We start with three lemmas.

**Lemma 3.1** Let \( G \) be \( m \times n \) Gaussian with \( m - 1 \geq n \geq 2 \). Then

\[
\mathbb{E}\|G^\dagger\|_2^2 \leq \frac{e^2m}{(m - n)^2 - 1}.
\]

**Proof.** The argument closely follows [30, Prop. A.4], which bounds the first moment of the pseudoinverse of \( m \times n \) Gaussians \( \mathbb{E}\|G^\dagger\| < \frac{e\sqrt{m}}{m-n} \). We use the inequality below, which follows from [5, 30, Prop. A.3]:

\[
\mathbb{P}[\|G^\dagger\|_2^2 > t] \leq \frac{1}{\sqrt{2\pi(m-n+1)}} \left( \frac{e\sqrt{m}}{m-n+1} \right)^{m-n+1} t^{-(m-n+1)/2}.
\]

Now write \( C := \frac{1}{\sqrt{2\pi(m-n+1)}} \left( \frac{e\sqrt{m}}{m-n+1} \right)^{m-n+1} \). For any \( E > 0 \) we have

\[
\mathbb{E}\|G^\dagger\|_2^2 = \int_0^\infty \mathbb{P}[\|G^\dagger\|_2^2 > t]dt \leq E + \int_E^\infty \mathbb{P}[\|G^\dagger\|_2^2 > t]dt
\]

\[
\leq E + C \int_E^\infty t^{-(m-n+1)/2}dt = E + \frac{1}{(m-n+1)/2 - 1}CE^{-(m-n+1)/2+1}.
\]
We minimize this expression with respect to $E$, which gives $1 = CE^{-(m-n+1)/2}$. With this choice, we obtain
\[
\mathbb{E}\|G^\dagger\|_2^2 \leq E(1 + \frac{1}{(m-n-1)/2}) = C^{m-n+1/2}(1 + \frac{1}{(m-n-1)/2})
\]
\[
= \left(\frac{1}{2\pi(m-n+1)}\right)^{1/(m-n-1)} \left(\frac{e\sqrt{m}}{m-n+1}\right)^2 (1 + \frac{2}{m-n-1})
\]
\[
\leq \frac{e^2m}{(m-n)^2 - 1}.
\]
\[\square\]

In view of the Marchenko-Pastur rule we expect $\|G^\dagger\|_2^2 = 1/(\sigma_{\text{min}}(G))^2 \approx 1/(\sqrt{m} - \sqrt{n})^2$, so (17) is a reasonable bound, though undoubtedly the constant can be improved.

**Lemma 3.2** Let $A, X, Y$ be such that $X, Y$ are Gaussian, $AX$ is full column rank and $Y^TAX$ is tall, and let $\tilde{A}$ be any matrix such that $\tilde{A} = A + \delta A$ where $\|\delta A\| = O(\|A\|)$. Suppose also that $r \geq 2$ and $\ell \geq 1$. Then with exponentially high probability
\[
\|AX(Y^TAX)^\dagger\| = O(1), \quad \|AX(Y^T\tilde{A}X)^\dagger\| = O(1).
\]

Suppose further that $\epsilon$ is chosen s.t. $\|Y^T\delta AX\|_2 \leq \epsilon$. Then
\[
\|Y^TAX(Y^TAX + \epsilon)^\dagger\|_2 \leq 2,
\]
(which holds deterministically), and
\[
\mathbb{E}\|AX(Y^TAX)^\dagger\|_2^2 \leq \frac{e^2(r + \ell)}{\ell^2}, \quad \mathbb{E}\|AX(Y^T\tilde{A}X)^\dagger\|_2^2 \leq \frac{4e^2(r + \ell)}{\ell^2}.
\]

**Proof.** For the first statement, let $AX = U\Sigma V^T$ be the SVD.

\[
AX(Y^TAX)^\dagger = U\Sigma V^T(Y^TU\Sigma V^T)^\dagger = U\Sigma V^TV(Y^TU\Sigma)^\dagger = U\Sigma(Y_1\Sigma)^\dagger,
\]
where $Y_1 := Y^TU$. Hence it suffices to prove $\|\Sigma(Y_1\Sigma)^\dagger\| = O(1)$. For this we see that $\|Y_1\Sigma(Y_1\Sigma)^\dagger\| = 1$, and $\Sigma(Y_1\Sigma)^\dagger = \|Y_1^T(Y_1\Sigma(Y_1\Sigma)^\dagger)\| \leq \|Y_1^T\| = O(1)$, which follows from the fact that $Y_1$ is tall-Gaussian, hence well-conditioned (by M-P $\|Y_1^T\| \approx \frac{1}{\sqrt{r - \ell - \sqrt{\epsilon}}}$). Furthermore, from $\|AX(Y^TAX)^\dagger\| = \|Y_1^\dagger\|$ and Lemma 3.1 we obtain the first statement in (21):
\[
\mathbb{E}\|AX(Y^TAX)^\dagger\|_2^2 = \mathbb{E}\|Y_1^\dagger\|_2^2 \leq \frac{e^2(r + \ell)}{\ell^2}.
\]

For the second claim in (19), first note that the above proof is inapplicable because for any fixed $X, Y$, there exists a small perturbation $\tilde{A}$ of $A$ such that $Y_1$ is ill-conditioned. Instead, we write $AX(Y^T\tilde{A}X)^\dagger = AX(Y^TAX + \epsilon)^\dagger$ where $\|\epsilon\|_2 \leq \epsilon$ by assumption, and note that $\|(Y^TAX + \epsilon)(Y^TAX + \epsilon)^\dagger\|_2 \leq 1$. Thus by the triangle inequality
\[
\|Y^TAX(Y^TAX + \epsilon)^\dagger\| = \|(Y^TAX + \epsilon - \epsilon)(Y^TAX + \epsilon)^\dagger\| \leq O(1) + \|\epsilon(Y^TAX + \epsilon)^\dagger\| = O(1),
\]
16
because \(\|(Y^TAX + \varepsilon)^\dagger\|_2 \leq 1/\varepsilon\). If further \(\|Y^T\delta AX\|_2 \leq \varepsilon\), then in the spectral norm in the final inequality both terms are bounded deterministically by 2, giving (20).

Again using the SVD \(AX = U\Sigma V^T\),

\[
Y^TAX(Y^TAX + \varepsilon)^\dagger = (Y^T U)\Sigma V^T(Y^TAX + \varepsilon)^\dagger,
\]

so

\[
\|AX(Y^TAX + \varepsilon)^\dagger\| = \|\Sigma V^T(Y^TAX + \varepsilon)^\dagger\| = \|(Y^T U)^\dagger(Y^TAX(Y^TAX + \varepsilon)^\dagger)\| \leq \|Y^\dagger\|\|(Y^TAX(Y^TAX + \varepsilon)^\dagger)\| = O(1),
\]

(23)
because again \(Y_1\) is a tall Gaussian matrix hence well-conditioned with high probability. Finally, we bound the expected value in the spectral norm, using (20), as

\[
\mathbb{E}\|AX(Y^TAX + \varepsilon)^\dagger\|_2^2 \leq \mathbb{E}\left(\|Y^\dagger\|_2^2\|(Y^TAX(Y^TAX + \varepsilon)^\dagger)\|_2^2\right) \leq \mathbb{E}(4\|Y^\dagger\|_2^2) \leq \frac{4\varepsilon^2(r + \ell)}{\ell^2},
\]

completing the proof.

Let us note that it is not always true that \(\|AX(Y^T\tilde{A}X)^\dagger\| = O(1)\), because assuming \(Y^TAX\) has \(O(u)\) singular values (which is typically the case), there exist perturbations \(\delta A\) such that \(Y^T(A + \delta A)X\) has singular values \(\ll \varepsilon\). This fact will be important in Section 4. We also note that we have not proved \(\|(Y^TAX)^\dagger Y^TAX\| = O(1)\), which appears to be nontrivial.

Below and in Section 4 we use \(\epsilon_*\) to denote either a matrix or a scalar such that \(\|\epsilon_*\| = \tilde{O}(u)\). The precise value of \(\epsilon_*\) may change from appearance to appearance; this follows the practice in e.g. [39]. This notation simplifies the analysis without losing the essence.

We now turn to a key result that allow us to reduce the analysis of SGN to one for plain GN.

**Lemma 3.3** With \(\tilde{P}_{AX,Y} = AX(Y^T\tilde{A}X)^\dagger Y^T\) as in (16),

\[
\tilde{P}_{AX,Y}AX = AX + \epsilon_*.\tag{24}
\]

**PROOF.** First note that because \(\varepsilon = O(u)\), there exists \(\tilde{A}_\varepsilon := \tilde{A} + \epsilon_*\), which can also be written as \(A + \Delta A\) with \(\|\Delta A\| = O(u)\), such that

\[
(Y^T\tilde{A}X)^\dagger = (Y^T \tilde{A}_\varepsilon X)^\dagger,
\]

that is, the \(\epsilon\)-pseudoinverse is the exact pseudoinverse of the perturbed matrix \(\tilde{A}_\varepsilon\). Hence we have \(\tilde{P}_{AX,Y}AX = AX(Y^T\tilde{A}X)^\dagger Y^TAX = AX(Y^T\tilde{A}_\varepsilon X)^\dagger(Y^TAX)\). Now

\[
\tilde{P}_{AX,Y}AX = AX(Y^T\tilde{A}_\varepsilon X)^\dagger(Y^TAX) = (\tilde{A}_\varepsilon + \epsilon_*)X(Y^T\tilde{A}_\varepsilon X)^\dagger(Y^T(\tilde{A}_\varepsilon + \epsilon_*)X)
\]

\[
= \tilde{A}_\varepsilon X(Y^T\tilde{A}_\varepsilon X)^\dagger(Y^T\tilde{A}_\varepsilon X) + \epsilon_* = \mathcal{P}_{\tilde{A}_\varepsilon X} \tilde{A}_\varepsilon X + \epsilon_*,
\]
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where for the penultimate equality we used the fact \( \|X(Y^T\tilde{A}_rX)\|_{Y^T\tilde{A}_rX} \leq \|X\|(Y^T\tilde{A}_rX)\|_{Y^T\tilde{A}_rX} = X, \) and \( \|A\|_2 = O(1) \) from Lemma 3.2. Letting \( Y^T\tilde{A}_rX = \tilde{U}\hat{S}\hat{V}^T = [\tilde{U}_1, \tilde{U}_2] [\hat{S}_1 \hat{S}_2] [\hat{V}_1 \hat{V}_2]^T \) be the SVD where \( \|\hat{S}_2\| \leq \epsilon \), we have

\[
P_{A_rX}\tilde{A}_rX = \tilde{A}_rX[V_1, V_2] \begin{bmatrix} I & 0 \\ \end{bmatrix} [V_1, V_2]^T = \tilde{A}_rX[V_1, V_2] = \tilde{A}_rX - \tilde{A}_rXV_2V_2^T.
\]

Since \( \tilde{A}_rX = AX + \epsilon \), it suffices to show that \( \tilde{A}_rXV_2 = \epsilon \), or equivalently that \( AXV_2 = \epsilon \).

Let \( AX = \tilde{U}\hat{S}\hat{V}^T \) be the SVD. Then \( Y^TAX = \Omega\hat{S}\hat{V}^T \) where \( \Omega \) is tall Gaussian, hence well-conditioned. \( Y^TAXV_2 = \Omega\hat{S}\hat{V}^TV_2 \), and so \( (\epsilon ) = \|Y^TAXV_2\| = \|\Omega\hat{S}\hat{V}^TV_2\| \leq \|\Omega\|\|\hat{S}\hat{V}^TV_2\| = O(\|\hat{S}\hat{V}^TV_2\|) \). It follows that \( \|\hat{S}\hat{V}^TV_2\| = \epsilon \), and hence \( \|AXV_2\| = \|\hat{S}\hat{V}^TV_2\| = \epsilon \), as required.

We note that in the above lemma and (19), the Gaussianity of \( X, Y \) is not essential; any class of random matrix such that the entries are \( O(1) \) and a rectangular realization is well-conditioned would suffice, including the SRFT and SRHT matrices.

### 3.5.2 Accuracy of stabilized generalized Nyström

Now we turn to the main subject of assessing the accuracy of stabilized generalized Nyström. As before, our goal is to bound \( \|E_{SGN}\| := \|A - A_r\| = \|A - \hat{P}_{AX, Y}A\| = \|(I - \hat{P}_{AX, Y})A\| \).

From (24) we have \( (I - \hat{P}_{AX, Y})AX = \epsilon \), and so \( (I - \hat{P}_{AX, Y})AX = (I - \hat{P}_{AX, Y})A(I - XM) + \epsilon \) for any \( M_X \) such that \( \|M_X\| = O(1) \). We take \( M_X = (V^TX)^\dagger V^T \) as before so that \( XM = \hat{P}_{X, V} \), which satisfies \( \|M_X\| = O(1) \). This yields

\[
\|E_{SGN}\| = \|(I - \hat{P}_{AX, Y})A\| = \|(I - \hat{P}_{AX, Y})A(I - \hat{P}_{X, V})\| + \epsilon ,
\]

where the first term can be bounded as in (14) and (15):

\[
\|(I - \hat{P}_{AX, Y})A(I - \hat{P}_{X, V})\| = \|(I - \hat{P}_{AX, Y})A(I - VV^T)(I - \hat{P}_{X, V})\| \\
\leq \|I - \hat{P}_{AX, Y}\|_2 \|E_{HMT}\|.
\]

We have used the inequality \( \|AB\| \leq \|A\|_2 \|B\| \), which holds for any unitarily invariant norm [22, Cor. 3.5.10]. Note that we cannot take \( \|I - \hat{P}_{AX, Y}\|_2 = \|\hat{P}_{AX, Y}\|, \) as \( \hat{P}_{AX, Y} \) is not exactly a projection (it is an approximate projection \( \hat{P}_{AX, Y}^2 = \hat{P}_{AX, Y} + \epsilon \)). We can still bound \( \|I - \hat{P}_{AX, Y}\|_2 \leq 1 + \|\hat{P}_{AX, Y}\|_2 \), and

\[
\|\hat{P}_{AX, Y}\| = \|AX(Y^T\tilde{A}_rX)^\dagger Y^T\| \leq \|AX(Y^T\tilde{A}_rX)^\dagger\|\|Y^T\| = O(1),
\]

where we used \( \|AX(Y^T\tilde{A}_rX)^\dagger\| = O(1) \) from Lemma 3.2. Together with (25) we conclude that \( E_{SGN} = O(1)E_{HMT} \). Note, however, that this \( O(1) \) notation suppresses terms like \( \sqrt{m} \). Once again, a more precise bound can be obtained, as follows.
Theorem 3.3 Let the assumptions in Lemma 3.2 be satisfied, including \( \| Y^T \delta A X \|_2 \leq \epsilon \), where \( \delta A = \bar{A} - A \). For any \( \hat{r} \leq r - 2 \), the error with stabilized generalized Nyström (3) for any \( \bar{A} \) satisfies

\[
\mathbb{E} \| E_{\text{SGN}} \|_F \leq \frac{2\sqrt{\epsilon}(r + \ell)}{\ell} \sqrt{1 + \frac{r}{r - \hat{r} - 1}} \| A - A_{\hat{r}} \|_F + \epsilon_*,
\]

(26)

PROOF. Denote by \( U_\perp, V_\perp \) the trailing singular vectors of \( A \), from the \((\hat{r} + 1)\)th. We have

\[
\| E_{\text{SGN}} \| = \| (I - \bar{P}_{AX,Y}) A (I - P_{X,V}) \| + \epsilon_* = \| (I - \bar{P}_{AX,Y}) U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \| + \epsilon_*
\]

\[
\leq \| U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \| + \| \bar{P}_{AX,Y} U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \| + \epsilon_*
\]

\[
= : \| E_{\text{HMT}} \| + \| E_1 \| + \epsilon_*
\]

(27)

where

\[
\| E_1 \| = \| \bar{P}_{AX,Y} U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \| = \| A X (Y^T \bar{A} X)_\perp \|^2 + \| Y^T U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \|
\]

(28)

Hence by Cauchy-Schwarz and Lemma 3.2 we obtain

\[
\mathbb{E} \| E_1 \|_F^2 \leq \mathbb{E} \| A X (Y^T \bar{A} X)_\perp \|^2 + \mathbb{E} \| Y^T U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \|^2
\]

\[
\leq 4\epsilon^2 (r + \ell) \mathbb{E} \| Y^T U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \|^2.
\]

(29)

For the second term, we take the expectations with respect to \( X \) and \( Y \) separately. Namely \( M_X := U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \) is independent of \( Y \), and for any fixed \( M_X \), by [30 Prop. 10.1] we have \( \mathbb{E} \| Y M_X \|_F^2 = \sqrt{r + \ell} \| M_X \|_F^2 \). Therefore, now making the random variables explicit and noting that \( \| M_X \|_F \) is equal to the HMT error,

\[
\mathbb{E} \| Y^T U_\perp U_\perp^T A V_\perp V_\perp^T (I - P_{X,V}) \|^2 = \mathbb{E}_{X,Y} \| Y^T M_X \|^2 = (r + \ell) \| X \|_F^2 \| M_X \|_F^2 \leq (r + \ell)(\mathbb{E} \| E_{\text{HMT}} \|_F^2)^2 \leq \| \Sigma \|_F^2 (r + \ell) (1 + \frac{r}{r - \hat{r} - 1}),
\]

(30)

where we used (12) for the final inequality. Substitute this into (27) together with (28) and (29) to obtain the required bound.

As the analysis shows, and as mentioned after (4), \( (Y^T \bar{A} X)_\perp \) can be the pseudoinverse of any matrix that is \( \epsilon \)-close to \( Y^T A X \) for the results to hold.

4 Numerical stability of generalized Nyström

We now examine the numerical stability of plain and stabilized GN, taking into account roundoff errors in floating-point arithmetic. We will first establish the stability of stabilized GN, then discuss the potential instability of plain GN.
In the remainder of this section, without loss of generality we assume $\|A\|_2 = 1$, so that any ill-conditioning or approximability by low-rank matrices comes from the presence of small singular values rather than large ones. This is not a fundamental assumption but helps simplify the arguments. We also (continue to) assume that $X, Y$ are rectangular Gaussian random matrices so that $\|X\|, \|Y\|, \|X^\dagger\|, \|Y^\dagger\|$ are all $O(1)$.

### 4.1 Stability of stabilized GN

Consider the stabilized GN $AX(Y^TA)^\dagger Y^TA$ in finite-precision arithmetic. Recall that this is what we attempt to compute rather than $AX(Y^T\tilde{A}X)^\dagger Y^T\tilde{A}$ in (4); the latter was analyzed above for theoretical use below. We assume that $AX(Y^TAX)^\dagger$ is computed first, then $Y^TAX$ is multiplied. Note that each row of $AX(Y^TAX)^\dagger$ involves solving an underdetermined system of linear equations with respect to $\epsilon$-pseudoinverses.

Below we will use [31, Thm 21.4] (or [16]), which states that a numerically full-rank underdetermined linear system $x = Ab$ solved by the QR-based (or SVD-based) method is backward stable, i.e., the computed solution $\hat{x}$ is the minimum-norm solution for a perturbed problem $\hat{x} = (A + \delta A)\hat{b}$, where $\|\delta A\|_2 = \epsilon_* A\|_2$.

We now state the main stability result of SGN. Let us denote the $i$th row of a matrix $Z$ by $[Z]_i$.

**Theorem 4.1** Suppose that $AX(Y^TAX)^\dagger Y^TA$ is computed as $AX(Y^TAX)^\dagger$ times $Y^TA$, and each row of $AX(Y^TAX)^\dagger$ is computed by a backward stable underdetermined linear solver. Then for some $\tilde{A}_i = A + \delta A_i$ with $\|\delta A_i\| \leq \epsilon_* A\|_2$, for every $i$

$$
\|[(fI(AX(Y^TAX)^\dagger Y^TA) - A]_i\|_2 = \|[(AX(Y^T\tilde{A}_iX)^\dagger Y^TAX) - A]_i\|_2 + \epsilon_* = \|[E_{\text{SGN}}]_i\|_2 + \epsilon_*.
$$

Suppose further that $X, Y$ are Gaussian and $\epsilon \geq \|Y^T(A - \tilde{A}_i)X\|_2$ for all $i$ (but still $\epsilon = O(u\|A\|_2)$). Then

$$
\mathbb{E}\|fI(AX(Y^TAX)^\dagger Y^TA) - A\|_F \leq \left(\frac{4e\sqrt{r}(r + \ell)}{\ell} + 1\right) \mathbb{E}\|E_{\text{HMT}}\|_F + \epsilon_*.
$$

**Proof.** Define $s_i^T = [AX(Y^TAX)^\dagger]_i$, and let its computed approximant be $\hat{s}_i^T = fI(AX(Y^TAX)^\dagger)$. Then for each $i$, $s_i$ is the minimum-norm solution to the underdetermined linear system with $\epsilon$-truncated singular values

$$
s_i = ((Y^TAX)^\dagger)[AX]^T_i = (X^TAY)^\dagger[YAX]^T_i =: M^\dagger_i[AX]^T_i.
$$

It satisfies $M\epsilon s_i = [AX]^T\epsilon - \bar{\epsilon}$, where $\bar{\epsilon}$ is the component in $(AX)^T$ that does not belong to the column space of $M\epsilon = (X^TAY)_\epsilon$, which is $O(u) = \epsilon_*$ from (24).

We would now invoke [31, Thm 21.4], but an issue is that the theorem requires the underdetermined system to be of numerically full row rank, so it is not immediately applicable here. Let $s_i = M^\dagger_i[AX]^T_i$ be computed via a backward stable method to yield $\hat{s}_i$. Then the
first step is to project the vector \([AX]_i^T\) onto \(\hat{U}\), the computed column space of \(M_\epsilon\), which is the exact column space of \(M + \epsilon_s\). Now defining \(\hat{b} = fl((\hat{U}^T[AX]_i^T) + \epsilon\), the task becomes to solve the smaller underdetermined system \((\hat{U}^T M)^T \hat{b}\), where \(\hat{U}^T M\) is numerically full-rank with singular values \(> \epsilon\). Thus by \cite{31} Thm 21.4, its computed solution \(\hat{s}_i\) satisfies \(\hat{s}_i = (\hat{U}^T M + \epsilon_s)^\dagger \hat{b} = (\hat{U}^T M + \epsilon_s)^\dagger \hat{b}\), from which we obtain

\[
\hat{s}_i = (\hat{U}^T M + \epsilon_s)^\dagger ([AX]_i^T + \epsilon_s) = (M + \epsilon_i)^\dagger ([AX]_i^T + \epsilon_s). \tag{33}
\]

The last equality holds because \((\hat{U}^T M + \epsilon_s)^\dagger \hat{U}^T = (\hat{U}^T M + \epsilon_s)^\dagger\) = \((M + \epsilon_i)^\dagger\), since \(\hat{U}^T M = M + \epsilon_s\) from the definition of \(\hat{U}\).

Therefore for each \(i\), we can write

\[
[fl(AX(Y^TAX))_i]] = \hat{s}_i^T = [AX + \epsilon_s]_i(Y^TAX + \epsilon_i)^\dagger
\]

and so

\[
[fl(AX(Y^TAX)_i^T Y^T A)]_i = [AX]_i(Y^TAX + \epsilon_i)^\dagger Y^T A + \epsilon_s [AX]_i(Y^TAX + \epsilon_i)^\dagger ||Y^T A|| = [AX]_i(Y^TAX + \epsilon_i)^\dagger ||Y^T A|| + \epsilon_s,
\]

where we used \cite{19} for the last equality, namely \(||[AX]_i(Y^TAX + \epsilon_i)^\dagger Y^T A|| \leq ||[AX]_i(Y^TAX + \epsilon_i)^\dagger|| ||Y^T A|| = O(1)\).

For the whole matrix, the computed version is such that the \(i\)th row is

\[
[fl(AX(Y^TAX)_i^TY^T A)]_i = [AX]_i(Y^TAX + \epsilon_i)^\dagger Y^T A + \epsilon_s = [AX]_i(Y^T\hat{A}_i X)_i^T Y^T A + \epsilon_s
\]

for every \(i\). In order to bound the associated error, we return to \cite{27} and note that the \(i\)th row of \(A - [AX]_i(Y^T\hat{A}_i X)_i^T Y^T A\) is that of \(E_{\text{HMT}}\) plus \(AX(Y^T\hat{A}_i X)_i^T Y^T U \perp U \perp^T A V \perp V \perp^T (I - P_{X,V}) = AX(Y^T\hat{A}_i X)_i^T E_2\). Denote by \(W\) the \(m \times n\) matrix whose \(i\)th row is \(AX(Y^T\hat{A}_i X)_i^T E_2\). Using the SVD \(AX = U \Sigma V^T\), we have \([W]_i = [U]_i \Sigma V^T (Y^T\hat{A}_i X)_i^T E_2\). Its norm can be bounded as \(||[W]_i|| \leq ||[U]_i|| ||\Sigma V^T (Y^T\hat{A}_i X)_i^T E_2||\). Using \cite{20, 23} and the assumption \(\epsilon > ||Y^T (A - \hat{A}_i) X||_2\), we obtain

\[
||\Sigma V^T (Y^T\hat{A}_i X)_i^T E_2||_2 \leq 2 ||Y^T||_2 ||E_2||_2,
\]

which holds for all \(i\). Thus the Frobenius norm of \(W\) is bounded by

\[
||W||_F \leq \sqrt{\sum_i (||[U]_i||_2^2 ||Y^T||_2^2 ||E_2||_2^2)^2} = 2 \sqrt{r} ||Y^T||_2 ||E_2||_2. \tag{35}
\]

We can now take the expectations with respect to \(Y\) and \(X\) separately as in \cite{30} to obtain

\[
\mathbb{E}_{X,Y} ||W||_F \leq 2 \sqrt{r} \sqrt{\mathbb{E}_Y ||Y^T||_2^2 \mathbb{E}_X ||E_2||_2^2} = 2 \sqrt{r} \sqrt{\frac{4e^2(r + \ell)\sqrt{\mathbb{E}_X ||E_2||_2^2}}{\ell^2}}
\]

\[
\leq 2 \sqrt{r} \sqrt{\frac{4e^2(r + \ell)}{\ell^2}} \mathbb{E}_X ||E_2||_F^2 = 2 \sqrt{r} \sqrt{\frac{4e^2(r + \ell)}{\ell^2}} \mathbb{E}_X ||E_{\text{HMT}}||_F
\]

\[
= \frac{4e \sqrt{r} (r + \ell)}{\ell} \mathbb{E} ||E_{\text{HMT}}||_F.
\]
One might wonder what would happen if the assumption $\epsilon \geq \|Y^T(A - \tilde{A}_i)X\|_2$ is violated; this is a condition that involves the unknowns $\tilde{A}_i$. Fortunately, one can see that if we instead have $\epsilon \geq C\|Y^T(A - \tilde{A}_i)X\|_2$ for some $C > 0$, the bounds will largely remain the same; the bound on (32) would be multiplied by $C^{-1}$. Consequently, one can always safely take $\epsilon$ to be a small multiple of $u$, say $\epsilon = 10u$.

The bound (32) is enough to show SGN is stable, as the effect of roundoff errors are bounded independently of $\kappa_2(Y^TAX)$ and $\epsilon^{-1}$, and $m, n$. However, (32) is larger than $E_{GN}$ by a factor roughly $\sqrt{E}$, and this is an artifact of the analysis, namely the use of the loose inequality $E[\|E_2\|^2_2] \leq E[\|E_2\|^2_2]$ in the final inequality of the proof. To see that $\sqrt{E}$ should be removable, we note in (35) that $\|Y_1^\dagger\|_2 \approx \frac{1}{\sqrt{r + l - \sqrt{r}}} \epsilon$ by M-P with large deviation occurring with exponentially low probability, so $E(\|Y_1^\dagger\|_2\|E_2\|_2) \lesssim \frac{1}{\sqrt{r + l - \sqrt{r}}} E\|E_2\|_2$, and using Prop. A.2 we have $E_X\|E_2\|_2 \leq \sqrt{r + l} E_{HMT}\|E_2\|_2 + \|E_{HMT}\|_F$, indicating

$$E\|fl(AX(Y^TAX)^\dagger Y^T A) - A\|_F \lesssim \frac{\sqrt{r + l + \sqrt{r}}}{\sqrt{r + l - \sqrt{r}}} E\|E_{HMT}\|_F + \frac{2\sqrt{r(r + l)}}{\sqrt{r + l - \sqrt{r}}} E\|E_{HMT}\|_2.$$ (36)

A key fact exploited in the proof of Theorem 4.1 in particular (34), is that for a linear system $Ax = b$, with a computed solution $\hat{x}$ satisfying $(A + \Delta A)\hat{x} = b$ we have $A\hat{x} = b + \epsilon_*$ provided that $\|\hat{x}\| = O(1)$, and the computed $x$ has much better accuracy than if the inverse $A^{-1}$ was computed explicitly. This phenomenon is mentioned in [31, Ch.14], and used in [37].

### 4.2 (In)stability of plain Nyström

It is natural to wonder, what could go wrong with the plain GN approximant (3) without the $\epsilon$-pseudoinverse? Two issues arise when one attempts to adapt the proof of Theorem 4.1:

(i) The matrix $Y^TAX$ may not be numerically full rank, so [31, Thm 21.4] cannot be invoked.

(ii) In the final step of the proof, the statement $\|[AX][Y^TAX + \epsilon_i]Y^T A\| = O(1)$ does not necessarily hold; recall the remark after Lemma 3.2. Namely, without the $\epsilon$-pseudoinverse it is possible that $\|AX(Y^TAX + \epsilon_i)\| \gg 1$, if $\|Y^TAX + \epsilon_i\|$ happens to be $\gg 1/\epsilon$. This does not occur with high probability but one cannot rule out its possibility, as this depends on the behavior of roundoff errors. A further complication is that $\epsilon_i$ is not independent of $X, Y$, so bounds on $E\|AX(Y^TAX + \epsilon_i)\|_2^2$ as in (21) are not easy to obtain.

For a concrete example, suppose that $s_i$ as in (33) was computed without the $\epsilon$-truncation so that the computed version is

$$\tilde{s}_i = fl((Y^TAX + \epsilon_i)^\dagger [AX]_i^T),$$
implemented via the thin QR factorization $Y^TAX + \epsilon_i = QR$ as

$$\tilde{s}_i = fl(R^{-1}(Q^T[AX]^T)).$$

As $Y^TAX$ is typically highly ill-conditioned, the bottom diagonal element of $R$ is $O(u)$; and there is nothing to stop it from being much smaller $\ll u$. If this happens, $\|\tilde{s}_i\| \gg 1$ and the argument in (34) breaks down, and one can see that this can give a poorly computed $fl(\hat{A}_r)$. Otherwise, if $\|\tilde{s}_i\| = O(1)$, the issue (ii) is not present.

Conversely, when neither (i) nor (ii) is present, the proof of Theorem 4.1 can be applied (and simplified) to show that plain GN is also stable. This suggests a natural and inexpensive way to implement a modified GN so that the outcome is a realization of an SGN, as we discuss in the next section.

5 Implementation

Here we discuss implementation details of (S)GN. The main topic is the pseudoinverse $(Y^TAX)^\dagger$, for which a careful implementation and modification make GN stable. We aim to find an efficient stabilization that avoids the $\epsilon$-truncation in the pseudoinverse unless necessary. We also discuss a recommended choice of the oversampling parameter $\ell$.

5.1 Implementing the pseudoinverse

The pseudoinverse $(Y^TAX)^\dagger$ is implemented via either (i) the QR factorization $Y^TAX = QR$, or (ii) the SVD. We mainly focus on the QR case as it is cheaper.

The expression $At = ((A*X)/(Y'*A*X)) *(Y'*A)$ does not always return stable results.

An implementation of GN that works almost always is to perform a QR factorization $Y^TAX = QR$ and take $((AX)R^{-1})(Q^T(Y^TA))$, where $(AX)R^{-1}$ is obtained via triangular solve: in MATLAB,

$$AX = A*X; \quad YA = Y'*A; \quad [Q,R] = qr(Y'*AX,0); \quad At = (AX/R) * (Q' * YA)$$

(37)

Note that the order in which the factors are multiplied is crucial for stability; for example, $(AX)(R^{-1}Q^T)(Y^TA)$ gives catastrophic results. Generally it is important that GN does not compute the core matrix $(Y^TAX)^\dagger$ explicitly, unlike other methods such as [51].

5.1.1 SGN implementation

To implement the stabilized GN so that the analysis in Section 4.1 is valid, one approach is to compute the SVD of $Y^TAX$, truncate the singular values smaller than $\epsilon$, then apply the pseudoinverse. This reliable procedure costs $O(r^3)$ operations.

---

4 This is because MATLAB’s (back)slash commands /, \ should be used with caution for underdetermined problems as they are not designed to find the minimum-norm solution via the QR factorization [25, §5.6]. It is also important to note that the mathematically equivalent command $At = ((A*X)*pinv(Y'*A*X)) *(Y'*A)$ is unstable and should not be used.
A cheaper alternative is to compute the QR factorization $Y^TAX = QR$ as in (37), and look for diagonal element of $R$ less than $\epsilon$. Since $X,Y$ are random, this is a rank-revealing QR [4, 29] with high probability [14], and so by truncating the bottom-right corner of $R$, we obtain $Y^TAX = Q_1R_1 + \epsilon$ where $R_1$ is rectangular (fat) and upper triangular, and numerically full rank. One can further perform the QR of $R_1^T = Q_2R_2$ to form $Q_2R_2^{-1}Q_1^T$, which can be written as $(Y^TAX)\dagger$. We use this in our experiments.

Another inexpensive hack is to perturb the computed $Y^TAX$ so that all singular values are larger than $u$; this way there is no need to truncate the singular values in the $\epsilon$-pseudoinverse. There are a few possible ways to achieve this: (a) compute the SVD and increase the small singular values, (b) compute a rank-revealing QR factorization, and perturb the diagonal elements of $R$ so they have $\geq u$ entries, and (c) simply perturb the diagonals of the (already computed) $R$. (a) and (b) are guaranteed to result in $\|R^{-1}\| = O(u^{-1})$. (c) is also expected to succeed with high probability. Each of these stabilization processes require only $O(r^3)$ operations, and works well in practice.

5.1.2 Detecting potential instability in plain GN

The implementation (37) of plain GN is actually seen in experiments to be almost always stable. Indeed all experiments shown in this paper look almost identical between plain GN and stabilized GN, both in speed and error. It is therefore desirable to switch to SGN only when necessary.

Recall the two issues discussed in Section 4.2. Neither can happen unless $\|f\ell(R)^{-1}\| \gg u^{-1}$. This can be tested by a standard norm estimator for the computed $R$ based on the power method; each step costs only $O(r^2)$ operations. If one happens to have $\|f\ell(R)^{-1}\| \gg u^{-1}$, one switches to one of the implementations of SGN for an additional $O(r^3)$ cost, as described above.

The above discussions also reveal that while plain GN can be unstable, instability is quite unlikely to actually manifest itself in practice; the situation is somewhat similar to LU with partial pivoting, which is unstable in the worst case but terrifically stable in practice [48, §22], and is preferred to the QR-based linear solver, which is provenly backward stable but twice slower. Similarly, we suspect that in most cases, plain GN would be the preferred method for its simplicity and empirical stability, and our results explain why it should be stable most of the time. Perhaps this is the most practical message of this work: plain GN can be used without stability concerns most of the time, and if one wants to be sure, an inexpensive check and fix is available.

5.2 Convergence of GN and oversampling parameter $\ell$

What is a sensible choice of $\ell$? Our focus is to ensure the convergence of $\|A - A_r\|$ as $r$ grows, assuming that the singular values of $A$ decay, potentially quite slowly. A related discussion is given in [51], but the choice there requires the knowledge of the decay of $\sigma_i(A)$.

The analysis of generalized Nyström indicates its optimality up to the factor $\sqrt{1 + \frac{r}{r+\ell}}\sqrt{1 + \frac{r+\ell}{\ell-1}}$, 24
or $\sqrt{1 + \frac{2\sqrt{r+\ell}}{r-r-1}}$ for SGN (which is likely a slight overestimate; one could also treat the estimate (36) accounting for roundoff errors). Let us examine both terms in these products.

The first term $\sqrt{1 + \frac{r}{r-r-1}}$ comes from the rangefinder and is independent of $\ell$. A practical consequence is that the approximation error of HMT (for which the second term is not present, recall (11)) always traces that of the optimal truncated SVD. It is worth noting that while many references suggest a constant oversampling suffices, e.g. $r = \hat{r} + 5$ (which is fine if $r = O(1)$), for $\sqrt{1 + \frac{r}{r-r-1}}$ to be constant we need $r - \hat{r}$ to scale linearly with $r$. This is illustrated in Figure 2 (right), where the horizontal gap between SVD and HMT is roughly constant in log-scale.

The second term $\sqrt{1 + \frac{r+\ell}{\ell-1}}$ or $\frac{2\sqrt{r+\ell}}{\ell}$ highlights the importance of the choice of $\ell$. For example, suppose we fix $\ell$ to be constant, say 10, as we grow $r$. Then these terms grow with $r$. In fact, if the decay of $\sigma_i(A)$ is not very fast, $\|E_{GN}\|$ could even grow as we increase $r$, which is clearly undesirable. This is illustrated in Figure 2 where fixing $\ell$ is evidently not enough when $\sigma_i(A) = 1/i$. The issue improves when $\sigma_i(A)$ decay faster (e.g. exponential decay or $\sigma_i(A) = 1/i^s$ with $s \geq 2$), but the fact remains that GN with fixed $\ell$ gets farther from optimal as $r$ increases, whereas choosing $\ell = cr$ avoids this issue.

![Figure 2: Generalized Nyström with different choices of oversampling parameter $\ell$: fixed $\ell = 10$, recommended $\ell = r/2$, and large $\ell = 5r$. Tested for matrices of varying spectrum: slow algebraic decay $\sigma_i(A) = 1/i$ (left), algebraic decay $\sigma_i(A) = 1/i^2$ (middle), and fast exponential decay $\sigma_i(A) = \exp(-ci)$ (right).](image)

Based on this discussion, to ensure the approximation error of GN traces that of truncated SVD, a reliable choice is to let $\ell$ grow proportionally to $r$. Then these terms are bounded by a constant independent of $r$. Figure 2 shows how taking $\ell = cr$ results in GN converging proportionally to $\sigma_i(A)$; larger $c$ gets GN closer to HMT, but this obviously comes with more computation and storage. In all other experiments we use our recommended choice $\ell = r/2$.

6 Resampling and updating the matrix

The simplicity of GN makes it amenable and flexible in a variety of situations. One example is resampling: if one finds the approximant $\hat{A}_r$ to be insufficient in accuracy, a standard
remedy is to increase the rank to \( r + \delta r \); the associated cost is \( O(N \delta r) \). Alternative methods would require orthogonalization, so GN is much more economical.

For another example, suppose that data has been appended, so that one has the matrix

\[
\begin{bmatrix}
A \\
B
\end{bmatrix}
\]

with \( B \in \mathbb{R}^{m \times n} \), where we have a low-rank approximation to \( A \approx AX(Y^TAX)_\epsilon^T Y^T A \).

Finding a low-rank approximation to \( \begin{bmatrix} A \\ B \end{bmatrix} \) is a simple matter of computing \( BX \) and \( \tilde{Y}^T B \) where \( \tilde{Y} \) is a new sketch matrix, and then

\[
\begin{bmatrix} A \\ B \end{bmatrix} \approx \begin{bmatrix} AX \\ BX \end{bmatrix} \begin{bmatrix} [Y^T, \tilde{Y}^T] \left[ \begin{bmatrix} A \\ B \end{bmatrix} X \right] \dagger [Y^T A + \tilde{Y}^T B] = \begin{bmatrix} AX \\ BX \end{bmatrix} \left( Y^TAX + \tilde{Y}^T BX \right)^\dagger [Y^T A + \tilde{Y}^T B].
\]

The computational cost in updating the approximation is \( O(\hat{m}n \log n + r^3) \), assuming \( B \) is dense. Clearly, appending columns \( [A, B] \) can be handled analogously.

This is a notable advantage of GN—other algorithms cannot deal with such updates nearly as efficiently, because the orthogonalization step will have to be recomputed, involving \( O((m + n)r^2) \) operations.

Another example of update that we can handle (which other sketching/streaming algorithms can also do), is when the matrix undergoes perturbation \( A \leftarrow A + E \), or the streaming model. In this case we can update the sketches \( AX, Y^T A \) accordingly via \( AX \leftarrow AX + EX, Y^T A \leftarrow Y^T A + Y^T E \). Often \( E \) has structure (e.g. sparsity) that allows us to compute \( EX, Y^T E \) efficiently.

7 Experiments

We report numerical experiments to illustrate the performance of GN in comparison with other algorithms. We set \( \epsilon = 10^{-15} \) in SGN, and in all methods we take \( X, Y \) to be subsampled DCT matrices.

7.1 Dense matrices

We first address large dense matrices. We take \( A = U \Sigma V^T \in \mathbb{R}^{50000 \times 50000} \) with geometrically decaying singular values, where \( U, V \) are obtained via the QR factorization of square Gaussian matrices. For \( r = 1000, 2000, \ldots, 10^4 \), we compute rank-\( r \) approximations \( A_k \approx A \) via HMT [30], Tropp [51] and GN, and compare the runtime and the approximation quality \( \|A - A_k\|_F \). This is the same setup as in Figure 1, but for a nonsymmetric matrix.

We observe that GN is significantly faster than HMT and Tropp, the speedup increasing with \( r \), as expected.

This experiment also illustrates the numerical stability established in Section 4. Recall that Tropp and GN are mathematically equivalent when roundoff errors are ignored. The fact that the accuracy of the two methods are nearly identical in Figure 3 verifies that roundoff errors do not negatively affect GN.
The equivalence between GN and Tropp up to numerical errors, together with the stability analysis that shows numerical errors have negligible effects on GN, implies that the observations made in the extensive experiments reported in [51] in terms of the excellent accuracy (but not the speed) of Tropp apply also to GN.

## 7.2 When should a randomized algorithm be used?

A natural question is: when should we choose randomized algorithms over classical, deterministic algorithms? It is clear from the complexity that when \( r \ll m, n \), randomized algorithms would outperform classical methods that need \( O(mn^2) \) cost. However, when \( r \approx O(m, n) \), it is unclear if randomized algorithms are still competitive.

To gain insight, here we compare randomized algorithms with MATLAB’s SVD, which performs bidiagonalization followed by divide-and-conquer. We form a random \( 30000 \times 30000 \) matrix with geometrically decaying singular values (but with slow decay; \( \sigma_1 = 1, \sigma_{20000} = 10^{-15} \)). We vary the required rank \( r \) from 1000 to 20000 = \( 2^{3}n \). The runtime and approximation accuracy are shown in Figure 4.

We see that randomized algorithms outperform classical algorithms in efficiency by a large margin, even when the rank is quite close to \( m, n \). In particular, a 10-fold speedup is observed with GN even when \( r = \frac{2}{3}n \); note that at this point, there is no saving in memory over storing the entire matrix \( A \), as \( Y^TA \) is square with the recommended oversampling factor 1.5. For this reason \( r = \frac{2}{3}n \) is a practical ‘limit’ with GN.

In terms of accuracy, classical SVD of course finds the exact truncated SVD (up to an \( O(u) \) backward error). Randomized algorithms are optimal to within small factors; the difference is usually offset by taking a slightly larger \( r \) (as in Figure 4), but more oversampling would be required when the singular values decay slowly, as illustrated in Figure 2.

The main message here is that randomized algorithms appear to be preferable whenever the matrix admits an storage-efficient low-rank approximation.
Figure 4: Performance compared with a full SVD. The matrix is $30000 \times 30000$ dense, with geometrically decaying singular values.

7.3 Sparse matrices

For sparse matrices the cost $N_r$ in Table 1 reduces to $N_r \approx \text{nnz}(A)r$, and the relative importance of the orthogonalization cost $O(mr^2)$ can increase. We take the matrix ”transient” from [13], which is of size $m = n = 178,866$ and 961,368 nonzero entries. We again see significant speedup with GN.

As mentioned in Section 2.3 for sparse matrices, whether the low-rank approximation here is effective relative to storing the nonzero elements is debatable. Indeed it is sensible to force the approximants to also have sparse factors, as e.g. in the CUR factorization or [27, 60]; our GN does not have this property. One could take $X,Y$ to be sparse sketch matrices, such as the Countsketch matrix; this then reduces to the algorithm by Clarkson and Woodruff [7].
Matrix updating

Finally, we start with a $2 \cdot 10^6 \times 2 \cdot 10^6$ sparse matrix with geometrically decaying singular values generated by $A = A_1 D A_2^T$, where $A_1, A_2$ are sparse and $D$ is diagonal with geometrically decaying entries. We then append 1000 rows at the bottom $A \leftarrow \begin{bmatrix} A & E \end{bmatrix}$. The update in GN is performed as described in Section 6 Here we only compare GN and Tropp, as HMT would require revisiting the original matrix $A$, which is not suitable in this situation. The results are in Figure 6. Once again, GN achieves significant speedup by avoiding orthogonalization.

![Figure 6: Updating the matrix.](image)

Acknowledgment

I would like to thank Gunnar Martinsson and Maike Meier for helpful discussions and pointers to the literature, and Jared Tanner for suggesting the experiment in Figure 4.

References

[1] H. Avron, P. Maymounkov, and S. Toledo. Blendenpik: Supercharging lapack’s least-squares solver. *SIAM J. Sci. Comp.*, 32(3):1217–1236, 2010.

[2] C. Boutsidis and A. Gittens. Improved matrix algorithms via the subsampled randomized hadamard transform. *SIAM J. Matrix Anal. Appl.*, 34(3):1301–1340, 2013.

[3] C. Boutsidis, D. P. Woodruff, and P. Zhong. Optimal principal component analysis in distributed and streaming models. In *Proceedings of the forty-eighth annual ACM symposium on Theory of Computing (STOC 2016)*, pages 236–249, 2016.

[4] T. F. Chan. Rank revealing QR factorizations. *Linear Algebra Appl.*, 88:67–82, 1987.

[5] Z. Chen and J. J. Dongarra. Condition numbers of gaussian random matrices. *SIAM J. Matrix Anal. Appl.*, 27(3):603–620, 2005.
[6] J. Chiu and L. Demanet. Sublinear randomized algorithms for skeleton decompositions. *SIAM J. Matrix Anal. Appl.*, 34(3):1361–1383, 2013.

[7] K. L. Clarkson and D. P. Woodruff. Numerical linear algebra in the streaming model. In *Proceedings of the forty-first annual ACM symposium on Theory of computing*, pages 205–214. ACM, 2009.

[8] K. L. Clarkson and D. P. Woodruff. Low-rank approximation and regression in input sparsity time. *Journal of the ACM*, 63(6):54, 2017.

[9] A. Cohen, M. A. Davenport, and D. Leviatan. On the stability and accuracy of least squares approximations. *Found. Comput. Math.*, 13(5):819–834, 2013.

[10] M. B. Cohen, S. Elder, C. Musco, C. Musco, and M. Persu. Dimensionality reduction for k-means clustering and low rank approximation. In *Proceedings of the forty-seventh annual ACM symposium on Theory of computing (STOC 2015)*, pages 163–172, 2015.

[11] A. Cortinovis and D. Kressner. Low-rank approximation in the Frobenius norm by column and row subset selection. *arXiv preprint arXiv:1908.06059*, 2019.

[12] K. R. Davidson and S. J. Szarek. Local operator theory, random matrices and banach spaces. *Handbook of the geometry of Banach spaces*, 1(317-366):131, 2001.

[13] T. A. Davis and Y. Hu. The University of Florida sparse matrix collection. *ACM Trans. Math. Soft.*, 38(1):1–25, 2011.

[14] J. Demmel, I. Dumitriu, and O. Holtz. Fast linear algebra is stable. *Numer. Math.*, 108(1):59–91, 2007.

[15] J. Demmel, L. Grigori, and A. Rusciano. An improved analysis and unified perspective on deterministic and randomized low rank matrix approximations. *arXiv preprint arXiv:1910.00223*, 2019.

[16] J. W. Demmel and N. J. Higham. Improved error bounds for underdetermined system solvers. *SIAM J. Matrix Anal. Appl.*, 14(1):1–14, 1993.

[17] P. Drineas, M. W. Mahoney, S. Muthukrishnan, and T. Sarlós. Faster least squares approximation. *Numer. Math.*, 117(2):219–249, 2011.

[18] O. N. Feldheim and S. Sodin. A universality result for the smallest eigenvalues of certain sample covariance matrices. *Geometric And Functional Analysis*, 20(1):88–123, 2010.

[19] S. Foucart and H. Rauhut. *A Mathematical Introduction to Compressive Sensing*. Springer, 2013.

[20] C. Fowlkes, S. Belongie, F. Chung, and J. Malik. Spectral grouping using the nystrom method. *IEEE Trans. Pattern Anal. Mach. Intell.*, 26(2):214–225, 2004.
[21] A. Gittens. The spectral norm error of the naive Nyström extension. \textit{arXiv preprint arXiv:1110.5305}, 2011.

[22] A. Gittens. \textit{Topics in randomized numerical linear algebra}. PhD thesis, California Institute of Technology, 2013.

[23] A. Gittens and M. W. Mahoney. Revisiting the Nyström method for improved large-scale machine learning. \textit{J. Mach. Learn. Res.}, 17(1):3977–4041, 2016.

[24] G. H. Golub and C. F. Van Loan. \textit{Matrix Computations}. The Johns Hopkins University Press, 1996.

[25] G. H. Golub and C. F. Van Loan. \textit{Matrix Computations}. The Johns Hopkins University Press, 4th edition, 1996.

[26] S. A. Goreinov, E. E. Tyrtyshnikov, and N. L. Zamarashkin. A theory of pseudoskeleton approximations. \textit{Linear Algebra Appl.}, 261(1-3):1–21, 1997.

[27] L. Grigori, S. Cayrols, and J. W. Demmel. Low rank approximation of a sparse matrix based on lu factorization with column and row tournament pivoting. \textit{SIAM J. Sci. Comp}, 40(2):C181–C209, 2018.

[28] M. Gu. Subspace iteration randomization and singular value problems. \textit{SIAM J. Sci. Comp}, 37(3):A1139–A1173, 2015.

[29] M. Gu and S. C. Eisenstat. Efficient algorithms for computing a strong rank-revealing QR factorization. \textit{SIAM J. Sci. Comp}, 17(4):848–869, 1996.

[30] N. Halko, P.-G. Martinsson, and J. A. Tropp. Finding structure with randomness: Probabilistic algorithms for constructing approximate matrix decompositions. \textit{SIAM Rev.}, 53(2):217–288, 2011.

[31] N. J. Higham. \textit{Accuracy and Stability of Numerical Algorithms}. SIAM, Philadelphia, PA, USA, second edition, 2002.

[32] R. A. Horn and C. R. Johnson. \textit{Topics in Matrix Analysis}. Cambridge University Press, 1991.

[33] R. A. Horn and C. R. Johnson. \textit{Matrix Analysis}. Cambridge University Press, second edition, 2012.

[34] H. Li, G. C. Linderman, A. Szlam, K. P. Stanton, Y. Kluger, and M. Tygert. Algorithm 971: An implementation of a randomized algorithm for principal component analysis. \textit{ACM Trans. Math. Soft.}, 43(3):1–14, 2017.

[35] M. W. Mahoney and P. Drineas. CUR matrix decompositions for improved data analysis. \textit{Proc. Natl. Acad. Sci.}, 106(3):697–702, 2009.
[36] P.-G. Martinsson. Randomized methods for matrix computations. *arXiv preprint 1607.01649*, 2016.

[37] P.-G. Martinsson and J. A. Tropp. Randomized numerical linear algebra: Foundations and algorithms. *Acta Numerica*, pages 403–572, 2020.

[38] C. Musco and D. P. Woodruff. Sublinear time low-rank approximation of positive semidefinite matrices. In *2017 IEEE 58th Annual Symposium on Foundations of Computer Science (FOCS)*, pages 672–683. IEEE, 2017.

[39] Y. Nakatsukasa and N. J. Higham. Backward stability of iterations for computing the polar decomposition. *SIAM J. Matrix Anal. Appl.*, 33(2):460–479, 2012.

[40] E. J. Nyström. Über die praktische auflösung von integralgleichungen mit anwendungen auf randwertaufgaben. *Acta Math.*, 54(1):185–204, 1930.

[41] L. A. Pastur and V. A. Marchenko. The distribution of eigenvalues in certain sets of random matrices. *Math. USSR-Sbornik*, 1:457–483, 1967.

[42] V. Rokhlin and M. Tygert. A fast randomized algorithm for overdetermined linear least-squares regression. *Proc. Natl. Acad. Sci.*, 105(36):13212–13217, 2008.

[43] M. Rudelson and R. Vershynin. Smallest singular value of a random rectangular matrix. *Comm. Pure Appl. Math.*, 62(12):1707–1739, 2009.

[44] T. Sarlos. Improved approximation algorithms for large matrices via random projections. In *2006 47th Annual IEEE Symposium on Foundations of Computer Science (FOCS’06)*, pages 143–152. IEEE, 2006.

[45] B. Schölkopf and A. J. Smola. *Learning with kernels: support vector machines, regularization, optimization, and beyond*. MIT press, 2002.

[46] D. C. Sorensen and M. Embree. A DEIM induced CUR factorization. *SIAM J. Sci. Comp.*, 38(3):A1454–A1482, 2016.

[47] D. B. Szyld. The many proofs of an identity on the norm of oblique projections. *Numerical Algorithms*, 42(3-4):309–323, 2006.

[48] L. N. Trefethen and D. Bau. *Numerical Linear Algebra*. SIAM, Philadelphia, 1997.

[49] J. A. Tropp. Improved analysis of the subsampled randomized Hadamard transform. *Advances in Adaptive Data Analysis*, 3(01n02):115–126, 2011.

[50] J. A. Tropp, A. Yurtsever, M. Udell, and V. Cevher. Fixed-rank approximation of a positive-semidefinite matrix from streaming data. In *Advances in Neural Information Processing Systems*, pages 1225–1234, 2017.
[51] J. A. Tropp, A. Yurtsever, M. Udell, and V. Cevher. Practical sketching algorithms for low-rank matrix approximation. *SIAM J. Matrix Anal. Appl.*, 38(4):1454–1485, 2017.

[52] J. A. Tropp, A. Yurtsever, M. Udell, and V. Cevher. Streaming low-rank matrix approximation with an application to scientific simulation. *SIAM J. Sci. Comp.*, 41(4):A2430–A2463, 2019.

[53] J. Upadhyay. Fast and space-optimal low-rank factorization in the streaming model with application in differential privacy. *arXiv preprint arXiv:1604.01429*, 2016.

[54] C. K. Williams and M. Seeger. Using the Nyström method to speed up kernel machines. In *Advances in Neural Information Processing Systems*, pages 682–688, 2001.

[55] D. P. Woodruff. Sketching as a tool for numerical linear algebra. *Foundations and Trends® in Theoretical Computer Science*, 10(1–2):1–157, 2014.

[56] F. Woolfe, E. Liberty, V. Rokhlin, and M. Tygert. A fast randomized algorithm for the approximation of matrices. *Appl. Comput. Harmon. Anal.*, 25(3):335–366, 2008.

[57] Y. Yamamoto, Y. Nakatsukasa, Y. Yanagisawa, and T. Fukaya. Roundoff error analysis of the CholeskyQR2 algorithm. *Electron. Trans. Numer. Anal.*, 44:306–326, 2015.

[58] P. Yaskov. A short proof of the Marchenko–Pastur theorem. *Comptes Rendus Mathematique*, 354(3):319–322, 2016.

[59] N. L. Zamarashkin and A. I. Osinsky. On the existence of a nearly optimal skeleton approximation of a matrix in the Frobenius norm. In *Doklady Mathematics*, volume 97(2), pages 164–166. Springer, 2018.

[60] Z. Zhang, H. Zha, and H. Simon. Low-rank approximations with sparse factors I: Basic algorithms and error analysis. *SIAM J. Matrix Anal. Appl.*, 23(3):706–727, 2002.