Stationary $D = 4$ black holes in supergravity: The issue of real nilpotent orbits
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The complete classification of the nilpotent orbits of $SO(2,2)^2$ in the representation $(2,2,2,2)$, achieved in [14], is applied to the study of multi-center, asymptotically flat, extremal black hole solutions to the STU model. These real orbits provide an intrinsic characterization of regular single-center solutions, which is invariant with respect to the action of the global symmetry group $SO(4,4)$, underlying the stationary solutions of the model, and provide stringent regularity constraints on multi-centered solutions. The known almost-BPS and composite non-BPS solutions are revisited in this setting. We systematically provide, for the relevant $SO(2,2)^2$-nilpotent orbits of the global Noether charge matrix, regular representatives thereof. This analysis unveils a composition law of the orbits according to which those containing regular multi-centered solutions can be conveniently arranged in orbits with respect to this larger symmetry group $G$ (to be dubbed duality group in the following) whose action has proven to be a valuable tool for their classification [4–13, 15, 18, 36] and for the definition of a solution-generating technique [4] to construct new solutions from known ones [19, 21–24]. More recently, it has found an application in the context of subtracted geometry [19, 25–27].

In the effective $D = 3$ description, stationary, (locally) asymptotically flat four-dimensional black holes are solutions to an Euclidean non-linear sigma-model coupled to gravity, the target space being a pseudo-Riemannian manifold $\mathcal{M}$ of which $G$ is the isometry group. Such solutions are described by a set of scalar fields $\phi^I(x)$ parametrizing $\mathcal{M}$, functions of the three spatial coordinates $x^i$, $i = 1, 2, 3$ (in the axisymmetric solutions the dependence is restricted to the polar coordinates $r, \theta$ only). The asymptotic data defining the solution comprise the value $\phi_0 \equiv (\phi_0^I)$ of the scalar fields at radial infinity and the Noether charge matrix $Q$ associated with the global symmetry group the sigma-model which has value in the Lie algebra $\mathfrak{g}$ of $G$. If $\mathcal{M}$ is homogeneous, we can always fix $G$ by mapping the point at infinity $\phi_0$ into the origin $O$, where the invariance under the isotropy group $H^*$ is manifest. We shall restrict ourselves only to models in which $\mathcal{M}$ is homogeneous symmetric of the form $\mathcal{M} = G/H^*$. The solutions are therefore characterized, though in general not completely, by the properties of the Noether charge matrix $Q$, seen as an element of the ...

1 Introduction

One of the most interesting aspects of (ungauged) extended supergravities is the global symmetry of their field equations and Bianchi identities which was conjectured to encode all the known string/M-theory dualities. In four dimensions the on-shell global symmetry group $G$ acts on the scalar fields as the isometry group. Such solutions are described by a set of scalar fields $\phi^I(x)$ parametrizing $\mathcal{M}$, functions of the three spatial coordinates $x^i$, $i = 1, 2, 3$ (in the axisymmetric solutions the dependence is restricted to the polar coordinates $r, \theta$ only). The asymptotic data defining the solution comprise the value $\phi_0 \equiv (\phi_0^I)$ of the scalar fields at radial infinity and the Noether charge matrix $Q$ associated with the global symmetry group the sigma-model which has value in the Lie algebra $\mathfrak{g}$ of $G$. If $\mathcal{M}$ is homogeneous, we can always fix $G$ by mapping the point at infinity $\phi_0$ into the origin $O$, where the invariance under the isotropy group $H^*$ is manifest. We shall restrict ourselves only to models in which $\mathcal{M}$ is homogeneous symmetric of the form $\mathcal{M} = G/H^*$. The solutions are therefore characterized, though in general not completely, by the properties of the Noether charge matrix $Q$, seen as an element of the ...
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tangent space to the manifold in $O$, with respect to the action of $H^\ast$. In other words they can be grouped in $H^\ast$-orbits of $Q$. This intrinsic geometric feature completely determines the physical properties of single-center solutions, while this is not the case for multi-centered solutions [15, 20, 45–48], whose features crucially depend on their internal structure. Nevertheless we shall find that there exist $H^\ast$-orbits of $Q$ which do not contain single or multi-centered solution. Relating the properties of multi-centered solutions to the $H^\ast$-orbits of $Q$ and of the Noether charges of its constituents is the main object of the present paper. As far as axisymmetric single and multi-centered solutions are concerned, their rotation is encoded in another $g$-valued matrix $Q_\psi$, first introduced in [21, 28], which contains the angular momentum of the solution as a characteristic component and vanishes in the static limit. Once we fix $\phi_0 \equiv O$, both $Q$ and $Q_\psi$ transform in $H^\ast$-representations, that is the action of $G$ on the whole solution amounts to the adjoint action of $H^\ast$ on $Q$ and $Q_\psi$.

Non-extremal (or extremal over-rotating) single-center solutions are characterized by matrices $Q$ and $Q_\psi$ belonging to the same regular $H^\ast$-orbit which contains the Kerr (or the extremal-Kerr) solution.

In the so-called (ungauged) STU model, which is an $\mathcal{N} = 2$ supergravity coupled to three vector multiplets, the most general representative of the Kerr-orbit was derived in [23, 24], and features all the duality-invariant properties of the most general solution to the maximal (ungauged) supergravity of which the STU model is a consistent truncation. On the other hand extremal static and under-rotating solutions [31–33] feature nilpotent $Q$ and $Q_\psi$ belonging to different orbits of $H^\ast$ [21, 28].

The problem of classifying these solutions is therefore intimately related to the general (still open) mathematical problem of classifying the nilpotent orbits in a given representation $\rho$ of a real non-compact, semisimple Lie group. In our case the representation $\rho$ is defined by the adjoint action of $H^\ast$ on the coset space $\mathbb{R}^\ast$ (isomorphic to the tangent space to the manifold) which $Q$ and $Q_\psi$ belong to once we fix $\phi_0 \equiv O$.

Stationary extremal solutions have been studied in [10, 15] in terms of the nilpotent orbits of the complexification $H^\ast \mathbb{C}$ of $H^\ast$, which are known from the mathematical literature.1 These orbits are however large enough as to contain regular as well as singular solutions. Even fixing the $G_4$-orbit of the symplectic vector of quantized electric-magnetic charges $\Gamma = (p, q)$ and the $H^\ast \mathbb{C}$-orbit of $Q$, as we shall show, is not enough to single out a certain class regular single-center solutions. $H^\ast$-orbits of $Q$, on the other hand, provides an intrinsic characterization of all regular single-center solutions and thus provide stringent necessary conditions for the regularity of multi-center ones.

A classification of real nilpotent orbits has been performed in specific $\mathcal{N} = 2$ ungauged models [34–36], in connection to the study of their extremal four-dimensional solutions. There it is shown that, at least for single-center black holes, there is a one-to-one correspondence between the regularity of the solutions2 (as well as their supersymmetry) and certain real nilpotent orbits. This allows to check the regularity of the single-center solution by simply inspecting the corresponding $H^\ast$-orbit. The classification procedure adopted in [34–36] is a direct one which combines the method of standard triples [37] with new techniques based on the Weyl group: After a general group theoretical analysis of the model this approach allows a systematic construction of the various nilpotent orbits by solving suitable matrix equations in nilpotent generators $e$. Solutions to these equations belong to a same orbit of $H^\ast$ but to different orbits of $H^\ast$ and the final part of the analysis is to group them under the action of $H^\ast$. Solutions which are not connected by the action of $H^\ast$ are then found to be distinguished by certain $H^\ast$-invariants, which comprise the signatures of suitable $H^\ast$-covariant symmetric tensors (tensor classifiers). In [14] a more formal, general classification technique, based on the notion of carrier algebras,3 was developed and applied, as an example, to the STU model which, in spite of its intrinsic simplicity, has played a special role in the black hole literature as a common universal truncation of a broad class of four-dimensional supergravities. These include all the extended (i.e. $\mathcal{N} \geq 2$) four-dimensional models whose scalar manifold is symmetric of the form $\mathcal{M}_4 = G_4/H_4$, and the isometry group $G_4 \subset G$, which defines the global symmetry (or $D = 4$ dimension duality) of the four-dimensional theory, is a non-degenerate group of type-$E_7$ [38].4 Those models typically have a $D = 5$ uplift

---

1 See [29, 30] for recent applications of this classification to the study of supersymmetric string solutions.

2 Here, somewhat improperly, we use the term regular also for small black holes, namely solutions with vanishing horizon area. These are limiting cases of regular solutions with finite horizon-area (large black holes).

3 The general classification methods presented in [14] are alternative to the one developed in [55], whose practical implementation is more problematic.

4 In the $\mathcal{N} = 2$ case, the above condition in referred to the special Kähler manifold spanned by the scalar fields in the vector
and include the maximal and half-maximal supergravities \((N = 8, 4)\), the so-called “magical” \(N = 2\) supergravities and the infinite series of models with special Kähler manifolds \(\text{SL}(2, \mathbb{R}) \times \text{SO}(2, n) / \text{SO}(2) \times \text{SO}(n)\). At least as far as the single-center solutions are concerned, the \(G\)-orbits of regular black holes in all these models have a representative in the STU truncation.

The STU model, as mentioned earlier, describes \(N = 2\) supergravity coupled to three vector multiplets, whose three complex scalar fields span a manifold of the form \(\mathcal{M} = (\text{SL}(2, \mathbb{R}) / \text{SO}(2))^3\). Upon time-like dimensional reduction and dualization of vector fields into scalars, stationary solutions to the STU model are effectively described as solutions to a sigma-model with target manifold:

\[
\mathcal{M}_{\text{sc}} = \frac{G}{H^*} = \frac{\text{SO}(4, 4)}{\text{SO}(2, 2)^2},
\]

(1.1)
coupled to gravity. The tangent space at the origin is isomorphic to the coset-space \(\mathfrak{r}^*\) in the isometry algebra \(\mathfrak{g} = \mathfrak{so}(4, 4)\) which in turn supports a representation \(\rho = (2, 2, 2, 2)\) of the isotropy group \(H^* = \text{SO}(2, 2)^* = (\text{SL}(2, \mathbb{R}) \times \mathbb{R}_+ \text{SO}(2, 2))^2\) with respect to its adjoint action. Extremal solutions to the STU model naturally fall within nilpotent orbits of \(\rho\) with respect to \(H^*\), whose complete classification was achieved in [14].

Viewing the \((2, 2, 2, 2)\) as a representation of the complexification \(H^*\) of \(H^*\), the elements of its space \(\mathfrak{r}^*\) are in one-to-one correspondence with states of a 4-qubit system. In fact different orbits of regular extremal black holes were put in correspondence with states with different degree of entanglement [7, 39] (see [40] for an updated review on the subject). For the complete classification of the nilpotent \(H^*\)-orbits in the \((2, 2, 2, 2)\) see [10, 41] and [51].

With respect to the group \(H^*\), we have found in [14] a total of 101 nilpotent real orbits in the \((2, 2, 2, 2)\). Almost all of them can be obtained by acting on representatives of the complex orbits by means of outer-automorphisms of the isotropy algebra \(\mathfrak{g}^*\). Indeed real forms of semisimple Lie algebras feature outer-automorphisms which correspond to inner-automorphisms of their complexifications. In the simple example of the Lie algebra \(\mathfrak{so}(2,\mathbb{C})\) we easily observe that conjugation by the matrix \(S = i\operatorname{diag}(1, -1) \in \text{SL}(2, \mathbb{C})\) is an automorphism in that it maps the algebra into itself, and it is outer since its effect cannot be offset by any inner automorphism.

For the orbits describing single-center solutions we define a frame in which the representative is “simplest”, namely depends on the least number of independent parameters. This frame is defined by the so-called generating solution which turns out to provide a convenient description of the orbits and of the effect of the outer-automorphisms of \(\mathfrak{g}^*\) on the corresponding black hole solutions. In particular it makes apparent that this action in general spoils the regularity of the solution.

In the present work we apply the orbit classification of [14] to a systematic study of the stationary, asymptotically-flat, single and multi-center black hole solutions of the STU model, completing the analysis of [10, 15]. In particular we give an intrinsic, algebraic characterization in terms of \(H^*\)-orbits, of the regular single-center solutions. This provides a necessary, stringent condition for the regularity of the multi-centered solutions: Each center of a regular multi-centered solution must be itself a regular black hole, and thus its Noether charge should fall in the corresponding subset of real \(H^*\)-orbits.

We also give, for a representative selection of \(H^*\)-orbits of the total Noether charge \(Q\), one or more examples of solutions (restricting to one or two-centers). These satisfy a system of solvable field equations associated with each \(H^*\)-orbit and derived, following [15], using a corresponding characteristic nilpotent algebra.

---

6 The number of orbits with respect to \(\text{SL}(2, \mathbb{R})^4\), locally isomorphic to \(H^*\), are 145.

7 In extended supergravity theories outer-automorphisms of the four-dimensional duality group \(G_4\) are related to parity transformations [43, 44].

8 We shall make this statement more precise by defining an intrinsic \(H^*\)-orbit for each center, since, strictly speaking, the Noether charges of each constituent black hole do not belong to \(H^*\)-orbits. This is done by associating with each center an intrinsic Noether charge matrix referred to the non-interacting configuration where the distances between the centers are sent to infinity.

---

5 Here we use a notation which is different from that of [14]; \(H^*\) corresponds to \(G_0\) in [14], \(H^*\) to \(G_0^*\) in the same reference, \(\mathfrak{s}_i^*\) to \(\mathfrak{g}_0\), \(\mathfrak{s}_i^*\) to \(\mathfrak{g}_0^*\) the coset space here is denoted by \(\mathfrak{r}^*\) while it is denoted by \(\mathfrak{g}_1\) in [14]. Similarly its complexification \(\mathfrak{r}^*\) is denoted by \(\mathfrak{g}^*\) in the same reference. The maximal compact subalgebra of \(\mathfrak{g}\) and its complement space of non-compact generators are denoted here by \(\mathfrak{h}\) and \(\mathfrak{r}\) and in [14] by \(\mathfrak{i}\) and \(\mathfrak{p}\), respectively.
Let us summarize the main points of our analysis:

- **General classification of the $H^*$-orbits.** The $H^*$-orbits of the solutions are conveniently classified by arranging them within larger orbits in a filtration structure starting from the largest. These are the nilpotent orbits in the complex algebra $\mathfrak{g}^C = \mathfrak{g} + i\mathfrak{g}$, with respect to the adjoint action of the complexification $\mathfrak{G}^C$ (i.e. the Lie group generated by $\mathfrak{g}^C$) of $G$, and are characterized by the $\mathfrak{G}^C$-invariant $\alpha$-labels. In the STU model there are eleven $\alpha$-labels ($\alpha^{(1)}, \ldots, \alpha^{(6)}$, the last one, in particular contains the orbits of the black hole solutions with finite horizon area (large black holes). These split into BPS, non-BPS with $I_4(\Gamma) > 0$ and non-BPS with $I_4(\Gamma) < 0$, where $I_4(\Gamma)$ is the quartic invariant of the duality group $G_4$ written in terms of the quantized charges $\Gamma = (p^\kappa, q_\delta)$. The small black holes [42] are contained in the $\alpha^{(1)}, \ldots, \alpha^{(5)}$ orbits. The only regular solutions described by the orbits $\alpha^{(7)}, \ldots, \alpha^{(11)}$ are multi-center non-BPS: $\alpha^{(11)}$ describes the (multi-center) almost-BPS solutions of [45, 46], while $\alpha^{(10)}$ the (multi-center) composite non-BPS solutions first studied by [15]. Each $G^C$-orbit further split into real orbits in $\mathfrak{g}$ with respect to the action of $G$. By the Kostant-Segal bijection, these orbits are completely classified in terms of the so-called $\beta$-labels and are in one to one correspondence with the nilpotent orbits of $H^C$ in the complexification $\mathfrak{K}^C \equiv \mathfrak{K}^* + i\mathfrak{K}^*$ of $\mathfrak{K}^*$, in turn described by the $\gamma$-labels. The sets of all possible $\gamma$ and $\beta$-labels coincide. For each $\alpha$-label, a nilpotent generator $e$ in the coset space $\mathfrak{K}^*$ can be simultaneously characterized as being in a certain $G$-orbit within $\mathfrak{g}$ ($\beta$-label) and in a certain $H^C$-orbit in $\mathfrak{K}^*$ ($\gamma$-label). This however does not completely characterize the $H^*$-orbit: Orbits in $\mathfrak{K}^*$ with given $\gamma$ and $\beta$-labels may further split into sub-orbits with respect to the action of $H^*$. When this happens, we describe this fine-structure using further labels $\delta^{(1)}, \delta^{(2)}, \ldots$;

- **Regular black holes and $H^*$-orbits.** We pinpoint within these large complex orbits the $H^*$-ones containing regular solutions and write representatives of these as single center solutions or combinations thereof. As far as single-center solutions are concerned, since they are completely defined by the point on the scalar manifold at infinity (which we fix to coincide with the origin) and the Noether charge, the $H^*$-orbit of the latter only contains solutions connected by the global symmetry group $G$ and thus its representatives are either all regular or all singular. With an abuse of terminology, we shall dub the former as “regular” orbits, and the latter as “singular” ones. Regular single-center black holes belong to the orbits with $\alpha$-label $\alpha^{(i)}$ between $\alpha^{(1)}$ and $\alpha^{(6)}$ and coinciding $\beta$ and $\gamma$ labels: $\beta^{(c);k} = \gamma^{(c);k}$. This is enough to completely fix the real orbit except for the $\beta^{(6);5} = \gamma^{(6);5}$ one, for which a further label $\delta^{(1)}$ should be specified. This is the orbit of regular, static, single-center black holes with $I_4 < 0$. As a consequence of this, the given $\gamma$-label $\gamma^{(6);5}$ and charge vector $\Gamma$ in the $G_4$-orbit characterized by $I_4(\Gamma) < 0$, which fixes the $\beta$-label to $\beta^{(6);5}$, there are different inequivalent $H^*$-orbits, distinguished by $\delta^{(1)}, \delta^{(2)}, \ldots$, only one of which (labeled by $\delta^{(1)}$) describes regular solutions. An analogous situation occurs in the $\mathcal{N} = 2$ model with $G = F_4(4)$ considered in [36]. In [16] a detailed analysis is made of the composite non-BPS solutions and a characterization of the regularity of each center (in the $G_4$-orbit $I_4 < 0$) is given as the requirement that a given charge-dependent, Jordan-algebra valued matrix be positive definite. This condition on the solution precisely singles out the real orbit $\gamma^{(6);5}, \beta^{(6);5}, \delta^{(1)}$. We emphasize however that the formulation in terms of $H^*$-orbits represents an alternative, $G$-invariant characterization of the regularity of the single-center solutions.

As for the orbits with $\alpha$-label $\alpha^{(7)}, \ldots, \alpha^{(11)}$, some of them will be charaterized as intrinsically “singular” since they do not contain any regular composite solution.\(^9\) Aside from the “singular” ones, these $H^*$-orbits may describe regular as well as singular solutions. This is the case since regular solutions in these orbits can only be multi-center, which are no longer completely described by the overall Noether charge matrix, but also by the Noether charge matrices of each center. For a representative selection of these orbits we give one or more examples of axisymmetric 2-center systems. Being axisymmetric, each center describes a rotating solution whose angular momentum is parallel (or anti-parallel) to the axis connecting the two;

- **Regular representatives in $H^*$-orbits.** Our intrinsic algebraic characterization of the regular single-center solutions, allows to define a composition-law

---

9 In fact, modulo the triality symmetry of the STU model, there are only two distinct orbits.

10 To prove this we shall show that these orbits cannot be reached by combining any two orbits describing regular single-center solutions.
mapping couple of regular-single-center orbits into double-center ones. The main results are summarized in Appendix C.2. In particular we find that regular 2-center composite non-BPS solutions can be obtained as combinations of two regular non-BPS black holes with \( I_1 \leq 0 \), consistently with the analysis of [15], while regular 2-center almost-BPS solutions can be obtained combining one non-BPS center with \( I_1 = 0 \) and a BPS or non-BPS center with \( I_1 > 0 \). Combining a non-BPS black hole with \( I_1 < 0 \) with regular but small black holes we end up in the orbits \( \alpha(7), \alpha(8), \alpha(9) \), which are related by the STU triality symmetry. These can be obtained as limits of almost-BPS solutions in \( \alpha(11) \) and composite non-BPS solutions in \( \alpha(10) \) by setting to zero some of the charges associated with one center which thus becomes small, belonging to one of the real orbits with \( \alpha \)-label \( \alpha^{(1)}, \ldots, \alpha^{(7)} \). We give, for the first time, the sets of equations governing the extremal solutions in these three orbits and solve them. In general, for a representative sample of the “non-singular” \( H^* \)-orbits, we provide regular double-center solutions, proving their regularity property. There are orbits with \( \alpha \)-label between \( \alpha(7) \) and \( \alpha(11) \) which are never obtained combining representatives of the regular-single-center orbits. These are the intrinsically “singular” orbits mentioned above;

- **Regularity conditions for multi-centered solutions from \( H^* \)-orbits.** For the sake of completeness, we also review the set of equations governing the composite non-BPS, discussed in [15] (associated with the orbit \( \alpha(10) \)) and the almost -BPS, discussed in [45–48] (associated with the orbit \( \alpha(11) \)). The condition that these solutions be combinations of single-center ones in the \( H^* \)-orbits of the regular black holes provides a regularity constraint which is more stringent than the simple requirement that the solution be asymptotically well behaved, i.e. exhibit regular behavior near the centers and at spatial infinity. In particular we show that, solutions corresponding to the “singular” \( I_1(\Gamma) < 0 \) single-center orbs, in spite of exhibiting regularity of the metric near the centers and at infinity, feature singularities at finite distance;

- **Minimum value of the distance between the centers.** For each representative double-center solution, provided each center is separately regular, we find that the distance \( R \) between them should have a minimum value depending on the global charges. Below this value interaction terms, which manifest themselves in the solutions as powers of \( 1/R \), are large enough as to spoil the regularity of the total background and produce a singularity at finite \( r \). This is consistent with the known fact that in the limit \( R \to 0 \), in which the two centers merge in a single one, there are no regular solutions in the orbits \( \alpha^{(7)}, \ldots, \alpha^{(11)} \). This condition on \( R \) adds to the bubble conditions [15, 20, 46] relating \( R \) to the asymptotic data and which follow from the requirement that each center have vanishing NUT charge (absence of Misner strings).

- In the following table we present the structure of all real orbits found by our analysis, in terms of \( \alpha-\beta-\gamma \)-labels. For each \( \alpha \)-label, the substructure encoded in the \( \beta-\gamma \)-labels is shown. Regular single-center solutions are described by \( \alpha \)-labels up to \( \alpha^{(6)} \); Beyond the vertical line, the regular solutions only have a multi-center description and are the main topic of this paper.

The paper is organized as follows. In Sec. 2 we review the main facts about the effective \( D = 3 \) description of four-dimensional stationary solutions to a four-dimensional supergravity model. General necessary conditions for the regularity of a multi-center system are stated in terms of \( H^* \)-orbits. In Sec. 3 we focus on the STU model outlining its geometry and defining the corresponding Euclidean three-dimensional model describing its stationary solutions. In Sect. 4 we address the issue of nilpotent \( H^* \)-orbits in the coset space of the \( D = 3 \) scalar manifold and review one of the two classification methods pursued in [14]. In Subsection 4.1 we give a general overview of the real orbits for the STU model reviewing the notion of generating solution for single-center black holes. We define the orbits characterizing regular single-center solutions and formulate a necessary regularity condition for multi-center systems. In Subsection 4.2 we address the mathematical problem of defining combinations of representatives of two regular-single-center orbits yielding nilpotent elements of the higher-order non-BPS orbits with \( \alpha \)-label from \( \alpha^{(7)} \) to \( \alpha^{(11)} \). The problem is solved using a computer code and its solution, illustrated in Appendix C.2, on the one hand defines a composition law of nilpotent orbits and on the other allows to characterize certain orbits as intrinsically singular since no multi-center solution with Noether charge in these orbits can be expressed as composite of regular black holes. Finally Sect. 5 is devoted to a case-by-case study of solutions with Noether charge in a representative set of real orbits with \( \alpha \)-label from \( \alpha^{(7)} \) to \( \alpha^{(11)} \). We start with writing the characteristic nilpotent algebra of the orbits \( \alpha^{(7)} - \alpha^{(9)} \) yielding a set of graded field equations for the scalar fields of the \( D = 3 \) model which are solved in general. Instances of solu-
tions are then analyzed in some detail for a number of representative $H^*$-orbits, discussing their regularity. The same analysis is done for the $\alpha^{(10)}, \alpha^{(11)}$-orbits of the composite non-BPS and almost-BPS solutions, partly reviewing the work in [15], [46], to which a detailed case-by-case analysis of the solutions for a representative set of $H^*$-orbits is added. For each orbit of the total Noether charge matrix we give a combination of two single-center orbits. This is consistent with the sum rules given in Appendix C.2. For the intrinsically singular orbits we also give a combination of single-center orbits, one of which is necessarily associated with singular solutions, and discuss, in some representative cases, the corresponding two-center system. Generalizing the results of [15], for each instance of axisymmetric system of two black holes the angular momentum is given and shown to be always expressed as the sum of the angular momenta associated with each center plus the contribution from the electromagnetic fields, proportional to the symplectic product of the electric-magnetic charge vectors of the two black holes. In the almost-BPS solutions realized as a system of a black hole with $I_4 < 0$ and one with $I_4 > 0$, a new phenomenon is observed: The interaction between the two centers induces an angular momentum on the $I_4 > 0$ center which vanishes in the limit in which the two components are sent at infinite distance. We end with concluding remarks.

2 Effective description stationary solutions

In this section we review the basic facts about the effective three-dimensional description of four-dimensional stationary solutions, eventually restricting our analysis to axisymmetric field configurations only. We start with a $D = 4$ extended (i.e. $\mathcal{N} > 1$), ungauged supergravity, whose bosonic sector consists in $n_s$ scalar fields $\phi^r(x)$, $n_v$...
vector fields $A_\alpha^i(x)$, $A = 1, \ldots, n$, and the graviton $g_{\mu\nu}(x)$, which are described by the following Lagrangian:\footnote{\[\begin{align*}
L_4 &= \mathcal{L}\left(R - \frac{1}{2} G_{\mu}(\phi^i) \partial_\mu \phi^j \partial^\mu \phi^i + \frac{1}{4} I_{\Lambda \Sigma}(\phi^i) F_{\mu\nu}^\Lambda F^{\Sigma\mu\nu} + \frac{1}{8} e R_{\Lambda\Sigma}(\phi^i) e^{-1\nu\rho\sigma} F_{\mu\nu}^\Lambda F_\rho^\Sigma \right),
\end{align*}\]} where $e := \sqrt{|\det(g_{\mu\nu})|}$. In symmetric supergravities, as the STU model we shall restrict to, the scalar fields $\phi^i$ span a homogeneous, symmetric, Riemannian scalar manifold:
\[\mathcal{M}^{(i)} = \frac{G_i}{H_i},\] where the isometry group $G_i$ is the symmetry group of the whole theory provided its non-linear action on the scalar fields is combined with a symplectic action, defining a representation $R$ of $G$, on the vector field-strengths $F^\lambda = dA^\lambda$ and their magnetic duals $A^\Lambda$.

The space-time metric of a stationary, asymptotically flat solution, in a suitable system of coordinates, has the general form:
\[ds^2 = -e^{2U}(dt + \omega)^2 + e^{-2U}g_{ij}dx^i dx^j,\] where $i, j = 1, 2, 3$, label the spatial coordinates $x^i = (r, \theta, \varphi)$, $\omega = \omega_i dx^i$ and $U, \omega_i, g_{ij}$ are all functions of $x^i$.

As mentioned in the introduction, these solutions can be given an effective description in an Euclidean $D = 3$ model describing gravity coupled to $n = 2 + n_x + 2n_y$ scalar fields $\phi^i(x^i)$ comprising, besides the $D = 4$ scalars $\phi^i$, the warp function $U$ and $2n_x + 1$ scalars $Z^M = \{Z^A, Z^L\}$ and $a$ originating from the time-like dimensional reduction of the $D = 4$ vectors and the dualization of the Kaluza-Klein vector $\omega_i$ into a scalar. The precise relation between the scalars $a, Z^M$ and the four-dimensional fields is [21]:
\[A^M = Z^M(dt + \omega) + A^M, \quad \tilde{A}^M = \tilde{A}^M dx^i,\] where $*_3$ is the Hodge duality operation in the $D = 3$ Euclidean space, $\mathcal{M}(4)$ the symmetric, symplectic matrix characterizing the symplectic structure over $\mathcal{M}(4)$ (see Appendix 3 for an explicit construction). In the above formulae we have used for the vector fields a symplectic-covariant notation in which $Z^M$ are the time components of the electric-magnetic vector potentials and $A^M$ the resulting $D = 3$ vector fields. The field strengths of the latter are defined as follows:
\[F^M = dA^M + Z^M d\omega.\]
In order to evaluate the $D = 4$ vector fields from the $D = 3$ solution, one first computes $\omega$ integrating (2.6) and then derives $A^M$ integrating the following equation
\[*_3 dA^M = -Z^M *_3 d\omega + e^{-2U}C^{MN}\mathcal{M}(4)\mathcal{N} dZ^P,\]
which directly follows from (2.5).

The effective $D = 3$ Lagrangian describes a sigma-model coupled to gravity and reads:
\[\frac{1}{e^{(3)}}L_3 = \frac{1}{2} R - \frac{1}{2} G_{ij}(\phi^i) \partial_\mu \phi^i \partial^\mu \phi^j - \frac{1}{2} U U + \frac{1}{2} G_{xy} \partial_\rho \phi^x \partial^\rho \phi^y \]
\[\frac{1}{e^{(3)}}L_3 = \frac{1}{2} R - \left[ \partial_i U \partial^i U + \frac{1}{2} G_{ij} \partial_\rho \phi^x \partial^\rho \phi^y \right]
\[\frac{1}{e^{(3)}}L_3 = \frac{1}{2} R - \left[ \partial_i U \partial^i U + \frac{1}{2} G_{xy} \partial_\rho \phi^x \partial^\rho \phi^y \right]
+ \frac{1}{4} e^{-4U} \left( \partial a + Z^T C \partial Z \right) \left( \partial a + Z^T C \partial Z \right),\]
where $e^{(3)} = \sqrt{|\det(g_{ij})|}$ and $C$ is the symplectic-invariant, antisymmetric matrix. The scalar fields span a homogeneous, symmetric, pseudo-Riemannian manifold of the form
\[\mathcal{M}(3) = \frac{G}{H},\] containing $\mathcal{M}(4)$ as a submanifold. The isometry group $G$ is a semisimple, non-compact Lie group which defines the global symmetry of the model, while $H$ is a non-compact real form of the maximal compact subgroup $H$ of $G$. In particular $G$ contains, as a subgroup, $\text{SL}(2, \mathbb{R})_E \times G_4, \text{SL}(2, \mathbb{R})_E$ being the Ehlers group, with respect to which its adjoint representation branches as follows:
\[\text{Adj}(G) \rightarrow (3, 1) \oplus (1, \text{Adj}(G_4)) \oplus (2, \mathbb{R}).\] The coset geometry is defined by the involutive automorphism $\sigma$ on the algebra $g$ of $G$ which leaves the algebra $\mathfrak{g}^*$ generating $H^*$ invariant. All the formulas related
to the group \(G\) and its representations are referred to as a matrix representation of \(G\) (we shall in particular use the fundamental one). The involution \(\sigma\) in the chosen representation has the general action: \(\sigma(M) = -\eta M^T \eta\), \(\eta\) being an \(H^*\)-invariant metric \((\eta = \eta^*, \eta^2 = 1)\), and induces the pseudo-Cartan decomposition\(^{12}\) of \(g\) of the form:

\[
g = \mathfrak{h}^* \oplus \mathfrak{r}^*,
\]

(2.13)

where \(\sigma(\mathfrak{h}^*) = -\mathfrak{h}^*\), and the following relations hold:

\[
[\mathfrak{h}^*, \mathfrak{h}^*] \subset \mathfrak{h}^*, \quad [\mathfrak{h}^*, \mathfrak{r}^*] \subset \mathfrak{r}^*, \quad [\mathfrak{r}^*, \mathfrak{r}^*] \subset \mathfrak{h}^*.
\]

(2.14)

The above relations imply that the coset space \(\mathfrak{r}^*\) supports a representation \(\rho\) of \(H^*\), the action of the elements of \(H^*\) on the generators in \(\mathfrak{r}^*\) being the adjoint one.

With respect to the involution \(\sigma\), the vielbein matrix \(P\) and connection \(\mathcal{W}\) 1-forms on the manifold are computed, in terms of the coset-representative \(\mathbb{L}(\phi^I)\) of \(G/H^*\), as the odd and even components, respectively, of the left-invariant one-form with respect to \(\sigma\):

\[
\mathbb{L}^{-1} d\mathbb{L} = P + \mathcal{W},
\]

(2.15)

where \(P = \eta^I \mathbb{P} = -\sigma(P), \mathcal{W} = -\eta^1 \mathcal{W}^I = \sigma(\mathcal{W}).\)

The Maurer–Cartan equations imply:

\[
D P \equiv d P + P \wedge \mathcal{W} + \mathcal{W} \wedge P = 0;
\]

\[
\mathcal{W}[\mathcal{W}] \equiv d \mathcal{W} + \mathcal{W} \wedge \mathcal{W} = -P \wedge P,
\]

(2.16)

where \(D\) is the \(H^*\)-covariant derivative and \(\mathcal{W}[\mathcal{W}]\) is the curvature 2-form of the scalar manifold with value in \(\mathfrak{h}^*\).

We can expand \(P\) and \(\mathcal{W}\) in bases \(\{K_A\}\) and \(\{J_I\}\) of \(\mathfrak{h}^*\) and \(\mathfrak{r}^*\), respectively: \(P = P^A K_A, \mathcal{W} = \mathcal{W}^I J_I\). The metric on the scalar manifold \(g_{AB}\) at the origin \(O\) is defined as:

\[
g_{AB} = k \text{Tr}(K_A K_B).
\]

(2.17)

where \(k\) is a representation-dependent constant. The structure constants of the \(g\)-algebra only consist, according to (2.14), of the following non-vanishing components: \(C_{\mathfrak{h}^*}^{\mathfrak{h}^*}, C_{\mathfrak{h}^*}^{\mathfrak{h}^*}, C_{\mathfrak{h}^*}^{\mathfrak{h}^*}\). In terms of \(P\) the metric on the manifold reads:

\[
dS^2_{(3)} = G_{II} (\phi^I) d\phi^I d\phi^I = P^A P^B g_{AB} = k \text{Tr}(P^2).
\]

(2.18)

The scalar field Lagrangian density has therefore the form:

\[
L^I_3 = \frac{e^{(3)}}{2} \phi^I A^I B g_{AB} = \frac{e^{(3)}}{2} k \text{Tr}(\mathcal{P}_I \phi^I),
\]

(2.19)

where \(\mathcal{P}_I = \partial \phi^I P_I\) is the pull-back of the vielbein matrix on the Euclidean base-space through \(\phi^I(x^I)\). From the above Lagrangian we derive the scalar field equations:

\[
\mathcal{D} \ast_3 \mathcal{P}^A = 0 \iff d \ast_3 \mathcal{P}^A + C_{12}^A \mathcal{W}^B \wedge \ast_3 \mathcal{P}^B = 0,
\]

(2.20)

where we have defined \(\mathcal{W}_I = \partial \phi^I \mathcal{W}_I\) as the pull-back of the connection matrix \(\mathcal{W}\) on the same space through \(\phi^I(x^I)\). The above equations can also be written in the more compact matrix form:

\[
d \ast_3 \mathcal{P} + [\mathcal{W}, \ast_3 \mathcal{P}] = 0.
\]

(2.21)

We choose the scalar fields \(\phi^I\) to be defined by a local solvable parametrization of the coset, and the coset-representative is chosen to be

\[
\mathbb{L}(\phi^I) = \exp(-a T_s) \exp(\sqrt{2} \mathbb{Z}^M T_M) \exp(\phi^I T_I) \times \exp(2 U H_0),
\]

(2.22)

where \(T_s = \{H_0, T_s, T_M\}\) generate the solvable Lie group defined by the Iwasawa decomposition of \(G\) with respect to its maximal compact subgroup \(H\). The structure of this solvable algebra is the following:

\[
[H_0, T_M] = \frac{1}{2} T_M; \quad [H_0, T_s] = T_s; \quad [T_M, T_N] = \mathbb{C}_{MN} T_s,
\]

\[
[H_0, T_I] = [T_s, T_I] = 0; \quad [T_I, T_M] = T_I^N M T_N; \quad [T_r, T_I] = -T_r^I T_s,
\]

(2.23)

where \(T_r \in \mathfrak{g}_4\) (\(\mathfrak{g}_4\) being the Lie algebra generating \(G_4\)) are the generators of the solvable Lie algebra defining the parametrization of \(\mathcal{M}^{(4)}_{\text{scal}}\), so that the coset representative of \(\mathcal{M}^{(4)}_{\text{scal}}\) is: \(L(\phi^I) = \exp(\mathbb{L}(\phi^I))\). The quantities \(T_{r}^N M\) in (2.22) define the matrix form of \(T_s\) in the symplectic representation \(R\) on contravariant vectors \(d \mathbb{Z}^M\). The generators of the Ehlers group \(SL(2, \mathbb{R})_k\) are \(H_0, T_s, T_M\), while \(\{T_M, T_M^T\}\) define the \((2, R)\) representation in (2.11). The representation-dependent constant in (2.18) is given by:

\[
k = 1/(2 \text{Tr}(H_0 H_0)).\]

In terms of \(H_0\) we can also express the metric \(\eta\) as follows: \(\eta = -(1/2^7) h_0\).

\(^{12}\) This should be contrasted with the Cartan decomposition of the semisimple Lie algebra \(g\) into compact and non-compact generators:

\[
g = \mathfrak{h} \oplus \mathfrak{r}.
\]

(2.12)

The action of the corresponding involution (called Cartan involution) \(\tau\) on a matrix \(X\) can be defined in a given matrix representation as: \(\tau(X) = -X^T\). In (2.12) \(\mathfrak{h}\) is the maximal compact subalgebra of \(g\) while \(\mathfrak{r}\) denotes the space of non-compact generators: \(\tau(\mathfrak{h}) = \mathfrak{h}, \tau(\mathfrak{r}) = -\mathfrak{r}\). The algebra \(\mathfrak{h}\) is the compact real form of \(\mathfrak{h}^*\) and generates the maximal compact subgroup \(H\) of \(G\).
From this characterization of \( \eta \) it immediately follows that the coset space \( \mathcal{R}^* \) contains compact generators belonging to the dimension-2\( n \) subspace \( \mathcal{R}^* = \mathcal{R}^* \cap \mathfrak{g} \) (see footnote 6 for the definition of \( \mathcal{R} \), \( \mathfrak{g} \)) generated by the following matrices \( K_M \):

\[
\mathcal{R}^*(R) = \text{Span}(K_M); K_M = \frac{1}{2}(T_M + \eta T_M^{\dagger}) = \frac{1}{2}(T_M - T_M^{\dagger}).
\]

(2.23)

Similarly the non-compact generators of the algebra \( \mathfrak{g}^* \) belong to the subspace \( \mathfrak{g}^* = \mathfrak{g}^* \cap \mathcal{R} \) generated by the following matrices \( J_M \):

\[
\mathfrak{g}^*(R) = \text{Span}(J_M); J_M = \frac{1}{2}(T_M - \eta T_M^{\dagger}) = \frac{1}{2}(T_M + T_M^{\dagger}).
\]

(2.24)

If we denote by \( H_c \) the maximal compact subgroup of \( H^* \), generated by \( \mathfrak{g} = \mathfrak{g}^* \cap \mathfrak{g} \), \( \mathfrak{g}^*(R) \) is the coset space of the symmetric Riemannian manifold \( H^*/H_c \). It generates the so-called Harrison transformations \cite{2}, namely \( H^* \)-transformations which play a special role in the solution generating techniques: They are not present among the global symmetries of the \( D = 4 \) theory and have the distinctive property of switching on electric or magnetic charges when acting on neutral solutions (like the Kerr or Schwarzhild ones). Their generators \( J_M \) are indeed in one-to-one correspondence with the electric and magnetic charges \((\Gamma^M) = (p^M, q^M)\). It was shown in \cite{2} that the most general Kerr-Newman solution can be obtained by acting on the \( H_c \) one by means of Harrison transformations.

The group \( H_c \) has the general form: \( H_c = \text{SO}(2)F \times H_4 = \text{SO}(2)^2 \times \text{SO}(2) \), where \( \text{SO}(2) \) is the maximal compact subgroup of the Ehlers group \( SL(2, \mathbb{R}) \). Both spaces \( \mathcal{R}^* \) in \( \mathcal{R}^* \) and \( \mathfrak{g}^*(R) \) in \( \mathfrak{g}^* \) support a same linear representation \( \mathcal{R}^* \) of this compact subgroup. With respect to \( H_4 = \text{SO}(2)^3 \) alone, \( \mathcal{R}^* \) is nothing but the symplectic representation \( \mathcal{R}^* \) of \( G_4 \), defining its electric-magnetic duality action, seen as a representation of the \( H_4 \)-subgroup.

The Einstein equation for the Euclidean metric \( g_0 \) is readily derived from (2.9) to be:

\[
\mathcal{R}_{\mu\nu} = \kappa \text{Tr}(\mathcal{P}_I \mathcal{P}_J).
\]

(2.25)

Stationary axisymmetric solutions, taking \( Z \) to be the symmetry axis, feature the two Killing vectors \( \xi = \frac{\psi}{r} \) and \( \psi = \frac{\omega}{\omega_\psi} \) and all fields only depend on \( r, \theta \), while \( \omega = \omega_\psi d\phi \). The corresponding solutions of the sigma model are described by \( n \) functions \( \phi^I(r, \theta) \) and characterized by a unique “initial point” \( \phi_0 \equiv (\phi_0^I) \) at radial infinity

\[
\phi_0^I = \lim_{r \to \infty} \phi^I(r, \theta),
\]

(2.26)

and an “initial velocity” \( Q \) at radial infinity, in the tangent space \( T_{\phi_0}(\mathcal{M} \text{scal}) \), which is the Noether charge matrix of the solution. Since the action of \( G/H^* \) on \( \phi_0 \) is transitive, we can always fix \( \phi_0 \) to coincide with the origin \( O \) (defined as the point in which the scalar fields vanish and where invariance under \( H^* \) is manifest) and then classify the orbits of the solutions under the action of \( G \) (i.e. in maximal sets of solutions connected through the action of \( G \) in terms of the orbits of the velocity vector \( Q \in T_{\phi_0}(\mathcal{M} \text{scal}) \) under the action of \( H^* \). The total Noether charge matrix \( Q \) is computed, for a generic stationary solution, as:

\[
Q = \frac{1}{4\pi} \int_{\Sigma}^* J.
\]

(2.27)

\( J = J_I dx^I \) being the 1-form associated with the Noether current \( J^I = g^{IJ} J_I \) and \( \Sigma \) is a 2-cycle encompassing all the centers of the solution. The explicit form of \( J_I \) is given by the standard theory of sigma models on coset manifolds:\textsuperscript{14}

\[
J_I = \frac{1}{2} \partial_i \phi^I \mathcal{M}^{-1} \partial_\tau \mathcal{M} = \mathcal{M}^{-1} \mathcal{P}_I \mathcal{M} = \partial_i \phi^I \mathcal{L}^{-1} P_i^\dagger \mathcal{L}^{-1},
\]

(2.28)

where \( \mathcal{M}(\phi^I) = L(\phi^I)\mathcal{L}(\phi^I) \) is an \( H^* \)-invariant symmetric matrix built out of the representative \( L(\phi^I) \) at the point \( \phi^I \) and \( \mathcal{L} \) is the \( H^* \)-invariant matrix defined earlier. The sigma-model field equations (2.20) can also be cast in the form:

\[
d^*(J^I) = 0 \Leftrightarrow \partial_i (\mathcal{L}^{3/2} J^I) = 0.
\]

(2.29)

Since the generators \( T_M \) transform under the adjoint action of \( G_4 \subset G \) in the symplectic duality representation \( \mathcal{R}^* \) of the electric-magnetic charges, we shall use for them the following notation: \( (T_M) = (T_{\mu_4}, T_{\rho_4}) \).

As far as axisymmetric solutions are concerned, the Noether matrix \( Q \) encodes all the conserved, global physical quantities, except the total angular momentum \( M_\epsilon \).

\textsuperscript{13} Recall that the nilpotent generators \( T_M \) transform under the adjoint action of \( G_4 \) in the representation \( \mathcal{R} \). Therefore their compact and non-compact components, in \( \mathcal{R}^*(R) \) and \( \mathfrak{g}^*(R) \), respectively, only transform linearly under the maximal compact subgroup \( H_4 \) of \( G_4 \), the corresponding representation being denoted by \( \mathcal{R} \).

\textsuperscript{14} We use the short-hand notation \( M^{-1} \equiv (M^I)^{-1}, M^{-T} \equiv (M^{T})^{-1} \).
In other words it contains no information about the rotation. In [28] a new matrix $Q_\psi$ was defined which describes the global rotation of the axisymmetric solution:

\[ Q_\psi = -\frac{3}{4\pi} \int_{S^2} \psi (I_\beta^i) \, dx^i \wedge dx^j = \frac{3}{8\pi} \int_{S^2} g_{\psi \psi} \, d\phi \, d\psi, \tag{2.30} \]

where $S^2$ is the 2-sphere at infinity.

The physical quantities globally characterizing the solution are then obtained as components of $Q$ and $Q_\psi$ [12, 21, 28]:

\[ m = k \text{Tr}(H_0^i Q), \quad n_{\text{NUT}} = -k \text{Tr}(T^i_0 Q), \]

\[ \Gamma^M = \sqrt{2} k C^{MN} \text{Tr}(T^N_0 Q), \quad \Sigma = k \text{Tr}(T^i_0 Q) \]

\[ M_\psi = k \text{Tr}(T^i_0 Q_\psi), \tag{2.31} \]

where the angular momentum $M_\psi$ along $Z$ is normalized so that the leading term of $\omega_\psi$ at spatial infinity reads:

\[ \omega_\psi = \cdots + 2 M_\psi \frac{\sin^2(\theta)}{r}. \tag{2.32} \]

The constant $m$ coincides with the ADM-mass $M_{\text{ADM}}$ when $\phi_0 \equiv O$, while $n_{\text{NUT}}$ is the NUT-charge, $\Sigma$ the scalar charges and $\Gamma^M = (p^i, q_\lambda)$ the electric and magnetic charges:

\[ \Gamma^M = \frac{1}{4\pi} \int \Sigma^M. \tag{2.33} \]

Both $Q$ and $Q_\psi$ are matrices in the Lie algebra $\mathfrak{g}$ of $G$. More specifically they both belong to $T_{\phi_0}(\mathcal{M}_{\text{scal}})$. When $\phi_0 = O$ the two matrices belong to $T_{O}(\mathcal{M}_{\text{scal}})$ which is isomorphic to the coset space $\mathfrak{K}^*$. 

Being $G$ the global symmetry group of the effective model, a generic element $g$ of it maps a solution $\phi^i(r, \theta)$ into another solution $\phi'^i(r, \theta)$ according to the matrix equation:

\[ \mathcal{M}(\phi^i(x^i)) = g \mathcal{M}(\phi^i(x^i)) g^i. \tag{2.34} \]

From their definitions (2.27), (2.30), and from (2.34), it follows that $Q$ and $Q_\psi$ transform under the adjoint action of $G$ as:

\[ \forall g \in G: Q \rightarrow Q = (g^{-1})^T Q g^i; \]

\[ Q_\psi \rightarrow Q_\psi = (g^{-1})^T Q_\psi g^i. \tag{2.35} \]

Eqs. (2.31), and the last one in particular, allow to compute the angular momentum of the transformed solution without having to explicitly derive the latter from (2.34) and to compute the corresponding Komar integral on it.

Static solutions are characterized by the $G$-invariant condition $Q_\psi = 0$.

A generic stationary solution with asymptotic values $\phi_0 = (\phi_0^i)$ of the scalar fields and Noether charge $Q$ can be mapped by means of $L(\phi_0)^{-1} \in G/H^*$ into a solution with boundary values of the scalars corresponding to the origin $O$ and Noether charge

\[ Q_O = L(\phi_0^i)^T Q_L(\phi_0)^{-1} = \frac{1}{4\pi} \int_{S^2} \mathcal{M}^* \mathcal{P} \in T_O(\mathcal{M}_{\text{scal}}) \sim S^* \tag{2.36} \]

where $\mathcal{M} = \partial \phi^i P_i \, dx^i$ is the pull-back of the vielbein 1-form $P$ on the solution. The electric and magnetic charges $\Gamma^M_O$ of this solution can be expressed in terms of the central and matter charges $Z(\phi_0, \Gamma)^M$ of the original one, computed at radial infinity. Indeed from (2.31) and the structure of the solvable algebra it follows that:

\[ \Gamma^M_O = (L(\phi_0^i))^N_M (\Gamma^N - n_{\text{NUT}} Z^N) = Z(\phi_0, \Gamma)^M - n_{\text{NUT}} (L(\phi_0)^i)_N^M Z^N. \tag{2.37} \]

If $n_{\text{NUT}} = 0, \Gamma^M_O$ coincide with $Z(\phi_0^i, \Gamma)^M$, which thus represent the components of $Q_O$ along the generators $T_M$ or, equivalently, along the compact generators $K_M$ in $\mathfrak{K}^*$ defined in (2.23). The charges $\Gamma^M_O$ therefore naturally transform in the representation $\mathfrak{K}$ of $H^*$.

We can then characterize an axisymmetric, single-center solution $\phi^i(r, \theta)$ by the set of data $[\phi_0, Q, Q_\psi]$ consisting in the corresponding values $\phi_0^i$ of the scalar fields at radial infinity and the matrices $Q, Q_\psi \in T_{\phi_0}(\mathcal{M}_{\text{scal}})$.

We say that two single-center solutions $[\phi_0^{(1)}, \quad Q_0^{(1)}, Q_\psi^{(1)}], \quad [\phi_0^{(2)}, \quad Q_0^{(2)}, Q_\psi^{(2)}]$ belong to the same $G$-orbit if the matrices $Q_0^{(i)} \equiv Q_{\psi}^{(i)}, Q_0^{(i)} \in T_{\phi_0}(\mathcal{M}_{\text{scal}}), i = 1, 2$, describing the corresponding solutions with asymptotic values of the scalars at the origin $O$.

\[ Q_0^{(i)} \equiv L(\phi_0^{(i)})^T Q_0^{(i)} L(\phi_0^{(i)})^{-1} \in T_O(\mathcal{M}_{\text{scal}}) \sim \mathfrak{K}, \tag{2.38} \]

\[ Q_\psi^{(i)} \equiv L(\phi_0^{(i)})^T Q_\psi^{(i)} L(\phi_0^{(i)})^{-1} \in T_O(\mathcal{M}_{\text{scal}}) \sim \mathfrak{K}, \tag{2.39} \]

belong to the same $H^*$-orbit:

\[ Q_0^{(1)} \in (H^*)^{-1} Q_0^{(2)} H^*; \quad Q_\psi^{(1)} \in (H^*)^{-1} Q_\psi^{(2)} H^*. \tag{2.40} \]

Stationary axisymmetric black holes can thus be grouped, with respect to the action of $G$, in orbits which are in one to one correspondence with the $H^*$-orbits.
of the total Noether charge matrices \( Q_O \), \( Q_\psi \), referred to the origin, according to Eq. (2.38). This provides a complete classification of the single-center solutions and allows an intrinsic algebraic characterization of their physical properties, like regularity, supersymmetry etc.

Multicenter solutions are also characterized by the Noether charge matrices \( Q_k \) associated with each center. If \( \Sigma_k \) denotes the 2-cycle surrounding the \( k^{th} \)-center, using the sigma-model field equations (2.29) it follows that [10, 15]:

\[
Q = \frac{1}{4\pi} \int_{\Sigma} \star \psi = \sum_{k} \frac{1}{4\pi} \int_{\Sigma_k} \star \psi = \sum_{k} Q_k.
\] (2.41)

In terms of \( Q_k \) the relevant quantities associated with each constituent of the system are computed using (2.31). Note that, as opposed to the total Noether charge matrix \( Q \) which can always be mapped into an element of \( \mathfrak{r}^* \) by means of the coset representative computed at spatial infinity \( L(\phi_0) \), \( Q_k \) are evaluated by an integration over a 2-cycle \( \Sigma_k \) along which the scalar fields are not constant and thus it cannot in general be \( G \)-rotated into \( \mathfrak{r}^* \). This would not be the case if the other centers were infinitely far away from the \( k^{th} \) one, so that \( \Sigma_k \) can be chosen to be a sphere at spatial infinity on which the scalar fields are uniform and \( Q_k \) can be consistently mapped into an element in \( \mathfrak{r}^* \) belonging to some characteristic \( H^* \)-orbit. This amounts to associating with each center an “intrinsic” matrix \( Q_k^{(0)} \), and thus an “intrinsic” \( H^* \)-orbit, which encodes its properties when the center is isolated from the others, namely in the limit of vanishing interactions. If \( R_{ij} = |x_i - x_j| \) denotes the distance between the \( i^{th} \) and the \( j^{th} \) center in the solution, located at \( x_i \) and \( x_j \), respectively, we can thus define:

\[
Q_k^{(0)} = \lim_{R_{ij} \to \infty} Q_k \Leftrightarrow Q_k = Q_k^{(0)} + \sum O \left( \frac{1}{R_{ik}} \right),
\] (2.42)

where the limit amounts to sending all the centers, different from the \( k^{th} \)-one under consideration, to spatial infinity. The \( O \left( \frac{1}{R_{ik}} \right) \) terms represent the effect of the interactions. If the point \( \phi_0 \) on the moduli space at infinity is chosen to coincide with the origin, then \( Q_k^{(0)} \), for any \( k \), belongs to \( \mathfrak{r}^* \). This matrix only serves the purpose of characterizing the “intrinsic” regularity of each center: We shall say that the \( k^{th} \) center of a solution is regular iff the corresponding \( Q_k^{(0)} \) is associated with the \( H^* \)-orbit of a regular single center solution. If a center is “intrinsically” singular, namely if \( Q_k^{(0)} \) belongs to an \( H^* \)-orbit corresponding to singular solutions, the corresponding single-center solution features singularities at finite \( r \) which are unlikely to be offset by the interaction terms in the full multi-centered solution. Therefore we take as necessary condition for regularity that each center of a solution be “intrinsically” regular [15]. This is not a sufficient condition since, for instance, if the distance between the centers is small enough, interaction terms may produce singularities. We shall illustrate this in specific examples.

**Extremal solutions.** With the exception of the extremal Kerr solution and generalizations thereof, extremal solutions are characterized by a nilpotent \( Q \) [5, 6] and \( Q_\psi \) [21, 28], in fact the one-forms \( \mathcal{P} \) and \( \mathcal{W} \) take value in a nilpotent subalgebra of \( \mathfrak{g} \) [9, 10, 15]. This implies \( \text{Tr}(\mathcal{P}; \mathcal{P}) = 0 \) and thus, from (2.25), that \( R_{ij} = 0 \), that is \( g_\theta \) is the flat metric. Single-center, extremal solutions feature a characteristic attractor behavior at the horizon [52]. Known examples of multi-center extremal solutions are the BPS ones [20], almost-BPS [45–48] and the composite non-BPS ones [15]. Being \( Q \) nilpotent, these extremal solutions fall in nilpotent orbits of \( Q_O \) with respect to the action of \( H^* \). An intriguing feature of these (composite) black hole solutions is that they are determined by systems of graded, first-order differential equations which are exactly solvable in an iterative way [15]. In [15] a classification of the solutions in terms of nilpotent orbits with respect to the complexification \( H^{C} \) of \( H^* \) was pursued. Such orbits are uniquely associated with nilpotent subalgebras \( \mathfrak{n} \) of \( \mathfrak{g} \), of which \( Q \) is an element and which in turn determine the relevant graded system of first-order equations.

**Regularity.** In order for a solution to be regular the following conditions should be satisfied:

i) **Absence of Dirac-Misner (DM) string singularities.**

The presence of these objects extending to spatial infinity has to be excluded if we require, as we do here, the solution to be globally asymptotically flat. This does not exclude strings connecting the centers. However it is known that the region close to a DM string generically features unwanted closed time-like curves (CTC). We shall require the absence of any DM string in the four-dimensional background. In an \( N \)-center solution this condition amounts to requiring the vanishing of the NUT-charge for each center or, equivalently, to the condition:

\[
n_{\text{NUT}} \equiv \sum_{k=1}^{N} n_{\text{NUT},k} = 0,
\] (2.43)

16 A Dirac-Misner string is a gravitational Dirac string associated with the vector component \( \omega \) of the four-dimensional metric.

17 See [49] for arguments in favor of relaxing this condition.
\[ n_{NUT,k} = 0, \quad k = 1, \ldots, N - 1, \quad (2.44) \]

where \( n_{NUT,k} \) are obtained applying the formulas \((2.31)\) to the Noether charges \( Q_k \) at each center. The first implies the absence of a DM string stretching to infinity and is required by the condition of global asymptotic flatness. The last \( N - 1 \) conditions exclude DM strings connecting the centers. They encode the so-called bubble equations \([15, 20, 46]\) and constrain the distances between the constituent black holes relating them to the asymptotic data at spatial infinity:

\[ \text{ii)} \text{ No curvature singularities. This in particular constrains the warp function } e^{-4U} \text{ to be everywhere positive. As pointed out earlier, we do not want to rule out small black holes, i.e., extremal solutions with vanishing horizon area, or composites thereof. These solutions feature a curvature singularity at the centers where the small black holes are located. We therefore require the warp factor } e^{-4U} \text{ to diverge near the center as } 1/\Sigma_i, \Sigma \text{ being the distance from the } i^{th} \text{ center, with } a \leq 4, a = 4 \text{ corresponding to a large black hole solution.} \]

Conditions \( i \) will be imposed directly on \( Q \) and \( Q_k, k = 1, \ldots, N - 1, \) see \([15]\) while we shall also illustrate in the explicit examples, a strong necessary condition for \( ii) \) requires choosing the “intrinsic” matrices \( Q_k^{(0)} \), characterizing each center, in the \( H \)-orbits associated with regular single-center solutions, provided the distances between the centers be not too small. Therefore this is the point of our analysis where the study of the \( H \)-orbits enters the game. Alternatively condition \( ii) \) can be imposed directly on the specific solution, whose expression may however be rather involved. As pointed out in the introduction, requiring regularity in the asymptotic regions near the centers and at spatial infinity is not enough. We shall indeed illustrate in specific examples that asymptotically well behaved solutions exist which feature singularities at finite \( r \) and CTCs. Such solutions are obtained by choosing the matrix \( Q_k^{(0)} \) of some of the centers in a “wrong” \( H \)-orbit, though being in the \( H^-\) orbit which contains regular solutions with the same electric-magnetic charges.

As mentioned in the Introduction, the general problem of classifying \( H \)-orbits of nilpotent matrices in \( \mathbb{R}^e \) was pursued in a number of \( \mathcal{N} = 2 \) models in \([34–36]\) using a somewhat direct computational method. This approach was put on formal mathematical grounds in \([14]\) and applied to the STU model. It will be reviewed in Sect. 4. Let us now focus on the specific model under consideration.

### 3 The STU model and the \( D = 3 \) effective description

The STU model is an \( \mathcal{N} = 2 \) supergravity coupled to three vector multiplets \( (n_6 = 6, n_c = 4) \) and with:

\[ \mathcal{M}^{(4)}_{\text{scal}} = \frac{G_4}{H_4} = \left( \frac{\text{SL}(2, \mathbb{R})}{\text{SO}(2)} \right)^3. \quad (3.1) \]

This manifold is a complex spacial Kähler space spanned by three complex scalar fields \( \{z_i\} = \{\epsilon_i, \varphi_i\}, i = 1, 2, 3 \). The \( D = 4 \) scalar metric for the STU model reads

\[ dS_4^2 = g_{ij} d\phi^i d\phi^j = 2 g_{ij} d\bar{z}_i d\bar{z}_j = -2 \sum_{i=1}^{3} \frac{dz_i d\bar{z}_i}{(z_i - \bar{z}_i)^2} = \sum_{i=1}^{3} \epsilon_i^1 \epsilon_i^1 \, dz_i d\bar{z}_i. \quad (3.2) \]

We also consider the real parametrization \( \{\phi^i\} = \{\epsilon_i, \varphi_i\} \), related to the complex one by: \( z_i = \epsilon_i - i \varphi_i \). The Kähler potential has the simple form: \( e^{-K} = 8 \epsilon_1 \epsilon_2 \epsilon_3 \). In the chosen symplectic frame (i.e., the special coordinate frame originating from Kaluza Klein reduction from \( D = 5 \)), the special geometry of \( \mathcal{M}^{(4)}_{\text{scal}} \) is characterized by a holomorphic prepotential \( \mathcal{F}(z) = z_1 z_2 z_3 \). The holomorphic \( \Omega^4(z) \) section of the symplectic bundle reads:

\[ \Omega^4(z) = \{1, z_1, z_2, z_3, -z_1 z_2 z_3, z_2 z_3, z_1 z_3, z_1 z_2\}, \quad (3.3) \]

while the covariantly holomorphic section is given by \( V^4(z, \bar{z}) = \epsilon^2 \Omega^4(z) \).

Upon timelike reduction to \( D = 3 \) the scalar manifold has the form \( G/H^+ \) with \( G = \text{SO}(4, 4) \) and \( H^+ = \text{SO}(2, 2)^\circ \). We describe the generators of \( g = \mathfrak{so}(4, 4) \) in terms of Cartan \( H_\alpha \) and shift generators \( E_{3\alpha} \) in the fundamental representation, with the usual normalization convention:

\[ [H_\alpha, E_{3\alpha}] = \pm 2 E_{3\alpha}; \quad [E_\alpha, E_{-\alpha}] = H_\alpha. \quad (3.4) \]

In our notation \( E_{-\alpha} = E_\alpha^\dagger = E_\alpha^T \) (being all matrices real). The positive roots of \( g \) split into: the root \( \alpha_0 \) of the Ehlers subalgebra \( \mathfrak{s}(2, \mathbb{R})_E \) commuting with the algebra \( g_4 \) of \( G_4 \) inside \( g \); the roots \( \alpha_i, (i = 1, 2, 3) \), which coincide with the simple roots of \( g_4 \) when restricted to its Cartan
The special coordinate parametrization of \( \mathcal{M}_{\text{scal}}^{(4)} \) corresponds to a solvable parametrization of the manifold in which the real coordinates \((\phi^i) = (e_i, \varphi_i)\) are parameters of a solvable Lie algebra generated by \((T_i) = (E_{e_i}, \frac{1}{2} H_{e_i}),\) \(i = 1, 2, 3.\) The coset representative \(L_4\) is an element of the corresponding solvable group defined by the following exponentialization prescription:

\[
L_4(\phi^i) = \exp(\phi^i T_i) = \prod_{i=1}^{3} e^{\frac{1}{2} e_i H_{e_i}} e^{i \phi^i e_i}.
\]  

(3.5)

The solvable (or Borel) subalgebra \(\text{Solv} = \text{Span}(T_A)\), \(T_A = \{H_0, T_*, T, T_M\}\) of \(g\) used to define the parametrization of \(\mathcal{M}_{\text{scal}}\) in terms of the \(D = 3\) scalars \(\phi^i\) through the coset representative (2.21), is defined by the identification:

\[
H_0 = \frac{H_{00}}{2}; \ T_* = E_{00}; \ T_M = E_{MM}.
\]  

(3.6)

The symplectic representation of \(T_i\) in the duality representation \(R = (2, 2, 2)\) of \(G_4\) is defined through their adjoint action on \(T_{MN}\): \([T_i, T_{MN}] = -T_{iN}T_{M}\). In order to reproduce the form of the \(T_{iN}\) in the chosen special coordinate frame (3.3), the generators \(T_M\) corresponding to the roots \(\gamma_M\), have to be ordered according to (D.2). In this basis, the symplectic representation of \(L_4 = (L_{4, MN})\) defined in (3.5) allows to define the matrix \(\mathcal{M}_{4}^{(4)}\):

\[
\mathcal{M}_{4}^{(4)}_{MN} = -\sum_{P=1}^{8} (L_{4, MP})(L_{4, NP}).
\]  

(3.7)

The mathematical details of the model, including the explicit matrix form of \(\mathcal{M}_{4}^{(4, MN)}\), are given in Appendix D.

The simple roots of the \(D_4\) algebra \(g^C\) generating \(G^C\), complexification of \(G = SO(4, 4)\), are denoted by \(\alpha_1, \ldots, \alpha_4\), and their numbering corresponds to the following labeling of the Dynkin diagram:

```
  1
 / \  /
 2 \ 3
  \ /
  4
```

The simple roots \(\alpha_i, (i = 1, 2, 3)\) of \(g_4\) coincide with the \(so(4, 4)\)-roots \(\alpha_1, \alpha_3, \alpha_4\). The \(STU\) triality, which amounts to interchanging the role of the three complex scalars, that is the three factors in \(\mathcal{M}_{\text{scal}}^{(4)}\), is defined by the outer-automorphisms permuting the legs of the \(D_4\) diagram, i.e. the roots \(\alpha_1, \alpha_3, \alpha_4\).

The complexification \(\hat{g}^C\) of the Lie algebra \(\hat{g}^* = \text{sl}(2, \mathbb{R})^4\) is defined by simple roots which are denoted by \(\beta_1, \ldots, \beta_4\), where

\[
\beta_1 = -\alpha_0 = -(\alpha_1 + 2\alpha_2 + \alpha_3 + \alpha_4);
\]
\[
\beta_2 = \alpha_1; \ \beta_3 = \alpha_3; \ \beta_4 = \alpha_4.
\]  

(3.8)

We shall refer all the properties of the generators of \(g = so(4, 4)\) to the corresponding matrices in the real fundamental representation \(B\), see Appendix D.1. The effect of triality is to permute the roots \(\beta_2, \beta_3, \beta_4\).

4 The issue of nilpotent orbits

As stressed in Sect. 2, a particularly useful mathematical notion for the study of stationary solutions in the model under consideration is that of \(H^\ast\)-orbits in \(\hat{g}^\ast\), which provides the appropriate tool for characterizing their physical properties. The orbits of regular Kerr solutions (which include the extremal Kerr solutions), were originally studied in [2]. They are characterized by a semisimple \(Q_O\) or \(Q_{gO}\) being \(H^\ast\)-conjugate to \(Q_O\) [21, 28]. As pointed out earlier, the extremal solutions we shall be dealing with in the present paper are characterized by a nilpotent \(Q_O\), \(Q_{gO}\) being nilpotent too but in a distinct \(H^\ast\)-orbit. The nilpotent \(H^\ast\)-orbits describing these solutions can be obtained as singular limits of the Kerr orbit, a general geometric prescription being given in [21, 28].

Constructing and classifying \(H^\ast\)-adjoint orbits in \(\hat{g}^\ast\), with particular reference to the nilpotent ones, amounts to grouping the elements of \(\hat{g}^\ast\) in orbits \(O\) (or conjugacy classes) with respect to the adjoint action of \(H^\ast\):

\[
k_1, k_2 \in O \subset \hat{g}^\ast \Leftrightarrow \exists h \in H^\ast : k_2 = h^{-1}k_1h.
\]  

(4.1)

A valuable approach to this task makes use of the theory of adjoint orbits within a real Lie algebra \(g\) with respect to the action of the Lie group \(G\) it generates [37]. In this respect the Kostant-Sekiguchi theorem [37] is of invaluable help since it allows a complete classification of such orbits.\(^{19}\) This is however not enough for our purposes, since we are interested in the adjoint action of \(H^\ast\) on \(\hat{g}^\ast\) and a same \(G\)-orbit will in general branch into several \(H^\ast\)-orbits. To understand this splitting one may use \(H^\ast\)-invariant quantities which are not \(G\)-invariant, such as \(\gamma\)-labels [11] or tensor classifiers [13]. These, however,

\(^{18}\) We denote the roots of \(g_4\) by boldface Greek letters, to distinguish them from those of \(g\).

\(^{19}\) The Kostant-Sekiguchi theorem refers to the real orbits with respect to the action of the transformations in the identity sector of \(G\).
cannot guarantee by themselves a complete classification. In [14] we used two different approaches to such a classification: One, which was originally devised in [35] and a new one which generalizes the original Vinberg method [54] and makes use of the notion of carrier algebras. In this section we review the former method and discuss the results, referring to [14] for the mathematical details.

We start from the notion of standard triple associated with a nilpotent element $e$ of a real Lie algebra $\mathfrak{g}$. According to the Jacobson-Morozov theorem [37], such element can be thought of as part of a standard triple of $\mathfrak{s}(2,\mathbb{R})$-generators $\{e,f,h\}$, satisfying the following commutation relations:

$$[h,e] = 2e; \quad [h,f] = -2f; \quad [e,f] = h.$$  

(4.2)

If we were interested in the orbits in the complexification $\mathfrak{g}^\mathbb{C}$ of $\mathfrak{g}$ with respect to the adjoint action of the group $G^\mathbb{C}$ it generates, different $G^\mathbb{C}$-nilpotent orbits correspond to inequivalent embeddings of $\mathfrak{s}(2,\mathbb{R})$ inside $\mathfrak{g}$, and these would correspond to different branchings of a given representation of $G^\mathbb{C}$ with respect to the $\text{SL}(2,\mathbb{R})$-subgroup. These different branchings are uniquely characterized by the spectrum of the adjoint action of $h$ on $\mathfrak{g}^\mathbb{C}$. Such spectrum is conveniently described by fixing a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}^\mathbb{C}$, in which $h$, being a semisimple generator, can be rotated by means of a $G^\mathbb{C}$-transformation, and evaluating the values of the simple roots $\alpha_i$ of $\mathfrak{g}^\mathbb{C}$, associated with $\mathfrak{h}$, on $h$:

$$\text{G}^\mathbb{C}$$-orbit of $e$ $\leftrightarrow$ $\text{G}^\mathbb{C}$-orbits of $h$ $\leftrightarrow$ $\{\alpha_i(h)\}$,  

(4.3)

where the integers $\alpha_i(h)$ are conventionally evaluated after $h$ is rotated in the fundamental domain and can only have values 0,1,2. They are called $\alpha$-labels and provide a complete classification of the nilpotent $G^\mathbb{C}$-adjoint orbits in $\mathfrak{g}^\mathbb{C}$.

We can always rotate, by means of $G$, the standard triple associated with a nilpotent element into a Cayley triple characterized by the property that $h$ and $e+f$ are non-compact, $h,e+f \in \mathfrak{h}$, while $e-f$ is compact, $e-f \in \mathfrak{h}$, see footnote 6 for the definition of $\mathfrak{h}$ and $\mathfrak{g}$. Then the problem of classifying nilpotent orbits in the real Lie algebra $\mathfrak{g}$ with respect to the adjoint action of $G$ can also be reduced to that of classifying some characteristic semisimple generators. Such generator associated with the triple of $e$ is no longer $h$, but rather the non-compact generator $i(e-f)$. This is a consequence of the Kostant-Sekiguchi (KS) theorem whose content we briefly recall below. Having denoted by $H$ the maximal compact subgroup of $G$, generated by $\mathfrak{h}$, we denote by $H^\mathbb{C}$ its complexification, generated by the complexification $\mathfrak{h}^\mathbb{C} = \mathfrak{h} + i\mathfrak{h}$ of $\mathfrak{h}$.20 The Kostant-Sekiguchi (KS) theorem defines a one-to-one correspondence between $G$-orbits of a nilpotent element $e$ of $\mathfrak{g}$, and the orbits under the adjoint action of $H^\mathbb{C}$ on $\mathfrak{g}^\mathbb{C}$, where the latter is the complexification of the space of non-compact $\mathfrak{g}$-generators $\mathfrak{g}$ defined by the Cartan decomposition (2.12): $\mathfrak{g}^\mathbb{C} = \mathfrak{h} + i\mathfrak{h}$. These orbits are in turn in one-to-one correspondence with the $H^\mathbb{C}$-adjoint orbit of the element $(e-f)$ of $\mathfrak{h}$. Such orbits are completely defined by the (real) spectrum of the adjoint action of $i(e-f)$ over $\mathfrak{g}^\mathbb{C}$, or, equivalently, by the embedding of the same semisimple element within a suitable Cartan subalgebra $\mathfrak{h}_{\mathfrak{g}}$ of $\mathfrak{g}^\mathbb{C}$. If $\beta_k$ are the simple roots of $\mathfrak{g}^\mathbb{C}$, referred to $\mathfrak{h}_{\mathfrak{g}}$, such embedding is defined by the so called $\beta$-labels, which are the values $\beta_k(i(e-f))$. In summary the KS theorem states the following correspondence:

$$\text{G}-orbit of e \leftrightarrow \text{H}^\mathbb{C}$$-orbits of $i(e-f)$ in $\mathfrak{g}^\mathbb{C}$  

(4.4)

where the labels $\beta_k(i(e-f))$ are conventionally evaluated once $i(e-f)$ is rotated into the fundamental domain and are non-negative integers. The $\alpha,\beta$-labels are classified in the mathematical literature, for all Lie groups [37].

Let us now come back to our original problem: What are the possible $H^\mathbb{C}$-orbits of nilpotent elements $e$ in $\mathfrak{g}^\mathbb{C}$? We know that $e$ is part of a standard triple. Since $e$ is in $\mathfrak{g}^\mathbb{C}$, compatibility of (4.2) with (2.14) requires that $h \in \mathfrak{g}^\mathbb{C}$ and $f \in \mathfrak{h}^\mathbb{R}$. In particular $h$ is a semisimple, non-compact element of $\mathfrak{g}^\mathbb{C}$ and of $\mathfrak{h}^\mathbb{R}$, $\sigma(h) = -h^T = -h$, and thus can be chosen (modulo $H^\mathbb{C}$-transformations of the triple) within a given maximally non-compact Cartan subalgebra $\mathfrak{h}_{\mathfrak{g}}$ of $\mathfrak{g}^\mathbb{C}$. Clearly different $G^\mathbb{C}$ or $G$-orbits (uniquely defined by $\alpha, \beta$-labels, respectively) correspond to different $H^\mathbb{C}$-orbits. A same $G$-orbit will branch with respect to the action of $H^\mathbb{C}$. In [11], the case $G = G_{2(2)}$, $H^\mathbb{C} = \text{SL}(2,\mathbb{R})^2$ was studied in detail, and the so-called $\gamma$-labels were introduced to distinguish between different $H^\mathbb{C}$-orbits. The notion of $\gamma$-labels is similar to that of $\beta$-labels. Let us denote by $\mathfrak{g}^\mathbb{C}$ $\mathfrak{h}^\mathbb{C} + i\mathfrak{h}^\mathbb{C}$ the complexification of $\mathfrak{h}^\mathbb{C}$, generating the subgroup $H^\mathbb{C}$ of $G^\mathbb{C}$. The $\gamma$-labels identify the $H^\mathbb{C}$-orbits of $e$ in $\mathfrak{g}^\mathbb{C}$ or, equivalently, of $h$ within $\mathfrak{h}^\mathbb{C}$ and can thus either be described in terms of the spectrum of the adjoint action of $h$ on $\mathfrak{g}^\mathbb{C}$, or in terms of the values of the simple roots $\beta_k$ of $\mathfrak{g}^\mathbb{C}$ (referred now to the Cartan subalgebra $\mathfrak{h}_{\mathfrak{g}}$ of $\mathfrak{g}^\mathbb{C}$) on $h$, taken in the

---

20 Clearly the complexifications $\mathfrak{h}^\mathbb{C} = \mathfrak{h} + i\mathfrak{h}$ of $\mathfrak{h}$ and $\mathfrak{h}^\mathbb{C} = \mathfrak{h}^\mathbb{C} + i\mathfrak{h}^\mathbb{C}$ are isomorphic in $\mathfrak{g}^\mathbb{C}$.
fundamental domain:

\[ [H^*\mathbb{C} \text{-orbits of } e \in \mathbb{R}^*\mathbb{C}] \leftrightarrow [H^*\mathbb{C} \text{-orbits of } h \in \mathbb{R}^*\mathbb{C}] \]

\[ \leftrightarrow \{ \beta_k^\ell(h) \} = \gamma \text{-labels.} \quad (4.5) \]

These quantities are clearly invariant with respect to the adjoint action of \( H^* \) (and in general of its complexification \( H^*\mathbb{C} \)) on the whole triple and in particular on \( h \), and thus different \( \gamma \text{-labels correspond to different } H^*\mathbb{C} \text{-orbits of } e \in \mathbb{R}^*\mathbb{C} \). Clearly the sets of all possible \( \beta \text{-} \) and \( \gamma \text{-} \) labels coincide.

Summarizing, a nilpotent element \( e \) in \( \mathbb{R}^* \) can be simultaneously characterized as belonging to a certain \( G \)-orbit in \( g \) and to an \( H^*\mathbb{C} \)-orbit in \( \mathbb{R}^*\mathbb{C} \) through its \( \beta \) and \( \gamma \)-labels, respectively.

In [15] a systematic study of black hole solutions to the STU model was done in terms of the \( H^*\mathbb{C} \)-orbits inside \( \mathbb{R}^*\mathbb{C} \). It was shown that the form of the first order system of equations governing the (composite) solutions only depends on this orbit, namely on the corresponding \( \gamma \)-label. There is no mathematical property guaranteeing that \( \gamma \)-labels, together with the \( \alpha \) and \( \beta \) ones, provide a complete classification of the \( H^* \)-nilpotent orbits in \( \mathbb{R}^* \). And indeed there are counterexamples, as it is shown in [36] and in the present paper: Different \( H^* \)-orbits sharing the same \( \alpha \), \( \beta \)-labels.

Let us now review the constructive procedure introduced in [35]. Given a nilpotent element \( e \) of \( \mathbb{R}^* \) one can prove, see [14], that there exists an element \( e' \) in the same \( H^* \)-orbit, whose triple \( \{ e', f', h \} \) has the property that \( f' = e'^T \). We shall then restrict to triples of this kind.

The neutral element \( h \) of a triple \( \{ e, f, h \} \), should fall in one of the \( H^* \)-orbits uniquely defined by the \( \gamma \)-labels. We then take a representative \( h \) of each of these orbits and solve the matrix equations in the unknown \( e \):

\[ [h, e] = 2e, \quad (4.6) \]

\[ [e, e^T] = h. \quad (4.7) \]

Using a MATHEMATICA code, for each \( h \) we find a set of solutions to (4.6), (4.7). We group these solutions under the action of the compact part \( Z^\text{comp}_{H^*} \) of the little group \( Z_{H^*} \) of \( h \) in \( H^* \). In all cases we could find that solutions which were not connected by the adjoint action of \( Z^\text{comp}_{H^*} \), could be distinguished by \( H^* \)-invariant quantities. Instances of such quantities are the signatures of certain symmetric covariant (or contravariant) \( H^* \)-tensors, called tensor classifiers, defined in [14, 35, 36]. In principle, if one is able to find \( H^* \)-invariant quantities capable of distinguishing between solutions \( e \) to (4.6), (4.7) which share the same \( \beta \)-label (i.e. fall in the same \( G \)-orbit) but are not related by \( Z^\text{comp}_{H^*} \), the resulting classification of the \( H^* \)-orbits can be claimed to be complete. This is the case of our present analysis. In [55] a different strategy for listing the nilpotent orbits of a symmetric pair was developed; this method however involves computational problems which make it difficult to be implemented by some practical algorithm [14].

The complex \( G^\mathbb{C} \) orbit, besides the \( \alpha \)-label, is also described by the branching of the fundamental representation of \( SO(4, 4) \) with respect to the \( SL(2, \mathbb{R}) \) subgroup generated by the corresponding triple \( \{ e, f, h \} \).

Let us enter the details of the particular model we are considering. As discussed above, the nilpotent \( H^* \)-orbits in \( \mathbb{R}^* \) are characterized by their \( \alpha \)-label, \( \gamma \) and \( \beta \)-labels. When these are not enough to identify the orbit we use additional labels \( \delta^{(1)}, \delta^{(2)}, \ldots \). We shall use the following notation: For each \( \alpha \)-label \( \alpha^{(i)} \) we denote by \( \beta^{(\ell; k)}, \gamma^{(\ell; k)}, \) the corresponding sets of \( \gamma \) and \( \beta \)-label, the range of the index \( k \) depending on the \( \alpha \)-label. For the sake of notational simplicity we shall omit the reference to the \( \alpha \)-label in the suffix of the \( \gamma \) and \( \beta \)-ones when there is no ambiguity.

In the model under consideration there are eleven \( \alpha \)-labels, each of which is described by a weighted Dynkin diagram:

\[ \alpha = (n_1, n_2, n_3, n_4) \equiv \odot^{n_4}_{n_3} \odot^{n_2}_{n_1}, \]

where \( n_i = 0, 1, 2 \) and are listed in table.

The \( \beta \) and \( \gamma \) are described in terms of a weighted extended Dynkin diagram (referred to different Cartan subalgebras of \( \mathfrak{s}\mathfrak{u} \) inside \( g \)):

\[ \beta, \gamma = (n_1, n_2, n_3, n_4) \equiv \odot^{n_4}_{n_3} \odot^{n_2}_{n_1}, \]

The list of \( \alpha \), \( \beta \) and \( \gamma \)-labels is given in Appendix A. The complete set of nilpotent orbits is illustrated in Sects. C.0.1-C.1, see Tables C1-C17, where, for each orbit, a representative is given: for the orbits from \( \alpha^{(1)} \) to \( \alpha^{(6)} \), the representative is described either in terms of the generating solution of single-center black holes or in a Qubit-basis, while the latter representation only is used to describe the orbits with higher \( \alpha \)-label. The Qubit-description of the elements in \( \mathbb{R}^* \), transforming in the representation \( (2,2,2,2) \) of \( H^* \), is defined using the following convention:

\[ (\pm, \pm, \pm, \pm) \equiv |\pm\rangle \otimes |\pm\rangle \otimes |\pm\rangle \otimes |\pm\rangle, \quad (4.8) \]
\[ \text{being a basis of the doublet representation of each } SL(2, \mathbb{R}) \text{ factor in } H^* = SO(2, 2)^2 \cong SL(2, \mathbb{R}) \times \mathbb{Z}_2 \times SL(2, \mathbb{R}) \times SL(2, \mathbb{R}) \times \mathbb{Z}_2 \times SL(2, \mathbb{R}). \]

4.1 A general overview of the orbits

Regular and small extremal static or under-rotating single-center solutions are characterized by a Noether charge \( Q \) in the fundamental representation of \( G = SO(4, 4) \), which is a step-\( k \) nilpotent matrix with \( k \leq 3 \) [6, 9]:

\[ Q^k = 0, \quad k \leq 3. \quad (4.9) \]

The corresponding nilpotent orbits of \( Q_0 \) are defined by \( \alpha \)-labels from \( \alpha^{(1)} \) to \( \alpha^{(6)} \). These orbits can be described in terms of a generating solution, which corresponds to a common \( H^* \)-frame in which the representative \( Q_0 \) is simplest [7, 8], and the solution depends on the least number of parameters. More specifically, representatives of each of these orbits can be found in a characteristic subspace \( \mathfrak{g}^{(N)} \) of \( \mathfrak{g} \) of the form:

\[ \mathfrak{g}^{(N)} = \bigoplus_{\ell=1}^{4} \{ \mathfrak{s}(2, \mathbb{R}) \odot \mathfrak{s}(1, 1) \}_{\ell}. \quad (4.10) \]

which is defined as follows. In the case of the STU model, the maximal compact subgroup of \( H^* \) is \( H_c = SO(2, 2)^4 \) which is the product of the \( SO(2, 2) \) contained in the Ehlers group \( SL(2, \mathbb{R}) \) and \( H\ell = SO(2, 2)^3 \). A pointed out in (2), the spaces \( \mathfrak{g}^* \mathfrak{s}(R) \) and \( \mathfrak{R}^* \mathfrak{s}(R) \) both support a representation \( \mathfrak{R}' \) of \( H_c \) and, by means of transformations in this group, generic generators in these spaces can be rotated into subspaces \( \mathfrak{J}^{(N)}, \mathfrak{K}^{(N)}, \) which are in fact maximal abelian subspaces of \( \mathfrak{g}^* \mathfrak{s}(R) \) and \( \mathfrak{R}^* \mathfrak{s}(R) \), respectively. The space \( \mathfrak{J}^{(N)} \) defines the non-compact rank \( p \) of \( H^*/H_c \) so that

\[ p = \text{dim}(\mathfrak{J}^{(N)}) = \text{dim}(\mathfrak{K}^{(N)}) = \text{rank} \left( \frac{H^*}{H_c} \right). \quad (4.11) \]

In our case, just as in the case of any \( \mathcal{N} = 2 \) symmetric supergravity with a rank-3 spacial Kähler manifold or in the case of maximal and half-maximal supergravities, \( p = 4 \). The spaces \( \mathfrak{J}^{(N)}, \mathfrak{K}^{(N)} \) are defined by the normal form of the representation \( \mathfrak{R}' \) with respect to \( H_c \) [7, 8]. The generators \( \mathfrak{J}_\ell, \mathfrak{K}_\ell, \ell = 0, \ldots, p - 1, \) of \( \mathfrak{K}^{(N)}, \mathfrak{J}^{(N)} \), respectively, have the following form:

\[ \mathfrak{J}_\ell = \frac{1}{2} (\mathcal{T}_\ell + \mathcal{T}_\ell^T); \quad \mathfrak{K}_\ell = \frac{1}{2} (\mathcal{T}_\ell - \mathcal{T}_\ell^T), \quad (4.12) \]

where \( \mathcal{T}_\ell \) are the \( T_M \) generators corresponding to four \( \gamma_M \) roots which, in the basis \( (H_0, \frac{1}{2} H_0) \), are described by mutually orthogonal 4-vectors \( \tilde{\gamma}_\ell \). The generators \( \mathfrak{K}_\ell, \mathfrak{J}_\ell \) together with \( \mathfrak{H}_\ell \equiv \frac{1}{2} [\mathcal{T}_\ell, \mathcal{T}_\ell^T] \), generate the \( p = 4 \) commuting \( s(2) \) = \( \text{Span}(\mathfrak{J}_\ell, \mathfrak{H}_\ell, \mathfrak{K}_\ell) \) algebras in (4.10). They indeed satisfy the following relations:

\[ \{ \mathfrak{H}_\ell, \mathfrak{J}_\ell \} = \delta_{i\ell} \mathfrak{K}_\ell, \quad \{ \mathfrak{H}_\ell, \mathfrak{K}_\ell \} = \delta_{i\ell} \mathfrak{J}_\ell, \quad \{ \mathfrak{J}_\ell, \mathfrak{K}_\ell \} = -\delta_{i\ell} \mathfrak{H}_\ell. \quad (4.13) \]

We see that there are two maximal sets of \( p = 4 \) mutually orthogonal roots \( \{ \tilde{\gamma}_1, \tilde{\gamma}_2, \tilde{\gamma}_3, \tilde{\gamma}_4 \} \) and \( \{ \tilde{\gamma}_1, \tilde{\gamma}_2, \tilde{\gamma}_3, \tilde{\gamma}_4 \} \), \( \ell, \ell' = 0, \ldots, 3, \) corresponding to the normal forms of the charge vector with non-vanishing charges \( \{ q_0, p^\ell \}_{\ell=1,2,3} \) and \( \{ p^\ell, q_\ell \}_{\ell=1,2,3} \), respectively (see (D.2)). We shall choose the former set.

**Extremal static single-center solutions** were classified in orbits with respect to the \( D = 4 \) global symmetry group \( G_4 \) in [50]. They are described by geodesics on \( \mathcal{M}_{\text{full}} \). The affine parameter is \( \tau = -1/r \) and runs from \( \tau = 0 \), corresponding to radial infinity, to \( \tau = -\infty \) corresponding to the horizon. The general solution \( \phi^\ell(\tau) \), with boundary conditions \( \{ \phi_0, Q \} \), is derived from the matrix equation:

\[ \mathcal{M}(\phi(\tau)) = \mathcal{M}(\phi_0) e^{2Q_\tau}. \quad (4.14) \]

By means of \( G \), they can be mapped into geodesics on a smaller manifold (generating solution) [7, 8]

\[ \mathcal{M}_N = \prod_{\ell=1}^{p} \left. \text{SL}(2, \mathbb{R})_\ell \right| (dS_2)^p \subset \frac{G}{H^*}. \quad (4.15) \]

where \( \text{SL}(2, \mathbb{R})_\ell \) are generated by the \( s(2) \) algebras defined above. If we choose \( \phi_0 = 0 \), the Noether charge \( Q_0 \) of the generating solution will have the general form

\[ Q_0 = \sum_i k_i N_\ell^i = \sum_i k_i (\mathcal{H}_\ell - \epsilon_i \mathcal{K}_\ell), \quad \epsilon_i = \pm 1. \quad (4.16) \]

where \( \{ N_\ell^i \} \) is a basis of nilpotent generators in the coset space \( \mathfrak{g}^{(N)} \) of \( \mathcal{M}_N \):

\[ N_\ell^i = \mathcal{H}_\ell - \epsilon_i \mathcal{K}_\ell, \quad [\mathcal{J}_\ell, N_\ell^i] = \epsilon_i N_\ell^i, \quad (4.17) \]

All these combinations have vanishing NUT charge: \( \text{Tr}(T_\ell^2 Q) = 0 \). The coefficients \( k_i \) of \( \mathcal{H}_\ell \) define the scalar charges and ADM mass, while the coefficients of \( \mathcal{K}_\ell \) define the electric and magnetic charges, which can be computed using Eq. (2.31) to be:

\[ q_0 = -\epsilon_0 k_0/\sqrt{2}, \quad p_\ell = -\epsilon_\ell k_\ell/\sqrt{2}, \quad \ell = 1, 2, 3. \quad (4.18) \]
The ADM mass is computed, having chosen $\phi_0 = 0$, by tracing $Q$ with $T_0$, as in Eq. (2.31) and reads

$$M_{ADM} = \lim_{r \to 0} \frac{1}{4} \sum k^\ell. \quad (4.19)$$

Solving (4.14) we find the following solution [7, 8]:

$$e^{-2U} = \sqrt{H_0 H_1 H_2 H_3}, \quad e^{\phi_1} = \sqrt{H_0 H_1 H_2 H_3}, \quad e^{\phi_2} = \sqrt{H_0 H_1 H_2 H_3},$$

$$Z^0 = \frac{q_0}{H_0}, \quad Z_k = -\frac{p_k^\ell}{H_k}, \quad k = 1, 2, 3, \quad (4.20)$$

where we have introduced the harmonic functions:

$$H_0 = 1 - k_0 \tau + 1 + \sqrt{2} \epsilon_0 q_0 \tau;$$

$$H_1 = 1 - k_1 \tau + 1 + \sqrt{2} \epsilon_1 p^\ell \tau, \quad i = 1, 2, 3. \quad (4.22)$$

We see that, if one of the $k_i (i = 0, 1, 2, 3)$ is negative, the corresponding $H_i$ vanishes at finite $\tau = 1/k_i < 0$ and so does $e^{-2U}$. At this distance the $D = 4$ scalar curvature $R$ blows up, signaling a true space-time singularity. Therefore regular solutions, with non-vanishing horizon area, correspond to positive, non-vanishing $k_i$. In this case the horizon area is given by:

$$A_H = 4\pi \lim_{\tau \to \infty} \frac{e^{-2U}}{\tau^2} = 4\pi \sqrt{k_0 k_1 k_2 k_3} = 4\pi \sqrt{\epsilon I_4 (p, q)}$$

$$= 4\pi \sqrt{|I_4 (p, q)|}, \quad (4.23)$$

where $I_4 (p, q) = 4q_0 p^\ell p^\gamma p^\delta$ is the quartic $G_4$-invariant function of the electric and magnetic charges expressed in the charges of the solution, see Eq. (D.6), and $\epsilon \equiv \prod_1 \epsilon_i$.

When some of the $k_i$ vanish the solution is a small black hole. Also in this case we distinguish solutions featuring a singularity only in correspondence to the vanishing horizon (regular small) from the others.

Once a solution is mapped into the generating one, we can still act on it by means of the SO(1, 1)$^4$ isotropy group of $\mathcal{M}_N$ generated by $J_\ell$, which consists of residual Harrison transformations. Its effect is to rescale the $k_i$ by a positive number and thus will not affect the regularity of the solution. It will however map a singular generating solution (in the $k_i$ are not all positive), into a solution with vanishing $M_{ADM}$ and NUT charge.

Single center solutions with nilpotent $Q$ (and $Q_\psi$) are the extremal static solutions considered above, rotating BPS solutions (which are singular) and the under-rotating solutions [31–33]. As opposed to the static solutions ($Q_\psi = 0$), the rotating ones are not dual to a generating solution with values in the smaller target space $\mathcal{M}_N$. Nevertheless $Q_\psi$ can always be mapped in the space $\mathcal{M}^{(N)}$ and thus be expressed as combination of the nilpotent $N^{(k)}_i$ generators of this space. In Sect. C.0.1 we list the real orbits with $\alpha$-label from $\alpha^{(1)}$ to $\alpha^{(6)}$ are listed. We see that, just as for the model studied in [36], the $\gamma$-labels are related to the gradings $\epsilon_i$ of the nilpotent generators while the $\gamma$-labels depend on the signs of $k_i$. The former can be changed by means of compact transformations $e^{\tau J_\ell}$ in $G/H^\gamma$, generated by $K_\ell$, the latter by complex Harrison transformations $e^{J_\ell^\gamma}$ in $H^\ell^{(C)}$, generated by $J_\ell$, which are outer automorphisms of $H^\gamma$ [36]. The orbits defined by $\gamma^{6;5}, \beta^{6;5}$ are somewhat special in this respect: The $\beta$-label is not affected by a change in the sign of two of the $k_i$, although the $H^\gamma$-orbit is. This implies an orbit degeneracy with respect to the $\gamma$ and $\beta$-labels: There are four orbits with $\gamma^{6;5}, \beta^{6;5}$, distinguished by the labels $\delta^{(1)} \ldots, \delta^{(4)}$, which are in fact just two modulo the STU triality. This feature shows that the $\gamma$ and $\beta$-labels are not enough to identify a real orbit. The orbit describing regular solutions (characterized by $I_4 < 0$) is the only one (labeled by $\delta^{(1)}$) with positive $k_i$.

The regular (small) single-center solutions are characterized by orbits with $\alpha$-label ranging from $\alpha^{(1)}$, ..., $\alpha^{(5)}$ and those with non-negative $k_i$ (i.e. with no singularities at finite $r$), are characterized by the coincidence of the $\gamma$ and $\beta$-labels, corresponding to the classification given in [42]. The regular (non-small) solutions are described by $Q_\psi$ in the $\alpha^{(6)} G^\ell^{(C)}$-orbit:

a) The $(\gamma^{6;1}, \beta^{6;1})$ orbit describes the regular static BPS solution (which has $I_4 > 0$);

b) $(\gamma^{6;\ell}, \beta^{6;\ell}), \ell = 2, 3, 4$ define the orbits of the non-BPS solutions with $I_4 > 0$;

c) $(\gamma^{6;5}, \beta^{6;5}, \delta^{(1)})$ corresponds to the regular non-BPS solution with $I_4 < 0$.

The small but regular solutions are defined by the orbits:

da) $(\gamma^{1;1}, \beta^{1;1})$ describes the BPS doubly critical solutions;
b) $(\gamma^{2;\ell}, \beta^{2;\ell}), (\gamma^{3;\ell}, \beta^{3;\ell})$ and $(\gamma^{4;\ell}, \beta^{4;\ell}), \ell = 1, 2$, which are related by triality, describe the critical solutions. The first $k = 1$ orbit of each series describes BPS solutions while the second non-BPS ones;
fc) $(\gamma^{5;\ell}, \beta^{5;\ell}), \ell = 1, 2, 3, 4$, describe the light-like solutions. The first $k = 1$ describes BPS black holes, while the remaining three non-BPS solutions.
In [21, 22] it is shown how, using singular Harrison transformations, one can connect the orbit of the regular Kerr solution to any of the orbits with $\alpha$-label from $\alpha^{(1)}$ to $\alpha^{(6)}$, which describe both singular and non-singular (rotating) single-center solutions.

The $H^*$-representations therefore provide a G-invariant characterization of regular single-center solutions. Alternatively one can implement regularity conditions directly on the four-dimensional solution or use a characterization of regular solutions based on the notion of fake-superpotential [10, 36].

Let us end this section by showing that, as mentioned in the Introduction, the asymptotic behavior of the solution, near the centers and at spatial infinity, is not enough to guarantee the regularity of the whole solution. This clearly applies to the multi-centered case. To illustrate this let us consider a solution to the three-dimensional effective theory whose electric-magnetic charges belong to the $I_4 < 0$ $G_4$-orbit. For the sake of simplicity, we can take the generating solution with given $q_0$, $p_1$, $p_2$, $p_3$, say $q_0 < 0$, $p_i > 0$. The solution with representative defined by $k_i > 0$, $e_i = +1$ and $\epsilon_i = -1$ is regular and belongs to the orbit $\gamma^{(6,5)}$, $\beta^{(6,5)}$, $\delta^{(1)}$, see Fig. 2 (left), while the one obtained from it by switching the sings of $k_2$, $k_3$, and of $e_2$, $e_3$, besides having the same $\gamma$, $\beta$-labels, electric-magnetic charges (for suitable choices of $|k_i|$), is singular and belongs to the orbit $\gamma^{(6,5)}$, $\beta^{(6,5)}$, $\delta^{(2)}$, see Fig. 2 (right). The singularities of the latter, however, cannot be seen from an analysis of its asymptotic behavior near the horizon or at spatial infinity. The ADM mass of the singular solution, choosing $\phi_0 = O$, is $(|k_0| + |k_1| - |k_2| - |k_3|)/4$ and is smaller than the one of the regular black hole with the same charges and boundary conditions, which is $(|k_0| + |k_1| + |k_2| + |k_3|)/4$. This shows that, if the latter saturates the generalized Bogomol’nyi bound, see footnote 21, the former violates it. This simple argument extends to the most general representatives of the two orbits and has a bearing on the analysis of regularity of multi-center solutions of which one constituent is in the $I_4 < 0$ $G_4$-orbit: The singular behavior of the general solution cannot be avoided by requiring regularity near the centers of at spatial infinity, but either selecting the correct $H^*$-orbit associated with each constituent, or imposing regularity conditions directly on the explicit form of the solution.

As mentioned earlier, orbits of the Noether charge matrix with $\alpha$-label between $\alpha^{(7)}$, $\ldots$, $\alpha^{(11)}$ can only contain regular multi-center solutions. In particular these orbits can be reached by combining two black holes of which one is defined by an intrinsic matrix $Q^{(\ell)}_0$, see definition given in Sect. 2, in the orbit $\gamma^{(6,5)}$, $\beta^{(6,5)}$, $\delta^{(1)}$, describing a regular black hole with $I_4 < 0$.

4.2 Composition law of nilpotent $H^*$-orbits

Once we fix $\phi_0 = O$, we can define $Q^{(\ell)}_0 \in \mathbb{R}^+$ as the total Noether charge matrix corresponding to the non-interacting configuration, defined by sending $R_{ij} \to \infty$. It is reasonable to assume, as it is the case in all instances of solutions discussed here, the $H^*$-orbit of $Q_0$ not to depend on $R_{ij}$ (for $R_{ij}$ not too small, see discussion above) and thus to coincide with that of $Q^{(\ell)}_0$. The following composition rule holds:

$$Q^{(\ell)}_0 = \sum_{k=1}^{N} Q^{(k)}_0.$$  (4.24)

Therefore a necessary condition in order for a multi-center solution to be regular is that the corresponding $Q^{(\ell)}_0$ be expressed as a combination of representatives $Q^{(k)}_0$ of $H^*$-orbits corresponding to regular single-center solutions. We studied combinations of two representatives of the 16 orbits associated with regular single-center solutions, yielding nilpotent elements in the higher order orbits $\alpha^{(7)}$, $\ldots$, $\alpha^{(11)}$. The condition that given two nilpotent matrices $e, e'$ the sum $e + e'$ be nilpotent poses a strong restriction on the two representatives. We assumed, as a reasonable necessary condition for this, that the corresponding neutral elements $h, h'$ can be chosen to commute, so that they belong to a same Cartan subalgebra in the coset space of $H^*/H_c$. 22 Under this assumption we systematically worked out the composition rule using MATHEMATICA codes. The results are illustrated in Appendix C.2. This analysis singles out a number of orbits for $Q^{(\ell)}_0$ which we may define as intrinsically singular meaning by this that they cannot be reached by combining representatives of orbits associated with regular

21 According to this characterization, regular BPS and non-BPS solutions, with finite horizon area, should satisfy a generalized Bogomol’nyi bound: Their ADM mass should be larger than any of the fake superpotentials associated with the three classes of solutions a), b), c), computed on the same charges at infinity.

22 As an illustrative example one can consider within $\mathfrak{sl}(2, \mathbb{R})$ the nilpositive elements $\sigma^+$ and $\sigma^-$ with respect to the non-commuting Pauli matrices $o_3$ and $o_4$. No non-trivial combination of $\sigma^+$ and $\sigma^+$ is nilpotent. In the general case $e, e', h, h'$ do not belong to a same $\mathfrak{sl}(2, \mathbb{R})$-algebra. However $e, e'$, in all the examples considered, turn out not to be orthogonal with respect to the Cartan-Killing metric, so that $e + e'$ is not nilpotent.
The nilpotent orbits of \([10, 41, 51]\). The corresponding diagram associated with regular single-center solutions. Aside from which orbit can be obtained by combining two orbits as

\[
\gamma, \beta
\]

cells:
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\alpha
\]

These orbits were are described in Fig. 1 by the empty cells:

- Orbits \(\alpha^{(7)}, \alpha^{(8)}, \alpha^{(9)}\) and coinciding \(\gamma, \beta\)-labels;
- Orbits \(\alpha^{(10)}\) and coinciding \(\gamma, \beta\)-labels;
- Orbits \(\alpha^{(11)}\) and non-coinciding \(\gamma, \beta\)-labels.

It is known that the information about the closure relation among nilpotent orbits is encoded in the Hasse diagram [37]. The Hasse diagram associated with the identity sector \(SO_0(4, 4)\) of \(SO(4, 4)\) can be found in [10, 41, 51]. The corresponding diagram associated with the nilpotent orbits of \(H^*\) in \(R^*\) would be far more complicated and contain much more information than is relevant to our analysis. The problem we posed is of a different and more specific kind: Instead of determining the closure relations among the \(H^*\)-orbits, we determined which orbit can be obtained by combining two orbits associated with regular single-center solutions. Aside from determining the intrinsically singular orbits mentioned above, for each of the remaining orbits, with alpha-label ranging from \(\alpha^{(7)}\) to \(\alpha^{(11)}\), we determined the corresponding combinations of the 16 regular-single-center orbits. These combinations are given in the Appendix C.2.

5 The non-BPS multi-center solutions

In this section we discuss our results on the multi-centered solutions. The multi-center BPS black holes are characterized by a Noether charge matrix \(Q_0\) in the orbits \((\gamma^{(6;1)}, \beta^{(6;1)}), (\gamma^{(5;1)}, \beta^{(5;1)}), (\gamma^{(3;1)}, \beta^{(3;1)}), (\gamma^{(2;1)}, \beta^{(2;1)}), (\gamma^{(1;1)}, \beta^{(1;1)}))\). They are described by as many harmonic functions as the electric and magnetic charges and are obtained from the single-center solutions by extending the number of poles of each harmonic function. They have been thoroughly studied in the literature and we shall not deal with them here.

Below we shall analyze three classes of non-BPS composite solutions: the “Composite non-BPS” [15], which correspond to the orbits \(\alpha^{(10)}\), the “Almost-BPS” [45, 46], which correspond to the orbits \(\alpha^{(11)}\) and new classes of solutions described by the orbits with \(\alpha\)-labels \(\alpha^{(7)}, \alpha^{(8)}, \alpha^{(9)}\). These latter orbits are connected by the \(STU\) triality and are in the closure of the \(\alpha^{(10)}\) and \(\alpha^{(11)}\) ones. Although the corresponding solutions are much simpler that the generic “Composite non-BPS” and the “Almost-BPS” ones, they show characteristic features which are common to both of them.\(^{23}\) Moreover, in spite of their simplicity, these real orbits, when realized as composites of two representatives single-center ones, reveal an interesting pattern.

Let us briefly recall the description given in [15] of extremal solutions in terms of a system of graded, exactly solvable differential equations. With each \(H^{*C}\)-orbit in \(R^{*C}\), defined by an \(H^{*C}\)-orbit of the neutral element \(h\) of the triplet in \(S^{*C}\), and thus by a \(\gamma\)-label, we associate a characteristic nilpotent subalgebra \(\mathfrak{n}\) of \(\mathfrak{g}\) consisting of the eigenspaces in \(\mathfrak{g}\), with respect to the adjoint action of \(h\), with positive grading:

\[
n = \bigoplus_{k=0} (k), \quad [h, n] = k n, \quad \forall n \in n^{(k)}.
\]  

(5.1)

This nilpotent space can be written in the form: \(n = n_{\mathfrak{n}} \oplus n_{\mathfrak{g}}\), where the two subspaces are the intersections of \(n\) with \(\mathfrak{n}\) and \(\mathfrak{g}\), respectively. For each of these \(H^{*C}\)-orbits, in [15] the following ansatz for the scalar

\(^{23}\) While the \(\alpha^{(10)}\) and \(\alpha^{(11)}\) orbits contain composites of two regular non-small solutions, the \(\alpha^{(7)}, \alpha^{(8)}, \alpha^{(9)}\) ones contain composites in which one of the centers is always a small black hole.
fields associated with extremal solutions was put forward:

\[ \mathcal{L}(\phi^i(x^i)) = \hat{L}(x^i) h(x^i), \quad \hat{L}(x^i) = \exp(-\gamma(x^i)), \]

\[ \gamma(x^i) \in \mathfrak{n}_{\mathfrak{r^+}}, \]

(5.2)

where \( h(x^i) \) is an element of \( H^\ast \) and \( \gamma(x^i) \) is a matrix-valued function in \( \mathfrak{n}_{\mathfrak{r^+}} \) in terms of whose components the scalar fields \( \phi^i(x^i) \) in the solution are expressed. The graded structure of the algebra \( \alpha \) induces a graded structure of the scalar field equations (2.20), expressed in the components of \( \gamma(x^i) \), which makes them exactly solvable, iteratively in the grading [15].

The suffix on \( n \) refers to the \( \gamma \)-labels of the orbits under consideration.

Choosing an appropriate basis of this algebra, the only non-zero commutators are

\[ [\epsilon^{(1)}_0, \epsilon^{(1)}_1] = f^{(2,1)}, \quad [f^{(2,1)}, \epsilon^{(3)}_1] = c^{d} e^{(3)}, \]

\[ [f^{(1,1)}, e^{(3)}_0] = e^{(2,1)}, \quad [e^{(2,1)}, f^{(1,1)}] = c^{d} e^{(3)}, \]

(5.5)

having denoted by \( e \) the generators in \( \mathfrak{s}_r^+ \) and by \( f \) those in \( \mathfrak{s}_r^+ \), the number in superscript being the grading relative to the neutral element. The coefficients \( c^{d} \) are defined as: \( c^{d} = |e^{[d]}| \). It is interesting to note that the generators \( f^{(2,1)}, e^{(2,1)}, e^{(3)}_1, f^{(1,1)} \) and \( e^{(3)} \) form a single Heisenberg subalgebra.

We now consider for the coset representative the Ansatz (5.2) with

\[ \hat{L}(x^i) = \exp(-\gamma(x^i)) \]

\[ = \exp \left( -\bar{\gamma} e^{(0)}_0 - \bar{L}_i e^{(1)}_i - \bar{Z}_i e^{(2)} - \bar{M} e^{(3)} \right) \]

(5.6)

and write the graded field equations deduced from (2.20). With the following redefinitions

\[ \bar{\gamma} \to V, \]

\[ \bar{L}_i \to 2(2L_i - 1), \]

\[ \bar{Z}_i \to 4(Z_i - 2), \]

\[ \bar{M} \to 32M + \frac{4}{3} V [2(L_1 + L_2) + 8L_1 L_2 - 1], \]

(5.7)

we obtain the following equations of motion

\[ d \ast d V = 0, \]

\[ d \ast d L_i = 0, \]

\[ d \ast d Z_i = 0, \]

\[ d \ast d \left( M + \frac{1}{4} c^{d} V L_i L_j \right) = \frac{1}{2} c^{d} V d L_i \ast d L_j, \]

(5.8)

where, in writing the last equality, we have used the first three equations, namely that the functions \( V, L_i \) and \( Z_i \) are harmonic functions.
To work out a solution we choose the “duality frame” defined by the following choice of the neutral element $h$:

\[
\begin{align*}
  h &= e_{1,4} + e_{1,5} - 2e_{2,3} + 2e_{2,6} - 2e_{3,2} - 2e_{3,7} + e_{4,1} \\
  &\quad - e_{4,8} + e_{5,1} - e_{5,8} + 2e_{6,2} + 2e_{6,7} - 2e_{7,3} + 2e_{7,6} \\
  &\quad - e_{8,4} - e_{8,5}.
\end{align*}
\] (5.9)

From a solution to (5.8) we can derive in this frame the expression of the scalars $\phi^i = \langle U, a, Z^M, \psi, \epsilon \rangle$ by solving the matrix equation (5.3). In particular, with the redefinitions (5.7), $e^{-4U}$ has the usual form

\[
e^{-4U} = L_1 L_2 Z_1 Z_2 - M^2,
\] (5.10)

and the scalars $Z^M$ and $a$ read

\[
\begin{align*}
  Z^0 &= \frac{1}{\sqrt{2}} \left[ 1 - \frac{2L_1 L_2 Z_1}{e^{-4U}} \right], \\
  Z^1 &= -\frac{(M + V L_1 L_2) Z_1}{2\sqrt{2} e^{-4U}}, \\
  Z^2 &= -\frac{\sqrt{2} M L_2}{e^{-4U}}, \\
  Z^3 &= -\frac{\sqrt{2} M L_3}{e^{-4U}}, \\
  Z_0 &= \frac{(M + V L_1 L_2) Z_2}{2\sqrt{2} e^{-4U}}, \\
  Z_1 &= \frac{1}{\sqrt{2}} \left[ 1 - \frac{2L_1 L_2 Z_2}{e^{-4U}} \right], \\
  Z_2 &= \frac{1}{\sqrt{2}} \left[ 1 - \frac{(M V + Z_1 Z_2) L_1}{2 e^{-4U}} \right], \\
  Z_3 &= \frac{1}{\sqrt{2}} \left[ 1 - \frac{(M V + Z_1 Z_2) L_2}{2 e^{-4U}} \right], \\
  a &= -\frac{V L_1 L_2 (Z_1 + Z_2) + M [4 (L_1 + L_2) + Z_1 + Z_2 - 4]}{4 e^{-4U}}.
\end{align*}
\] (5.11)

Referring to Appendix D for the choice of our duality frame, the four-dimensional scalar fields read

\[
\begin{align*}
  \epsilon_1 &= \frac{1}{\sqrt{4}} \left( \frac{M}{L_1 L_2} + V \right), \quad e^{-2\psi_1} = \frac{1}{4} \frac{L_1^2 L_2^2}{e^{-4U}}, \\
  \epsilon_2 &= \frac{M}{L_1 Z_1}, \quad e^{-2\psi_2} = \frac{L_1 Z_1^2}{e^{-4U}}, \\
  \epsilon_3 &= \frac{M}{L_2 Z_1}, \quad e^{-2\psi_3} = \frac{L_2 Z_1^2}{e^{-4U}}.
\end{align*}
\] (5.12)

From the last of (5.8), which can be rewritten as

\[
d \ast dM = -\frac{1}{2} e^\theta (L_i L_j \ast dV),
\] (5.13)

we can explicitly compute the equations for $\omega$ and $\tilde{A}^M$ from (2.6), (2.8). We obtain

\[
\begin{align*}
  *d\omega &= dM + L_1 L_2 dV \\
  *d\tilde{A}^0 &= \frac{d\omega}{\sqrt{2}}, \quad *d\tilde{A}^1 = \frac{dZ_1}{2\sqrt{2}} \quad *d\tilde{A}^2 = \sqrt{2} dL_2, \\
  *d\tilde{A}^3 &= \sqrt{2} dL_1, \quad *d\tilde{A}_0 = -\frac{dZ_2}{2\sqrt{2}}, \quad *d\tilde{A}^1 = \frac{d\omega}{\sqrt{2}}, \\
  *d\tilde{A}_2 &= \frac{d\omega}{\sqrt{2}} + \frac{1}{2\sqrt{2}} (VdL_1 - L_1 dV), \\
  *d\tilde{A}_3 &= \frac{d\omega}{\sqrt{2}} + \frac{1}{2\sqrt{2}} (VdL_2 - L_2 dV).
\end{align*}
\] (5.15)

The electric-magnetic vectors $A^M$ in $D = 4$ are then computed from Eqs. (5.11) and a solution to the above equations using (2.4).

5.1.1 The solution

In what follows we shall focus on two-center solutions and work out the general regularity conditions. Eventually we shall fix the parameters so as to single out a regular representative of the orbit. In particular care has to be used, when choosing the values of the parameters, to keep the total Noether charge matrix $Q_\Sigma$ in the $H^\ast$-orbit under consideration.

In spherical coordinates $(r, \theta, \phi)$, we can consider the first center, to be denoted by “A”, at $r = 0$ and the second one, denoted by “B”, along the positive z-axis, i.e. $\theta = 0$, at a distance $R$ from the first. In the axisymmetric solution, the position of a point in space relative to the two centers is described by $(r, \theta)$ and $(\Sigma, \theta_\Sigma)$, respectively, where

\[
\Sigma = \sqrt{R^2 + r^2 - 2rr\cos \theta}, \quad \cos \theta_\Sigma = \frac{r \cos \theta - R}{\Sigma}.
\] (5.16)

Being $V$, $L_i$ and $Z_i$ harmonic functions, we can write them in the following general form

\[
\begin{align*}
  V &= h + \frac{Q_5}{r} + \frac{Q_6}{\Sigma}, \quad L_i = l_i + \frac{Q_i}{r} + \frac{\tilde{Q}_i}{\Sigma}, \\
  Z_i &= z_i + \frac{d_i}{r} + \frac{\tilde{d}_i}{\Sigma}.
\end{align*}
\] (5.17)
Substituting the above expressions in the last of equations (5.8), we find
\[
d * d \left[ M + \frac{1}{4} c^\beta \left( h + \frac{Q_0}{r} + \frac{Q_\Sigma}{\Sigma} \right) \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) \right] \\
\times \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) = \frac{1}{2} c^\beta \left( h + \frac{Q_0}{r} + \frac{Q_\Sigma}{\Sigma} \right) \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) \\
\times d \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) * d \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) . \tag{5.18}
\]

Using the relations listed in Appendix B, from the Eq. (5.18) one obtains the following explicit expression for \( M \):
\[
M = m_0 + \frac{m}{r} + \frac{m_\Sigma}{\Sigma} + \frac{\alpha \cos \theta}{r^2} + \frac{\tilde{\alpha} \cos \theta_\Sigma}{\Sigma^2} \\
- \frac{1}{2} \left( h + \frac{Q_0}{r} + \frac{Q_\Sigma}{\Sigma} \right) \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) \\
\times \left( l + \frac{Q_1}{r} + \frac{Q_\Sigma}{\Sigma} \right) + \frac{hQ_1 Q_2}{2r^2} + \frac{hQ_1 Q_\Sigma}{2 \Sigma^2} \\
+ \frac{(hR + Q_0 \cos \theta - \tilde{Q}_0 \cos \theta_\Sigma)(Q_1 \tilde{Q}_2 + Q_\Sigma \tilde{Q}_1)}{2r \Sigma} \\
+ \frac{rQ_0 Q_1 Q_2}{2R \Sigma^2} + \frac{Q_0 Q_1 Q_2 \Sigma}{2R \Sigma^2} + \frac{Q_6 Q_1 Q_2}{6r^2} + \frac{Q_6 Q_0 Q_2}{6 \Sigma^3} . \\
\tag{5.19}
\]

Making use of properties (B.11)–(B.22), we can also solve the Eq. (5.14)
\[
\omega = \left[ k_\omega + \left( m + \frac{h_1 l_2 Q_0 - h(l_1 Q_2 + l_2 Q_1)}{2} \right) \cos \theta \right. \\
+ \left( \tilde{m} + \frac{h_1 l_2 \tilde{Q}_0 - h(l_1 \tilde{Q}_2 + l_2 \tilde{Q}_1)}{2} \right) \cos \theta_\Sigma \right] \cos \theta_\Sigma \\
- \frac{\alpha}{r} \frac{\sin^2 \theta}{\Sigma} + \frac{Q_6 (l_1 \tilde{Q}_2 + l_2 \tilde{Q}_1)}{2R} \frac{R \cos \theta - r}{2 \Sigma} \\
+ \frac{Q_6 Q_1 Q_2}{2R \Sigma^2} \frac{(r^2 + R^2) \cos \theta - 2rR}{2R \Sigma^2} \\
- \frac{Q_6 (Q_1 \tilde{Q}_2 + Q_2 \tilde{Q}_1)}{2R} \frac{\sin^2 \theta}{\Sigma} \\
- \frac{\tilde{Q}_0 (l_1 Q_2 + l_2 Q_1)}{2R} \frac{R \cos \theta - r}{2 \Sigma} \\
+ \frac{\tilde{Q}_0 Q_1 Q_2}{2R \Sigma^2} \frac{R + r \cos \theta - 2R \cos^2 \theta}{2R \Sigma^2} \\
+ \frac{\tilde{Q}_0 (Q_1 \tilde{Q}_2 + Q_2 \tilde{Q}_1)}{2R} \frac{\sin^2 \theta_\Sigma}{2R} \right] d\phi , \\
\tag{5.20}
\]
and compute the explicit form of the vectors \( \tilde{A}^M \) satisfying (5.15), which are
\[
\tilde{A}^0 = \frac{\omega}{\sqrt{2}}, \quad \tilde{A}^1 = \frac{d_1 \cos \theta + \tilde{d}_1 \cos \theta_\Sigma}{2\sqrt{2}} d\phi , \\
\tilde{A}^2 = \sqrt{2} (Q_2 \cos \theta + \tilde{Q}_2 \cos \theta_\Sigma) d\phi , \\
\tilde{A}^3 = \sqrt{2} (Q_1 \cos \theta + \tilde{Q}_1 \cos \theta_\Sigma) d\phi , \\
\tilde{A}_0 = \frac{d_2 \cos \theta + \tilde{d}_2 \cos \theta_\Sigma}{2 \sqrt{2}} d\phi , \quad \tilde{A}_1 = \frac{\omega}{\sqrt{2}} , \\
\tilde{A}_2 = \frac{\omega}{\sqrt{2}} + \frac{1}{2 \sqrt{2}} \left[ (hQ_1 - l_1 Q_0) \cos \theta + (h\tilde{Q}_1 - l_1 \tilde{Q}_0) \cos \theta_\Sigma \right. \\
- \left. (Q_0 \tilde{Q}_1 - \tilde{Q}_0 Q_1) R \cos \theta - r \right] d\phi , \\
\tilde{A}_3 = \frac{\omega}{\sqrt{2}} + \frac{1}{2 \sqrt{2}} \left[ (hQ_2 - l_2 Q_0) \cos \theta + (h\tilde{Q}_2 - l_2 \tilde{Q}_0) \cos \theta_\Sigma \right. \\
- \left. (Q_0 \tilde{Q}_2 - \tilde{Q}_0 Q_2) R \cos \theta - r \right] d\phi . \tag{5.21}
\]

The electric-magnetic vectors \( A^M \) in \( D = 4 \) are then computed substituting (5.21) and the expressions (5.11) for \( Z^M \) in Eq. (2.4).

Although these expressions satisfy the equations of motion, these are not sufficient to ensure the regularity of the system, so further conditions are necessary.

Zero-NUT-charge condition. We require the absence of the NUT charge and Dirac-Misner singularities by imposing that each center is NUT charge - free and the \( \omega \) is zero along the \( Z \)-axis when \( \sin \theta = 0 \), i.e.
\[
\omega \to 0, \quad \omega \to 0, \quad \omega \to 0 . \tag{5.22}
\]

This amounts to requiring Eqs. (2.43) and (2.44) as well as fixing the integration constant in the solution for \( \omega_\phi \).

The above equations imply three conditions on the integration constants \( k_\omega \), \( m \) and \( \tilde{m} \):
\[
k_\omega = \frac{c^\beta Q_0 l_1 l_1 - Q_0 l_1 l_1}{2R} , \\
m = \frac{1}{2} \left[ (h + \frac{\tilde{Q}_0}{R}) \frac{c^\beta l_1 l_1 - Q_0 \prod_{i=1}^2 (l_1 + \frac{\tilde{Q}_i}{R})}{2R} \right] , \tag{5.23}
\]
\[
\tilde{m} = \frac{1}{2} \left[ (h + \frac{Q_0}{R}) \frac{c^\beta l_1 l_1 - Q_0 \prod_{i=1}^2 (l_1 + \frac{Q_i}{R})}{2R} \right] . 
\]

The last two conditions encode the bubble equation relating the distance \( R \) between the two centers to boundary conditions at spatial infinity. The above conditions are sufficient to exclude closed time-like curves (CTC).
as they guarantee that the term $e^{-4U} \hat{r}^2 \sin^2 \theta - \omega^2$ in the metric (2.3) is positive everywhere.

**Electric-magnetic charges.** Below, for the sake of completeness, we write the total electric-magnetic charge vector $\Gamma^M$ as well as those associated with the $A$ and $B$-centers (respectively denoted by $\Gamma^M_{A_0}, \Gamma^M_{B_0}$):

\[
\Gamma^M = (p^\alpha, q_{\alpha}) = \left(0, \frac{d_1 + \tilde{d}_1}{\sqrt{2}}, \sqrt{2}(Q_2 + \tilde{Q}_2), \sqrt{2}(Q_1 + \tilde{Q}_1), \frac{l_1(Q_6 + \tilde{Q}_6) + h(Q_1 + \tilde{Q}_1)}{2\sqrt{2}} \right), \quad (5.24)
\]

\[
\Gamma^M_A = (p^\alpha_A, q_{\alpha_A}) = \left(0, \frac{d_1 + \tilde{d}_1}{\sqrt{2}}, \sqrt{2}Q_2, \sqrt{2}Q_1, \frac{-Q_6(Q_1 + Rl_1) + Q_1(Q_6 + hR)}{2\sqrt{2}}, \frac{-Q_6(Q_2 + Rl_2) + Q_2(Q_6 + hR)}{2\sqrt{2}} \right), \quad (5.25)
\]

\[
\Gamma^M_B = (p^\alpha_B, q_{\alpha_B}) = \left(0, \frac{d_1 + \tilde{d}_1}{\sqrt{2}}, \sqrt{2}Q_2, \sqrt{2}Q_1, \frac{-Q_6(Q_1 + Rl_1) + Q_1(Q_6 + hR)}{2\sqrt{2}}, \frac{-Q_6(Q_2 + Rl_2) + Q_2(Q_6 + hR)}{2\sqrt{2}} \right), \quad (5.26)
\]

**Regularity near the centers and asymptotic flatness.** The horizon areas are expressed by the integral

\[
A_H = \int d\theta d\varphi \hat{r}^2 (e^{-4U} \hat{r}^2 \sin^2 \theta - \omega^2), \quad (5.27)
\]

computed about the two centers, namely in the limits $r \to 0$ and $\Sigma \to 0$. Since we allow small black holes, we only require this integral not to diverge at the two centers. This requires the $e^{-4U}$ go like $1/r^a$ and $1/\Sigma^a$, with $a \leq 4$, in the two limits, respectively. In our case, we have for the first center

\[
e^{-4U} \approx \frac{1}{r^6} \left[-\alpha^2 + \frac{1}{3} \left[-\alpha Q_6(R + 2\tilde{Q}_1)(R + 2\tilde{Q}_2) \right] \right] + O(r^{-2}), \quad (5.33)
\]

while close to the second one we have

\[
e^{-4U} \approx \frac{1}{(r - R)^6} \left[-\alpha^2 + \tilde{Q}_1 \tilde{Q}_2 \hat{d}_1 \hat{d}_2 + O((r - R)^{-3}) \right] = \frac{1}{(r - R)^6} \left[-\alpha^2 - l_4(p^0_{\tilde{Q}_1}, q_{\tilde{Q}_1}) + O((r - R)^{-3}) \right]. \quad (5.34)
\]
where \( I_4 (\vec{p}_Q^\Lambda, q^{\Lambda, B}) \) is the quartic invariant associated with the second center (see Eq. (D.6) for the explicit expression of this quantity). We note that, in order to have a well defined warp factor for the first center in (5.33), the angular momentum term \( \alpha \) has to be set to zero, revealing the singular nature of this center as a small black hole.

**Charges, angular momentum and distance \( R \).** After having derived the regularity conditions at the horizons, one can determine the total electromagnetic charges associated to the solution, making use of (2.33), obtaining

\[
\Gamma^M = (p^\Lambda, q^{\Lambda, A}) = \left( 0, \frac{d_1 + \bar{d}_1}{2\sqrt{2}}, \frac{\sqrt{2} \bar{Q}_2}{\sqrt{2} \bar{Q}_1} - \frac{d_2 + \bar{d}_2}{2\sqrt{2}}, 0, \right. \\
- \frac{Q_0}{4\sqrt{2}} - \frac{Q_0}{4\sqrt{2}} \right)
\]

By the same token, one can compute the electromagnetic charges associated with each black hole, considering a cycle about each center. These are given by

\[
\Gamma^M_A = (p^\Lambda_A, q^{\Lambda, A}) = \left( 0, \frac{d_1 + \bar{d}_1}{2\sqrt{2}}, 0, 0, \frac{d_2 + \bar{d}_2}{2\sqrt{2}}, 0, \right. \\
- \frac{Q_0(R + 2 \bar{Q}_1)}{4\sqrt{2}R} - \frac{Q_0(R + 2 \bar{Q}_2)}{4\sqrt{2}R} \right)
\]

for the center located in \( r = 0 \) and

\[
\Gamma^M_B = (p^\Lambda_B, q^{\Lambda, B}) = \left( 0, \frac{d_1 + \bar{d}_1}{2\sqrt{2}}, \frac{\sqrt{2} \bar{Q}_2}{\sqrt{2} \bar{Q}_1}, 0, \frac{Q_0 \bar{Q}_1}{2\sqrt{2}R}, \frac{Q_0 \bar{Q}_2}{2\sqrt{2}R} \right)
\]

for the center located in \( r = R, \theta = 0 \).

The angular momentum is computed through the use of \( Q_\psi \) defined in (2.30) and the last equation of (2.31). We obtain

\[
M_\psi = -\frac{1}{2} \bar{\alpha} - \frac{Q_0 [4 \bar{Q}_1 \bar{Q}_2 + R (\bar{Q}_1 + \bar{Q}_2) ]}{8R} = (M_\psi + 0) + M_\psi - \frac{1}{2} (\Gamma^M_A)^T \subset \Gamma^M_B,
\]

where we have identified the angular momentum of the \( B \)-center \( M_\psi \) with \(-\bar{\alpha}/2\). Therefore the total angular momentum is the sum of the angular momenta associated to each black hole plus the symplectic product of the electromagnetic charges. In particular, one can consider the leading term for \( \omega_\psi \) in the expression (5.20)

\[
\omega_\psi = \frac{1}{r} \left[ -\bar{\alpha} - \frac{Q_0 (\bar{Q}_1 + \bar{Q}_2)}{4} - \frac{Q_0 \bar{Q}_1 \bar{Q}_2}{R} \right] \sin^2 \theta + \mathcal{O}((r)^{-2}).
\]

and verify that the following relation holds

\[
\omega_\psi \approx \frac{2 M_\psi \sin^2 \theta}{r} + \ldots
\]

We conclude this section, before entering into a detailed analysis of specific examples, by observing that there exists a lower bound for the distance \( R \) between the two centers which adds to the constraints following from the zero-NUT charge condition. This minimum value of \( R \) can be determined by requiring the positivity of the leading term in the warp function \( e^{-4U} \) near each center, in order to remove the presence of poles in this function. Obviously this condition is strictly connected to the real single center orbit which each component black hole belongs to, so we will derive this lower bound case by case.

### 5.1.2 The orbits \( O^{7;1,1} \) and \( O^{7;1,2} \)

So far, we have not made a choice for the real nilpotent orbit within the \( \alpha^{(7)} \)-class, only limiting our analysis to a specific \( \gamma \)-label (i.e. \( H^C \)-orbit). In order to further restrict ourselves to specific \( H \)-orbits, we have to fix the \( \beta \)-labels, choosing the Noether charges matrix \( Q_\beta \) either in the orbit \( \alpha^{(7)} \gamma^{(7;1)} \beta^{(7;1)} \) or in \( \alpha^{(7)} \gamma^{(7;1)} \beta^{(7;2)} \).

One center, say \( B \), can be always chosen to be described by the generating solution, namely so that \( Q_\beta^{(B)} \) defined in Eq. (2.42) by sending the \( A \)-center to infinity, has the form (4.16). This makes it easier to fix its intrinsic orbit. The other center, in general, cannot be described in the same frame as the generating solution if we want the total charge \( Q_\beta \) to be a generic element of the chosen orbit. Therefore we first choose the parameters of the \( B \)-black hole so that it belongs to a given \( H \)-orbit. Then we choose the parameters of the \( A \)-center so that the whole system is in the chosen real orbit.

The orbit \( O^{7;1,1} \). Let us start with \( \alpha^{(7)} \gamma^{(7;1)} \beta^{(7;1)} \) by suitably choosing the parameters associated with each center of the two-center solution. We find that, requiring the total solution to be in the orbit \( \gamma^{(7;1)} \beta^{(7;1)} \), the two centers cannot be chosen to be both regular, consistently with the general result illustrated in Sect. 4.2. For example a singular representative of this class has a total Noether charge \( Q_\beta^{(0)} \) associated with the non-interacting
configuration ($R \to \infty$) of the form:

$$Q_O^{(0)} = Q_A^{(0)} + Q_B^{(0)},$$

(5.41)

where $Q_B^{(0)}$ defines a singular single-center solution in the orbit $\alpha^{(6)}_r \beta^{(4)}$ while $Q_A^{(0)}$ corresponds to a regular small black hole in the orbit $\alpha^{(7)}_r \beta^{(1)}$ (non-BPS critical solution). More specifically, for the center $B$, we can set

$$Q_B^{(0)} = N^+_1 + N^-_2 + N^+_3 - N^-_4.$$  

(5.43)

We end up with a singular non-BPS single center solution described by a matrix $Q_B^{(0)}$ in the generating frame (4.16), of the form

$$Q_B^{(0)} = N^+_1 + N^-_2.$$  

(5.44)

The second center corresponds to a non-BPS critical solution which, in the limit $R \to \infty$, would have $M_{ADM} = 1/2$ and warp function $e^{-4U} = (r - 1) + (r + 1)/r^4$ with a single pole at $r = 1$ which is in general not removed by the interaction terms.

As for the second center, we can choose

$d_1 = 2, \quad d_2 = 2, \quad Q_6 = 2.$

(5.45)

Sending the center $A$ to infinity and placing the center $B$ in the origin, we end up with a regular single-center solution in the orbit $\alpha^{(6)}_r \beta^{(5)}_s \gamma^{(1)}$, whose $M_{ADM} = 5/4$, and warp function $e^{-4U} = (r + 1)^4/(r^4 + 4r^2 + 4)$ everywhere positive. For the $A$-center, we choose the $\delta$'s and $Q_6$ as in (5.44) so that it describes a non-BPS critical single-center black hole, as before.

The total Noether charge matrix $Q_O$ with the above chosen parameters belongs to the orbit $\alpha^{(7)}_r \gamma^{(1)} \beta^{(2)}$, and is the sum of two regular black holes, with total mass $M_{ADM} = 7/4$ and $(p, q)$ charges

$$\Gamma^M = (p^\Lambda, q^A)$$

$$= \left(0, \frac{1}{2\sqrt{2}}, -\sqrt{2}, 0, -\frac{1}{2\sqrt{2}}, -\frac{1}{2\sqrt{2}}\right).$$

(5.46)

Being both centers regular, we can expect to have a stable multi-center system. Having fixed all parameters we can now study the lower bound of $R$. As mentioned before, this value is determined by studying the behavior of the total warp function near each center and imposing the positivity of the leading terms, in order to remove the existence of poles. We have

$$e^{-4U} \approx \frac{1}{(r - R)} \left[2 - \tilde{\alpha}^2 + O((r - R)^{-3})\right] \equiv \frac{1}{(r - R)} \left[-I_4(p^\Lambda_B, q^A_B) - \tilde{\alpha}^2 + O((r - R)^{-3})\right]$$

(5.47)

for the $B$ center. As one can see, requiring positivity of $e^{-4U}$ in the (5.47) near the $A$ center implies

$$R > \frac{1}{6} \left(3 + \sqrt{33}\right).$$

(5.48)

Below this value of the distance $R$, the solution exhibits curvature singularities, although composed of two regular black holes. One can interpret this result as follows: When the two centers get below a minimum distance the interaction forces are too strong and destabilize the system.

In order to study this system of regular black holes, we fix $R$ to a value, say $12$, above the bound; once the mutual distance is chosen, the interaction between the two centers is fixed and the warp function $e^{-4U}$ and the curvature scalar $R$ only depend on the coordinates $r$ and $\theta$. In order to exclude the presence of closed time-like curves (CTC) in the solution, we have to make sure that $e^{-4U}$ and $e^{-4U} r^2 \sin^2 \theta - \omega^2$ are positive everywhere.

We have verified that $e^{-4U} > 0$ and $e^{-4U} r^2 \sin^2 \theta - \omega^2 > 0$ for any choice of $r$ and $\theta$ at $R$ fixed, see Figs. a), b), c) below.
The previous plots show that the presence of closed time-like curves can be excluded and this follows not only from the regularity of each center, that remains a necessary condition for this, but also from equations (5.23). The following plots show the behavior of the warp function $e^{-4U}$ (Figure (d)) and the curvature scalar $R$ (Figures (e) and (f)) at the chosen value of the mutual distance $R$ between the two centers. The curvature scalar, which only depends on the scalar fields (see Eq. (2.25)) and is quadratic in their derivatives, shows for the $B$ center a characteristic “volcano”-shape associated with the attractor mechanism [52] (see Figure (f)): it is non-vanishing about the center and zero at the horizon where the derivatives of the scalars vanish. The same quantity diverges at $r = 0$ where the small black hole is located (see Figure (e)).
5.2.1 The solution

Referring to the equations (5.17) and (5.19) of 5.1.1, which are independent of the orbit and continue to hold...
also in this case, we write below the conditions we have imposed to obtain our solution.

**Regularity conditions and asymptotic flatness.** The absence of a NUT charge for each center implies the same conditions on the coefficients $m$ and $\hat{m}$ as (5.23). In order to have a well-behaved solution near each center, just as in the previous case, we need to require $e^{-4U}$ to go, like $1/r^a$ and $1/\Sigma^a$ near the $A$ and $B$ centers, respectively, with $a \leq 4$. The resulting conditions are the same as for the $a^{(7)}\gamma^{(7,2)}\beta^{(1)}$, and we choose also in this case, the conditions $Q_b = 0$, $\varrho = 0$, $Q = 0$ and $\alpha = 0$ (the latter being required in order to have a well defined warp factor near the small black hole). Asymptotic flatness further implies

$$h = \frac{2(m_0 - \sqrt{l_1 l_2 l_3 l_4 - 1})}{l_1 l_2}. \quad (5.56)$$

**Electric-magnetic charges.** Below we write the total electric-magnetic charge vector $\Gamma^M$ as well as those associated with the $A$ and $B$-centers:

$$\Gamma^M = (p^A, q_A) = \left( \frac{l_1 (Q_b + \hat{Q}_b) - h(Q_t + \hat{Q}_t)}{2\sqrt{2}}, \frac{d_2 + \hat{d}_2}{2\sqrt{2}}, \frac{-d_1 + \hat{d}_1}{2\sqrt{2}}, \frac{\sqrt{2}(Q_1 + \hat{Q}_1)}{2\sqrt{2}}, \frac{-l_2 (Q_b + \hat{Q}_b) - h(Q_t + \hat{Q}_t)}{2\sqrt{2}}, 0, 0 \right).$$

$$\Gamma^M_A = (p^A_A, q_A) = \left( \frac{Q_b (\hat{Q}_1 + R_1) - Q_1 (\hat{Q}_b + hR)}{2\sqrt{2}R}, \frac{\sqrt{2}Q_1}{2\sqrt{2}}, \frac{d_2}{2\sqrt{2}}, \frac{-d_1}{2\sqrt{2}}, \frac{\sqrt{2}Q_2}{2\sqrt{2}}, \frac{-Q_1 (\hat{Q}_2 + R_2) + Q_2 (\hat{Q}_b + hR)}{2\sqrt{2}R}, 0, 0 \right).$$

$$\Gamma^M_B = (p^B_B, q_A) = \left( \frac{\hat{Q}_b (Q_1 + R_1) - \hat{Q}_1 (Q_b + hR)}{2\sqrt{2}R}, \frac{\sqrt{2}Q_1}{2\sqrt{2}}, \frac{\hat{d}_2}{2\sqrt{2}}, \frac{-\hat{d}_1}{2\sqrt{2}}, \frac{\sqrt{2}Q_2}{2\sqrt{2}}, \frac{-\hat{Q}_1 (Q_2 + R_2) + \hat{Q}_2 (Q_b + hR)}{2\sqrt{2}R}, 0, 0 \right).$$

#### 5.2.2 The orbits $\mathcal{O}^{7,2,1}$ and $\mathcal{O}^{7,2,2}$

Again, we have to distinguish between the real nilpotent orbits $a^{(7)}\gamma^{(7,2)}\beta^{(1)}$ using the $\beta$-labels, requiring the Noether charge matrix $Q_O$ to be either in $a^{(7)}\gamma^{(7,2)}\beta^{(1)}$ or in $a^{(7)}\gamma^{(7,2)}\beta^{(2)}$.

As a simplifying condition, without affecting the $H^*$-orbit of $Q_O$, we can set the values of the scalars at the origin, i.e. at the infinity, requiring that $\lim_{r \to +\infty} \mathcal{M}_\text{scal}^{(3)} = \eta$ and find

$$m_0 = 0, \quad l_1 = \frac{1}{2}, \quad l_2 = -\frac{1}{2}, \quad l_3 = -2, \quad l_4 = 2, \quad h = 0. \quad (5.60)$$

**The orbit $\mathcal{O}^{7,2,1}$.** We start with $a^{(7)}\gamma^{(7,2)}\beta^{(1)}$, considering the system as composed by two single-center black holes: the $B$ described by the generating solution of the corresponding orbit. The orbit of the other center is determined by the tensor classifiers.

For the $B$ center, at the distance $R$ from the origin along the $z$-axes, we have chosen

$$Q_1 = 1, \quad Q_2 = -1, \quad \tilde{d}_1 = -2, \quad \tilde{d}_2 = 2. \quad (5.61)$$

We end up with a regular non-BPS single-center solution, with $Q_1^{(0)}$ of the form

$$Q_b^{(0)} = 2N_1^* + 2N_2^* + N_3^* + N_4^*. \quad (5.62)$$

corresponding to the orbit $a^{(6)}\gamma^{(6,5)}\beta^{(5)}\delta^{(1)}$. For the $A$ center at the origin, we have chosen

$$d_1 = -2, \quad d_2 = 2, \quad Q_2 = 2. \quad (5.63)$$

which defines a BPS critical small black hole in the orbit $a^{(2)}\gamma^{(2,1)}\beta^{(1)}$. If isolated from the other center, this black hole would have $M_{\text{ADM}} = 1/2, e^{-4U} = 1 + 2/r + 3/(4 r^2)$. The Noether charge matrix with the parameters chosen as in (5.61) and (5.63), correspond to have a $a^{(7)}\gamma^{(7,2)}\beta^{(1)}$ with total $M_{\text{ADM}} = 2$ and $(p, q)$ charges

$$\Gamma^M = (p^A, q_A) = \left( \frac{1}{2\sqrt{2}}, \sqrt{2}, \sqrt{2}, \sqrt{2}, -\sqrt{2}, \frac{1}{2\sqrt{2}}, 0, 0 \right).$$

$$\Gamma^M = (p^B, q_A) = \left( \frac{1}{2\sqrt{2}}, \sqrt{2}, \sqrt{2}, -\sqrt{2}, \frac{1}{2\sqrt{2}}, 0, 0 \right).$$

We can now proceed to the study of the behavior of the total warp function near each center and imposing the
positivity of the leading terms, in order to remove the existence of poles and determine the lower bound of $R$. We have

$$e^{-4U} \mathop{\cong}^{{R \to 0}} \frac{1}{r^2} \left[ \frac{(R+2)(3R+2)(R-2)}{4R^3} \right] + O(r^{-1}),$$

(5.65)

for the $A$ center and

$$e^{-4U} \mathop{\cong}^{{R \to 0}} \frac{1}{(r-R)^4} \left[ 4 - \tilde{a}^2 \right] + O((r-R)^{-3})$$

$$= \frac{1}{(r-R)^4} \left[ -L_q(p_B^A, q_{B_B}) - \tilde{a}^2 \right] + O((r-R)^{-3}),$$

(5.66)

for the $B$ center. Requiring positivity of $e^{-4U}$ in the (5.65) near the $A$ center implies the following lower bound for the distance $R$

$$R > 2.$$  

(5.67)

Below this value of the distance $R$, the global warp function $e^{-4U}$ shows unphysical singularities and the system, although composed from two regular black holes, ceases to be globally regular.

We again exclude the presence of closed time-like curves in the solution when Eq. (5.67) holds; having fixed the value of $R$ above the lower bound, we can study the warp function $e^{-4U}$ and the curvature scalar $\mathcal{R}$, which are illustrated in the following plots (g), (h) and (i).

Note that the curvature scalar $\mathcal{R}$, which diverges when approaching the small $A$-black hole (see Fig. (h)), is finite about the center with finite horizon (see Fig. (i)), and exhibits the characteristic shape related to the attractor mechanism.

The orbit $O^{7,2,2}$. Consistently with the general result illustrated in Sect. 4.2, we could not find regular single center solutions yielding a total Noether charge matrix in this orbit. For instance we could produce a solution with $Q_O$ in $O^{7,2,2}$ by choosing for the $B$-center

$$\tilde{Q}_i = -\frac{1}{2}, \quad \tilde{Q}_z = -\frac{1}{2}, \quad \tilde{d}_1 = -2, \quad \tilde{d}_2 = 2,$$

(5.68)

which defines a singular single center solution corresponding to a $\alpha^{(6)}\gamma^{(6;5)}\beta^{(2)}$.

As for the $A$-center, we choose the $d_i$s and $Q_6$ as in (5.63) fixing the other parameters to be zero, ending up in the same BPS critical single-center orbit $\alpha^{(2)}\gamma^{(2;1)}\beta^{(1)}$.

The Noether charge matrix $Q_O$, with the chosen parameters, is contained in the orbit $\alpha^{(7)}\gamma^{(7;2)}\beta^{(2)}$, and the
solution is the sum of a singular and a regular black hole, with total \( M_{\text{ADM}} = 1 \) and \((p, q)\) charges

\[
\Gamma^M = (p^\gamma, q_\alpha) = \left( \frac{1}{2\sqrt{2}}, -\frac{1}{2\sqrt{2}}, \sqrt{2}, -\frac{1}{2\sqrt{2}}, \frac{1}{2\sqrt{2}}, 0, 0 \right).
\]

(5.69)

As for \((\alpha^\gamma, \gamma^\gamma;1)\) the presence of a singular black hole spoils the regularity of the whole system.

5.3 Summary of representatives for \(\alpha^{(0)}\), \(\alpha^{(6)}\) and \(\alpha^{(9)}\)

Due to triality, the discussion for the orbits \(\alpha^{(8)}\) and \(\alpha^{(9)}\) follows the same lines as that for \(\alpha^{(7)}\), so we omit it. We limit ourselves here to write, in the tables below, representatives of each of the corresponding \(H^r\)-orbits as sum of representatives of single-center orbits. For the \(\alpha^{(7)}\)-orbits these combinations correspond to the solutions discussed above.

### Table 3 Representative of \(\alpha^{(0)}\)-orbit as combinations of representatives of single-center ones

| \(\gamma\) | \(\beta^{(0)}\) | \(\beta^{(2)}\) |
|---|---|---|
| \(\gamma^{(1)}\) | \(\{\alpha^{(6)}\gamma^{(6)}\beta^{(4)}\}\) | \(\{\alpha^{(6)}\gamma^{(6)}\beta^{(4)}\}\) |
| | + \(\{\alpha^{(2)}\gamma^{(2)}\beta^{(4)}\}\) | + \(\{\alpha^{(2)}\gamma^{(2)}\beta^{(4)}\}\) |
| \(\gamma^{(2)}\) | \(\{\alpha^{(6)}\gamma^{(6)}\beta^{(4)}\}\) | \(\{\alpha^{(6)}\gamma^{(6)}\beta^{(4)}\}\) |
| | + \(\{\alpha^{(2)}\gamma^{(2)}\beta^{(4)}\}\) | + \(\{\alpha^{(2)}\gamma^{(2)}\beta^{(4)}\}\) |

5.4 The orbits \(\alpha^{(10)}\gamma^{(10);(1,\ldots,4)}\beta^{(1,\ldots,4)}\)

Following [15], we now consider now the orbits with give origin to the so-called composite non-BPS solutions. For the construction of the general solution we review the analysis of [15]. We shall then discuss in detail, for three \(H^r\)-orbits, regular representative solutions. limiting ourselves to the detailed discussion of only three relevant instances of solutions, being the other solutions very similar. At the end of this section we report the complete results for each \(\gamma - \beta\)-label.

5.4.1 The orbit \(\alpha^{(10)}\gamma^{(10);(1,\ldots,4)}\beta^{(1,\ldots,4)}\)

Let us start considering the graded decomposition of \(so(4, 4)\) respect to the weighted Dynkin diagram in \(A\), which defines the orbits for \(\alpha^{(10)}\). The nilpotent subalgebra \(n\) has the following structure:

\[
n^{(10);(1,\ldots,4)} \cong (3 \times 2)^{(1)}_{\gamma_4} \oplus (3 \times 1)^{(2)}_{\gamma_3} \oplus 2^{(3)}_{\gamma_2}.
\]

(5.70)

Choosing an appropriate basis of this algebra, the only non-zero commutators are [15]

\[
\begin{align*}
\left[ f^{(1)}_i , e^{(1)}_j \right] &= \epsilon_{ijk} e^{(2)}_k, \\
\left[ f^{(2)}_i , e^{(1)}_j \right] &= \delta^{(3)}_{ij}, \quad i, j = 1, 2, 3,
\end{align*}
\]

(5.71)

having denoted by \(e\) the generators in \(\mathfrak{r}^*\) and by \(f\) those in \(\mathfrak{s}_{\alpha}^*\), the number in superscript being the grading relative to the neutral element and \(\alpha, \beta\) are doublet indices. The coefficients \(c_{ij}^{\alpha\beta}\) are defined as: \(c_{ij}^{\alpha\beta} = |\epsilon_{ij}|\).

We now consider the Ansatz

\[
\hat{L} = \exp \left( - \hat{K}_\alpha e^{(1);1;1}_\alpha - \hat{M}_\alpha e^{(3)}_\alpha \right)
\]

(5.72)
and write in terms of the above functions the scalar field equations. With the following redefinitions

\[ K_i^{α=1} = 2(L_i - 1), \]
\[ K_i^{α=2} → K_i, \]
\[ M^{α=1} → 8M + \frac{4}{3} \left( \sum_i K_i - \sum_k c^{ijk} K_i L_j - c^{ijk} K_i K_j L_k \right), \]
\[ M^{α=2} → 2(V - 1) + \frac{1}{3} \left( 2 \sum_k c^{ijk} K_i K_j + c^{ijk} K_i K_j L_k \right), \]

we obtain the following equations of motion \[15\]

\[ d * dK_i = 0, \]
\[ d * dL_i = 0, \]
\[ d * dM = c^{ijk} L_i dL_j * dK_k, \]
\[ d * dV = c^{ijk} L_i dK_j * dK_k, \]

where, in writing the last equation, we have used the fact that \( K_i \) and \( L_i \) are harmonic functions. With the redefinitions (5.73), the warp function \( e^{-4U} \) has the usual form

\[ e^{-4U} = VL_i L_2 L_3 - M^2, \]

and the scalars \( Z^M \) and \( a \) read

\[ Z_0 = \frac{1}{\sqrt{2}} \left[ 1 - \frac{\prod_{i=1}^{3} L_i e^{-4U}}{e^{-4U}} \right], \]
\[ Z_1 = \frac{1}{\sqrt{2}} \left[ \frac{L_1(M - K_1 L_2 L_3)}{e^{-4U}} \right], \]
\[ Z_2 = \frac{1}{\sqrt{2}} \left[ \frac{L_2(M - K_1 L_2 L_3)}{e^{-4U}} \right], \]
\[ Z_3 = \frac{1}{\sqrt{2}} \left[ \frac{L_3(M - K_1 L_2 L_3)}{e^{-4U}} \right], \]
\[ Z_0 = \frac{1}{\sqrt{2}} \left[ \frac{2 \prod_{i=1}^{3} K_i L_i - 2MV + c^{ijk} (VL_i L_j K_i - ML_i K_j K_k)}{e^{-4U}} \right], \]
\[ Z_1 = \frac{1}{\sqrt{2}} \left[ 1 - \frac{2K_i K_j \prod_{i=1}^{3} L_i + c^{ijk} (VL_i L_j K_i - ML_i K_j K_k)}{2e^{-4U}} \right], \]
\[ Z_2 = \frac{1}{\sqrt{2}} \left[ 1 - \frac{2K_i K_j \prod_{i=1}^{3} L_i + c^{ijk} (VL_i L_j K_i - MK_i L_k K_j L_k)}{2e^{-4U}} \right], \]
\[ Z_3 = \frac{1}{\sqrt{2}} \left[ 1 - \frac{2K_i K_j \prod_{i=1}^{3} L_i + c^{ijk} (VL_i L_j K_i - MK_i L_k K_j L_k)}{2e^{-4U}} \right], \]
\[ a = \frac{2M(V - 2 + \sum_i L_i) + c^{ijk} (MK_i L_k L_j - VK_i L_j L_k) - 2 \sum_i L_i (\sum_j K_j + \prod_j K_j)}{4e^{-4U}}. \]

The four-dimensional scalar fields read

\[ \epsilon_1 = K_1 - \frac{M}{L_2 L_3}, \quad e^{-2\phi_1} = \frac{L_2^2 L_3^2}{e^{-4U}}, \]
\[ \epsilon_2 = K_2 - \frac{M}{L_1 L_3}, \quad e^{-2\phi_2} = \frac{L_1^2 L_3^2}{e^{-4U}}, \]
\[ \epsilon_3 = K_3 - \frac{M}{L_1 L_2}, \quad e^{-2\phi_3} = \frac{L_1^2 L_2^2}{e^{-4U}}. \]

Now, it is useful rewrite the third of (5.74) as

\[ d (dM) = \frac{1}{2} c^{ijk} d (L_i L_j * dK_k), \]

so we can obtain the equation for \( \omega \)

\[ *d\omega = -dM + \frac{1}{2} c^{ijk} L_i L_j dK_k, \]

and, from the Eq. (2.8), those for \( L^M \)

\[ *dL^0 = *d\omega, \quad *dL^1 = \frac{dL_1}{\sqrt{2}}, \]
\[ *dL^2 = \frac{dL_2}{\sqrt{2}}, \quad *dL^3 = \frac{dL_3}{\sqrt{2}}, \]
\[ *d\lambda_1 = \frac{1}{\sqrt{2}} \left[ -dV + \frac{1}{2} c^{ijk} [L_i d(K_j K_k) - K_j K_k dL_i] \right], \]
\[ *d\lambda_2 = \frac{1}{\sqrt{2}} \left[ *d\omega + c^{ijk} (K_j dL_k - L_k dK_j) \right], \]
\[ *d\lambda_3 = \frac{1}{\sqrt{2}} \left[ *d\omega + c^{ijk} (K_j dL_k - L_k dK_j) \right]. \]

5.4.2 The solution

Just as in Subsection 5.1.1, we consider the first center \((A)\) located at \( r = 0 \) and the second one \((B)\) at \( r = R, \theta = 0, \) so Eqs. (5.16) hold. Being \( V, L_i \) and \( Z_i \) harmonic functions, we can write them in the following general form

\[ L_i = l_i + \frac{Q_i}{r} + \frac{Q_l}{\Sigma}, \quad K_i = k_i + \frac{d_i}{r} + \frac{\tilde{d}_i}{\Sigma}. \]
Substituting the above expressions in the third and fourth of equations (5.74), we find

\[
d * dM = e^{ijk}(l_i + \frac{Q_i}{r} + \frac{\hat{Q}_i}{\Sigma}) d\left(k_j + \frac{Q_j}{r} + \frac{\hat{Q}_j}{\Sigma}\right)
\]

\[
\times d\left(k_k + \frac{d_k}{r} + \frac{\hat{d}_k}{\Sigma}\right)\]

and

\[
d * dV = e^{ijk}(l_i + \frac{Q_i}{r} + \frac{\hat{Q}_i}{\Sigma}) d\left(k_j + \frac{d_j}{r} + \frac{\hat{d}_j}{\Sigma}\right)
\]

\[
\times d\left(k_k + \frac{d_k}{r} + \frac{\hat{d}_k}{\Sigma}\right).
\]

Using the properties in Appendix B as well as those obtained from them by interchanging the two centers \( r \leftrightarrow \Sigma \), we can solve Eqs. (5.82) by writing \( M \) and \( V \) as a suitable combination of terms, plus harmonic functions:

\[
M = m_0 + m \frac{\alpha \cos \theta}{r^2} + \frac{\hat{m} \alpha \cos \theta_{\Sigma}}{\Sigma^2}
\]

\[+ \frac{e^{ijk}}{2} \left[l_i Q_j d_k + l_i \Omega_j \hat{d}_k + l_i (Q_j \hat{d}_k + \hat{Q}_j d_k)\right] \frac{1}{r^2} \]

\[- \frac{\hat{Q}_j Q_k d_i (r \cos \theta - R)}{r R \Sigma} + \frac{Q_j Q_k d_i (r \cos \theta - R)}{r R \Sigma}
\]

\[+ \frac{Q_j Q_k d_i \cos \theta}{R \Sigma} + \frac{Q_j \hat{Q}_k d_i \cos \theta}{R \Sigma^2}
\]

\[+ \frac{Q_j Q_k d_i}{R \Sigma^3} \left( r \cos \theta (1 + \delta) - R \right) \]

\[\times \left(k_k + \frac{d_k}{r} + \frac{\hat{d}_k}{\Sigma}\right) - \frac{k_i Q_j d_k + \hat{Q}_i Q_j d_k}{\Sigma^2}
\]

\[= \frac{k_i (Q_j \hat{d}_k + \hat{Q}_j d_k)}{R \Sigma^2} + \frac{\hat{d}_i d_j Q_k (r \cos \theta - R)}{r R \Sigma^2}
\]

\[+ \frac{d_i \hat{d}_j Q_k \cos \theta}{R \Sigma^2} - d_i d_j Q_k \left( R - r \cos \theta (1 + \delta) \right)
\]

\[- d_i d_j \hat{Q}_k \left( r \cos \theta (1 + \delta) - R \right) \]

\[\times \left(k_k + \frac{d_k}{r} + \frac{\hat{d}_k}{\Sigma}\right).
\]

Similarly, from (5.79) and (5.80), we can obtain the expressions for \( \omega \)

\[
\omega = \left[k_i + \frac{\alpha \sin^2 \theta}{r} + \frac{\hat{\alpha} \sin^2 \theta_{\Sigma}}{\Sigma^2} - \frac{m - e^{ijk} l_i \lambda_j d_k}{2}\right] \cos \theta
\]

\[\times (m - c^{ijk} l_i \lambda_j d_k) \cos \theta_{\Sigma} + c^{ijk} \left[ - Q_i Q_j d_i (1 + \delta) \sin^2 \theta \right.
\]

\[+ \frac{Q_i Q_j d_i (1 + \delta) \sin^2 \theta_{\Sigma}}{6 R \Sigma} + \left( \frac{l_i Q_j d_k - Q_j d_i (r - R \cos \theta)}{2 R \Sigma}\right]
\]

\[- \left( \frac{Q_i Q_j d_k - Q_j d_i \cos \theta_{\Sigma}}{2 R \Sigma}\right) \right] d\varphi.
\]

and for the \( D = 3 \) vectors \( \hat{A}^M \)

\[
\hat{A}^0 = \frac{\omega}{\sqrt{2}}, \quad \hat{A}^1 = \frac{Q_i \cos \theta + \hat{Q}_i \cos \theta_{\Sigma}}{\sqrt{2}} d\varphi,
\]

\[
\hat{A}^2 = \frac{Q_i \cos \theta + \hat{Q}_i \cos \theta_{\Sigma}}{\sqrt{2}} d\varphi,
\]

\[
\hat{A}^3 = \frac{Q_i \cos \theta + \hat{Q}_i \cos \theta_{\Sigma}}{\sqrt{2}} d\varphi.
\]

Replacing the above expressions and the solution (5.76) for the \( Z^M \) scalars in (2.4) one obtains the explicit form of the \( D = 4 \) vector fields.
Below we proceed to impose the regularity condition on the solution.

**Zero-NUT charge condition.** Imposing Eqs. (5.22) on \( \omega \), in order to exclude the presence of Dirac-Misner singularities we find for \( k_\omega, m \) and \( \tilde{m} \) the following conditions

\[
\begin{align*}
  k_\omega &= \frac{e^{\beta k}}{2R} l_1 \left( Q_i d_k - \tilde{Q}_i d_k \right), \\
  m &= \frac{e^{\beta k}}{2R} l_1 \left( R l_j d_k + \tilde{Q}_j d_k - Q_j d_k \right), \\
  \tilde{m} &= \frac{e^{\beta k}}{2R} l_1 \left( R l_j \tilde{d}_k + Q_j \tilde{d}_k - Q_j d_k \right).
\end{align*}
\]  

(5.88)

The difference between the last two conditions represents the bubble equation relating \( R \) to the asymptotic data at spatial infinity.

**Regularity near the centers and asymptotic flatness.** Let us now require each center to be either a small or a regular black hole with finite horizon area. This implies the absence of terms in the expansion of \( e^{-4U} \) near the \( A \)-center (and \( B \)-center) diverging faster that \( 1/r^4 \) (and \( 1/\Sigma^4 \), respectively). In our case, we have for the first center

\[
e^{-4U} \overset{r \to 0}{\approx} \frac{1}{r^6} \left[ \frac{e^{\beta k}}{18} (Q_1 Q_2 Q_3 d_i d_k - Q_i^2 Q_j^2 d_k) \right] + \mathcal{O}(r^{-5})
\]  

(5.89)

and for the second one

\[
e^{-4U} \overset{r \to 0}{\approx} \frac{1}{(r - R)^6} \left[ \frac{e^{\beta k}}{18} (\tilde{Q}_1 \tilde{Q}_2 \tilde{Q}_3 \tilde{d}_i \tilde{d}_k - \tilde{Q}_i^2 \tilde{Q}_j^2 \tilde{d}_k) \right] + \mathcal{O}(r^{-5}).
\]  

(5.90)

The above divergent terms can be removed, following [15], by requiring

\[
\begin{align*}
  \gamma &= \frac{d_1}{Q_1} = \frac{d_2}{Q_2} = \frac{d_3}{Q_3}, \\
  \tilde{\gamma} &= \frac{\tilde{d}_1}{\tilde{Q}_1} = \frac{\tilde{d}_2}{\tilde{Q}_2} = \frac{\tilde{d}_3}{\tilde{Q}_3},
\end{align*}
\]  

(5.91)

With this choice, we have

\[
e^{-4U} \overset{r \to 0}{\approx} \frac{1}{r^5} \left[ \frac{Q_1 Q_2 Q_3 (R(\beta - 2\alpha \gamma) + 4\gamma^2(1 + \delta)Q_1 Q_2 Q_3)}{R} \right] + \mathcal{O}(r^{-4}).
\]  

(5.92)

and

\[
e^{-4U} \overset{r \to 0}{\approx} \frac{1}{(r - R)^5} \left[ \frac{Q_1 \tilde{Q}_2 \tilde{Q}_3 [R(\beta - 2\tilde{\alpha} \tilde{\gamma}) - 4\tilde{\gamma}^2(1 + \tilde{\delta})\tilde{Q}_1 \tilde{Q}_2 \tilde{Q}_3]}{R} \right] + \mathcal{O}((r - R)^{-4}),
\]  

(5.93)

so we can further impose, following [15], the conditions

\[
\beta = 2 \gamma a, \quad \tilde{\beta} = 2 \tilde{\gamma} \tilde{a}, \quad \delta = -1, \quad \tilde{\delta} = -1.
\]  

(5.94)

On the warp factor the asymptotic flatness condition \( \lim_{r \to +\infty} e^{-4U} = 1 \) implies

\[
h = \frac{1 + m_0^2}{l_1 l_2 l_3} - \frac{e^{\beta k}}{2}(l_1 k_1 k_2).
\]  

(5.95)

Being interested in analyzing a specific solution with \( Q_0 \) generic in a chosen \( H^* \)-orbit, we further restrict to parameters so that \( \phi_0 = 0 \). This amounts to requiring that \( \lim_{r \to +\infty} \mathcal{M}^{(3)}_{\text{scal}} = \eta \) and implies

\[
m_0 = 0, \quad l_1 = 1, \quad k_1 = 0.
\]  

(5.96)

With these conditions, we can write down the expressions for the charges of each center, in a more compact form:

\[
\Gamma^M_A = (p_A^\Lambda, q_{A\Lambda}) = \left( 0, \frac{Q_1}{\sqrt{2}}, \frac{Q_2}{\sqrt{2}}, \frac{Q_3}{\sqrt{2}} - \frac{Q_6}{\sqrt{2}} \right),
\]  

(5.97)

for the center \( A \) and

\[
\Gamma^M_B = (p_B^\Lambda, q_{B\Lambda}) = \left( 0, \frac{\tilde{Q}_1}{\sqrt{2}}, \frac{\tilde{Q}_2}{\sqrt{2}}, \frac{\tilde{Q}_3}{\sqrt{2}} - \frac{\tilde{Q}_6}{\sqrt{2}} \right),
\]  

(5.98)
for the center B. The quartic invariant computed with the above charges read:

\[
I_4(p_A^λ, q_{A,λ}) = Q_1 Q_2 Q_3 \left[ -Q_6 + γ^2 \sum_i Q_i + \frac{γ(y - ˜γ)}{R} \right]
\times \sum_i c^{ijk} Q_i Q_j + \frac{(y - ˜γ)^2}{2R^2} c^{ijk} Q_i Q_j Q_k \tag{5.99}
\]

and

\[
I_4(p_B^λ, q_{B,λ}) = ˜Q_1 ˜Q_2 ˜Q_3 \left[ - ˜Q_6 + ˜γ^2 \sum_i ˜Q_i + \frac{˜γ( ˜γ - ˜γ)}{R} \right]
\times \sum_i c^{ijk} Q_i ˜Q_j + \frac{(y - ˜γ)^2}{2R^2} c^{ijk} Q_i Q_j ˜Q_k \tag{5.100}
\]

Now, one can see that the geometry near the first center behaves like

\[
e^{-4U} \approx \frac{1}{r^4} \left[ -I_4(p_A^λ, q_{A,λ}) - 4^2 \right] + \mathcal{O}((r^{-3}), \tag{5.101}
\]

while near the second one as

\[
e^{-4U} \approx \frac{1}{(r - R)^4} \left[ -I_4(p_B^λ, q_{B,λ}) - 4^2 \right] + 4O((r - R)^{-3}). \tag{5.102}
\]

Regularity there requires the quartic invariants \(I_4(p_A^λ, q_{A,λ}), I_4(p_B^λ, q_{B,λ})\) to be negative \([15]\) and, in our formalism, this restricts to two centers to belong to the \(α(6), γ(65), β(65), δ(1)\) orbit. Note that had one of the centers been in the \(α(6), γ(65), β(65), δ(2)\), the asymptotic behavior of the solution described by (5.101) and (5.102) would be the same but the solution would be singular (see the discussion at the end of Sect. 4.1).

**Charges and angular momentum.** Having implemented the regularity conditions, one can determine the electromagnetic charges associated with the solution, making use of (2.33), and with each center

\[
Γ^M_A = (p_A^λ, q_{A,λ}) = \left( 0, \frac{Q_1 + ˜Q_1}{\sqrt{2}}, \frac{Q_2 + ˜Q_2}{\sqrt{2}}, \frac{Q_3 + ˜Q_3}{\sqrt{2}} \right],
\]

\[
\frac{-Q_6 + ˜Q_6}{\sqrt{2}} - \frac{γ(Q_2 + ˜Q_2) + ˜γ( ˜Q_2 + ˜Q_2)}{\sqrt{2}},
\]

\[
\frac{γ(Q_1 + 3Q_3) + ˜γ( ˜Q_1 + ˜Q_3)}{\sqrt{2}},
\]

\[
\frac{γ(Q_1 + 3Q_2) + ˜γ( ˜Q_1 + ˜Q_2)}{\sqrt{2}}, \tag{5.103}
\]

The total angular momentum is computed to be

\[
M_φ = \frac{1}{2} (α + ˜α)
\]

\[
- \frac{γ - ˜γ}{4R} \left[ R \sum_i c^{ijk} Q_i ˜Q_j + c^{ijk} Q_i ˜Q_j (Q_k + ˜Q_k) \right]
\]

\[
= M_φ + M_φ = \frac{1}{2} (Γ^M_A)^T \otimes Γ_B. \tag{5.106}
\]

where \(M_φ ≡ α/2\) and \(M_φ ≡ ˜α/2\). Just as noticed by \([15]\), the total angular momentum is the sum of the angular momenta of the single centers plus the symplectic product of electromagnetic charges associated with each center. One can indeed verify that the above expression for \(M_φ\) is precisely the one occurring in the asymptotic expansion of \(ω_φ\), according to the formula (2.32).

### 5.4.3 The orbit \(O^{103,1}\)

Let us consider the double-center solutions with \(Q_0\) in the orbit \(α(10), γ(10), β(1)\). The peculiarity of this orbit (and in particular of all the \(α(10)\) orbits with coinciding \(γ\) and \(β\) labels) is that it can not be obtained as the sum of two orbits associated with regular single-center solutions (see discussion in Sect. 4.2).
For instance, by choosing the charge parameters as follows:

\[
\begin{align*}
Q_6 &= -1, & Q_1 &= 1, & Q_2 &= -1, & Q_3 &= 1, & \gamma &= \frac{1}{2}, \\
\tilde{Q}_6 &= 1, & \tilde{Q}_1 &= -2, & \tilde{Q}_2 &= -5, & \tilde{Q}_3 &= 6, & \tilde{\gamma} &= 1,
\end{align*}
\]

we can find a two-center solution in which the A-center is in the orbit \(\alpha^{(6)} \gamma^{(6;5)} \beta^{(5)} \delta^{(4)}\) and the B-one in the orbit \(\alpha^{(6)} \gamma^{(6;5)} \beta^{(5)} \delta^{(3)}\). Without entering into the details of the solution we see from the figures (j) and (k) below that \(e^{-4U}\) has poles at finite \(r\) and \(e^{-4U} r^2 \sin^2 \theta - \omega^2\) becomes negative near the centers, revealing the presence of CTC.

\[\text{(5.107)}\]

\[\text{(5.108)}\]

**5.4.4 The orbits \(\mathcal{O}^{10;5,2}\) (singular solution)**

Let us consider now the \(\alpha^{(10)} \gamma^{(10;1)} \beta^{(2)}\) orbit and illustrate in this example the general fact that a same orbit, which is not intrinsically singular, can describe (depending on their composition) both singular and regular double-center solutions.

**Singular solution.** Choosing for instance the charge parameters as follows:

\[
\begin{align*}
Q_6 &= 1, & Q_1 &= 1, & Q_2 &= 1, & Q_3 &= 1, & \gamma &= \frac{1}{2}, \\
\tilde{Q}_6 &= 3, & \tilde{Q}_1 &= 1, & \tilde{Q}_2 &= 2, & \tilde{Q}_3 &= -3, & \tilde{\gamma} &= 1,
\end{align*}
\]

we end up with an A-center in the \(\alpha^{(6)} \gamma^{(6;5)} \beta^{(5)} \delta^{(1)}\)-orbit describing a regular, large non-BPS black hole with \(I_4 < 0\) and a B-center in the orbit \(\alpha^{(6)} \gamma^{(6;5)} \beta^{(4)}\), describing a singular single-center solution. The whole solution is therefore singular as it can be ascertained from the figures below, showing the behavior of \(e^{-4U}\) and \(e^{-4U} r^2 \sin^2 \theta - \omega^2\).

\[\text{(j) The plot of the warp function } e^{-4U}.\]

\[\text{(i) The plot of } e^{-4U}.\]

\[\text{(k) The intersection of } e^{-4U} r^2 \sin^2 \theta - \omega^2 \text{ with the plane } z = 0.\]

\[\text{(m) The plot of } e^{-4U} r^2 \sin^2 \theta - \omega^2.\]

In Fig. 1) The plot of \(e^{-4U}\) shows that near the second center the warp function is not positive, revealing a true
singularity. In Fig. m) the plot of $e^{-4U} r^2 \sin^2 \theta - \omega^2$ is not positive near the singular center, so it is not possible to exclude the presence of CTC.

Regular solution. We can keep $Q_0$ within $\alpha^{(10)} \beta^{(11)} \gamma^{(2)}$ and make the following choices for the charge parameters

\begin{align*}
Q_6 &= 3, \quad Q_1 = 1, \quad Q_2 = 1, \quad Q_3 = 1, \quad \gamma = \frac{1}{2}, \\
\tilde{Q}_6 &= 10, \quad Q_1 = 3, \quad Q_2 = 4, \quad Q_3 = 2, \quad \tilde{\gamma} = 1,
\end{align*}

which imply both centers to be in the $\alpha^{(6)} \beta^{(6,5)} \gamma^{(5)} \delta^{(1)}$ orbit describing regular, large non-BPS black holes with $I_4 < 0$. The electric-magnetic charges of the two centers read

\begin{align*}
\Gamma_A^M &= (p_A^\Lambda, q_A^\Lambda) \\
&= (0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, -\frac{3}{\sqrt{2}}, -1, \frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}), \\
\Gamma_B^M &= (p_B^\Lambda, q_B^\Lambda) \\
&= (0, \frac{3}{\sqrt{2}}, 2\sqrt{2}, \sqrt{2}, -5\sqrt{2}, -3\sqrt{2}, -\frac{5}{\sqrt{2}}, -\frac{7}{\sqrt{2}}),
\end{align*}

and the total charge vector is the sum of the two.

Having fixed all parameters in order to have two regular single center black holes and a stable system, we can now study the lower bound of $R$. We have

\begin{align*}
e^{-4U} &\approx \frac{1}{r^3} \left[ \frac{-26 + 18R + R^2(9 - 4\alpha^2)}{4R^2} \right] + O(r^{-3}),
\end{align*}

for the $A$ center and

\begin{align*}
e^{-4U} &\approx \frac{1}{(r - R)^3} \left[ 24 - \frac{54(1 + 4R)}{R^2} - \tilde{\alpha}^2 \right] + O((r - R)^{-3}),
\end{align*}

for the $B$ center. Sending to zero the terms associated with the angular momenta, $\alpha$ and $\tilde{\alpha}$, requiring the positivity of $e^{-4U}$ in the Eqs. (5.112)–(5.113) near each center implies the following lower bound for the distance $R$

\begin{align*}
R > \frac{3}{2}(3 + \sqrt{10}).
\end{align*}

Below this value of the distance $R$, the global warp function $e^{-4U}$ shows unphysical singularities and the system, although composed of two regular black holes, ceases to be globally regular.

As before, we fix $R$ at a value above the lower bound, say 12. In the following plots (n), (o) we show the behavior for $e^{-4U}$ and $e^{-4U} r^2 \sin^2 \theta - \omega^2$, which are both positive everywhere. This excludes the presence of CTC in the solution when the lower bound (5.114) holds.

The following plots (p), (q) and (r) illustrate the behavior of the curvature scalar $\mathcal{R}$ which shows for both centers the typical shape due to the attractor mechanism.
The “diagonal” orbits $\gamma^{(10;k)}$, $\beta^{(10;k)}$ are intrinsically singular. As for the others, they can be obtained by combining regular-single-center orbits as illustrated in Appendix C.2. We did compute examples of them which are qualitatively analogous to the solution discussed above.

5.5 Summary of representatives for the $\alpha^{(10)}$-orbits

In the following table we give representatives of all the $\alpha^{(10)}$-orbits as sum of representatives of single-center ones, keeping in mind that each orbit can have many representations in terms of (regular or non-regular) single center black holes. For the diagonal, “intrinsically singular” orbits, we give a representation in terms of two constituents of which at least one is necessarily singular.

| $\gamma$ | $\beta$ | $\alpha^{(10)}$ | $\beta^{(10)}$ | $\alpha^{(5)}$ | $\beta^{(5)}$ |
|---------|---------|--------------|--------------|--------------|--------------|
| $\gamma^{(10)}$ | $\alpha^{(10)}$, $\beta^{(10)}$ | $\alpha^{(5)}$, $\beta^{(5)}$ | $\alpha^{(5)}$, $\beta^{(5)}$ | $\alpha^{(5)}$, $\beta^{(5)}$ |

5.6 The orbit $\alpha^{(6)}$, $\gamma^{(10;\ldots,4)}$, $\beta^{(10;\ldots,4)}$

Following [46], let us start considering the graded decomposition of $so(4, 4)$ respect to the weighted Dynkin diagram in 5.161, which defines $\alpha^{(11)}$. The nilpotent algebra $n$ has the structure [15]:

$$n^{(11), (1;\ldots, 4)} \cong \{(1 \oplus (3 \times 1)^{(1)}_{\Delta \gamma} \oplus (3 \times 1)^{(2)}_{\Delta \gamma}) \oplus (3 \times 1)^{(3)}_{\Delta \gamma} \oplus 1^{(4)}_{\Delta \gamma} \oplus 1^{(5)}_{\Delta \gamma}\}.$$  (5.115)

Choosing an appropriate basis, the only non-zero commutators are

$$[\epsilon_{[1]}^{(3)}, \epsilon_{[1]}^{(3)}] = f^{[3]}_{[1]} \epsilon^{[3]}_{[1]} \in [f^{[3]}_{[1]}, \epsilon^{[3]}_{[1]}] = \delta_{i}^{j} \epsilon^{[3]}_{[1]},$$  (5.101)

$$[f^{[4]}, \epsilon_{[1]}^{(1)}] = \epsilon^{[4]} \in [f^{[4]}, \epsilon^{[1]}_{[1]}] = \delta_{i}^{j} \epsilon^{[4]}.$$  (5.102)
having denoted by \( e \) the generators in \( \mathfrak{g}^* \) and by \( f \) those in \( \mathfrak{h}^* \), the number in superscript being the grading relative to the neutral element. The coefficients \( c_{i\ell k} \) are defined as: \( c_{i\ell k} = |\delta_{i\ell k}| \).

We now consider the Ansatz (5.2) with

\[
\hat{\mathbb{L}} = \exp(-\tilde{V} e^{(1)}_{i} - \tilde{K}^{i} e^{(1)}_{i} - \tilde{Z}_{i} e^{(3)}_{i} - \tilde{M} e^{(5)}) \tag{5.117}
\]

and write the graded field equations deduced from (2.20). With the following redefinitions

\[
\tilde{V} \rightarrow a V - l_{0},
\tilde{K}^{i} \rightarrow K_{i},
\tilde{Z}_{i} \rightarrow a Z_{i} - \frac{1}{3} c_{i\ell k} K_{j} K_{k} \left( a V + 2 l_{0} \right) - l_{i},
\tilde{M} \rightarrow 2 a^{2} V \mu - \frac{1}{3} \left( a V - l_{0} \right) \sum_{i} l_{i} K_{i}
- \frac{1}{3} a \left( 2 a V + l_{0} \right) \sum_{i} K_{i} Z_{i}
- \frac{1}{15} \left[ 4 \left( a V + l_{0} \right)^{2} - a l_{0} V \right] \prod_{i} K_{i}, \tag{5.118}
\]

we obtain the following equations of motion [46]

\[
d * dV = 0,
d * dK_{i} = 0,
d * dZ_{i} = \frac{1}{2} c_{i\ell k} V d * dK_{j} K_{k},
d * d(\mu V) = d(V Z_{i}) * dK_{i}, \tag{5.119}
\]

where, in writing the last two equations, we have used the property that \( V \) and \( K^{i} \) are harmonic functions. With the redefinitions (5.118) and choosing \( a = 4 \sqrt{2}, l_{0} = -2, l_{1} = l_{2} = 8, l_{3} = -8, e^{-4U} \) has the form

\[
e^{-4U} = V Z_{1} Z_{2} Z_{3} - (\mu V)^{2}, \tag{5.120}
\]

and the electromagnetic fields and \( a \) read

\[
z^{0} = \frac{1}{\sqrt{2}} - \frac{\mu V^{2} K_{1} - V Z_{1} Z_{2}}{e^{4U}},
z^{1} = -\frac{2 \mu V^{2}}{e^{4U}},
z^{2} = \frac{\mu V^{2} K_{2} + (\mu - K_{1} Z_{1} - K_{2} Z_{2}) V Z_{3}}{2 e^{4U}},
z^{3} = -\frac{\mu V^{2} K_{1} + (\mu - K_{1} Z_{1} - K_{2} Z_{2}) V Z_{2}}{2 e^{4U}},
z_{0} = \frac{\mu V^{2} K_{1} + (\mu - K_{2} Z_{1} - K_{2} Z_{2}) V Z_{2}}{2 e^{4U}},
z_{1} = \frac{1}{\sqrt{2}} + \frac{2 \mu V \left[ \prod_{i} K_{i} + \prod_{i} K_{i} Z_{i} - 2 \prod_{i} Z_{i} - \sum_{i} c_{i\ell k} Z_{i} K_{j} K_{k} \right]}{8 e^{4U}},
z_{2} = \frac{1}{\sqrt{2}} + \frac{\mu V^{2} K_{2} - V Z_{1} Z_{2}}{e^{4U}},
z_{3} = \frac{1}{\sqrt{2}} + \frac{\mu V^{2} K_{1} - V Z_{1} Z_{2}}{e^{4U}},
a = \frac{1}{4 e^{4U}} \left[ \mu V \left[ 4 + \sqrt{2} V + 2 \prod_{i} K_{i} K_{j} - K_{1} Z_{1} \right] - \sqrt{2} (Z_{1} + Z_{2} - Z_{3}) \right] + \sqrt{2} \prod_{i} K_{i} Z_{i} Z_{3} - (K_{2} - K_{3} Z_{2}) Z_{3} \right|.
\tag{5.121}
\]

The four-dimensional scalar fields read

\[
\epsilon_{1} = \frac{2 V (\mu - K_{1} Z_{1})}{V K_{1} (2 \mu - K_{1} Z_{1}) - Z_{1} Z_{3}},
\epsilon_{2} = -\frac{1}{2} \left( K_{2} - \frac{\mu}{Z_{2}} \right), \quad \epsilon_{2} = \frac{2 V^{2} Z_{2}^{2}}{V K_{2} (2 \mu - K_{1} Z_{1}) - Z_{1} Z_{3}},
\epsilon_{3} = \frac{1}{2} \left( K_{3} - \frac{\mu}{Z_{3}} \right), \quad \epsilon_{3} = \frac{2 V^{2} Z_{3}^{2}}{V K_{3} (2 \mu - K_{1} Z_{1}) - Z_{1} Z_{3}}. \tag{5.122}
\]

Now, it is useful rewrite the last equation of (5.119) as

\[
d * d(\mu V) = d(V Z_{i}) * dK_{i}, \tag{5.123}
\]

so we can obtain the explicit form for \( \omega \)

\[
*d \omega = d(\mu V) - V Z_{i} dK_{i}, \tag{5.124}
\]

and for the \( D = 3 \) vectors \( \vec{A} \)

\[
*d \vec{A}^{0} = \frac{*d \omega}{\sqrt{2}} - V dK_{3} + K_{1} dV, \quad *d \vec{A}^{1} = 2 dV,
*d \vec{A}^{2} = \frac{*d \omega}{\sqrt{2}} - \frac{1}{2} (dZ_{3} - V K_{3} dK_{2} - V K_{2} dK_{1} + K_{1} K_{2} dV),
*d \vec{A}^{3} = \frac{*d \omega}{\sqrt{2}} - \frac{1}{2} (dZ_{1} - V K_{1} dK_{2} - V K_{2} dK_{1} + K_{1} K_{2} dV),
*d \vec{A}_{0} = \frac{*d \omega}{\sqrt{2}} - V K_{3} dK_{3} - V K_{2} dK_{2} + K_{1} K_{2} dV,
*d \vec{A}_{1} = -\frac{*d \omega}{\sqrt{2}} - \frac{1}{4} \left[ \sum_{i} K_{i} dZ_{i} + K_{1} K_{2} dV - V d(k_{1} K_{2} K_{3}) - \sum_{i} Z_{i} dK_{i} \right]
\tag{5.125}
\]

5.6.1 The solution

We follow the procedure of [46] for the derivation of a two-center solution to the equations of motion. The general solution we find will differ from that in [46] by a duality transformation. We shall find examples of regular solutions in which one center is a large non-BPS black
hole with \( I_4 < 0 \) and the other is a large black hole (BPS or non-BPS) with \( I_4 > 0 \).

As usual we choose the A-center to be located at \( r = 0 \) and the B-one at \( \theta = 0, r = R \). From the first two equations in (5.119) follow that \( V \) and \( K_i \) are harmonic functions, so we can write them in the form

\[
V = h + \frac{Q_i}{r}, \quad K_i = \frac{d_i}{\Sigma},
\]

(5.126)

Substituting the above expressions in the third equation of (5.119), we find

\[
d \ast dZ_i = c^{ijk} \left( h + \frac{Q_j}{r} \right) d \left( \frac{d_j}{\Sigma} \right) * d \left( \frac{d_k}{\Sigma} \right),
\]

(5.127)

which can be easily solved by using the following properties

\[
d \left( \frac{1}{\Sigma} \right) * d \left( \frac{1}{\Sigma} \right) = d \ast d \left( \frac{1}{2\Sigma^2} \right),
\]

\[
\frac{1}{r} d \left( \frac{1}{\Sigma} \right) * d \left( \frac{1}{\Sigma} \right) = d \ast d \left( \frac{1}{2r^2 \Sigma^2} \right).
\]

(5.128)

Adding the harmonic contribution, we obtain for \( Z_i \)

\[
Z_i = l_i + \frac{Q_i}{\Sigma} + \frac{\bar{Q}_i}{r} + \frac{c^{ijk}d_jd_k}{2\Sigma^2} \left( h + \frac{Q_kr}{R^2} \right).
\]

(5.129)

Now, we have to solve the fourth equation of (5.119)

\[
d \ast d(\mu) V = d \left[ \left( h + \frac{Q_i}{r} \right) \left( l_i + \frac{Q_i}{\Sigma} + \frac{\bar{Q}_i}{r} + \frac{c^{ijk}d_jd_k}{2\Sigma^2} \left( h + \frac{Q_kr}{R^2} \right) \right) \right] * d \left( \frac{d_i}{\Sigma} \right),
\]

(5.130)

and we do it term by term:

\[
d \ast d(\mu(1)) V = d \left[ \left( h + \frac{Q_i}{r} \right) l_i \right] * d \left( \frac{d_i}{\Sigma} \right) = d \ast d \left[ Vl_id_i \frac{2\Sigma}{2} \right] \Rightarrow \mu_{(1)} = \frac{l_id_i}{2\Sigma},
\]

\[
d \ast d(\mu(2)) V = d \left[ \left( h + \frac{Q_i}{r} \right) \frac{Q_i}{\Sigma} \right] * d \left( \frac{d_i}{\Sigma} \right) = d \ast d \left[ \frac{Q_id_i}{2\Sigma^2} \left( h + \frac{Q_i}{r} \right) \right] \Rightarrow \mu_{(2)} = \frac{Q_id_i}{2V\Sigma^2} \left( h + \frac{Q_i}{r} \right),
\]

so we can choose the linear combination of these terms:

\[
\mu_{(5)} = \mu_{(5,2)} + \delta(\mu_{(5,2)} - \mu_{(5,1)}).
\]

Finally, adding the harmonic contribution, we obtain

\[
\mu = \frac{m_0}{V} + \frac{m}{V\Sigma} + \frac{\tilde{m}}{Vr} + \frac{\beta \cos \theta}{VR^2} + \frac{d_i}{2\Sigma} + \frac{hQ_id_i}{2V\Sigma^2} + \frac{Q_iQ_id_i \cos \theta}{2VR^2} + \frac{hQ_id_i}{2Vr \Sigma} + \frac{Q_iQ_id_i \cos \theta}{VR^2 \Sigma}
\]

(5.131)

(5.132)

(5.133)
Similarly, from (5.124) and (5.125), we obtain the expressions for \( \omega \)

\[
\omega = k_\omega - \beta \frac{\sin^2 \theta}{r} + \left( m - \frac{h l d_1}{2} \right) \cos \theta \Sigma + \tilde{m} \cos \theta
\]

\[
+ \left( Q_6 l d_1 + h \dot{Q}_6 d_1 \right) \frac{R \cos \theta - r}{2 R \Sigma}
\]

\[
- Q_6 Q d_1 \frac{\sin^2 \theta}{2 r R}
\]

\[
- \frac{c^{ijk} d_1 d_2 d_3}{6} \left[ \left( h^2 + \frac{Q_6^2}{R^6} \right) \frac{(1 + \delta) \sin^2 \theta \Sigma}{R} \right]
\]

\[
+ h Q_6 \frac{r (3 R^2 + r^2) - R (3 R^2 + R^2) \cos \theta}{2 R^3 \Sigma} \right] d\varphi.
\]

(5.135)

and for the \( D = 3 \) vectors \( \tilde{A}^M \)

\[
\tilde{A}^0 = - \frac{\omega}{\sqrt{2}} - \left[ h d_1 \cos \theta \Sigma - Q_6 d_1 \frac{R \cos \theta - r}{R \Sigma} \right] d\varphi.
\]

\[
\tilde{A}^1 = 2 Q_6 \cos \theta \Sigma d\varphi.
\]

\[
\tilde{A}^2 = - \frac{1}{2} \left[ Q_2 \cos \theta \Sigma + \tilde{Q}_2 \cos \theta + Q_6 d_1 d_2 \frac{(r^2 + R^2) \cos \theta - 2 r R}{R^2 \Sigma^2} \right] d\varphi.
\]

\[
\tilde{A}^3 = \frac{1}{2} \left[ Q_1 \cos \theta \Sigma + \tilde{Q}_1 \cos \theta + Q_6 d_1 d_2 \frac{(r^2 + R^2) \cos \theta - 2 r R}{R^2 \Sigma^2} \right] d\varphi.
\]

\[
\tilde{A}_0 = \frac{1}{2} \left[ Q_1 \cos \theta \Sigma + Q_6 d_1 d_2 \frac{(r^2 + R^2) \cos \theta - 2 r R}{R^2 \Sigma^2} \right] d\varphi.
\]

\[
\tilde{A}_1 = - \frac{\omega}{\sqrt{2}} + \frac{4}{r} \left[ l_1 d_1 \cos \theta \Sigma + d_1 \dot{Q}_1 \frac{R \cos \theta - r}{R \Sigma} \right]
\]

\[
+ Q_6 d_1 d_2 d_3 \frac{r (3 R^2 + r^2) - R (3 R^2 + R^2) \cos \theta}{R^3 \Sigma} \right] d\varphi.
\]

\[
\tilde{A}_2 = \frac{\omega}{\sqrt{2}} - \left[ h d_3 \cos \theta \Sigma - Q_6 d_1 \frac{R \cos \theta - r}{R \Sigma} \right] d\varphi.
\]

\[
\tilde{A}_3 = \frac{\omega}{\sqrt{2}} + \left[ h d_2 \cos \theta \Sigma - Q_6 d_1 \frac{R \cos \theta - r}{R \Sigma} \right] d\varphi.
\]

(5.136)

Although these expressions satisfy the equations of motion, these are not sufficient to ensure the regularity of the system, so further conditions are necessary.

**Zero-NUT charge condition.** We require the absence of the NUT charge for all centers and impose the conditions (5.22) on \( \omega \), in order to exclude the presence of Dirac-Misner singularities. This implies three conditions on the coefficients \( k_\omega, m \) and \( \tilde{m} \)

\[
k_\omega = \frac{(Q_6 l_1 + h \dot{Q}_6) l_1}{2 R} + h Q_6 d_1 d_2 d_3
\]

\[
m = \left( \frac{h + Q_6}{R} \right) \frac{1}{2} l_1 d_1 + h Q_6 c^{ijk} d_1 d_2 d_3 + h \dot{Q}_6 d_1
\]

\[
\tilde{m} = - \frac{Q_6}{2 R} \left( l_1 d_1 + h c^{ijk} d_1 d_2 d_3 \right) - h \dot{Q}_6 d_1
\]

(5.137)

Note that only the difference between the last two equations depends on \( R \) and provides the bubble equation for the solution.

**Horizon regularity condition and asymptotic flatness.** Just as we did for the other orbits, we shall now impose regularity constraints on the behavior of the warp factor near the centers. Near the \( A \)-center we have:

\[
e^{-4 U} \frac{\delta}{\theta = 0} \left| \frac{1}{R} \right| (Q_0 Q \tilde{Q} \tilde{Q} - \beta^2) + O(r^{-3})
\]

\[
\simeq \frac{1}{R} \left( -I_4 (p^0_\Lambda, q_{\Lambda \Lambda}) - \beta^2 \right) + O(r^{-3});
\]

and near the second one:

\[
e^{-4 U} \frac{\delta}{\theta = 0} \left| \frac{1}{R} \right| (Q_0 Q \tilde{Q} \tilde{Q} - \beta^2) + O(r^{-3})
\]

\[
\frac{1}{R} \left( -I_4 (p^0_\Lambda, q_{\Lambda \Lambda}) - \beta^2 \right) + O(r^{-3});
\]

(5.139)

In order to set the above leading term to zero we can choose [46]

\[
\delta = - \frac{h R^2}{Q_0^2 + h R^2}
\]

(5.140)

On the warp factor we ask, also, the asymptotic flatness, requiring \( \lim_{r \to +\infty} e^{-4 U} = 1 \) and solving for \( h \), which is

\[
h = \frac{1 + m_0}{l_1 l_2 l_3}.
\]

(5.141)

To work out an explicit solution with \( Q_0 \) generic in the chosen \( \alpha^{(1)} \) orbit, we set the values of the scalars at the origin, \( i.e. \) at the infinity, requiring that \( \lim_{r \to +\infty} N^{(3)}_{\text{scal}} = \eta \) and obtaining

\[
m_0 = 0, \quad l_1 = l_2 = \sqrt{2}, \quad l_3 = - \sqrt{2}.
\]

(5.142)
With these conditions, the expression for the quartic invariant near the $B$ center is

$$
I_b(p_b^0, q_{BA}) = \left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right)^3 \left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right)^{-1}$$

$$\times \left[ \sum_k (c_k d_k R + d_k Q_k) \right]$$

$$\times \left[ \frac{1}{4} \sum_k (c_k d_k R + d_k Q_k) \right]$$

$$- \left[ \sum_k (c_k d_k R + d_k Q_k) \right]$$

$$\times \left[ \frac{1}{4} \sum_k (c_k d_k R + d_k Q_k) \right]$$

$$= \sum_k (c_k d_k R + d_k Q_k) \left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right)^3$$

$$\equiv \frac{1}{(r - R)^3} \left[ I_b(p_b^0, q_{BA}) + \left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right)^3 + O((r - R)^{-3}) \right].$$

Comparing the above quartic invariant with the expression which describes the geometry near the $B$ center, one note that

$$e^{-4 \mathcal{O}} \left( \frac{r - R}{R} \right)^3 \equiv \frac{1}{(r - R)^3} \left[ I_b(p_b^0, q_{BA}) + \left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right)^3 + O((r - R)^{-3}) \right].$$

and it is tempting to interpret the squared term (despite the “$+” sign in front of the brackets) as an angular momentum induced by the interaction, vanishing in the non-interacting limit $R \to 0$. This conjecture is supported, see discussion below, by the appearance of the same term in the general formula of the total angular momentum as a contribution from the $B$-center.

**ADM-Mass, charges and angular momentum.** Let us give by using the Eq. in (2.31), the $M_{ADM}$ of the system

$$M_{ADM} = -\frac{4Q_b + Q_1 + Q_2 - Q_3 - \tilde{Q}_1 + \tilde{Q}_2 - \tilde{Q}_3}{4\sqrt{2}}$$

$$+ \frac{Q_b(-d_1 d_2 + d_1 d_3 + d_2 d_3)}{4\sqrt{2}R^2} = M^A + M^B,$$

which is the sum of contributions from the $A$ and $B$ centers, computed through the corresponding Noether charge matrices

$$M^{(A)} = \frac{4Q_b + \tilde{Q}_1 + \tilde{Q}_2 - \tilde{Q}_3}{4\sqrt{2}} + \frac{Q_b(-d_1 d_2 + d_1 d_3 + d_2 d_3)}{4\sqrt{2}R^2},$$

$$M^{(B)} = \frac{Q_1 + Q_2 - Q_3}{4\sqrt{2}}.$$ 

Let us now compute the electromagnetic charges associated with the solution, making use of (2.33): 

$$\Gamma^M = (p^\lambda, q_\lambda) = \left( \frac{d_1}{2\sqrt{2}}, 2Q_b, -\frac{Q_b d_1 d_2 + R^2 (Q_1 + \tilde{Q}_1)}{2R^2} \right),$$

$$\Gamma_A = (p^\lambda_A, q_\lambda_A) = \left( \frac{Q_b d_1}{R}, 2Q_b, -\frac{Q_b d_1 d_2 + R^2 \tilde{Q}_1}{2R^2} \right),$$

$$\Gamma_B = (p^\lambda_B, q_{BA}) = \left( -\left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right) d_1, 0, -\frac{Q_3}{2}, \frac{Q_2}{2}, \frac{Q_1}{2} \right).$$

The angular momentum is easily computed through the use of $Q_\gamma$ defined in (2.30) and the last equation of (2.31):

$$M_\gamma = -\frac{\beta}{2} - \frac{4Q_b(d_1 + d_2 - d_3) + \sum_i d_i \tilde{Q}_i}{8\sqrt{2}}$$

$$- \frac{Q_b + \sum_i d_i (Q_1 + \tilde{Q}_1)}{4R} - \left( \frac{Q_b}{R} - \frac{1}{4\sqrt{2}} \right) \frac{Q_b d_1 d_2 d_3}{2R^2}$$

$$= M_{\gamma A} + M_{\gamma B} - \frac{1}{2} (\Gamma_A) \cdot (\Gamma_B).$$

where last expression holds provided we identify $M_{\gamma A}$ with $-\beta/2$ and define

$$M_{\gamma B} = -\left( \frac{Q_b}{R} - \frac{1}{2\sqrt{2}} \right) \frac{Q_b d_1 d_2 d_3}{2\sqrt{2}}.$$ 

which motivates the interpretation given earlier of last term in (5.144) as originating from an induced angular momentum. One can verify that $M_{\gamma}$ is precisely the expression given by the asymptotic expansion (2.32) of $\omega_\gamma$.

### 5.6.2 The orbits \( O^{13,1} \)

In this section we discuss representative double-center solutions for the \( O^{13,1} \) orbits. We need to specialize $Q_O$
to the various \( \gamma \) and \( \beta \) labels. The field equations can always be brought to the form (5.119). We find that, as opposed to the \( a^{(7)}, \ldots, a^{(10)} \)-cases, the intrinsically singular orbits are the off-diagonal ones, characterized by non-coinciding \( \gamma \) and \( \beta \) labels. As for the diagonal ones, we can find representatives consisting of a large non-BPS center \((a^{(6)} r^{(6;5)} \beta^{(6;5)} \delta^{(1)}\)-orbit) and a large BPS or non-BPS black hole with \( l_k > 0 \ (a^{(6)} r^{(6;5)} \beta^{(6;5)} \delta^{(1)}\)-orbit, \( k = 1, 2, 3, 4 \)), the \( \gamma \) label of the \( a^{(11)} \)-orbit being in one-to-one correspondence with that of the second center. We shall discuss in detail only a solution with \( Q_O \) in the first orbit, being the representatives in the other orbits analogous. Representatives of each \( a^{(11)} \)-orbit as sum of two single-center ones is given in Table 5.

As an example of double-center solution with \( Q_O \) generic in the \( a^{(11)} r^{(11;1)} \beta^{(11;1)} \)-orbit, we fix the charge parameters as follows

\[
\begin{align*}
Q_6 &= -\sqrt{2}, \quad Q_1 = Q_2 = \sqrt{2}, \quad Q_3 = -\sqrt{2}, \\
d_1 = d_2 = 2, \quad d_3 = -2, \quad Q_1 = Q_2 = 4\sqrt{2}, \quad Q_3 = -4\sqrt{2}.
\end{align*}
\]  

(5.153)  

(5.154)

This corresponds to choosing the \( A \)-center to be a regular, large non-BPS single-center solution with \( l_k < 0 \) \((a^{(6)} r^{(6;5)} \beta^{(6;5)} \delta^{(1)}\)-orbit) and an intrinsic charge matrix of the form

\[
Q_A^0 = N_1^- + 4N_2^+ + N_3^- + N_4^-, 
\]

and the \((p, q)\) charges read

\[
\Gamma_A^M = (p_A^M, q_A^M) = \left( 0, -2\sqrt{2}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0, 0, 0 \right). 
\]

(5.155)  

(5.156)

If isolated from the other center and warp function would be \( e^{-4U} = (r + 4)(r + 1)/r^4 \) and have no zeros.

As for the \( B \)-center, the chosen charges define a regular BPS solution \((a^{(6)} r^{(6;1)} \beta^{(6;1)}\)-orbit) with warp function \( e^{-4U} = (r^4 + 12r^3 + 42r^2 + 52r + 9)/r^4 \) if isolated from the \( A \)-center and \((p, q)\) charges

\[
\Gamma_B^M = (p_B^M, q_B^M) = \left( \frac{1}{\sqrt{2}}, 0, 2\sqrt{2}, 2\sqrt{2}, 2\sqrt{2}, \frac{3}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}} \right).
\]

(5.157)

The total electric-magnetic charge vector is

\[
\Gamma^M = (p^M, q^M) = \Gamma_A^M + \Gamma_B^M = \left( \frac{1}{\sqrt{2}}, -2\sqrt{2}, \frac{4 + 5R^2}{\sqrt{2}R^2}, \frac{4 + 5R^2}{\sqrt{2}R^2}, \frac{4 + 5R^2}{\sqrt{2}R^2}, \frac{3}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}} \right).
\]

(5.158)

Let us now study the behavior of warp function near each center and impose the positivity of its leading terms: We have

\[
e^{-4U} \overset{r\to0}{\sim} \frac{1}{r^2} (4 - \beta^2) + O(r^{-3}),
\]

(5.159)  

for the \( A \)-center and

\[
e^{-4U} \overset{r\to\infty}{\sim} \frac{1}{(r-R)^4} \left[ (R+4)^2(9R^3 - 15R^2 - 12R - 4) \right]
\]

\[
+ O((r-R)^{-3}),
\]

(5.160)

for the \( B \)-one. Requiring positivity of the leading term in (5.160) immediately implies the following lower bound for the distance \( R \):

\[
R > 2.323.
\]

(5.161)

Below this value of the distance \( R \), the global warp function \( e^{-4U} \) shows unphysical singularities and the system, although composed from two regular black holes, ceases to be globally regular, as showed in the following figure, where the behavior of the warp function when the distance between the two centers is lower than this bound, is illustrated.

![Plot of the warp function](s)

Figure (s) shows the warp function when the mutual distance between the two centers is less than the lower bound in (5.161).

One can interpret this result thinking that when the two centers approach one another the interaction forces are too strong and destabilize the system.

By setting the value of \( R \) to be larger than the lower bound, say 12, we exclude the presence of CTC in the solution, as the behavior of the function \( e^{-4U} \) shows in the figures (t), (u) and (v) below.
In the following plots (w), (x), (y), (z), the function $e^{-4U}$ and the curvature scalar $\mathcal{R}$ are plotted at the same value of the distance $R$. The curvature scalar shows for both the centers the volcano shape associated with the attractor mechanism.

(i) The behavior of $e^{-4U} r^2 \sin^2 \theta - \omega^2$.

(w) The behavior of the warp function $e^{-4U}$.

(u) The behavior of $e^{-4U} r^2 \sin^2 \theta - \omega^2$ near the $A$ center, corresponding to a regular non-BPS $\alpha^{(6)} \gamma^{(6;5)} \beta^{(5)} \delta^{(1)}$.

(x) The behavior of the curvature scalar $\mathcal{R}$.

(v) The behavior of $e^{-4U} r^2 \sin^2 \theta - \omega^2$ near the $B$ center, corresponding to a regular BPS $\alpha^{(6)} \gamma^{(6;1)} \beta^{(1)}$.

(y) Detail of the curvature scalar $\mathcal{R}$ for the regular non-BPS center $\alpha^{(6)} \gamma^{(6;5)} \beta^{(5)} \delta^{(1)}$ at the origin.
In the following table are reported all orbits of $\alpha^{(11)}$ in terms of single-center constituent.

| $\gamma$ | $\beta$ | $\beta^{(6)}$ | $\beta^{(7)}$ | $\beta^{(8)}$ | $\beta^{(9)}$ | $\beta^{(10)}$ |
|----------|--------|-------------|-------------|-------------|-------------|-------------|
| $\gamma^{(6)}$ | $\alpha^{(6)} \gamma^{(6)} \beta^{(6)} g^{(3)}$ | $\alpha^{(6)} \gamma^{(6)} \beta^{(6)} g^{(3)}$ | $\alpha^{(6)} \gamma^{(6)} \beta^{(6)} g^{(3)}$ | $\alpha^{(6)} \gamma^{(6)} \beta^{(6)} g^{(3)}$ | $\alpha^{(6)} \gamma^{(6)} \beta^{(6)} g^{(3)}$ | $\alpha^{(6)} \gamma^{(6)} \beta^{(6)} g^{(3)}$ |
| $\gamma^{(7)}$ | $\alpha^{(7)} \gamma^{(7)} \beta^{(7)} g^{(3)}$ | $\alpha^{(7)} \gamma^{(7)} \beta^{(7)} g^{(3)}$ | $\alpha^{(7)} \gamma^{(7)} \beta^{(7)} g^{(3)}$ | $\alpha^{(7)} \gamma^{(7)} \beta^{(7)} g^{(3)}$ | $\alpha^{(7)} \gamma^{(7)} \beta^{(7)} g^{(3)}$ | $\alpha^{(7)} \gamma^{(7)} \beta^{(7)} g^{(3)}$ |
| $\gamma^{(8)}$ | $\alpha^{(8)} \gamma^{(8)} \beta^{(8)} g^{(3)}$ | $\alpha^{(8)} \gamma^{(8)} \beta^{(8)} g^{(3)}$ | $\alpha^{(8)} \gamma^{(8)} \beta^{(8)} g^{(3)}$ | $\alpha^{(8)} \gamma^{(8)} \beta^{(8)} g^{(3)}$ | $\alpha^{(8)} \gamma^{(8)} \beta^{(8)} g^{(3)}$ | $\alpha^{(8)} \gamma^{(8)} \beta^{(8)} g^{(3)}$ |
| $\gamma^{(9)}$ | $\alpha^{(9)} \gamma^{(9)} \beta^{(9)} g^{(3)}$ | $\alpha^{(9)} \gamma^{(9)} \beta^{(9)} g^{(3)}$ | $\alpha^{(9)} \gamma^{(9)} \beta^{(9)} g^{(3)}$ | $\alpha^{(9)} \gamma^{(9)} \beta^{(9)} g^{(3)}$ | $\alpha^{(9)} \gamma^{(9)} \beta^{(9)} g^{(3)}$ | $\alpha^{(9)} \gamma^{(9)} \beta^{(9)} g^{(3)}$ |

6 Conclusions and outlook

In the present work we applied the mathematical tool of the real nilpotent orbits to a systematic study of single and multi-center solutions in the STU model. The real orbits allow to completely characterize in a $G$-invariant way, through the regular-single-center orbits, the regular (large or small) black holes and formulate stringent regularity conditions for multi-center solutions. The $H^+$-orbits associated with single-center solutions may also describe multi-center ones. We restricted ourselves to axisymmetric two-black hole systems although this approach applies to the most general multi-center in the model. As an outcome of this analysis we defined composition rules, which allow to express representatives of the non-BPS multi-center orbits $\alpha^{(7)}, \ldots, \alpha^{(11)}$ as sum of two nilpotent elements in regular-single-center ones. There are orbits which are never obtained in this way (the empty boxes in Figure 1) and we interpreted them as being intrinsically singular in that, we claim, they do not contain regular multi-center representatives. As for the remaining orbits with $\alpha$-label from $\alpha^{(7)}$ to $\alpha^{(11)}$, they may contain both singular and regular solutions, depending on their inner composition. This is not the case for the single-center orbits from $\alpha^{(11)}$ to $\alpha^{(6)}$, each of which either contain only singular solutions or only regular ones.

As far as the $\alpha^{(10)}$ and $\alpha^{(11)}$-orbits are concerned, we recover the general results of [15] and [46], related to the composite non-BPS and the almost-BPS solutions, and show through worked out examples, that if each constituent in taken in regular-single-center orbits, the total solution can be made regular. Example of regular double-center solutions in the $\alpha^{(10)}$-orbits consist of two non-BPS large black holes with $I_4 < 0$, while examples in the $\alpha^{(11)}$-orbits describe two large black holes, one with $I_4 < 0$ and the other with $I_4 > 0$.

We also discuss the $\alpha^{(7)}, \ldots, \alpha^{(9)}$ orbits, which are in the closure of the $\alpha^{(10)}$ and $\alpha^{(11)}$-ones. They are associated with characteristic graded-field equations which we solved.

The composition rules in Appendix C.2 reveal a variety of possible internal structures of multi-center solutions in each of the $\alpha^{(10)}, \ldots, \alpha^{(11)}$-orbits. We expect not all of these combinations to yield a regular solution. It would be interesting to study, in light of these rules, possible new multi-center systems in these orbits and their properties, like the presence of walls of marginal stability [16, 20]. It would also be interesting to apply the entropy analysis of [56] to the composite non-BPS bound and almost-BPS bound states.
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### A The invariant labels

| \( \alpha \)-label | \( \beta \gamma \)-labels | \( \delta \)-label (if present) |
|---------------------|--------------------------|-------------------------------|
| \( \alpha^{[0]} = (0, 1, 0, 0) \) | \( \gamma^{[0]} = \beta^{[1]} = (1, 1, 1, 1) \) |                                |
| \( \alpha^{[2]} = (2, 0, 0, 0) \) | \( \gamma^{[2]} = \beta^{[2]} = (2, 2, 0, 0) \) |                                |
|                       | \( \gamma^{[2,0]} = \beta^{[2,2]} = (0, 0, 2, 2) \) |                                |
| \( \alpha^{[3]} = (0, 0, 2, 0) \) | \( \gamma^{[3]} = \beta^{[3]} = (2, 0, 0, 2) \) |                                |
|                       | \( \gamma^{[3,0]} = \beta^{[3,2]} = (0, 2, 2, 0) \) |                                |
| \( \alpha^{[4]} = (0, 0, 0, 2) \) | \( \gamma^{[4]} = \beta^{[4]} = (2, 0, 2, 0) \) |                                |
| \( \alpha^{[5]} = (1, 0, 1, 0) \) | \( \gamma^{[5]} = \beta^{[5]} = (3, 1, 1, 1) \) |                                |
|                       | \( \gamma^{[5,0]} = \beta^{[5,2]} = (1, 3, 1, 1) \) |                                |
|                       | \( \gamma^{[5,0]} = \beta^{[5,2]} = (1, 1, 3, 1) \) |                                |
|                       | \( \gamma^{[5,0]} = \beta^{[5,2]} = (1, 1, 1, 3) \) |                                |
| \( \alpha^{[6]} = (0, 2, 0, 0) \) | \( \gamma^{[6]} = \beta^{[6]} = (4, 0, 0, 0) \) |                                |
|                       | \( \gamma^{[6,0]} = \beta^{[6,2]} = (0, 4, 0, 0) \) |                                |
|                       | \( \gamma^{[6,0]} = \beta^{[6,2]} = (0, 0, 4, 0) \) |                                |
|                       | \( \gamma^{[6,0]} = \beta^{[6,2]} = (0, 0, 0, 4) \) |                                |
|                       | \( \gamma^{[6,0]} = \beta^{[6,2]} = (2, 2, 2, 2) \) |                                |
| \( \gamma = (1, 1, 1, 1) \) | |                                |
| \( \alpha^{[7]} = (2, 2, 0, 0) \) | \( \gamma^{[7]} = \beta^{[7]} = (2, 2, 4, 4) \) |                                |
|                       | \( \gamma^{[7,0]} = \beta^{[7,2]} = (4, 4, 2, 2) \) |                                |
| \( \alpha^{[8]} = (0, 2, 2, 0) \) | \( \gamma^{[8]} = \beta^{[8]} = (2, 4, 2, 2) \) |                                |
|                       | \( \gamma^{[8,0]} = \beta^{[8,2]} = (4, 2, 2, 3) \) |                                |
| \( \alpha^{[9]} = (0, 2, 0, 2) \) | \( \gamma^{[9]} = \beta^{[9]} = (2, 4, 2, 4) \) |                                |
|                       | \( \gamma^{[9,0]} = \beta^{[9,2]} = (4, 2, 4, 2) \) |                                |
| \( \alpha^{[10]} = (2, 0, 2, 0) \) | \( \gamma^{[10]} = \beta^{[10]} = (0, 4, 4, 4) \) |                                |
|                       | \( \gamma^{[10,0]} = \beta^{[10,2]} = (4, 0, 4, 4) \) |                                |
|                       | \( \gamma^{[10,0]} = \beta^{[10,2]} = (4, 4, 0, 4) \) |                                |
|                       | \( \gamma^{[10,0]} = \beta^{[10,2]} = (4, 4, 4, 0) \) |                                |
| \( \alpha^{[11]} = (2, 2, 2, 0) \) | \( \gamma^{[11]} = \beta^{[11]} = (8, 4, 4, 4) \) |                                |
|                       | \( \gamma^{[11,0]} = \beta^{[11,2]} = (4, 8, 4, 4) \) |                                |
|                       | \( \gamma^{[11,0]} = \beta^{[11,2]} = (4, 4, 8, 4) \) |                                |
|                       | \( \gamma^{[11,0]} = \beta^{[11,2]} = (4, 4, 4, 8) \) |                                |
B Useful formulae

These properties are used in the calculation of equations of motion:

\[ d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{r}\right) = d \ast d\left(\frac{1}{2r^2}\right). \quad (B.1) \]

\[ d\left(\frac{1}{\Sigma}\right) \ast d\left(\frac{1}{\Sigma}\right) = d \ast d\left(\frac{1}{2\Sigma^2}\right). \quad (B.2) \]

\[ d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{\Sigma}\right) = d \ast d\left(\frac{1}{2r\Sigma}\right). \quad (B.3) \]

\[ \frac{1}{r} d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{\Sigma}\right) = d \ast d\left(\frac{\cos \theta}{2rR\Sigma}\right). \quad (B.4) \]

\[ \frac{1}{\Sigma} d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{\Sigma}\right) = -d \ast d\left(\frac{\cos \theta\Sigma}{2rR}\right). \quad (B.5) \]

\[ \frac{1}{r} d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{\Sigma}\right) = d \ast d\left(\frac{r}{2R\Sigma^2}\right). \quad (B.6) \]

\[ \frac{1}{r} d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{r}\right) = \frac{1}{d} \ast d\left(\frac{1}{6r^2}\right). \quad (B.7) \]

\[ \frac{1}{r} d\left(\frac{1}{r}\right) \ast d\left(\frac{1}{r}\right) = 2d \ast d\left(-\frac{\Sigma \cos \theta\Sigma}{6Rr^3}\right). \quad (B.8) \]

\[ \frac{1}{\Sigma} d\left(\frac{1}{\Sigma}\right) \ast d\left(\frac{1}{\Sigma}\right) = \frac{1}{d} \ast d\left(\frac{1}{6\Sigma^3}\right). \quad (B.9) \]

\[ \frac{1}{\Sigma} d\left(\frac{1}{\Sigma}\right) \ast d\left(\frac{1}{\Sigma}\right) = 2d \ast d\left(\frac{r \cos \theta}{6R\Sigma^3}\right). \quad (B.10) \]

The following relations are useful in the computation of \( \omega \):

\[ d\left(\frac{1}{r}\right) = \ast d\left(\cos \theta d\phi\right). \quad (B.11) \]

\[ d\left(\frac{1}{\Sigma}\right) = \ast d\left(\cos \theta_{\Sigma} d\phi\right). \quad (B.12) \]

\[ d\left(\frac{\cos \theta}{r^2}\right) = \ast d\left(-\frac{\sin^2 \theta}{r} d\phi\right). \quad (B.13) \]

\[ d\left(\frac{\cos \theta_{\Sigma}}{\Sigma^2}\right) = \ast d\left(-\frac{\sin^2 \theta_{\Sigma}}{\Sigma} d\phi\right). \quad (B.14) \]
\[ d \left( \frac{1}{r \Sigma} \right) - \frac{2}{r} d \left( \frac{1}{\Sigma} \right) = * d \left( \frac{R \cos \theta - r}{R \Sigma} \right), \quad (B.15) \]

\[ d \left( \frac{1}{r \Sigma} \right) - \frac{2}{\Sigma} d \left( \frac{1}{r} \right) = * d \left( -\frac{R \cos \theta - r}{R \Sigma} \right), \quad (B.16) \]

\[ d \left( \frac{\cos \theta}{r R \Sigma} \right) - \frac{1}{r^2} d \left( \frac{1}{\Sigma} \right) = * d \left( -\frac{\sin^2 \theta}{R \Sigma} \right), \quad (B.17) \]

\[ d \left( \frac{\cos \theta}{r R \Sigma} \right) + \frac{1}{\Sigma^2} d \left( \frac{1}{r} \right) = * d \left( -\frac{\sin^2 \theta}{R r} \right), \quad (B.18) \]

\[ d \left( \frac{\cos \theta}{r R \Sigma^2} \right) + \frac{2}{r R} d \left( \frac{1}{r} \right) = * d \left( -\frac{\sin^2 \theta}{R \Sigma} \right), \quad (B.19) \]

\[ d \left( \frac{\cos \theta}{R \Sigma^2} \right) - \frac{2}{r \Sigma} d \left( \frac{1}{\Sigma} \right) = * d \left( -\frac{\sin^2 \theta}{R r} \right), \quad (B.20) \]

\[ \frac{1}{r^2} d \left( \frac{1}{\Sigma} \right) + d \left( \frac{\Sigma^2 - R^2}{2 r R^2 \Sigma} \right) = * d \left( \frac{R + r \cos \theta - 2 R \cos^2 \theta}{2 R^2 \Sigma} \right), \quad (B.21) \]

\[ \frac{1}{\Sigma^2} d \left( \frac{1}{r} \right) + d \left( \frac{r^2 - R^2}{2 r R^2 \Sigma^2} \right) = * d \left( \frac{(r^2 + R^2) \cos \theta - 2 r R}{2 R^2 \Sigma^2} \right). \quad (B.22) \]

**C The nilpotent orbits in detail**

**C.0.1 The single-center orbits**

**C.0.2** \( \alpha^{(0)} = (0, 1, 0, 0) (O [2^2, 1^1]) \)

These orbits correspond to *small doubly-critical black holes*. By setting three charges of the generating solution to zero we end up in the orbit \( O [2^2, 1^1] \). We can take as representative the matrices \( Q_0 = N^z_2 \) which have order of nilpotency 2.

| Table C1 The representative of \( \alpha^{(0)} \)-orbit in terms of the generating solution |
|---|
| \( \gamma \) | \( \beta^{(0)} = (1, 1, 1, 0) \) |
| \( \gamma^{(0)} = (1, 1, 1, 1) \) | \( N^z_2 \) | BPS |
We express the same generators in terms of QUbit representation.

**Table C2 The representative of α(1)-orbit in QUbit representation**

| γ  | β             | β(1) = (1, 1, 1, 1) |
|----|---------------|--------------------|
| γ(1) = (1, 1, 1, 1) | β(1) = (1, 1, 1, 1) |

**Table C3 The representative of α(2)-orbit in terms of the generating solution**

| γ  | β(2) = (2, 2, 0, 0) | β(3) = (0, 0, 2, 2) |
|----|-------------------|-------------------|
| γ(1) = (2, 2, 0, 0) |
| γ(2) = (0, 0, 2, 2) |

| γ  | β(1) = (2, 2, 0, 0) |
|----|-------------------|
| γ(1) = (2, 2, 0, 0) | (N₁⁺ + N₂⁺) |
| γ(2) = (0, 0, 2, 2) | (N₁⁻ + N₂⁻) |

The α(2), α(3), α(4)-orbits in the following sections are related by triality. This is apparent from the form of the corresponding labels.

They are associated with small critical black holes. In the normal form defined by the generating solution, we can take as nilpositive representatives the matrices $Q_0 = N_1^± + N_2^±$, which have order of nilpotency 3.

**Table C4 The representative of α(3)-orbit in the QUbit representation**

| γ  | β(2) = (0, 0, 2, 2) |
|----|-------------------|
| γ(1) = (2, 2, 0, 0) |
| γ(2) = (0, 0, 2, 2) |

| γ  | β(1) = (0, 0, 2, 2) |
|----|-------------------|
| γ(1) = (2, 2, 0, 0) | (+, +, −, +) |
| γ(2) = (0, 0, 2, 2) | (+, +, −, −) |

**Table C5 The representative of α(4)-orbit in terms of the generating solution**

| γ  | β(2) = (0, 0, 2, 2) |
|----|-------------------|
| γ(1) = (2, 2, 0, 0) |
| γ(2) = (0, 0, 2, 2) |

| γ  | β(1) = (0, 0, 2, 2) |
|----|-------------------|
| γ(1) = (2, 2, 0, 0) | (N₁⁺ + N₄⁺) |
| γ(2) = (0, 0, 2, 2) | (N₁⁻ + N₄⁻) |

In the QUbit basis we have:

**C.0.3 α(3) = (2, 0, 0, 0) (O [3, 1])**

In the normal form defined by the generating solution, we can take as nilpositive representatives the matrices $Q_0 = N_1^± + N_4^±$, which have order of nilpotency 2.
In the QUbit basis we have:

Table C6 The representative of \( \alpha^{(1)} \)-orbit in the QUbit representation

| \( \gamma \) | \( \beta \) | \( \beta^{(1)} = (2, 0, 0, 2) \) | \( \beta^{(a)} = (0, 2, 0, 2) \) |
|---|---|---|---|
| \( y^{(1)} = (2, 0, 0, 2) \) | \(+, +, -, -) - (+, -, +, -)\) | \(+, +, -, +, -)\) + (+, -, -) |
| \( y^{(a)} = (0, 2, 0, 2) \) | \(+, +, -, +) - (-, +, -)\) | \(+, +, -, -)\) + (-, +, -) |

C.0.5 \( \alpha^{(4)} = (0, 0, 2) (O [2^4]) \)

We can take as representatives the matrices \( Q_O = N_{i_1}^{\pm} \pm N_{i_3}^{\pm} \), which have order of nilpotency 2.

Table C7 The representative of \( \alpha^{(4)} \)-orbit in terms of the generating solution

| \( \gamma \) | \( \beta \) | \( \beta^{(1)} = (2, 0, 2, 0) \) | \( \beta^{(a)} = (0, 2, 0, 2) \) |
|---|---|---|---|
| \( y^{(1)} = (2, 0, 2, 0) \) | \( N_{i_1}^{+} + N_{i_3}^{+} \) | \( N_{i_1}^{+} - N_{i_3}^{+} \) | BPS |
| \( y^{(a)} = (0, 2, 0, 2) \) | \( N_{i_1}^{-} - N_{i_3}^{+} \) | \( N_{i_1}^{+} + N_{i_3}^{+} \) | non BPS |

In the QUbit basis we have:

Table C8 The representative of \( \alpha^{(4)} \)-orbit in the QUbit representation

| \( \gamma \) | \( \beta \) | \( \beta^{(1)} = (2, 0, 2, 0) \) | \( \beta^{(a)} = (0, 2, 0, 2) \) |
|---|---|---|---|
| \( y^{(1)} = (2, 0, 2, 0) \) | \(+, +, -, -) - (+, -, +, -)\) | \(+, +, -, +, -)\) + (+, -, -) |
| \( y^{(a)} = (0, 2, 0, 2) \) | \(+, +, -, +) - (-, +, -)\) | \(+, +, -, -)\) + (-, +, -) |

C.0.6 \( \alpha^{(6)} = (1, 0, 1) (O [3, 2^2, 1]) \)

These orbits describe small light-like black holes. We can take representatives of the form \( Q_O = N_{i_1}^{\pm} \pm N_{i_3}^{\pm} \pm N_{i_4}^{\pm} \), which have order of nilpotency 3.

Table C9 The representative of \( \alpha^{(6)} \)-orbit in terms of the generating solution

| \( \gamma \) | \( \beta \) | \( \beta^{(1)} = (3, 1, 1, 1) \) | \( \beta^{(a)} = (1, 3, 1, 1) \) | \( \beta^{(b)} = (1, 1, 3, 1) \) | \( \beta^{(d)} = (1, 1, 1, 3) \) |
|---|---|---|---|---|---|
| \( y^{(1)} = (3, 1, 1, 1) \) | \( N_{i_1}^{+} + N_{i_3}^{+} + N_{i_4}^{+} \) | \( -N_{i_1}^{+} + N_{i_3}^{+} + N_{i_4}^{+} \) | \( N_{i_1}^{+} + N_{i_3}^{+} - N_{i_4}^{+} \) | \( N_{i_1}^{+} - N_{i_3}^{+} + N_{i_4}^{+} \) | BPS |
| \( y^{(a)} = (1, 3, 1, 1) \) | \( N_{i_1}^{-} - N_{i_3}^{+} - N_{i_4}^{+} \) | \( N_{i_1}^{-} + N_{i_3}^{+} + N_{i_4}^{+} \) | \( N_{i_1}^{-} - N_{i_3}^{+} + N_{i_4}^{+} \) | \( N_{i_1}^{-} + N_{i_3}^{+} - N_{i_4}^{+} \) | non BPS |
| \( y^{(b)} = (1, 1, 3, 1) \) | \( N_{i_1}^{+} + N_{i_3}^{+} - N_{i_4}^{+} \) | \( N_{i_1}^{+} - N_{i_3}^{+} + N_{i_4}^{+} \) | \( N_{i_1}^{+} + N_{i_3}^{+} + N_{i_4}^{+} \) | \( N_{i_1}^{+} - N_{i_3}^{+} - N_{i_4}^{+} \) | non BPS |
| \( y^{(d)} = (1, 1, 1, 3) \) | \( N_{i_1}^{+} - N_{i_3}^{+} + N_{i_4}^{+} \) | \( N_{i_1}^{+} + N_{i_3}^{+} - N_{i_4}^{+} \) | \( N_{i_1}^{+} - N_{i_3}^{+} - N_{i_4}^{+} \) | \( N_{i_1}^{+} + N_{i_3}^{+} + N_{i_4}^{+} \) | non BPS |
In the QUbit basis we have:

| Table C10 | The representative of $\alpha^{(q)}$-orbit in the QUbit representation |
|-----------|---------------------------------------------------------------|
| $\gamma$  | $\beta^{(q)}$ = (1, 1, 1) | $\beta^{(q)}$ = (1, 3, 1) | $\beta^{(q)}$ = (1, 1, 3) |
| $\gamma^{(q)}$ = (3, 1, 1) | $\beta^{(q)}$ = (3, 1, 1) | $\beta^{(q)}$ = (3, 1, 1) | $\beta^{(q)}$ = (3, 1, 1) |
| $\gamma^{(q)}$ = (1, 3, 1) | $\beta^{(q)}$ = (1, 3, 1) | $\beta^{(q)}$ = (1, 3, 1) | $\beta^{(q)}$ = (1, 3, 1) |
| $\gamma^{(q)}$ = (1, 1, 3) | $\beta^{(q)}$ = (1, 1, 3) | $\beta^{(q)}$ = (1, 1, 3) | $\beta^{(q)}$ = (1, 1, 3) |

C.0.7 $\alpha^{(q)} = (0, 2, 0, 0) (O [3^*, \theta^3])$

These orbits describe large black holes. We can take as representatives the matrices $Q_3 = N_1^± + N_2^± + N_3^± + N_4^±$, which have order of nilpotency 3.

| Table C11 | The representative of $\alpha^{(q)}$-orbit in terms of the generating solution |
|-----------|---------------------------------------------------------------|
| $\gamma$  | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (2, 2, 2, 2) |
| $\gamma^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) |
| $\gamma^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) |
| $\gamma^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) |
| $\gamma^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) | $\beta^{(q)}$ = (0, 0, 0, 0) |

BPS

non BPS

non BPS

non BPS

$\delta^{(q)}$

$\delta^{(q)}$

$\delta^{(q)}$

$\delta^{(q)}$

$\delta^{(q)}$

$\delta^{(q)}$

$\delta^{(q)}$
In the QUbit basis we have:

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\gamma$ & $\beta$ & $A^{(0)} = (4, 0, 0, 0)$ & $A^{(4)} = (0, 4, 0, 0)$ & $A^{(4)} = (0, 0, 4, 0)$ & $A^{(2, 2, 2)}$ \\
\hline
$\gamma = (4, 0, 0, 0)$ & $(+, +, +, +)$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
& $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
\hline
$\gamma = (0, 4, 0, 0)$ & $(+, +, +, +)$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
& $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
\hline
$\gamma = (0, 0, 4, 0)$ & $(+, +, +, +)$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
& $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
\hline
$\gamma = (2, 2, 2)$ & $(+, +, +, +)$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
& $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ & $\{+, +, +, +\} + \{+, +, +, -\}$ \\
\hline
\end{tabular}
\end{table}

C.1 The multi-center orbits

The following orbits do not contain regular single-center solutions, but only multi-center ones. Their representatives have order of nilpotency greater than 3 and can not be written in the normal form defined by the generating solution. All solutions in these orbits are non-BPS. The orbits with $\alpha$-labels $\alpha^{(7)}$, $\alpha^{(9)}$, $\alpha^{(11)}$ are related by triality and contain, as representative solutions, systems consisting of a large and a small black holes.

C.1.1 $\alpha^{(9)} = (2, 2, 0, 0) \ (O [5, 1])$

The order of nilpotency is 5. Representatives of these orbits can be written in the QUbit basis as follows:

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
$\gamma$ & $\beta = (2, 2, 4, 4)$ & $\beta^{(12)} = (4, 4, 2, 2)$ \\
\hline
$\gamma = (2, 2, 4, 4)$ & $(+, +, +, +) - (+, +, +, -)$ & $(+, +, +, +) + (+, +, +, -)$ \\
& $+(+, +, +, -)$ & $+(+, +, +, -)$ \\
\hline
$\gamma = (4, 4, 2, 2)$ & $(+, +, +, +) + (+, +, +, -)$ & $(+, +, +, +) + (+, +, +, -)$ \\
& $+(+, +, +, -)$ & $-(+, +, +, -)$ \\
\hline
\end{tabular}
\end{table}
C.1.2 \( \alpha^{(6)} = (0, 2, 2, 0) \) \( (O [4^2]') \)

The order of nilpotency is 4 and representatives of the orbits in the QUbit basis are:

| Table C14 The representative of \( \alpha^{(6)} \)-orbit in the QUbit basis |
|---------------------------------|
| \( \gamma \) | \( \beta^{(6)} = (2, 4, 4, 2) \) | \( \beta^{(6)} = (4, 2, 2, 4) \) |
| \( y^{(6)} = (2, 4, 4, 2) \) | \( (-, +, +, -) - (+, +, +, -) \) | \( (-, +, +, -) - (+, +, +, -) \) |
| | \( +(-, -, -) \) | \(-(+, -, -) \) |
| \( y^{(6)} = (4, 2, 2, 4) \) | \( (+, +, -) + (-, +, -) \) | \( (+, +, -) - (-, +, -) \) |
| | \(-(-, -, -) \) | \(-(-, -, -) \) |

C.1.3 \( \alpha^{(9)} = (0, 2, 0, 2) \) \( (O [4^3]') \)

The order of nilpotency is 4 and representatives of the orbits in the QUbit basis are:

| Table C15 The representative of \( \alpha^{(9)} \)-orbit in the QUbit basis |
|---------------------------------|
| \( \gamma \) | \( \beta^{(9)} = (2, 4, 2, 4) \) | \( \beta^{(9)} = (4, 2, 4, 2) \) |
| \( y^{(9)} = (2, 4, 2, 4) \) | \( (-, +, +, -) - (+, +, +, -) \) | \( (-, +, +, -) - (+, +, +, -) \) |
| | \(+(-, -, -) \) | \(-(+, -, -) \) |
| \( y^{(9)} = (4, 2, 4, 2) \) | \( (+, +, +, -) + (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) |
| | \(-(-, -, -) \) | \(-(-, -, -) \) |

C.1.4 \( \alpha^{(10)} = (2, 0, 2, 2) \) \( (O [5, 3]) \)

These orbits contain multi-center composite non-BPS black holes [15]. The order of nilpotency is 5 and representatives of the orbits in the QUbit basis are:

| Table C16 The representative of \( \alpha^{(10)} \)-orbit in the QUbit basis |
|---------------------------------|
| \( \gamma \) | \( \beta^{(10)} = (0, 4, 4, 4) \) | \( \beta^{(10)} = (4, 0, 4, 4) \) | \( \beta^{(10)} = (4, 4, 0, 4) \) | \( \beta^{(10)} = (4, 4, 4, 0) \) |
| \( y^{(10)} = (0, 4, 4, 4) \) | \( (-, +, +, -) + (+, +, +, -) \) | \( (-, +, +, -) + (+, +, +, -) \) | \( (-, +, +, -) + (+, +, +, -) \) | \( (-, +, +, -) + (+, +, +, -) \) |
| | \(-(-, -, -, -) \) | \(+(-, -, -, -) \) | \(+(-, -, -, -) \) | \(+(-, -, -, -) \) |
| \( y^{(10)} = (4, 0, 4, 4) \) | \( (+, +, +, -) + (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) | \( (+, +, +, -) + (-, +, +, -) \) |
| | \(-(-, -, -, -) \) | \(-(-, -, -, -) \) | \(+(-, -, -, -) \) | \(+(-, -, -, -) \) |
| \( y^{(10)} = (4, 4, 0, 4) \) | \( (+, +, +, -) + (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) | \( (+, +, +, -) + (-, +, +, -) \) |
| | \(-(-, -, -, -) \) | \(-(-, -, -, -) \) | \(-(-, -, -, -) \) | \(+(-, -, -, -) \) |
| \( y^{(10)} = (4, 4, 4, 0) \) | \( (+, +, +, -) + (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) | \( (+, +, +, -) - (-, +, +, -) \) | \( (+, +, +, -) + (-, +, +, -) \) |
| | \(-(-, -, -, -) \) | \(-(-, -, -, -) \) | \(-(-, -, -, -) \) | \(-(-, -, -, -) \) |
C.1.5 \( \alpha^{(4)} = (2, 2, 2, 2) \ (O[7, 1]) \)

These orbits contain multi-center *almost-BPS black holes* [45, 46]. The order of nilpotency is 7 and representatives of the orbits in the QUbit basis are:

| \( \gamma \) | \( \beta^{(1)} = (8, 4, 4, 4) \) | \( \beta^{(2)} = (4, 8, 4, 4) \) | \( \beta^{(3)} = (4, 4, 8, 4) \) | \( \beta^{(4)} = (4, 4, 4, 8) \) |
|------------|-----------------|-----------------|-----------------|-----------------|
| \( \gamma^{(1)} = (8, 4, 4, 4) \) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) |
| \( \gamma^{(2)} = (4, 8, 4, 4) \) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) |
| \( \gamma^{(3)} = (4, 4, 8, 4) \) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) |
| \( \gamma^{(4)} = (4, 4, 4, 8) \) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) | \(+, +, +, +\) \(-, +, +, -\) \(+, +, +, +\) \(-, +, +, -\) |

C.2 Sum rules

Here we give the combinations of regular-single-center orbits which yield \( H^* \)-orbits with \( \alpha \)-label between \( \alpha^{(7)}, \ldots, \alpha^{(11)} \). This is a purely mathematical result and does not imply that each combination actually correspond to a regular solution, but does exclude the intrinsically "singular" \( H^* \)-orbits (not in the list below), which can not be obtained in this way and thus we claim not to contain regular solutions.

C.2.1 The orbit \( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \)

\[
\begin{align*}
\alpha^{(2)} \gamma^{(2)} \beta^{(2)} = & \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right)^2 + \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right) \\
\alpha^{(2)} \gamma^{(2)} \beta^{(2)} = & \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right)^2 + \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right) \\
\alpha^{(2)} \gamma^{(2)} \beta^{(2)} = & \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right)^2 + \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right) \\
\alpha^{(2)} \gamma^{(2)} \beta^{(2)} = & \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right)^2 + \left( \alpha^{(2)} \gamma^{(2)} \beta^{(2)} \right)
\end{align*}
\]
C.2.2 The orbit $\alpha^{(6)} \gamma^{(2;2)} \beta^{(1)}$

\begin{align*}
\bar{\alpha}^{(6)} \gamma^{(2;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(2;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(2;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(2;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(2;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(2;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(2;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(2;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(2;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(2;2)} \beta^{(1)}\}'
\end{align*}

C.2.3 The orbit $\alpha^{(6)} \gamma^{(6;3)} \beta^{(2;2)}$

\begin{align*}
\bar{\alpha}^{(6)} \gamma^{(6;3)} \beta^{(2;2)} & + \{\alpha^{(6)} \gamma^{(6;3)} \beta^{(2;2)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;3)} \beta^{(2;2)} & + \{\alpha^{(6)} \gamma^{(6;3)} \beta^{(2;2)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;3)} \beta^{(2;2)} & + \{\alpha^{(6)} \gamma^{(6;3)} \beta^{(2;2)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;3)} \beta^{(2;2)} & + \{\alpha^{(6)} \gamma^{(6;3)} \beta^{(2;2)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;3)} \beta^{(2;2)} & + \{\alpha^{(6)} \gamma^{(6;3)} \beta^{(2;2)}\}'
\end{align*}

C.2.4 The orbit $\alpha^{(6)} \gamma^{(6;2)} \beta^{(1)}$

\begin{align*}
\bar{\alpha}^{(6)} \gamma^{(6;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(6;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(6;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(6;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(6;2)} \beta^{(1)}\}' \\
\bar{\alpha}^{(6)} \gamma^{(6;2)} \beta^{(1)} & + \{\alpha^{(6)} \gamma^{(6;2)} \beta^{(1)}\}'
\end{align*}
C.2.5 The orbit $\alpha^{(b)} \gamma^{(b;3)} \beta^{(1)}$

\[
\begin{align*}
\alpha^{(b)} \gamma^{(b;3)} \beta^{(1)} &\cdot g^{(1)} + (\alpha^{(c)} \gamma^{(c;3)} \beta^{(1)} \cdot g^{(1)})' \\
\alpha^{(b)} \gamma^{(b;3)} \beta^{(1)} &\cdot g^{(2)} + (\alpha^{(e)} \gamma^{(e;3)} \beta^{(1)} \cdot g^{(2)})' \\
\alpha^{(b)} \gamma^{(b;3)} \beta^{(1)} &\cdot g^{(4)} + (\alpha^{(g)} \gamma^{(g;3)} \beta^{(1)} \cdot g^{(4)})' \\
\alpha^{(b)} \gamma^{(b;3)} \beta^{(1)} &\cdot g^{(5)} + (\alpha^{(c)} \gamma^{(c;3)} \beta^{(1)} \cdot g^{(5)})'
\end{align*}
\]

C.2.6 The orbit $\alpha^{(b)} \gamma^{(b;2)} \beta^{(1)}$

\[
\begin{align*}
\alpha^{(b)} \gamma^{(b;2)} \beta^{(1)} &\cdot g^{(1)} + (\alpha^{(c)} \gamma^{(c;2)} \beta^{(1)} \cdot g^{(1)})' \\
\alpha^{(b)} \gamma^{(b;2)} \beta^{(1)} &\cdot g^{(2)} + (\alpha^{(e)} \gamma^{(e;2)} \beta^{(1)} \cdot g^{(2)})' \\
\alpha^{(b)} \gamma^{(b;2)} \beta^{(1)} &\cdot g^{(4)} + (\alpha^{(g)} \gamma^{(g;2)} \beta^{(1)} \cdot g^{(4)})' \\
\alpha^{(b)} \gamma^{(b;2)} \beta^{(1)} &\cdot g^{(5)} + (\alpha^{(c)} \gamma^{(c;2)} \beta^{(1)} \cdot g^{(5)})'
\end{align*}
\]

C.2.7 The orbit $\alpha^{(b)} \gamma^{(b;0)} \beta^{(2)}$

\[
\begin{align*}
\alpha^{(b)} \gamma^{(b;0)} \beta^{(2)} &\cdot g^{(1)} + (\alpha^{(c)} \gamma^{(c;0)} \beta^{(2)} \cdot g^{(1)})' \\
\alpha^{(b)} \gamma^{(b;0)} \beta^{(2)} &\cdot g^{(2)} + (\alpha^{(e)} \gamma^{(e;0)} \beta^{(2)} \cdot g^{(2)})' \\
\alpha^{(b)} \gamma^{(b;0)} \beta^{(2)} &\cdot g^{(4)} + (\alpha^{(g)} \gamma^{(g;0)} \beta^{(2)} \cdot g^{(4)})' \\
\alpha^{(b)} \gamma^{(b;0)} \beta^{(2)} &\cdot g^{(5)} + (\alpha^{(c)} \gamma^{(c;0)} \beta^{(2)} \cdot g^{(5)})'
\end{align*}
\]
C.2.8 The orbit $\alpha^{(10)} \gamma^{(10;3)} \beta^{(5)}$

\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]

C.2.9 The orbit $\alpha^{(10)} \gamma^{(10;3)} \beta^{(4)}$

\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]

C.2.10 The orbit $\alpha^{(10)} \gamma^{(10;2)} \beta^{(4)}$

\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
\[\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)} \gamma^{(5)} + (\alpha^{(10)} \gamma^{(5;3)} \beta^{(5)}) \gamma^{(5)}\]
2.11 The orbit $\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)}$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

2.12 The orbit $\alpha^{(2)}_{\gamma^{(9)}} \beta^{(4)}$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

2.13 The orbit $\alpha^{(2)}_{\gamma^{(9)}} \beta^{(5)}$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$

$$\alpha^{(2)}_{\gamma^{(9)}} \beta^{(3)} \delta^{(5)} + \alpha^{(1)}_{\gamma^{(9)}} \beta^{(4)} \delta^{(4)}$$
C.2.14 The orbit $\alpha^{(5)} \gamma^{(5;3)} \beta^{(1)}$

$$
\alpha^{(5)} \gamma^{(5;3)} \beta^{(1)} + \{\alpha^{(5)} \gamma^{(5;3)} \beta^{(1)}\}^\gamma
$$

C.2.15 The orbit $\alpha^{(5)} \gamma^{(5;3)} \beta^{(4)}$

$$
\alpha^{(5)} \gamma^{(5;3)} \beta^{(4)} + \{\alpha^{(5)} \gamma^{(5;3)} \beta^{(4)}\}^\gamma
$$

C.2.16 The orbit $\alpha^{(5)} \gamma^{(5;4)} \beta^{(1)}$

$$
\alpha^{(5)} \gamma^{(5;4)} \beta^{(1)} + \{\alpha^{(5)} \gamma^{(5;4)} \beta^{(1)}\}^\gamma
$$
C.2.17 The orbit $\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)}$

\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(2)})^\prime
\]

C.2.18 The orbit $\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)}$

\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)} + (\alpha^{(6)} \gamma^{(6;4)} \beta^{(3)})^\prime
\]

C.2.19 The orbit $\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)}$

\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
\[
\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)} + (\alpha^{(6)} \gamma^{(10;3)} \beta^{(4)})^\prime
\]
C.2.20 The orbit $\alpha^{(b)}\gamma^{(c)}\beta^{(2)}$

\begin{align*}
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\}' \\
\alpha^{(b)}\gamma^{(c)}\beta^{(2)} & + \{\alpha^{(b)}\gamma^{(c)}\beta^{(2)}\]' \end{align*}
D Mathematical details of the STU model

The explicit matrix form of a generic element $\phi^s T_i$ of the solvable Lie algebra parametrized by the $D = 4$ scalar fields $z_i = \epsilon_i - i e^{\gamma_i}$, in the symplectic representation $\mathbf{R}$, reads:

$$
\phi^s T_i = \sum_{l=1}^{3} \epsilon_i \mathcal{E}_{a_l} + \frac{H_{a_l}}{2} \cdot \begin{pmatrix} A & B \\ 0 & -A^T \end{pmatrix},
$$

$$
A = \begin{pmatrix}
\frac{\epsilon_0}{2} + \frac{\epsilon_2}{2} + \frac{\epsilon_3}{2} & -\epsilon_1 & -\epsilon_2 & -\epsilon_3 \\
0 & \frac{\epsilon_0}{2} + \frac{\epsilon_2}{2} + \frac{\epsilon_3}{2} & 0 & 0 \\
0 & 0 & \frac{\epsilon_0}{2} + \frac{\epsilon_2}{2} + \frac{\epsilon_3}{2} & 0 \\
0 & 0 & 0 & \frac{\epsilon_0}{2} + \frac{\epsilon_2}{2} + \frac{\epsilon_3}{2}
\end{pmatrix},
$$

$$
B = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -\epsilon_3 & -\epsilon_2 \\
0 & -\epsilon_3 & 0 & -\epsilon_1 \\
0 & -\epsilon_2 & -\epsilon_1 & 0
\end{pmatrix}.
$$ (D.1)

If the STU model originates from Kaluza–Klein reduction from $D = 5$, the resulting symplectic frame corresponds to the following ordering of the roots $\gamma_M, M = 1, \ldots, 8$:

$$(\Gamma_M) = (C_{MN} \Gamma^N) = (q_A, -p^A) \leftrightarrow (\gamma_M),$$

$$(\tilde{\gamma}_M)_{\alpha=1, \ldots, 4} = \left[ \begin{array}{cccc}
\frac{1}{2} & -1 & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
-1 & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2}
\end{array} \right],$$

$$(\tilde{\gamma}_{M+4})_{\alpha=1, \ldots, 4} = \left[ \begin{array}{cccc}
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2}
\end{array} \right],$$ (D.2)

where we have represented each root $\gamma_M$ by its component vector $\tilde{\gamma}_M$ in a Cartan subalgebra of $so(4, 4)$.

The explicit form of the matrix $\mathcal{M}_{(4), MN}$ in (3.7) is:

$$
\mathcal{M}_{(4), MN} = -e^{-(\gamma_1 + \gamma_2 + \gamma_3)} \begin{pmatrix} M_{11} & M_{12} \\ M_{12}^T & M_{22} \end{pmatrix},
$$

where the $4 \times 4$ blocks are:

$$
M_{11} = \begin{pmatrix}
-|z_1|^2 |z_2|^2 |z_3|^2 & \epsilon_1 |z_2|^2 |z_3|^2 & |z_1|^2 |z_2|^2 |z_3|^2 & |z_2|^2 |z_3|^2 \\
\epsilon_1 |z_2|^2 |z_3|^2 & -|z_1|^2 |z_2|^2 |z_3|^2 & -|z_1|^2 |z_2|^2 \epsilon_3 & |z_1|^2 |z_2|^2 \epsilon_3 \\
|z_1|^2 |z_2|^2 |z_3|^2 & -\epsilon_1 |z_2|^2 |z_3|^2 & -|z_1|^2 |z_3|^2 & -|z_1|^2 |z_2|^2 \epsilon_3 \\
|z_1|^2 |z_2|^2 |z_3|^2 & \epsilon_1 |z_2|^2 |z_3|^2 & |z_1|^2 |z_2|^2 \epsilon_3 & -|z_1|^2 |z_3|^2 \\
\end{pmatrix},
$$

$$
M_{12} = \begin{pmatrix}
-\epsilon_1 \epsilon_2 \epsilon_3 & -|z_1|^2 \epsilon_2 \epsilon_3 & -\epsilon_1 |z_2|^2 \epsilon_3 & -\epsilon_1 \epsilon_2 |z_3|^2 \\
\epsilon_2 \epsilon_3 & \epsilon_1 \epsilon_2 \epsilon_3 & |z_2|^2 \epsilon_3 & \epsilon_2 |z_3|^2 \\
\epsilon_1 \epsilon_3 & |z_1|^2 \epsilon_2 & \epsilon_1 \epsilon_2 \epsilon_3 & |z_1|^2 \epsilon_3 \\
\epsilon_1 \epsilon_2 & |z_1|^2 \epsilon_2 & \epsilon_1 |z_2|^2 & \epsilon_1 \epsilon_2 \epsilon_3 \\
\end{pmatrix},
$$

$$
M_{22} = \begin{pmatrix}
-1 & -\epsilon_1 & -\epsilon_2 & -\epsilon_3 \\
-\epsilon_1 & -|z_1|^2 & -\epsilon_1 \epsilon_2 & -\epsilon_1 \epsilon_3 \\
-\epsilon_2 & -\epsilon_1 \epsilon_2 & -|z_2|^2 & -\epsilon_2 \epsilon_3 \\
-\epsilon_3 & -\epsilon_1 \epsilon_3 & -\epsilon_2 \epsilon_3 & -|z_3|^2 \\
\end{pmatrix}.
$$ (D.4)

24 The components of $\gamma_M$ in an orthonormal basis are obtained by multiplying $\tilde{\gamma}_M$ by $\sqrt{2}$. 
A black hole solution with electric and magnetic quantized charges $p^A, q_A$ is described at radial infinity by $H_4$-covariant central and matter charges $Z, Z_1, Z_2, Z_3$, functions of $p^A, q_A$ and of the asymptotic values of the scalar fields. In terms of $V^M$ and of its covariant derivatives $D_i (D_i V := \partial_i V + \frac{\alpha_i}{2} V)$ we write the central and matter charges of the black hole solution:

\[
Z = - V^T C \Gamma = e^{e \tilde{e}} (-q_0 - q_1 z_1 - q_2 z_2 + p^3 z_1 z_2 - q_3 z_3 + p^1 z_1 z_3 + p^0 z_2 z_3 - p^0 z_1 z_2 z_3),
\]

\[
Z_1 = - e_1^i D_i V^T C \Gamma = - i e^{e \tilde{e}} (q_0 + q_2 z_2 + q_3 z_3 - p^1 z_1 z_2 + q_1 z_1 - p^3 z_2 z_1 - p^2 z_3 z_1 + p^0 z_3 z_2),
\]

\[
Z_2 = - e_2^i D_i V^T C \Gamma = - i e^{e \tilde{e}} (q_0 + q_1 z_1 + q_3 z_3 - p^2 z_1 z_3 + q_2 z_2 - p^3 z_1 z_2 - p^1 z_3 z_2 + p^0 z_1 z_3),
\]

\[
Z_3 = - e_3^i D_i V^T C \Gamma = - i e^{e \tilde{e}} (q_0 + q_1 z_1 + q_2 z_2 - p^3 z_1 z_2 + q_3 z_3 - p^2 z_1 z_3 - p^1 z_2 z_3 + p^0 z_1 z_2 z_3).
\]

(D.5)

Let us also give the explicit form of the quartic invariant for the STU model:

\[
I_4(p, q) = -(p^0)^2 q_0^2 - 2 (-2 p^1 p^3 q_3 + p^0 q_1 + p^0 p^2 q_2) q_0 - (p^1)^2 q_1^2 - (p^2 q_2 - p^3 q_3)^2 + 2 q_1 (p^1 p^3 q_3 + q_2 (p^1 p^2 - 2 p^0 q_3)).
\]

(D.6)

D.1 The scalar manifold geometry in $D = 3$

The $g = so(4, 4)$ algebra is described in its fundamental representation in terms of $8 \times 8$ matrices leaving the following metric invariant:

\[
\eta_0 = e_{1.8} + e_{2.7} + e_{3.6} + e_{4.5} + e_{5.4} + e_{6.3} + e_{7.2} + e_{8.1},
\]

(D.7)

where $e_{ij}$ denotes a matrix whose only non-vanishing entry is a 1 in the $(i, j)$-position. The matrix $\eta_0$ should not be mistaken for the $H^*$-invariant matrix $\eta$ defining the $\sigma$-involution of Sect. 2:

\[
\eta = - e_{1.1} - e_{2.2} + e_{3.3} + e_{4.4} + e_{5.5} + e_{6.6} - e_{7.7} - e_{8.8}.
\]

(D.8)

The solvable generators read (for the sake of simplicity we write $T_M$ as $T_1, \ldots, T_8$):

\[
H_0 = \frac{1}{2} (e_{1.1} + e_{2.2} - e_{7.7} - e_{8.8}),
\]

\[
H_{a_1} = H_{a_1} = e_{1.1} - e_{2.2} + e_{7.7} - e_{8.8}, \quad H_{a_2} = H_{a_2} = e_{3.3} + e_{4.4} - e_{5.5} - e_{6.6},
\]

\[
H_{a_3} = H_{a_3} = e_{3.3} - e_{4.4} + e_{5.5} - e_{6.6},
\]

\[
E_{a_1} = E_{a_1} = e_{1.2} - e_{7.8}, \quad E_{a_2} = E_{a_2} = e_{3.5} - e_{4.6}, \quad E_{a_3} = E_{a_3} = e_{3.4} - e_{5.6},
\]

\[
T_1 = e_{6.7} - e_{2.3}, \quad T_2 = e_{6.8} - e_{1.3}, \quad T_3 = e_{2.5} - e_{4.7}, \quad T_4 = e_{2.4} - e_{5.7},
\]

\[
T_5 = e_{3.8} - e_{1.6}, \quad T_6 = e_{2.6} - e_{3.7}, \quad T_7 = e_{1.4} - e_{2.8}, \quad T_8 = e_{1.5} - e_{4.8},
\]

\[
T_+ = e_{1.7} - e_{2.8}.
\]

(D.9)

Constructing the matrix $\mathcal{M}(\phi^I) = \mathbb{L}(\phi^I)\eta \mathbb{L}(\phi^I)^\dagger$, with $\mathbb{L}$ given in (2.21), we have the following identification of the $D = 3$ scalar fields with the entries $m_{i,j}$ of $\mathcal{M}$:

\[
e^{-4U} = m_{7,7} m_{8,8} - m_{6,7}^2,
\]

(D.10)
\[ \varphi_1 = \frac{1}{2} \log \left( \frac{m_{6,8}^2}{m_{7,7} m_{6,8}^2 - m_{6,7}^2} \right), \quad (D.11) \]

\[ \varphi_2 = \frac{1}{2} \log \left[ \frac{1}{m_{6,7} - m_{7,7} m_{6,8}} \left[ -m_{6,7}^2 m_{6,5}^2 + m_{7,7} m_{8,8} m_{6,5}^2 - 2m_{7,7} m_{8,6} m_{6,6} m_{6,5} + 2m_{7,5} m_{8,6} m_{6,6} - m_{6,7}^2 + m_{5,5} m_{7,7} m_{8,6} m_{6,6} + m_{5,5} m_{7,7} m_{8,6} m_{6,6} + m_{5,5} m_{7,7} m_{8,6} m_{6,6} \right] \right], \quad (D.12) \]

\[ \varphi_3 = \frac{1}{2} \log \left[ \frac{1}{m_{6,8} m_{7,6} - m_{6,7} m_{6,8} + m_{6,6} m_{6,7} + m_{7,7} m_{6,6} - m_{6,6} m_{6,8}} \right], \quad (D.13) \]

\[ \epsilon_1 = -\frac{m_{6,7}}{m_{6,8}}, \quad (D.14) \]

\[ \epsilon_2 = \frac{m_{6,7} (m_{7,6} m_{8,6} - m_{8,4} m_{6,4}) - m_{7,4} m_{6,6} m_{8,6} + m_{7,7} (m_{6,4} m_{6,8} - m_{6,8} m_{6,4})}{m_{6,8} m_{7,6} - 2m_{6,6} m_{7,6} + m_{6,6} m_{6,7} + m_{7,7} m_{6,6} - m_{6,6} m_{6,8}}. \quad (D.15) \]

\[ \epsilon_3 = \frac{m_{6,7} (m_{7,6} m_{8,6} + m_{7,5} m_{8,6} - m_{6,5} m_{8,7}) - m_{7,5} m_{6,6} m_{8,6} + m_{7,7} (m_{6,5} m_{6,8} - m_{6,8} m_{6,5})}{m_{6,8} m_{7,6} - 2m_{6,6} m_{7,6} + m_{6,6} m_{6,7} + m_{7,7} m_{6,6} - m_{6,6} m_{6,8}}. \quad (D.16) \]

\[ \zeta^0 = \frac{m_{6,8} m_{7,8} - m_{7,8} m_{8,8}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}, \quad \zeta_0 = \frac{m_{7,3} m_{6,7} - m_{7,7} m_{8,3}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}. \quad (D.17) \]

\[ \zeta^1 = \frac{m_{7,6} m_{7,8} - m_{7,7} m_{8,6}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}, \quad \zeta_1 = \frac{m_{7,3} m_{6,8} - m_{7,3} m_{8,7}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}. \quad (D.18) \]

\[ \zeta^2 = \frac{m_{7,4} m_{8,8} - m_{8,4} m_{8,7}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}, \quad \zeta_2 = \frac{m_{7,7} m_{8,5} - m_{7,5} m_{8,7}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}. \quad (D.19) \]

\[ \zeta^3 = \frac{m_{7,5} m_{8,8} - m_{8,5} m_{8,7}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}, \quad \zeta_3 = \frac{m_{7,7} m_{8,4} - m_{7,4} m_{8,7}}{\sqrt{2} (m_{6,7} - m_{7,7} m_{8,8})}. \quad (D.20) \]
\[ a = \frac{1}{2 m_8 (m_8^2 - m_7 m_8)} \left[ 2 m_8 (m_8 m_5 + m_6 m_6 + m_7 m_7) - (2 m_7 m_8 + m_7 m_3 + m_5 m_4 + m_7 m_8 + m_7 m_6) m_8 \right]. \]  

(D.21)

The nilpotent elements in \( \mathfrak{g}^* \) are described as eigenmatrices with respect to a suitable non-compact Cartan subalgebra in the coset space of \( H^* / H_c \). Its generators are:

\[ H_{\rho_1} = \frac{1}{2} (e_{1.4} + e_{1.5} + e_{2.3} + e_{2.6} + e_{3.2} - e_{3.7} + e_{4.1} - e_{4.8} + e_{5.1} - e_{5.8} + e_{6.2} - e_{6.7} - e_{7.3} - e_{7.6} - e_{8.4} - e_{8.5}), \]

\[ H_{\rho_2} = -\frac{1}{2} (-e_{1.4} - e_{1.5} + e_{2.3} + e_{2.6} + e_{3.2} - e_{3.7} - e_{4.1} + e_{4.8} - e_{5.1} + e_{5.8} + e_{6.2} - e_{6.7} - e_{7.3} + e_{7.6} + e_{8.4} + e_{8.5}), \]

\[ H_{\rho_3} = -\frac{1}{2} (e_{1.4} - e_{1.5} + e_{2.3} - e_{2.6} + e_{3.2} + e_{3.7} + e_{4.1} + e_{4.8} - e_{5.1} - e_{5.8} - e_{6.2} - e_{6.7} + e_{7.3} - e_{7.6} + e_{8.4} - e_{8.5}), \]

\[ H_{\rho_4} = -\frac{1}{2} (-e_{1.4} + e_{1.5} + e_{2.3} - e_{2.6} + e_{3.2} + e_{3.7} - e_{4.1} - e_{4.8} + e_{5.1} + e_{5.8} - e_{6.2} - e_{6.7} + e_{7.3} - e_{7.6} - e_{8.4} + e_{8.5}). \]

(D.22)

The chosen basis for \( \mathfrak{g}^* \) is:

\[ (+, +, +, +) = \frac{1}{2} (-e_{1.2} - e_{1.3} + e_{1.6} - e_{1.7} - e_{2.1} + e_{2.4} + e_{2.5} + e_{2.8} + e_{3.1} - e_{3.4} - e_{3.5} - e_{3.8} - e_{4.2} - e_{4.3} + e_{4.6} - e_{4.7} - e_{5.2} - e_{5.3} + e_{5.6} - e_{5.7} - e_{6.1} + e_{6.4} + e_{6.5} + e_{6.8} - e_{7.1} + e_{7.4} + e_{7.5} + e_{7.8} + e_{8.2} + e_{8.3} - e_{8.6} + e_{8.7}), \]

\[ (+, +, +, -) = \frac{1}{2} (e_{1.2} - e_{1.3} + e_{1.6} + e_{1.7} + e_{2.1} - e_{2.4} - e_{2.5} - e_{2.8} + e_{3.1} - e_{3.4} - e_{3.5} - e_{3.8} + e_{4.2} - e_{4.3} + e_{4.6} + e_{4.7} + e_{5.2} - e_{5.3} + e_{5.6} + e_{5.7} - e_{6.1} + e_{6.4} + e_{6.5} + e_{6.8} + e_{7.1} + e_{7.4} + e_{7.5} - e_{7.8} - e_{8.2} + e_{8.3} - e_{8.6} - e_{8.7}), \]

\[ (+, +, - , +) = \frac{1}{2} (e_{1.2} - e_{1.3} - e_{1.6} - e_{1.7} - e_{2.1} + e_{2.4} + e_{2.5} + e_{2.8} + e_{3.1} - e_{3.4} - e_{3.5} + e_{3.8} - e_{4.2} + e_{4.3} + e_{4.6} + e_{4.7} + e_{5.2} - e_{5.3} - e_{5.6} - e_{5.7} - e_{6.1} + e_{6.4} - e_{6.5} + e_{6.8} - e_{7.1} - e_{7.4} + e_{7.5} - e_{7.8} + e_{8.2} - e_{8.3} - e_{8.6} - e_{8.7}), \]

\[ (+, - , + , +) = \frac{1}{2} (e_{1.2} - e_{1.3} - e_{1.6} - e_{1.7} + e_{2.1} - e_{2.4} - e_{2.5} - e_{2.8} - e_{3.1} - e_{3.4} - e_{3.5} + e_{3.8} + e_{4.2} - e_{4.3} - e_{4.6} - e_{4.7} - e_{5.2} + e_{5.3} + e_{5.6} + e_{5.7} - e_{6.1} - e_{6.4} + e_{6.5} + e_{6.8} - e_{7.1} + e_{7.4} - e_{7.5} + e_{7.8} - e_{8.2} + e_{8.3} - e_{8.6} - e_{8.7}), \]

\[ (-, +, +, +) = e_{2.2} - e_{2.6} + e_{3.3} + e_{3.7} + e_{6.2} - e_{6.6} - e_{7.3} - e_{7.7}, \]

\[ (+, - , - , +) = -e_{3.1} + e_{4.1} - e_{4.4} - e_{5.5} - e_{5.8} + e_{6.3} + e_{8.8}, \]

\[ (+, +, - , +) = -e_{3.1} + e_{4.1} - e_{4.4} - e_{5.5} - e_{5.8} + e_{6.3} + e_{8.8}, \]

\[ (-, - , + , +) = -(+, +, +, +) \cdot (-, - , + , -) = - (+, +, +, +) \cdot (-, -, - , -) = -(+, +, +, +) \cdot (-, -, - , -) = -(+, +, +, +) \cdot (-, -, - , -) = -(+, +, +, +), \]

(D.23)

where the \pm gradings in the QUbit-basis refer to the above \( H_{\rho_i} \) generators.
Key words. supergravity, black hole, nilpotent orbits.
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