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The first computation of a spin foam dynamics that provides a test of the quantum equations of motions of gravity is presented. Specifically, a triangulation that includes an inner edge is treated. The computation leverages the recently introduced effective spin foam models, which are particularly numerically efficient. Previous work has raised the concern of a flatness problem in spin foam dynamics, identifying the potential for the dynamics to lead to flat geometries in the small $\hbar$ semiclassical limit. The numerical results presented here expose a rich semiclassical regime, but one that must be understood as an interplay between the various parameters of the spin foam model. In particular, the scale of the triangulation, fixed by the areas of its boundary triangles, the discreteness of the area spectrum, input from Loop Quantum Gravity, and the curvature scales around the bulk triangles, all enter the characterization of the semiclassical regime identified here. In addition to these results on the dynamics, we show that the subtle nature of the semiclassical regime is a generic feature of the path integral quantization of systems with second class constraints.

I. INTRODUCTION

Einstein’s theory of general relativity encodes the gravitational force into spacetime geometry. A promising strategy to quantize this theory of gravity, therefore, is to first construct a notion of quantum geometry and then to prescribe a gravitational dynamics for these quantum geometries.

A rich notion of quantum geometry, in the form of spatially diffeomorphism covariant Hilbert space representations of a suitable geometric operator algebra [1, 2], has been constructed in loop quantum gravity (LQG) [3]. A key result of this framework is that areas, instead of lengths, arise as more fundamental variables and turn out to have discrete spectra [4], with an area gap determined by the Barbero-Immirzi parameter [5].

Discrete area spectra can also be motivated on a more heuristic level: the areas are conjugated to extrinsic curvature angles that take values in a compact circle. Thus, their quantization leads to discrete area spectra with equidistant gaps in the limit of large areas. Several approaches to the black hole entropy counting also rely on a discrete area spectrum [7].

Discreteness, together with the fact that these areas arise as locally independent variables in loop quantum gravity, leads to an interesting challenge for the construction of a suitable quantum gravitational dynamics [8]: area variables must be constrained in order to avoid suppression of curvature while their discreteness forbids strong imposition of these constraints.

In this paper we will discuss implementation of the dynamics via a path integral over geometries. We regularize the path integral by choosing a triangulation to which we associate geometrical data; these data will be summed over in the path integral. Specifically, we work with the areas of the
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1 We consider spacetimes with Euclidean signature and leave the Lorentzian case for future work [6].
2 A similar issue arises in the constrained higher gauge theory formulation of gravity of [9].
triangles and allow only area values in the discrete spectrum, which enforces compatibility with
the LQG Hilbert space.

A free assignment of such areas to the triangles of a four-dimensional triangulation defines
a much more general type of geometry than the piecewise flat geometries defined through an
assignment of lengths to the edges. The latter type of length assignments have been shown to give
a suitable space of metric geometries in the continuum limit \[10, 11\]. It is also possible to define
an action on the more general configuration space of areas, the so-called area Regge action \[12, 13\].
On the subspace of piecewise flat geometries the area Regge action agrees with the length Regge
action \[14\]. The length action is a discretization of the Einstein-Hilbert action and its variation
leads to a discretized version of Einstein’s equations. In contrast, free variation in the full space of
area variables of the area Regge action does not lead to suitable gravitational dynamics—instead
the resulting equations of motion force vanishing curvature.

To obtain a gravitational dynamics, we can constrain the variations of the areas to those that
correspond to varying only the lengths. To this end one can formulate so-called shape matching
constraints \[8, 15, 16\]. These constraints vanish on the subspace of area configurations that arise
from a consistent assignment of lengths to the edges of the triangulation and properly lead to grav-
tational dynamics. These constraints do, however, suffer from a difficulty: for areas taking values
in a discrete spectrum these constraints pose diophantine type equations and severely limit the
solution space of discrete geometries. Indeed, the constraints have too few discrete area solutions
to allow for a quantum dynamics with a suitable classical limit \[8\].

This problem also occurs for spin foams \[17\], but was first encountered in a more technical
guise. Spin foams provide transition amplitudes for loop quantum gravity states. They are derived
from a path integral based on the Plebanski formulation of gravity \[18\]. The variables of the
Plebanski formulation are a gauge connection and conjugated bivector valued two-forms.\(^3\) This
theory also features constraints, the so-called simplicity constraints, that ensure that the bivector
valued two-forms are constructed from a wedge product of tetrad one-forms.

In the classical, continuum theory the bivector valued two-forms commute, and, thus, the sim-
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plicity constraints commute too.\(^4\) In the discretized (or quantized) theory one replaces the Lie
algebra-valued connection variable with Lie group-valued holonomy—this leads to a compactifica-
tion of this variable and can be understood as the reason for the discreteness of the area spectrum.
Replacement of the Lie algebra by the Lie group also introduces curvature into the holonomy
configuration space. Thus, the bivector components, which are conjugated to the group valued
holonomy variables, become non-commutative. This can be thought of as an anomaly in the al-
gebra of bivector components.\(^5\) For this reason, a certain part of the simplicity constraints, given
by the so-called cross-simplicity constraints, become non-commutative, and more precisely, second
class, see e.g. \[16, 17\]. The same process leads also to the non-commutativity of three-dimensional
(3D) dihedral angles, which is the source for the second class shape matching constraints employed
in our work.

In short, both the discreteness of the areas and the second class nature of the constraint algebra
arise from the same quantization step, and thus are deeply connected. Both features are also
characterized by the Barbero-Immirzi-parameter, which controls the area gap \[4\] and the anomaly
in the algebra of bivector components, or equivalently, 3D angles \[8, 16, 23\].

Second class constraints cannot be imposed sharply in the quantum theory. The best one can
achieve is to minimize the product of their uncertainties, e.g. by using coherent states to impose the

\(^3\) The same kind of phase space variables appear in the Hamiltonian formulation of Yang Mills theory. This lattice
gauge theory also features holonomies and conjugated Lie algebra-valued fields, much like those described below.

\(^4\) Here we only consider the so-called primary simplicity constraints.

\(^5\) See \[19–23\] for various explanations of how and why this non-commutativity arises.
constraints. This “weak imposition” of the constraints has been utilized first in the Engle-Pereira-Rovelli-Livine (EPRL), Freidel-Krasnov (FK), and related spin foam models [17, 24], which are based on the Plebanski formulation of gravity.

Study of the semiclassical regime [25], taken to be $\hbar \to 0$, revealed the possibility that these models impose vanishing curvature in this limit [26, 27], and that this was due to the constraints being imposed weakly. This became known as “the flatness problem” in the spin foam literature. An example of a suggested resolution was that to avoid suppressed curvature, one should, instead of just taking the $\hbar \to 0$ limit, also scale the Barbero-Immirzi parameter to zero [28, 29].

A completely satisfying resolution of the flatness problem for the models [24] has not been achieved so far for at least two reasons [27]. Firstly, the structure of the amplitudes for these models is quite involved, making it hard to deduce how strongly the various constraints are imposed [27]. This applies, in particular, to the shape matching constraints, which in the Plebanski formulation are part of the secondary simplicity constraints [16] and, as such, are not imposed explicitly, but are essential for a correct gluing of the building blocks and therefore to achieve good dynamics. Secondly, various features of the models make their numerical investigation hard, which has until now prevented an explicit numerical check of spin foam dynamics in even small complexes of several glued simplices, that said, see [30] for recent progress in the EPRL-FK type models.

In summary, the imposition of the constraints in quantum geometric models such as spin foams, is hindered by an anomaly in the algebra of spatial geometric observables. Thus, one must deal with second class constraints. Using a simple toy model, we will show that for path integrals with weakly imposed second class constraints, the semiclassical limit $\hbar \to 0$ does not, in general, reproduce the classical dynamics. The flatness problem in spin foams is just one example of this more general issue.

A possible way to resolve this issue is to update the definition of the semiclassical limit. In a given physical system there is usually more than one parameter that can be tuned. Indeed, in the case of spin foams, the anomaly is also parametrized by the Barbero-Immirzi parameter $\gamma$. It is not surprising that a suitable semiclassical regime might require a small Barbero-Immirzi parameter [28, 29]. The dynamics also includes the curvature per triangle, another parameter whose behavior should be considered.

The main aim of this paper will be to identify regimes for spin foam dynamics that feature a suitable semiclassical dynamics. These regimes will be characterized by a scale, given by the average value of the areas (evaluated on the classical solution), by the Barbero-Immirzi parameter $\gamma$, and by the average curvature $\epsilon$ per triangle. To find these regimes, we will compute expectation values of certain observables for different values of these parameters, and check when these match sufficiently well the corresponding classical values. To this end, we will need a model that is sufficiently amenable to numerical calculations.

We have recently suggested such an ‘effective’ spin foam model in [8]. It is in our view the simplest possible model that implements a discrete area spectrum and defines transition amplitudes compatible with the loop quantum gravity Hilbert space. The model can be motivated as arising from a higher gauge formulation of gravity [9, 31]. A simpler starting point is the constrained area Regge action [8], where the constraints are the shape matching constraints mentioned above. These are—due to the mechanism described above—second class. We have, therefore, implemented these constraints weakly, via coherent states. This effective spin foam model faces the same issue as the EPRL-FK type spin foam models [24], which derive from the Plebanski formulation. In fact, as explained above, the need to implement the constraints weakly, can be understood as being due to the fact that the areas have discrete, approximately equidistant spectra.
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6 For spin foams this is equivalent to the so-called large $j$ limit, as the areas are quantized as $A \sim \gamma \hbar j$ with $j \in \mathbb{N}/2$. 
We will see that the effective spin foam models indeed allow us to calculate the expectation values of observables for a triangulation that is sufficiently large to test the equations of motion. This allows us—for the first time—to test whether and how spin foam models impose the equations of motion of discrete gravity. Moreover, we have computed expectation values for quite a large range of scales and for continuous values of $\gamma$, revealing a very rich structure.\(^7\)

These numerical results have allowed us to identify a semiclassical regime, that is, a region in parameter space for which the expectation values match well the classical values. Although we will partially confirm expectations, which derive from an heuristic argument based on the stationary phase approximation \cite{8, 29}, we will also find many unexpected features. These features support the hope that spin foams admit a suitable continuum limit \cite{32}.

The outline of the paper is as follows: In section \textbf{II} we discuss a simple model with a weak implementation of constraints. We compute expectation values for this model and in this way study the consequences of the weak implementation for the semiclassical limit. We also show how expectation values with respect to a partition function based on a (continuous) integration over an infinite range compares with partition functions where one integrates over a finite range or sums over discrete variables. This introduces some features that also appear for the spin foam expectation values.

Section \textbf{III} provides a short introduction to the effective spin foam model. It is a quantization of constrained area Regge calculus, where the constraints are the shape matching constraints. These constraints are second class and we will implement them weakly.

In Section \textbf{IV} we introduce the triangulation in which we compute the expectation values. The next section, Section \textbf{V}, contains the main results: we compute a number of expectation values as functions of the Barbero-Immirzi parameter $\gamma$ and for a range of boundary data, inducing different scales and curvatures. We identify semiclassical regimes and discuss various new features, which became apparent in our results.

We close the main part of our paper with a discussion and an outlook in Section \textbf{VI}. The Appendices A to C contain information on the generalized triangle inequalities, on the roots for the area-length system of equations, and on the implementation of the numerical computation.

\section{II. A TOY MODEL FOR THE WEAK IMPLEMENTATION OF CONSTRAINTS}

Here we illustrate with a simple toy model how the weak imposition of a constraint leads to a restricted range of parameters in which one can expect to regain a semiclassical regime.

We will consider an integral with an oscillatory phase $\exp(i\lambda S)$ over a set of constrained configurations. First we will impose the constraint $C$ strongly, that is, only integrate over configurations that satisfy the constraint exactly. In this case we expect that for large $\lambda$, we can apply the stationary phase approximation, in which the integral is replaced by the evaluation of the integrand at the critical point(s) of the constrained phase.

We will compare this strong imposition of the constraint with a weak imposition. To do the latter we include a Gaussian factor $\exp(-\mu C^2)$ into the integral. Using these two procedures we compute\footnote{There is a (not often discussed) restriction for the Euclidean signature EPRL model on the values of the Barbero-Immirzi parameter $\gamma$ and the spin representations \cite{17}. If one wants to allow for all spins $j \in \mathbb{N}/2$, then only $\gamma \in \mathbb{N}$ is allowed. A rational, non-integer, value for $\gamma$ leads to a restriction on the spins summed over in the partition function, whereas non-rational values for $\gamma$ are not allowed at all. E.g. for $\gamma = 1/2$, spins need to be even numbers, and for $\gamma = 1/4$ spins need to be multiples of 4. This restriction does not arise for the effective spin foam models, nor does it arise for the Lorentzian signature version of the EPRL model.}
expectation values and can check for which parameters \((\lambda, \mu)\) we reproduce (approximately) the critical value of the oscillatory constrained phase.

The toy model allows us to consider infinite and finite integration ranges. We will see that introducing a finite integration range leads to peculiar effects. We can also replace the integral with a discrete sum. These changes will effect the resulting expectation values and foreshadow similar effects for the spin foam model.

The unconstrained action \(S\) in our toy model is a simple quadratic functional in two variables

\[
S = x^2 + y^2
\tag{2.1}
\]

with one critical point at \((x, y) = (0, 0)\). Imposing the constraint \(C = y - (x - 2)\), the constrained action

\[
S_C = x^2 + (x - 2)^2
\tag{2.2}
\]

has now a critical point at \((x, y) = (1, -1)\). We will call this point the critical point of the constrained theory or constrained critical point for short.

We will compute the expectation value of an observable using a ‘path integral’ over \((x, y) \in \mathbb{R}^2\) with the constraint imposed strongly, as well as weakly. We choose as observable \(O(x, y) = \exp(-x^2)\), which classically evaluates to \(o(x, y)_{\text{class sol}} = e^{-1} \approx 0.368\).

To begin with we consider the strongly constrained path integral and compute\(^8\) the expectation value of \(O(x, y)\)

\[
\langle O \rangle_{\text{strong}} = \frac{\int_{-\infty}^{\infty} \exp \left( i\lambda (x^2 + (2 - x)^2) \right) \exp (-x^2) \, dx}{\int_{-\infty}^{\infty} \exp \left( i\lambda (x^2 + (2 - x)^2) \right) \, dx} = \sqrt{\frac{2i\lambda}{2i\lambda - 1}} \exp \left( -\frac{2\lambda}{2\lambda + i} \right). \tag{2.3}
\]

Figure 1 shows that the real part of the expectation value approximates well the constrained critical value for sufficiently large \(\lambda\), e.g. for \(\lambda = 5\) one has \(\text{Re}(\langle O \rangle_{\text{strong}}) \approx 0.370\), and the approximation gets better with growing \(\lambda\). The expectation value has a non-vanishing imaginary part, which starting from a maximum at \(\lambda \approx 0.764\) decreases monotonically with growing \(\lambda\). For \(\lambda = 5\) we have \(\text{Im}(\langle O \rangle_{\text{strong}}) \approx 0.018\). Thus, in accordance with the stationary phase approximation, with larger and larger \(\lambda\) the expectation value is better and better approximated by its classical value \(o(x, y)_{\text{class sol}}\).

\[\begin{array}{ccc}
\hline
\text{Re}(O) & \text{Im}(O) \\
\hline
\text{strong} & \mu = 20 & \mu = 40 & \mu = 60 \\
\hline
\end{array}\]

Figure 1: Real and imaginary parts of the expectation values of \(O = \exp(-x^2)\) with strongly and weakly implemented constraints.

\(^8\) To obtain a convergent result we assume here that \(\lambda\) has a very small imaginary part.
Next, we consider the expectation value as defined by a weakly constrained path integral

\[ \langle O \rangle_{\mu} = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(i\lambda(x^2 + y^2)) \exp(-\mu(y - x + 2)^2) \exp(-x^2) \, dy \, dx}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(i\lambda(x^2 + y^2)) \exp(-\mu(y - x + 2)^2) \, dy \, dx}, \]

(2.4)

where \( \mu \) parametrizes the peakedness of the Gaussian implementing the constraint. (Note that for the computation of the expectation value the normalization of the Gaussians drops out.) The integrals in this example are convergent and the expectation values can be computed exactly. As we have an action and constraint that are quadratic in the variables, applying a saddle point approximation to the integrals in the numerator and denominator, leads to the same result. The only subtle point is that the saddle points are not real, but shifted into the complex (hyper-)plane.

As one can see from Figure 1, the expectation values coming from the weakly constrained integrals approximate the one from the strongly constrained integral better and better for growing \( \mu \). At the same time, the expectation values deviate more and more for growing \( \lambda \).

![Figure 2: The real part of the oscillatory factor \( \exp(i\lambda(x^2 + y^2)) \) for \( \lambda = 5 \) (green curve) and \( \lambda = 15 \) (red curve), as well as the constraint implementing factor \( G = \exp(-\mu(y - x + 2)^2) \) (blue curve) along the parametric curve \( x = 1 + z, y = -1 - z \) with parameter \( z \).](image)

Figure 2 explains why this difference in the weakly and strongly constrained integrals increases with growing \( \lambda \). This figure shows the two contributing factors to the path integral, the Gaussian and the phase factors \( \exp(i\lambda S) \) for two different values of \( \lambda \). The plot shows these factors along a curve following the gradient of the constraints away from the critical point \( (x, y) = (1, -1) \) of the constrained action. The Gaussian has a finite width, and over this width the phase factor oscillates. A strongly oscillating phase, which occurs for large \( \lambda \), can average out the Gaussian and thus render the (weak) imposition of the constraints inoperative. With this insight we can derive a rule of thumb for when we might expect a reasonably good approximation to the expectation value of a weakly constrained (path) integral: The number of oscillations of the phase factor occurring over the width of the Gaussian (around the critical point of the constrained action) should be less than a number of order 1. Let us consider this condition around the constrained critical point and in the direction of maximal change of the constraint, that is along the gradient \( \vec{n} = \vec{\nabla}C/|\vec{\nabla}C| \). We approximate the change in the phase with its derivative, and obtain the condition

\[ \lambda \times \left( |\vec{\nabla}S \cdot \vec{n}| \right)_{\text{constrained crit. pt.}} \times \sigma(\vec{n}) \lesssim O(1) \]

(2.5)

with \( \sigma^2(\vec{n}) \) being the variance of the Gaussian along the \( \vec{n} \)-direction.\(^9\) Absorbing numerical factors into \( O(1) \) this gives for our toy model the condition \( \lambda/\sqrt{\mu} \lesssim O(1) \).

\(^9\) The form of the condition (2.5) also indicates a case, for which the weak imposition of second class constraints...
In summary, we see that, keeping $\mu$ fixed, the classical value is well approximated by the expectation value only for a certain range of $\lambda$. A lower bound is needed for the stationary phase approximation, which requires a sufficiently oscillatory phase away from the critical points, and hence sufficiently large $\lambda$. An upper bound is needed for the weak implementation of the constraints to be effective and is due to the fact that a too oscillatory behavior of the phase factor (around the constrained critical points) renders the implementation of the constraints via Gaussians impotent. Thus, given a fixed value of $\gamma$, we have a semiclassical regime only for this bounded interval of $\lambda$. Alternatively, one can demand that with growing $\lambda$ the constraints are imposed more and more strongly, in other words, $\mu$ must also grow.

For a quantum mechanical path integral, with a weak implementation of second class constraints, we have $\lambda \sim 1/\hbar$. The variance $\sigma^2$ in the Gaussian implementing the constraints is determined by the commutator between the constraints, we therefore have $\mu \sim 1/\sigma^2 \sim 1/\hbar$, and thus a scaling $\lambda/\sqrt{\mu} \sim 1/\sqrt{\hbar}$ in Planck’s constant. The usual understanding of the semiclassical limit, as taking $\hbar \to 0$ keeping all other parameters fixed, does not apply to the case of second class constraints implemented weakly in a path integral.

For the effective spin foam models considered here, as well as other standard models, we have additional parameters that can be tuned. Amongst these there is the average area of the boundary triangles, $A \sim \gamma \ell_P^2 j$, with $\gamma$ the Barbero-Immirzi parameter, $j \in \mathbb{N}/2$ a discrete variable, often referred to as a spin, and $\ell_P^2 = 8\pi G_N/c^3$. The boundary data also determine the (average) curvature $\epsilon$ per triangle. The action has a peculiar property: it scales linearly in the areas and curvature $\frac{1}{\ell_P} S \sim \frac{1}{\ell_P} A \epsilon \sim \gamma j \epsilon$, whereas the commutator of the constraints leads to a variance $\sigma^2(j) \sim \sqrt{A}/(\ell_P^2 \gamma) \sim \sqrt{j}$. Thus, for spin foam models, the condition (2.5)
can be expressed in terms of the spin $j$, the Barbero-Immirzi parameter $\gamma$, and the curvature per triangle $\epsilon$:

$$\gamma \sqrt{j} \epsilon \lesssim O(1).$$

Alternatively one can replace the spin variable $j$ with the (average) area

$$\sqrt{\frac{\gamma}{\ell_P}} \sqrt{A} \epsilon \lesssim O(1),$$

which reintroduces our previous scaling with $\sqrt{\hbar} \sim \ell_P$.

As mentioned above the critical point for this system is not real, but rather lies in the complex plane. Indeed we have to consider the complex phase

$$\Phi_{\lambda,\mu} = \lambda(x^2 + y^2) + i\mu(y - x + 2)^2.$$

(2.8)

For this quadratic phase we have one critical point

$$x_c(\lambda, \mu) = \frac{2i\mu}{\lambda + 2i\mu} \xrightarrow{\mu \to \infty} 1, \quad y_c(\lambda, \mu) = -\frac{2i\mu}{\lambda + 2i\mu} \xrightarrow{\mu \to \infty} -1,$$

(2.9)

is not problematic: namely if the second class constraints gauge fix a symmetry, as is done in the Gupta-Bleuler quantization for electrodynamics. One would then have an action, and with it an oscillatory factor, which is constant along the gauge directions.

\[10\] We assume here that this leads to a solution where the bulk areas are of a similar size. Indeed, Regge gravity has a scaling symmetry: for a given solution, multiplying all boundary lengths by a factor $c$ gives another solution, also scaled by a factor $c$. 

where we consider the limit $\mu \to \infty$ for fixed $\lambda$. The $\mu \to \infty$ limit gives back the critical point of the strongly constrained system, whereas the limit $\lambda \to 0$, with fixed $\mu$, leads to the critical point $\Re(x_c) = 0$ and $\Im(x_c) = 0$ of the unconstrained system with action $S = x^2 + y^2$. Evaluating our observable at the critical point, that is, $\exp(-x^2_c(\lambda, \mu))$, and using a sufficiently large $\lambda$, effectively approximates the exact expectation values of this observable, as computed for Figure 1. For more complicated systems one should apply Picard-Lefshetz theory in order to determine which critical points contribute [33].

Spin foam models have two other features that can affect any approximation based on the theory of continuous, unbounded, integrals. Firstly, the integration range for spin foams is finite or semi-infinite rather than infinite. 11 Secondly, integrals are replaced by sums.

![Figure 3: Expectation values arising from an integral over finite intervals ($-X, X$) and with a strong implementation of the constraints.](image)

Figure 3 shows the expectation values for the strongly constrained path integral over the finite interval ($-X, X$) with $X \in \{2, 4, 8\}$. This introduces, in the expectation value as a function of $\lambda$, two oscillations, one slow and the other much faster. Increasing the size of the interval, the amplitude of the oscillations decreases (and the frequency of the fast oscillation increases), so that in the limit $X \to \infty$ one obtains the mostly monotonic function appearing in Fig. 1.

We computed the expectation values for the weakly constrained path integral numerically and this allowed us to also explore replacing the integral with a discrete sum. By varying the density of the discretization we can see the effects of such a replacement.

In Fig. 4 we show the expectation values for the strongly and weakly constrained path integral, computed for a finite interval $x \in (-2, 2)$ and $y \in (-6, 2)$, and for three different discretizations with lattice constants $a \in \{0.01, 0.05, 0.1\}$ in the $x$- and $y$-coordinates. Interestingly, the fast oscillations of the strongly constrained path integral are somewhat washed out in the weakly constrained version. (These oscillations are visible for the $\mu = 60$ version for $\lambda \lesssim 2$.) But, at a certain $\mu$-dependent threshold value for $\lambda$ the weakly constrained versions start to suddenly deviate from the expectation value of the strongly constrained version.

Effects due to the discretization occur in particular if the discretization scale is of the same order or larger than the wavelength defined by the oscillatory factor. Thus, these effects are more pronounced for larger $\lambda$, and seem to start to affect the strongly constrained path integral for smaller values of $\lambda$ than the weakly constrained versions.

11 The integration is restricted to positive areas and furthermore restricted by the triangle inequalities
In the case of a continuous integration over an infinite range the deviation between the weakly implemented versions and the strongly implemented versions of the expectation value grow continuously with $\lambda$, see Fig. 1. Introducing a finite integration range we see more of a threshold behavior: the weakly implemented version and the strongly implemented version are quite close up to a certain $\mu$-dependent value $\lambda_T(\mu)$, after which the deviation grows.

For the toy model discussed in this section we considered four different freely variable parameters: $\lambda$, which determines the frequency of the oscillatory factor in the amplitude, $\mu$, which determines the widths of the Gaussian implementing the constraint, as well as the integration range and the lattice constant for the discretization. In the case of spin foams the Barbero-Immirzi parameter $\gamma$ determines the discretization. The frequency of the oscillatory part of the amplitude is determined by $\gamma$, the values of the boundary spins $j$, and the curvature $\epsilon$ they induce. The summation region is also determined by the boundary spins, as is the variance for the (approximately) Gaussian factors, which implement the constraints. In section V we will consider examples where all three parameters, $j$, $\gamma$, and the curvature $\epsilon$, vary.

### III. THE EFFECTIVE SPIN FOAM MODEL

The effective spin foam model was introduced, in [8], by the authors. This model provides a dynamics for loop quantum gravity, in the form of transition amplitudes for states defined on the (kinematical) Hilbert space of loop quantum gravity. One aim of the model [8] is to provide the simplest possible construction of amplitudes that implement a key feature of loop quantum gravity, namely, discrete area spectra [9], and that still admits a semiclassical regime with the corresponding classical dynamics of (discrete) gravity.

More generally, the model provides a path integral description for quantum gravity, by summing...
over geometric data associated to a (fixed) triangulation. The geometric data are given by areas, associated to the triangles, and 3D dihedral angles, associated to the tetrahedra, of the triangulation. These data need to satisfy certain constraints in order to define a piecewise flat geometry for the triangulation. These constraints, and the way they are implemented, are a crucial feature of spin foams.

The loop quantum gravity framework allows a rigorous construction of area operators. These turn out to have discrete spectra \[ A(j) = \gamma \ell_P^2 \sqrt{j(j+1)} \sim \gamma \ell_P^2 j , \] (3.1)
where \( \gamma \) is the dimensionless Barbero-Immirzi parameter, \( \ell_P = \sqrt{8\pi G/c^3} \) is the Planck length and \( j \) are positive half-integers (if one uses SU(2) as internal symmetry group rotating the triads defining the spatial metric) or positive integers (if one uses SO(3) instead). The \( j \)'s are often referred to as spins.\(^{12}\) In this work we are interested in the regime of large spin and we will therefore approximate \( \sqrt{j(j+1)} \) by \( j \) and we will also choose to work with integer \( j \)'s only. Note, however, that one could just as well choose the \( \sqrt{j(j+1)} \) form of the spectrum and half-integers for the effective spin foam models. Importantly, the area eigenvalues for each triangle can be chosen independently.

To implement a discrete area spectrum, it is convenient to work with areas as basic variables and to sum, in the path integral, over spin values associated to the triangulation. In fact, the Regge action \[ S_{AR} = \frac{c^3}{8\pi G} \left( \sum_t n_t \pi A_t - \sum_{\sigma} \sum_{t \subset \sigma} A_t \Theta_t^\sigma(A) \right) , \] (3.2)
where \( n_t = 1 \) for boundary triangles and \( n_t = 2 \) for bulk triangles. The variables \( \Theta_t^\sigma(A) = \Theta_t^\sigma(L^\sigma(A)) \) are 4D (internal) dihedral angles in a 4-simplex \( \sigma \), as determined by its area values.\(^{13}\) These are computed using the fact that, for a given 4-simplex, one can locally invert the areas for the lengths, resulting in functions \( L^\sigma(A) \). (There are global ambiguities, which we are suppressing here. These can be resolved by using the 3D dihedral angles that we introduce below.)

Freely varying the area Regge action (3.2) with respect to the bulk areas one finds that the deficit angles,
\[ \epsilon_t := 2\pi - \sum_{t \subset \sigma} \Theta_t^\sigma(A) = 0 , \] (3.3)
which are a measure of curvature, must vanish. (This follows from the Schlafli identity \( \sum_{t \subset \sigma} A_t \delta \Theta_t^\sigma = 0 \), which ensures that the variations of the angles cancel each other.\(^{37, 38}\)) Instead, the Regge action is usually formulated in terms of length variables. There are (typically) more triangles than edges in a 4D triangulation and by treating the areas as independent variables we get more restrictive equations of motion, which, in the case of the area Regge action, demand flatness.

To obtain the equations of motion of length Regge calculus, we have to constrain the areas such that they describe configurations with a consistent assignment of lengths to the edges of the

---

\(^{12}\) Other geometrical operators, such as the volume of a spatial region \(^{41, 51}\) and the length of edges \(^{55}\) also have discrete spectra described in terms of the spins \( j \) in LQG, but we will not be employing these operators here.

\(^{13}\) See, e.g., the appendix of \(^{56}\) for how to compute the dihedral angles as functions of the lengths of the simplex.
triangulation. Indeed, starting with a free assignment of areas to the triangles, and inverting, within each 4-simplex, the areas for the lengths, one will typically find that the length values for a given edge, as calculated from the different neighboring 4-simplices, do not coincide. To specify the constraints on the area variables, which ensure a consistent length assignment, we consider the gluing of two 4-simplices along a shared tetrahedron. The tetrahedron’s geometry is uniquely specified by its six edge lengths. Working with area variables specifies only four quantities for this tetrahedron. We thus need two more variables. Choosing two 3D dihedral angles $\phi_{\tau, i} = 1, 2$ at non-opposite edges will fix the lengths in the tetrahedron $\tau$ uniquely.¹⁴ (A proof can be found in [13, 15].)

Adding further variables seems to make the problem of having too many variables even worse. But, we can now easily express the constraints that ensure that the 4-simplices glue properly to each other, that is, that the edge lengths in the shared tetrahedron are consistently determined by the areas of the 4-simplex. For this we just need to impose that the two (and therefore all) 3D angles in the shared tetrahedron are fixed to the same values as those induced by the areas of the neighbouring 4-simplices:

\[
C^\tau_{\tau, \sigma} = \phi^\tau_{\tau} - \Phi^\tau_{\tau, \sigma}(A) = 0 .
\]

Here the $\Phi^\tau_{\tau, \sigma}(A) = \Phi^\tau_{\tau}(L^\sigma(A))$ are the 3D dihedral angles in the tetrahedron $\tau$ as determined by the areas of the 4-simplex $\sigma$. Demanding (3.4) implies that, for a bulk tetrahedron shared by two 4-simplices $\sigma$ and $\sigma'$, we have

\[
C^\tau_{\tau} = \Phi^\tau_{\tau, \sigma}(A) - \Phi^\tau_{\tau, \sigma'}(A) \overset{!}{=} 0 ,
\]

that is, that the two pairs of tetrahedral dihedral angles, as determined by the areas of the simplices $\sigma$ and $\sigma'$, respectively, agree.

The difference between version (3.4) and (3.5), is that (3.4) involves only the data of one 4-simplex $\sigma$, whereas (3.5) involves the data of the two simplices sharing $\tau$. That is, introducing the 3D angles as additional variables, we can express the constraints more locally.

As the 3D angles appear only in the constraints (3.4)—and not in the action (3.2)—they can be integrated out and lead to the constraints (3.5). This can only be achieved, however, for the angles in the bulk tetrahedra, as the 3D angles in the boundary are part of the boundary data.

There is an alternative—and more local—version of the constraints (3.4), known as gluing or shape matching constraints [15, 16, 39]. Here one demands that pairs of tetrahedra glue properly along their shared triangle. That is, given the areas $A_\tau$ and dihedral angles $\phi^\tau_{\tau}$, $\phi^\tau_{\tau'}$ of two neighbouring tetrahedra $\tau, \tau'$, we can determine the 2D angles $\alpha^\tau_{\tau, v}$ and $\alpha^\tau_{\tau', v}$ in the shared triangle [13]. The shape matching constraints demand that the angles, as computed from tetrahedron $\tau$ and $\tau'$, agree

\[
\alpha^\tau_{\tau, v}(A_\tau, \phi^\tau_{\tau}) \overset{!}{=} \alpha^\tau_{\tau', v}(A_\tau, \phi^\tau_{\tau'}) .
\]

This imposes that the geometry and, in particular, the shape of the triangles, as computed from $\tau$ and $\tau'$, respectively, match. In a given 4D triangulation, it is sufficient to demand the constraints (3.6) for any pair of tetrahedra $\{\tau, \tau\} \subset \sigma$ in a given 4-simplex $\sigma$, see [15]. The constraints (3.6), for a given simplex $\sigma$, imply the constraints (3.4), and vice versa. In this sense, the constraints (3.4) and (3.6) are equivalent. The constraints (3.4) can also be understood more directly as shape

¹⁴ One can also work with all six 3D dihedral angles as variables, but then has to add so-called closure constraints (resulting from the internal rotation symmetry) that reduce these six angles to two variables.
matching constraints, as they guarantee that the shapes of a given tetrahedron, as determined by the areas of the two neighbouring simplices, agree.

The constraints (3.4) are linear in the 3D angles, which we use as basic variables, and, therefore, are much easier to implement than the version (3.6). On the other hand, (3.6) provides the more local formulation: a given constraint only involves a pair of tetrahedra, and can, thus, be applied to the 3D boundary of a 4D triangulation. Restricted to such a 3D boundary these constraints specify the boundary data—given by the areas and the two 3D angles per boundary tetrahedron—that define a piecewise flat geometry for the boundary triangulation.

The 3D dihedral angles are also part of the loop quantum gravity phase space (gauge reduced by the internal rotation group) adapted to a triangulation [16]. There are two independent 3D dihedral angles $\phi_i^\tau$, $i = 1,2$ (associated to non-opposite edges) per tetrahedron. These Poisson commute with the areas but are conjugated to each other (see e.g. [8, 16, 40]):

$$h\{\phi_1^\tau, \phi_2^\tau\} = \pm \ell_P^2 \gamma \frac{\sin \alpha^{l\tau}_1}{A_t} = \pm \ell_P^2 \gamma \frac{2}{l_1 l_2},$$

(3.7)

where $\alpha^{l\tau}_1$ is the 2D angle between the two edges carrying the 3D dihedral angles, $A_t$ is the area spanned by these two edges, and $l_1$ and $l_2$ are the lengths of these two edges.

This means that the two constraints associated to a given tetrahedron (3.4) also do not commute

$$h\{C_1^\tau, C_2^\tau\} = \pm \ell_P^2 \gamma \frac{\sin \alpha^{l\tau}_1}{A_t}$$

(3.8)

and, are, more precisely, second class. This means that they cannot be imposed strongly on the loop quantum gravity Hilbert space: there do not exist sufficiently many states satisfying $\hat{C}_1^\tau \psi = \hat{C}_2^\tau \psi = 0$. (There might be such states, but for those states the commutator (3.8) must also vanish.)

This issue can also be understood from a less technical viewpoint [8]: the constraints (3.5), if expressed in the discretized areas $A_t \sim \gamma \ell_P^2 j_t$, constitute diophantine equations for the (half-) integer-valued spins $j_t$. There will be only very few exact solutions, typically for configurations that have special symmetries. This leads to a drastic reduction in the density of states [8], which prevents a suitable semiclassical limit.

Spin foam models deal with this issue by implementing the (second class part of the) constraints weakly [24]. We follow the same route and, to this end, employ so-called intertwiner coherent states [11]. This allows us to implement the constraints as strongly as possible. The intertwiner coherent states are diagonal in the areas and are peaked on the conjugated pairs of 3D angle values $\Phi^\tau$. This allows us to implement the constraints as strongly as possible. The intertwiner coherent weakly [24].

To construct the gravitational path integral, we will associate a coherent state $\mathcal{K}_\tau(\phi_i^\tau; \Phi_i^\tau)$ (or, depending on the orientation of the tetrahedron, its complex conjugate) to each pair $\tau \subset \sigma$ of a 4-simplex and sub-tetrahedron. Here $\Phi_i^{\tau,\sigma}(A)$ are the 3D dihedral angles in $\tau$ as determined by the areas of the 4-simplex $\sigma$. Each bulk tetrahedron $\tau$ will, therefore, carry two such coherent states, which arise from the two simplices $\sigma, \sigma'$ that share it. The angle variables $\phi_i^\tau$ only appear in those two coherent states. Integrating out these angles gives a factor

$$G^{\tau,\sigma}_\rho(A) = \langle \mathcal{K}_\tau(\cdot, \Phi_i^{\tau,\sigma}(A)) | \mathcal{K}_\tau(\cdot, \Phi_i^{\tau,\sigma'}(A)) \rangle \sim \exp \left( -\frac{(C_1^\tau)^2 + (C_2^\tau)^2}{4\Sigma_2^2} \right),$$

(3.9)

15 As in the Segal-Bargmann representation we have two arguments encoding one quantum degree of freedom.
which depends on the areas in the simplex \( \sigma \) and the simplex \( \sigma' \). These \( G \)-factors are, as inner products of coherent states, approximately Gaussian in the constraints \( \Sigma_1 \) with squared deviation \( \Sigma^2 \) determined by the Poisson brackets \( \{3.8\} \), that is,

\[
\Sigma^2 = \ell_P^2 \gamma \frac{2}{l_1 l_2} = \ell_P^2 \gamma \frac{\sin \alpha_{t,\tau}}{A_t} = \frac{\sin \alpha_{t,\tau}}{j_t} \cdot (3.10)
\]

This quantity can be defined from either the geometric data of the simplex \( \sigma \) or the geometric data of the simplex \( \sigma' \). The constraints ensure that these geometries are approximately equal. In order to obtain a more symmetric expression we take the average \( \Sigma \) of the simplex \( \sigma \).

For the calculation of expectation values in section [4] we are interested in the semiclassical regime. Hence, it is safe to approximate the inner product \( (3.9) \) between the coherent states with its Gaussian form, as defined on the right hand side of \( (3.9) \).

Having understood how to implement the constraints weakly in the path integral, we can now define the path integral itself. We define it as

\[
Z = \sum_{j_t} \mu(j) \int d\mu_K(\phi) \exp \left( \frac{i}{\hbar} S_{AR}(j) \right) \prod_{\tau} \Theta_{\sigma}[\text{Tri}(j)] \prod_{\tau \subset \sigma} K_\tau^\pm(\phi^\tau, \Phi_t^{\tau})(j) \cdot (3.11)
\]

where \( \Theta_{\sigma}[\text{Tri}] = 1 \) if the generalized triangle inequalities (see Appendix [A]) are satisfied, and is vanishing otherwise; this is like a step function for the generalized triangle allowed region. The \( \pm \) super-index for the coherent state \( K_\tau^\pm \) indicates whether to take the complex conjugate or not, depending on the orientation of \( \tau \). We included a general measure term \( \mu(j) \), which can be fixed by, e.g., studying the coarse graining flow of this model \([42]\). Here we will set this measure term to \( \mu(j) = 1 \).\(^{17}\) We sum in the partition function \( (3.11) \) only over positively oriented 4-simplices. We can easily include a sum over both orientations, by replacing \( \exp(i/\hbar S_{AR}) \) with \( \cos(i/\hbar S_{AR}) \) in \( (3.11) \). Indeed, effective spin foams can be used to study the effect of including—or not—a sum over orientations into a quantum gravity partition function \([33, 44]\).

Due to the additive structure of the action \( (3.2) \), the amplitude factorizes over simplices and triangles, with factors

\[
A_t = \exp \left( i \gamma n_t \pi j_t \right) , \quad \text{and} \quad A_{\sigma} = \exp \left( -i \gamma \sum_{t \subset \sigma} j_t \Theta_t^\sigma(j) \right) \Theta_{\sigma}[\text{Tri}] \prod_{\tau \subset \sigma} K_\tau^\pm(\phi^\tau, \Phi_t^{\tau}(j)) \cdot (3.12)
\]

as is typical for spin foams. Here \( n_t = 1 \) for boundary triangles and \( n_t = 2 \) for bulk triangles.

This factorization no longer holds after integrating out the dihedral angles from the bulk tetrahedra: the factors \( G_\tau^{\sigma,\sigma'}(A) \), defined in \( (3.9) \), depend on the areas of the two neighbouring simplices \( \sigma, \sigma' \) and do not factorize.

Integrating out the angles from the bulk tetrahedra still leaves us with the coherent state factors \( K_\tau \) for the boundary tetrahedra. Here, we will assume boundary states that are diagonal in the areas and include, for each tetrahedron, a coherent state \( K_\tau^{\pm}(\cdot, \Phi_t^\tau) \) peaked on some boundary values for the pair of 3D dihedral angles. In this way we can also integrate out the 3D dihedral angles for the boundary tetrahedra, which results in boundary \( G \)-factors peaked on \( \Phi_t^{\tau,\sigma}(j) = \Phi_t^\tau \). We will assume boundary data \( A_t \) and \( \Phi_t^\tau \), which satisfy the (3D) shape matching constraints \( (3.6) \). If this were not the case, we would obtain an exponentially suppressed amplitude (as measured by the square of the constraint).

\(^{16}\) Note that \( \Sigma^2 \) defines the variance in the 3D angle variables. To obtain the variance for the spin variables one has to first transform the Gaussian to these variables.

\(^{17}\) Assuming a saddle point approximation can be applied, and there is only one critical point, the measure term drops out for expectation values.
Here we will describe in more detail the triangulation, for which we will calculate various expectation values. The triangulation consists of six simplices glued around a bulk edge \( e(12) \) bounded by vertices \( v_1 \) and \( v_2 \). The triangulation has seven vertices \( v_1, \ldots, v_7 \), which are all in the boundary. The simplices of the triangulation are given by
\[
\{(12346), (12356), (12456), (12347), (12357), (12457)\}.
\] (4.1)

To simplify the calculations, we will set certain edge lengths equal, that is, we apply a symmetry reduction. To this end, it is convenient to introduce the indices \( m \in \{1, 2\} \) and \( i, j \in \{3, 4, 5\} \) as well as \( k \in \{6, 7\} \). The six simplices (4.1) are then of the form \( (12ijk) \), and with our symmetry reduction we will have the same geometry for the three simplices \( (12ij6) \) (referred to as simplices of type I) and the three simplices \( (12ij7) \) (referred to as simplices of type II), respectively.

![Figure 5: A complex made of six simplices sharing the bulk edge \( e(12) \) with length \( t \) (the red line in both panels). In panel (a) the boundary edges are colored according to their lengths. The edges in black, blue, violet and cyan have lengths \( a, b, c, \) and \( d \), respectively. Panel (b) is a 3D projection of the complex.](image)

The reduced edge lengths and resulting area parameters are summarized in Table I. The triangulation has five length parameters and six area parameters. Amongst the length parameters only one, \( l(12) = t \), is a bulk variable, whereas there are three bulk area variables \( A_1, A_2, \) and \( A_3 \).

| lengths      | areas                              |
|--------------|------------------------------------|
| \( l(12) = t \) | \( A(mij) = A(kij) = B_1 = A(a, a, b) \) |
| \( l(mi) = l(ik) = a \) | \( A(im6) = B_2 = A(a, a, c) \) |
| \( l(ij) = b \) | \( A(im7) = B_3 = A(a, a, d) \) |
| \( l(m6) = c \) | \( A(12t) = A_1 = A(a, a, t) \) |
| \( l(m7) = d \) | \( A(126) = A_2 = A(c, c, t) \) |

\( A(127) = A_3 = A(d, d, t) \)

Note, that for a given simplex we have four length parameters and four area parameters and thus the same number of lengths and areas. For simplices of type I these are \( \{t, a, b, c\} \) and...
\{B_1, B_2, A_1, A_2\}, and for simplices of type II they are \{t, a, b, d\} and \{B_1, B_3, A_1, A_3\}. Were we not to have implemented a symmetry reduction, we would still have had the same number of area and length parameters per simplex, namely, 10 areas and 10 lengths. Working with the symmetry reduced case simplifies the process of solving for the lengths in terms of the areas on a given simplex. In fact, we are able to solve these equations analytically, but the resulting expressions are involved enough to not be so useful. The system leads to eight roots, four of which lead to positive length solutions. We explain the structure of the roots in more detail in Appendix B.

The triangulation has one bulk edge with length \(t\). Varying the (length) Regge action with respect to this length we obtain one equation of motion

\[
3 \frac{\partial A_1}{\partial t} \epsilon_1 + \frac{\partial A_2}{\partial t} \epsilon_2 + \frac{\partial A_3}{\partial t} \epsilon_3 = 0 ,
\]

where with \(\epsilon_i\) we denote the deficit angle at the triangle with area \(A_i\).

We also need to discuss the boundary and bulk tetrahedra and the associated \(G\)-factors.

The boundary consists of 12 tetrahedra. Six of these are of type I, those with \((mij6)\), and six are of type II, with \((mij7)\). The type I tetrahedra have edge lengths \((a,a,a,a,b,c)\) with the \(b\)- and \(c\)-edges opposite. For our 3D angle variables we choose the dihedral angles at two of the non-opposite edges with length \(a\). The dihedral angles at the \(a\)-edges all agree as functions of the lengths \((a,a,a,a,b,c)\) of the tetrahedron and are given by

\[
\Phi^I = \arccos \left( \frac{c^2 b^2}{\sqrt{(4a^2b^2 - b^4)(4a^2c^2 - c^4)}} \right).
\]

To obtain the dihedral angle as function of the areas of a given simplex, we use the solutions for the lengths as function of the areas for this simplex. In this manner we get one Gaussian peaked on the area configurations where this 3D angle is equal to the angle as determined by the boundary data, e.g., the boundary lengths, \(\Phi^I_{\text{bdry}}(a,b,c)\). This Gaussian is

\[
G^I = \exp \left( -\frac{6}{2\Sigma^2} \left( \Phi^I - \Phi^I_{\text{bdry}}(a,b,c) \right)^2 \right).
\]

Here \(\Sigma^2 = \ell^2 \frac{\gamma}{(a^I(A))^2 + 1/a^2} \), where \(a^I(A)\) is the length of the \(a\)-edges as computed from the areas of a simplex of type I. In (4.4) we have a factor of 6/2 appearing (instead of the factor 1/4 in (3.9)). This is because there are six boundary tetrahedra of type I and because the constraints \(C_1^I\) and \(C_2^I\) appearing in (3.9) coincide in our symmetry reduction.

We get the \(G\)-factor for the type II tetrahedra in the same way, by replacing the edge length \(c\) with \(d\).

There are nine additional bulk tetrahedra. Three of these have \((12i6)\), and are shared between simplices of type I. As the simplices of type I have all the same geometry, the associated shape matching constraints will be automatically satisfied. The same holds for the three tetrahedra with \((12i7)\), which are shared between simplices of type II.

The remaining three bulk tetrahedra have vertices \((12ij)\) and are shared between one simplex of type I and one simplex of type II. These are subject to an area constraint, which is not automatically satisfied. The tetrahedra have edge lengths \((a,a,a,a,b,t)\) with the \(t\)- and \(b\)-edges opposite. We can again choose as angle variables the (coinciding) 3D dihedral angles at two non-opposite \(a\)-edges.

The 3D dihedral angles \(\Phi^{B,I}\) and \(\Phi^{B,II}\) at the \(a\)-edges are, as functions of the tetrahedral edge lengths, given as in (4.3), just that \(c\) needs to be replaced with \(t\). The Gaussian factor coming from the bulk tetrahedra is given by

\[
G^B = \exp \left( -\frac{3}{2\Sigma^2} \left( \Phi^{B,I} - \Phi^{B,II} \right)^2 \right).
\]
with \( \Sigma^2 = \ell_P^2 \gamma \left( 1/(a^I(A))^2 + 1/(a^II(A))^2 \right) \).

Overall we have three area constraints, which are implemented weakly by the Gaussian factors. Classically, the constraints reduce the three bulk area variables to only one independent variable, which can be parametrized by the bulk length \( t \). There is furthermore one constraint on the boundary data—here given by a set of three area parameters \( B_1, B_2, B_3 \) and two dihedral angles \( \Phi_{\text{bdry}}^I \) and \( \Phi_{\text{bdry}}^II \). If these data satisfy the (boundary) shape matching constraint (3.6), then they uniquely define the boundary lengths \( (a, b, c, d) \).

V. COMPUTATION OF EXPECTATION VALUES

In section II we discussed the circumstances in which a stationary phase approximation does not reliably identify a semiclassical regime for spin foams. This is, on the one hand, due to the weak implementation of the constraints, but also impacted by having a finite range of summation and discrete summations rather than continuous integrations.

In this section we will test more directly whether the expectation values of certain observables reproduce the classical solutions. To this end we will consider boundary values for which there is only one classical solution.\(^{18}\) We will compute the expectation values for different values of three parameters: (i) for different values of the Barbero-Immirzi parameter \( \gamma \); (ii) for different scales, that is, for different multiples of a given set of boundary areas; and (iii) for boundary data leading to different classical values for the bulk curvature angles. This will allow us to identify a regime for these three parameters in which the expectation values approximate well the classical values, and which one can, therefore, consider to be semiclassical.

In the next subsection V A we will define the expectation values we will be computing for the effective spin foams. In subsection V B to V D we present in detail the results of the computations for three different choices of boundary data, leading to a low curvature, an intermediate curvature, and a large curvature solution, respectively. We summarize the main features of these results in subsection V E.

A. Definition of the observables

We note that the observables considered here are not diffeomorphism invariant or Dirac observables in the sense of, e.g., \([45]\). Indeed, diffeomorphism symmetry is generically broken in 4D discrete gravity, including Regge gravity, due to the presence of curvature \([46]\). In addition, violations of the shape matching constraints can also lead to a breaking of diffeomorphism symmetry, even for flat configurations \([13]\).

Here we aim to compare expectation values of the effective spin foam model with classical solutions of Regge calculus. We can therefore use functions of the configuration variables, which can be defined in the Regge calculus setup, as observables. This includes areas and deficit angles of specific triangles in the triangulation. This will be sufficient for our purposes; a more sophisticated approach will be needed, however, if one aims to compare spin foam observables with those in continuum general relativity.

For the definition of the expectation values we must also specify boundary states. We will choose boundary states that are eigenstates of the area operators and are coherent with respect to the 3D angle degrees of freedom, in other words, the intertwiners associated to the boundary tetrahedra

\(^{18}\) This is generally the case for our triangulation. There are, however, special boundary values that have, e.g., two solutions.
The coherent states are peaked on angles satisfying the shape matching constraints. This allows us to match our boundary data with the data of (length) Regge calculus.

Choosing the same coherent states as for the definition of the effective spin foam model in [3.1], we can formally integrate out the 3D angles in the bulk and the boundary tetrahedra. This results, as in [3.9], in inner products between the coherent states, which we approximate here by Gaussian factors. We specified these Gaussian factors in section IV.

The deficit angles, boundary lengths and areas, bulk areas, and scales are summarized in table II. As we discussed in section III we sum over integer spins \( j_A \) for large spins, appears through the Gaussian factors, which implement the constraints weakly.

The triangle inequalities reduce this to a finite range, and a further, quite drastic reduction appears in the Gaussian factors. In this section we consider boundary values for which the solution has very small deficit angles. This solution is a special member of a family of solutions, where \( \epsilon = 0 \) for \( /∂t \). For these solutions we have the special situation that \( d \) and \( /∂t \), and \( /∂A \) and \( /∂t \), agree. We have \( \epsilon_2 = \epsilon_3 = 0 \). Looking at the equation of motion (4.2), one might wonder whether it can be satisfied. It can be, and this is achieved with \( /∂A(c, c, t)/∂t = /∂A(d, d, t)/∂t = 0 \) for \( t = t_{sol} \); geometrically, these conditions mean that the triangles are right-angled at the solution.

This solution is a special member of a family of solutions, where \( \epsilon_1(t_{sol}) = 0 \) and \( \epsilon_2(t_{sol}) = \epsilon_3(t_{sol}) \), but with, in general, \( c \neq d \). In these cases one has \( /∂A(c, c, t)/∂t = -/∂A(d, d, t)/∂t = 0 \), so the equation of motion (4.2) is satisfied, and the triangles \( (c, c, t) \) and \( (d, d, t) \) are not right-angled.

The examples studied in subsection V C are of this type.

| lengths | areas | deficit angles |
|---------|-------|---------------|
| \( a = 5.590\sqrt{\lambda} \) | \( B_1 = 15\lambda \) | \( \epsilon_1^{sol} = 0 \) |
| \( b = 8.944\sqrt{\lambda} \) | \( B_2 = B_3 = 8\lambda \) | \( \epsilon_2^{sol} = 0.034 \) |
| \( c = 2.969\sqrt{\lambda} \) | \( A_1^{sol} = 10.87\lambda \) | \( \epsilon_3^{sol} = 0.034 \) |
| \( d = 2.969\sqrt{\lambda} \) | \( A_2^{sol} = 4.407\lambda \) |
| \( t_{sol} = 4.198\sqrt{\lambda} \) | \( A_3^{sol} = 4.407\lambda \) |
We will see that, within a certain $\lambda_*$-dependent range for $\gamma$, the expectation values match well for the area $A_1^{sol}$ and the deficit angle $\epsilon_1^{sol}$. However, the expectation values do tend to under-estimate $A_2^{sol}$ and $\epsilon_2^{sol}$. The matching for these expectation values improves with growing $\lambda_*$. 

Figure 6: The $(A_1, A_2)$ plane of the configuration space for scaling $\lambda_*=40$. The union of the green (upper) and red (lower) shaded regions indicates the range of the bulk areas, $A_1$ and $A_2$, for simplices of type I, where the generalized triangle inequalities are satisfied. The areas are given in units of $\gamma \ell_p^2$. The green shaded region is picked out as those values for which $G_I$ is larger than $10^{-3}$. The deficit angle $\epsilon_2$ evaluates to a negative number for values in the red shaded region. The (very small) blue circle encloses the classical solution.

The reason for this is that the classical solution, $(A_1^{sol}, A_2^{sol})$, lies quite near the boundary of the region where the triangle inequalities are satisfied, see Fig. 6. In particular $A_2^{sol}$ gives almost the maximally allowed value for $A_2$. In fact, for $\lambda_*=1$, we have $A_2^{sol}$ being larger than the maximum of the allowed values for $A_2 = j \times \gamma \ell_p^2$ (with $j$ integer).

Similarly, we have that $\epsilon_2 < 0$ for almost the entire set of bulk areas $A_1$ and $A_2$, allowed by the triangle inequalities, see Fig. 6. Thus, for small $\lambda_*$ there are only very few (or no) discrete area values that lead to positive $\epsilon_2$ and are allowed by the triangle inequalities. Increasing $\lambda_*$ more and more allowed values are possible and a better matching of the expectation value with the area values of the classical solution results.

At the same time, the $G$-factors suppress a growing portion of the region allowed by the triangle inequalities for growing $\lambda_*$, and here, in particular, the portion where $\epsilon_2$ (and $\epsilon_3$) are negative, see Fig. 6. This is because the triangle allowed region grows with $\lambda_*$, whereas the deviation $\Sigma(j)$ for the $G$-factors grows only with $\sqrt{\lambda_*}$, see (3.10). The mismatch of the expectation values with the classical solution essentially disappears for sufficiently large $\lambda_*$. The presence of this mismatch for smaller $\lambda_*$ is a result—at least in this example—of the weak imposition of the constraints.

To explain some features of the expectation values it is helpful to consider first the behavior of the partition function as a function of the Barbero-Immirzi parameter $\gamma$. The sums appearing in (5.1) were computed keeping the $\gamma$-parameter general, and consequently, the absolute value of the partition function and the expectation values can be plotted as continuous functions of $\gamma$. Fig. 7 shows these functions for $\lambda_* \in \{10, 20, 40, 80\}$. For a certain region of $\gamma$ these functions oscillate rapidly and the curves can appear to be thickened into a region. (The phase shows extremely rapid oscillations over the entire range $0 < \gamma < 1.5$.)

The absolute values for the partition functions appear to decrease monotonically up through $\gamma \sim 0.55$. There is then an oscillatory behavior with relatively high frequency and small amplitude up through $\gamma \sim 0.72$. The value for the onset of these oscillations seems to change very little with scale $\lambda_*$, whereas the frequency of these oscillations (as a function of $\gamma$) increases and the amplitude
Figure 7: Absolute value of the partition function and normalized expectation values for the areas $A_1$ and $A_2$ for boundary values leading to a very small curvature solution.

decreases with $\lambda_*$. In fact, for $\lambda_* = 80$ the oscillations are no longer noticeable. For $\gamma \sim 0.72$ to $\gamma \sim 1.25$ oscillations of a much lower frequency and smaller amplitude than in the previous regime appear.

Starting near $\gamma \sim 1.25$ we have fast oscillations, which grow rapidly in amplitude until reaching a somewhat stable value. Again, the onset of these oscillations does not seem to depend on the scale $\lambda_*$, but the frequency and amplitude increase with $\lambda_*$. Due to these oscillations the absolute values of the partition function reach relatively small values repeatedly, and the smaller $\lambda_*$, the closer the values come to zero.

We can see in Fig. 7 and Fig. 8 that these oscillations with $\gamma$ in the absolute value of the partition function are reflected in the oscillatory behavior of the expectation values. In particular, for the region where the partition function reaches relatively small values, the expectation values show oscillations with relatively large amplitude. The amplitudes of the oscillations are particularly large when the absolute values of the partition function nearly reaches zero, which tends to happen for the smaller scale examples. Thus, for $\gamma > 1.25$ we have the onset of a regime where close matching with the classical solution is not reliable. Contrary to expectations coming from the discussion in section II, the $\gamma$-value for this onset does not seem to depend on the scale $\lambda_*$. We will see that this behavior is specific to the small curvature case.

Fig. 8 shows the real parts of the expectation values for the deficit angles $\epsilon_1$ and $\epsilon_2$, as well as the $A_1$ and $A_2$ variances for $\lambda_* \in \{10, 20, 40, 80\}$. Note that the area expectation values have been normalized by their classical values, and the area-variances by $(A_1^{\text{sol}})^2$ and $(A_2^{\text{sol}})^2$, respectively.
Figure 8: At left, for the triangle with area $A_1$, and at right, for the triangle with area $A_2$, the real parts of the deficit angle expectation values (top) and the normalized variances of the areas (bottom) for $\lambda_s = 10$ (red), $\lambda_s = 20$ (blue), $\lambda_s = 40$ (green) and $\lambda_s = 80$ (brown).

computed the expectation values for general values $0 \leq \gamma \leq 2$, but the plots show only $0 \leq \gamma \leq 1.3$. In general, we can distinguish various regimes for the behavior of these expectation values:

- **Regime I ($\gamma \lesssim 0.05$):** Here $\gamma$ is too small (and correspondingly the oscillations of the amplitude in the partition function too slow) to lead to a reliable semiclassical regime. The onset of a reliable regime moves to smaller $\gamma$ for growing $\lambda^*$, and for $\lambda_s = 10$ it is around $\gamma \sim 0.05$.

- **Regime II ($0.05 \lesssim \gamma \lesssim 0.55$):** For this interval of $\gamma$ the expectation values show the most stable behavior and the best matching to the classical values. We have oscillations appearing throughout this regime but with very small amplitude, which decreases with increasing $\lambda_s$; e.g., for $\lambda_s = 10$ the $A_1$ expectation value remains within an error interval of $\pm 0.01 \times A_1^{\text{sol}}$, whereas for $\lambda_s = 40$ the $A_1$ expectation value remains within an error interval of $\pm 0.002 \times A_1^{\text{sol}}$. For $A_2$ and $\epsilon_2$ we have, resulting from the mechanism described above, a ‘systematic’ mismatch of expectation values and classical solutions. The (relative) error of this mismatch decreases with increasing $\lambda^*$: for $\lambda_s = 10$, the $A_2$ expectation value oscillates around a value of about $0.97A_2^{\text{sol}}$, whereas for $\lambda_s = 80$ we have $\langle A_2 \rangle$ between $0.995 \times A_2^{\text{sol}}$ and $1 \times A_2^{\text{sol}}$.

- **Regime III ($0.55 \lesssim \gamma \lesssim 0.72$):** Here we have a regime where the oscillations come with a larger amplitude as compared to Regime II. E.g., for $A_1$ and $\lambda_s = 10$ the maximal deviation of the expectation value is around $\pm 0.1 \times A_1^{\text{sol}}$ whereas for $\lambda_s = 40$ it is around $\pm 0.02 \times A_1^{\text{sol}}$.

- **Regime IV ($0.72 \lesssim \gamma \lesssim 1.25$):** The expectation values for the areas show oscillations with an amplitude smaller than in Regime III, but larger than in Regime II. However, the expectation values for the deficit angles oscillate with almost the same amplitude as in Regime III.

- **Regime V ($1.25 \lesssim \gamma \leq 2$):** (The upper value is the maximal value of $\gamma$ for which we computed the expectation values.) In this regime we have an onset of oscillations of very large amplitude. The amplitude decreases with $\lambda_s$, but is much larger than in the preceding regimes: for $A_1$ and $\lambda_s = 40$ the maximal deviation of the expectation value from the classical value is between $2 \times A_1^{\text{sol}}$ and $3 \times A_1^{\text{sol}}$ and for $\lambda_s = 80$ it is around $1 \times A_1^{\text{sol}}$. These oscillations mirror those in the absolute value of the partition function, and one reason for their large amplitude is that these absolute values almost reach zero (and the minima for these absolute values are smaller for smaller $\lambda_s$).

The expectation values all have a relatively small imaginary part, see Fig. 9 for the imaginary parts of the normalized expectation values for the areas. The oscillatory behavior of the imaginary
parts is similar to those of the real parts. Thus, as for the real parts, the (relative) size of the oscillations in the imaginary parts decreases with growing $\lambda^\ast$.

![Figure 9: Imaginary parts of expectation values for the areas.](image)

In summary, Regime II can be considered a reliable semiclassical regime for $\lambda^\ast \geq 10$. Whether one accepts Regime III and IV as semiclassical depends on what one considers as an acceptable mismatch from the classical values, and on the scale $\lambda^\ast$. For example, for $\lambda^\ast = 10$ the mismatch for $A_1$ in Regime III is around 10% whereas for $\lambda^\ast = 80$ it is within one percent.

![Figure 10: The panels show the absolute value of the partition function and expectation values for the areas $A_1$ and $A_2$ for the scale $\lambda^\ast = 1$.](image)

We have also calculated expectation values for $\lambda^\ast = 1$, see Fig. [10]. Here we do not see the same regimes as described above. Nonetheless, for this example we see that the absolute value of the partition function is a good indicator for the behavior of the expectation values. The absolute value of the partition function goes almost to zero for $\gamma \approx 0.75$ and for these value we see large mismatches. Given that this example is at a very small scale one might consider the expectation values for the interval between $\gamma \approx 0.15$ and $\gamma \approx 0.5$ as acceptable approximations—at least for $A_1$, which does not suffer from the mechanism described at the start of this section.

In this $\lambda^\ast = 1$ example, the number of area configurations is basically determined by the triangle inequalities, as the Gaussian $G$-factors are quite spread over the entire region of bulk areas allowed by the triangle inequalities. For our computations we excluded configurations from the partition function for which the product of the $G$-functions gave a value smaller than $10^{-10}$, see Appendix
for more details. For \( \lambda_s = 1 \) this does not exclude any value allowed by the triangle inequalities and the partition function is a sum over only 117 area triplets \((A_1, A_2, A_3)\). By contrast for \( \lambda_s = 20 \) we have a sum over 191,475 terms.

C. Examples with intermediate curvature angles

Next we consider a family of examples with intermediate curvature angles. The deficit angles, boundary lengths and areas, bulk areas, and scales are summarized in table III.

TABLE III: The lengths, areas, and deficit angles for the intermediate curvature examples. The parameters are defined in Sec. IV, Table I. Here we will consider scales \( \lambda = \lambda_s \ell_P \) with \( \lambda_s \in \{10, 20, 40\} \).

| lengths     | areas     | deficit angles |
|-------------|-----------|----------------|
| \(a = 5.590\sqrt{\lambda}\) | \(B_1 = 15\lambda\) | \(\epsilon_1^{\text{sol}} = 0\) |
| \(b = 8.944\sqrt{\lambda}\) | \(B_2 = 11\lambda\) | \(\epsilon_2^{\text{sol}} = -1.0405\) |
| \(c = 4.256\sqrt{\lambda}\) | \(B_3 = 10.5\lambda\) | \(\epsilon_3^{\text{sol}} = -1.0405\) |
| \(d = 4.027\sqrt{\lambda}\) | \(A_1^{\text{sol}} = 13.934\lambda\) | |
| \(t_{\text{sol}} = 1.850\sqrt{\lambda}\) | \(A_2^{\text{sol}} = 9.042\lambda\), \(A_3^{\text{sol}} = 8.095\lambda\) | |

The behavior of the expectation values as a function of the Barbero-Immirzi parameter \( \gamma \) can again be deduced from the behavior of the absolute value of the partition function. Fig. 11 shows the absolute value of the partition functions, as well as the expectation value for \( A_1 \) for a range \( 0 < \gamma < 3.0 \). The other expectation values show a very similar behavior.

We see that the relatively small oscillations in the absolute value of the partition functions are reflected in, at some places, quite large oscillations in the expectation value. The amplitudes of the oscillations in the expectation values are particularly large if the absolute values of the partition function are near zero.

The smallest value for which this happens is around \( \gamma \sim 0.6 \), and that is where the expectation values start to oscillate with a relatively large amplitude. Beyond this value of \( \gamma \) the expectation values mismatch the classical solutions by a considerable amount, even for regions where the absolute values of the partition functions are quite large. In the following we will therefore only discuss the range \( 0 < \gamma < 0.9 \).

Figure 11 shows also a zoom in of the range of \( 0.3 < \gamma < 0.8 \). Here the behavior is roughly similar to that of the small curvature example over the range \( 0 < \gamma < 2 \) in subsection VB. But there is an important difference: In the small curvature example the norms of the partition functions were generally larger for larger scale \( \lambda_s \). Thus, in the regimes III and IV, the norms tended to approach nearer to zero for smaller values of \( \lambda_s \). Accordingly, the oscillations in the expectation values tended to be larger for smaller \( \lambda_s \). By contrast, in the example here, the relative size of the norms changes with \( \gamma \): for \( \gamma < 0.2 \) the ordering is as in the small curvature case, but at around \( \gamma \sim 0.44 \) the order is inverted and the oscillations in the expectation values tend to be larger for larger values of \( \lambda_s \), starting with \( \gamma \approx 0.44 \). This means that, here, the argumentation of Eq. (2.5) applies, and having a large scale reduces the range of \( \gamma \) for which the expectation values approximate the classical solution well.

Roughly we have the following regimes for the current example:

- Regime I \( (\gamma \lesssim 0.05) \): The \( \gamma \) is too small (and correspondingly the oscillations of the amplitude in the path integral too slow) to lead to a reliable semiclassical regime. The onset of a reliable regime moves to smaller values of \( \gamma \) for growing \( \lambda_s \), and for \( \lambda_s = 10 \) it is around \( \gamma \sim 0.05 \).
Figure 11: Absolute value of the partition function and real part of the expectation value for $A_1$ for the example with medium size curvature angles.

- Regime II ($0.05 \lesssim \gamma \lesssim 0.18$): For this interval of $\gamma$, the expectation values show the most stable behavior and the best matching to the classical values. We have oscillations appearing throughout this regime but with very small amplitude.

- Regime III ($0.18 \lesssim \gamma \lesssim 0.3$): Here we have an interval with slightly larger oscillations—for the expectation value of $A_1$ these remain below 2%. The amplitudes of these oscillations are almost the same size for the different scales.

- Regime IV ($0.3 \lesssim \gamma \lesssim 0.38$): The expectation values show oscillations with an amplitude much smaller than in Regime III.

- Regime V ($0.38 \lesssim \gamma \leq 0.6$): The amplitudes of the oscillations are larger than in Regime III, and their size depends on $\lambda_s$. The amplitudes for $\lambda_s = 10$ and $\lambda_s = 20$ are roughly of the same size—reflecting the fact that the norm of the partition functions for this interval of $\gamma$ are approximately the same. Compared to these, the amplitudes for $\lambda_s = 40$ are much larger, as the norm for the $\lambda_s = 40$ partition function is much closer to zero. The maximal mismatch of the expectation value for $A_1$ from the classical value is approximately 15%.

- Regime VI ($0.6 \lesssim \gamma \leq 0.9$): The expectation values oscillate with large to very large amplitude, and the maximal mismatches grow with $\lambda_s$.

- Although one can also identify different regimes for $\gamma > 0.9$, we generically have rather large differences between expectation values and classical solutions.

Fig. 12 and Fig. 13 show the real part of the expectation values for the areas and for the deficit angles. While the Regimes II and IV still give the best agreement for the $A_2$ and $A_3$ expectation values, there is a small, but consistent mismatch in these regimes; this might be related to a similar
issue as in the small curvature case. The mismatch in Regime II is smaller for larger \( \lambda_* \) and in Regime IV smaller for smaller \( \lambda_* \).

A similar behavior can be observed for \( \epsilon_2 \) and \( \epsilon_3 \). For all three angles the matching is somewhat less perfect, but in Regime II the mismatch is smaller for larger \( \lambda_* \).

In summary, depending on the amount of mismatch one deems acceptable, one can declare Regime II-V as semiclassical, with Regime II showing minimal mismatches for sufficiently large scale. However, in regime V the (maximal) size of the mismatch is \( \lambda_* \)-dependent and grows with \( \lambda_* \), for \( \lambda_* \) larger than a certain threshold value of around \( \lambda_* = 20 \). Thus, one might not accept Regime V as semiclassical anymore for, say, \( \lambda_* = 40 \).

D. Examples with large curvature angles

The last family of examples we will discuss has relatively large deficit angles. The deficit angles, boundary lengths and areas, bulk areas, and scales are summarized in table IV.

Here we see again that the behavior in the norm of the partition function is reflected in the
TABLE IV: The lengths, areas, and deficit angles for the intermediate curvature examples. The parameters are defined in Sec. IV, Table I. Here we will consider scales $\lambda = \lambda_\ast \gamma^2 P$ with $\lambda_\ast \in \{1, 2, 4\}$. Note that these scales correspond approximately to the scales $\lambda_\ast = 10, 20, 40$ in the previous examples.

| lengths | areas | deficit angles |
|---------|-------|---------------|
| $a = 15.280\sqrt{\lambda}$ | $B_1 = 114\lambda$ | $\epsilon_1^{\text{sol}} = 4.193$ |
| $b = 19.140\sqrt{\lambda}$ | $B_2 = 116\lambda$ | $\epsilon_2^{\text{sol}} = -1.790$ |
| $c = 20.356\sqrt{\lambda}$ | $B_3 = 115\lambda$ | $\epsilon_3^{\text{sol}} = -1.1432$ |
| $d = 19.661\sqrt{\lambda}$ | $A_1^{\text{sol}} = 115.7\lambda$ | |
| $t_{\text{sol}} = 20.125\sqrt{\lambda}$ | $A_2^{\text{sol}} = 178.1\lambda$, $A_3^{\text{sol}} = 170.0\lambda$ | |

Figure 14: Absolute value of the partition function and real part of the expectation value for $A_1$ for an example with large curvature angles.

The behavior of the expectation values, see Fig. 14. Beyond $\gamma > 0.4$ we do not have a semiclassical regime and so we focus on $\gamma \lesssim 0.4$.

For $\gamma < 0.1$ the norm of the partition function is larger for larger $\lambda_\ast$. This order is however inverted for $\gamma > 0.2$ and the $\lambda_\ast = 4$ norm shows strongly oscillatory behavior, starting at approximately $\gamma \sim 0.15$. Thus, the oscillations of the expectation values in $\gamma$ will have larger amplitude for larger scale $\lambda_\ast$.

We can differentiate between the following regimes:

- **Regime I ($\gamma \lesssim 0.01$):** The $\gamma$ is too small to lead to a reliable semiclassical regime. The onset of a reliable regime moves to smaller values of $\gamma$ for growing $\lambda_\ast$.

- **Regime II (0.01 $\lesssim \gamma \lesssim 0.14$):** The (area) expectation values match well the classical values.
• Regime III (0.14 \lesssim \gamma \lesssim 0.34): The expectation values show oscillations, with an amplitude depending quite strongly on the scale. For \( \lambda_* = 1 \) the maximal mismatch for \( A_1 \) is under 10\%, and for \( A_2 \) it is between 10\% and 20\%. For \( \lambda_* = 4 \) the oscillations are too large for this regime to be considered semiclassical.

• Regime IV (0.34 \lesssim \gamma \lesssim 0.6): The expectation values for \( \lambda_* = 1 \) and \( \lambda_* = 2 \) are strongly oscillating, and this regime cannot be considered semiclassical.

The areas are quite well matched in Regime II, see Fig. [15], but this is less the case for the deficit angles, see Fig. [16]. There is also more of a systematic mismatch for the deficit angles in Regime III for \( \lambda_* = 2 \) and, less so, for \( \lambda_* = 1 \).

![Figure 15](image15.png)

Figure 15: Real part of the expectation value for bulk areas normalized with corresponding classical values for an example with large curvature angles and for scales \( \lambda_* = 1 \) (red), \( \lambda_* = 2 \) (blue) and \( \lambda_* = 4 \) (green).

![Figure 16](image16.png)

Figure 16: Real part of the expectation value for deficit angles \( \epsilon_1, \epsilon_2 \) and \( \epsilon_3 \) for an example with large curvature angles and for scales \( \lambda_* = 1 \) (red), \( \lambda_* = 2 \) (blue) and \( \lambda_* = 4 \) (green).

To summarize, in contrast to the low curvature example, the identification of a semiclassical regime is, for this example, quite strongly scale dependent. Regime II can be considered as semiclassical for \( \lambda_* = 1, 2 \) and \( \lambda_* = 4 \). Regime III is not semiclassical anymore for \( \lambda_* = 4 \), and depending on how much mismatch one wants to accept for the deficit angles, one may only declare a part of Regime III semiclassical for \( \lambda_* = 2 \).
We could therefore argue that the heuristic argument leading to equation (2.6), which suggested a $\gamma$-dependent bound on the scale for the semiclassical regime, applies in this example. However, we see also here, that an important factor determining a reliable semiclassical regime is the occurrence of oscillations in the norm of the partition function as a function of $\gamma$.

E. Summary of behavior found in the examples

We have uncovered a surprisingly rich behavior of the expectation values with varying Barbero-Immirzi parameter $\gamma$, different scales, and different classical curvature values.

The arguments in [8] and in section II suggested a bound $\gamma\sqrt{\epsilon} \lesssim O(1)$ for the identification of a semiclassical regime. Our results suggest some nuance in this bound. We have seen, in particular, that the identification of a semiclassical regime depends a lot on the appearance of oscillations at certain threshold values for $\gamma$:

- We found a semiclassical regime for all examples. The upper bounds on $(\gamma, \lambda_*)$ for this regime depend heavily on the bulk curvature.
- One needs a minimal amount of oscillations in the amplitude, and therefore a minimal value for the Barbero-Immirzi parameter, for a semiclassical regime to emerge. We find that this minimal value is quite small: for the low curvature example the areas are well approximated

![Figure 17](image-url)
for values starting at $\gamma \approx 0.05$, and for the large curvature case for values starting at $\gamma \approx 0.02$. For context, one can compare to the regimes of $\gamma$ preferred in the LQG literature on black hole entropy. There is some spread in results reported in the literature that has to do with the specifics of the model considered, e.g. the gauge group and the number of spins taken to contribute to the entropy [47–49]. Nonetheless, the most frequently used values range from [0.12, 0.35]. While in the largest curvature example that we presented the semiclassical regime begins to degrade at the large end of this interval, for the most part this interval sits squarely amongst the values where we found semiclassical behavior.

• Whether a certain regime is acceptable or not as semiclassical seems to depend mostly on the appearance of oscillations in the expectation value as a function of $\gamma$. Surprisingly, these oscillatory regimes appear at approximately the same values of $\gamma$ for different scales. But the smallest $\gamma$-value for which they appear depends on the bulk curvatures—for the lowest curvature example these regimes appear for larger $\gamma$’s as compared to the larger curvature examples.

• A regime with oscillatory behavior might still be acceptable as semiclassical if the oscillations come with a relatively small amplitude. The amplitude of the oscillations in a given regime is scale dependent in a way that depends on the bulk curvature, and—in the intermediate curvature example—also on the $\gamma$-values. In particular, for the example with small curvature the larger scale examples show smaller scale oscillations, whereas for the large curvature example larger scale leads (in the relevant regimes) to larger oscillations. For the intermediate curvature example, we have the small curvature behavior for smaller values of $\gamma$ and the large curvature behavior for larger values of $\gamma$. This behavior seems to be determined by the relative size of the absolute values of the partition functions for the different scales $\lambda_*$.

• The oscillatory regimes for the expectation values can be predicted from the oscillatory regimes appearing for the absolute value of the partition function $|Z|$, see Fig.17. Oscillations with large amplitude appear for the expectation values if $|Z|$ oscillates around a relatively small average.

• We have also seen that systematic mismatches between expectation values and classical values can appear, e.g., in the very small curvature examples for $A_2$ and $e^2$. These mismatches can be explained by considering the region of bulk areas allowed by the triangle inequalities and the $G$-factors, and the position of the classical solution within this range. Mismatches tend to appear if the classical solution is very near the boundary of this region. For the low curvature example, where such mismatches appear, their size does get smaller (in the appropriate semiclassical regimes) for larger scales $\lambda_*$. The fact that, for the small curvature regime, we find better matching for larger scales is quite encouraging for the prospects of finding a suitable continuum limit. In a continuum limit we would expect small curvature per triangle. The results here indicate that, for almost flat continuum configurations, we can use a discretization with a relatively large lattice constant, and still expect a semiclassical regime.

We have computed the expectation values for a number of other examples. These other examples could always be classified as having small or large curvature, or as a cross-over between these two cases, like the medium curvature example presented above. According to their classification they showed very similar behavior as for the examples illustrated here.

The behavior uncovered here opens up many questions for future research. It would be good to understand why the oscillatory regimes appear—we conjecture that it is due to certain resonances,
e.g., between the frequency of the phase and the discrete spectra of the areas. Such an understanding would also help us to predict whether this behavior might be stable if we change certain features in the definition of the partition function, such as the area spectrum or the measure in the path integral. In any event, our computations show that the effective spin foam models are very amenable to numerical computations, and such changes can also be studied more directly through numerical explorations.

VI. DISCUSSION

Loop quantum gravity [3] suggests that, for quantum gravity in four spacetime dimensions, areas, instead of lengths, are the fundamental variables. In this approach the areas have a discrete, asymptotically equidistant, spectrum. This leads to interesting proposals for the origin of black hole entropy [7] and resonates with more recent developments on deriving geometry from entanglement [50], e.g., via holographic tensor network states [71].

Spin foam models, which implement a regularized dynamics for loop quantum gravity, are computationally challenging [30]. An explicit check of whether, in the semiclassical limit, one regains the classical equations of discretized gravity, has so far been outstanding. Indeed, concerns have been voiced [26, 27], that the semiclassical limit imposes a flat dynamics in the $\hbar \to 0$ limit.

Using the recently introduced effective spin foam model [8]—which was designed, in part, to be particularly numerically efficient—we have performed the first explicit test of how the equations of motion are implemented in effective spin foams. To this end we simulated a triangulation with an inner edge, which provides a non-trivial equation of motion, but still allows us to perform the calculations on laptop computers for a rather wide range of parameters.

This illustrates the efficiency of the effective spin foam models; they are the simplest and numerically fastest spin foam model available to date. The quantum simulations performed here are in excellent agreement with expectations from the classical theory. They do, however, exhibit the surprising feature predicted in [8]: their semiclassical regime has a non-trivial dependence on the model’s parameters. The simple limit $\hbar \to 0$ (or $j \to \infty$), with fixed Barbero-Immirzi parameter $\gamma$ and curvature, will not, in general, recover the classical equations of motion.19

This is due to the weak implementation of certain constraints, which ensure a proper gluing between the simplicies. For spin foams, as well as other discrete models of quantum gravity, simplices serve as elementary building blocks of the triangulated spacetime. An exact gluing of simplices would ensure an unambiguous association of length variables to the edges of the triangulation. However, the discreteness of the area spectra prevents an exact gluing. This also shows up in the algebra of the constraints, which do not commute, rendering these constraints second class. The noncommutativity of the constraints is proportional to $\hbar$ and can be viewed as a quantum anomaly. These second class constraints cannot be imposed exactly, they are imposed weakly—but as strongly as allowed by the constraint algebra—in the effective spin foam models.

In order to better understand the generality of this feature of the effective spin foam models, we have introduced a simple toy model where constraints on the path integral can be imposed both strongly and weakly. This toy model shows that a non-trivial dependence of the semiclassical regime on model parameters should be understood as a general feature of the quantization of

---

19 Instead of imposing flatness, this limit leads to a complicated behavior for the expectation values, illustrated by a variety of oscillatory regimes, see section V. We conjecture that this is due to the discreteness of the areas, which, in interplay with the oscillatory phase of the amplitude, can lead to resonance effects. In contrast, the analysis that leads to the so-called flatness problem [26] replaces the sum over area values with an integral over continuous area variables, and misses these resonances.
systems with second class constraints. It illustrates, in particular, that the semiclassical regime of the theory cannot be understood simply as the $\hbar \to 0$ limit, but rather requires the tuning of additional parameters.

This sheds light on one aspect of the consternation surrounding the flatness problem of loop quantum gravity. While the $\hbar \to 0$ limit is sufficient for understanding the asymptotic behavior of a single 4-simplex of a spin foam theory, it will not suffice for understanding the semiclassical regime of a full complex, which requires the weak imposition of constraints discussed above. The toy model also helps in understanding other features that are apparent in the numerical results found for the effective spin foams. A weak imposition of constraints leads to a complex action, and such an action will, generically, lead to complex expectation values.

Certainly, a prerequisite for a semiclassical regime is that the imaginary parts of expectation values (of hermitian observables) should be small. This issue can be studied in more detail using, e.g., tools from Picard-Lefschetz theory [33]. However, numerical treatment of the toy model allows us to go beyond this continuum analysis and to replace the path integral with a discrete sum and to study finite summation ranges. We find that strong deviations are to be expected if the discretization scale becomes comparable to or even larger than the wavelength of the oscillatory part of the amplitude. This happens, in particular, in the $\hbar \to 0$ limit.

While we continue to develop our analytic understanding, effective spin foams also open the door to explicit numerical explorations of the semiclassical regime. Our simulations have revealed a multitude of interesting and unexpected behavior, both for the partition functions and the expectation values of the effective spin foam models, and their dependencies on the Barbero-Immirzi parameter, the scale (or spin $j$), and the curvature. We have studied three different curvature regimes: low, intermediate and large curvatures. In each case we identified a semiclassical regime where an, in general, interdependent range for the scale $\lambda_*$ and the Barbero-Immirzi parameter $\gamma$ gave expectation values that were reasonably good approximations to the classical values.

Surprisingly, we found that the acceptable range for $\gamma$ only depends for larger curvature on the scale $\lambda_*$ (at least in the range of scales we considered). This is due to an onset of oscillatory behavior in the expectation values, which seem to happen almost always for the same values of $\gamma$, independently of $\lambda_*$. Moreover we find that, for the low curvature case, the semiclassical regime is not bounded by a maximal value for the scale. In fact, the naive semiclassical limit $j \to \infty$ rather seems to ‘work’ here. This is good news for the prospects of regaining diffeomorphism symmetry via a continuum limit [42, 52]: in such a limit one distributes the curvature over many building blocks leading to small curvature values per building block. Discrete diffeomorphisms act by changing locally the scale [46, 53], so it is fortuitous that a semiclassical regime does not seem to imply a bound on the scale.

We have tested a particular triangulation with a non-trivial equation of motion. But we believe that our conclusions will hold for more general triangulations, where the scale and curvature of the bulk can be controlled through the boundary data.

A crucial question will be whether and how the semiclassical regime survives a continuum and refinement limit [32]. To this end it will be crucial to understand how the weak implementation of the second class constraints interacts with a coarse graining and renormalization flow. This question can also be studied directly in the continuum, e.g. using the family of models described in [54].

The numerical explorations in this paper have opened up interesting questions that can be investigated in future work. These include a better understanding of the onset of oscillatory behavior of the expectation values as functions of the Barbero-Immirzi parameter $\gamma$, which we have found to be foreshadowed by the oscillatory behavior of the absolute value of the partition function. We are also interested by certain features of the absolute value of the partition function, for example,
its oscillatory regimes and its maxima, which seem to be independent of scale. Knowing how this behavior can be explained will help us to estimate whether such behavior is stable when one changes certain details of the model, and whether a similar behavior can be expected also from other spin foam models. First steps to generalize the results of this paper to the Lorentzian case have been made in [6]. One should furthermore allow for triangulations constructed from constant curvature simplices, which are connected to the cosmological constant, infrared finiteness, and course graining and renormalization flow [55–67].

Appendix A: Generalized triangle inequalities

An Euclidean flat $n$-simplex is the smallest convex set that contains $n + 1$ points (vertices) $p_0, p_1, \cdots, p_n \in \mathbb{R}^n$. The edge lengths $l_{ij} = |p_i - p_j|$ of the $n$-simplex are given by the distances between all pairs of vertices. With these edge lengths we form an $n \times n$ matrix $M$ with entries

$$m_{ij} = l_{0i}^2 + l_{0j}^2 - l_{ij}^2 \equiv 2\langle p_i, p_j \rangle.$$  \hfill (A1)

Then, the edge lengths $l_{ij}$ determine an $n$-simplex, if and only if the matrix $M$ has real and positive eigenvalues, that is, if $M$ is positive definite [68, 69].

The matrix $M$ is symmetric and hence the conditions on the eigenvalues can be translated to determinants, i.e., the principal minors of $M$ should have positive determinants. This gives the generalized triangle inequalities for an $n$-simplex. For a triangle $t$ with edge lengths $(a, b, c)$, the determinant of the corresponding matrix $M$ is given by

$$\text{det}(M) = (a + b + c)(a + b - c)(c + a - b)(b + c - a),$$  \hfill (A2)

and hence $\text{det}(M) > 0$ leads to the triangle inequalities $a + b > c, a + c > b, b + c > a$.

This expresses the triangle inequalities in terms of lengths. To obtain the inequalities for a 4-simplex in terms of areas, one has to use one of the roots expressing the lengths of this 4-simplex as a function of its areas. That is the triangle inequalities in term of the areas will depend on the choice of root.

Appendix B: On the roots of the area-length equations

One advantage of the symmetry reduction, which we employ for the triangulation described in section [IV] is that the system of equations determining the lengths from the areas of a given simplex simplifies considerably. In fact, one can still solve this system analytically.

Let us consider the simplices of type I—the discussion for type II proceeds in the same way. For a simplex of type I we have four length parameters $(t, a, b, c)$ and four area parameters $(B_1, B_2, A_1, A_2)$. These are connected by the following system of equations

$$B_1 = A(a, a, b),$$

$$B_2 = A(a, a, c),$$

$$A_1 = A(a, a, t),$$

$$A_2 = A(c, c, t),$$

where $A(x, y, z) = \frac{1}{4}\sqrt{2x^2y^2 + 2x^2z^2 + 2y^2z^2 - x^4 - y^4 - z^4}$ is the area of a triangle with edge lengths $x, y,$ and $z$. All equations are of the form $A(x, x, z) = A$ and one can solve one of these equations for either $x$ or $z$:

$$x^2 = \frac{16A^2 + z^4}{4z^2},$$

$$z^2 \pm = 2(x^2 \pm \sqrt{x^4 - 4A^2}).$$  \hfill (B5)
Thus, we get a unique (positive length) solution if we solve for the edge length appearing twice in the triangle, and two (positive length) solutions if we solve for the edge length appearing only once. For the latter case, the two solutions agree, if \(2x^2 = z^2 = 4A\), that is, if the triangle has a right angle between the two \(x\)-edges.

To solve the system of equations \([B1]-[B4]\) one can proceed as follows:

- Solve \([B4]\) for \(c\), resulting in a unique solution \(C^{(1)}(A_2,t)\).
- Solve \([B3]\) for \(t\), which gives two solutions \(T^{(1)}_{1,2}(A_1,a)\).
- Setting \(t = T^{(1)}_{1,2}(A_1,a)\) in \(C^{(1)}(A_2,t)\) gives two solutions \(C^{(2)}_{1,2}(A_1,A_2,a) = C^{(1)}(A_2,T^{(1)}_{1,2}(A_1,a))\).
- Setting \(c = C^{(2)}_{1,2}(A_1,A_2,a)\) in Eq. \([B2]\) gives an equation (for each choice of \(t\)-solution) involving the length \(a\) and the areas \(A_1, A_2, B_2\). We can solve each of these equations for \(a\), which gives two positive length solutions for each equation. We seem to have reached four different solutions for \(a\). However, there are two pairs of solutions that agree with each other, and we are still left with only two solutions \(A_{1,2}(B_2,A_1,A_2)\). Inserting these solutions \(A_{1,2}\) into \(C^{(2)}_{1,2}\) and \(T^{(2)}_{1,2}\) (matching the sub-indices) we get two solutions for \(t, a\) and \(c\) in terms of \(A_1, A_2, B_2\).
- Finally, we solve Eq. \([B1]\) for \(b\), leading to two solutions \(B^{(1)}_{1,2}(B_1,a)\). Replacing \(a\) with \(A_{1,2}(B_2,A_1,A_2)\) in \(B^{(1)}_{1,2}\) gives four different solutions \(B^{(2)}_{ij}(B_1,B_2,A_1,A_2) = B^{(1)}_{ij}(B_1,A_j(B_2,A_1,A_2))\).

We can furthermore consider the Jacobian \(\partial A_t/\partial l_1^2\) of this system. The determinant of this Jacobian vanishes for configurations satisfying

\[
(i) \quad t = 0, \quad \text{or} \quad (ii) \quad b^2 = 2a^2, \quad \text{or} \quad (iii) \quad t^2 = \frac{2c^2(4a^2 - c^2)}{2a^2 + c^2}.
\]

Around these length configurations the areas cannot be inverted for the lengths. Indeed, if \((i)\) holds we are left with three non-vanishing length parameters but only two non-vanishing area parameters.

Mapping the length configurations satisfying \((ii)\) to the area configuration space gives points where the \(B^{(2)}\) roots coincide pairwise, that is \(B^{(2)}_{ij} = B^{(2)}_{ji}\). The configurations \((iii)\) describe areas for which \(A_1 = A_2\) and \(T^{(2)}_1 = T^{(2)}_2\) and \(C^{(2)}_1 = C^{(2)}_2\), and therefore \(B^{(2)}_{11} = B^{(2)}_{22}\).

The condition \((ii)\) is satisfied if the triangle with edge lengths \((a,a,b)\) has a right angle. Condition \((iii)\) connects the lengths of more than one triangle. It is satisfied, if both triangles \((a,a,c)\) and \((a,a,t)\) are right-angled, or if both triangles \((c,c,t)\) and \((a,a,t)\) are right-angled. (However, these configurations do not exhaust the points in \((iii)\).) Generally this condition is not satisfied if only one of the triangles is right-angled.

We see that a given set of area values may correspond to several sets of length values. In our case the maximal number of length configurations corresponding to a given set of areas is four, but this number can be smaller as the triangle inequalities might forbid some of the area configurations.

Adding the 3D dihedral angles to the area variables one can distinguish between the different length solutions. The 3D angles can, however, be expressed as (four different) functions of the areas, that is, we only need a discrete amount of information from the 3D angles to distinguish between the roots.
Figure 18: This shows the two roots (in blue and yellow) for the $t$-lengths $T_{1,2}^{(2)}$ as parametric curves of $t$ where $A_1 = A(a,a,t)$ and $A_2 = A(c,c,t)$ are varying, with $B_1 = A(a,a,b)$ and $B_2 = (a,a,c)$ as inputs and fixed $a = 10.7$, $b = 13.7$ and $c = 10.9$. The green shaded region indicates the $t$-range where the generalized triangle inequalities for the yellow root is satisfied. The triangle inequalities are satisfied over the entire shown $t$-range for the blue root. To reconstruct the length parameter $t$ one has to glue part of the blue root to a part of the yellow root at the point where these roots meet.

Note that in order to describe a given one-parameter family of lengths in terms of areas and 3D angles, e.g. a family where $(a,b,c)$ are fixed, whereas $t$ provides the parameter, might require to change roots at the point, where the roots meet. Fig. 18 shows an example.

In this work we want to concentrate on our main aim, which is to test whether implementing second class constraints weakly can lead to a satisfactory semiclassical dynamics. We will therefore avoid configurations where such a change in roots along the $t$-parameter family of configurations appears and will leave the study of (quantum) effects resulting from such root ambiguities for future work.

Appendix C: Remarks on the implementation of the numerical computation

For the computation of the expectation values (5.1) we have to sum over three—a priori unbounded—variables $j_{A_1}, j_{A_2},$ and $j_{A_3}$. This infinite sum can be changed into a finite one by making use of the generalized triangle inequalities. Including only area configurations for which the generalized triangle inequalities (see Fig. 19) are satisfied leads to a sum over finitely many terms. The triangle inequalities are invariant under a global rescaling, so the number of configurations allowed by the triangle inequalities scales with $\lambda^3$. If we were to work with length Regge calculus, we would only have one bulk variable, and assuming an equidistant discretization of this variable, the number of summands would grow more slowly with $\sqrt{\lambda}$.

We can reduce the number of summands by making use of the $G$-factors, which exponentially suppress those configurations that do not satisfy the shape matching constraints. For the computation of our examples we included only configuration for which the product of the three $G$-factors satisfies $G^1 G^II G^B \geq 10^{-10}$ and for which the generalized triangle inequalities are satisfied.

The following table shows how the number of configurations scales with $\lambda$, for the example with very small curvature:

| $\lambda$ | 1     | 10    | 20    | 40    | 80    |
|-----------|-------|-------|-------|-------|-------|
| $\sharp$ config. | 117   | 73,264 | 119,475 | 573,878 | 1,947,237 |
The number of configurations grows approximately as $\lambda_*^2$ for larger $\lambda_*$. Thus the reduction in the number of summands is particularly impactful for larger $\lambda_*$. This is because the widths of the Gaussian $G$-factors scale as $\sqrt{\lambda_*}$, whereas the linear extent of the region allowed by the triangle inequalities grows as $\lambda_*$, see Fig. 19.

One might be concerned about the error that is introduced by including only terms with $G^IG^IG^B \geq 10^{-10}$ into the sum. For the large curvature example with $\lambda_* = 2$ we computed the expectation values with a summation including $G^IG^IG^B \geq 10^{-10}$ terms as well as with a summation including $G^IG^IG^B \geq 10^{-15}$ terms. The number of terms in these two cases is 194,718 and 238,215 respectively. The maximal difference between the normalized $A_1$-expectation values (in a range of $0 \leq \gamma \leq 1$) was smaller than $10^{-7}$, and the differences are not visible at all for the plots of the various expectation values shown in section V D.

Computations have been performed with Mathematica on laptops. The computation of all expectation values (for real and imaginary parts of three areas and three deficit angles as well as three area variances) and the production of the corresponding plots over $\gamma$ took—in, e.g., the large curvature case and the largest scale considered—approximately 9-12 hours of computational time. Here, it is the production of the 18 plots showing the various expectation values as continuous functions of $\gamma$ which took the most time. The computation of the expectation values for a given value of $\gamma$ takes less than 15 minutes. Mathematica files with example computations are available upon request from the authors.
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