Title
A global identifiability condition for consensus networks on tree graphs

Permalink
https://escholarship.org/uc/item/82m9c5zh

Authors
Nabavi, Seyedbehzad
Chakrabortty, Aranya
Khargonekar, Pramod P

Publication Date
2015

DOI
10.1109/acc.2015.7170999

Copyright Information
This work is made available under the terms of a Creative Commons Attribution License, available at https://creativecommons.org/licenses/by/4.0/

Peer reviewed
Abstract—In this paper we present a sufficient condition that guarantees identifiability of linear network dynamic systems exhibiting continuous-time weighted consensus protocols with acyclic structure. Each edge of the underlying network graph \( \mathcal{G} \) of the system is defined by a constant parameter, referred to as the weight of the edge, while each node is defined by a scalar state whose dynamics evolve as the weighted linear combination of the states of its neighboring nodes. Following the classical definitions of identifiability and indistinguishability, we first derive a condition that ensure the identifiability of the edge weights of \( \mathcal{G} \) in terms of the associated transfer function. Using this characterization, we propose a sensor placement algorithm that guarantees identifiability of the edge weights. We describe our results using several illustrative examples.

Index Terms—Identifiability, consensus networks, Markov parameters, graph theory, parameter estimation

I. INTRODUCTION

In order to design and analyze monitoring and control algorithms for a networked dynamic system (NDS) using model based approaches, system identifiability is an important question, i.e., whether the dynamic model of the network can be identified uniquely using available input-output data. This is particularly true for safety-critical networks such as aerospace systems [1] and power systems [2], where model parameters change due to changes in operating conditions, loads, traffic congestion, and network topologies. Consequently, the network model needs to be identified on suitable time scales so that control decisions can be made based on the relevant model. For example, as shown in [3], operators of large power systems typically prefer updating their system models every ten to twenty minutes so that they can predict and control the oscillations in the power-flows with highest accuracy.

Clearly, model identification depends on input-output data which in turn depends on the placement of sensors in the network. A key question therefore, is on which nodes in the network should one place sensors so that the resulting measurements can guarantee identifiability of the network model? In this paper we answer this question for linear consensus networks defined over acyclic or tree-structured graphs. Such graphs are commonly encountered in power systems [4] and social networks [5], [14]. Each edge of the network graph \( \mathcal{G} \) is defined by a constant positive parameter, referred to as the weight of the edge, while each node is defined by a scalar state whose dynamics evolve as the weighted linear combination of its difference with the states of its neighboring nodes. Our goal is to find a set of outputs from which the edge weights of \( \mathcal{G} \) can be identified uniquely. Using the classical notion of identifiability, we frame the problem in terms of relating these edge weights with the Markov parameters of the model, or equivalently, with its transfer function. Thereafter, we propose a sensor placement algorithm that guarantees global identifiability of the edge weights from the resulting input-output measurements. We also derive an expression for the number of sensors needed to uniquely identify a complete set of edge weights.

We wish to emphasize that our objective is not to derive network identification algorithms such as those in [6]–[8]. Rather, our goal is to find a sufficient set of nodes in a consensus graph where sensors should be placed so that the measurements available from these sensors may allow one to identify the edge weights of a graph uniquely. Analysis of identifiability is the first step in identification process before selection of a specific identification algorithm. To illustrate the fact that this is non-trivial, consider two line graphs shown in Figs. [1a] and [1b]. The graphs have different edge weights but their input-output transfer functions are both equal to:

\[
\frac{Y_1(s)}{U_1(s)} = \frac{Y_2(s)}{U_2(s)} = \frac{4.5}{s^4 + 12s^3 + 33s^2 + 18s}. \tag{1}
\]

Therefore, regardless of the specific identification algorithm, it is impossible to distinguish these two graphs from each other from the input-output data. Our objective is to develop a sensor placement strategy that guarantees this distinguishability.
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Fig. 1. Two networks with the same input-output transfer function as shown in [1]
bility globally over all admissible parameter values defining the edge weights of tree graphs such as those in Networks 1 and 2.

Identifiability of linear-time invariant (LTI) systems has been studied for the last several decades [9]–[14] and many standard textbooks on the topic are available. However, not many of these results have been translated to identifiability of a network, and even less so from a graph-theoretic point of view. This is because the conventional tests of identifiability, which are mostly formulated as rank tests of Jacobian matrices, quickly become intractable when one attempts to interpret them in terms of the properties of a graph. Some important research efforts have been made in the recent work of [15], which provide necessary and sufficient conditions for identifiability of consensus networks with unweighted digraphs. Extensions of these necessary conditions have been presented in [16] for graphs with random processes. Relationships between the transfer function of an unweighted graph and its structural properties (such as the number of spanning trees) have been presented in [17]. Another interesting result is presented in [18], where the objective is to detect the loss of an edge in a graph using statistical estimation methods such as maximum a posteriori estimation. In contrast to these results, in this paper we present estimation methods such as maximum a posteriori estimation. An interesting result is presented in [18], where the objective is to detect the loss of an edge in a graph using statistical estimation methods such as maximum a posteriori estimation.

We first state the basic definition of identifiability in terms of parameter sets are called identifiable if for all parameter vectors the output matrix is the number of the edges of the minimum path connecting any two nodes. A rooted graph is a graph with a special node labeled as root and all other nodes are ordered with respect to the root. A leaf in a tree is a vertex which has only one neighbor. The weighted Laplacian matrix of graph $G$ denoted by $L$ is defined as

$$[L]_{i,j} = \left\{ \begin{array}{ll} -w_{i,j} & i \sim j \\ w_{i,k} & i = j \\ 0 & \text{otherwise} \end{array} \right. \quad (2)$$

where $[,]_{i,j}$ denote the $(i,j)^{th}$ element of a matrix. It can be verified that the matrix $L$ is symmetric for undirected graphs [19].

### III. Problem Formulation

Consider a single-input linear consensus network model of the form

$$\dot{x}(t) = L(W)x(t) + Bu(t), \quad y(t) = Cx(t), \quad x(0) = 0, \quad (3)$$

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}$ is the input, $y(t) \in \mathbb{R}^h$ is the output, the state matrix $L(W) = -L \in \mathbb{R}^{n \times n}$, $W \in \mathbb{R}^{1 \times 1}$, and $C \in \mathbb{R}^{h \times n}$, where the rows of $C$ are indicator vectors implying that the outputs are a set of specific states. Our objective is to find the matrix $C$ such that, for any given $G$, we can uniquely identify the parameter vector $W$ from the available state measurements. We develop a node selection algorithm such that if sensors are placed at these selected nodes, then $W$ is uniquely identifiable. We first state the basic definition of identifiability in terms of parameter indistinguishability introduced in [12] as the starting step for our objective.

**Definition 1: Indistinguishability and Identifiability** [12]:

Consider two consensus models (3) for two parameter vectors $W$ and $W'$, let $u$ and $u'$ denote the inputs, and let $y$ and $y'$ denote the outputs of these two systems. These two parameter sets are called indistinguishable if for all $u = u'$, $y = y'$. If $W$ and $W'$ are not indistinguishable, they are simply referred to as distinguishable. A parameter vector $W$ is said to be globally identifiable if for all $W' \neq W$, $W$ and $W'$ are distinguishable.

A necessary and sufficient condition for indistinguishability is as follows [12]: the parameter vectors $W$ and $W'$ are indistinguishable if and only if

$$C L^{\ell}(W) B = C L^{\ell}(W') B, \quad \ell \geq 0. \quad (4)$$

A parameter vector $W$ is said to be globally identifiable if it implies $W = W'$ [12].

**Remark:** Based on Definition 1, a parameter vector $W$ is identifiable if the mapping from $W$ to the transfer function from $u$ to $y$ is one-to-one. Consequently, identifiability depends only on the controllable/observable subsystem.

In the following section we derive an algorithm to design the output matrix $C$ in [3] that guarantees global identifiability of $W$ following from Definition 1.
IV. A SENSOR PLACEMENT ALGORITHM
GUARANTEEING IDENTIFIABILITY OF EDGE WEIGHTS

A. Main Result

We start by assuming that $G$ in (3) is a rooted tree graph $T$ with the root node labeled as 1. This root node is also assumed to be the node where the input $u(t)$ enters. Let $p$ denote the length of the longest path from any node of $T$ to the root. One can then define generations $S_0$, $S_1$, $S_2$, $S_3$, as subsets of $V(T)$ such that

$$S_i = \{v \in V(T) : d(v, 1) = i\}. \quad (5)$$

If $v_i \in S_k$ and $v_j \in S_{k+1}$ and $v_j$ is a neighbor of $v_i$, then $v_i$ is referred to as the parent of $v_j$, and $v_j$ a child of $v_i$. If multiple nodes have a common parent, then they are referred to as siblings. It can be shown that $S_j$ can be partitioned into $|S_{j-1}|$ sets of nodes that are siblings, where $|.|$ denotes the number of elements of a set. $S_j^m$ is the set of nodes in $S_j$ that are the children of the node $k \in S_{j-1}$. For example, for the $T$ shown in Fig. 3 a $S_0 = \{1\}$, $S_1 = \{2\}$, $S_2 = \{3, 5\}$, $S_3 = \{4, 6\}$. Also, node 1 is the parent of node 2, node 2 is the only child of node 1, and nodes 4 and 6 are siblings.

Using these definitions, we next state the following two lemmas to construct the proposed sensor placement algorithm. For all the results from this point onward, we will use $L_{i,j} = L_{j,i} = w_{i,j} = w_{j,i}$ interchangeably following from (2) and the definition of $L$. Also, we will drop the argument of $L(W)$ and simply denote it as $L$.

Lemma 1: If $G = T$ in (3), where $T$ is a rooted tree, then the following relationship holds:

$$L^k_{i,j} = \begin{cases} 0 & 0 \leq k \leq d(i, 1) - 1 \\ \mathcal{W}(P_{i,1}) & k = d(i, 1) \end{cases}, \quad (6)$$

where $P_{i,1}$ is the unique path of length $d(i, 1)$ connecting nodes $i$ and 1.

Proof: The proof follows from the induction on $k$.

- $k = 1$: If $d(i, 1) \geq 2$, that is, nodes $i$ and 1 are not neighbors, then $L^1_{i,j} = 0$. If $d(i, 1) = 1$, that is, nodes $i$ and 1 are neighbors, then $L^1_{i,1} = w_{i,1} = \mathcal{W}(P_{i,1})$.

- $k = n > 1$ where $n$ is an integer: By induction we assume that $L^n_{i,1} = 0$ for all nodes $i$ where $d(i, 1) \geq n + 1$. Also, we assume $L^n_{i,1} = \mathcal{W}(P_{i,1})$ for all nodes $i$ where $d(i, 1) = n$.

- $k = n + 1$: We next consider an arbitrary node $j$ where $d(j, 1) \geq n + 2$. Following the definition of matrix product $L^k = L^{k-1}$, one can write the following relationship for any arbitrary node $v \in V$

$$L^k_{v,j} = \mathcal{W} \left( \sum_{\ell \in S_\ell^j} L^\ell_{v,\ell} L^{k-1}_\ell, j \right). \quad (7)$$

Therefore, using (6), we can write the following relation for node $j$

$$L^{n+1}_{j,1} = \mathcal{W} \left( \sum_{\ell \in S_\ell^j} L^\ell_{j,\ell} L^n_{\ell,1} + \sum_{\ell \in S_\ell^j} L^\ell_{j,\ell} L^{n+1}_\ell,1, j \right). \quad (8)$$

where $q$ is the parent of $j$, and $S_j^q$ is the set of the children of node $j$. Since $d(q, 1) \geq n + 1$, $d(j, 1) \geq n + 2$, and $d(\ell, 1) \geq n + 3$ for $\ell \in S_\ell^q$, due to the induction assumption we conclude $L^n_{q,1} = 0$, $L^n_{j,1} = 0$, and $L^n_{\ell,1} = 0$, respectively. Therefore, $L^{n+1}_{j,1} = 0$.

- We next consider node $m$ where $d(m, 1) = n + 1$. Using (6) we can write

$$L^{n+1}_{m,1} = \mathcal{W} \left( \sum_{\ell \in S_\ell^m} L^\ell_{m,\ell} L^n_{\ell,1} \right). \quad (9)$$

where $q'$ is the parent of $m$, and $S_m^q$ is the set of the children of $m$. Since $L^n_{m,1} = 0$ for $\ell \in S_\ell^m$, and $L^n_{q',1} = \mathcal{W}(P_{q',1})$ from the induction assumption, it can be concluded that $L^{n+1}_{m,1} = 0$.

Lemma 2: Consider a node indexed as $v$ in a weighted graph $G$ and its neighboring nodes denoted by $v_1$ through $v_n$. Let $H$ be a subgraph of $G$ induced by the set of all edges incident to $v$ as illustrated in Fig. 2. Let $L = -L$, where $L$ is the weighted Laplacian matrix of $G$. Let $\mathcal{W}(H)$ denote the weights of all edges belonging to $H$. Then, $L^H_{v,1}$ can be uniquely computed from $\mathcal{W}(H)$ and $L_{m,1}$, $m \in \mathcal{W}(H) \{v\}$, $\forall i \geq 1$.

![Fig. 2. The subgraph $H$ defined in Lemma 2](image)

Proof: Noting that (6) holds for $L$ belonging to any type of graphs (cyclic and acyclic), we can write:

$$L^{i+1}_{v,1} = \mathcal{W}_{v,v} [L^i_{v,1}] + \mathcal{W}_{v,v_1} [L^i_{v_1,1}] + \cdots + \mathcal{W}_{v,v_{i-1}} [L^i_{v_{i-1},1}] \quad (10)$$

Therefore,

$$L^i_{v,1} = \frac{N_1}{\mathcal{W}_{v,v}}, \quad (11)$$

where $N_1 = \mathcal{W}_{v,v} [L^i_{v,1}] - \mathcal{W}_{v,v} [L^i_{v,1}] - \mathcal{W}_{v,v_1} [L^i_{v_1,1}] + \cdots + \mathcal{W}_{v,v_{i-1}} [L^i_{v_{i-1},1}]$. The RHS of (10) is a function of $L_{m,1}$, $(m \in \mathcal{W}(H) \{v\})$ and $\mathcal{W}(H)$.

Note: For node $v_i$, $L^i_{v,1} \forall i \geq 1$ is uniquely identifiable if $[L^i_{m,1}, (m \in \mathcal{W}(H) \{v\})$ and $\mathcal{W}(H)$ is identifiable. Such nodes, from this point onward, will be referred to as available nodes. This definition of availability will be used as a critical argument for the forthcoming proofs.

Using Lemmas 1 and 2 we next propose a simple hierarchical algorithm to design the output matrix $C$ in (3) that guarantees global identifiability of $W$.

**Example 1:** The sensor placement steps of Algorithm 1 are illustrated through an example shown in Fig. 3. The different steps of the placement are shown in Figs. 3a to 3c. Circles around nodes indicate that a sensor is placed there. Step 1 puts a sensor at node 1 (input node). In step...
Step 1: We first show that the mapping from $W_{0,1}$ to $Q_1$ is one-to-one. For this, let us consider $Q_1 \subseteq Q_1$, where $Q_1 = e_k^T \mathbf{L} \mathbf{e}_1 = [\mathbf{L}]_{k,1}$, and $k$ is the index of the measured nodes in $S_0 \cup S_1$. For example, assume that the nodes in $S_1$ are indexed as $v_1, v_2, \ldots, v_m$, where $m = |S_1|$ as shown in Fig. 4. Then $k = 1, v_1, \ldots, v_m$, and

$$
\hat{Q}_1 = \begin{bmatrix}
[L]_{1,1} & [L]_{v_1,1} \\
\vdots & \vdots \\
[L]_{v_m,1} & [L]_{v_m,1-1}
\end{bmatrix} = \begin{bmatrix}
-w_1,v_1 + \cdots + w_1,v_m \\
\vdots \\
-w_1,v_{m-1}
\end{bmatrix}.
$$

(12)

From (12), it can be easily seen that the mapping from $W_{0,1}$ to $Q_1 \subseteq Q_1$ is one-to-one. Also, based on Lemma 2, and considering the subgraph induced by $W_{0,1}$, the term $[L]_{v_m,1}$ for $i \geq 1$ is uniquely identifiable. In other words, $v_m$ is an available node.

Step 2: Let us assume by strong induction that $W_{1-1,i}$ for $i \leq k$ (for some $k > 1$), and all non-sensor nodes $v \in S_0 \cup \ldots \cup S_k$ are available nodes. Note that, this also implies that $W(P_{i,i})$ for all $i \in S_0 \cup \ldots \cup S_k$ is identifiable. We next prove that $W_{k+k+1}$ will be uniquely identifiable from $\bigcup_{j=0}^{k-1} Q_j$. Let us consider the sibling set $S_{k+1}$ as shown in Fig. 5. The elements of this sibling group are indexed as $q_1', \ldots, q_s'$.

Step 2.1: First, the identifiability of $w_{q_1',q_2'}$ through $w_{q_s',q_{s-1}'}$ will be proved. Let us consider $Q_{k+1} \subseteq Q_{k+1}$ as $Q_{k+1} = e_{k}^{T} \mathbf{L}^{k+1} \mathbf{e}_1$ for $k = q_1', \ldots, q_s'$. We can write

$$
\hat{Q}_{k+1} = \begin{bmatrix}
[L]_{q_1',1}^{k+1} \\
\vdots \\
[L]_{q_{s-1}',1}^{k+1}
\end{bmatrix} = \begin{bmatrix}
W(P_{1,q_1'}) \\
\vdots \\
W(P_{1,q_{s-1}'})
\end{bmatrix} = \begin{bmatrix}
w_{q_1',q_2'} \\
\vdots \\
w_{q_s',q_{s-1}'}
\end{bmatrix}.
$$

(13)

Since $W(P_{i,q'}) \neq 0$ is uniquely identifiable from the induction assumption, from (13) we conclude that $w_{q_1',q_2'}, \ldots, w_{q_s',q_{s-1}'}$ are uniquely identifiable.

Step 2.2: Next, we need to prove the identifiability of $w_{q_1',q_2'}$. This will be done by considering the term $[L]_{q_1',1}^{k+1}$. If node $q'$
has a sensor, then \([L^{k+1}]_{q',1}\) is a subset of \(Q_{k+1}\). If it does not have a sensor, then based on the induction assumption it is an available node, and \([L^{k+1}]_{q',1}\) is uniquely identifiable from \(\bigcup_{j=1}^{n-1} Q_j\). We recall \(\ell\) as

\[
[L^{k+1}]_{q',1} = [L]_{q'} [L^k]_{q,1} + \sum_{\ell \in S^q_{k+1}} [L]_{q',\ell} [L^k]_{\ell,1}.
\]

Based on Lemma 1 \(\big[ L \big]_{q',1} [L^k]_{q,1} = 0 \) for \(\ell \in S^q_{k+1}\). Thus, considering \(\big[ L \big]_{q',1} \) as \(\big[ L \big]_{q',1} = \sum_{\ell \in N_q} w_{q',\ell}\), we can rewrite (14) as

\[
w_{q'},q' = -w_{q',q} - \sum_{\ell \in N_q} w_{q',\ell} - \frac{[L^{k+1}]_{q',1} - [L]_{q',q} [L^k]_{q,1}}{[L]_{q',1}}.
\]

where \([L]_{q',1} \neq 0\) from Lemma 1. The terms \([L]_{q',1}\) and \([L^{k+1}]_{q',1}\) are either the Markov parameters of the system, if a sensor is placed at node \(q'\), or identifiable from the Markov parameters by the induction assumption \((q'\) is available). The same argument is applicable to \([L]_{q',1}\). The term \(w_{q',q}\) and other edge weights in the RHS of (15) are also identifiable from the induction assumption and Step 2.1. Thus, \(w_{q',q}\) is identifiable.

**Step 2.3:** The final step is to show that node \(q'_s\) is an available node. This follows directly from Lemma 2 by considering the subgraph induced by the edges incident to \(q'_s\).

**Remark:** It should be noted that, as stated in Algorithm 1 it does not matter which \(S^q_{k+1} - 1\) nodes will be chosen out of \(S^q_{k+1}\) nodes in each step. This happens due to the fact that, based on Lemma 2 any non-sensor node becomes an available node after placing sensors in all its siblings.

Steps 2.1, 2.2, 2.3 can be generalized to all sets of siblings belonging to \(S^q_{k+1}\), which concludes the proof for the induction. Since the mapping from the edge weights to Markov parameters are shown to be one-to-one, then the mapping from the edge weights to the transfer function from \(u(t)\) to \(y(t)\) is also one-to-one. This statement is equivalent to saying that the edge-weights are identifiable from the input-output data.

**Theorem 1** ensures that the edge-weights \(W\) are identifiable from the input-output data provided that sensors are placed using Algorithm 1. In particular, once this is satisfied any identification algorithm, for example least squares, may be used to identify \(W\). Moreover, it is not necessary to estimate the Markov parameters and then estimate the \(W\) from them.

**B. Number of sensors needed**

Recall that a leaf of a tree \(T\) is a vertex that has only one adjacent node. Let \(L_T\) denote the non-input leaves of \(T\), i.e., the set of leaves that are not the input node.

**Proposition 1:** If Algorithm 1 is applied to a rooted-tree \(T\) then the number of placed sensors is equal to \(L_T\).

**Proof:** The proof follows from the induction on \(r\), the number of nodes of \(T\).

Step 1 \((r = 2)\): In this case \(L_T = 1\). Also, from Algorithm 1 it is clear that only one sensor is needed, that being at the input node.

Step 2 \((r = k + 1)\): Let us assume that the number of required sensors is equal to \(L_T\), and prove the same is true when one more node is added to \(T\). For this, let us form the tree \(T'\) by adding a new vertex \(v'\) and its incident edge \(e'\) to \(T\). Two further cases can arise:

1. If \(v'\) is a neighbor of \(v\), a non-input leaf of \(T\), then \(v\) will not be a non-input leaf of \(T'\) anymore but \(v'\) will be a new non-input leaf, and therefore \(L_T = L_T + 1\). In this case, no extra sensor is required to be added to satisfy identifiability of \(W_{T'}\) based on Algorithm 1.

2. If \(v'\) is a neighbor of \(v\) (an internal vertex of \(T\) or the input node), then \(v'\) will be a new non-input leaf of \(T'\) and \(L_T = L_T + 1\). Also, for this case Algorithm 1 stipulates addition of a new sensor at \(v'\).

Steps 1 and 2 verify that Algorithm 1 results in a sensor placement scheme with \(L_T\) number of sensors.

**C. Example**

In the example of Fig. 3 \(T\) has three non-input leaves, namely, nodes 3, 4, and 6. The number of sensors needed by Algorithm 1 is also 3. However, the choice of the sensors is not unique. For example, any of the sets \(S_1 = \{1, 3, 4\}\), \(S_2 = \{1, 3, 6\}\), \(S_3 = \{1, 5, 4\}\), and \(S_4 = \{1, 5, 6\}\) will guarantee identifiability of the edge sets for \(T\) of Fig. 3. Further examples will be shown in Section V.

**D. More Information About the Edge-Weights from a Transfer Function**

Let us assume a sensor is placed at any arbitrary node \(i \in \mathcal{V}(T)\), \(u(t)\) be the corresponding measured output, and \(H(s,W)\) be the transfer function from \(u(t)\) to \(y(t)\). The question is what combinations (or functions) of the edge-weights will be identifiable. Assuming that (3) is controllable and observable with \(C = e_1^T\) and \(B = e_1\), then \(H(s,W) = C(sI - L(W))^{-1}B\) can be rewritten as

\[
H(s,W) = \frac{b_1 s^{n-1} + b_2 s^{n-2} + \cdots + b_n}{s^n + a_1 s^{n-1} + \cdots + a_n}.
\]

From [13, Theorem 2.1], \(a_1 = -\text{trace}(L) = 2(\sum_{w \in W(T)} w)\). Thus, the mapping from the \(\sum_{w \in W(T)} w\) to \(H(s,W)\) is one-to-one. Also, recalling the results of Lemma 1 \([L^k]_{1,1} = \mathcal{W}(P_{i,1})\) if \(k = d(i,1)\). Since \([L^k]_{1,1}\) is a Markov parameter of the system corresponding to \(y(t)\), the mapping from \(\mathcal{W}(P_{i,1})\) to \(H(s,W)\) is one-to-one. Thus, we are able to find at least two functions of \(W\) that are identifiable from \(H(W)\). However, investigating the identifiability of the individual edge weights may not be possible from a single sensor for any general network.

**V. EXAMPLES**

Table 1 shows three examples to illustrate how our proposed sensor placement algorithm provide one-to-one mapping from the edge weights to the Markov parameters. We also show that depending on the graph topology, our
algorithm may become necessary and not just sufficient for identifiability.

A. Illustrating the one-to-one mapping between weights and the Markov parameters

Let us consider three acyclic networks shown in Table I. The first compartment of Table I shows the network. The second compartment shows $N$, the number of the sensors that are placed in each network. The third compartment lists the respective Markov parameters following from Algorithm 1 that are needed to prove the identifiability for each example. The sequence in which the Markov parameters are listed is important. From all of these lists, we can see that every line item introduces exactly one unknown. This means that the Markov parameters may be nonlinear functions of the edge weights, but the mapping between the two is one-to-one.

B. Sufficiency vs Necessity

We next show that depending on the topology of a tree graph, Algorithm 1 may be either sufficient, or both necessary and sufficient for identifiability. For example, we consider two acyclic graphs, Networks 2 and 3 cited in Table I. Based on Algorithm 1, Network 2 only requires a single sensor to be identifiable, which is clearly the minimum possible number of sensors. Therefore, Algorithm 1 in this case is clearly both necessary and sufficient. For Network 3, however, Algorithm 1 is only sufficient but is not necessary. We can check this by removing the sensor placed at node 1. It can be shown that $a$, $b$, and $c$ are still identifiable in this situation. For example, consider the following three Markov parameters, $[L]_{2,1} = a$, $[L]_{3,1} = b$, and $[L^2]_{2,1} = -2a^2 - ab - ac$ that show that the mapping from the parameters $(a, b, c)$ to the Markov parameters is one-to-one. Clearly, Algorithm 1 in this case places one extra sensor than necessary. However, that does not mean that one can remove any one arbitrary sensor from Network 3 of Table I and still preserve the identifiability property. For example, if a careless user removes the sensor from node 3, the network will still have the minimum number of the sensors needed to be identifiable, but will not be identifiable anymore. The unidentifiability of the edge-weights, in this case, can be shown by considering another set of weights for network 3, i.e., $w_{1,2} = a$, $w_{1,3} = c$, $w_{1,4} = b$ that produces the same output and Markov parameters as Network 3 with edge-weights shown in Table I. This small example nicely illustrates that the location of the sensor nodes in identifiability is equally important as the number of sensors. In case $a = b = c$, then it can be easily verified that network 3 is uncontrollable. However, the minimal subsystem still contains sufficient information for identifying $(a = b = c)$ uniquely.

VI. A NOTE ON STAR GRAPHS

Let us consider the star graph with $n$ nodes shown in Fig. 6. It can be easily verified that Algorithm 1 assigns $(n-1)$ sensors to guarantee identifiability. We next show that although this number looks conservative, Algorithm 1 actually puts only one extra sensor than the number of sensors that is necessary identify this network.
**Proposition 2:** If the system $\mathcal{T}$ is defined over the star graph $T$ of Fig. 6, then the minimum number of sensors to identify this network is $(n-2)$.

**Proof:** We first prove that with $(n-3)$ sensors, the edge weights of $\mathcal{T}$ are not identifiable. The $(n-3)$ sensors can be placed in either of the following cases:

Case 1. Suppose sensors are placed in all nodes other than three nodes chosen from the set $\{v_1, v_2, \ldots, v_{n-1}\}$. Say we choose the nodes $v_2, v_3, v_4$. In this case the following edge-weights are not identifiable: $w_{1,v_1}$, $w_{1,v_2}$, and $w_{1,v_3}$. To show unidentifiability we can easily show that the following two edge-weight parameters:

$$w_{1,v_1} = a, \quad w_{2,v_1} = b, \quad w_{1,v_2} = c$$

are not distinguishable.

Case 2. Suppose sensors are placed in all nodes other than node 1 and two nodes chosen from the set $\{v_1, v_2, \ldots, v_{n-1}\}$. Say we choose the nodes $v_1, v_2$. In this case the following edge-weights are not identifiable: $w_{1,v_1}$, $w_{1,v_2}$ as shown by the indistinguishability of the following two edge-weight parameters:

$$w_{1,v_1} = a, \quad w_{2,v_2} = b, \quad w_{1,v_1} = b, \quad w_{2,v_2} = a.$$

So far we have proved $(n-3)$ sensors are not sufficient for identifiability of the edge-weights of $\mathcal{T}$, we next prove that $(n-2)$ sensors are sufficient for identifiability of the edge weights of $\mathcal{T}$. Assume $(n-2)$ sensors are placed at all nodes of $\mathcal{T}$ excluding node 1 (the input node) and any other nodes of the graph (say node $v_{n-1}$), then it can be shown that all edges of the network are identifiable. For this, it suffices to consider the following set of Markov parameters:

$$[\mathcal{L}]_{v_1,1} = w_{v_1,1},$$

$$[\mathcal{L}]_{v_{n-2},1} = w_{v_{n-2},1},$$

$$[\mathcal{L}]^2_{v_1,1} = -w_{v_1,1} (w_{v_1,1} + \cdots + w_{v_{n-1},1}) - w_{v_1,1}^2,$$

which proves the one-to-one mapping from the edge weights to this Markov parameter set.

**VII. CONCLUSIONS**

In this paper, we developed a sensor placement algorithm to ensure global identifiability of weighted consensus networks with first-order dynamics and tree structures. We showed that the proposed algorithm provides a sufficient condition for identifiability of the edge weights of a cyclic network graph by proving a one-to-one mapping from the edge weights to the Markov parameters of the system. The method, however, becomes intractable for any generic cyclic graph. We also derive the number of the sensors needed for identifiability, and show that depending on the graph topology, this number may be more than necessary for certain graphs. Our algorithm provides simple yet sufficient ways of placing sensors in large consensus networks for accurate, real-time identification. Our future direction of research is to generalize these findings for networks with arbitrary cyclic structures and for consensus networks with differential-algebraic models.

**REFERENCES**

[1] S. Susca, S. Martinez, and F. Bullo, “Monitoring Environmental Boundaries with a Robotic Sensor Network,” *American Control Conference (ACC)*, pp. 2072–2077, Minneapolis, MN, June 2006.

[2] A. Chakrabortty. “Wide-Area Control of Large Power Systems Using Dynamic Clustering and TCSC-Based Redesigns,” *IEEE Transactions on Smart Grid*, vol. 3(3), pp. 1503–1514, 2012.

[3] A. Chakrabortty, J. H. Chow, and A. Salazar, “Iterarea Model Estimation for Radial Power Systems Transfer Paths with Intermediate Voltage Control using Synchronized Phasor Measurements” *IEEE Transactions on Power Systems*, vol. 24(3), pp. 1318–1326, 2009.

[4] G. S. Chavan et al., Wide-Area Monitoring and Control of WECC Transfer Paths Using Real-Time Digital Simulations, Technical Report, ECE department, NCSU, 2013. Available at [http://people.engr.ncsu.edu/achakra2/ceerreport.pdf](http://people.engr.ncsu.edu/achakra2/ceerreport.pdf).

[5] A. Adcock, B. D. Sullivan, and M. Mahoney, “Tree-like Structure in Social and Information Networks,” *IEEE International Conference on Data Mining (ICDM’13)*, 2013.

[6] S. Shahrampour and V. M. Preciado, “Reconstruction of Directed Networks from Consensus Dynamics.” *American Control Conference (ACC)*, DC, June 2013.

[7] S. Nabavi and A. Chakrabortty, “Topology Identification for Dynamic Equivalent Models of Large Power System Networks,” *American Control Conference*, pp. 1118–1143, DC, June 2013.

[8] M. Nabi-Abdolyousefi and M. Mesbahi, “Network Identification via Node Knock-Outs,” *IEEE Transactions on Automatic Control*, vol. 57(12), pp. 3214–3219, 2012.

[9] R. Bellman and K. J. Åström, “On Structural Identifiability,” *Mathematical Biosciences*, vol. 7, pp. 329–339, 1970.

[10] L. Ljung and T. Glad, “On Global Identifiability for Arbitrary Model Parametrizations,” *Automatica*, vol. 30(2), pp. 265–276, Feb. 1994.

[11] G. Correa and K. Glover, “On the Choice of Parameterization for Identification,” *IEEE Transactions on Automatic Control*, vol. 31(1), pp. 8–15, 1986.

[12] M. S. Grewal and K. Glover, “Identifiability of Linear and Nonlinear Dynamical Systems,” *IEEE Transactions on Automatic Control*, vol. 21(6), pp. 833–837, Dec. 1976.

[13] J. M. Van den Hof, “Structural Identifiability of Linear Compartmental Systems,” *IEEE Transactions on Automatic Control*, vol. 43(6), pp. 800–818, 1998.

[14] M. Drton, R. Foygel, and S. Sullivant, “Global Identifiability of Linear Structural Equation Models,” *Annals of Statistics* vol. 39(2), 2011.

[15] M. A. Rahimian, A. Ajorlou, and A. G. Aghdam, “Digraphs with Distinguishable Dynamics Under the MultiAgent Agreement Protocol,” *Asian Journal of Control*, vol. 16(5), pp. 1500–1511, 2014.

[16] D. M. Gater, J. M. Van den Hof, and A. Van der Schaft, “Reconstruction of Dynamical Polytrees with Unobserved Nodes,” *Proceedings of the 51st IEEE Conference on Decision and Control (CDC)*, pp. 4629–4634, Maui, HI, Dec. 2012.

[17] M. Nabi-Abdolyousefi and M. Mesbahi, “Sieve Method for Consensus-Type Network Tomography,” *IET Control Theory & Applications*, vol. 6(12), pp. 1926–1932, 2012.

[18] R. Dhal, J. Abad Torres, and S. Roy, “Link-Failure Detection in Network Synchronization Processes,” *IEEE Global Conference on Signal and Information Processing*, pp. 779–782, Dec. 2013.

[19] C. D. Godsil and G. Royle, *Algebraic Graph Theory*, New York: Springer-Verlag, 2001.

[20] S.-H. Hou, “A Simple Proof of the Leverrier-Faddeev Characteristic Polynomial Algorithm,” *SIAM Review*, vol. 40(3), pp. 706–709, 1998.