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Abstract

Heart rate measuring based on remote photoplethysmography (rPPG) plays an important role in health caring, which estimates heart rate from facial video in a non-contact, less-constrained way. End-to-end neural network is a main branch of rPPG-based heart rate estimation methods, whose trait is recovering rPPG signal containing sufficient heart rate message from original facial video directly. However, there exists some easily neglected problems on relevant datasets which thwarting the efficient training of end-to-end methods, such as uncertain temporal delay and indefinite envelope shape of label waves. Although many novel and powerful networks are proposed, hitherto there are no systematic research digging into these problems. In this paper, from perspective of common intrinsic rhythm periodical self-similarity results from cardiac activities, we propose a comprehensive methodology, \textbf{Boost Your Heartbeat Estimation} (BYHE), including new label representations, corresponding network adjustments and loss functions. BYHE can be easily grafted on current end-to-end network and boost its training efficiency. By applying our methodology, we can save tremendous time without conducting laborious handworks, such as label wave alignment which is necessary for previous end-to-end methods, and meanwhile enhance the utilization on datasets. According to our experiments, BYHE can leverage classical end-to-end network to reach competitive performance against those state-of-the-art methods on mostly used datasets. Such improvement indicates selecting perspicuous and efficient label representation is also a promising direction towards better remote physiological signal measurement.

Introduction

Non-contact video based-heart rate estimation established its theoretical foundation since last century, whose principle can be briefly described as Fig 1. Compared with traditional heart rate estimation methods such as electrocardiography (ECG) and Photoplethysmography (PPG), it’s more convenient and safer for its unnecessity of physical contact. As realized as the extension of PPG, non-contact video based heart rate estimation is named as remote PPG (i.e. rPPG) method.

Early rPPG methods (Verkruysse, Svaasand, and Nelson 2008; De Haan and Jeanne 2013; Wang et al. 2016) didn’t rely on deep learning tools. Based on prior experience concluded by researchers, we can craft a pipeline based on algorithms to realize remote heart rate estimation. By selecting region of interest (ROI, usually facial skin areas) per frame in facial videos and analyzing its color changes along time, we can generate a temporal sequence called rPPG signal $V_d(t)$, we can get heart rate information, because vessel activities result from heart activities. The picture refers from (Wang et al. 2016).

But prior concluded experience are not always perfectly suitable for every video. With deep learning taking off, researchers started using neural networks to assist rPPG signal extraction. These networks can be divided into two branches, end-to-end network and non end-to-end network. End-to-end network (Yu et al. 2019; Chen and McDuff 2018; Yu et al. 2021) takes in facial videos and output predicted rPPG signals, and non end-to-end (Niu et al. 2020a,b; Lu, Han, and Zhou 2021) output heart rate value directly. However, predicting heart rate straightly from raw facial videos is difficult for currently available network pipelines, so non end-to-end networks instead take in feature maps generated from facial videos. The generation process involves algorithm based methods, such as CHROM (De Haan and Jeanne 2013). Each branch has its pros and cons, and their respective state-of-the-art methods share similar performance.

Meanwhile, relevant datasets are published. However, almost all datasets’ designers aren’t so considerate for both two network branches mentioned above, especially end-to-end methods. Main problem ties with ground truth
labels of these datasets: they are usually ECG signals (Niu et al. 2018b) or BVP signals (Soleymani et al. 2012). From perspective of frequency, they are acceptable, ECG and BVP signals do contain sufficient heart rate information. But when considering time domain, ECG and BVP signals are not temporally aligned with facial rPPG signals, there exists uncertain delay between them. This phenomenon results from time consumption of physiological signal transmission (e.g. blood flowing) and device processing consumption, as shown in Fig 2. Besides, real rPPG signals’ envelope shapes are indefinite: it is nearly impossible to observe QRS complex (ECG signal’s feature, can be checked in Fig 2) on facial area through webcam. In addition, label waves’ amplitudes rely on sampling systems, thus they are independent with amplitude of rPPG signals, so we have to instead focus on frequency & phase information of these label waves.

For end-to-end method whose output is predicted rPPG signal, we always hope its output is aligned with ground truth waves per frame, whereby we can easily design loss function (e.g. Negative Pearson correlation (Yu et al. 2019)) for it. Existence of uncertain delay prompts us to rethink the design of network, otherwise network can’t converge (see Table 3) under training. Nevertheless, problem on uncertain delay is not unsolvable, for example, we can use estimated rPPG signals from algorithm based method or previous trained end-to-end networks to serve as temporal standard for calibration. But applied methods are not reliable on all videos: they might generate wrong label waves which hinder efficient network training. Besides, alignment calibration process is quite laborious, when performing transfer learning and fine-tuning on new datasets, such calibration must be conducted again, which is struggling.

For non-end-to-end method, its training doesn’t require all information from datasets: label waves are compressed into heart rate as output labels, facial videos are compressed into feature maps to let network easily learn on frequency features, while artificially discarding these information limits network performance. Non end-to-end performance relies on the quality of input feature maps, which are generated using classical algorithms (De Haan and Jeanne 2013). According to experiments, these algorithms are not robust (see Table 1 and 2): they perform poor on noisy facial videos. To solve this problem, researchers make effort to improve the quality of generated input feature maps, such as splitting facial frames into small patches (Niu et al. 2020a) or compressing different ROI combinations into feature maps (Niu et al. 2020b). These methods provide more informative and detailed feature maps for subsequent heart rate extraction.

In this paper, we propose a simple but efficient training methodology, Boost Your Heartbeat Estimation (BYHE). BYHE can be easily grafted on end-to-end pipelines, it liberates network trainers from annoying temporal alignment. According to experiments, BYHE is also conducive to higher performance of grafted end-to-end network. Compared to non end-to-end method, our method exploit information directly from input facial videos (the trait of end-to-end method), which is more potential. Noteworthy, BYHE is not to compete with previous methods, in contrast, it provides a heuristic tool. For example, our output matrix  \( \hat{R} \) can serve as inputs of non end-to-end methods, which is generated using network feature extractors, different from those extracted based on algorithms.

**Related works**

**Non End-to-end method**

Non end-to-end methods develop both on input feature maps and network structures. Input feature maps are quite diverse, such as the short-time-Fourier-transform spectrums...
of rPPG signal (Hsu, Ambikapathi, and Chen 2017), synthesized signals made using CHROM (De Haan and Jeanne 2013) from 25 patches of raw videos (Niu et al. 2020a), different combinations of ROI places on facial area (Niu et al. 2020b). All these settings are to improve the input quality for better network processing. As to the network backbone, it ranges from ResNet18 (altered into regression structure) (Song et al. 2020; Niu et al. 2018c; 2020a), encoder-decoder structure (Niu et al. 2020b) to generative adversarial network (GAN) structure (Lu, Han, and Zhou 2021). Better feature representation along with better backbones result into higher performance of non End-to-end method.

End-to-end method

The evolution on end-to-end method focuses on the network structure. Early end-to-end methods used convolutional neural network (CNN) as network backbone, from 2D CNN version (Chen and McDuff 2018) to 3D CNN version (Liu et al. 2020; Yu et al. 2019; Yu, Li, and Zhao 2019). These CNN structures are lightweight, generally comprise of a few CNN layers. Early end-to-end methods were less competent than non end-to-end methods, some researchers even applied neural architecture search strategy (Yu et al. 2020) to seek for the most optimized structure. Recently, with more nouveau network structures proposed, the end-to-end backbone gets upgraded concomitantly. Such as meta learning strategy (Lee, Chen, and Lee 2020) and transformer structure (Yu et al. 2021), these new methods rift the performance of this branch comparable with that of non end-to-end method.

But according to our investigation, few relevant papers explain how they preprocess label waves, such as methods on aligning label waves. Although some methods apply tricks such as using loss function on frequency domain (Yu et al. 2021), but directly comparing predicted wave and label wave is still necessary on these methods. Hitherto, dealing with dataset-related problems such as temporal misalignment and indefinite envelope shape problem of label waves.

Label representation

Generally, ground truth waves can be divided into BVP signals (such as VIPL-HR datasets (Niu et al. 2018b)) and ECG signals (such as MAHNOB-HCI datasets (Soleymani et al. 2012)). In this session, we display proposed label representation generation method (from BVP signals) in Fig 3. Methods for ECG signals could be found in Appendix.1

Human’s heart rate frequency is generally between 0.7 Hz and 4 Hz (conservative estimate). Therefore, first we apply Butterworth filter within [0.7, 4] Hz and continuous wavelet transform (i.e. CWT) filter (Bousfelsaf, Maauoi, and Pruski 2013) on ground truth wave \( r(t) \) to exclude unrellevant noise. The implementation of CWT filter (including parameters) can be found in Appendix.1 After filtering, the frequency of filtered wave \( f(t) \) becomes monolithic, thus \( f(t) \) could be described as equation (1):

\[
f(t) = B(t) \cos(2\pi f_s t + \varphi) \tag{1}
\]

where \( \varphi \) is uncertain delay between rPPG signals and ground truth waves (ECG or BVP signals), \( f_s \) is the main frequency of heart rate in \( r(t) \), and \( B(t) \) is the envelope of the signal depends on the amplitude of \( r(t) \), \( B(t) \)'s frequency is much lower than \( f_s \). The form of \( f(t) \) in (1) resembles modulated signals in signal transmission, and we only cast attention on \( 2\pi f_s t + \varphi \) in \( f(t) \) because the envelope \( B(t) \) is independent of facial condition. Therefore, we apply Hilbert
transform (Benitez et al. 2001) to demodulate \( f(t) \) and extract \( 2\pi f_s t + \varphi \) and \( B(t) \) separately. The demodulation with Hilbert transform could be briefly demonstrated as (2):

\[
F(t) = f(t) + i\hat{f}(t) = TF(t) = e^{i\varphi(t)}
\]

where \( T = \sqrt{f(t)^2 + \hat{f}(t)^2} \). \( \varphi(t) = \arctan(\hat{f}(t)/f(t)) \)

In (2), \( \hat{f}(t) \) is the result Hilbert transform of \( f(t) \). Considering the frequency of envelope \( B(t) \) is much lower than \( f_s \), the \( \varphi(t) \) of the analytical signal \( F(t) \) can be approximated described as (3):

\[
\varphi(t) \approx \arctan\left(\frac{B(t)\sin(2\pi f_s t + \varphi)}{B(t)\cos(2\pi f_s t + \varphi)}\right) = 2\pi f_s t + \varphi
\]

Thereby we gain the instantaneous phase change \( \varphi(t) \) of \( \hat{f}(t) \). After integrating \( \varphi(t) \) along time, we thereby get temporal phase change \( A(t) \). By far, the uncertain delay \( \varphi \) still exists. To uproot the influence of \( \varphi \), we cast attention on the difference \( \Delta t \) between frames by calculating the cosine value of \( \Psi_{\Delta t} \), which could be described as (4):

\[
\Psi_{\Delta t} = A(t + \Delta t) - A(t) = (2\pi f_s (t + \Delta t) - 2k\pi + \varphi) - (2\pi f_s t + \varphi)
\]

\[
= 2\pi f_s \Delta t
\]

where \( 2k\pi \) is the wrapped period in \( A(t) \). After subtraction, the common component \( \varphi \) in \( A(t + \Delta t) \) and \( A(t) \) is neutralized, hence we exclude the uncertain delay \( \varphi \). We calculate \( \cos(A(t_1) - A(t_2)) \) on each combination of time stamps \( t_1, t_2 \in \{0, 1, 2, \ldots, n-1\} \), where \( n \) is the length of \( r(t) \). Thereby we gain the target label matrix \( \hat{R}_{n \times n} \), in which every element \( r_{i,j} = \cos(\Psi_{i-j}) \). The visualization of \( \hat{R}_{n \times n} \) is shown in Fig 3.

Compared with single heart rate used in non end-to-end network training, \( \hat{R}_{n \times n} \) reserves more temporal information. Combining with adjusted network structure and corresponding loss functions mentioned below, we can perform efficient end-to-end learning not affected by uncertain delay, which can’t be realized by using single heart rate as label.

**Network structure**

Now let’s adjust traditional end-to-end network, make it output \( \hat{R} \) sharing similar property with \( R \). Specifically, we reserve wrapped end-to-end network pipeline except the last layer (i.e. global average pool). Then we use sliding windows with fixed strides (we use stride 1) to collect feature map slices \( s_0, s_1, \ldots, s_{N-1} \) along time dimension, where \( N \) is number of total feature map slices. After flattening and going through feature projection network (i.e. linear layers), each feature map slices \( s_i \) are turned into feature vectors \( v_i \), which contains temporal rPPG context information of \( s_i \). Similarly with the generation of \( R \), we calculate cosine similarity on all combinations \( (v_i, v_j) \), then input into output matrix \( \hat{R} \), where element \( \hat{R}_{i,j} \) represents the cosine similarity value between \( v_i \) and \( v_j \). The adjusted structure is shown in Fig 4. More detailed information (including whole training flowchart) can be checked in Appendix.2

Though adjusted structure is simple, it’s sufficient for us to conduct our methodology. The periodicity of facial color changes causes the repeatability of local rhythm patterns, which is recorded in generated vector sets \( \{v_0, v_1, \ldots, v_{N-1}\} \). Therefore, by calculating cosine similarity among generated vectors, we could observe this periodicity through each row and column in \( \hat{R} \) which swings with the increasing of distance between two vectors in time scale, shown in Fig 4.

**Training process**

Now we gain two matrix \( \hat{R} \) and \( R \), we generate them using two individual systems and they are subtly different on physical meaning. But they can both represent heart rate’s periodicity and rhythm information, and they share the same value range (the range of cosine function). Here, we make an inductive assumption that output \( \hat{R}_{i,j} \) is close to \( R_{i,j} \) on each element. We measure similarity between them and design loss functions. Our experiments ascertain the reasonability of our assumption. Total loss functions can be described as follows:

\[
Loss = \alpha \times Loss_{MSE} + \beta \times Loss_{Pearson} + \gamma \times reg
\]

where \( Loss_{MSE} \) is Mean Square Error between \( \hat{R}_{i,j} \) and \( R_{i,j} \), and \( Loss_{Pearson} \) is negative Pearson loss between them (mean negative Pearson loss between each row of \( \hat{R} \) and \( R \)). \( reg \) represents regularization norm we set, which will be introduced in next session. It can help make the periodicity feature of \( \hat{R} \) more stable. According to ablation study, optimized configuration is: \( \alpha = 1, \beta = 0.8 \) and \( \gamma = 0.1 \).

**Heart rate estimation**

Output matrix \( \hat{R}_{i,j} \) contains sufficient heart rate information, it resembles feature maps of non end-to-end methods, as shown in Fig 4. According to observation, \( \hat{R}_{i,j} \) contains very single frequency (viewed as heart rate), we can use simple method to extract frequency from it. Specifically, We collect elements \( \hat{r}_{i,j} \) as groups \( g_a \) where \( abs(j-i) = a \) and \( a \in \{0, N-1\} \), \( N \) is the size of \( \hat{R} \). Then calculate average value \( m_a \) on each group \( g_a \). Thus we gain 1-D sequence \( m_0, m_1, \ldots, m_{N-1} \). Apparently, high qualified \( \hat{R} \) have its elements in \( g_i \) more uniformed, which indicates slices between the same time interval have similar relationship. So, we proposed regularization norm \( reg \) as equation (6). The less the standard deviation of elements in each \( g_i \) is, more uniformed the \( \hat{R} \) is.

\[
reg = \frac{\sum_{i=0}^{N-1} \text{std}(g_i)}{N}
\]

After [0,7,4] Hz Butterworth bandpass filter and CWT filter (Boussefsaf, Maaoui, and Pruski 2013) (same configuration with data processing) on \( m_0, m_1, \ldots, m_{N-1} \), we calculate average peak intervals as heart rate’s periodicity, as shown in Fig 4. Of course, we can also use non end-to-end methods, such as RhythmNet (Niu et al. 2020a), let \( \hat{R} \) as input and output heart rate directly. According to experiments, simple peak detection method is sufficient for generic heart rate estimation.
Figure 4: Adjusted network structures (green box), output $\hat{R}$ will be used to calculate loss function with $R$ using equation (5) for heart rate extraction.

## Experiments

### Experiment Setup

We use altered CAN (Liu et al. 2020) as grafted end-to-end network backbone. CAN evolved from Deepphys (Chen and McDuff 2018) (3D CNN version of Deepphys), and Deepphys was claimed as first related end-to-end method. CAN was proposed in 2020, so it's quite a suitable backbone to exhibit the effect of BYHE: it’s classical enough and not so up-to-date. We select VIPL-HR \(^1\) (Niu et al. 2018b) and MAHNOB-HCI \(^2\) (Soleymani et al. 2012) as involved datasets, and perform 5-fold and 3-fold subject-exclusive cross validation on them respectively, following the configuration of previous works (Yu et al. 2021; Niu et al. 2020a). Both datasets are widely used and have many recorded performance of previous methods, and they are public available (if asked). We use “mmod face detector” (King 2015) from python package “dlib” to detect face in videos. When training, we input 70-frames facial sequence. All frames in facial sequence are cut according to the first detected face detection box. We train BYHE on Tesla v100 with batchsize 6. We use adam optimizer (Zeiler 2012) with dynamic learning rate (Loshchilov and Hutter 2016). We use random horizontal/vertical flipping and temporarily up/down-sampling for data augmentation, following PhysFormer (Yu et al. 2021), along with random crop. For metrics, we select mean absolute error (MAE), standard deviation (std) and root mean square error (RMSE) to quantify precision between label and predicted heart rates. Lower these metrics, better the performance of methods. We use peak detection method to extract heart rate from label waves when conducting validations. All metrics are measured on top of beats per minute (i.e. bpm). More details can be found in Appendix.3

\(^1\)https://vipl.ict.ac.cn/zygx/sjk/201811/t20181129_32716.html
\(^2\)https://mahnob-db.eu/hci-tagging/
Figure 5: Distribution of prediction results (bpm) and target results (a) and error (MAE) (b)

Table 3: End-to-end networks can’t converge directly on VIPL-HR and HCI: label waves must be aligned. In contrast, our method can train directly and gain better performance. "×" means failed.

Table 4: Performance on different sliding window lengths. Extra temporal convolution receptive field of inner end-to-end network is 15. The best length (11 + 15 frames, fps is 30) closes to the common period of cardiac activity (i.e. 70 bpm).

Table 5: Performance on different projection structure.

 Experiment Result
Performance of BYHE along with previous methods are shown in Table 1 and Table 2. According to results, BYHE can reach comparable performance with other state-of-the-art methods, especially on VIPL-HR. We must point out, compared with other end-to-end methods involved in Table 1 and Table 2, BYHE gains extra advantage on not performing struggling label wave temporal alignment. To explicitly exhibit the error (MAE) distribution of our method, we plot distribution of results in source2 from VIPL-HR, as shown in Fig 5.

Ablation Study

Some readers may argue that BYHE takes advantage of selected end-to-end pipeline. It can’t be denied but besides enhancing training convenience of grafted end-to-end network, BYHE can also improve its performance. As shown in Table 3 and Fig 6, BYHE rifts inner end-to-end pipeline to higher performance on two datasets. Noteworthy, as mentioned above, not all videos can be converted into reliable standard waves for temporal alignment. So when conducting experiments without BHYE on end-to-end methods, we only select available video slices after temporal alignment as train set, which is reasonable in practice. Meanwhile, Table 3 also indicates that end-to-end network can’t reach convergence if we don’t train it on aligned datasets. Therefore, when training end-to-end network or perform transfer learning on new datasets, considering BYHE is a good choice for convenience and performance.

In BYHE, sliding window length decides the observation length for each temporal slice $s_i$, thereby impacts the effect of mutual cosine similarity calculation and final performance of BYHE. We perform ablation experiments to seek the best observation length for similarity calculation. Our grafted end-to-end pipeline (Liu et al. 2020) involves temporal convolution, so we additional stick temporal convolution length along with sliding window’s length in ablation results. Results are shown in Table 4.

The pattern information extracted by end-to-end feature extractor is recorded in feature map slices $s_0, s_1, \ldots, s_{N-1}$. According to our experiment (Table 5), generally these rhythm patterns are clear enough: even a single linear projection layer can process these patterns into effective feature vectors $v_0, v_1, \ldots, v_{N-1}$ for subsequent cosine similarity calculation.

Our Loss function (equation (5)) mainly consists of three items. $L_{MSE}$ focus on the similarity on each element between $R$ and $\hat{R}$, and $L_{Pearson}$ control the rhythm consistence between them. $Reg$ is set to make $\hat{R}$ more diagonal uniformed. We conduct experiments to search the best combination of these items. Noteworthy, different end-to-end pipelines have their own designed loss functions, they

| Structure       | Layers     | std (bpm) | MAE (bpm) | RMSE (bpm) |
|-----------------|------------|-----------|-----------|------------|
| Single Projection | [88 × 88]  | 8.01      | 4.82      | 8.08       |
| Single Projection | [88 × 352] | 8.27      | 5.17      | 8.26       |
| Bottleneck Projection | [88 × 1024] | 8.15 | 5.06 | 8.17 |

All ablation experiments involved on VIPL-HR and HCI are conducted on folder2.
Table 6: Ablation study on loss function items on VIPL-HR (folder 2), $L_{mask}$ is optional loss function binding with our selected end-to-end backbones, which could be checked in Fig 4.

| Case          | $L_{MSE}$ | $L_{Pearson}$ | $L_{mask}$ | Reg | MAE (bpm) |
|---------------|-----------|---------------|------------|-----|-----------|
| w/o MSE       | -         | ✓             | ✓          | ✓   | 6.35      |
| w/o Pearson   | ✓         | -             | ✓          | ✓   | 4.88      |
| w/o mask      | ✓         | ✓             | -          | ✓   | 4.94      |
| w/o reg       | ✓         | ✓             | -          | ✓   | 5.14      |
| w/o reg & mask| ✓         | ✓             | -          | ✓   | 5.12      |
| default       | ✓         | ✓             | ✓          | ✓   | 4.82      |

Figure 7: Ablation study on weight of loss items (a) and regularization norm (b) in equation (5), “collapse” means all element in $\hat{R}$ becomes 1, where we can’t extract heart rate from $R$.

Figure 8: (a) Delays’ distribution on videos which can provide reliable standard waves using CHROM, samples come from participants 1 to 60 in VIPL-HR (source1 to 3). Delays are quantified using frames (30 frames per second). We can see only few ground truth waves are naturally temporally aligned with true rPPG signals in videos. (b) data utilization after alignment (v1 to v9, source 1 to source 3 in VIPL-HR).

Discussion

Researchers have dug deeply into the performance of end-to-end network pipelines, from 3D CNN to transformer-like structure. But input and output of these structures are almost unchanged, and problems on datasets mentioned above are not clearly discussed. Some paper simply claim that ground truth waves have been aligned before training (Yu, Li, and Zhao 2019). In effect, performing alignment is far laborious than expected, and it makes us to compromise on the utilization on datasets. Fig 8 shows available video slices we can use after alignment. Here, we choose CHROM (De Haan and Jeanne 2013) to generate standard waves $^5$. Only those

$^4$The weight of $L_{Mask}$ is 0.2. Available on all experiments involved $L_{Mask}$.

$^5$Using more advanced methods can enhance the utilization, such as trained networks, while they may not be accessible for new trainers.

Conclusion

We investigate ubiquitous problems among rPPG datasets and propose an effective framework – BYHE to solve it. According to analysis and experiments, we ascertain its reasonability and efficiency. By applying BYHE, we can conduct convenient end-to-end network training without necessity of struggling temporal alignment of label waves, and improve network’s performance. One future direction is exploiting the usage of $\hat{R}$, such as combine them with non end-to-end methods (i.e. serve as input). Furthermore, there are still many obstacles waiting for us to conquer in front of efficient rPPG network training, such as (1) the unconscious usage of invalid data (videos contain very few rPPG information because of fierce noise, which can’t be detected by human eyes) and (2) the lack of precise facial mask label which provides reliable position of rPPG signal (not all skin areas contain rPPG signals). In conclusion, although powerful feature extractor is important to end-to-end learning, more effective data processing and qualifying also need to be considered by researchers.
Appendix.1. CWT filter & Preprocessing on ECG label wave

CWT filter is the abbreviation of continuous wavelet transform filter, which is widely used in heart rate estimation field. Generally speaking, the function of CWT filter is further refining the frequency on input waves, which can be viewed as heart rate. Next, we are going to exhibit how CWT filter works along with bandpass filter, some comrade researchers might be familiar with it.

Let’s take a slice of electrocardiogram signal (ECG signals) as example here. Our additional experiments on HCI dataset (which adopts ECG signal as label) in main submission can prove that our method could be used on ECG signals. The specific process is shown in Fig.9. Compared with Blood Volume Pulse (BVP) signal, ECG signal is relatively sticky when filtered because of QRS complex. Our involved CWT filter and bandpass filter can deal with the majority of ECG signals, but we still advise researchers to carefully check filtered waves when dealing with ECG signals.

First, we apply bandpass filter of \([0.7\text{Hz}, 4\text{Hz}]\) on raw ECG signals (i.e. \(r(t)\) mentioned in main submission). The frequency of heart rate is always between 0.7Hz and 4Hz, hence using bandpass filter under such configuration could exclude some noise outside the frequency of heart rate. Then we apply CWT filter on filtered ECG signals. We use Morlet wavelet basis from 0Hz to 3.75Hz (which is also the frequency range of heart rate, generally speaking, the lower band and upper band of this filter is relatively flexible. All approximate lower band and upper band could be used, such as 0.3Hz to 3.5Hz, as long as the band could cover the main frequency of subject’s heart rate.) And then we could generate a wavelet spectrum like (a) in Fig.9. The horizontal axis stands for time (unit: ticks, depends on the sampling rate of electrocardiogram device) and the vertical axis stands for the corresponding “frequency” of wavelet spectrum.

We calculate average value along ticks on each fixed “frequency” and pick the frequency corresponding to the largest average value, which is viewed as the dominant frequency of filtered label waves. Then we focus on it and gradually weaken the values of other frequencies by multiplying values on other frequencies by coefficient 0 to 1. After iterating all ticks and doing operations above, we finally get the filtered wavelet spectrum, as shown in (b) in Fig.9. It can be seen that main frequency is apparently more outstanding. Then we apply inverse CWT to turn the wavelet spectrum back to waves, which is the result of cwt filter (i.e. \(f(t)\) mentioned in main submission). The result of CWT filter is shown as (c) in Fig.9. Obviously, the filtered wave contains more monolithic frequency than input wave, and this frequency can be understood as heart rate. Filtered result of ECG signal resembles that of BVP signals introduced (i.e. \(f(t)\)) in main submission, so the following preprocessing methods could be conducted successfully.

The CWT filter is quite important in our method: to extract stable phase change \(A(t)\) using Hilbert transform, we hope the wave extracted contains as single frequency as possible (otherwise the phase change could be disturbed). Of course, we could use single heart rate to generate feature maps: directly generate a cosine wave whose frequency is the same with heart rate, and use it to perform Hilbert transform.

Appendix.2. Detailed Network Structure

Detailed network structure is shown as Fig 10 (can also be checked in Appendix.2). Compared with CAN in raw paper (Liu et al. 2020), we suitably increase the depth of CNN and shape of input facial frames, while we still keep its dual pipeline structure. All detailed convolution kernels are signed in Fig 10, and “Skin Mask Fusion” module refers to the configuration of raw paper (CAN & Deephys) (Chen and McDuff 2018; Liu et al. 2020).

Pipeline dealing with residual inputs applies activation function “tanh” (We advise using activation function with symmetry property, which is conducive to final cosine similarity calculation.), and that dealing with raw inputs applies “relu”. We don’t set temporal padding in 3D CNN pipeline, as temporal padding does damage on generation of feature slices, adding the effect of sliding window, output length is shorter than input length. As shown in Fig 10, \(f_{i,m,t}\) represents the \(i\)th feature map along temporal dimension, \(C\) represents the temporal convolution consumption (without padding) of inner end-to-end network, \(L\) represents the temporal consumption of sliding window process (depends on the length of sliding window). This might be a little sticky, but in “Experiment configuration” mentioned below, we will exhibit how to compensate these consumed temporal frames.

Appendix.3. Experiment configuration

Free from label wave alignment, the preparation for train label becomes convenient. When training, we select label waves at the same position with selected videos, as heart rate situation can be viewed constant under the assumption that the magnitude of uncertain delay are generally subtle comparing with heart rate variably. Then for selected label wave, we process it as proposed (Fig. 3 in main submission) and get generated label \(\hat{R}\). As we mentioned above, because we don’t set temporal padding and the mechanism of sliding window, we need to increase input video’s length to compensate temporal consumption of BYHE, and what we do is covering additional frames both at the start and end of inputs (i.e. extra cover \((L + C)/2\) in beginning and ending).
Involved augmentation for input videos are commonly used in previous end-to-end method. Specifically, they are: (1) in 50\% possibility perform horizontal and vertical flipping on input videos; (2) when heart rate of target instance lower than 70, in 50\% possibility double sampling rate of input video slice and label wave using interpolation; (3) when heart rate of target instance higher than 90, in 50\% possibility halve sampling rate of input video slice and label wave; (4) random slightly shake the face detection box (enlarge face detection box to 151x151x3, then random cut 131x131x3 slices on it).

We applied cosine dynamic learning rate (Loshchilov and Hutter 2016) when conducting network training. The initial learning rate is 5e-4, min-learning rate is 1e-6, we don’t use warm-up strategy. Operating system is centOS 7, we use single GPU card “Tesla v100” with 16 GB memory which can just befit the batchsize of 6 (training process takes up about 15900 MB). In the beginning, we apply default parameter initialization method in pytorch to initialize network.

When performing ablation study to exhibit the performance of inner end-to-end network with out BYHE, we use CHROM (De Haan and Jeanne 2013) method to generate standard label waves, following the configuration of pyVHR (Boccignone et al. 2020) mentioned above. We apply CHROM on each video and CHROM returns generated predicted rPPG signal on that video. Then according to our observation, we pick those slices with high confidence (have obvious trait of heart rate information, which matches the frequency of corresponding label wave). Because CHROM generates rPPG signal directly based on the video, so its product can be viewed as temporally aligned with real rPPG signal. Then these high convinced generated rPPG signals...
are used as label wave to train inner end-to-end network. Of course, according to Fig. 8 in main submission, some videos are discarded after temporal wave alignment, especially those of v2, v3 and v9. Readers can refer to the manual of VIPL-HR datasets (Niu et al. 2018b), where we can find that under these tasks, participants are required to make motion to produce noise. Such noise makes CHROM difficult to generate qualified and high convinced standard waves, thus results in the low utilization on these tasks.
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