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Abstract

Modern generative models are roughly divided into two main categories: (1) models that can produce high-quality random samples, but cannot estimate the exact density of new data points and (2) those that provide exact density estimation, at the expense of sample quality and compactness of the latent space. In this work we propose LED, a new generative model closely related to GANs, that allows not only efficient sampling but also efficient density estimation. By maximizing log-likelihood on the output of the discriminator, we arrive at an alternative adversarial optimization objective that encourages generated data diversity. This formulation provides insights into the relationships between several popular generative models. Additionally, we construct a flow-based generator that can compute exact probabilities for generated samples, while allowing low-dimensional latent variables as input. Our experimental results, on various datasets, show that our density estimator produces accurate estimates, while retaining good quality in the generated samples.

1 Introduction

Generative models strive to extract some notion of the data distribution given a set of training data, either explicitly through a probability density (e.g., Van den Oord et al. (2016b)), indirectly through a stochastic sampling mechanism (e.g., Goodfellow et al. (2014)), or both (e.g., Dinh et al. (2014)). The current state of the art for generative modeling – GANs (Goodfellow et al. (2014)) – can handle large-dimensional data such as images with impressive performance, but they have only an implicit notion of the distribution: they can generate random samples, but cannot compute the likelihood of a new data point. Access to an explicit density function, however, provides several advantages: quantitative comparison among models becomes straightforward; training through maximum likelihood estimation (MLE) has been proven to be asymptotically statistically efficient [Huber (1967)]; and applications such as unsupervised or semi-supervised learning can benefit from this prior knowledge.

Autoregressive models (Van den Oord et al. (2016a,b)) and normalizing flows (Dinh et al. (2014)) are among the most prominent examples of deep generative models that compute exact probability and employ direct log-likelihood maximization of their training dataset. However, it is inefficient to sample from autoregressive models, and they do not provide a latent representation of the data.
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Normalizing flows, on the other hand, allow both efficient sampling and density estimation, but make restrictive assumptions on the model architecture, requiring the latent space to be of the same dimensionality as the input, making it computationally expensive to use them in the high-dimensional data regime.

Energy-Based models (EBMs) Song and Kingma (2021) and Variational Autoencoders (VAEs) Kingma and Welling (2014) are also deep generative models based on likelihood maximization. However, VAEs can only compute a lower bound of the likelihood and imposes restrictive assumptions on the family of distributions it can represent, resulting in inter-sample averaging. Consequently, when applied to images, VAEs generate blurry samples. EBMs, on the other hand, represent an unnormalized density, allowing greater flexibility in the choice of the functional form, at the cost of inefficient sampling and likelihood estimation.

In this work, we derive a generative model that is both efficient at sampling and provides fast and explicit density estimates. We start from a parametric model represented by a neural network $N_\theta$, and show how maximizing log-likelihood, conditioned on the network’s output being a valid density, leads to the Wasserstein GAN Arjovsky et al. (2017) formulation with only minor differences. This results in an adversarial training approach whose final product is both an efficient sampling method, on the generator side, and a density estimator on the discriminator side. In doing so, we additionally propose a new architecture for the generator that combines flow models and adversarial learning. The combination of a GAN model with a flow-based generator has been explored before Grover et al. (2018). In contrast with previous work, however, our assumptions for MLE allows us to relax the requirements on the generator architecture (see Section 2.1.1). With this, we construct a flow that performs up-sampling and down-sampling operations, starting from a lower-dimensional latent variable, where density estimation of real (as opposed to generated) data points is relegated to the discriminator.

Our experimental results on sample quality, test set encoding efficiency and encoding efficiency of generated samples, show that both our new generator, and the discriminator network $N_\theta$, work in harmony and are both of high quality (see Section 3).

In summary, our contributions are i) Our method yields a model that can compute the normalized probability density function efficiently; ii) we relax the bijectivity constraint required by traditional FLOW models, enabling more flexible generator architectures; iii) our optimization objective is closely related to that of GANs and our theoretical contributions clarify a hidden assumption made by the GAN objective. Importantly, our work provides new insight into the properties of the discriminator, which can be regarded as a density estimator with minor changes. Furthermore, it connects GANs, normalizing FLOW and EBMs from a theoretical perspective.

2 Method

Given a dataset of i.i.d samples $\mathcal{X} := \{x_i \in \mathbb{R}^n\}_{i=1}^m$, drawn from an unknown probability density $P_{\text{data}}$, the goal is to learn a parametric model $N_\theta$, with parameters $\theta \in \mathcal{M}$, that matches $P_{\text{data}}$. Here, we represent $N_\theta$ with a neural network. To make it a valid density function, we must ensure that $N_\theta$ is positive everywhere, and that it encloses unit mass. Henceforward, we call this normalized version of $N_\theta$ as the model density $P_\theta$ and the neural network embodying $N_\theta$ as the discriminator network (or the density estimator network) because of its similarity to the discriminator of a GAN. We determine the parameters $\theta$ by maximizing the expected log-likelihood, yielding the following constrained optimization:

$$\arg\max_{\theta \in \mathcal{M}} \sum_{x_i} \log(N_\theta(x_i)) \quad \text{s.t.} \quad N_\theta(x) > 0 \ \forall x ; \int_{\mathbb{R}^n} N_\theta(x)dx = 1$$

(1)

It is easy to ensure a positive density by setting the last activation of the neural network to an exponential function. However, the integral on the right-hand side is generally intractable and hard to compute. We can approximate this integral by using Monte Carlo sampling, and rewrite it as follows:

$$\alpha_\theta = \int_{\mathbb{R}^n} N_\theta(x)dx = \int_{\mathbb{R}^n} P_G(y) \frac{N_\theta(y)}{P_G(y)}dy = \mathbb{E}_{y \sim P_G(Y)} \frac{N_\theta(y)}{P_G(y)}$$

(2)
Here, $P_G(y)$ is an arbitrary density of the random variable $Y \in \mathbb{R}^n$ that is non-zero wherever the true data density $P(X)$ is non-zero and $\mathbb{E}$ represents the expectation operation. We have also assigned the shorthand $\alpha_0$ for future reference to this integral. This, however, is analytically intractable. Therefore, we use a finite sample approximation of the expectation.

The problem with this method, however, is that the sample complexity is unrealistically large when $y \in \mathbb{R}^n$ and $n$ is large. The sample efficiency can be greatly boosted by performing importance sampling, especially so, when the true data density is highly concentrated. This is widely believed to be the case with natural images, since neighboring pixels are highly correlated. Therefore, we propose the following technique to efficiently get samples $y_j = G_\phi(z_j, \eta_j)$, to compute the expectation. Here, $z_j \in \mathbb{R}^d$ is a latent vector with $d \ll n$, $G_\phi$ is the generator, which is a deterministic function that embeds the latent variable into the data space, and $\eta_j \in \mathbb{R}^{n-d}$ is auxiliary noise. We further assume a prior distribution $P(Z)$ for the latent variable $z_j$ and an independent isotropic Gaussian distribution with variance $\sigma^2 I$, for the auxiliary noise $\eta_j$. Here, $I$ denotes an identity matrix of appropriate size. This lets us efficiently approximate the expectation in Eq. 2 with $\sum_{z_j \sim P(Z), \eta_j \sim \mathcal{N}(0, \sigma^2 I)} [N_\theta(G_\phi(z_j, \eta_j))/P_G(Y = G_\phi(z_j, \eta_j))]$. Given this, Eq. 1 can now be rewritten as in Eq. 3.

$$\arg\max_{\theta} \sum_{x_i} \log \left( \frac{N_\theta(x_i)}{\mathbb{E} \sum_{z_j, \eta_j} N_\theta(G_\phi(z_j, \eta_j))/P_G(G_\phi(z_j, \eta_j))} \right) = \arg\max_{\theta} \sum_{x_i} \left( \log(N_\theta(x_i)) - \log \left( \sum_{z_j, \eta_j} N_\theta(G_\phi(z_j, \eta_j))/P_G(G_\phi(z_j, \eta_j)) \right) \right) = \mathcal{L}_{\text{real}} + \mathcal{L}_{\text{fake}}$$

Eq. 3 serves as our objective function for training $\theta$. Here, we define $\mathcal{L}_{\text{real}} := \log(N_\theta(x_i))$ and $\mathcal{L}_{\text{fake}} := -\log(\sum_{z_j, \eta_j} N_\theta(G_\phi(z_j, \eta_j))/P_G(G_\phi(z_j, \eta_j)))$ for quick reference. Note that Eq. 3 is the same objective function as in EBMs, except that here we explicitly define the integral, or its approximation. If we approximate $\mathcal{L}_{\text{fake}}$ by a single sample of $z_j$ and $\eta_j$, then Eq. 3 can further be simplified, as in Eq. 4. Further, $\log P_G(G_\phi(z_j, \eta_j))$ is not dependent on $\theta$ and hence can be dropped from this optimization. This fully recovers the usual GAN objective for the critic network.

$$\arg\max_{\theta} \sum_{x_i} \left( \log(N_\theta(x_i)) - \log \left( \sum_{z_j} c_{z_j} N_\theta(G_\phi(z_j, \eta_j)) \right) \right) \approx \arg\max_{\theta} \sum_{x_i} \left( \log(N_\theta(x_i)) - \log(N_\theta(G_\phi(z_j, \eta_j))) - \log(P_G(G_\phi(z_j, \eta_j))) \right)$$

This equation, however, requires a suitable function $G_\phi$. We choose to use a neural network to represent this function, and let us call this network the generator network. To compute $\mathcal{L}_{\text{fake}}$, clearly one needs to have access to $P_G(Y)$ evaluated at $y_j = G_\phi(z_j, \eta_j)$ for arbitrary $z_j$ and $\eta_j$. We could in principle obtain this by using normalizing flows as the generator, but this would impose strong restrictions on the architecture. Specifically, this would require the whole network to be analytically invertible, and consequently the latent space cannot be of lower dimensionality than the input data. However, note that in our case we can relax this requirement, since we only need to evaluate $P_G(Y)$ at points that have the form $y_j = G_\phi(z_j, \eta_j)$, i.e., only at generated points. We discuss how to construct such a flow in Section 2.1.1.

### 2.1 Generator objective

Before diving deep in to the details of the generator architecture, it is worth examining the objective function with which we intend to optimize the parameters of it. A quick inspection of Eq. 2 shows that it has the form of the importance sampling mechanism. In such scenarios, often the biased distribution ($P_G(Y)$ in our case) is chosen such that the variance of the weighted samples is reduced. Rubinstein and Kroese (2016). In our case, the variance of $N_\theta(y)/P_G(y)$ is minimized if we match $N_\theta(y)$ and $P_G(y)$ up to a multiplicative factor, more precisely $P_G(y) = N_\theta(y)/\alpha_0$, everywhere. Here, $\alpha_0$ is the integral constant and is not known precisely. We do so by minimizing a divergence measure between $P_G(Y)$ and $N_\theta(Y)$. Here, $N_\theta(Y)$ as usual, represents the unnormalized density that we seek.
to fit to our training data. We choose the KL divergence measure \cite{Kullback1951}. We do so specifically because, as seen from Eq. \ref{eq:5}, the optimization for the generator parameter becomes independent of the normalizing constant of the distribution given by $N_\theta$.

\[
\argmin_{\phi} \mathbb{E}_{y, \sim P_G(Y)} \log \left( \frac{P_G(y_i) \alpha_i}{N_\theta(y_i)} \right) = \argmax_{\phi} \mathbb{E}_{y, \sim P_G(Y)} \left[-\log P_G(y_i) + \log N_\theta(y_i) - \log \alpha_i \right] \\
= \argmax_{\phi} \left[H(P_G(Y)) + \mathbb{E}_{z, \sim P(Z)} \log N_\theta(G_\phi(z_i))\right]
\]

(5)

Here $H(P_G(Y))$ represents the entropy of the generator distribution. A close look at Eq. \ref{eq:5} reveals that it is identical to the generator objective of a Wasserstein-GAN \cite{Arjovsky2017} except for the additional entropy term. This term precisely seeks to increase diversity of the generated samples.

### 2.1.1 Generator function using a non-invertible flow

To take advantage of the above-mentioned relaxed requirement of our generator function $G_\phi$, we propose a variant of normalizing-flow networks. In fact, in this type of network we neither maintain dimensionality nor invertibility, therefore strictly speaking they are not flow networks. These networks are composed of layers of simple functions that operate on a random variable to produce a transformed random variable, such that given the density of the input random variable, we can efficiently compute the density of the output random variable. For this purpose, we borrow the change of variable mechanism, formally described in Eq. \ref{eq:6}. The difference between our network and traditional normalizing-flow networks is that our model neither needs to be efficiently invertible, nor does it always preserve dimensionality. We can both increase and decrease dimensionality. This ability precisely lets us build architectures close to modern GAN architectures, which have heuristically been found to work well. Note that, in exchange, we cannot compute probabilities for random images – only for generated ones. In our framework, this function is provided by the discriminator instead.

### 2.1.2 Increasing dimensionality

Given a function $t = g(u) : \mathbb{R}^o \rightarrow \mathbb{R}^p$, the change of variable formula dictates that $P(T) = P(U) \left| \frac{\partial g}{\partial u} \right|^{-1}$. A multi-layer neural network, e.g., our generator $G$ with $l$ layers, can be thought of as a series of operations; i.e., $G := g_1(g_2(g_3(...g_1(\cdot))))$, formally, $t_1 = g_1(u_1), t_2 = g_2(u_2), ... t_l = g_l(u_l)$, and $t_2 = u_1, t_3 = u_2, ... t_l = u_{l-1}$. In such a scenario, if $t_1, t_2, t_3, ... t_l, u_1, u_2, u_3, ... u_l \in \mathbb{R}^p$, one can track the density of the activations as follows in Eq. \ref{eq:6}.

\[
P(t_k) = P(u_k) \left| \frac{\partial g_k}{\partial u_k} \right|^{-1} \forall k \in \{1 ... l\}
\]

(6)

A sufficient criterion for this to remain valid is bijectivity of, $g_k \forall k$ and that, in turn, enforces the dimensionality of $z_k$ and $a_k$ to be equal. However, we are free to redefine $t_k := [u_{k-1}][a_k]$. Here, ‘||’ represents a concatenation operation and $\eta_j \sim \mathcal{N}(0, I)$, where $\mathcal{N}$ is the normal distribution with mean zero and identity variance. This enables us to introduce noise at multiple layers of operation in the generator and, starting from a low-dimensional latent space, generate high-dimensional data, similar to StyleGAN \cite{Karras2019}. This modification and Eq. \ref{eq:6} enables us to write Eq. \ref{eq:7}.

\[
P(t_{k+1}) = P(t_k) \left| \frac{\partial g_k}{\partial u_k} \right|^{-1} P(a_{k}) \forall k \in \{1 ... l\}
\]

(7)

### 2.1.3 Dimensionality reduction

To closely follow traditional generator architecture, e.g., the DC-GAN architecture \cite{Radford2015}, one necessary operation is dimensionality reduction, i.e., to have operations of the form $t_k = g_k(u_k) : \mathbb{R}^{o_1} \rightarrow \mathbb{R}^{o_2}; o_1 > o_2$. Moreover, to compute $L_{fake}$, given the density of the input random variable $P(U_k = u_k)$, one must be able to efficiently compute the density of the output random variable $P(T_k = g_k(u_k))$. For the time being, imagine that $t_k \in \mathbb{R}^{o_2}$, i.e., $g_k$ is a dimensionality preserving operation. Now, let us group $t_k$ in two parts, i.e., $t_k = [t_{k1} \mid t_{k2}]$. Here, ‘||’ represents the concatenation operation and $t_{k1} \in \mathbb{R}^{o_2}, t_{k2} \in \mathbb{R}^{o_1 - o_2}$. In such a setting, a dimensionality reduction
operation would simply ignore \( t^2_k \) and recover a function between \( \mathbb{R}^{o_1} \to \mathbb{R}^{o_2} \). Any such function, however, requires us to compute \( P(T_k^1 = t^1_k) \) given \( P(T_k = t_k) := P(T_k = [t^1_k, t^2_k]) := P(T_k^1, T_k^2) \). This is a marginalization operation and can be computed as \( \int_{T_k^2} P(T_k^1, T_k^2) dT_k^2 \). This integral is unfortunately intractable in the general case. Therefore, we make a case-specific assumption, namely, we assume that, in real images, a pixel is normally distributed given its immediate neighbor. This assumption lets us marginalize \( T_k^2 \) efficiently, as shown in Eq. \( \ref{8} \):

\[
P(T_k^1) = \frac{P(T_k^1, T_k^2)}{P(T_k^1|T_k^2)} = \frac{P(T_k^1, T_k^2)}{N(T_k^2, \sigma \ast I)}
\]  

(8)

Here in Eq. \( \ref{8} \) we get the second equality using our assumption stated above, \( \sigma \) represents a tunable variance of the normal distribution, and \( I \) is an identity matrix.

### 2.2 Tailoring the candidate density function

We chose to represent \( N_\theta \), with a deep neural network. A deep neural network is a composition of repeated linear projection operations with nonlinear activations. Furthermore, often the linear operations, e.g., strided convolution, reduce dimensions by projecting the input vector to a subspace. These operations hope to retain the most ‘useful’ dimensions for the task at hand. In our case, the network is encouraged to produce high responses for points coming from a dataset. Therefore, the linear layers are expected to align themselves to the axis of the highest data variance. Now, if we use this network for points that do not come from our training data set or are not even are of the same kind, e.g., non images, they are expected to have significant variance on axes different from the high-variance axes of the data. We can exploit this feature, to assign low probability to such samples. Concretely, a linear operation with weight matrix \( w \) operating on a data vector \( x \) can be expressed as a matrix vector multiplication \( t_\parallel = w \ast x \). Here \( t_\parallel \) is the component of \( x \) in the subspace spanned by the rows of \( w \). We can recover the component perpendicular to this subspace \( t_\perp = x - \frac{t_\parallel}{\|t_\parallel\|_2} \ast w \ast x \).

Here, \((\cdot)^T\) represents the transpose operation and \( \| \cdot \|_2 \) represents the vector norm operation. As discussed above, we expect this perpendicular component \( t_\perp \) to be large for points that do not belong to our training data and therefore should be assigned low density. Therefore our density network is evaluated as \( N_\theta(x) e^{-\sum_k \|t_{\perp,k}\|_2^2} \). Here \( t_{\perp,k} \) represents the perpendicular component at every linear projection layer.

### 2.3 Architecture

LED consists of a generator and a discriminator. The discriminator in our case plays the role of a density estimator. As described in Section \( \ref{2.1} \), the generator consists of \( l \) transformations given by \( g_k; k \in \{1, 2, 3, 4\ldots l\} \). We choose these transformations carefully such that, given the density of the input variable, we can efficiently compute the density of the output variable. A traditional GAN architecture often employs fully connected, convolution, batch normalization, ReLU and interpolation layers. We implement a mechanism to keep track of the probability density through all of these operations; precise implementation details can be found in the supplementary material, Section \( \ref{C} \). Our final generator architecture closely follows that of DCGAN \cite{radford2015unsupervised}, known to perform well with adversarial training. The discriminator architecture follows precisely that of DCGAN, except that we subtract the perpendicular component in the convolution layers (Section \( \ref{2.2} \)).

### 3 Experiments

In this section, we provide experimental results for the generated data and the density estimation using both synthetic (Section \( \ref{3.1} \)) and real (Section \( \ref{3.2} \)) datasets. We show qualitative examples in Section \( \ref{3.3} \) Implementation details can be found in the Sup. Mat., Section \( \ref{B.1} \).
3.1 Synthetic Data

We begin by examining the notion of data distribution captured by our discriminator model (i.e., density estimator), compared to other GAN-based methods. To this end, we perform an experiment on a toy 2D dataset, similar to the one presented in VEEGAN Srivastava et al. (2017). In particular, we train our model on two sets of Gaussian Mixture Models (GMM), with one set comprising 8 modes forming a ring (Fig. 1a) and another set comprising 25 modes in a grid (Fig. 1g).

Since GAN models normally do not return a direct estimate of the probability of the data, the compared methods use Kernel Density Estimation (KDE) to visualize the relevant probability, as shown in Fig. 1(a-e, g-k). Note that LED instead has direct access to this value through the discriminator. We observe that the density learned by LED (shown in Fig. 1(a-e, g-k)) matches the true distribution, returning high probability for all modes, and low probability away from them.

We also quantify the quality of the density captured by the generator. For this, we use the High-Quality Samples metric from Srivastava et al. (2017), where a generated point is considered high quality if it is within a $3\sigma$ distance from the nearest mode. We generate 2,500 points and report the percentage of points that are high quality over five runs. We can see here (in table 1) that our generator produces significantly higher quality samples than other models, achieving 10% more than VEEGAN Srivastava et al. (2017). On the other hand, our model is not capable of fully capturing all 25 modes in the second GMM. We hypothesize that this is due to an insufficient expressive power of the generator. To test this hypothesis, we follow this following experiment protocol. First, with an intentionally weakened generator, we capture a smaller number of modes. We find that this is consistent and reproducible. Next, when we progressively increase the power of the generator, we see that our model progressively generates more modes. The result of this experiment, along with qualitative results for the generator density, can be found in the Sup. Mat., Section E.1.

3.2 Real Data

We now show results of LED over real data generation, where we compare against the flow-based model GLOW Kingma and Dhariwal (2018), and a GAN baseline that uses our same architecture, but with a standard GAN loss Kingma and Welling (2014). We also compare the results of different numbers of samples for the integration approximation. We train these models with the MNIST Deng (2012) and CelebA Liu et al. (2015) datasets and evaluate the results using (1) Fréchet Inception Distance (FID), and (2) bits-per-pixel ($b/p$) of the test set. We compute the $b/p$ of real images by computing their negative-log-likelihood using the score given by the discriminator along with Eq. 2, and subsequently normalizing the result by the number of pixels $D : b/p = \frac{1}{n} \sum_{x \in X} d(x) \alpha_0D_{\infty} \ln 2$.

We also compute the $b/p$ for the generated images using the discriminator score and the generator probability. For the discriminator score, we use the same method as with the real images. For the
Table 1: The high quality (HQ) samples percentages of various generators for 2D GMMs. The numbers for all models, except LED (ours), are taken from Srivastava et al. (2017). LED produces higher quality samples than all other tested models. Here, high-quality samples are defined to be samples are within $3\sigma$ of a real data mode.

| Generator          | Modes | % HQ Samples | % HQ Samples |
|--------------------|-------|--------------|--------------|
| GAN Goodfellow et al. (2014) | (Max 8) | 1 | 99.3 | 3.3 | 0.5 |
| ALI Dumoulin et al. (2017) | | | | | |
| Unrolled GAN Metz et al. (2017) | | | | | |
| VEEGAN Srivastava et al. (2017) | 7.6 | 35.6 | 23.6 | 16 |
| LED (ours) | 8 | 52.9 | 24.6 | 40 |
| | | 8 | 63.5 | 16.2 | 68.3 |

Figure 2: Random examples of generated images using MNIST at 32 × 32 resolution. FID 4.19.

Generated samples can be seen in Fig. 2 for MNIST dataset and in Fig. 3 for CelebA dataset. The corresponding FID and $b/p$ results are reported in Tbl. 2. LED outperforms the current state of the art in terms of $b/p$ metric, which increases with the number of samples used for the integral approximation. Looking at the FID scores, we see that using only one sample results in unrealistic images (high FID). This is understandable since this approach is equivalent to training a generator with only a single sample for every batch of the discriminator, which has been observed to perform poorly Brock et al. (2019). Increasing the number of samples significantly improves the FID scores to comparative values with the state of the art. Tbl. 2 also shows that subtracting the perpendicular part (Sec. 2.2) in the discriminator (Section 2.2) results in a better quality image (lower FID) and better efficiency (lower $b/p$).

3.3 Qualitative Results

In Fig. 4 (and in Section E.2 in Sup. Mat.) we visually assess the probabilities assigned by the discriminator by showing random samples sorted by density. We can see here that high quality images get higher probabilities than low quality images, suggesting that our trained discriminator correctly captures the distribution of the given dataset.

We also demonstrate the power of the discriminator by optimizing over its score. We begin by generating images using latent vectors that are between $1.5$ and $3\sigma$ away from the origin, which are usually of low quality. We then optimize the latent vectors such that they maximize the output of the discriminator. The results, in the supplementary material, Section E.4 show that this approach can significantly increase the quality of the images for MNIST.

Finally, we show in Fig. 5 (and in Section E.3 in Sup. Mat.) qualitative results for the generator on an interpolation experiment.
Table 2: FID and bits-per-pixel (b/p) of the held-out test set, and b/p of the generated samples. Note that the latter can be evaluated using our flow-based generator, as well as the independent density estimator network; we report them as generator b/p / critic b/p. Here, 64sa, 256sa stands for the number of samples used to approximate the second sum of Eq. 3. The GLOW b/p and FID for CelebA could not be calculated since it failed to converge with default parameter settings.

4 Related work

Two main categories of generative models are prescribed and implicit models [Diggle and Gratton (1984)]. Prescribed models recover an explicit parametric specification of the density function and are trained and evaluated by maximum likelihood estimation (MLE); our work belongs to this family. Implicit models, on the other hand, represent the data distribution indirectly through a stochastic mechanism that generates random samples. In general, this offers more flexibility in terms of learning objective and model architecture, which is hypothesized to be responsible for the high visual quality of the generated samples.

Normalizing flows [Kobyzev et al. (2020); Dinh et al. (2016); Kingma and Dhariwal (2018)] and autoregressive models [Theis and Bethge (2015); Van den Oord et al. (2016b); Salimans et al. (2017)] are examples of deep prescribed generative models. Since these compute the density function explicitly, they can be optimized and evaluated using the train and test-set log-likelihood. Although autoregressive models can efficiently work with high-dimensional data during training, due to ancestral sampling they are extremely slow at generating new samples. Normalizing flows require an invertible architecture to compute the likelihood, and consequently can only support latent spaces of the same dimensionality as the input data. In addition, they tend to yield large and memory-hungry models, and are therefore not so suitable for high-dimensional data. In this work, we relax the invertibility constraint by computing the flow in only one direction, enabling the use of lower-dimensional latent vectors, and more computational resource efficient architectures.
Generative Adversarial Networks (GANs) are the most prominent example of implicit models. GANs currently produce state-of-the-art generated sample quality Karras et al. (2020). However, it has been observed that GANs may trade diversity for precision Che et al. (2016); Salimans et al. (2016); Srivastava et al. (2017). This results in generators that produce samples from only a few modes of the data distribution, a phenomenon known as ‘mode collapse’. GANs are also well known for having unstable training dynamics Arjovsky et al. (2017); Mescheder et al. (2018); Heusel et al. (2017).

An intermediate category of generative models considers only an approximation to the density function. Examples include a lower bound on the likelihood for VAEs Kingma and Welling (2014) and diffusion models Ho et al. (2020), or the unnormalized density in the case of EBMs Song and Kingma (2021). VAEs are known to suffer from low generation quality, i.e., they tend to produce blurry samples. Diffusion models can generate images of very high sample-quality Dhariwal and Nichol (2021); however, the latent representation needs to be of the same dimension as the input data. EBMs deploy several techniques to obtain the derivative of the normalizing factor with respect to the model parameters. We maximize the same cost function as EBMs (see Eq. 1), but explicitly model the normalization constant $\alpha$. As explained in Section 2, this leads to a variant of the GAN formulation, thus making connections between the three models.

5 Conclusion

We presented a new generative model, LED, which is closely related to GANs while being able to efficiently compute the density function of the data. Our formulation, based on maximizing log-likelihood of the discriminator output, recovers a training objective that is similar to the objective function of GANs, but with a crucial difference that introduces an entropy maximization term in the generator objective. Our experimental results show that LED produces a generator that is on par with other GAN generators, along with accurate density estimations. LED provides new understandings on the properties of the discriminator, and provides insights into GANs from a maximum likelihood perspective, while connecting these with EBMs. We believe this can open up promising directions into understanding and improving generative models.
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Appendices

A Change of variable

As described in Section 2.1.2, we need to keep track of the density of the input random variable as it passes through different layers of the generator. In our architecture we used fully connected, convolutional, batch norm, dimensionality inflation, and an activation layer. We describe in the following each of these layers, how to estimate the output density given the input density, and how to compute the determinant of the Jacobian.

A.1 Fully connected

A fully connected layer can be represented as

$$ t = w u + b $$  \hspace{1cm} (9)

Here \( u \in \mathbb{R}^{o_1} \) is the input variable, \( w \in \mathbb{R}^{o_1 \times o_1} \) is a square weight matrix, and \( b \in \mathbb{R}^{o_1} \) is the bias vector. To compute the output density using the change of variable formula, we simply compute the log determinant of the weight matrix using PyTorch’s `slogdet()` function. One must ensure \( w \) to be full rank in order for the change of variable formula to still apply. However, since our objective is to maximize entropy of the generator and therefore maximize the absolute determinant, a good initialization ensures \( w \) to have full rank.

A.2 Activation

Since ReLU is not an invertible operation, it is not suitable to use it in our generator. However, several modern generator architectures use ReLU, and it has been shown to improve performance of neural networks empirically. Therefore, we design our own activation function that closely follows ReLU and yet is suitable for our use case. We define our custom activation as:

$$ \mathcal{L}(u) = \frac{1}{\alpha} \log \left( e^{\alpha(u-u_0)} + e^{\beta(u-u_0)} \right) - t_0 $$  \hspace{1cm} (10)

Where \( \alpha \) and \( \beta \) are user-defined and \( u_0 \) and \( t_0 \) are offsets. We set \( \alpha = 5.8 \) and \( \beta = 1 \) (Fig. 6). This activation results in a constant slope of 1 in the positive domain. In the negative domain, the slope and elbow can be controlled by adjusting \( \alpha \) and \( \beta \). Since the activation applies to every component of its input vector independently, the Jacobian of this layer is a diagonal matrix. In the case of diagonal matrices, the log determinant is easily computed as the sum of the logarithm of each element’s derivative. The derivative of each element can be easily calculated as:

$$ \frac{d \mathcal{L}(u)}{d u} = \frac{e^{\alpha(u-u_0)} + \beta e^{\beta(u-u_0)}}{e^{\alpha(u-u_0)} + e^{\beta(u-u_0)}} $$  \hspace{1cm} (11)

A.3 Convolution

The naive method to compute the determinant of the Jacobian of a convolutional layer would be to compute the determinant of the corresponding Toeplitz matrix of the convolution kernel. As the layers keep increasing in size, so do the Toeplitz matrices, and computing their determinant becomes a slow task. To avoid this, we use the method described by Sedghi et al. (2019) to compute the singular values and the determinant of the convolution. Their algorithm uses the fact that the circulant matrices are diagonalized by the Fourier transform. As a result, we are constrained to use convolution with circular padding. With that small change, we can compute the log determinant quickly.

A.4 Batch-norm

We take this layer verbatim from Dinh et al. (2016) as

$$ B(u) = \frac{u - \mathbb{E}[u]}{\sqrt{\text{Var}[u] + \epsilon}} \times \gamma + \beta $$  \hspace{1cm} (12)
Figure 6: Our custom activation function as described in Eq. 10 with $\alpha = 5.8$ and $\beta = 1$.

Note that $E[u]$ and $\text{Var}[u]$ are function of all elements in $u$. Therefore, the Jacobian is not diagonal and is in general hard to compute. In our current implementation, we disregarded the fact that $E[u]$ and $\text{Var}[u]$ are functions of $u$ and treated them as constants. As a result, the Jacobian is diagonal with each element being the simple derivative:

$$\frac{dB(u)}{du_i} = \frac{\gamma}{\sqrt{\text{Var}[u]} + \epsilon}$$  \hspace{1cm} (13)

### A.5 Dimensionality inflation

As described in Section 2.1.2, we increase dimensionality by introducing noise and copying over the left neighbor in an image, emulating the nearest neighbor interpolation. One can also device bi-linear or bi-cubic interpolation methods. This, however, is left as future work.

### B Implementation

#### B.1 Implementation Details

We trained the generator and discriminator using the PyTorch ADAM optimizer [Kingma and Ba (2015)]. The learning rate for both generator and discriminator was set to $1e-3$. We trained LED on the MNIST [Deng (2012)] and CelebA [Liu et al. (2015)] datasets for 500 epochs. We saved the models after every epoch and presented the result of the epoch with the highest FID.

#### B.2 Perpendicular convolution

In Section 2.2, we described how one might help the density estimation function $N_\theta$ assign low density to off-the-image manifold points. The computation of the perpendicular input component in case of linear layer is shown in Section 2.2. When this linear operation is implemented using convolutions, one can perform transposed convolution to compute $t^T * w$, where $t$ and $w$ are as defined in Section 2.2. Importantly, however, we still have to ‘lift’ the dimensionality of the generated samples to the dimension of the input data dimension (number of pixels in case of images). The reason behind this ‘lifting’ is that data embedded in a higher-dimensional manifold is a curve without width. Having no width essentially means that the density function is a Dirac delta function over this curve. Since the the Dirac delta function has no gradients outside of the embedded curve, learning such a function using gradient descent is ill-posed.
B.3 Generator: Random sampling from a Gaussian

During training, we set the generator in such a way that for each sample in a batch, with some probability, the values of its corresponding output will be replaced by samples from a normal distribution. Adding this Normal sampling defines a non-zero probability distribution over the codomain of the generator, since for each point the generator cannot generate on its own, the normal distribution has a non-zero probability.

B.4 Numerical stability in generator loss

In our experiments we found that the two terms in Eq. 5 have different orders of magnitude. This difference prevented the optimization to converge. We solved this disparity by adding a weight coefficient $k$ to the entropy term $H(P_G(Y))$ to scale it down. In practice, this changes our KL-divergence into $f$-divergence with $f(t) = t \log (t^k)$. In comparison, KL-divergence is a special case of $f$-divergence with $f(t) = t \log (t)$.

Looking again at Eq. 5 with the new divergence formulation, $N_{\theta}(y_i)$ should be reformulated as $N_{\theta}^k(y_i)$. Instead, we redefine our discriminator’s output to be $k \log N_{\theta}(y_i)$. With this redefinition we maintain the stability of the generator loss while not affecting the discriminator loss, since $k$ will be implicitly computed in the integral approximation of Eq. 2.

C Architecture

C.1 DC-GAN based

The generator architecture we used for MNIST and CelebA is based on the DC-GAN architecture. Given a latent vector, the generator first increases the dimensionality by using a linear layer which is then padded with noise. The size of the hidden latent image is then doubled on the expense of the number of channels multiple times, until the number of channels reaches the target number (1 for MNIST, 3 for CelebA). The image is then down-sampled (Section 2.1.3) until it reaches the required number of pixels.

C.2 Expressive power of the generator for a toy problem

For the 2D synthetic data (Section 3.1) we follow the same principles as in Section C.1, but with slight differences. The generator receives as input a 2D point. This 2D point is expanded to have the maximal number of features by the use of linear layers, where each linear layer doubles the number of features. The maximal number of features is defined by the user before initialization. After the expansions, the resulting latent vector goes through a number of blocks, where each block contains a linear layer that maintains dimensionality, a batch normalization layer and an activation function. The number of blocks is defined by the user before initialization. For the results shown in the paper we used 256 features and 8 blocks. The result is then down-sampled (Section 2.1.3) until it is 2D.

In Section 3.1 we showed that our generator could not capture all the modes. We believe that this was caused by the fact that the generator architecture was not expressive enough for the task. To support this, the effects of different maximal number of features and number of blocks are shown in Section E.1. We can see that with a smaller number of blocks the generator can capture more modes. Theoretically, with a large number of blocks the generator could capture more modes, albeit with very long computation times. In the future we will look into ways to increase the expressive power of the generator without excessively increasing the computational time.

D Approximation quality of the integral

In order to see how many samples are required and how the training time affects the approximation, we compared the approximated $\alpha_\theta$ across two models, one trained with 1 sample and the other with 256 samples. After training each model for a certain number of epochs, we approximated $\alpha_\theta$ with a different number of samples. We calculated $\alpha_\theta$ 20 times for each model and epoch, and report the means and standard deviations in Fig. 7. Fig. 7 shows us that when training the model with 256 samples (left column), $\alpha_\theta$ converges to a constant value across epochs (about 185), with the
Figure 7: The approximated integral as a function of the number of samples. The left and right columns show the results of models that were trained with 1 and 256 samples, respectively, for the integration approximation. Each row corresponds to a different number of epoch. The \( y \)-axis of each graph is the approximated integral value and the \( x \)-axis is the number of samples used to approximate the integral post-training. The error bar correspond to 1\( \sigma \).

standard deviation decreasing when using more samples. This means that our model is consistent and captures the domain well. On the other hand, when using 1 sample, the approximated integral does not saturate and has a different range every epoch. It also shows us that the standard deviations do not decrease even when using more samples. Fig. 7 also shows us that after a few epochs when using a single sample, the approximated integral is very small. This in turn results in a high likelihood which explains the high \( b/p \) value for 1sa in Tbl. 2.
E Additional results

E.1 Generator expressiveness and power

Figure 8: Randomly generated 2D points from generators with different numbers of layers. The generators were trained on the grid of GMMs (Fig. 1g). The red dots represent the true modes and the blue dots are the generated data. Each column corresponds to a different size of latent space (number of features) and each row corresponds to a different number of blocks, as described in Section C.2.
E.2 Generated images sorted by their probability

Figure 9: Generated MNIST images, sorted from high probability (top left) to low probability (bottom right). The number above each image is its unnormalized log-likelihood. Note that as the image quality drops, so does the probability.

Figure 10: Generated CelebA images, sorted from high probability (top left) to low probability (bottom right). The number above each image is its unnormalized log-likelihood. Note that as the faces are more deformed, so their probability drops.
E.3 Interpolating the latent space for MNIST

Figure 11: Interpolation over latent space. Each row corresponds to a different interpolation. The leftmost and rightmost columns are images generated by random latent vectors. The images between them are generated by the linear interpolations between the leftmost and rightmost columns.
E.4 Optimizing the latent vector of far away points

Figure 12: The result of maximizing the discriminator probability by optimizing the latent space. Left column: images generated by the initial latent vectors that are far from the mean (4σ). Left column: the corresponding generated images of the optimized latent vectors. Note that the optimization de-noised some of the background and filled missing holes.