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ABSTRACT

Advances in the VLSI process technology lead to variations in the process parameters. These process variations severely affect the delay computation of a digital circuit. Under such variations, the various delays, i.e., net delay, gate delay, etc., are no longer deterministic. They are random in nature and are assumed to be probabilistic. They keep changing, based on factors such as process, voltage, temperature, and a few others. This calls for efficient tools to perform timing checks on a design. This work presents a technique to compute the arrival time of a digital circuit. The arrival time (AT) is computed using two different timing engines, namely, static timing analysis (STA) and statistical static timing analysis (SSTA). This work also aims to eliminate number of false paths. It uses a fast and efficient filtering method by utilizing ATPG stuck-at faults and path delay faults. ISCAS-89 benchmark circuits are used for implementation. The results obtained using the probabilistic approach are more accurate than the conventional STA. It has been verified with an Artificial Neural Network (ANN) model. The arrival time calculated using SSTA shows 7% improvement over that of STA. The absolute error is reduced twofold in the case of the ANN model for SSTA.

1. Introduction

Semiconductor devices play a very important role in today's world. Without them, advancements in digital integrated circuits would be impossible. Following technological advancements, it has been possible to mount tens of thousands of semiconductor devices on a small platform. At the same time, the semiconductor process technology shrinks in size. The interconnects that connect various portions of the circuitry have become a reason for reduction of circuit performance in these devices. This is due to the increasing dependency of the devices on the environmental conditions. A few factors may be identified by the designers at the time of design, whereas the prediction of others is very difficult if the design is not complete. Some of them vary during the operation and others are not known for years and are out of the designer's control. The challenge is to manufacture ICs that also function without much trouble in extreme cases. For any digital circuit, knowledge of the delay of the circuit and other timing constraints such as the setup time, hold time, etc., are very important. Hence timing analysis plays a crucial role in VLSI chip design. This process helps to analyse whether a chip design meets the timing constraints or not. Timing analysis mainly focuses on speed and accuracy.

Clock and sequential components are the basis for any timing analysis [1]. For an integrated circuit to function properly, it must meet the time constraints set by the user. Constraints such as setup time and hold time must be verified for every flip-flop in the design. Checking the constraints of the circuit ensures that data which are launched from one flip-flop is captured by another flip-flop without any delays or errors. For digital circuits to be functionally correct, they must run at a certain predefined rate, sequence and specification. Violation of these criteria will affect the system timing and result in errors. Thus, timing analysis is the first operation performed to debug a system and identify the cause of errors.

There are two engines for timing analysis, namely, the static timing analysis (STA) engine and the statistical static timing analysis (SSTA) engine. STA is a method that validates the timing of a circuit without using an input test vector, and the whole circuit need not be simulated. It is implemented such that it is input-independent and finds the extreme or worst-case delay of the circuit by considering all possible input combinations. The delay computation and timing metrics can be obtained by circuit simulation. It is a very time-consuming process and the results are...
based on theoretical assumptions. There is always a trade-off between speed and accuracy in STA. Technological advances in the nanometre regime lead to many parametric variations. Control of the process parameters is very important and increasingly difficult. Process parameters are random in nature. To account for these process parameters, SSTA is preferred. The objective of SSTA is to improve the accuracy without much trade-offs in speed, by considering most of the process variables.

The rest of the paper is organized as follows: Section 2 deals with the background and Section 3 highlights the proposed method. Section 4 depicts the implementation and Section 5 presents the results. Section 6 draws a conclusion.

2. Background and terminologies

The basic terms used in timing analysis are defined as follows:

- A **timing graph** is a directed acyclic graph (DAG) representing a circuit. A circuit is converted into a graph with vertices (nodes) and edges. In timing graphs, the gates of the circuit are represented by vertices, and the interconnects or wires between the gates are represented by edges.

A timing graph \( G \) is a graph with a set of vertices \( V \) and set of edges \( E \). It is represented as \( G = \{V, E\} \) where \( V = \{v_1, v_2, v_3, \ldots, v_k\} \) and \( E = \{e_1, e_2, e_3, \ldots, e_n\} \).

Here, each edge \( e \) which belongs to \( E \) is simply an ordered pair of vertices \( e = (v_i, v_j) \).

- **Arrival time (AT)** at an edge/node in a circuit is the maximum delay for any primary input to the edge/node. It can be also defined as the time that is required for information to travel through the data path.

- **Required time (RT)** at an edge/node in a circuit is the maximum possible delay for any primary output to the edge/node. It can also be stated as the time taken by the clock signal to traverse through the clock path.

STA is deterministic, as it considers all the variables such as process, temperature, voltage, PVT, etc., to be fixed. Hence, the results are more pessimistic. To introduce variations into timing analysis, the gate delays and interconnect delays are assumed to be probabilistic in nature. This improves the timing behaviour of circuits [2]. SSTA has two major approaches, namely, path-based SSTA and block-based SSTA. In the path-based timing approach, the gate delays and the wire delays on the specified paths are added together. Identification of the required path is very important in this technique. There is a high probability that the paths which are relevant in timing analysis may not be selected as the path of interest. A circuit and its timing graph are shown in Figure 1. It has one inverter and three 2-input NAND gates. A timing graph is denoted as \( G = (V, E) \) where \( V \) denotes the vertex and \( E \) denotes the edge. The gates are represented as \( g_0, g_1, g_2 \) and \( g_3 \). Each gate denotes a vertex in the timing graph. Similarly, the edges in the graph are the wires in the circuit. In addition, there are source and sink nodes. All the primary inputs to the graph are connected to the source node and the primary outputs to the sink node. Graph traversal is performed from the source node to the sink node via all possible paths in the graph.

Path selection plays a vital role in path-based SSTA. Here, the timing is performed for selected critical paths only. As the selection of a subset of paths is time-consuming, for large circuits the computational complexity increases with the circuit size. Therefore, path-based SSTA does not give satisfactory results.

To overcome the possible errors due to the path-based approach, a block-based approach has been proposed. By traversing forward and backward in a circuit, the block-based SSTA creates the arrival time and the required time for each of the nodes in the circuit graph. In comparison with path-based SSTA, there is completeness and the path selection is avoided. The main area of concern for block-based SSTA is when statistical maximum operation correlations are to be considered. In block-based SSTA, progressive computation takes place. The timing analysis is performed in the forward or backward direction, block by block for each gate of the timing graph, without considering the path history. Hence, the computational complexity in case of the block-based SSTA changes linearly with an increase in circuit size.

![Figure 1. Circuit and Timing graph.](image-url)
If the probabilistic distributions of the gate and the wire delays are known, the statistical timing behaviour of the target circuits can be improved [2]. False paths represent one of the challenges in SSTA. The issues due to false paths are handled using the path-based approach [3]. In [4], a statistical approach is proposed in which the gate and wire delays are not worst-case examples in linear time. Instead, they are modelled using stochastic values. In [5], statistical delay modelling with gate sizing is proposed. In [6], node delay dependency and its timing analysis are discussed. A probabilistic retiming method is proposed in [7] wherein the circuits are treated as timing graphs and each vertex denotes a combinational element of the circuit with probabilistic characteristics. In [8], the gate delays and arrival time are modelled as discrete random variables. A block-based timing with false path analysis is implemented in [9]. The authors in [10] propose an exact solution that can compute the lower and upper bounds of the delay. A path-based statistical timing approach is proposed in [11]. Here, every path is modelled by the sum of individual gate delays in the path and each gate delay is modelled as a random variable. Then, a linear statistical model for the gate delay is created by taking into account small deviations on either side of the nominal value, and the modelled gate delays are then added together to obtain the path delay. The gate delay and the arrival times are modelled as random variables in [12], where a block-based approach is mentioned in which the gate delays are modelled as PDFs and the arrival times are modelled as cumulative distribution functions (CDFs). Thus, this is efficient and simple for both the SUM and MAX operations.

Developing an appropriate statistical model for the gate delays is the key task in SSTA. To compute the arrival time, the SUM and MAX operators must be used. The delay PDFs are assumed to be probabilistic with normal distributions. When they are directly added (SUM), an error is introduced. Therefore, instead of the statistical SUM, a statistical convolution integral is used. Consider gate delays denoted by delay PDFs \( f_1 \) and \( f_2 \) that follow normal distributions. Assume \( m_1 \) and \( m_2 \) denote the mean values and \( s_1 \) and \( s_2 \) are the sigma values of the delay PDFs. For a cascaded gate connection, the output delay PDF is given by the convolution integral of \( f_1 \) and \( f_2 \). This also has a normal distribution for the output, with \( m = m_1 + m_2 \) as the mean and \( \sigma = \sqrt{s_1^2 + s_2^2} \). The MAX operation in statistical static timing analysis is used to compute the delay at the output of a multiple-input gate. The maximum delay of all the primary outputs is obtained and is considered as the required arrival time in SSTA.

The method in [13] provides slack at each node and hence addresses the severity of the timing problem. Several ways to increase the circuit performance and the usage of various delay models are considered in [14]. Various statistical static timing methods and their degrees of focus on accuracy and speed are reported in [15]. A path can also be termed false if the transitions at the input cannot be propagated to the output along the path [16]. STA-reported false and true critical path delay values may or may not be true [17]. Up to 30% of paths in the circuit may be reported as false paths [18]. Therefore, it is predicted that static timing analysis reported critical paths may be false. This method also neglects simultaneous input transitions. The main reason is that static timing analysis is built on a single input transition (SIT) hypothesis [19].

### A. Artificial Neural Network

The most inherent computational model of the human brain is ANN. Its application varies over a wide range from prediction of the stock market to pattern recognition. It can use multilayer perceptron and number of hidden layers to solve problems of any complexity. ANNs exhibit parallel architecture [20]. Hence they can be implemented in hardware and software. The size of neural network and its weight adaptation scheme are the major bottlenecks to be decided before implementation.

### B. False paths

In the actual functionality of a design, certain paths may not be real. Those paths can be turned off while performing STA, by setting them as false paths. These paths are neglected while STA is carried out. False paths can exist from one clock domain to another, from the clock pin of a sequential element to the input of another element, through a pin of a cell or multiple cells and also via other combinations. When such a path is associated with a pin/port, all paths that go through that particular pin/port are ignored while performing timing checks. If false paths are not identified, a large design space is consumed. Therefore, the focus on real paths is misleading, to a large extent. The analysis time also increases with a large increase in false paths in circuits. Constraints are fed to the tool to set the false paths. A simple false path is shown in Figure 2. The path starting from register B and ending at register C can never be sensitized. This happens when MUX1 selects the output of register B and the combinational logic output is deselected at MUX2.

Path criticality: a critical path can also be regarded as a path which violates the timing constraints of the design. The criticality of a path is the probability of manufacturing a chip in which the path of interest is critical [15,21]. The process of augmenting an existing combinational tool to identify the false paths in sequential circuits is dealt with in [22].

Critical path: the critical path is the maximum path in the circuit which violates the timing constraints.
Efficient techniques were reported in [23] to identify more false paths using ATPG. STA considers the delay of each gate and logic cell in the propagating path and does not consider the behaviour or functionality of the design [23]. Not all paths will get a chance to be activated in the real circuit. These inactivated paths are referred to as false paths. If any false path is considered as a working critical path, the results are conservative, and the performance of the circuit is degraded. Various techniques associated with slack, false paths and timing issues and constraints are detailed in [24]. ANN based approach is dealt in [25].

3. Proposed method

The primary intention of this work is twofold, focused on refinement in timing analysis and elimination of false paths[26]. The pessimistic nature of STA is explored, and the causes are highlighted. The study first aims to calculate the arrival time of circuits using STA. In addition to this, an SSTA engine is also developed for arrival-time calculation. The computation times for STA and SSTA are also noted. Further elimination of false paths is carried out.

The major contributions of this work are summarized as follows.

(i) Development of STA engine for arrival-time calculation
(ii) Expansion of STA methodology to SSTA formulation for arrival time calculation
(iii) Computation-time calculation in both timing engines
(iv) ANN-based arrival time computation model.
(v) False path elimination in circuits using the ATPG filtering technique.

STA cannot handle process variations, which represents a major drawback. To overcome this, the concept of SSTA is introduced, which represents a major advantage in VLSI. These techniques work on various design corners and the outputs at each stage are modelled with respect to probabilistic distributions. SSTA is not pessimistic in nature, as it takes into account process and temperature variations. The SSTA arrival-time computation follows the procedure shown in Figure 3. Benchmark files of the circuits are read using C code, and the timing graph is generated using the concept of linked lists. The delay library must be extracted from the SDF file and the information is linked to the timing graph. The graph must be levelized with the primary inputs at the first level and the primary outputs at the last level. After levelization, the PDFs of the delay values at each edge in the timing graph are calculated. ANN-based arrival time computation model is utilized to verify the correctness of two-timing engines. Levenberg–Marquardt algorithm is used in this work for the ANN approach.

4. Implementation

The arrival-time computation of the ISCAS-89 benchmark circuits using static timing analysis (STA) and statistical static timing analysis (SSTA) were performed. STA for circuits is described using the flow diagram shown in Figure 3 and the STA flow is illustrated in Figure 4. The Verilog file of the circuit must be given to the design compiler. This generates a netlist file for the circuit and a delay file in standard delay format (SDF). The netlist is a description of the connectivity of an electronic circuit. The SDF file contains the delay information for the gates and interconnects.

These files generate the timing report, along with other details like the number of paths, the start point
and end point of each path and the slack of each path. This is achieved using an STA tool. The tool identifies each path in the circuit and computes the arrival time of every path with the help of fixed information on gate delays. The overall AT is the maximum of the ATs of all path groups.

In the delay library extracted, three delay values, i.e. minimum, typical and maximum values are given. These values are then modelled as normal distributions with a mean and standard deviation at each gate. They are appended to the nodes of the timing graph. The graph is traversed level by level using graph traversal algorithms such as the breadth-first search (BFS) and simultaneously performing statistical operations such as the statistical maximum and convolution integral on each edge and fan-out of the gates of the timing graph. Circuit levelization is generally performed to ensure that the components in the circuit are arranged in an orderly fashion. It is like one component precedes a second component. Hence the evaluation can be carried out in an orderly fashion. In the proposed work levelization is used to perform faster simulations.

Finally, the delay is propagated via graph traversal and the total arrival time is computed at the last level by adding the values from previous levels. Thus, the overall arrival time of the circuit is obtained.

The parameters used to model the ANN are the number of inputs, number of outputs, the gate count, the number of nets, the dynamic power, the circuit levels and the gate count in the critical path. The output of the network is a function of input. It is affected by the weights and transfer function. 80% of the samples are used for training and 20% of the samples are used for testing. The various types of layers used in an ANN are depicted in Figure 5. Any neural network will have the following layers: input, hidden and output. The number of hidden layers depends on the type of application. This approach considered one hidden layer and 20 hidden neurons.

The extracted critical paths are converted to TetraMAX [27] readable critical paths. In TetraMAX [27], stuck-at-faults are added to all the critical paths to check the functionality of each path. If any path is identified as non-functional, it is detected and set as a false path constraint in PrimeTime [28]. This process of detecting and eliminating false paths is continued until all false paths are eliminated from the circuit. The methodology for false path elimination is illustrated in Figure 6.

Since STA cannot solve the false path problem, a common approach is the use of dynamic timing analysis (DTA). This consumes great deal of time and effort. The optimized gate-level netlist is obtained from the Synopsys Design compiler [29–31]. The netlist thus obtained is imported to the design-for-test (DFT) compiler [32,33]. Scan chain is inserted at this stage and the netlist is extracted for further requirements. ANN and delay based SSTA are reported in [34,35].

5. Results

ANN has the capability of determining the nonlinear relation between the input and the output. Hence it is easier to estimate the output predicted using both timing engines. Table 1 shows the results for levelization of the timing graph. The primary inputs, primary outputs and levels are identified based on the node properties. Table 2 shows the arrival times for STA and SSTA.

It is evident from Table 2 that the arrival times for SSTA are lower than for STA. To achieve effective functioning of the circuit, the clock may have to be slowed down in many cases.
Consider the circuit $S1488$. The arrival time using STA was 799 ps and that using SSTA was 772.13 ps. On average, the arrival times estimated using SSTA showed a 7% improvement over the STA values. Thus, the pessimistic nature of STA is proved.

Table 3 shows the computation time for STA and SSTA. The experiments were carried out on a 3.30 GHz Intel Core i5-2500 processor. It is depicted from Figure 7 that the arrival times computed using SSTA engine with ANN provides less absolute error than STA. Hence it is proven that SSTA results are valid and matches closely with the actual model.
Table 4. Number of critical paths before and after filtering technique.

| Design | Total critical paths (FFs) | Total false critical paths identified (FFs) | STA critical path delay (ns) | True synthesizable critical path delay (ns) |
|--------|---------------------------|------------------------------------------|-----------------------------|-------------------------------------------|
| S400   | 21                        | 10                                       | 1.15                        | 1.12                                       |
| S820   | 16                        | 0                                        | 2.90                        | 2.90                                       |
| S832   | 32                        | 0                                        | 1.89                        | 1.89                                       |
| S1196  | 18                        | 3                                        | 2.03                        | 1.96                                       |
| S1238  | 18                        | 4                                        | 1.77                        | 1.74                                       |
| S1423  | 74                        | 50                                       | 5.22                        | 4.87                                       |
| S1488  | 6                         | 2                                        | 1.66                        | 1.60                                       |
| S5378  | 179                       | 13                                       | 1.59                        | 1.55                                       |
| S9234  | 211                       | 15                                       | 2.07                        | 2.03                                       |
| S13207 | 638                       | 52                                       | 2.85                        | 2.79                                       |
| S15850 | 534                       | 105                                      | 4.36                        | 4.25                                       |
| S35932 | 1,728                     | 28                                       | 13.39                       | 13.20                                      |

Table 5. STA true critical path delays with STA false critical path delays.

| Design | STA true critical path delay (ns) | STA critical path delay (ns) |
|--------|-----------------------------------|-------------------------------|
| S400   | 1.14                              | 1.15                          |
| S820   | 2.90                              | 2.90                          |
| S832   | 1.89                              | 1.89                          |
| S1196  | 2.02                              | 2.02                          |
| S1238  | 1.76                              | 1.77                          |
| S1423  | 5.22                              | 5.24                          |
| S1488  | 1.66                              | 1.66                          |
| S5378  | 2.05                              | 2.07                          |
| S9234  | 2.63                              | 2.68                          |
| S13207 | 2.54                              | 2.85                          |
| S15850 | 4.35                              | 4.36                          |
| S35932 | 13.39                             | 13.39                         |

6. Conclusion

In this paper, several ways to perform an efficient timing analysis were explored and the arrival times for ISCAS-89 benchmark circuits were obtained. The STA and SSTA arrival times are calculated and compared. It is seen that the values of SSTA are lower than the corresponding STA values. STA and SSTA arrival times are compared with the ANN model. It is proved that the ANN model outperforms the SSTA computation and produces less absolute error. Static timing analysis reports the critical paths and false paths which are not accurate, and the reported critical paths may or may not be synthesizable. In addition, static timing analysis cannot identify the number of false critical paths in the circuit. Dynamic simulation is the solution for false path identification. The proposed methodology identifies the number of false paths in the circuit through ATPG, and false paths are eliminated through set false-path constraints.
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