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Abstract—In this paper, an approach for reducing the drift in monocular visual odometry algorithms is proposed based on a feedforward neural network. A visual odometry algorithm computes the incremental motion of the vehicle between the successive camera frames, then integrates these increments to determine the pose of the vehicle. The proposed neural network reduces the errors in the pose estimation of the vehicle which results from the inaccuracies in features detection and matching, camera intrinsic parameters, and so on. These inaccuracies are propagated to the motion estimation of the vehicle causing larger amounts of estimation errors. The drift reducing neural network identifies such errors based on the motion of features in the successive camera frames leading to more accurate incremental motion estimates. The proposed drift reducing neural network is trained and validated using the KITTI dataset and the results show the efficacy of the proposed approach in reducing the errors in the incremental orientation estimation, thus reducing the overall error in the pose estimation.

I. INTRODUCTION

The interest in developing self-driving vehicles capable of navigating their environments without human intervention has significantly grown during the last decade. One of the main modules of a self-driving vehicle is the localization module [1]. A self-driving vehicle has to be able to estimate its position and orientation accurately in order to navigate its environment successfully. To achieve accurate localization, several exteroceptive sensors are usually used such as Global Positioning Systems (GPS) [2], Cameras [3], Light Detection And Ranging (LiDAR) [4], and so on.

Cameras can be utilized for localization using Visual Odometry (VO) algorithms [5], [6]. A VO algorithm estimates the incremental motion between successive frames captured by the camera. The position and orientation of the vehicle are then estimated by integrating these motion increments at each timestep. VO algorithms can be classified based on the type of camera into monocular [7], stereo [8], and RGB-D [9] visual odometries [10]. It can also be classified based on the motion estimation approach as feature-based and direct VO. Feature-based VO relies on detecting and matching visual features in the successive frames. Such features are then used to solve the motion estimation problem.

A monocular visual odometry algorithm uses the captured frames from only one camera to estimate the motion of the vehicle. Such technique uses Structure from Motion (SFM) to estimate the incremental motion [11], [12]. However, since the algorithm uses only one camera, the incremental motion of the vehicle can only be estimated up to an unobservable scale which can be determined using another sensor such as a wheel encoder or an Inertial Measurement Unit (IMU).

Since VO algorithms rely on integration in estimating the position and orientation, individual errors in each incremental motion lead to the accumulation of error in every time step. Although the drift error in VO algorithms cannot be eliminated, several works have tried to reduce such drift. In [13], a new descriptor called the Syntheitc BAsis (SYBA) descriptor is used to reduce the falsely matched features between the successive frames. In order to achieve this, a sliding window approach is developed where the features detected in a given frame is not only matched to the prior frame but to a window of previously captured frames. In [14], the drift in the estimation of a VO algorithm is reduced using a Bayesian Convolutional Neural Network that infers the direction of the sun. The sun direction then provides a global estimate of the orientation estimate which consequently reduces the drift in the visual odometry output.

Another approach to reduce the drift in the estimation of VO is through using sensor fusion techniques where the estimate from the VO algorithm is fused with other estimates from other sensors to reduce the error. Sensor fusion relies on probabilistic estimation approaches such as Extended Kalman Filter [15], Moving Horizon Estimation [16] and pose graph optimization [17], and so on. In such approaches, the uncertainty in the position and orientation estimates need to be quantified using the covariance matrix of the measurements in order to enhance the accuracy of the estimation. In [18], [19], a covariance estimation approach was developed utilizing a sensor not suffering from drift to estimate the covariance of the drift suffering odometry.

In this paper, a machine learning approach is proposed for reducing the drift in the incremental orientation estimates of a monocular VO algorithm which in turn results in the overall enhancement of the integrated position and orientation accuracy. By developing a neural network that can correlate the errors in the motion increments estimated by the VO algorithm with the motion of the features in the successive frames, the error in such increments can be reduced significantly. By using an accurate Realtime Kinematic GPS (RTK-GPS) during the training phase, the neural network can be trained to estimate the error in the visual odometry increments which can be then used to reduce the motion error in realtime during the operation of the...
vehicle. The proposed approach is validated using sequences from KITTI dataset with its ground-truth data [20].

The remainder of the paper is organized as follows, Section II contains the mathematical formulation of the drift error in the visual odometry followed by our proposed approach for reducing the drift in Section III. In Section IV the experimental work executed to evaluate the proposed method is explained and the results are shown in Section V. Finally, the conclusion and future work are stated in Section VI.

II. ERROR MODELING IN VISUAL ODOMETRY

As mentioned earlier, a visual odometry estimate the position and orientation of a vehicle by integrating the incremental motion. For feature-based VO algorithm, the first step is detecting the features in the frame, this can be modeled as

\[
\mathcal{F}_k = h_f(x_k) + w_k, \tag{1}
\]

where \(x_k = [p_k^T, \theta_k^T] \in \mathbb{R}^3 \times \mathbb{M}\) is the state vector of the vehicle in the \(k\)-th time-step, which is composed of the position \(p \in \mathbb{R}^3\) and the orientation \(\theta \in \mathbb{M}\) of the vehicle using an orientation representation (e.g. quaternions or Euler angles), \(\mathcal{F}_k := \{f_i\}_{i=1}^{N_f} \in \mathbb{I}\) is the detected features set and \(f := [u, v]^T\) denotes a detected feature in the image, \(h_f:\mathbb{R}^3 \times \mathbb{M} \rightarrow \mathbb{I}\) is the model of the feature detection, and finally \(w_k\) is a noise term that models the errors in the feature detection process due to the noise affecting the camera.

After the detection of features in the \(k\)-th frame, they are matched with the features detected in the \((k-1)\)-th frame. Using (1) and applying Taylor expansion, this step can be modeled as

\[
\mathcal{M}_k = h_m(\mathcal{F}_{k-1}, \mathcal{F}_k) + \varepsilon^m_k
\]

\[
\approx h_m(\hat{\mathcal{F}}_{k-1}, \hat{\mathcal{F}}_k) + \frac{\partial h_m}{\partial \hat{\mathcal{F}}_k} w_k + \varepsilon^m_k, \tag{2}
\]

where \(\mathcal{M}_k := \{(f_i^{j-1}, f_i^j)\}_{i=1}^{N_f} \in \mathbb{I}^2\) is the set of matched features (here we ignore all unmatched features), \(h_m : \mathbb{I} \times \mathbb{I} \rightarrow \mathbb{I}^2\) is a mapping that represents the features matching algorithm, \(w_k^m\) is the effect of the white noise \(w_k\) on the matching, and \(\varepsilon^m_k := \varepsilon^m(\mathcal{F}_{k-1}, \mathcal{F}_k)\) is another noise term that is correlated to errors in the detection and matching of features in the successive frames. Such errors can result from false feature matching (wrong association), errors in the calibration of the intrinsic parameters of the camera, etc [21], [22]. An example of matching errors in the VO pipeline is shown in Fig. 2.

Finally, depending on the type of camera being used, a motion estimation algorithm can be used to compute the motion increment from the matched feature pairs \(\mathcal{M}_k\). This can be modeled similar to (2) as

\[
\Delta x_k = h_c(\hat{\mathcal{M}}_k) + \frac{\partial h_c}{\partial \hat{\mathcal{M}}_k} (w^c_k + \varepsilon^c_k) \tag{3}
\]

where \(h_c: \mathbb{I}^2 \rightarrow \mathbb{R}^3 \times \mathbb{M}\) is the motion estimation function, \(w^c_k\) is the colored noise resulting from the origin white noise in (1), and \(\varepsilon^c_k := c(\mathcal{F}_{k-1}, \mathcal{F}_k)\) is the effect of the noise term \(\varepsilon^c_k\) on the motion estimation module.

We aim at reducing the effect of the noise term \(\varepsilon^c_k\) in order to increase the accuracy of the motion increments and ultimately reduce the drift in the VO algorithm. Using a Bayesian approach, this problem can be stated as the problem of estimating the distribution

\[
p(\Delta x_k | \varepsilon^c_k, \mathcal{M}_k) = \eta \ p(\varepsilon^c_k | \Delta x_k, \mathcal{M}_k) \ p(\Delta x_k | \mathcal{M}_k). \tag{4}
\]

In (4), the prior distribution \(p(\Delta x_k | \mathcal{M}_k)\) is the visual odometry algorithm. The distribution \(p(\varepsilon^c_k | \Delta x_k, \mathcal{M}_k)\) is the likelihood distribution of the \(\varepsilon^c_k\). This distribution is hard to determine in practice because (i) it is affected by many factors which are hard to model, (ii) the detection and matching of features as well as the motion estimation are actually algorithms that has no closed form expressions which makes the propagation of these errors to the motion increments infeasible.

![Fig. 1. The overall feature-based visual odometry pipeline with the proposed drift reducing neural network. The image \(I\) at the position and orientation \(x_k\) is passed to a features detection algorithm \(h_f\) followed by a matching algorithm \(h_m\) which matches the detected features to the features from the previous frame. The matched features are then used to estimate the motion increment using a motion estimation algorithm \(h_c\). The statistical moments of the features motion in the camera frames are then passed to the NN along with the motion increment from the VO algorithm. Finally, the NN outputs a more accurate motion increment which is then used to calculate the current position and orientation of the vehicle through composition.](image1)

![Fig. 2. An example of errors in mismatching of features between the 2180-th frame and the 2181-st frame in KITTI data set sequence 5. The two frames are shown in the figure using red and blue shades. The features in the first frame is represented by the green (+) marks and blue circles in the second frame. Finally, the matched features are joined by red lines.](image2)
Consequently, we propose the use of a feedforward Neural Network (NN) to estimate the error $\varepsilon_c^k$ using the output of a monocular VO algorithm $\Delta x_k$ as well as the matched features pairs $M_k$.

III. DRIFT REDUCTION USING NEURAL NETWORKS

In this section, the NN used to estimate the noise component $\varepsilon^u_i$ is described. A monocular VO algorithm estimates the incremental motion of the vehicle up to a scale which can be computed using an external sensor such as a wheel encoder or an IMU. The proposed work is only concerned with estimating the error component for the orientation increment $\Delta \theta$. The overall pipeline of the VO algorithm with the proposed Drift Reducing Neural Network (DRNN) is shown in Fig. 1.

The objective of the proposed DRNN is to estimate a refined incremental orientation $\Delta \theta$ using the output of the monocular VO as well as information about the matched features $M_k$. As discussed in the previous section, the error in the matched features result in errors in the estimated motion increments by the VO. Such errors can be detected using the motion of the features in a given frame $I(x_k)$ with respect to $I(x_{k-1})$

$$\begin{align*}
\left[\Delta u_k \atop \Delta v_k \atop \Delta f_k \right] &= f_k - f_{k-1},
\end{align*}$$

where $\Delta u$ and $\Delta v$ are the change in the position of the feature in the successive frames. Therefore, the DRNN can be trained using the position change of the features.

The space of the matched features in the successive frames is large and many different types of error can occur consequently, training the DRNN using all the matched features would require a very large amount of training samples which would be infeasible during the training phase of the DRNN. Alternatively, we use some of the statistical moments of the set $\{f_k\}_{i=1}^{N_f}$ to train the DRNN to reduce the error. In this paper, the information about the change in the positions is captured using three statistical moments (mean $\mu_k$, variance $\nu_k$, skewness $\kappa_k$) in addition to the Root Mean Square (RMS) $\rho_k$.

As for the orientation increment, the orientation representation used is the unit quaternions. It is well-known that the rotation space $\mathbb{M}$ is not an Euclidean space. However, the tangent space of the rotation space is an Euclidean space ($\mathbb{R}^3$). Consequently, to avoid discontinuities in the cost function of the DRNN, the orientation deviation in the tangent space $\xi := \exp_q(\Delta \theta) \in \mathbb{R}^3$ is used where $\exp_q : \mathbb{M} \rightarrow \mathbb{R}^3$ is the exponential map that maps from the quaternion space to the tangent space.

Finally, the input layer of the DRNN is defined as $[\xi_k^T, \mu_k, \nu_k, \kappa_k, \rho_k]^T$, where $\xi_k^T := \exp_q(\Delta \theta_k)$ is the orientation deviation of the orientation increment estimated by the VO algorithm. The output layer of the DRNN is the refined orientation increment $\xi_k^r$. The overall position and orientation of the vehicle can finally be computed as

$$\begin{align*}
\theta_k^r &= \theta_{k-1}^r \circ \Delta \theta_k^r, \\
p_k &= p_{k-1} + R(\theta_k^r)\Delta p_k
\end{align*}$$

where $\circ$ denotes the quaternion product, and $R : \mathbb{M} \rightarrow SO(3)$ is a mapping from quaternion group to the special orthogonal group. Furthermore, to make sure that the DRNN does not overfit to the training data and is actually capable of reducing the VO errors during operation, a Bayesian regularization approach is used [23].

IV. EXPERIMENTAL WORK

In this section we discuss the details of the implemented monocular VO odometry algorithm and the executed experimental work in order to validate our approach. Using Mathworks’ Matlab, a feature-based monocular VO algorithm was developed using Speeded Up Robust Features (SURF) detector [24], [25]. The features are then matched using the approach introduced in [26], where only unique features are matched by using forward-backward matching.

The monocular VO implementation estimates the motion $\Delta x$ using the epipolar constraint between frames

$$\begin{bmatrix} x_{k-1}^i \\ y_{k-1}^i \end{bmatrix} E \begin{bmatrix} x_k^i \\ y_k^i \end{bmatrix} = 0, \quad \forall 1 \leq i \leq N_f,$$  \hspace{1cm} (8)

where $(x^i, y^i)$ is the position of the $i$-th feature in the camera frame, and $E \in \mathbb{R}^{3 \times 3}$ is the essential matrix for the calibrated camera [12]. The essential matrix $E$ can be estimated using the five-point algorithm [27]. Furthermore, an outliers rejection approach was applied based on the Maximum likelihood sample consensus (MSAC) algorithm [28]. The essential matrix $E$ can then be decomposed to the translation (up to a scale) and rotation of the camera between two successive frames [12].

Since the monocular VO algorithm estimates the motion up to a scale, here we compute this scale using the ground-truth data for both the VO with and without the DRNN as we are only concerned with reducing the orientation drift in the VO output. This does not affect the validation of the proposed approach since the scale is computed using the same method for both outputs.

The outcome of the VO is passed to a feed-forward NN with 3 layers. The input layer consists of 11 neurons for the inputs discussed in the previous section. The hidden and output layers consist of 30 and 3 neurons respectively. The activation function used is a sigmoid function and the weights of the NN are optimized using the Levenberg-Marquardt optimization algorithm [29] and the training is done using 1500 training epochs.

Using the KITTI data set, the NN is trained with the first 60% percent of sequences 0, 2, 5, 6, 7, 8, and 9 and is tested on the remaining 40% percent of each sequence. Sequence 4 is used completely for training as it is too short for partitioning. Finally, sequence 10 is completely used for testing the DRNN. The training is accomplished by using the ground-truth data as targets for the NN.
The performance of the DRNN is validated and its output is compared to that of the monocular VO algorithm without the DRNN. For both outputs, the Root Mean Squared Error (RMSE) in translation and orientation are calculated using the ground-truth data provided for each sequence. The orientation error is computed as

$$R^e_{k+} = R(\theta_{GT}^k)^{-1} R(\theta_{k}^\pm)$$

where $R^e_{k+}, R^e_{k-} \in SO(3)$ represents the error rotation matrix for the VO with and without the proposed DRNN, $\theta_{GT}^k$ represents the ground truth orientation in as a quaternion. The implementation of this work is available in the github repository shown below.

V. RESULTS AND DISCUSSION

In this section the results of the testing scenarios are discussed as mentioned in Section IV. Fig. 3 shows the estimated trajectory by the VO algorithm with and without the proposed DRNN for the testing part of sequence 0 as well as the ground-truth trajectory. As can be seen in the figure, the computed trajectory using the VO algorithm without the DRNN suffers from significantly more drift compared to the VO algorithm with the DRNN. Fig. 4 shows the translation error as well as the incremental orientation error for sequence 0. Using the proposed DRNN, the estimation of the incremental orientation change was persistently more accurate over the sequence frames which led to a better overall pose estimation. Although the VO output was relatively accurate at the beginning of the path however, with every turn that the vehicle took, the amount of drift in the estimated orientation increased which led to a root mean translation error of 94.19 m compared to only 23.35 m when using the DRNN which amounts to a 75% improvement. This can be attributed to the enhanced orientation estimation which was enhanced from a RMSE of 15.22 degrees to only 5.03 degrees (66%) when using the
Fig. 7. The computed trajectory by the VO with and without the DRNN along with the ground-truth trajectory of the testing portion of sequence 9 of KITTI dataset.

Fig. 8. The translation error in the position estimation of the vehicle in sequence 9 (top) and the incremental orientation error at every frame (bottom).

DRNN.

Fig. 5 shows the results for the testing part of sequence 5. This sequence did not contain as many turns as sequence 0, which resulted in a slower drift compared to sequence 0 and a less error in the overall sequence (shown in Fig. 6). That being said, by the end of the trajectory the VO output still suffered from a larger amount of drift compared to the VO output with the DRNN. In the case of using the DRNN, the RMSE in orientation for sequence 5 was reduced from 12.44 degrees to 3.2 degrees (74% improvement) which resulted in 82% enhancement in the position accuracy. Here, the DRNN output was also consistently better than that of the VO output. Furthermore, notice that the DRNN managed to reduce the incremental orientation error at the error spikes. These spikes can lead to a significant increase in the overall error in the path due to the reliance on integration.

Similarly, Fig. 7 and 8 show the results for sequence 9 testing part of KITTI dataset which are similar to those of sequence 5. In this case, the orientation RMSE was reduced from 7.11 degrees to 2.08 degrees (70% improvement) and the translation RMSE was reduced from 29.66 m to 10.34 m (65% improvement).

Fig. 9 and 10 show the estimation results of the complete trajectory of sequence 10 as well as the translation and incremental orientation errors. Even though the sequence was completely used for testing without partitioning, the use of the DRNN resulted in significant enhancement in the translation and orientation estimation accuracy. In addition to the previous tests using the partitioned sequences, this sequence shows the practical feasibility of the proposed DRNN. The idea behind the DRNN is that the drift can be reduced through training the NN during the development phase of the vehicle and then using the DRNN during operation to reduce the drift in the VO estimate. For sequence 10, the orientation RMSE was reduced from 29.06 degrees to 7.02 degrees (76% improvement) which then led to a reduction in translation error from 160.56 m to 23.85 m (85% improvement).

Finally, Table I shows the overall results for the used test sequences. The use of the DRNN resulted in a significant
reduction in the translation and orientation errors for all of the testing sequences which shows that through using the proposed approach, the performance of the VO algorithm can be significantly enhanced.

### TABLE I

| Seq. No. | Rotation [deg] | Translation [m] | Distance [m] |
|----------|----------------|-----------------|--------------|
| 0        | 5.03           | 15.22           | 23.35        |
| 2        | 8.34           | 23.73           | 39.65        |
| 5        | 3.2            | 12.44           | 8.05         |
| 6        | 3.79           | 15.26           | 6.96         |
| 7        | 1.83           | 3.77            | 4.08         |
| 8        | 6.88           | 16.8            | 35.86        |
| 9        | 2.08           | 7.11            | 10.34        |
| 10       | 7.02           | 29.06           | 23.85        |

**VI. CONCLUSION AND FUTURE WORK**

In this paper, a drift reduction approach for the orientation estimation in VO using a neural network is proposed. The proposed approach estimates the error which is correlated to the errors in the feature detection and matching algorithms and consequently is able to refine the incremental orientation estimation of the VO odometry. Through training the neural network during the development of the vehicle, the performance of the VO can be significantly enhanced using the proposed approach. Our proposed DRNN was validated using KITTI dataset, where 7 sequences where partitioned to training and testing sequences for validation. Furthermore, a complete sequence was used for further validation of the algorithm. The results show the efficacy of the proposed DRNN in significantly reducing the drift in the VO output.

In the future work, the proposed approach can be extended to work with different types of cameras such as RGB-D or stereo cameras as well as different VO algorithms such as direct VO. Furthermore, the effect of the proposed approach can also be integrated with visual simultaneous localization and mapping algorithms to achieve more accurate results and avoid significant drift in the pose estimates.
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