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Abstract

We extend the information-based asset-pricing framework by Brody, Hughston & Macrina to incorporate a stochastic bankruptcy time for the writer of the asset. Our model introduces a non-defaultable cash flow $Z_T$ to be made at time $T$, alongside the time $\tau$ of a possible bankruptcy of the writer of the asset. These are in line with the filtration generated by a Brownian random bridge with length $\nu = \tau \wedge T$ and pinning point $\sigma Z_T$, where $\sigma$ is a constant. Quantities $Z_T$ and $\tau$ are not necessarily independent. The model does not depend crucially on the interpretation of $\tau$ as a bankruptcy time. We derived the price process of the asset and compute the prices of associated options. The dynamics of the price process satisfy a diffusion equation. Employing the approach of P.-A. Meyer, we provide the explicit computation of the compensator of $\nu$. Leveraging special properties of the bridge process, we also provide the explicit expression of the compensator of $Z_T 1_{[\nu, +\infty)}$. The resulting conclusion highlights the totally inaccessible property of the stopping time $\nu$. This characteristic is particularly suitable for financial markets where the time of default of a writer cannot be predictable from any other signal in the system until default happens.
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1 Introduction

Financial crises in the recent history, notably the 2008 collapse of Lehman Brothers, a culmination of the sub-prime mortgage crisis, have emphasized the critical need for modelling of credit risk. A particular role in this modelling is played by the pioneering work by Brody, Hughston and Macrina [8], which introduced an information-based approach for credit risk. This paper is based on the information-based asset pricing framework establishment in [8] by Brody, Hughston and Macrina (hereafter referred to as BHM framework). We delve into the BHM framework, specifically examining upon essential components relevant to modelling defaultable bonds within a more generalized context. The goal is to enhance the applicability and robustness of this information-based approach to credit risk modelling. In [8], Brody, Hughston and Macrina construct a model that serves as the starting point of a new class of models designed to address certain limitations of the two primary approaches to credit risk: the structural approach and the family of reduced-form models.
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Structural models concentrate on a firm’s assets and liabilities, providing a mechanism for default. The probability of default is endogenous, typically triggered when the value of the firm’s assets hits a barrier representing default. For instance, in the Merton’s model [24], the value process \( V_t = (V_t, t \geq 0) \) of a firm is assumed to follow the dynamics of geometric Brownian motion.

\[
\text{d}V_t = V_t (\mu dt + \sigma dB_t), \quad S_0 = x > L > 0.
\]

where \( B_t = (B_t, t \geq 0) \) is a Brownian motion. The bankruptcy time \( \tau \) of the company is defined as

\[
\tau := \inf \{ t > 0 : V_t \leq L \}.
\]

In contrast to structural models, under reduced-form models, default is no longer tied to the firm’s assets dropping below a specific threshold level. Instead, default takes place based on an exogenous hazard rate process.

The BHM approach, developed by Brody et al. [8], aims to integrate elements from both structural and reduced-form models, effectively mitigating their respective limitations. This approach capitalizes on the strengths of each model: the economic and intuitive appeal of the structural approach, and the tractability and empirical fit of the reduced-form approach. A key conceptual tool within this framework is the use of market information processes, implemented through Brownian bridges with random pinning point. In their methodology, they model the flow of information accessible to market participants concerning a cash flow corresponding to a future random payment \( Z_T \) at maturity \( T \) with the natural, completed filtration generated by the process \( \xi^T = (\xi^T_t, t \leq T) \), defined by

\[
\xi^T_t = \sigma t Z_T + \beta^T_t.
\]

(1.1)

where \( \beta^T = (\beta^T_t, 0 \leq t \leq T) \) is a Brownian bridge on the deterministic time interval \([0, T]\), going from zero to zero. The concept idea is that the true information, represented by the term \( \sigma t Z_T \), about the cash flow is disturbed by some noisy information (rumors, mispricing, etc.), represented by the bridge process. This makes that at time \( t = 0 \) there is no information, and only at time \( t = T \), the precise information about the true value of \( Z_T \) is revealed (investors have perfect information about the values of \( Z_T \) at time \( T \)). In this context, it is worth noting the works by Brody, Hughston and Macrina [9], [10], Rutkowski and Yu [26], Hoyle, Hughston and Macrina [19], Brody and Law [12], Hoyle, Macrina and Mengütürk [20], and Mengütürk [23]. In this credit risk models, information concerning the random cash-flow \( Z_T \) is modeled explicitly, but the default time is not, as the payment is contractually set to take place at maturity only. However, information about definite default before maturity will immediately influence the price. Motivated by the challenge of modelling information related to the default time of a financial company, this paper proposes a mathematical model. In this model, a non-defaultable cash flow with an agreed single payment \( Z_T \) at maturity \( T \) and the time of bankruptcy \( \tau \) of the writer of the associated asset are both modelled with the filtration generated by the information process \( \zeta^T = (\zeta^T_t, t \leq T) \), defined by

\[
\zeta^T_t = W_{t \wedge \tau} - \frac{t \wedge \tau}{\tau \wedge T} W_{\tau \wedge T} + \sigma \frac{t \wedge \tau}{\tau \wedge T} Z_T.
\]

(1.2)

The value of \( Z_T \) becomes known at the positive random time \( \tau \wedge T \). Specifically, the cash flow is measurable at time \( T \) when the contract expires. However, if the counterpart declares
bankruptcy at time $\tau$ when $\tau < T$, the exact value of $Z_T$ becomes ascertainable. Since our primary interest lies in determining whether default will occur before the maturity date or not, we consider random time $\nu = \tau \wedge T$ taking values in $(0, T]$ with the understanding that if $\nu < T$ then the default time is occurred at $\nu$ before the maturity date $T$, while if $\nu = T$ the default time has not occurred before the maturity date $T$. The completed natural filtration $\mathbb{F}^T$ generated by $\zeta^T$ offers partial information about the cash flow $Z_T$ and the bankruptcy time $\tau$ before it occurs. The concept of using the length of a bridge process for modelling the bankruptcy time dates to the work of Bedini et al. [5], Erraoui et al. [13], [14], [15] and [16]. We mainly deal with the case where $Z_T$ takes values in $\{z_1, \ldots, z_l\}$ with a priori probability $P(Z_T = z_i) = p_i$. Additionally, the conditional distribution of $\tau$ given $Z_T = z_i$ admits a continuous density function $f(., z)$ with respect to the Lebesgue measure on $\mathbb{R}_+$. Once our model is established, leveraging the properties of our market information process $\zeta^T$ such as the Markov property and the canonical decomposition in its natural filtration, we derive an expression for the value process of a contract that delivers the cash flow $Z_T$ at time $T$, we provide estimates of the a priori unknown bankruptcy time, relying on observations of the information process $\zeta^T$ up to time $t$. Subsequently, we analyse the dynamics of the price process and demonstrate that the price process satisfies a diffusion equation. The well-known Doob-Meyer decomposition theorem states that if $X$ is a sub-martingale, then it can be expressed in the form $X = M + K$, where $M$ is a local martingale, and $K$ is a càd-làg increasing predictably process with $K_0 = 0$. A special case of interest in the theory of credit risk is the case where the process given by

$$\mathbb{I}_{\left[ S, +\infty \right]} - K$$

is a martingale. The process $K$ in (1.3) is known as the compensator of the stopping time $S$, and the relation between $S$ and its compensator $K$ can be characterized as follows: $S$ is predictable if and only if $K$ is a.s. constant except for a possible unit jump, $S$ is accessible if and only if $K$ is a.s. purely discontinuous, while $S$ is totally inaccessible if and only if $K$ is a.s. continuous (see [21], Chapter 25)). It is evident that the bankruptcy time $\tau$ holds a central focus for market agents, who seek to acquire comprehensive information about it. To gather pertinent insight on bankruptcy time $\tau$, it becomes crucial to determine whether the nature of the stopping time $\nu = \tau \wedge T$ is predictable, accessible, or totally inaccessible. Market agents can anticipate the occurrence of bankruptcy when $\nu$ is predictable, whereas the bankruptcy takes place unexpectedly when $\nu$ is totally inaccessible. To this end, following the P.-A. Meyer approach, we provide the explicit computation of the compensator of $\nu$ and we show that it is given by

$$K_t = \sum_{k=1}^{l} \int_{0}^{t \wedge \nu} \frac{p_k}{\sqrt{2\pi s}} \exp \left( \frac{\sigma^2 z_k^2}{2s} \right) f(s, z_k) dL^\zeta(s, \sigma z_k), \quad (1.4)$$

where

$$F(T, z) = \int_{T}^{+\infty} f(r, z) dr,$$

$$\Phi_{s,t}(x, y) = \sqrt{\frac{t}{t-s}} \exp \left( -\frac{\sigma^2}{2} \left( \frac{(y-x)^2}{t-s} + \frac{y^2}{t} \right) \right), \quad s < t, \quad y \in \mathbb{R} \quad (1.6)$$
and $L^{T^{\zeta}}(t, x)$ is the local time of the information process $\zeta^T$ at level $x$ up to time $t$. Utilizing the characterization of the special categories of stopping times based on the regularity of their associated compensators, we establish that $\nu = \tau \wedge T$ is a totally inaccessible stopping time since its compensator $K$ is continuous. This characteristic is particularly fitting for financial markets where the timing of a writer default cannot be predictable from any other signal in the system until default event occurs. Leveraging the fact that the cash flow $Z_T$ is $F^{\zeta^T}_{\nu}$-measurable, we further derive expression of the compensator associated with the process $Z_T I_{[\nu, +\infty)}$.

For an in-depth exploration of compensator concepts, we recommend chapter 3 in Protter [28], which extensively covers the study of compensators. Additional information and examples can be found in Aksamit and Jeanblanc [3]. Also, refer to Janson et al. [4] and [17] for conditions ensuring that the compensator is absolutely continuous with respect to the Lebesgue measure. In [6], Bedini et al. tackle the problem of explicitly computing the compensator of $\tau$ within the filtration generated by a Brownian bridge over the random interval $[0, \tau]$, going from zero to zero.

The paper is organized as follows. In Section 2, we introduce our model and examine the fundamental properties of our market information process. Section 3 is dedicated to specify the pricing formula for a default bond. We provide the dynamics of the price process and demonstrate that the price process satisfies a diffusion equation. In section 4, we focus on computing the the compensator of the random time $\nu$, which is the compensator of the process $H = (I_{t \leq \tau}, t \geq 0)$. Additionally, leveraging the special properties of the market information process, we derive the explicit expression of the compensator of the process $Z_T H$.

The following notations will be used throughout the paper: For a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $\mathcal{N}_\mathbb{P}$ denotes the collection of $\mathbb{P}$-null sets. We denote by $\delta_x$ the Dirac measure centered on some fixed point $x$. If $\theta$ is a random variable, then we denote by $\mathbb{P}_\theta$ the law of $\theta$ under $\mathbb{P}$. If $E$ is a topological space, then the Borel $\sigma$-algebra over $E$ will be denoted by $\mathcal{B}(E)$. The characteristic function of a set $A$ is written $I_A$. The function $p(t, x, y)$, $x, y \in \mathbb{R}$, $t \in \mathbb{R}^+$, denotes the Gaussian density function with variance $t$ and mean $y$, if $y = 0$, for simplicity of notation we write $p(t, x)$ rather than $p(t, x, 0)$. Finally for any process $X = (X_t, t \geq 0)$ on $(\Omega, \mathcal{F}, \mathbb{P})$, the completed natural filtration of $X$ will be denoted by $\mathbb{F}^X = (\mathcal{F}^X_t)_{t \geq 0}$:

$$\mathcal{F}^X_t := \sigma(X_s, s \leq t) \vee \mathcal{N}_\mathbb{P}.$$ 

2 Market information process

In this section, we explore an extension of the information-based approach for credit risk introduced by Brody, Hughston and Macrina [8]. While their model explicitly models the information about the random cash-flow $Z_T$ the default time is fixed to $T$. Motivated by the challenge of modeling the information regarding the default time we propose an information-based model in which the cash flow and the default time are explicitly modeled. Let $\tau$ be a strictly positive random time representing the bankruptcy time. We consider the market information process $\zeta^T = (\zeta^T_t, t \leq T)$, defined by

$$\zeta^T_t = W_{t \wedge \nu} - \frac{t \wedge \nu}{\nu} W_{\nu} + \sigma \frac{t \wedge \nu}{\nu} Z_T, \quad t \in [0, T],$$

where $\nu = \tau \wedge T$. The value of $Z_T$ becomes known at the positive random time $\tau$. Specifically, the cash flow is measurable at time $T$ when the contract expires. However, if the counterpart
declares bankruptcy at time $\tau$ when $\tau < T$, people can ascertain the exact value of $Z_T$. In this context, the completed natural filtration $\mathbb{F}^T$ generated by $\zeta^T$ provides partial information about the cash flow $Z_T$ and the bankruptcy time $\tau$. Similar to [8], our model is determined through the following postulates:

(i) A random variable $Z_T$, a Brownian motion $W$, and a strictly positive random time $\tau$ are given on some probability space $(\Omega, \mathbb{F}, \mathbb{P})$ such that the Brownian motion $W$ is independent of $(\tau, Z_T)$.

(ii) The filtration $\mathbb{F} = \mathbb{F}^T = (\mathcal{F}_t^T)_{0 \leq t \leq T}$ is generated by the market information process $\zeta^T$, given by the formula

$$
\zeta_t^T = W_{t \wedge \nu} - \frac{t \wedge \nu}{\nu} W_{\nu} + \frac{t \wedge \nu}{\nu} Z_T, \quad t \in [0, T],
$$

where $\nu = \tau \wedge T$.

(iii) The short-term interest rate $r$ is deterministic. Hence, the value $P_T^t$ at time $t$ of a default-free bond maturing at time $T$ equals

$$
P_T^t = \exp \left( - \int_t^T r(u) \, du \right), \quad t \in [0, T]. \tag{2.3}
$$

(iv) The probability measure $\mathbb{P}$ is the risk-neutral probability, in the sense, that the time-$t$ price of a cash flow $Z_T$, due at time $T$, is given by an expression of the form

$$
B_t^T = P_T^t \mathbb{E}[Z_T | \mathcal{F}_t^T]. \tag{2.4}
$$

In this study we deal with the case where $Z_T$ takes the values $\{z_1, \ldots, z_l\}, l \in \mathbb{N}$, with a probability $\mathbb{P}(Z_T = z_i) = p_i$. It is natural to make the assumption that the bankruptcy satisfies the condition that $\mathbb{P}(\tau \leq T) < 1$, indicating that the default event may occur prior to the maturity date $T$. Moreover, our main assumption is the following:

**Assumption 2.1.** The conditional distribution of $\tau$ given $Z_T = z$, denoted as $\mathbb{P}_{\tau|Z_T = z}$, possesses a continuous density function $f(., z)$ with respect to the Lebesgue measure on $\mathbb{R}_+$.

In the context of our assumption, wherein the conditional distribution of $\tau$ given $Z_T = z$ has a continuous density function $f(., z)$, we explore various examples. Let $B$ as a Brownian motion independent of $W$ and $Z_T$, and let $\mu$ as a strictly positive real number.

1. Assume that $z_i \neq 0$ for all $i \in \{1, \ldots, l\}$. Let $\tau_{Z_T} = \inf\{t > 0 : B_t = Z_T\}$, the first hitting time of $Z_T$ for the Brownian motion $B$. In this case, the conditional probability can be expressed as

$$
\mathbb{P}(\tau_{Z_T} \in dt | Z_T = z_i) = \frac{|z_i|}{\sqrt{2\pi t^{3/2}}} \exp \left( - \frac{z_i^2}{2t} \right) \mathbb{I}_{(t > 0)} \, dt. \tag{2.5}
$$

2. Assume $\min_{1 \leq i \leq l} (z_i) > 0$. Let $\tau_{Z_T}^\mu = \inf\{t > 0 : B_t^\mu = Z_T\}$ be the first hitting time of $Z_T$ for, the Brownian motion with drift $\mu$, $B^\mu = (B_t + \mu t, t \geq 0)$. In this case, the conditional probability is given by

$$
\mathbb{P}(\tau_{Z_T}^\mu \in dt | Z_T = z_i) = \frac{z_i}{\sqrt{2\pi t^{3/2}}} \exp \left( - \frac{(z_i - \mu t)^2}{2t} \right) \mathbb{I}_{(t > 0)} \, dt. \tag{2.6}
$$
3. Assuming \( \min_{1 \leq i \leq l} (z_i) > 0 \), let \( \sigma_{Z_T}^\mu = \sup \{ t > 0 : B_t^\mu = Z_T \} \) denote the last time that \( B_t^\mu \) hits \( Z_T \). The conditional probability in this case is given by

\[
P(\sigma_{Z_T}^\mu \in dt | Z_T = z_i) = \frac{\mu}{\sqrt{2\pi t}} \exp \left( -\frac{1}{2t} (\mu t - z_i)^2 \right) I_{\{t > 0\}} dt.
\]  

(2.7)

4. Assuming \( \min_{1 \leq i \leq l} (z_i) > 0 \), let \( R \) be a Bessel process of dimension \( \delta > 2 \) with index \( \nu \), and let \( \Lambda_{Z_T}^\delta \) be the last time that \( R \) hits \( Z_T \). The corresponding conditional probability, given that \( R \) is independent of \( Z_T \), is expressed as

\[
P(\Lambda_{Z_T}^\delta \in dt | Z_T = z_i) = \frac{1}{t \Gamma(\nu) \left( \frac{z_i^2}{2t} \right)^\nu} \exp \left( -\frac{z_i^2}{2t} \right) I_{\{t > 0\}} dt
\]  

(2.8)

where, \( \Gamma \) is the gamma function.

There are various examples to consider. For instance, we consider \( \tau \) as either the hitting time or last passage time of a diffusion process or a Lévy process. See, e.g., [1], [2], [7] and [18].

The bridge with random length and pinning point has been investigated by Louriki [22] in particularly in the scenario where the pinning point and the bridge length are independent. In this current paper, we model our market information process \( \zeta_T \) as Brownian bridge with length \( \nu = \tau \wedge T \) and pinning point \( \sigma Z_T \). Notably, the variables \( \tau \) and \( Z_T \) are not necessarily independent. To gather crucial insights into the time of bankruptcy \( \tau \) and the cash flow \( Z_T \), a thorough examination of the basic properties of the market information \( \zeta_T \) becomes essential. Hence, we embark on the task of reassessing these properties, scrutinizing the Brownian bridge without assuming independence between the length and the pinning point.

We begin with the central point underlying all subsequent findings:

**Proposition 2.1.** For all \( 0 < t < T \), we have, \( \mathbb{P} \)-a.s.,

\[
I_{\{\nu \leq t\}} = \sum_{i=1}^{l} I_{\{\zeta_T = \sigma z_i\}}.
\]  

(2.9)

**Proof.** Set \( \Delta = \{\sigma z_1, \ldots, \sigma z_l\} \) and for \((r, z) \in (0, +\infty) \times \mathbb{R}\) let \( W_t^{r,z} \) be the Brownian bridge with length \( r \) and pinning point \( \sigma z \) associated with \( W \):

\[
W_t^{r,z} = W_{t \wedge r} - r \frac{t \wedge r}{r} W_{r} + \sigma \frac{t \wedge r}{r} z.
\]  

(2.10)

Exploiting the fact that \( \mathbb{P}(Z_T \notin \{z_1, \ldots, z_l\}) = 0 \), the set \( \Delta \) is of Lebesgue measure zero, and that the law of \( W_t^{r,z} \) is absolutely continuous with respect to the Lebesgue measure when
0 < t < r, we derive
\[
\mathbb{P}(\{\zeta_t^T \in \Delta \} \triangle \{\nu \leq t\}) = \mathbb{P}(\zeta_t^T \in \Delta, t < \nu) + \mathbb{P}(\zeta_t \in \Delta^c, \nu \leq t)
\]
= \int_{\mathbb{R}} \int_{t}^{\nu} \mathbb{P}(\zeta_t^T \in \Delta \mid \nu = r, Z_T = z) \mathbb{P}(Z_{r, \nu})(dr, dz)
+ \int_{\mathbb{R}} \int_{0}^{t} \mathbb{P}(\zeta_t^T \in \Delta^c \mid \nu = r, Z_T = z) \mathbb{P}(Z_{r, \nu})(dr, dz)
\]
= \int_{\mathbb{R}} \int_{t}^{+\infty} \mathbb{P}(W_t^{r, z} \in \Delta) \mathbb{P}(Z_{r, \nu})(dr, dz) + \int_{\mathbb{R}} \int_{0}^{t} \mathbb{P}(W_t^{r, z} \in \Delta^c) \mathbb{P}(Z_{r, \nu})(dr, dz)
\]
= \int_{\mathbb{R}} \int_{t}^{+\infty} \mathbb{P}(W_t^{r, z} \in \Delta) \mathbb{P}(\nu, Z)(dr, dz) + \mathbb{P}(\nu \leq t, \sigma Z_T \in \Delta^c)
\]
= 0.

This concludes the proof of (2.13). \hfill \Box

Remark 2.2. The random time \(\nu\) is a stopping time with respect to \(\mathbb{F}^T\), the completed filtration generated by \(\zeta_T\).

Theorem 2.3. The market information process \(\zeta_T\) is a Markov process with respect to \(\mathbb{F}^T\), i.e.,
\[
\mathbb{E}[g(\zeta_u^T) \mid \mathcal{F}_t^T] = \mathbb{E}[g(\zeta_t^T) \mid \zeta_t^T], \text{ } \mathbb{P}\text{-a.s.,}
\]
for all \(0 \leq t < u \leq T\) and all measurable functions \(g\) such that \(g(\zeta_u^T)\) is integrable.

Proof. At \(t = 0\), the statement is self-evident. Now, let us consider the case where \(t > 0\). It follows from (2.9) that the set \(\{\nu \leq t\}\) is \(\sigma(\zeta^T) \cup \mathcal{N}_\mathbb{F}\)-measurable. Hence, we have, \(\mathbb{P}\)-a.s.,
\[
\mathbb{E}[g(\zeta_u^T)1_{\{\nu \leq t\}} \mid \mathcal{F}_t^T] = \mathbb{E}[g(\zeta_t^T)1_{\{\nu \leq t\}} \mid \zeta_t^T] = \mathbb{E}[g(\zeta_u^T)1_{\{\nu \leq t\}}] \mathbb{E}[\zeta_t^T] = \mathbb{E}[g(\zeta_u^T)1_{\{\nu \leq t\}}1_{\{\nu \leq t\}}] \mathbb{E}[\zeta_t^T].
\]

It remains to show that, \(\mathbb{P}\)-a.s.,
\[
\mathbb{E}[g(\zeta_u^T)1_{\{t < \nu\}} \mid \mathcal{F}_t^T] = \mathbb{E}[g(\zeta_t^T)1_{\{t < \nu\}}] \mathbb{E}[\zeta_t^T].
\]

Hence, it is sufficient to show that for all \(\mathcal{F}_t^T\) measurable \(Y\) one has
\[
\mathbb{E}[g(\zeta_u^T)1_{\{t < \nu\}} Y] = \mathbb{E}[g(\zeta_u^T)1_{\{t < \nu\}}] \mathbb{E}[\zeta_t^T Y].
\]

By the monotone class theorem it is sufficient to prove (2.14) for random variables \(Y\) of the form
\[
Y = G(\zeta_t^T) L(\gamma_1, \ldots, \gamma_n)
\]
where
\[
\gamma_k = \frac{\zeta_t^T}{t_k} - \frac{\zeta_{t_{k-1}}}{t_{k-1}}, \quad k = 1, \ldots, n
\]
\[0 < t_0 < t_1 \leq \cdots \leq t_n = t < u < T\] and \(G\) and \(L\) are bounded measurable functions.
\[
\alpha_k = \frac{W_{t_k}}{t_k} - \frac{W_{t_{k-1}}}{t_{k-1}}, \quad k = 1, \ldots, n
\]
Proposition 2.4. For all $\gamma_k = \alpha_k$ on the set $\{ t < \nu \}$, $k = 1, \ldots, n$. Note that for $t < r$ and $z \in \mathbb{R}$, the Gaussian vectors $(\alpha_1, \ldots, \alpha_n)$ and $(W_t^{r,z}, W_u^{r,z})$ are independent. Combining this, we have

$$
\mathbb{E}[g(\zeta_u^T)I_{\{ t < \nu \}} G(\zeta_u^T) L(\alpha_1, \ldots, \alpha_n)] = \mathbb{E}[g(\zeta_u^T)I_{\{ t < \nu \}} G(\zeta_u^T) L(\alpha_1, \ldots, \alpha_n)]
$$

$$
= \int_t^{+\infty} \mathbb{E}[g(W_t^{r,z}) G(W_t^{r,z}) L(\alpha_1, \ldots, \alpha_n)] \mathbb{P}_{(\nu, z)}(dr, dz)
$$

$$
= \int_t^{+\infty} \mathbb{E}[g(W_t^{r,z}) G(W_t^{r,z})] \mathbb{P}_{(\nu, z)}(dr, dz) \mathbb{E}[L(\alpha_1, \ldots, \alpha_n)]
$$

$$
= \mathbb{E}[g(\zeta_u^T) G(\zeta_u^T) I_{\{ t < \nu \}}] \mathbb{E}[L(\alpha_1, \ldots, \alpha_n)]
$$

$$
= \mathbb{E}[g(\zeta_u^T) G(\zeta_u^T) I_{\{ t < \nu \}}] \mathbb{E}[L(\alpha_1, \ldots, \alpha_n)]
$$

$$
= \mathbb{E}[\mathbb{E}[g(\zeta_u^T) G(\zeta_u^T) I_{\{ t < \nu \}}] \mathbb{E}[L(\alpha_1, \ldots, \alpha_n)]
$$

$$
= \mathbb{E}[\mathbb{E}[g(\zeta_u^T) G(\zeta_u^T) I_{\{ t < \nu \}}] \mathbb{E}[L(\alpha_1, \ldots, \alpha_n)]
$$

$$
= \mathbb{E}[\mathbb{E}[g(\zeta_u^T) G(\zeta_u^T) I_{\{ t < \nu \}}] \mathbb{E}[L(\alpha_1, \ldots, \alpha_n)]
$$

This completes the proof. \qed

We address the Bayesian estimates of $\nu$, $Z_T$, and $\zeta_u^T$ given the observation of the market information process $\zeta^T$ up to time $t < u$.

**Proposition 2.4.** For all $0 < t < u < T$ and for every measurable function $g$ on $(0, T] \times \mathbb{R} \times \mathbb{R}$ such that $g(\nu, Z_T, \zeta_u^T)$ is integrable, we have, $\mathbb{P}$-a.s.,

$$
\mathbb{E}[g(\nu, Z_T, \zeta_u^T) | F_t^T] = g(\nu, Z_T, \sigma Z_T) I_{\{ t \leq \nu \}} + \sum_{i=1}^{l} \left[ \int_t^u g(r, z_i, \sigma z_i) \phi_t^{r,z_i}(\zeta_t^T) f(r, z_i) dr \right.
$$

$$
+ \int_u^T \int_{\mathbb{R}} g(r, z_i, y) p_{t,u}^{r,z_i}(\zeta_t^T, y) dy \phi_t^{r,z_i}(\zeta_t^T) f(r, z_i) dr
$$

$$
+ \int_{\mathbb{R}} g(T, z_i, y) p_{t,u}^{T,z_i}(\zeta_t^T, y) dy \phi_t^{T,z_i}(\zeta_t^T) F(T, z_i) \right] p_i I_{\{ t < \nu \}},
$$

where

$$
F(T, z_i) = \int_T^{+\infty} f(r, z_i) dr,
$$

$$
\phi_t^{r,z_i}(x) = \frac{\varphi_t^{r,z_i}(x)}{\sum_{i=1}^{l} \left[ \int_t^T \varphi_t^{r,z_i}(\zeta_t^T) f(r, z_i) dr + F(T, z_i) \varphi_t^{T,z_i}(\zeta_t^T) \right] p_i},
$$

$$
\varphi_t^{r,z_i}(x) = p \left( \frac{t(r-t)}{r}, x, \frac{t}{r} \sigma z \right), 0 < t < r,
$$

and

$$
p_{t,u}^{r,z}(x, y) = p \left( \frac{r-u}{r-t} (u-t), y, \frac{r-u}{r-t} x + \frac{u-t}{r-t} \sigma z \right) dy, 0 < t < u < r.
$$

8
Proof. On the set \( \{ \nu \leq t \} \) the statement is a consequence of the fact that \( \nu \) is an \( \mathcal{F}^T_t \)-stopping time and that \( \zeta^T_u = \zeta^T_t = \sigma Z_T \) on \( \{ \nu \leq t < u \} \). On the other hand, using the fact that \( \zeta^T_u = \sigma Z_T \), we have \( g(\nu, Z_T, \zeta^T_u) \mathbb{I}_{\{t < \nu\}} \) is measurable with respect to \( \sigma(\zeta^T_s, s \geq t) \vee \mathcal{N}_P \). Thus, the Markov property yields
\[
\mathbb{E}[g(\nu, Z_T, \zeta^T_u) \mathbb{I}_{\{t < \nu\}} | \mathcal{F}^T_t] = \mathbb{E}[g(\nu, Z_T, \zeta^T_u) \mathbb{I}_{\{t < \nu\}} | \zeta^T_t]. \tag{2.21}
\]

Therefore, we only need to compute the conditional law of \((\nu, Z_T, \zeta^T_u)\) with respect to \(\zeta^T_t\). To do so, let us first compute the conditional law of \((\nu, Z_T)\) with respect to \(\zeta^T_t\). It is not difficult to show that for every \(B \in \mathcal{B}(\mathbb{R})\), we have
\[
\mathbb{P}_{\zeta^T_t}^{(\nu, Z_T = z)}(B) = \int_B q_t(r, z, x) \mu(dx) \tag{2.22}
\]
where
\[
q_t(x, r, z) = \sum_{i=1}^{l} \left( \mathbb{I}_{\{x = \sigma z_i\}} \mathbb{I}_{\{z = z_i\}} \mathbb{I}_{\{r \leq t\}} \right) + \varphi^{r,z}_t(x) \prod_{i=1}^{l} \mathbb{I}_{\{x \neq \sigma z_i\}} \mathbb{I}_{\{t < r\}} \tag{2.23}
\]
and
\[
\mu(dx) = dx + \sum_{i=1}^{l} \delta_{\sigma z_i}(dx). \tag{2.24}
\]

A direct application of Bayes formula yields that for every measurable function \(g\) on \((0, T] \times \mathbb{R}\) such that \(g(\nu, Z_T)\) is integrable, we have, \(\mathbb{P}\)-a.s.,
\[
\mathbb{E}[g(\nu, Z_T) | \zeta^T_t] = \int_{\mathbb{R}} \int_0^T g(r, z) q_t(\zeta^T_t, r, z) \mathbb{P}_{\nu, Z_T}(dr, dz) \int_0^T q_t(\zeta^T_t, r, z) \mathbb{P}_{\nu, Z_T}(dr, dz) = \sum_{i=1}^{l} \int_0^T g(r, z_i) \mathbb{P}_{\nu | Z_T = z_i}(dr) \mathbb{P}(\nu \leq t | Z_T = z_i) \mathbb{I}_{\{\zeta^T = \sigma z_i\}} \tag{2.25}
\]
\[
+ \sum_{i=1}^{l} \int_0^T g(r, z_i) \varphi^{r,z_i}_t(\zeta^T_t) \mathbb{P}_{\nu | Z_T = z_i}(dr) \prod_{i=1}^{l} \mathbb{I}_{\{\zeta^T \neq \sigma z_i\}}. \tag{2.25}
\]

We split the expectation on the right hand side of \(2.21\) into two expectations as follows:
\[
\mathbb{E}[g(\nu, Z_T, \zeta^T_u) \mathbb{I}_{\{t < \nu\}} | \zeta^T_t] = \mathbb{E}[g(\nu, Z_T, \sigma Z_T) \mathbb{I}_{\{t < \nu \leq u\}} | \zeta^T_t] + \mathbb{E}[g(\nu, Z_T, \zeta^T_u) \mathbb{I}_{\{u < \nu\}} | \zeta^T_t]. \tag{2.26}
\]

The first expectation can be computed using \(2.25\),
\[
\mathbb{E}[g(\nu, Z_T, \sigma Z_T) \mathbb{I}_{\{t < \nu \leq u\}} | \zeta^T_t] = \sum_{i=1}^{l} \int_t^u g(r, z_i, \sigma z_i) \varphi^{r,z_i}_t(\zeta^T_t) \mathbb{P}_{\nu | Z_T = z_i}(dr) \prod_{i=1}^{l} \mathbb{I}_{\{\zeta^T \neq \sigma z_i\}}. \tag{2.27}
\]
Concerning the second expectation, we proceed as follows

\[
\mathbb{E}[g(\nu, Z_T, \zeta_u^T) \mathbb{I}_{\{u<\nu\}} | \zeta_t^T = x]
= \int_{\mathbb{R}} \int_{u}^{T} \mathbb{E}[g(\nu, Z_T, \zeta_u^T) | \zeta_t^T = x, \nu = r, Z_T = z] \mathbb{P}(\nu \in dr, Z_T \in dz | \zeta_t^T = x)
= \int_{\mathbb{R}} \int_{u}^{T} \mathbb{E}[g(r, z, W_u^r, z) | W_t^r, z = x] \mathbb{P}(\nu \in dr, Z_T \in dz | \zeta_t^T = x)
= \sum_{i=1}^{l} \int_{\mathbb{R}} \int_{u}^{T} g(r, z, y) \phi_{t,r,z_i}(x, y) dy \frac{\mathbb{P}[\nu | Z_T = z_i](dr)}{\sum_{i=1}^{l} \int_{t}^{T} \phi_{t,r,z_i}(x) \mathbb{P}[\nu | Z_T = z_i](dr)} p_i \prod_{k=1}^{l} \mathbb{I}_{\{x \neq \sigma_{z_k}\}}
= \int_{\mathbb{R}} \int_{u}^{T} g(r, z, y) \mathbb{P}[\nu | Z_T = z_i](dr) \prod_{k=1}^{l} \mathbb{I}_{\{x \neq \sigma_{z_k}\}}
\] (2.28)

On the other hand, since \(\nu = \tau \land T\), the conditional law \(\mathbb{P}_{\nu | Z_T = z_i}\) of \(\nu\) given \(Z_T = z_i\) is expressed as

\[
\mathbb{P}_{\nu | Z_T = z_i}(dr) = \left[ f(r, z_i) \mathbb{I}_{\{r<T\}} + \int_{T}^{+\infty} f(r, z_i) dr \mathbb{I}_{\{r=T\}} \right] (dr + \delta_T(dr)).
\] (2.29)

Hence, by combining (2.29) with the fact that

\[
\prod_{k=1}^{l} \mathbb{I}_{\{\zeta_t^T \neq \sigma_{z_k}\}} = \mathbb{I}_{\{t<\nu\}},
\] (2.30)

we obtain, \(\mathbb{P}\)-a.s.,

\[
\mathbb{E}[g(\nu, Z_T, \sigma Z_T) \mathbb{I}_{\{t<\nu \leq u\}} | \zeta_t^T]
= \sum_{i=1}^{l} \int_{t}^{u} g(r, z_i, \sigma z_i) \phi_{t,r,z_i} (\zeta_t^T) f(r, z_i) dr p_i \prod_{k=1}^{l} \mathbb{I}_{\{\zeta_t^T \neq \sigma_{z_k}\}}
\] (2.31)

and

\[
\mathbb{E}[g(\nu, Z_T, \zeta_u^T) \mathbb{I}_{\{u<\nu\}} | \zeta_t^T]
= \sum_{i=1}^{l} \left[ \int_{u}^{T} g(r, z_i, y) \phi_{t,r,z_i} (\zeta_t^T, y) dy \phi_{t,r,z_i} (\zeta_t^T) f(r, z_i) dr
+ \int_{\mathbb{R}} g(T, z_i, y) \phi_{T,r,z_i} (\zeta_T^T, y) dy \phi_{T,r,z_i} (\zeta_T^T) F(T, z_i) \right] p_i \prod_{k=1}^{l} \mathbb{I}_{\{\zeta_t^T \neq \sigma_{z_k}\}}.
\] (2.32)

This completes the proof. \(\square\)

**Remark 2.5.** Following the same analysis as the proof of Theorem 4.3 in [22], we may conclude that the market filtration \(\mathbb{F}^T\) satisfies the usual conditions of right-continuity and completeness.

Another important property of the market information process \(\zeta^T\) is its semi-martingale decomposition:
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Theorem 2.6. The market information process $\zeta^T$ is a semi-martingale with respect to $\mathbb{P}^{\zeta_T}$. Moreover, its decomposition is given by

$$
\zeta^T_t = I_t + \sum_{i=1}^{l} \int_0^t f_i(t, \zeta^T_t) I_{\{t < \nu\}} dt,
$$

where, $I$ is a Brownian motion stopped at $\nu$ and the functions $(f_i)_{1 \leq i \leq l}$ are given by

$$
f_i(t, x) = \frac{\int_t^T \sigma_{z_i} - x}{r - t} \frac{p(r, \sigma_{z_i})}{p(r, \sigma_{z_i})} f(r, z_i) dr + \frac{\sigma_{z_i} - x}{T - t} \frac{p(T - t, \sigma_{z_i} - x)}{p(T, \sigma_{z_i})} p_i. \tag{2.34}
$$

Proof. The proof of the current theorem closely parallels the method used in the proof of Theorem 4.9 in [22].

3 Price process

In this section, we derive an expression for the value process of a contract that delivers the cash flow $Z_T$ at time $T$, we provide estimates of the a priori unknown bankruptcy time, based on the observations of the market information process $\zeta^T$ up to time $t$. Subsequently, we analyze the dynamics of the price process and demonstrate that the price process satisfies a diffusion equation.

Proposition 3.1. The price of the cash flow $Z_T$ is given by

$$
B^T_t = E^T[Z_T | F^T_t] = \exp \left( - \int_t^T r(u)du \right) Z_T I_{\{\nu \leq t\}}
$$

$$
+ \exp \left( - \int_t^T r(u)du \right) \sum_{i=1}^{l} \left[ \int_t^T \varphi^T_{t, z_i}(\zeta^T_t) f(r, z_i) dr + F(T, z_i) \varphi^T_{T, z_i}(\zeta^T_t) \right] p_i I_{\{t < \nu\}}. \tag{3.1}
$$

Proof. The result is a consequence of Proposition 2.4.

Proposition 3.2. Let $0 < t < T$, $g : [0, T] \rightarrow \mathbb{R}$ be a Borel function such that $E[|g(\nu)|] < +\infty$. Then, $\mathbb{P}$-a.s.,

$$
E[g(\nu) | F^T_t] = g(\nu) I_{\{\nu \leq t\}}
$$

$$
+ \sum_{i=1}^{l} \left[ \int_t^T g(r) \varphi^T_{t, z_i}(\zeta^T_t) f(r, z_i) dr + F(T, z_i) g(T) \varphi^T_{T, z_i}(\zeta^T_t) \right] p_i I_{\{t < \nu\}}. \tag{3.2}
$$

Proof. The result follows from the implications of Proposition 2.4.
In the following result, we consider the problem of pricing a European option on the price $B^T_t$ at time $t < T$.

**Proposition 3.3.** For a strike price $K$, the price at time $0$ of a $t$-maturity call option on $B^T_t$ is given by

$$C^t_0 = P^t_0 \mathbb{E}[(B^T_t - K)^+] = P^t_0 \sum_{i=1}^{l} (P^T_t z_i - K)^+ \int_0^t f(r, z_i) dr \ p_i$$

$$+ P^t_0 \int_{\mathbb{R}} \left( \sum_{i=1}^{l} (P^T_t z_i - K) \left[ \int_t^T \phi^{r,z_i}(x) f(r, z_i) dr + F(T, z_i) \phi^{T,z_i}(x) \right] p_i \right)^+ dx. \quad (3.3)$$

**Proof.** We have

$$C^t_0 = P^t_0 \mathbb{E}[(B^T_t - K)^+]. \quad (3.4)$$

We split the above expectation as follows

$$\mathbb{E}[(B^T_t - K)^+] = \mathbb{E}[(B^T_t - K)^+ \mathbb{I}_{\{\nu \leq t\}}] + \mathbb{E}[(B^T_t - K)^+ \mathbb{I}_{\{t < \nu\}}]. \quad (3.5)$$

For the first expectation, using (3.1) we obtain

$$\mathbb{E}[(B^T_t - K)^+ \mathbb{I}_{\{\nu \leq t\}}] = \mathbb{E}[\{P^T_t Z_T - K\}^+ \mathbb{I}_{\{\tau \leq t\}}]$$

$$= \sum_{i=1}^{l} (P^T_t z_i - K)^+ \mathbb{P}(\tau \leq t | Z_T = z_i) \ p_i$$

$$= \sum_{i=1}^{l} (P^T_t z_i - K)^+ \int_0^t f(r, z_i) dr \ p_i. \quad (3.6)$$

For the second expectation, using again (3.1) and the formula of total probability we obtain

$$\mathbb{E}[(B^T_t - K)^+ \mathbb{I}_{\{t < \nu\}}]$$

$$= \mathbb{E} \left[ \left( \sum_{i=1}^{l} (P^T_t z_i - K) \int_t^T \phi^{r,z_i}(\zeta_t^T) f(r, z_i) dr + F(T, z_i) \phi^{T,z_i}(\zeta_T^T) \right) \sum_{i=1}^{l} \left[ \int_t^T \phi^{r,z_i}(\zeta_t^T) f(r, z_i) dr + F(T, z_i) \phi^{T,z_i}(\zeta_T^T) \right] p_i \right]^+ \mathbb{I}_{\{t < \nu\}} \right]$$

$$= \int_{\mathbb{R}} \left( \sum_{i=1}^{l} (P^T_t z_i - K) \left[ \int_t^T \phi^{r,z_i}(x) f(r, z_i) dr + F(T, z_i) \phi^{T,z_i}(x) \right] p_i \right)^+ dx. \quad (3.7)$$

This completes the proof.

In the following result, we provide the dynamics of the price process $B^T_t = (B^T_t, t \leq T)$.

**Proposition 3.4.** For $0 < t < \nu$, the dynamics of the price process $B^T_t$ are given by

$$dB^T_t = \sum_{i=1}^{l} (P^T_t z_i - B^T_t) \delta_i(t, \zeta_t^T) dI_t + r_t B^T_t dt. \quad (3.8)$$
For \( t \geq \nu \), \( B^T_t = P^T_t Z_T \), and for \( t = 0 \), \( B^T_0 = P^T_0 \sum_{i=1}^{l} z_i p_i \). Here, \( I \) is an \( \mathbb{R}^T \)-Brownian motion stopped at \( \nu \) and the functions \( (f_i)_{1 \leq i \leq l} \) are defined in (2.34).

**Proof.** The proof is based on Itô’s Formula. We consider the functions

\[
 t \in (0, T) \longrightarrow \bar{f}_i(t, x) := \int_0^T \frac{p(r - t, \sigma z_i - x)}{p(r, \sigma z_i)} f(r, z_i) \mathbb{1}_{\{r < \nu\}} dr p_i, \quad 1 \leq i \leq l.
\]

We have for all \( t > 0 \),

\[
 \int_{\mathbb{R}} \bar{f}_i(t, x)p(t, x)dx = \int_t^T \int_{\mathbb{R}} \frac{p(r - t, \sigma z_i - x)p(t, x)}{p(r, \sigma z_i)} df(r, z_i)dr p_i
\]

\[
 = \int_t^T \int_{\mathbb{R}} \varphi^i_{r,z_i}(x)df(r, z_i)dr p_i
\]

\[
 = \int_t^T f(r, z_i)dr p_i \leq 1.
\]

Hence,

\[
 \int_0^T \frac{p(r - t, \sigma z_i - x)}{p(r, \sigma z_i)} f(r, z_i) \mathbb{1}_{\{r < \nu\}} dr p_i < +\infty, \quad \text{for a.e. } x. \tag{3.9}
\]

On the other hand, if \( x \neq \sigma z_i \), it is easy to see that the function

\[
 t \in (0, T) \longrightarrow f_i(t, x, r) := \frac{p(r - t, \sigma z_i - x)}{p(r, \sigma z_i)} \mathbb{1}_{\{r < \nu\}} p_i
\]

is continuous on \((0, T)\) and

\[
 \lim_{h \to 0} \frac{1}{h} \frac{1}{p(r, \sigma z_i)} \frac{p(-h, \sigma z_i - x)}{p(r, \sigma z_i)} = 0,
\]

which implies that if \( x \neq \sigma z_i \), the function \( t \rightarrow f_i(t, x, r) \) is differentiable. Under the same condition, \( x \neq \sigma z_i \), we have

\[
 t \rightarrow \partial_t f_i(t, x, r) = \frac{1}{2} \left( \frac{1}{r - t} - \frac{(\sigma z_i - x)^2}{(r - t)^2} \right) f_i(t, x, r) \tag{3.10}
\]

is continuous on \((0, +\infty)\) and the function \( r \rightarrow \partial_t f_i(t, x, r) \) is continuous on \([0, T]\). This implies that for \( x \neq \sigma z_i \), we have

\[
 \partial_t \bar{f}_i(t, x) = \int_0^T \partial_t f_i(t, x, r) f(r, z_i)dr p_i. \tag{3.11}
\]

Similarly, using the fact that \( x \rightarrow f_i(t, x, r) \) is differentiable on \( \mathbb{R} \), and that the functions

\[
 x \rightarrow \partial_x f_i(t, x, r) = \frac{\sigma z_i - x}{r - t} f_i(t, x, r) \tag{3.12}
\]

and \( r \rightarrow \partial_x f_i(t, x, r) \) are continuous on \( \mathbb{R} \) and \([0, T]\), respectively, we obtain that

\[
 \partial_x \bar{f}_i(t, x) = \int_0^T \partial_x f_i(t, x, r) f(r, z_i)dr p_i. \tag{3.13}
\]
Similarly, we obtain
\[ \partial^2_x \bar{f}_i(t, x) = \int_0^T \partial^2_{x,x} f_i(t, x, r) f(r, z_i) dr \quad (3.14) \]
due to the fact that \( x \to \partial_x f_i(t, x, r) \) is differentiable on \( \mathbb{R} \), and that the functions
\[ x \to \partial^2_x f_i(t, x, r) = -\left( \frac{1}{r-t} - \frac{(\sigma z_i - x)^2}{(r-t)^2} \right) f_i(t, x, r), \quad (3.15) \]
and \( r \to \partial^2_x f_i(t, x, r) \) are continuous on \( \mathbb{R} \) and \([0, T]\), respectively. From (3.11), we have
\[ B^T_t = P^T_t \sum_{i=1}^l z_i \mathcal{G}_i(t, \xi^T_t) I_{\{t<\nu\}} + P^T_t Z_T I_{\{\nu \leq t\}}, \quad (3.16) \]
where,
\[ \mathcal{G}_i(t, x) = \frac{\bar{f}_i(t, x) + F(T, z_i) f_i(t, x, T)}{\sum_{i=1}^l \left[ \bar{f}_i(t, x) + F(T, z_i) f_i(t, x, T) \right]}. \quad (3.17) \]
It follows from Theorem 2.6 that \( \xi^T_t \) has the following dynamics
\[ d\xi^T_t = dI_t + \sum_{i=1}^l f_i(t, \xi^T_t) I_{\{t<\nu\}} dt, \quad (3.18) \]
observing that \( \xi^T_{t \wedge \nu} = \xi^T_t \) and that for \( 0 < t < \nu \) we have
\[ B^T_t = P^T_t \sum_{i=1}^l z_i \mathcal{G}_i(t, \xi^T_t). \quad (3.19) \]
It follows from (3.11) that for \( x \notin \{\sigma z_1, \ldots, \sigma z_n\} \)
\[ \partial_t \mathcal{G}_i(t, x) = \frac{\partial_t \bar{f}_i(t, x) + F(T, z_i) \partial_t f_i(t, x, T)}{\sum_{i=1}^l \left[ \bar{f}_i(t, x) + F(T, z_i) f_i(t, x, T) \right]} \]
\[ - \mathcal{G}_i(t, x) \sum_{j=1}^l \frac{\partial_t \bar{f}_j(t, x) + F(T, z_i) \partial_t f_j(t, x, T)}{\sum_{i=1}^l \left[ \bar{f}_i(t, x) + F(T, z_i) f_i(t, x, T) \right]} \quad (3.20) \]
using (3.13) we have
\[ \partial_x \mathcal{G}_i(t, x) = \frac{\partial_x \bar{f}_i(t, x) + F(T, z_i) \partial_x f_i(t, x, T)}{\sum_{i=1}^l \left[ \bar{f}_i(t, x) + F(T, z_i) f_i(t, x, T) \right]} \]
\[ - \mathcal{G}_i(t, x) \sum_{j=1}^l \frac{\partial_x \bar{f}_j(t, x) + F(T, z_i) \partial_x f_j(t, x, T)}{\sum_{i=1}^l \left[ \bar{f}_i(t, x) + F(T, z_i) f_i(t, x, T) \right]} \quad (3.21) \]
Hence,
\[ \partial_x g_i(t, x) = f_i(t, x) - g_i(t, x) \sum_{j=1}^{l} f_j(t, x). \] (3.22)

From (3.14) and (3.13) we have
\[ \partial_x f_i(t, x) = \partial^2_x \bar{f}_i(t, x) + F(T, z_i) \partial^2_x f_i(t, x, T) - \bar{f}_i(t, x) \sum_{j=1}^{l} f_j(t, x), \] (3.23)

thus, (3.22) implies that
\[ \partial^2_x g_i(t, x) = \partial^2_x \bar{f}_i(t, x) + F(T, z_i) \partial^2_x f_i(t, x, T) - 2 \bar{f}_i(t, x) \sum_{j=1}^{l} f_j(t, x) + 2 g_i(t, x) \left( \sum_{j=1}^{l} f_j(t, x) \right)^2. \] (3.24)

From (3.10) and (3.15) we observe that
\[ \partial^2_x f_i(t, x, T) = -2 \partial_t f_i(t, x, T), \] (3.25)

and
\[ \partial^2_x \bar{f}_i(t, x) = -2 \partial_t \bar{f}_i(t, x), \] (3.26)

then (3.24) becomes
\[ \partial^2_x g_i(t, x) = -2 \partial_t g_i(t, x) - 2 f_i(t, x) \sum_{j=1}^{l} f_j(t, x) + 2 g_i(t, x) \left( \sum_{j=1}^{l} f_j(t, x) \right)^2. \] (3.27)

Note that, \( \mathbb{P}\)-a.s.,
\[ \{ t < \nu \} = \bigcap_{1 \leq i \leq l} \{ \zeta_i^T \neq \sigma z_i \}, \] (3.28)

which implies \( \zeta_i^T \neq \sigma z_i \) for all \( i \in \{1, \ldots, l\} \) on the set \( \{ t < \nu \} \). Therefore, by applying the Itô formula, we deduce that for \( t < \nu \), we have
\[ d g_i(t, \zeta_i^T) = \left[ \partial_t g_i(t, \zeta_i^T) + \partial_x g_i(t, \zeta_i^T) \sum_{j=1}^{l} f_j(t, \zeta_i^T) + \frac{1}{2} \partial^2_x g_i(t, \zeta_i^T) \right] dt + \partial_x g_i(t, \zeta_i^T) dI_t. \] (3.29)

Inserting (3.22) and (3.27) into (3.29) we obtain that
\[ d g_i(t, \zeta_i^T) = \left[ f_i(t, \zeta_i^T) - g_i(t, \zeta_i^T) \sum_{j=1}^{l} f_j(t, \zeta_i^T) \right] dI_t. \] (3.30)
We conclude from (3.19) that for $t < \nu$, we have
\[
dB_t^T = P_t^T \sum_{i=1}^l z_i d\mathbf{g}_i(t, \zeta_T^T) + r_t P_t^T \sum_{i=1}^l z_i \mathbf{g}_i(t, \zeta_T^T) dt
\]
\[
= \sum_{i=1}^l (P_t^T z_i - B_t^T) f_i(t, \zeta_T^T) dI_t + r_t B_t^T dt. \tag{3.31}
\]

It follows from (3.1) that for $\nu \leq t$ we have $B_t^T = P_t^T Z_T$ and for $t = 0$, we have $B_t^T = P_t^T \sum_{i=1}^l z_i p_i$.

\[\square\]

4 Compensator of certain special processes with respect to $\mathbb{F}^T\zeta$

Certainly, market agents prioritize obtaining as much information as possible about the bankruptcy time $\tau$. However, to compile certain facts about the bankruptcy time $\tau$, it is crucial to determine the nature of the stopping time $\nu = \tau \wedge T$. Market agents can anticipate the occurrence of bankruptcy if $\nu$ is predictable, whereas bankruptcy takes place unexpectedly if $\nu$ is totally inaccessible. In this section, to gain deeper insights into $\nu$, we explicitly compute the compensator of $\nu$ and leverage a well-known equivalence between the categories of stopping times and the regularity of their compensators.

Consider a finite variation process $V$ with $V_0 = 0$ and locally integrable total variation. The compensator of $V$ is a unique finite variation predictable process, denoted as $A$, such that the process $V - A$ is a local martingale. If $V$ is an increasing process, it is a submartingale. Consequently, according to the Doob-Meyer theorem, the compensator $A$ is also increasing. Moreover, when $V$ is a càdlàg, adapted, and locally integrable increasing process, its compensator $A$ remains increasing and, additionally, for any stopping time $S$ and non-negative predictable processes $U$, the following equality holds:
\[
\mathbb{E}\left[\int_0^S U_s dV_s\right] = \mathbb{E}\left[\int_0^S U_s dA_s\right]. \tag{4.1}
\]
Furthermore, the compensator $A$ of $V$ is the unique right-continuous predictable and increasing process with $A_0 = 0$ which satisfies
\[
\mathbb{E}\left[\int_0^\infty U_s dV_s\right] = \mathbb{E}\left[\int_0^\infty U_s dA_s\right] \tag{4.2}
\]
for all non-negative predictable $U$. See for instance [25] and [27]. This section aims to give the explicit computation of the compensator of the random time $\nu$, that is, the compensator of the $\mathbb{F}^\nu$-sub-martingale:
\[
H_t = \mathbb{1}_{\nu \leq t}, \quad t \geq 0, \tag{4.3}
\]
which is defined as the unique adapted, natural, increasing, integrable process $K$ satisfying
\[
H = N + K, \tag{4.4}
\]
Here $N$ represents a right-continuous martingale. In our analysis, we employ the methodology developed by P.A. Meyer [25] for computing the compensator of a sub-martingale. This method is then adapted to determine the compensator of the process $H$. For the reader’s convenience, we revisit pertinent materials and definitions outlined in [25]. Consider a filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ satisfying the usual hypothesis of right-continuity and completeness. Let $X$ be a right-continuous $\mathbb{F}$-super-martingale, and denote $\mathcal{T}$ as the collection of all finite $\mathbb{F}$-stopping times relative to this family. We classify the process $X$ as belonging to the class (D) if the collection of random variables $(X_S, S \in \mathcal{T})$ is uniformly integrable. Moreover, we define the right-continuous super-martingale $X$ as a potential if the random variables $X_t$ are non-negative and if
\[
\lim_{t \to +\infty} \mathbb{E}[X_t] = 0. \quad (4.5)
\]
If $C = (C_t, t \geq 0)$ is an integrable increasing process, and $L = (L_t, t \geq 0)$ represents the right-continuous modification of the martingale $(\mathbb{E}[C_{\infty} | \mathcal{F}_t], t \geq 0)$, then the process $Y = (Y_t, t \geq 0)$, defined by
\[
Y_t = L_t - C_t \quad (4.6)
\]
This quantity is denoted as the potential generated by $C$. The methodology employed in this context relies on the convergence in the weak topology $\sigma(\mathbb{L}^1, \mathbb{L}^\infty)$. It’s valuable to recall the definition of this convergence. Let $(Y_n)_{n \in \mathbb{N}}$ be a sequence of integrable real-valued random variables. The sequence $(Y_n)_{n \in \mathbb{N}}$ is said to converge to an integrable random variable $Y$ in the weak topology $\sigma(\mathbb{L}^1, \mathbb{L}^\infty)$ if
\[
\lim_{n \to +\infty} \mathbb{E}[Y_n \eta] = \mathbb{E}[Y \eta], \text{ for all } \eta \in \mathbb{L}^\infty(\mathbb{P}). \quad (4.7)
\]
In the subsequent discussion, we delve into the representation of the compensator of $H$ which notably involves the local time of $\zeta^T$. Therefore, before presenting the main result of this section, we establish specific properties of the local time. It is well-known that for a continuous semi-martingale, the local time can be defined. Tanaka’s formula, in particular, provides a definition of local time for arbitrary continuous semi-martingales. Since our process $\zeta^T$ is a continuous semi-martingale, the local time $(L^{\zeta^T}(t, x), t \geq 0)$ of $\zeta^T$ at level $x \in \mathbb{R}$ is well-defined.

In the following proposition, we address the continuity and boundedness of the local time $L^{\zeta^T}(t, x)$.

**Proposition 4.1.** Let $x \in \mathbb{R}$, and $(L^{\zeta^T}(t, x), t \geq 0)$ be the local time of $\zeta^T$ at level $x$. We have:

(i) There is a version of $L^{\zeta^T}(t, x)$ such that the map $(t, x) \in \mathbb{R}_+ \times \mathbb{R} \to L^{\zeta^T}(t, x)$ is continuous, $\mathbb{P}$-a.s.

(ii) For every continuous function $g$ on $\mathbb{R}$, the function $x \in \mathbb{R} \to g(x) L^{\zeta^T}(t, x)$ is bounded for all $t \geq 0$, $\mathbb{P}$-a.s. (the bound may depend on $t$ and $\omega$).

(iii) Let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}$ converging to $x \in \mathbb{R}$. The sequence $(L^{\zeta^T}(., x_n))_{n \in \mathbb{N}}$ converges weakly to $L^{\zeta^T}(., x)$, that is,
\[
\lim_{n \to +\infty} \int_0^T h(t) dL^{\zeta^T}(t, x_n) = \int_0^T h(t) dL^{\zeta^T}(t, x) \quad (4.8)
\]
Proof. (i) Since the process $\zeta^T$ is a semi-martingale, according to [29] Theorem 1.7, Ch. IV, there exists a modification of the process $(L_c^\zeta(t,x), 0 \leq t \leq T, x \in \mathbb{R})$ such that the map $(t,x) \in [0,T] \times \mathbb{R} \rightarrow L^\zeta_c(t,x)$ is continuous in $t$ and cad-lag in $x \in \mathbb{R}$. Moreover, the jump size of $L^\zeta_c$ in the $x$ variable is given by

$$L^\zeta_c(t,x) - L^\zeta_c(t,x-) = 2 \sum_{i=1}^{l} \int_{0}^{t} \mathbb{I}_{\{\zeta^T_s = x\}} f_i(s, \zeta^T_s) \, ds \, p_i.$$  \hspace{1cm} (4.9)

From Theorem 2.6 we see that $(\zeta^T, \zeta^T)_s = (I,I)_s = s \wedge \nu$, hence

$$L^\zeta_c(t,x) - L^\zeta_c(t,x-) = 2 \sum_{i=1}^{l} \int_{0}^{t} \mathbb{I}_{\{\zeta^T_s = x\}} f_i(s, \zeta^T_s) \, d(\zeta^T, \zeta^T)_s \, p_i.$$  \hspace{1cm} (4.10)

Thus, applying the occupation times formula to the right-hand side of the previous equality, we see that

$$L^\zeta_c(t,x) - L^\zeta_c(t,x-) = 2 \sum_{i=1}^{l} \int_{\{x\}} \int_{0}^{t} f_i(s,y) dL^\zeta_c(s,y) \, dy = 0.$$  \hspace{1cm} (4.11)

Consequently, the map $(t,x) \in [0,T] \times \mathbb{R} \rightarrow L^\zeta_c(t,x)$ is continuous, $\mathbb{P}$-a.s.

(ii) It follows from [29] Corollary 1.9, Ch. VI] that the local time vanishes outside of the compact interval $[-M_t(\omega), M_t(\omega)]$, where

$$M_t(\omega) := \sup_{s \in [0,t]} |\zeta^T_s(\omega)|, \ t \in [0,T], \ \omega \in \Omega.$$  \hspace{1cm} (4.12)

Since the function $x \rightarrow L^\zeta_c(t,x) \, g(x)$ is continuous, it is also bounded.

(iii) For all $A \in \mathcal{B}(\mathbb{R}_+)$, we have

$$L^\zeta_c(A, x) = \int_A dL^\zeta_c(t,x),$$  \hspace{1cm} (4.13)

Let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}$ converging to $x \in \mathbb{R}$. The measures $(L^\zeta_c(., x_n))_{n \in \mathbb{N}}$ are finite on $\mathbb{R}_+$ and they are supported by $[0, \nu]$. By the continuity of $L^\zeta_c(t,.)$, we see that $L^\zeta_c(t,x_n)$ converges as $n \rightarrow +\infty$ to $L^\zeta_c(t,x)$, for all $t \in [0,T]$, from which it follows that

$$\lim_{n \rightarrow +\infty} L^\zeta_c([0,t], x_n) = L^\zeta_c([0,t], x), \ t \in [0,T].$$  \hspace{1cm} (4.14)

We also have

$$L^\zeta_c([0,T], x_n) = L^\zeta_c([0,\nu], x_n) \xrightarrow{n \rightarrow \infty} L^\zeta_c([0,\nu], x) = L^\zeta_c([0,T], x).$$  \hspace{1cm} (4.15)

Hence, the measures $(L^\zeta_c(., x_n))_{n \in \mathbb{N}}$ converge weakly to $L^\zeta_c(., x)$. See, e.g., [30] Chapter 3, Section 1].
Now we are in position to state our main result of this section.

**Theorem 4.2.** The compensator of \( \nu \) with respect to \( \mathbb{P}^{\xi_T} \) is given by

\[
K_t = \sum_{k=1}^{l} \int_{0}^{t \wedge \nu} \left[ \sum_{i=1}^{l} \left( \int_{s}^{T} \Phi_{s,r}(z_k, z_i) f(r, z_i) dr + F(T, z_i) \Phi_{s,T}(z_k, z_i) \right) p_i \right] \frac{f(s, z_k)}{p(s, \sigma z_k)} \, dL^{\xi_T}(s, \sigma z_k), \tag{4.16}
\]

where,

\[
\Phi_{s,t}(x, y) = \frac{p(t-s, \sigma(y-x))}{p(t, \sigma y)}, \quad s < t, \ x, y \in \mathbb{R}. \tag{4.17}
\]

**Proof.** The process \( H \) is a bounded, non-negative, increasing, adapted process. It is a submartingale and the process \( G \) given by

\[
G_t := 1 - H_t = \mathbb{I}_{\{t < \nu\}}, \tag{4.18}
\]

is a right-continuous potential of class (D) since

\[
\lim_{t \to T} \mathbb{E}[G_t] = \lim_{t \to T} \mathbb{P}(\nu > t) = 0.
\]

Let us consider the increasing process \( A^h = (A^h_t, 0 \leq t \leq T) \) defined by

\[
A^h_t = \frac{1}{h} \int_{0}^{t} \mathbb{P}(s < \nu < s + h | \mathcal{F}_s^{\xi_T}) \, ds. \tag{4.19}
\]

It follows from [25, VII.T29] that there exists an integrable, natural, increasing process \( K' \), which generates \( G \), and this process is unique. For every stopping time \( S \),

\[
K'_S = \lim_{h \to 0} A^h_S
\]

in the sense of the weak topology \( \sigma(L^1, L^{\infty}) \). From the definition of potential generated by an increasing process, we see that the process given by

\[
L_t := G_t + K'_t, \quad \geq 0, \tag{4.20}
\]

is a martingale. By combining (4.18) and (4.20) we obtain the following decomposition of \( H \):

\[
H = 1 - L + K'.
\]

Therefore, by uniqueness of the decomposition (4.14), we can identify the martingale \( N \) with \( 1 - L \) and we have that \( K = K' \), up to indistinguishability, which implies that \( K' \) is the compensator of \( H \). Let us now compute its explicit expression: Let \( 0 < t_0 < t < T \), it follows from (3.2) that, \( \mathbb{P} \)-a.s.,

\[
A^h_t - A^h_{t_0} = \sum_{i=1}^{l} \int_{t_0 \wedge \nu}^{t \wedge \nu} \int_{s}^{s+h} p\left(\frac{s(r-s)}{r}, \xi_T, \sigma \frac{s}{r} z_i\right) f(r, z_i) dr u(s, \xi_T) \, ds \, p_i \tag{4.21}
\]
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where,

\[ u(s, x) = \left( \sum_{i=1}^{l} \left[ \int_{s}^{T} \varphi_{s}^{T, z_i}(x) f(r, z_i) dr + F(T, z_i) \varphi_{s}^{T, z_i}(x) \right] p_i \right)^{-1}, \quad 0 < s < T, \quad x \in \mathbb{R}. \]  \hspace{1cm} (4.22)

Later, we shall verify that for all \( i \in \{1, \ldots, l\} \)

\[ \lim_{h \downarrow 0} \int_{t_{0} \wedge \nu}^{t_{0} \wedge \nu} \frac{1}{h} \int_{s}^{s+h} p \left( \frac{s(r - s)}{r}, \zeta_{s}^{T}, \frac{s}{r} \sigma_{z_i} \right) [f(r, z_i) - f(s, z_i)] dr u(s, \zeta_{s}^{T}) ds = 0. \] \hspace{1cm} (4.23)

Hence, we have to deal with the limit behaviour as \( h \downarrow 0 \) of

\[ \sum_{i=1}^{l} \int_{t_{0} \wedge \nu}^{t_{0} \wedge \nu} \frac{1}{h} \int_{s}^{s+h} p \left( \frac{s(r - s)}{r}, \zeta_{s}^{T}, \frac{s}{r} \sigma_{z_i} \right) dr f(s, z_i) u(s, \zeta_{s}^{T}) ds p_i = \]

\[ \sum_{i=1}^{l} \int_{t_{0} \wedge \nu}^{t_{0} \wedge \nu} \frac{1}{h} \int_{0}^{h} p \left( \frac{s(r - s)}{r}, \zeta_{s}^{T}, \frac{s}{r} \sigma_{z_i} \right) dr f(s, z_i) u(s, \zeta_{s}^{T}) ds p_i. \] \hspace{1cm} (4.24)

For all \( i \in \{1, \ldots, n\} \), we have the following estimate

\[ |p \left( \frac{s(r - s)}{r}, \sigma_{z_i} \right) - \exp \left( \frac{\sigma_{z_i} (\sigma_{z_i} - x)}{s} \right) p(r, x, \sigma_{z_i})| = \]

\[ = \exp \left( \frac{\sigma_{z_i} (\sigma_{z_i} - x)}{s} \right) p(r, x, \sigma_{z_i}) \left| \sqrt{s + r} \exp \left( - \frac{(s - \sigma_{z_i})^2}{2s} - \frac{r \sigma_{z_i}^2}{2s(s + r)} \right) - 1 \right| \]

\[ \leq \exp \left( \frac{\sigma_{z_i} (\sigma_{z_i} - x)}{s} \right) p(r, x, \sigma_{z_i}) \left| \sqrt{s + r} \exp \left( - \frac{(s - \sigma_{z_i})^2}{2s} - \frac{r \sigma_{z_i}^2}{2s(s + r)} \right) - 1 \right| + \left| \sqrt{s + r} - 1 \right| \]

\[ \leq \exp \left( \frac{\sigma_{z_i} (\sigma_{z_i} - x)}{s} \right) \left[ \frac{1}{\sqrt{2\pi|x - \sigma_{z_i}|}} \exp \left( - \frac{1}{2} \frac{s + 1}{2s} (s - \sigma_{z_i})^2 \right) + \frac{1}{\sqrt{2\pi r}} \left( \frac{r \sigma_{z_i}^2}{2s(s + r)} + \frac{r}{2s} \right) \right] \]

\[ \leq (c_1|x - \sigma_{z_i}| + c_2 \sqrt{r}) C(t_0, t, x), \] \hspace{1cm} (4.25)

with some constants \( c_1 \) and \( c_2 \), for \( 0 \leq r \leq h \leq T \) and \( s \in [t_0, t] \), where

\[ C(t_0, t, x) = \sup_{1 \leq i \leq n} \left[ \exp \left( \frac{\sigma_{z_i} (\sigma_{z_i} - x)}{t_0} \right) \vee \exp \left( \frac{\sigma_{z_i} (\sigma_{z_i} - x)}{t} \right) \right]. \] \hspace{1cm} (4.26)

Recall that we have \( \mathbb{P}(\tau \geq T) = \sum_{i=1}^{l} F(T, z_i) p_i > 0 \), then, without loss of generality, we can assume that \( F(T, z_1) p_1 > 0 \). Thus, for all \( x \in \mathbb{R} \) and \( s \in [t_0, t] \), we have

\[ \sum_{i=1}^{l} \int_{s}^{T} \varphi_{s}^{T, z_i}(x) f(r, z_i) dr + F(T, z_i) \varphi_{s}^{T, z_i}(x) p_i \geq F(T, z_1) \varphi_{s}^{T, z_1}(x) p_1. \]
Consequently, for all \( x \in \mathbb{R} \), we have
\[
\sup_{s \in [t_0, t]} u(s, x) \leq \sqrt{\frac{2\pi(T - t_0)}{p_1 F(T, z_1)}} \exp \left( \frac{(x - \sigma z_1)^2}{2(T - t)} + \frac{x^2}{2t_0} \right) = D(t_0, t, x). \tag{4.27}
\]

It is a simple matter to check that the functions \( C(t_0, t, x) \) and \( D(t_0, t, x) \) defined respectively in (4.26) and (4.27) are continuous in \( x \). Hence, (4.26) and (4.27) show that for \( 0 \leq r \leq h \leq T \) and \( s \in [t_0, t] \)
\[
\sum_{i=1}^{l} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, \zeta_{s}^r, \frac{s}{r + s} \sigma z_i \right) - \exp \left( \frac{\sigma z_i (\sigma z_i - \zeta_{s}^T)}{s} \right) p(r, \zeta_{s}^r, \sigma z_i) \left| dr u(s, \zeta_{s}^r) f(s, z_i) p_i \right. \\
\leq \left( c_1 |\zeta_{s}^r| + c_1 \mathbb{E} |Z_T| + c_2 \right) C(t_0, t, \zeta_{s}^T) D(t_0, t, \zeta_{s}^T) \sup_{s \in [t_0, t]} f(s, z_i). \tag{4.28}
\]

Note that the right-hand side of (4.28) is integrable over \([t_0, t]\) with respect to the Lebesgue measure. On the other hand, using the fact that the function
\[
r \longmapsto \begin{cases} 
p(r, x, \sigma z), & \text{if } r \neq 0, \\
0, & \text{if } r = 0,
\end{cases}
\]
is continuous if \( x \neq \sigma z \), by the fundamental theorem of calculus we have for every \( x \neq \sigma z \)
\[
\lim_{h \downarrow 0} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, x, \sigma z \right) dr = 0, \quad \text{and} \quad \lim_{h \downarrow 0} \frac{1}{h} \int_0^h p(r, x, \sigma z) dr = 0. \tag{4.29}
\]

By the occupation time formula we have
\[
\int_0^h \sum_{i=1}^{l} \mathbb{I}_{(\zeta_{s}^r = \sigma z_i)} ds = \sum_{i=1}^{l} \int_0^t \mathbb{I}_{(\zeta_{s}^r = \sigma z_i)} d(\zeta_{s}^r, \zeta_{s}^T) = \sum_{i=1}^{l} \int_{-\infty}^{+\infty} L_{s}^{r,T}(t, x) \mathbb{I}_{\{s = \sigma z_i\}} dx = 0.
\]

Hence, the set
\[
\bigcup_{i=1}^{l} \{0 \leq s \leq t \wedge \nu : \zeta_{s}^T = \sigma z_i\}
\]
has Lebesgue measure zero. Consequently, for every \( i \in \{1, \ldots, n\} \),
\[
\lim_{h \downarrow 0} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, \zeta_{s}^r, \frac{s}{r + s} \sigma z_i \right) - \exp \left( \frac{\sigma z_i (\sigma z_i - \zeta_{s}^T)}{s} \right) p(r, \zeta_{s}^r, \sigma z_i) \left| dr \right. \\
\leq \exp \left( \frac{\sigma z_i (\sigma z_i - \zeta_{s}^T)}{s} \right) \left[ \lim_{h \downarrow 0} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, \zeta_{s}^r, \sigma z_i \right) dr + \lim_{h \downarrow 0} \frac{1}{h} \int_0^h p(r, \zeta_{s}^T, \sigma z_i) dr \right] = 0. \tag{4.30}
\]

From (4.28), (4.30), and Lebesgue’s dominated convergence theorem it follows that for every \( i \in \{1, \ldots, l\} \), \( \mathbb{P}\text{-a.s.} \),
\[
\int_{t_0 \wedge \nu}^{t_0 \wedge \nu} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, \zeta_{s}^T, \frac{s}{r + s} \sigma z_i \right) - \exp \left( \frac{\sigma z_i (\sigma z_i - \zeta_{s}^T)}{s} \right) p(r, \zeta_{s}^T, \sigma z_i) \left| dr f(s, z_i) u(s, \zeta_{s}^T) ds \right.
\]
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goes to 0 as $h \downarrow 0$. This means that we have to deal with the limit behaviour as $h \downarrow 0$ of
\[
\sum_{i=1}^{l} \int_{t_{0}+\nu}^{t} \int_{0}^{h} \exp \left( \frac{\sigma z_{i}(\sigma z_{i} - \zeta_{s})}{s} \right) p(r, \zeta_{s}, \sigma z_{i})dr f(s, z_{i})u(s, \zeta_{s}) ds p_{i}.
\]

With the notation,
\[
(q_{i}(h, x))_{1 \leq i \leq l} := \left( \frac{1}{h} \int_{0}^{h} p(r, x, \sigma z_{i})dr \right), \quad 0 < h \leq T, \; x \in \mathbb{R}, \quad (4.31)
\]
the occupation time formula yields that for every $i \in \{1, \ldots, l\}$,
\[
\begin{align*}
\int_{t_{0}+\nu}^{t} \int_{0}^{h} p(r, \zeta_{s}, \sigma z_{i})dr \exp \left( \frac{\sigma z_{i}(\sigma z_{i} - \zeta_{s})}{s} \right) f(s, z_{i})u(s, \zeta_{s}) ds \\
&= \int_{t_{0}}^{t} q_{i}(h, \zeta_{s}) \exp \left( \frac{\sigma z_{i}(\sigma z_{i} - \zeta_{s})}{s} \right) f(s, z_{i})u(s, \zeta_{s}) d(\zeta_{s}, \zeta_{s}) \\
&= \int_{-\infty}^{+\infty} \int_{t_{0}}^{t} \exp \left( \frac{\sigma z_{i}(\sigma z_{i} - x)}{s} \right) f(s, z_{i})u(s, x)dL^{\zeta_{s}}(s, x)q_{i}(h, x)dx, \; \mathbb{P}\text{-a.s.} \quad (4.32)
\end{align*}
\]
Now we can state the following lemma which will allow to complete the proof of Theorem 4.2.

**Lemma 4.3.** The functions
\[
x \in \mathbb{R} \rightarrow k_{i}(x) = \int_{t_{0}}^{t} \exp \left( \frac{\sigma z_{i}(\sigma z_{i} - x)}{s} \right) f(s, z_{i})u(s, x)dL^{\zeta_{s}}(s, x), \; i = 1, \ldots, l, \quad (4.33)
\]
are continuous and bounded.

**Proof.** We first need to show the following two statements:

(i) For all $x \in \mathbb{R}$ and $0 < t_{0} < t$, the function $s \in [t_{0}, t] \rightarrow u(s, x)$ is continuous.

(ii) For all $0 < t_{0} < t$,
\[
\lim_{n \to +\infty} \sup_{s \in [t_{0}, t]} |u(s, x_{n}) - u(s, x)| = 0, \quad (4.34)
\]
where $(x_{n})_{n \in \mathbb{N}}$ is a sequence converging monotonically to $x \in \mathbb{R}$.

Proof of statement (i): we consider the function defined on $[t_{0}, t] \times \mathbb{R}$ by
\[
b(s, x) = \sum_{i=1}^{l} b_{i}(s, x) p_{i}, \quad (4.35)
\]
where,
\[
b_{i}(s, x) = \int_{s}^{T} p\left( \frac{(s - r)}{r}, x, \frac{s - r}{r} \sigma z_{i} \right) f(r, z_{i})dr, \; i = 1, \ldots, l. \quad (4.36)
\]
We recall that
\[ u(s, x) = \left[ b(s, x) + \sum_{i=1}^{l} F(T, z_i) \varphi_s^{T, z_i}(x)p_i \right]^{-1}, \]

let \( s_n, s \in [t_0, t] \) such that \( s_n \to s \) as \( n \to +\infty \). For every \( i \in \{1, \ldots, l\} \), we have
\[
b_i(s_n, x) = \int_{t_0}^{T} \mathbb{1}_{\{s_n < r\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s_n(r-s_n)}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r, z_i)dr
\]
\[
= \int_{t_0}^{t} \mathbb{1}_{\{s_n < r\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s_n(r-s_n)}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r, z_i)dr + \int_{t}^{T} \mathbb{1}_{\{s_n < r\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s_n(r-s_n)}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r, z_i)dr. \tag{4.37}
\]

For the first integral,
\[
\int_{t_0}^{t} \mathbb{1}_{\{s_n < r\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s_n(r-s_n)}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r, z_i)dr
\]
\[
= \int_{0}^{t} \mathbb{1}_{\{r < t-s_n\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r + s_n}{2rs_n}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r + s_n, z_i)dr, \tag{4.38}
\]
we estimate the integrand of the right hand side by \( \sqrt{\frac{r}{2\pi s_n(r-s_n)}} \sup_{r \in [0,t]} f(r, z_i) \), which is integrable over \((0, t]\). Thus, we can apply Lebesgue’s theorem to conclude that
\[
\lim_{n \to \infty} \int_{t_0}^{t} \mathbb{1}_{\{s_n < r\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s_n(r-s_n)}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r, z_i)dr
\]
\[
= \int_{t_0}^{t} \mathbb{1}_{\{s, x\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s(r-s)}\left(x - \frac{s}{r}\sigma z_i\right)^2\right) f(r, z_i)dr. \tag{4.39}
\]
Concerning the second integral in (4.37), we estimate the integrand by \( \sqrt{\frac{r}{2\pi s_n(r-s_n)}} f(r, z_i) \), which is integrable over \([t, T]\). Hence, using Lebesgue’s dominated convergence theorem we obtain
\[
\lim_{n \to \infty} \int_{t}^{T} \mathbb{1}_{\{s_n < r\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s_n(r-s_n)}\left(x - \frac{s_n}{r}\sigma z_i\right)^2\right) f(r, z_i)dr
\]
\[
= \int_{t}^{T} \mathbb{1}_{\{s, x\}} \left(2\pi s_n(r-s_n)\right)^{-\frac{1}{2}} \exp\left(-\frac{r}{2s(r-s)}\left(x - \frac{s}{r}\sigma z_i\right)^2\right) f(r, z_i)dr. \tag{4.40}
\]
From (4.39) and (4.40), it follows that
\[
\lim_{n \to +\infty} b_i(s_n, x) = b_i(s, x), \text{ for every } i \in \{1, \ldots, l\}.
\]
We conclude from (4.35) that the function \( b \) is continuous on \([t_0, t]\). Since the functions \( s \in [t_0, t] \to \varphi_s^{T, z_i}(x) \) are also continuous, the function \( s \in [t_0, t] \to u(s, x) \) is continuous.
on \([t_0, t]\) for every \(x \in \mathbb{R}\).

Proof of statement (ii): using the fact that

\[
|u(s, x_n) - u(s, x)| \leq u(s, x_n) u(s, x) \left|b(s, x_n) - b(s, x)\right| + \sum_{i=1}^{l} F(T, z_i) \left|\varphi_s^{T, z_i}(x_n) - \varphi_s^{T, z_i}(x)\right| p_i,
\]

it follows from \((4.27)\) that

\[
\sup_{s \in [t_0, t]} |u(s, x_n) - u(s, x)| \leq D(t_0, t, x_n) D(t_0, t, x) \left[\sum_{i=1}^{l} p_i \sup_{s \in [t_0, t]} |b_i(s, x_n) - b_i(s, x)| \right]
\]

\[
+ \sum_{i=1}^{l} F(T, z_i) p_i \sup_{s \in [t_0, t]} |\varphi_s^{T, z_i}(x_n) - \varphi_s^{T, z_i}(x)|
\]

\[(4.41)\]

On the other hand, we have

\[
|b_i(s, x_n) - b_i(s, x)| = \exp \left(\frac{z_i^2}{2s}\right) |\kappa_2^i(s, x_n)\kappa_1^i(s, x_n) - \kappa_2^i(s, x)\kappa_1^i(s, x)|
\]

\[
\leq \exp \left(\frac{z_i^2}{2s}\right) \left[|\kappa_2^i(s, x_n)| \kappa_1^i(s, x_n) - \kappa_1^i(s, x)| + |\kappa_1^i(s, x_n)| \kappa_2^i(s, x_n) - \kappa_2^i(s, x)|\right],
\]

\[(4.43)\]

and

\[
|\varphi_s^{T, z_i}(x_n) - \varphi_s^{T, z_i}(x)| = \frac{1}{p(T, \sigma z_i)} |p(T - s, \sigma z_i - x_n) p(s, x_n) - p(T - s, \sigma z_i - x) p(s, x)|
\]

\[
\leq \sqrt{\frac{T}{2\pi s(T - s)}} \exp \left(\frac{\sigma^2 z_i^2}{2T}\right) \left[|\kappa_3^i(s, x_n) - \kappa_3^i(s, x)| + |\kappa_4(s, x_n) - \kappa_4(s, x)|\right],
\]

\[(4.44)\]

where, for \(i \in \{1, \ldots, l\}, \)

\[
\kappa_1^i(s, x) = \int_{s}^{\infty} \sqrt{\frac{r}{2\pi s(r - s)}} \exp \left(-\frac{r}{2s(r - s)}(x - \sigma z_i)^2\right) \exp \left(\frac{\sigma^2 z_i^2}{2r}\right) f(r, z_i) dr,
\]

\[(4.45)\]

\[
\kappa_2^i(s, x) = \exp \left(-\frac{\sigma z_i x}{s}\right), \quad \kappa_3^i(s, x) = \exp \left(-\frac{(x - \sigma z_i)^2}{2(T - s)}\right),
\]

\[(4.46)\]

and

\[
\kappa_4(s, x) = \exp \left(-\frac{x^2}{2s}\right),
\]

\[(4.47)\]

It is easy to show that, for all \(x \in \mathbb{R}\), the functions \(s \mapsto \kappa_1^i(s, x)\) are continuous on \([t_0, t]\).

Hence, in \((4.43)\) and \((4.44)\) we can pass to the supremum over \([t_0, t]\) and obtain the following

\[
\sup_{s \in [t_0, t]} |b_i(s, x_n) - b_i(s, x)|
\]

\[
\leq \exp \left(\frac{z_i^2}{2t_0}\right) \left[\kappa_1^i(t_0, x_n) \vee \kappa_1^i(t, x_n)\right] \sup_{s \in [t_0, t]} |\kappa_1^i(s, x_n) - \kappa_1^i(s, x)|
\]

\[
+ \exp \left(\frac{z_i^2}{2t_0}\right) \sup_{s \in [t_0, t]} \kappa_1^i(s, x) \sup_{s \in [t_0, t]} |\kappa_2^i(s, x_n) - \kappa_2^i(s, x)|,
\]

\[(4.48)\]
and
\[\sup_{s \in [t_0, t]} |\varphi_s^{T,z_i}(x_n) - \varphi_s^{T,z_i}(x)| \leq \sqrt{\frac{T}{2\pi t_0(T-t)}} \exp \left(\frac{\sigma^2 z_i^2}{2T}\right) \times \left[ \sup_{s \in [t_0, t]} |\kappa_3(s, x_n) - \kappa_3(s, x)| + \sup_{s \in [t_0, t]} |\kappa_4(s, x_n) - \kappa_4(s, x)| \right], \tag{4.49}\]

for every \(i \in \{1, \ldots, l\}\). Without loss of generality we can assume that \(x_n \leq \sigma z_i\) for all \(n \in \mathbb{N}\) or \(x_n \geq \sigma z_i\) for all \(n \in \mathbb{N}\), that depends on whether \(x \geq \sigma z_i\) or \(x \leq \sigma z_i\). Since the sequence \(x_n\) converges monotonically to \(x\), it is easy to see that the sequences of functions \(\kappa_1(., x_n), \kappa_2(., x_n), \kappa_3(., x_n)\) and \(\kappa_4(., x_n)\) are monotone and that for all \(s \in [t_0, t]\), \(\kappa_1(s, x_n), \kappa_2(s, x_n), \kappa_3(s, x_n)\) and \(\kappa_4(s, x_n)\) converge to \(\kappa_1(s, x), \kappa_2(s, x), \kappa_3(s, x)\) and \(\kappa_4(s, x)\), respectively. Furthermore, since the functions \(s \to \kappa_1(s, x), s \to \kappa_2(s, x), s \to \kappa_3(s, x)\) and \(s \to \kappa_4(s, x)\) are also continuous on \([t_0, t]\), according to Dini’s theorem, \(\kappa_1(., x_n), \kappa_2(., x_n), \kappa_3(., x_n)\) and \(\kappa_4(., x_n)\) converge uniformly to \(\kappa_1(., x), \kappa_2(., x), \kappa_3(., x)\) and \(\kappa_4(., x)\) on \([t_0, t]\), respectively. This implies that
\[\lim_{n \to +\infty} \sup_{s \in [t_0, t]} |b_i(s, x_n) - b_i(s, x)| = 0, \tag{4.50}\]
and
\[\lim_{n \to +\infty} \sup_{s \in [t_0, t]} |\varphi_s^{T,z_i}(x_n) - \varphi_s^{T,z_i}(x)| = 0. \tag{4.51}\]

Hence, we get \([4.34]\) from \([4.42]\). This completes the proof of statement (ii). We have now all the ingredients to show that the functions \(k_i, i = 1, \ldots, l,\) defined in \([4.33]\) are bounded and continuous. Let \(E\) be a subset of \(\mathbb{R}\) such that \(E = [-M, 1, M, 1]\) where \(M\) is defined in \([4.12]\), since for \(s \in [0, t]\) and \(x \notin E\), \(L^T(t, x) = 0\), it is sufficient to show that \(x \to k_i(x)\) is continuous on the compact \(E\). Let \(x_n\) be a sequence from \(E\) converging monotonically to \(x \in E\), with the notation
\[G_i(s, x) = \exp \left(\frac{\sigma z_i(\sigma z_i - x)}{s}\right) u(s, x) f^* (s), i = 1, \ldots, l, \tag{4.52}\]
we have
\[|k_i(x_n) - k_i(x)| = \left| \int_{t_0}^{t} G_i(s, x_n) dL^C(s, x_n) - \int_{t_0}^{t} G_i(s, x) dL^C(s, x) \right| \leq \int_{t_0}^{t} |G_i(s, x_n) - G_i(s, x)| dL^C(s, x_n) + \int_{t_0}^{t} |G_i(s, x) dL^C(s, x) - \int_{t_0}^{t} G_i(s, x) dL^C(s, x_n)| \leq L^C([t_0, t], x_n) \sup_{s \in [t_0, t]} |G_i(s, x_n) - G_i(s, x)| \]
\[+ \left| \int_{t_0}^{t} G_i(s, x) dL^C(s, x) - \int_{t_0}^{t} G_i(s, x) dL^C(s, x_n) \right|. \tag{4.53}\]

It follows from the fact that \(\sup_{s \in [t_0, t]} |u(s, x_n) - g(s, x)|\) converges as \(n \to +\infty\) to 0 that for every \(i \in \{1, \ldots, l\}\)
\[\lim_{n \to +\infty} \sup_{s \in [t_0, t]} |G_i(s, x_n) - G_i(s, x)| = 0. \tag{4.54}\]
On the other hand, from the third statement of Proposition 4.1, we obtain that
\[
\lim_{n \to +\infty} \left| \int_{t_0}^t G_i(s, x) dL^C_T (s, x) - \int_{t_0}^t G_i(s, x) dL^C_T (s, x_n) \right| = 0.
\] (4.55)

Which implies that for every \( i \in \{1, \ldots, l\} \),
\[
\lim_{n \to +\infty} |k_i(x_n) - k_i(x)| = 0.
\] (4.56)

Which completes the proof of Lemma 4.3.

For \( i = 1, \ldots, l \), let \( Q^i_h \) be the probability measure with density \( q_i(h, \cdot) \) defined in (4.31). Observe that \( Q^i_h \) converges weakly as \( h \downarrow 0 \) to the Dirac measure \( \delta_{\sigma z_i} \) at \( \sigma z_i \). Thus, for every \( i \in \{1, \ldots, l\} \),
\[
\lim_{h \downarrow 0} \int_{-\infty}^{+\infty} k_i(x) q_i(h, x) dx = k_i(\sigma z_i).
\] (4.57)

Thus, from (4.32) and (4.33), we obtain
\[
\lim_{h \downarrow 0} \int_{t_0 \wedge \nu} \frac{1}{h} \int_0^h p(r; \zeta^T_s, \sigma z_i) dr \exp \left( \frac{\sigma z_i (\sigma z_i - \zeta^T_s)}{s} \right) f(s, z_i) u(s, \zeta^T_s) ds
\]
\[
= \int_{t_0}^t f(s, z_i) u(s, \sigma z_i) dL^C_T (s, \sigma z_i).
\]

Note that the functions \( f(\cdot, z_i) \) is uniformly continuous on \([t_0, t + 1]\). We fix \( \varepsilon > 0 \) and choose \( 0 < \rho \leq 1 \) such that, for every \( 0 \leq r < \rho, |f(s + r, z_i) - f(s, z_i)| \leq \varepsilon \). For every \( i \in \{1, \ldots, l\} \), we have
\[
\limsup_{h \downarrow 0} \int_{t_0 \wedge \nu} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, \zeta^T_s, \frac{s}{r + s} \sigma z_i \right) \left| f(s + r, z_i) - f(s, z_i) \right| dr u(s, \zeta^T_s) ds
\]
\[
\leq \limsup_{h \downarrow 0} \int_{t_0 \wedge \nu} \frac{1}{h} \int_0^h p \left( \frac{sr}{r + s}, \zeta^T_s, \frac{s}{r + s} \sigma z_i \right) \left| f(s + r, z_i) - f(s, z_i) \right| dr u(s, \zeta^T_s) ds
\]
\[
= \varepsilon \int_{t_0}^t u(s, \sigma z_i) dL^C_T (s, \sigma z_i).
\]

Since \( \varepsilon > 0 \) is chosen arbitrarily and the integral above is, \( \mathbb{P} \)-a.s., finite, we conclude that (4.23) holds. Which proves that, \( \mathbb{P} \)-a.s., \( A_t^h - A_{t_0}^h \) converges as \( h \downarrow 0 \) to
\[
\sum_{k=1}^l \int_{t_0 \wedge \nu} \frac{p_k f(s, z_k)}{p(s, \sigma z_k)} dL^C_T (s, \sigma z_k).
\]
\[
\sum_{i=1}^l \left[ \int_{s}^{T_i} \Phi_{s, r}(z_i, z_i) dr + F(T, z_i) \Phi_{s, T}(z_k, z_i) \right] p_i
\]
Recalling that $A^h_{t_0} - A^h_{t_0}$ converges as $h \downarrow 0$ to $K'_t - K'_t$ in the sense of the weak topology $\sigma(L^1, L^\infty)$, using [25 II.T21] and [25 II.T23], we conclude that, $\mathbb{P}$-a.s.,

$$K'_t - K'_{t_0} = \sum_{k=1}^{l} \int_{t_0 \wedge \nu}^{t \wedge \nu} \frac{p_k f(s, z_k)}{p(s, \sigma z_k)} \, dL^\nu_t(s, \sigma z_k),$$

for all $t_0, t$ such that $0 < t_0 < t$. Passing to the limit as $t_0 \downarrow 0$, we get that, $\mathbb{P}$-a.s.,

$$K'_t = \sum_{k=1}^{l} \int_{0}^{t \wedge \nu} \frac{p_k f(s, z_k)}{p(s, \sigma z_k)} \, dL^\nu_t(s, \sigma z_k). \quad (4.59)$$

Since the right hand side in (4.59) is right-continuous in $t$ and that $K = K'$, up to the indistinguishability, the compensator of the random time $\nu$ with respect to $\mathbb{F}^\nu_T$ is the process $K = (K_t, t \geq 0)$ given by

$$K_t = \sum_{k=1}^{l} \int_{0}^{t \wedge \nu} \frac{p_k f(s, z_k)}{p(s, \sigma z_k)} \, dL^\nu_t(s, \sigma z_k).$$

Which completes the proof. \hfill $\Box$

**Corollary 4.4.** The random time $\nu$ is a totally inaccessible stopping time with respect to $\mathbb{F}^\nu_T$.

**Proof.** The process $A$ given by (4.16) is continuous. By [21 Corollary 25.18] this is a necessary and sufficient condition for $\nu$ to be totally inaccessible with respect to $\mathbb{F}^\nu_T$. \hfill $\Box$

**Remark 4.5.** The indicator process $(\mathbb{1}_{\{\nu \leq t\}}, t \geq 0)$ does not admit an intensity with respect to the filtration $\mathbb{F}^\nu_T$ since it is not possible to apply, for instance, Aven’s Lemma for computing the compensator (see [23]).

Let $\mathcal{H} = (\mathcal{H}_t, t \geq 0)$ be the process defined by

$$\mathcal{H}_t = Z_T H_t = Z_T \mathbb{1}_{\{\nu \leq t\}}, \quad t \geq 0. \quad (4.60)$$

We derive the explicit expression of the compensator associated with the process $\mathcal{H}$ in the following way.

**Proposition 4.6.** The compensator of $\mathcal{H}$ with respect to $\mathbb{F}^\nu_T$ is given by

$$\mathcal{R}_t = \sum_{k=1}^{l} \int_{0}^{t \wedge \nu} \frac{p_k f(s, z_k)}{p(s, \sigma z_k)} \, dL^\nu_t(s, \sigma z_k). \quad (4.61)$$
Proof. Note that $\nu$ is an $F^\nu_{\tau_0}$-stopping time with compensator $K$ given by (4.16), and $Z_T$ is an $F^\nu_{\tau_0}$-measurable random variable. Hence, for any non-negative predictable process $U$, we have on one hand
\[
\mathbb{E}\left[\int_0^\infty U_s d\mathfrak{F}_s\right] = \mathbb{E}[U_\nu Z_T 1_{\{0<\nu<\infty\}}] = \mathbb{E}[U_\nu Z_T].
\] (4.62)
On the other hand, since the process $U \zeta^T$ is predictable, we have
\[
\mathbb{E}\left[\int_0^\infty U_s dK_s\right] = \mathbb{E}\left[\int_0^\infty U_s \zeta^T_s dK_s\right] \\
= \mathbb{E}\left[\int_0^\infty U_s \zeta^T_s dH_s\right] \\
= \mathbb{E}[U_\nu \zeta^T_T 1_{\{0<\nu<\infty\}}] \\
= \mathbb{E}[U_\nu Z_T].
\] (4.63)
It follows from (4.62) and (4.63) that for any non-negative predictable process $U$, we have
\[
\mathbb{E}\left[\int_0^\infty U_s d\mathfrak{F}_s\right] = \mathbb{E}\left[\int_0^\infty U_s d\mathfrak{K}_s\right].
\]
Therefore, the process $\mathfrak{K}$ defined in (4.61) is the compensator of $\mathfrak{F}$ with respect to $F^\nu_{\tau_0}$. Which is the desired result. \qed

Conclusion

This paper delves into the intricate task of modelling information flows within financial markets, by extending the information-based asset pricing framework of Brody, Hughston & Macrina. The primary improvement lies in the integration of a default scenario for the underlying issuer. In this augmentation, the framework extends its reach to encompass a noisy information process that undergoes evolution over a potentially random time-horizon. The duration of the information flow is contingent upon whether the default occurs or not before a fixed future time when the value of the cash-flow would be revealed.

In detail, the information flow pertaining to a non-defaultable cash flow $Z_T$, scheduled for realization at time $T$ and the potential bankruptcy time $\tau$ of the asset’s writer are modelled through the natural completed filtration generated by a Brownian random bridge $\zeta^T$ with length $\nu = \tau \wedge T$ and pinning point $\sigma Z_T$, where $\sigma$ is a constant. Naturally, the time of bankruptcy may depend on the cash flow, hence, independence between $Z_T$ and $\tau$ is not assumed.

We utilize the Markov property of the market information process $\zeta^T$ and the stopping time property of $\nu = \tau \wedge T$ to derive the pricing formula for a special option. Additionally, we employ the canonical decomposition of $\zeta^T$, i.e., the Doob-Meyer decomposition as semi-martingales in its own filtration, to derive a stochastic differential equation satisfied by the price process.

Adopting the methodology pioneered by P.-A. Meyer, we explicitly compute the compensator of $\nu = \tau \wedge T$. Furthermore, through a well-established equivalence between the
categories of stopping times and the regularity of their compensators, we demonstrate that $\nu = \tau \wedge T$ is totally inaccessible. This characteristic proves particularly relevant in financial markets where predicting the writer’s default time is impossible until the actual default event unfolds, emphasizing the unpredictability inherent in such systems.
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