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Quantum confinement like behaviour in CdO and CdS nanoparticles is demonstrated through explicit evGW-BSE many-body perturbation theory calculations on 0.6-1.4 nanometre particles of these materials. However, while the lowest optical excited-state, exciton, and the highest occupied and lowest unoccupied quasiparticle states in such nanoparticles are predicted to be delocalised, they are found to be delocalised over the surface of the particle only and not the whole particle volume. The electronic and optical properties of CdO and CdS rocksalt nanoparticles are predicted to differ dramatically from their structurally analogous MgO counterparts, where the lowest exciton and highest occupied and lowest unoccupied quasiparticle states are strongly localised, in contrast. This difference in behaviour between MgO and CdO/CdS is explained in terms of the more polarisable, less ionic, bonding in CdO and CdS. The effect on the optical and fundamental gaps of the particles due to the presence of amine capping agents on the particles’ surface is explored and predicted to be relatively small. However, the highest occupied and lowest unoccupied quasiparticle states are found to consistently shift to more shallow values when increasing the surface density of capping agents. An explanation of this shift, finally, is proposed in terms of the dipole field induced by the aligned dipoles of the capping agents.

Introduction

The effect of nanostructuring a material on its electronic and optical properties is complex. Nanostructures of some materials, such as those of CdO,\textsuperscript{1-3} CdS,\textsuperscript{4} CdSe,\textsuperscript{5-6} PbS\textsuperscript{7-8} and PbSe,\textsuperscript{9} display experimentally a significantly blue-shifted optical gap (see Fig. 1) relative to the corresponding bulk material, i.e. the bulk starts absorbing light at longer wavelengths than the nanostructures. In contrast, nanostructures of other
materials, such as MgO, CaO and SrO, are observed experimentally to have considerably red-shifted optical gaps. The optical gaps of nanostructures of the former materials are also generally observed to shift with particle size, where the optical gap and the whole absorption spectrum shifts to the blue with decreasing particle size. For nanoparticles of MgO, in contrast, the optical gap of particles does not change with particle size and only the relative intensities of the peaks in the spectrum changes. The blue shift is often explained in terms of quantum confinement, where the size of a delocalised exciton, the excited electron-hole pair, is constrained in the nanostructure to a value smaller than in the bulk, while the red shift is discussed in the experimental literature in terms of the strong localisation of the exciton on surface defect states. The exact microscopic picture of how excitons are (de)localised in the nanostructures, how changes in the nature of the chemical bonding in the materials switches between quantum confinement and surface defect localisation, the degree of (de)localisation of free charge carriers, as well as the exact effect of capping agents, is still not well understood.

Materials that in the bulk crystallise in the rocksalt (halite) structure are ideal systems to study to better understand the link between the chemical bonding in materials, nanostructure size and the optical and electronic properties of these nanostructures. In contrast, to materials that crystallise in the zincblende (sphalerite) and wurtzite structures, nanoparticles of which normally only show a blue-shift, both blue-shifts (CdO, PbS, PbSe) and red-shifts (MgO, CaO, SrO) are observed for materials that crystallise under ambient conditions in the rocksalt structure. Moreover, nanostructures of some of the materials that under ambient conditions crystallise in the wurtzite structure (CdS, CdSe) convert under pressure into the rocksalt structure, which can be subsequently recovered back to ambient conditions. Another advantage of rocksalt materials as model systems is that even for small nanostructures and even in the absence of capping agents the experimentally relevant nanostructures are generally simple cuts from the bulk crystal structure exposing simple, typical <001>, crystal faces, which is not necessarily true for their wurtzite and zincblende counterparts. Indeed, global optimisation calculations in the absence of capping agents predict that the global minima of MgO, CaO and SrO are cuts from the rocksalt structure, while those
for ZnS and CdS nanostructures do not resemble the bulk zincblende or wurtzite structures.23-28

![Diagram of quasiparticle and optical spectra](image)

**Fig. 1** Schematic illustrating the quasiparticle and optical spectra and the definition of the highest occupied and lowest unoccupied quasiparticle states (–IP and –EA), the fundamental gap ($\Delta_F$, the gap between the highest occupied and lowest unoccupied quasiparticle states and the energy required to generate a non-interacting electron-hole pair), the optical gap ($\Delta_O$, the energy required to generate an interacting electron-hole pair, i.e. an exciton), and the exciton binding energy (EBE, the difference between the fundamental and optical gap).

Whilst experimental spectroscopy can clearly demonstrate the effect on the electronic and optical properties of materials of reducing the dimensions of materials to the nanoscale, to elucidate the microscopic origin of these changes one needs to combine experiment with theoretical chemistry calculations. Theoretical chemistry calculations also allow one to compare systems like-for-like, eliminating the effect of differences in nanostructure size (distributions) and the presence of capping agents for some materials experimentally and the absence for others. However, to be useful, the calculations should both be accurate and computationally tractable for nanostructures of at least 1 nm in size. (Time-Dependent) Density Functional Theory ((TD-)DFT) would be the ideal methodology in terms of tractability. However, previous work on MgO29 and TiO$_2$30-31 nanostructures demonstrated that the results...
of TD-DFT calculations on such structures were very sensitive to the exact density functional used, because of the well-known issue\textsuperscript{32,33} of TD-DFT where charge-transfer (CT) excitations are spuriously stabilised with respect to local, \textit{i.e.} non-CT, excitations. Well-chosen density functionals with the optimal percentage of exact exchange can reproduce the key features of the experimental spectra including the optical gap (MgO) and the results of high-level quantum chemistry reference calculations (TiO\textsubscript{2}), but the strong dependency on the percentage of exact exchange makes these calculations more empirical than desirable.

Many-body perturbation theory, solving Hedin's GW\textsuperscript{34-36} equations followed by the Bethe–Salpeter\textsuperscript{37-39} equation (GW-BSE), is a promising alternative to (TD-)DFT. While computationally much more expensive it is inherently more accurate than (TD-)DFT and it has become recently tractable to perform GW-BSE calculations on realistic nanostructures due to a combination of methodological advances and increased computer power. By application of partial self-consistency in the GW part of the calculation, evGW, most of the dependency on the specific density functional used in the underlying DFT calculation is removed and evGW-BSE also has been shown\textsuperscript{40} to avoid most pitfalls of TD-DFT, including the description of CT-states. (ev)GW-BSE, in contrast, to TD-DFT also treats the optical gap, the energy required to generate an interacting exciton, and the fundamental gap (see Fig. 1), the energy required to generate a non-interacting electron-hole pair, at the same footing allowing for the excitonic character of excited-states to be assessed.

Recently, evGW-BSE was used to study the optical and electronic properties of MgO nanoparticles.\textsuperscript{41} There it was found that the evGW-BSE predictions of the optical gap of MgO nanoparticles and the characteristic absorption spectrum of such particles agreed well with available experimental data, as well as that evGW-BSE correctly predicts, as discussed above, that the optical gap of MgO nanoparticles does not change with particle size. Here this work is extended to rocksalt nanostructures of two other materials: CdO and CdS.

Well-defined rocksalt MgO nanoparticles, as small as 3 nm in size, can be prepared experimentally in the absence of any capping agents in the gas-phase by chemical vapour synthesis\textsuperscript{10-11} and flame spray pyrolysis.\textsuperscript{12} Small, 10-30 nm, rocksalt CdO nanoparticles are synthesized in the literature solvothermally in the presence of phosphine oxide\textsuperscript{2} or amine\textsuperscript{3} capping agents, while larger CdO nanostructures are
obtained by calcining Cd(OH)$_2$ nanostructures$^{42-43}$ or directly by chemical vapour deposition.$^{44-46}$ The preparation of rocksalt CdS nanoparticles involves the application of pressures in excess of 5 GPa to 5-10 nm zincblende CdS nanoparticles.$^{18-19}$

Using evGW-BSE differences in the optical and electronic properties of ~ 1 nm CdO and CdS rocksalt particles (see Fig. 2) are studied and compared with those predicted for similar MgO nanoparticles in previous work. The (de)localisation of the states responsible for the electronic and optical properties of the nanoparticles and how these properties change with particle composition and size is investigated, as is the effect of capping agents on the electronic and optical properties.

**Fig. 2** *DFT optimised structures of the (CdS)$_{32}$, (CdS)$_{108}$ and the (CdS)$_{32}$(NH$_2$(CH$_3$))$_4$, (CdS)$_{32}$(NH$_2$(CH$_3$))$_{16}$ and (CdS)$_{32}$(NH$_2$(CH$_3$))$_{28}$ particles. The structures of the CdO particles are similar and shown in the supplementary information (Fig. S1).*

**Methodology**

The geometry of the nanoparticles was optimised in DFT calculations, using the B3LYP$^{47-49}$ density functional in combination with the D4 dispersion correction by Grimme and co-workers$^{50}$ (D3$^{51-52}$ in the case of MgO structures taken from previous work$^{41}$) and the def2-SVP or def2-TZVPP basis-sets.$^{53}$ During the geometry optimisation the symmetry of the nanoparticles was fixed and for the smaller (MX)$_4$ and (MX)$_{32}$ particles, and selected particles with ligand molecules adsorbed on the surface, harmonic frequency calculations were performed to verify that the optimised structures only display positive frequencies and thus correspond to minima on the particles' potential energy surface.
Single-shot $G_0W_0$ and eigenvalue-only self-consistent $GW$ (evGW) calculations, as implemented by Holzer, van Setten, Klopper and co-workers\textsuperscript{40, 54-55} in Turbomole, were performed on the DFT optimised structures, starting from B3LYP orbitals, to predict the quasiparticle spectrum in general and the highest occupied (–IP) and lowest unoccupied (–EA) quasiparticle states in particular, see Fig. 1. These calculations used the def2-SV(P), def2-SVP or def2-TZVPP basis-sets and one of three $GW$ implementations that differ in how the self-energy is calculated; in terms of a spectral representation (SR), by contour deformation (CD), or by analytical continuation (AC). The $GW$(SR) calculations are the most computationally expensive, scaling as $N^6$, while the $GW$(AC) calculations are the most computationally tractable, scaling as $N^4$. In the case of $GW$(AC) only the highest occupied and lowest unoccupied quasiparticle states are explicitly calculated with $GW$ and the rest of the DFT orbitals simply shifted in-line with the shift between DFT and $GW$ for those two states. The results of the different $GW$ calculations are used as input for solving the BSE, again as implemented in Turbomole,\textsuperscript{56} to obtain vertical excitation energies and oscillator strength values and thus the particles’ optical gap values and the optical (absorption) spectrum. The character of the excited states predicted using BSE is finally analysed in terms of the most prominent natural transition orbitals.\textsuperscript{57} The same basis-sets are generally used for the geometry optimisation and the BSE-$GW$ calculations, except where explicitly stated to the contrary. Relativistic effects on the quasiparticle spectra are assessed by comparing the results of two-component (2c) $GW$ calculations,\textsuperscript{55} which include spin-orbit coupling as well as scalar relativistic effects, with normal, non-relativistic, $GW$ calculations.

For the (MX)$_4$ particles the lowest vertical excitation energies including the optical gap are also calculated with LR-CCSD coupled-cluster theory on top of a Hartree-Fock ground-state. These correlated wavefunction calculations use the def2-TZVPP basis-set and are performed as single-point calculations on the DFT optimised geometry.

In the literature –IP and –EA are often referred to as $\varepsilon_{\text{HOMO}}$ and $\varepsilon_{\text{LUMO}}$, respectively, the energies of the highest occupied and lowest unoccupied (molecular) orbitals. Here –IP and –EA are used to avoid the confusion between the true many-body $\varepsilon_{\text{HOMO}}$ and $\varepsilon_{\text{LUMO}}$ quasiparticle values and the uncorrected energies
of the Kohn-Sham orbitals from the DFT calculations, which especially in the case of lowest unoccupied Kohn-Sham orbitals are known to deviate considerably from the true $\varepsilon_{\text{LUMO}}$.\textsuperscript{58}

All calculations were performed using version 7.5 of the Turbomole code and used a tight integration grid (m5) and tight SCF convergence criteria (scftol and denconv $1 \times 10^{-7}$). All $GW$ and BSE calculations additionally used the RI-K approximation. Use of symmetry in the $GW$ and BSE calculations was limited to Abelian point groups. Hence all such calculations on particles with $T_d$ symmetry were performed in the $D_2$ point group instead. Finally, the relativistic 2c-$GW$ calculations were performed without any use of symmetry.

![Figure 3](attachment:fig3.png)

**Fig. 3** evGW/def2-TZVPP predicted quasiparticle spectra of $(\text{MgO})_{32}$, $(\text{CdO})_{32}$ and $(\text{CdS})_{32}$, showing the four highest occupied and four lowest unoccupied quasiparticle states. Red lines $T$ irrep, blue lines $e$ irrep and grey lines $a$ irrep.

**Results and Discussion**

**Effect of composition - $(\text{CdO})_{32}$, $(\text{CdS})_{32}$ and $(\text{MgO})_{32}$**

First, we consider the predicted quasiparticle and optical absorption spectra of $(\text{CdO})_{32}$, $(\text{CdS})_{32}$ and $(\text{MgO})_{32}$, data for the latter taken from previous work.\textsuperscript{41} These particles are the smallest rocksalt cuts that preserve most of the symmetry of the infinite material and contain a number of atoms with bulk, 6-fold, coordination. Fig. 3
shows the quasiparticle spectrum around the highest occupied and lowest unoccupied quasiparticle state for the three different particles as calculated using evGW(AC)/def2-TZVPP, data for other method combination can be found in the supporting information (See Table S1-S4). From Fig. 3 it can be seen that, as expected from the bulk, the fundamental gaps of (CdS)$_{32}$ and (CdO)$_{32}$ is much smaller than that of (MgO)$_{32}$. It is also from clear from Fig. 3 that the highest occupied quasiparticle state for (MgO)$_{32}$ lies much deeper (-IP value more negative) than for (CdS)$_{32}$ and (CdO)$_{32}$ and the lowest unoccupied quasiparticle state much shallower (-EA value less negative). The difference between (CdS)$_{32}$ and (CdO)$_{32}$, in contrast is much smaller. (CdS)$_{32}$ is predicted to have a slightly deeper highest occupied quasiparticle state than (CdO)$_{32}$, a slightly deeper lowest unoccupied quasiparticle state, and a slightly smaller fundamental gap. The particles also differ in the symmetry of the highest occupied and lowest unoccupied quasiparticle states, $A$ and $A$ in the case of (CdS)$_{32}$ and $T$ and $A$ in the case of (CdO)$_{32}$ and (MgO)$_{32}$. Because the $GW$ calculations are performed in the $D_2$ subgroup instead of the full $Td$ point group, we cannot further distinguish between $A_1$ and $A_2$ or between $T_1$ and $T_2$. However, DFT calculations in the full $Td$ point group suggests that the symmetry of the highest occupied and lowest unoccupied quasiparticle states is $A_2$ and $A_1$ in the case of (CdS)$_{32}$ and $T_2$ and $A_1$ for (CdO)$_{32}$. evGW(SR)/def2-SVP and evGW(CD)/def2-TZVPP calculations, see Table S1, demonstrate that this difference in the character of the states involved is not an artefact of the fact that in evGW(AC) only the highest occupied and lowest unoccupied quasiparticle states are explicitly calculated with evGW. Finally, the results in Fig. 3 were obtained from non-relativistic calculations. 2c-GW calculations that include spin-orbit coupling on smaller (CdO)$_4$ and (CdS)$_4$ particle, see Tables S1 and S2, suggest that including relativistic effects does not significantly change the predictions.
Fig. 4 evGW-BSE/def2-TZVPP predicted optical spectra of (MgO)$_{32}$, (CdO)$_{32}$ and (CdS)$_{32}$. Red lines $T_2$ irrep, orange lines $T_1$ irrep, green lines $e$ irrep and grey lines $a$ irrep.

Fig. 4 shows the vertical optical excitation spectrum of (CdO)$_{32}$, (CdS)$_{32}$ and (MgO)$_{32}$ predicted by evGW(AC)-BSE/def2-TZVPP. Not surprisingly the optical excitation spectra of (CdO)$_{32}$ and (CdS)$_{32}$ are significantly red-shifted relative to that of (MgO)$_{32}$. More interestingly, while for (MgO)$_{32}$ the lowest excitation is dipole allowed, $T_2$ (it is possible to deduce the exact irreducible representation in $T_d$ for the optically excited states based on the degeneracy and predicted oscillator strength other than distinguishing between $A_1$ and $A_2$) for (CdO)$_{32}$ and (CdS)$_{32}$ only the third and fourth lowest excited states, respectively, are found to be dipole allowed. Dipole forbidden excited states of $A_{1/2}$ and $T_1$ symmetry in the case of (CdO)$_{32}$ and $A_{1/2}$, $T_1$ and $E$ symmetry in the case of (CdS)$_{32}$, are predicted to lie lower in energy than the lowest energy $T_2$ state. Finally, in all cases the lowest optical excited states are clearly excitonic in character, lying 2-3.5 eV lower in energy than the corresponding fundamental gap values.
Fig. 5 Highest occupied and lowest unoccupied Kohn-Sham orbitals of (CdO)$_{32}$ (A, left and right, respectively) and (CdS)$_{32}$ (B, left and right, respectively). The top and bottom rows show the same orbitals but from a different perspective. As the calculation were performed using the $D_2$ instead of the $T_d$ point group, the highest occupied orbital for (CdO)$_{32}$, a triply degenerate $T_1$ orbital in $T_d$, is described as a triplet of orbitals of $B_1$, $B_2$ and $B_3$ symmetry, where only one of these three is shown here (A, left).

We can analyse the origin of the highest occupied and lowest unoccupied quasiparticle states in terms of the underlying DFT orbitals. Fig. 5 shows those DFT Kohn-Sham orbitals for (CdO)$_{32}$ and (CdS)$_{32}$. Compared to MgO data previously reported, where the orbitals corresponding to the highest occupied and lowest unoccupied quasiparticle states are strongly localised on 3-coordinated oxygen corner atoms and the 3-coordinated magnesium corner atoms, respectively, the orbitals for (CdO)$_{32}$ and (CdS)$_{32}$ are much more delocalised. Specifically, in the case of (CdO)$_{32}$ the orbital corresponding to the highest occupied quasiparticle states is delocalised over all the 3 oxygen atoms on the surface of the particle and the orbital for the lowest unoccupied quasiparticle state is delocalised over the cadmium atoms on the particle surface. For (CdS)$_{32}$ the orbital corresponding to the highest occupied quasiparticle state is delocalised over all the sulfur atoms on the surface of the particle but importantly not the 3-coordinated sulfur atoms, while the orbital for the
The lowest unoccupied quasiparticle state is delocalised over only the 3- and 4-coordinated cadmium atoms on the corner and edges of the particle.

**Fig. 6** Leading occupied (A, left) and unoccupied (A, right) natural transition orbital for the lowest $T_2$ excitation of (CdO)$_{32}$. Leading occupied (B, left) and unoccupied (B, right) natural transition orbital for the lowest $T_2$ excitation of (CdS)$_{32}$. As the calculation were performed using the $D_2$ instead of the $T_d$ point group, the triply degenerate $T_2$ excited state is described as a triplet of excited states of $B_1$, $B_2$ and $B_3$ symmetry, the natural transition orbitals of only one is shown here.

We can similarly analyse the character of the optically exited states by plotting the leading natural transition orbitals. Fig. 6 shows the hole and excited electron component of the lowest energy bright $T_2$ optically excited state for (CdO)$_{32}$ and (CdS)$_{32}$. For both materials the hole components is essentially delocalised over the surface O/S atoms, while the excited electron component is delocalised over all Cd atoms on the surface in the case of (CdO)$_{32}$ and the 3-/4-coordinated Cd atoms on the edge of the particles. This delocalisation contrasts very strongly with the highly localised nature of the same excited state in (MgO)$_{32}$, which localises on the atoms around the oxygen corners of that particle.
Fig. 7 Change in the highest occupied and lowest unoccupied quasiparticle states with particle size as calculated with evGW(AC)/def2-SV(P), showing the two highest occupied and two lowest unoccupied quasiparticle states

Effect of particle size – (CdX)\textsubscript{32} and (CdX)\textsubscript{108}

Next, the effect of particle size on the electronic and optical properties of the CdO and CdS cubic nanoparticles is studied by comparing predictions for the (CdX)\textsubscript{32} (4 x 4 x 4) and (CdX)\textsubscript{108} (6 x 6 x 6) particles. These calculations were performed using the small def2-SV(P) basis-set on geometries optimised with the def2-SVP basis-set to keep the evGW and especially the BSE calculations for (CdX)\textsubscript{108} tractable. Even then we cannot study the bright $T_2$ excitation for (CdO)\textsubscript{108} and (CdS)\textsubscript{108} as after reducing the symmetry to the $D_2$ point-group this excitation is the second excitation with $T_1$ symmetry, with the lowest energy $T_1$ excitation, as discussed above, lying lower in energy. While the switch from def2-TZVPP to def2-SV(P) changes the absolute values the relative trends should be well preserved. Fig. 7 show the change with particle size in the quasiparticle spectrum and Figs. 8-9 the change in the lowest $A_{1/2}$ and $T_1$ optically excited states, as calculated with evGW(AC)-BSE/def2-SV(P) (see also Table S5). The fundamental gap for both CdO and CdS decreases when going from the 4 x 4 x 4 to the 6 x 6 x 6 particle, in line with what is observed for MgO, but also the energies of the lowest $A_{1/2}$ and $T_1$ optically excited states shifts to the red with particle size. The latter is something which is not observed in the case of MgO,
where the energy for the $T_2$ excited state was found to not change when going from $(\text{MgO})_{32}$ to $(\text{MgO})_{108}$. Interestingly, in the case of CdO nanoparticles this red shift only clearly occurs for evGW-BSE. $G_0W_0$-BSE predicts that the CdO particles behave more MgO like.

![Graph showing change in predicted optical spectra of (CdO)$_{32}$ with particle size](image)

**Fig. 8** Change in the predicted optical spectra of (CdO)$_{32}$ with particle size as calculated with evGW(AC)-BSE/def2-SV(P). Red lines $T_2$ irrep, orange lines $T_1$ irrep and grey lines a irrep.
Fig. 9 Change in the predicted optical spectra of (CdS)$_{32}$ with particle size as calculated with evGW(AC)-BSE/def2-SV(P). Red lines $T_2$ irrep, orange lines $T_1$ irrep, blue lines $e$ irrep and grey lines $a$ irrep.

Bare versus nanoparticles with capping agents

To study the effect of the presence of capping agents on the surface of the nanoparticle, (CdS)$_{32}$ and (CdO)$_{32}$ particles with varying amounts of methylamine (NH$_2$(CH$_3$)$_2$) molecules adsorbed on the cadmium atoms on the particle surface were optimised using B3LYP+D4/def2-SVP and their electronic and optical properties predicted using BSE/evGW(AC)/def2-SVP. Specifically, three cases were considered (i) (CdO)$_{32}$(NH$_2$(CH$_3$)$_2$)$_4$ and (CdS)$_{32}$(NH$_2$(CH$_3$)$_2$)$_4$ particles with four methylamine molecules adsorbed on the cadmium corner atoms, (ii) (CdO)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{16}$ and (CdS)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{16}$ particles with sixteen molecules adsorbed on all the cadmium corner and edge atoms, and (iii) (CdO)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{28}$ and (CdS)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{28}$ particles with twenty-eight molecules adsorbed on all the cadmium atoms on the particle surface. In the case of (CdO)$_{32}$(NH$_2$(CH$_3$)$_2$)$_4$ and (CdS)$_{32}$(NH$_2$(CH$_3$)$_2$)$_4$ different starting orientations of the adsorbed methylamine molecules were explored to find a low energy configuration. In contrast, for (CdO)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{16}$, (CdS)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{16}$, (CdO)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{28}$, and (CdS)$_{32}$(NH$_2$(CH$_3$)$_2$)$_{28}$ only one or a very small number of configurations was studied.
In all cases adsorbing methylamine was found to be reasonably exothermic with adsorption energies per molecule ranging from 160 to 90 kJ/mol per molecule.

Adsorbing four methylamine molecules on the cadmium corner atoms of \((\text{CdO})_{32}\) forming \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_4\) results in no significant structural changes in the inorganic part of the nanoparticle. In contrast, adsorption of four methylamine molecules on the cadmium corner atoms of \((\text{CdS})_{32}\) results in the local geometry around the cadmium atoms the methylamine is adsorbed on becoming more distorted tetrahedral like with S-Cd-S angles around the cadmium corner atoms change from 103° to 112-118°. Similar, the local geometry around the edge sulfur atoms distorts with some of them becoming effectively 3 rather than 4-coordinated when ignoring the ligand. In the case of \((\text{CdS})_{32}(\text{NH}_2(\text{CH}_3))_{16}\) and \((\text{CdS})_{32}(\text{NH}_2(\text{CH}_3))_{32}\) particles similar distortions are observed for the surface cadmium and sulfur atoms. However, the 6-coordinated atoms in the centre of the particles remain 6-coordinated in all cases. Finally, while in \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_4\) there is no significant structural changes in the inorganic part of the nanoparticle, for \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_{16}\) and \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_{32}\) any optimisation attempt resulted in structures were at least on cadmium edge atom and an adjacent sulfur edge atom have become 3 rather than 4-coordinated, again ignoring the ligand in the case of the cadmium atom. The structural changes upon adsorption of methylamine on \((\text{CdO})_{32}\) seem to be driven in part by interaction between amine protons and surface oxygens with N-H O distances less than the sum of the van der Waals radii of hydrogen and oxygen atoms.

Fig. 10 compares the highest occupied and lowest unoccupied quasiparticle states of \((\text{CdS})_{32}\), \((\text{CdS})_{32}(\text{NH}_2(\text{CH}_3))_4\), \((\text{CdS})_{32}(\text{NH}_2(\text{CH}_3))_{16}\) and \((\text{CdS})_{32}(\text{NH}_2(\text{CH}_3))_{28}\). Fig. S2 in the supporting information shows the same for \((\text{CdO})_{32}\), \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_4\), \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_{16}\) and \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_{28}\). From Figs. 10 and S2 (and Table S4) it is clear that adsorbing methylamine molecules and adsorbing more methylamine molecules consistently shifts both the highest occupied and lowest unoccupied quasiparticle states to much more positive, shallower, values. It also results in an opening of the fundamental gap, and the optical gap, although the change in fundamental and optical gap is much less dramatic than the absolute shift in quasiparticle states. Specifically, as can be seen from Figs. 11 the change in the optical and fundamental gap with the number of capping agents on the particle
surface levels off for high surface coverage. Another change, partially caused by a reduction in symmetry, is that for the particles with methylamines adsorbed all singlet vertical excitations are now optically allowed, including the lowest excited state which for the naked (CdO)$_{32}$ and (CdS)$_{32}$ particle, as discussed above, is dark for symmetry reasons. evGW-BSE calculations on particles where the ligands have been removed but the geometry of the inorganic part of the particle has not been allowed to relax back, suggest that the majority of the change in the particles’ electronic and optical properties upon adsorption of capping agents is a direct electronic effect of the presence of the ligands rather than the structural distortions caused by their adsorption. Visualising the DFT orbitals also suggests no or limited direct contribution to the highest occupied and lowest unoccupied quasiparticle states by the amine capping agent.

**Fig. 10** Change in the highest occupied and lowest unoccupied quasiparticle states of (CdS)$_{32}$ with number of capping agents on the surface as calculated with evGW(AC)/def2-SVP. Red lines -EA, blue lines -IP, grey lines -IP and -EA of particles.
Comparing the ev\textit{GW} fundamental gap values predicted for the MgO, CdO and CdS nanoparticles with the fundamental gap (band gap) values predicted using ev\textit{GW} for the corresponding rocksalt bulk phases by Lany\textsuperscript{59} (8.17 eV, 0.87 eV indirect and 2.0 eV direct, and 1.77 indirect and 3.0 eV direct, respectively), it becomes apparent that while for MgO the fundamental gap predicted for the particles is smaller than that predicted for the bulk for CdO and CdS the opposite is the case. The fundamental gap predicted for the CdO and CdS nanoparticles is larger than that predicted for the bulk. A similar conclusion can be drawn by comparing the predicted fundamental gap for the particles with the experimentally reported fundamental gap values for bulk MgO (7.8 eV\textsuperscript{60,61} and CdO (indirect 0.84 eV, direct 2.28 eV).\textsuperscript{62-63} However, one must be careful with such a comparison as all the calculations ignore the vibronic renormalisation of the fundamental gap and because the experimental measurements on CdO are on heavily doped samples. The apparent fundamental gap measured for a heavily doped sample differs from that of a (hypothetical) undoped sample because of the Moss-Burnstein shift, the fact that the Fermi level
for such materials lies in the conduction band and only excitations to above the Fermi level are allowed, and due to the renormalisation of the fundamental gap because of electron-defect interactions.

$G_0W_0$-BSE calculations by Schleife and co-workers\textsuperscript{64} predict that the optical gap of bulk CdO lies in between the materials predicted direct and indirect fundamental gap. Combining this prediction with the probably more accurate direct and indirect band gap values from Lany, discussed above, suggests that just as for the fundamental gap the lowest vertical excitations and thus the optical gap of the CdO particles are, as expected in the case of quantum confinement, larger than for the bulk. However, $G_0W_0$-BSE calculations for the particles using the same HSE03\textsuperscript{65} functional to obtain the starting Kohn-Sham orbitals as used by Schleife and co-workers for the bulk, yields an optical gap value that is smaller than the bulk (see Table S6). This could be an issue with the underlying $G_0W_0$ description, related to the fact that, as discussed above, no optical gap reduction with particle size is observed for CdO particles using $G_0W_0$-BSE in contrast to $GW$-BSE or might be suggesting that the optical gap of the CdO particles converges to that of the lowest surface instead of bulk exciton. The latter would be in line with the reported experimental optical gap of bulk CdO, 2.1-2.4 eV,\textsuperscript{66-67} being larger than that predicted for the particles, although as noted above bulk CdO is typically highly defective and to compare with theory the optical gap needs to be extrapolated to zero free electron concentration. The experimental optical gap of CdO nanoparticles capped with amines\textsuperscript{3} or phosphine oxides\textsuperscript{2} is similar or slightly larger than that predicted for the smaller capped nanoparticle studied here, although the experimental absorption spectra are rather featureless and hence it is difficult to extract exact values and different authors report wildly different values for similarly sized particles. In contrast, for MgO nanoparticles there is no ambiguity and, as discussed in previous work\textsuperscript{41} based on $GW$-BSE calculations and as is know from experiment,\textsuperscript{10-11} the MgO particles’ optical gap is considerably smaller than that of the bulk.

The fact that the fundamental gap of the CdO and CdS nanoparticles is larger than that predicted for the bulk and that the optical gap of the CdO nanoparticles might be larger than that predicted for the bulk, combined with the predicted reduction in the fundamental gap and lowest vertical excitation energies of the nanoparticles with
particle size, suggests that CdO and CdS nanoparticles, in contrast to their MgO counterparts, display quantum confinement. However, the analysis of the DFT orbitals underlying the highest occupied and lowest unoccupied quasiparticle states and the natural transition orbitals for the excited states, shows that these states are not, as perhaps naively expected, delocalised over the volume of the particle but rather delocalised over the particle surface.

The lowest vertical excitations for particles of all three systems considered correspond to strongly bound excitons. The excitons are most strongly bound in the case of the MgO nanoparticles. The excitons are weaker bound in the CdO nanoparticles and weakest in the CdS nanoparticles, but in all cases the exciton binding energies are still larger than 1500 meV. For all three system studied the exciton binding energies also clearly decrease with particle size.

The differences in the (de)localisation of excitons in MgO, CdO and CdS nanoparticles, as well as differences in the exciton binding energy values, probably find their origin in differences in the bonding in the different materials. MgO is the most ionic of the materials, while the bonding in CdO and CdS is if not more covalent at least less ionic and more polarisable and hence better at screening the electron and hole component of the exciton. Indeed, predictions of the static polarizability of the (MX)$_{32}$ particles using evGW-BSE yield polarizability values for (CdS)$_{32}$ and (CdO)$_{32}$, which are respectively roughly three times (1571 a.u.) and two times (931 a.u.) as large as that for (MgO)$_{32}$ (502 a.u.). Similarly, calculations of the particles’ ground state atomic charges from the DFT density shows that not only do these charges significantly reduce when going from (MgO)$_{32}$ to (CdO)$_{32}$ and (CdS)$_{32}$ (see table S7), in line with the bonding in the particles becoming less ionic, but also that the magnitude of the difference of the charge on the oxygen/sulfur atoms in the centre and on the corner of the particle increases in the opposite direction, in line with the bonding in the particles becoming more polarisable. It is tempting to interpret the fact that the lowest excitons for CdO and CdS nanoparticles are dark in terms of the fact that the corresponding bulk materials have an indirect band gap, akin to the analysis by Williamson and co-workers$^{68}$ of the (in)direct gap of quantum dots of III-V materials. However, the fact that the corresponding excitons are not delocalised over the volume of the particle but localised on the surface means that one has to be careful with extrapolating from the bulk.
The presence of capping agents on the surface and increasing the surface coverage of these capping agents clearly and consistently results in upward shift of the highest occupied and lowest unoccupied quasiparticle states. As discussed above, these quasiparticle states do not appear to directly involve the capping agents and the change in these states neither appears to be caused by the structural distortion of the inorganic core of the particles induced by adsorption of the capping agents. Dielectric contrast, where the capping agent changes the screening of the electric field outside the nanoparticles, is naively also unlikely to be the origin of the observed change because both the occupied and unoccupied quasiparticle states shift upwards, although dielectric contrast might be relevant for realistic capping agents with longer alkyl chains. There is also very limited evidence of charge-transfer between the amines and the inorganic core, with e.g. for \((\text{CdO})_{32}(\text{NH}_2(\text{CH}_3))_{28}\) a difference in the NBO charges of the inorganic core in the presence and absence of capping agents of less than 0.05 and a net charge on the collective of capping agents of less than -0.05. Hence the origin of the upward shift of the quasiparticle states is most likely the dipole field of the collected adsorbed capping agents (B3LYP/def2-SVP predicted dipole moment of methylamine: 1.3 Debye). This analysis is supported by the fact that, as expected from a solution to the Poisson equation, or at least for planar geometries, that the predicted shift in the quasiparticle states scales approximately linearly with the number of capping agents on the particle surface. This linearity is clearest for the CdS particles, and especially the change in the highest occupied quasiparticle state, see Fig. S3, while the trend appears generally less linear for their CdO counterparts, see Fig. S4. Previous work on PbS quantum dots saw similar shifts in the experimentally measured ionisation potential and work function, as well as the DFT predicted Kohn-Sham orbitals, when adding and varying the dipole strength of polar capping agents. Moreover, the predicted shifts are also in line with the known effect of the adsorption of (self-assembled) monolayers of polar molecules on the work function of films of bulk semiconductors.

**Conclusions**

CdO and CdS nanoparticles show clear signs of quantum confinement behaviour: the fundamental and optical gaps of the particles decrease with increasing particle
size, the predicted fundamental gaps of the particles are larger than that of the corresponding bulk phases, and there is some evidence that the same holds for the optical gap of the CdO particles. However, in contrast to what might be naively expected, the relevant excitonic and quasiparticle states are not delocalised over the whole volume of the nanoparticles but only across the particles’ surface. The predicted delocalisation of excitonic and quasiparticle states and the change in optical gap with particle size contrasts with the strong localisation of all relevant states and the lack of the change in optical gap with particle size for structurally analogous MgO particles. This difference in behaviour is explained in terms of the more polarisable, less ionic, bonding in CdO and CdS. The presence of capping agents is predicted to have a small effect on the particles’ optical and fundamental gap but to result in a dramatic but consistent shift of both the highest occupied and lowest unoccupied quasiparticle state to more shallow values. This shift, finally, can be explained in terms of dipole field of the collected adsorbed capping agents.
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