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Abstract: Predicting Remaining Useful Life (RUL) of systems has played an important role in various fields of reliability engineering analysis, including in aircraft engines. RUL prediction is critically an important part of Prognostics and Health Management (PHM), which is the reliability science that is aimed at increasing the reliability of the system and, in turn, reducing the maintenance cost. The majority of the PHM models proposed during the past few years have shown a significant increase in the amount of data-driven deployments. While more complex data-driven models are often associated with higher accuracy, there is a corresponding need to reduce model complexity. One possible way to reduce the complexity of the model is to use the features (attributes or variables) selection and dimensionality reduction methods prior to the model training process. In this work, the effectiveness of multiple filter and wrapper feature selection methods (correlation analysis, relief forward/backward selection, and others), along with Principal Component Analysis (PCA) as a dimensionality reduction method, was investigated. A basis algorithm of deep learning, Feedforward Artificial Neural Network (FFNN), was used as a benchmark modeling algorithm. All those approaches can also be applied to the prognostics of an aircraft gas turbine engines. In this paper, the aircraft gas turbine engines data from NASA Ames prognostics data repository was used to test the effectiveness of the filter and wrapper feature selection methods not only for the vanilla FFNN model but also for Deep Neural Network (DNN) model. The findings show that applying feature selection methods helps to improve overall model accuracy and significantly reduced the complexity of the models.
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1. Introduction

Modern computational capability has become more powerful over the past decades. This has induced a new trend of employing various data-driven models in many fields. Despite the fact that modern computers can complete complex tasks, researchers are still searching for solutions to reduce the computational time and complexity of the data-driven models to increase the likelihood that the models can be employed in real-time operation.

The same challenge has also applied to a certain type of aerospace data, which in this case, is the estimation of Remaining Useful Life (RUL) of the aircraft gas turbine engines. The main purpose of this work is to prove the theory that a particular group or a set of prognostics features (attributes or variables) from the aircraft gas turbine engines data can be selected prior to the training phase of Artificial Neural Network (ANN) modeling in order to reduce the complexity of the model. The same assumption also is believed to be applicable to the Deep Neural Network (DNN) model. It might also
be applied to other complex deep learning models, i.e., Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and their variations as well.

In order to validate the aforementioned theory, the prognostics of aircraft gas turbine engines dataset or Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) dataset derived from NASA Ames Prognostics Center of Excellence (PCoE) [1] was used to develop preliminary vanilla ANN models with selected features from different feature selection methods. Furthermore, to prove that similar assumptions can also be deployed to other deep learning algorithms, the Deep Neural Network or DNN models have also been developed based on some selected features derived from the ANN validation models. The final goal was to determine which feature selection method was the most suitable for the deep learning model in general to predict prognostics state or Remaining Useful Life for aircraft gas turbine engines data. End results from various future selection methods were compared against the one that is using original features. The ANN and DNN models with selected features were studied and compared based on their performance.

Based on the aforementioned goal, the summary of the main contributions of this work are:

1. Extract meaningful features for neural network-based and deep learning data-driven models from the C-MAPSS dataset.
2. Suggest the novel neural network-based feature selection method for aircraft gas turbine engines RUL prediction.
3. Develop deep neural network models from selected features.
4. Show how the developed methodology can improve the RUL prediction model by comparing its performance/error and complexity to the model derived from original features.

1.1. Neural Network for RUL Prediction

Prognostic and Health Management (PHM) is aimed at improving reliability and reducing the cost of maintenance of the system’s elements [2]. Remaining Useful Life (RUL) in PHM is defined as the amount of time left before systems or elements cannot perform as their intended function. Therefore, RUL prognostics are used to evaluate the equipment’s life status in order to plan future maintenance [3]. With enough condition monitoring data, data-driven machine learning methods can be used to learn the degradation patterns directly from data in order to generate predictive prognostics models. Data-driven model using machine learning has an advantage over physics-based [4] and traditional data-driven statistical-based models [5]. For example, machine learning models can be implemented without prior degradation knowledge [6]. Neural network algorithms have particularly been receiving more attention compared to other machine learning algorithms as they have outperformed other algorithms as well as their ability to approximate high dimensional nonlinear regression function directly from raw data [7].

The Artificial Neural Networks (ANN) model is fundamentally based on biological neural networks. Sigmoid functions are applied to the nodes of ANN to connect and sum the total weights of the neural network. A sigmoid function is a Gaussian spheroid function, which can be expressed as:

\[ Y(x) = e^{\frac{|x-c|^2}{2\sigma^2}} \]  (1)

The hidden neurons in ANN measure the distance between the input vector x and the centroid c from the data cluster. The measured values are the output of the ANN. In Equation (1), the \( \sigma \) parameter represents the radius of the hypersphere determined by iteratively selecting the optimum width. The weights of the neural network are updated at the neural nodes using error back-propagation, which is a stochastic gradient descent technique. Then the weights of each individual neural node are fed forward to the next layer. This technique is often referred to as Feedforward Neural Network (FFNN). This is how ANN “learns” the data pattern through its weights [8].

In 2006, Geoffrey Hinton suggested the early design of deep learning algorithms based on the aforementioned FFNN [9]. The vanilla FFNN generally consists of only the hidden layer with a sigmoid activation function described in Equation (1). Multiple configurations of deep learning
algorithms, such as Deep Neural Network (DNN), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), etc., have been widely used as data-driven modeling algorithms. Most of them have outperformed every other well-known data-driven algorithms in the past.

One aspect to keep in mind before employing any deep learning algorithm is that each deep learning algorithm might be suitable for different tasks. This heavily depends upon the different data characteristics and type of target models. The deep learning algorithms also include different types of activation functions and optimizers. These are the key differences between deep learning algorithms and vanilla ANN or FFNN that have been proposed in the early years [10].

In this work, we only employed DNN with auto-encoder as a modeling algorithm. All encoded and decoded processes happen inside the hidden layers of the network through parameterized function [9,10]. The construction of DNN with auto-encoder is briefly illustrated in Figure 1. Unlike the ANN that uses sigmoid function as an activation function, our DNN layers used Rectified Linear Units (ReLU) as activation function. The ReLu function can be simply expressed as:

\[
f(x) = x^+ = \max(0, x)
\]

where \( x \) is the input to a neuron and + represents the positive part of its arguments. The ReLU function has been demonstrated to achieve better general regression tasks training for deeper networks compared to other activation functions such as the logistic sigmoid and the hyperbolic tangent (tanh) [10]. Therefore, the ReLU function has been chosen to use for modeling Remaining Useful Life (RUL) prediction for our PHM data while the ANN with sigmoid function has been used as a validation algorithm for feature selection methods.

![Figure 1. Auto-encoder Deep Neural Networks Construction.](image)

The estimation of the RUL or “health state” of a system or its components is one of the main tasks for prognostics analysis. The RUL estimations often involve the prediction of the life span based on time or cycles, which is also known as the regression task. In PHM, the RUL is determined using the historical data collected from the system’s sensors or signals. The ANN-based or deep learning data-driven models have been proven to work relatively well with these types of PHM tasks [11]. However, one of the challenges is to reduce the complexity of the neural network prior to the training states. This might possibly be done by reducing the input training data. One possible way that can help in reducing the complexity of the model is to select only meaningful features or attributes from the raw dataset before model training.
1.2. Related Works

Multiple deep learning algorithms have been used to generate data-driven models to predict RUL for C-MAPSS aircraft gas turbine engines data. It can be observed from the literatures [12–20] that the most suitable deep learning algorithms for training the high accuracy C-MAPSS models is the Long-Short Term Memory Recurrent Neural Network (LSTM). The hybrid deep neural network layers with LSTM is also an ongoing investigation and experiment on the C-MAPSS dataset. This approach believes to achieve the higher accuracy among other algorithms that have been employed. The most important drawback of the hybrid models is the high complexity of the model architectures. These models can also have limitless variations and architecture structures. It is best to reduce the complexity of the model as much as possible and one way to achieve that is to limit the number of input nodes. This is the area that feature selection methods can be brought in.

There are many publications on applying ANN-based or deep learning algorithms to C-MAPSS aircraft gas turbine engines data. However, all previous works have never introduced the feature selection approaches into their model architectures. Also, the usefulness of any particular feature selection methods have not been addressed in any prior works.

The next paragraph concludes the contribution of past publications for such an approach. We specifically only included the works that employed deep neural network algorithms for prognostics of C-MAPSS aircraft gas turbine engines data modeling here. It might be worth to note that there are other research works that used other data-driven algorithms or machine learning algorithms, which are not mentioned here.

Chen Xiongzi, et al., (2011) conducted a comprehensive survey of the three main data-driven methods for aircraft gas turbine engines, namely particle filtering methods, neural network, and relevant vector machine methods [12]. Mei Yuan, et al., (2016) applied RNN network methods for fault diagnosis and estimation of remaining useful life of engines [13]. Faisal Khan, et al., (2018) used particle filter algorithms to generate the arbitrary input data points before training their models with neural networks. Unlike, vanilla neural network algorithm, their models employed radial basic function (RBF) as activation function instead of original sigmoid function [14]. Xiang Li, et al., (2018) applied the Convolutional Neural Network (CNN) as a time window approach to generate a feature extraction model of engine data [15]. Ansi Zhang et al., (2018) proposed a supervised domain adaptation approach by exploiting labeled data from the target domain aims to fine-tune a bi-directional Long-Short Term Memory Recurrent Neural Network (LSTM) previously trained on the source domain [16]. Zhengmin Kong et al., (2019) also very recently developed the models based on CNN. They employed CNN as part of the network layers in their experiment and proposed the hybrid models by combining the CNN layers with LSTM layers. Their approaches have proven to achieve highest accuracy over the other standard methods [17]. Other works previously published [18–20] mostly focused on adopting the LSTM network and proposing new models without addressing the complexity reduction in their approaches. While each work proposed the different network architectures and the performances of the models have been improved over time, what they failed to address is whether the complexity reduction in ANN-based models can play a role in improving the complexity of the model. This work aims to address the issue of a selection approach to reduce learning times.

The rest of the paper is organized as follows: Section 2 covers the methodology outlining all methods and approaches used for the defined problem. Section 3 describes the experimental setup with detail of data description and comparing final results from all models. Section 4 discusses and compares results from all models. Lastly, a final conclusion and possible future works highlight are discussed in Section 5.
2. Methodology

In this section, all essential details of auto-encoder deep neural network used in our experiment will be discussed. The problem definition, and all notations will also be clearly defined, as well as the illustration of how our proposed deep neural network architecture can be applied for RUL aircraft gas turbine engines prediction with feature selection and neural network modeling framework.

2.1. Problem Definition

Starting with the raw data, which is denoted as, \( D_r = \{ (x^1_j, y^1_j) \}_{j=1}^{N_r} \), the data contains \( N_r \) training sample where \( x^1_j \in X \) is a feature with a length of \( T_i \) and \( q_s \) is the number of features, in which, \( x^1_j = \{ x^1_{i_1} \}_{i_1=1}^{T_i} \in \mathbb{R}^{q_s \times T_i} \). In addition, \( y^1_j \in Y \) is denoted as Remaining Useful Life (RUL) also with the length \( T_i \) (feature space and RUL space are within the same length) with \( y^1_j = \{ y^1_{i_1} \}_{i_1=1}^{T_i} \in \mathbb{R}^{T_i} \). where \( t \in \{ 1, 2, ..., T_i \}, x^1_i \in \mathbb{R}^{q_s}, \) and \( y^1_j \in \mathbb{R}^{T_i} \), represent the \( t \)-th measurement of all variables and RUL label, respectively. Similarly, the estimated target domain, \( D_T = \{ x^T_j \}_{j=1}^{N_T} \) where \( x^T_j \in X_T \) and \( X_T \in \mathbb{R}^{q_T \times T_i} \) with no labels. The source and target domain, \( D_s \) and \( D_T \), are assumed to possibly have a different probability distribution, \( P(X_S) \neq P(X_T) \). The primary goal is to define a function \( g \) that can derive or learn from the source data that can approximate the corresponding RUL for the target domain at the testing time, such, \( y^T_j = g(x^T_j) \), with the preliminary assumption that mapping between input \((x)\) and output \((y)\) is somehow similar across all domains.

2.2. Deep Neural Network Architecture

While there are existing deep learning algorithms that have been proposed to accommodate for PHM of aircraft gas turbine engines data modeling [12–20], this work focuses on using a deep neural network with auto-encoder with a specific use case and specifications that fit into problem definition previously identified.

The DNN used in this work focused on the feedforward architecture by the H2O package in Python API [21]. H2O is based on multi-layer feedforward neural networks for predictive modeling [22]. The following are some of the H2O DNN features used for this experiment.

- Supervised training protocol for regression tasks
- A multi-threaded and distributed parallel computation that can run on a single or a multi-node cluster
- Automatic, per-neuron, adaptive learning rate for fast convergence
- Optional specification of the learning rate, annealing, and momentum options
- Regularization options to prevent model overfitting
- Elegant and intuitive web interface (Flow)
- Grid search for hyperparameter optimization and model selection
- Automatic early stopping based on the convergence of user-specified metric to a user-specified tolerance
- Model check-pointing for reduced run times and model tuning
- Automatic pre- and post-processing for categorical numerical data
- Additional expert parameters for model tuning
- Deep auto-encoders for unsupervised feature learning.

In the proposed DNN model, deep neural network layers are used to extract the temporal features from the time length, \( T_i \). The hidden state units of the neural consist of, the hidden state vector \( h_{t-1} \in \mathbb{R}^h \), input vector (as defined in problem definition), \( x_i \in \mathbb{R}^s \), and the activation function, \( f \). All operations in DNN layers can be written as:

\[
i_t = f(W_i x_t + W' h_{t-1} + b_t) \tag{3}
\]

\[
o_t = f(W_o x_t + W'_o h_{t-1} + b_o) \tag{4}
\]
where \( i \) and \( o \) represent input and output states. \( W \) and \( W' \) are matrices of updated weights and weights from the hidden state, and \( b \) is the bias vector.

Unlike in vanilla ANN, in the proposed DNN, the activation function \( f \) is the Rectifier Linear function [23] instead of the sigmoid function. The DNN activation function can be represented as:

\[
f(\alpha) = \max(0, \alpha) \in \mathbb{R}_+
\]

(5)

where, in this case, \( \alpha \) represent the state functions (Formulas (3) and (4)) that firing into the input neural.

Another important aspect of the DNN model architecture is the loss function, denoted by, \( L \). For this work, the Huber loss function was selected because it [24] has proven to work best in terms of accurately projecting the RUL, \( y^i_\delta \in \mathbb{Y}_\delta \), of the source domain, \( \mathbb{D}_S \). The Huber loss function can be described as:

\[
L^i_\delta(\theta_f, \theta_y) = \begin{cases} 
\frac{1}{2} \| \hat{y}^i_\delta - y^i_\delta \|^2, & \text{for } \| \hat{y}^i_\delta - y^i_\delta \|_1 \leq 1 \\
\| \hat{y}^i_\delta - y^i_\delta \|_1 - \frac{1}{2}, & \text{Otherwise}
\end{cases}
\]

(6)

where, \( \theta_f \) is the space representation of the target input that mapped through the feature extraction layers into a new space. In addition, \( \theta_y \) is the domain regression space generated by logistic repressor [24], and, \( \hat{y}^i_\delta \) is RUL prediction from the source domain.

The objective in training DNN is to minimize the prediction loss, \( L^i_\delta \), which can be described by:

\[
\min_{\theta_f, \theta_y} \frac{1}{N}\sum_{i=1}^{N} L^i_\delta(\theta_f, \theta_y)
\]

(7)

The DNN model used in this work is depicted in Figure 2. This DNN model architecture is trained to predict for each input, \( x^i \), real value \( y^i \) and its domain label \( d^i \) for the source domain and only domain label for the target domain. The first part of the DNN architecture is the feature extractor, \( g_f \), that decomposes the inputs and maps them into the hidden state, \( h_{i-1} \in \mathbb{R}^h \). The model then embeds the output space as a feature space \( f \) of the deeper layers and repeats this process as needed. As previously detailed, this vector space parameter that is the result of feature mapping is, \( \theta_f \), i.e., \( f = g_f(\theta_f) \). This feature space \( f \) is first mapped to a real-value \( y^i_\delta \) variable by the function, \( g_y(f; \theta_y) \), which is composed of fully-connected neural network layers with parameter, \( \theta_y \). The dropout layer with a rate of 0.4 was applied to avoid the overfitting issue [25].

Another goal is to find the feature space that is domain invariant, i.e., finding a feature space \( f \) in which \( P(X_S) \) and \( P(X_T) \) are similar. This is one of the challenges in training, which can be improved by applying the “feature selection” prior to training (detailed in the further section). Another objective is to minimize the weights of feature extractor in the direction of the regression loss, \( L^i_\delta \). In more detail, the model loss function can be used to derive the final learning function, \( g \), through parameter \( \theta \), which means the RUL prediction result (described in Equation (6)), \( \hat{y}^i_\delta = g_y(g_f(\theta_f); \theta_y) \).

The way the DNN algorithm update its learning weights, \( \theta \), is through the gradient descent update [26] in the form of:

\[
\theta_f \leftarrow \theta_f - \lambda \frac{\partial L^i_\delta}{\partial \theta_f}
\]

(8)

\[
\theta_y \leftarrow \theta_y - \lambda \frac{\partial L^i_\delta}{\partial \theta_y}
\]

(9)

Usually, the Stochastic Continuous Greedy (SCG) estimate is used to update the Equations (8) and (9). The learning rate, \( \lambda \), represents the learning steps taken by the SCG as training processes.
2.3. Feature Selection Methods for Neural Network Architectures

In prognostic applications, feature extraction occurs after receiving raw data from sensors. The feature extraction usually involves signal processing and analysis in the time or frequency domain. The purpose is to transform raw signals into more informative data that well-represents the system [27]. In other words, feature extraction is the process of translating sensor signals into data. In contrast, the purpose of feature selection is to select a particular set of features in the dataset that is believed to be more relevant for modeling. These feature selection processes always execute after the feature extraction and occur in between pre-processing and the training or pre-training phase of the data modeling framework.

Three common feature selection strategies have been discussed in the literature: (1) filter approach, (2) wrapper approach, and (3) embedded approach. This paper will only discuss the filter and wrapper approaches. Figure 3 shows the processes flow and role difference role of feature extraction and feature selection in the data modeling process.

Filter methods employ statistical, correlation, and information theory to identify the importance of the features. The performance measurement metrics of filter methods usually use the local criteria that do not directly relate to model performance [28].

There are currently multiple baseline filter methods popularly employed for feature selection processes. However, the result from the experiments showed that only the correlation-based methods were suitable for the case study data. This is due to the fact that correlation-based methods evaluate the feature with a direct correlation to the target variable. In other words, the correlation-based filter methods make selections based on the modeling objectives, which can imply that these methods are more suitable to the data with the target variable. The correlation-based filter methods included in this work is Pearson correlation [29,30]. Additionally, the result from other statistical-based methods, namely Relief algorithm, Deviation selection, SVM selection, and PCA selection [31], was also included to provide a complete comparison.
Wrapper methods use a data-driven algorithm that performs the modeling for the dataset to select the set of features that yield the highest modeling performance [32]. Wrapper methods are typically more computationally intensive compared to filter methods. There are four main baseline wrapper methods [32]: (1) forward selection, (2) backward elimination, (3) brute force selection, and (4) evolutionary selection.

Forward selection and backward elimination are search algorithms with different starting and stopping conditions. The forward selection starts with an empty selection set of features, then adds an attribute in each searching round. Only the attribute that provides the highest increase in performance is retained. Afterwards, another new searching cycle is started with the modified set of selected features. The searching of forward selection stops when the added attribute in the next round does not further improve the model performance.

In contrast, the backward elimination method performs in the reverse process. Backward selection starts with a set of all attributes, and then the searching processes continue to eliminate attributes until the next set of eliminated attributes does not provide any further improvements of modeling performance. The brute force selection method uses search algorithms that try all combinations of attributes. Evolutionary selection employs a genetic algorithm to select the best set of features based on the fittest function measurement [33]. Because of computational and time limitations, the brute force selection could not be included in this experiment. Only forward selection, backward elimination, and evolutionary selection were implemented [34].

2.4. Neural Network Data-Driven Modeling Framework

In general, the modeling framework for this experiment is similar to a data-driven modeling framework that was developed from a cross-industry standard process for data mining (CRISP-DM) [35]. The standard construction consists of five phases: (1) definition states phase, (2) preprocessing phase, (3) training phase, (4) testing phase, and (5) evaluating phase [36]. In addition to the standard construction, the feature engineering phase and pre-training phase might be important prior to the training phase.

The feature engineering phase was introduced in “Features selection procedure for prognostics: An approach based on predictability” [34] and the pre-training phase was introduced in “The difficulty of training deep architectures and the effect of unsupervised pre-training” [37] to overcome issues in training deep learning models, while it also helped to improve some aspects of model performance. The details of these two additional phases have also been detailed by others [34,37].

As mentioned in Section 2.1, one of the challenges of training the deep learning model is to seek for a feature space $f$ in which $P(X_3)$ and $P(X_7)$ are similar. Selecting only the meaningful feature is believed to help reduce the dissimilarity in the feature space that affect the predictability of the model. This is also the way to reduce the complexity of the model architecture and might also improve the prediction accuracy of the deep learning models. One possible framework that incorporates the feature engineering phase and pre-training phase into the CRISP-DM standard is illustrated in Figure 4.
3. Experimental Setup and Results

The first part of the experiment was designed to compare the effectiveness of using different feature selection methods and filtering for ANN modeling of the prognostics dataset. The aircraft gas turbine engines dataset with 21 attributes was fed into different filter and wrapper feature selection methods to identify particular sets of features prior to the model training phase. The selected sets of features were then used as training features or training attributes for the ANN model. The second part was to test the feature selected using ANN modeling with the DNN architecture. The results from different sets of features were compared in order to determine the most suitable set of selected features. Finally, the final-best DNN model for predicting RUL of aircraft gas turbine engines was determined.

3.1. C-MAPSS Aircraft Engines Data

Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) is a simulation tool used to generate the turbofan engine degradation run-to-failure test dataset. This test dataset was derived from the NASA Ames prognostics data repository [1]. The C-MAPSS dataset is one of the most popular benchmark datasets used in the prognostics and diagnostics research community. This dataset provides a set of editable input parameters to simulate various operational conditions for
aircraft gas turbine engines [38]. The operational conditions include sea-level temperature, Mach number, and altitude. The C-MAPSS dataset includes four sub-datasets described in Table 1.

**Table 1.** Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) dataset description [38].

| Description        | C-MAPSS       |
|--------------------|---------------|
|                    | FD001 | FD002 | FD003 | FD004 |
| Number of training engines | 100    | 260   | 100   | 248   |
| Number of testing engines     | 100    | 259   | 100   | 248   |
| Operational conditions       | 1      | 6     | 1     | 6     |
| Fault modes                 | 1      | 1     | 2     | 2     |

Each sub-dataset FD001, FD002, FD003, and FD004 contains a number of training engines with run-to-failure information and a number of testing engines with information terminating before failure is observed. As for operating conditions, each dataset can have one or six operational conditions based on altitude (0–42,000 feet), throttle resolver angle (20–100°), and Mach (0–0.84). As for fault mode, each dataset can have one mode or two modes, which are, HPC degradation and Fan degradation.

Sub-dataset FD002 and FD004 are generated with six operational conditions, which are believed to be a better representation of general aircraft gas turbine engines operation compared to FD001 and FD003, which could be generated from only one operational condition. Therefore, either data from FD002 or FD004 can be selected for a complete experiment. In this study, the data from FD002 set were selected as a training dataset. As our current model validation set-up (which will be described in Section 3.2), the wrapper methods required roughly 2 to 3 weeks to complete the run. We also keep the consistency of the amount of data points used in feature selection validations and model trainings—in both ANN feature selection validation and DNN model training. Our experiments have been designed this way in order to clearly demonstrate the effectiveness of the feature selection methods used for neural network-based algorithms.

There are 21 features included in the C-MAPSS dataset for every sub-dataset. These attributes represent the sensor signals from the different parts of the aircraft gas turbine engines, as illustrated in Figure 5 [39]. Short descriptions of the features and the plots of all 21 sensor signals of sub-dataset FD002 are illustrated in Figure 6.

It has been suggested by multiple literature references to normalize the raw signal before performing modeling and analysis [13–15]. Figure 7 shows the data signals before and after applying z-normalization:

\[
x_t^{ij} = \frac{x_t^{ij} - \min(x^j)}{\max(x^j) - \min(x^j)}
\]

(10)

where, \(x_t^{ij}\) denotes the original \(i\)-th data point of \(j\)-th feature at time \(t\) and \(x_j\) is the vector of all inputs of the \(j\)-th feature. Each attribute value was normalized individually and scaled down to the same range across all data points.

From the dataset, aircraft gas turbine engines start with various initial wear levels, but all are considered to be at “healthy state” at the start of each record. The engines begin to degrade at a point in time at higher operation cycles until they can no longer function normally. This is considered as the time when the engine system is being at the “unhealthy state”. The training datasets have been collected over the time of run-to-failure information to cover entire life until the engines fail.
It is also reasonable to estimate RUL as a constant value when the engines operate in normal conditions [38]. Therefore, a piece-wise linear degradation model can be used to define the observed RUL value in the training datasets. That is, after an initial period with constant RUL values, it can be assumed that the RUL targets decrease linearly.

![Figure 5. Engine and sensor points (left) and engine parts modules connections (right) [39].](image)

**Figure 5.** Engine and sensor points (left) and engine parts modules connections (right) [39].

| Symbol | Description | Units   |
|--------|-------------|---------|
| T2     | Total temperature at fan inlet | °R      |
| T24    | Total temperature at LPC outlet | °R      |
| T30    | Total temperature at HPC outlet | °R      |
| T50    | Total temperature at LPT outlet | °R      |
| P2     | Pressure at fan inlet | psia    |
| P15    | Total pressure in bypass-duct | psia    |
| P30    | Total pressure at HPC outlet | psia    |
| Nf     | Physical fan speed | rpm     |
| Nc     | Physical core speed | rpm     |
| epr    | Engine pressure ratio (P50/P2) | --      |
| Ps30   | Static pressure at HPC outlet | psia    |
| phi    | Ratio of fuel flow to Ps30 | pps/ps  |
| NRt    | Corrected fan speed | rpm     |
| NRc    | Corrected core speed | rpm     |
| NPR    | Bypass Ratio | --      |
| farB   | Bypass fuel-air ratio | --      |
| hBleed | Bleed Enthalpy | --      |
| Nf дмд | Demanded fan speed | rpm     |
| PCN/Rдмд | Demanded corrected fan speed | rpm     |
| W31    | HPT coolant bleed | lbm/s   |
| W32    | LPT coolant bleed | lbm/s   |

**Table:** List of Sensor signals (NRc and Ps30) and all feature descriptions.

![Figure 6. Example of Sensor signals (NRc and Ps30) and all feature descriptions.](image)

**Figure 6.** Example of Sensor signals (NRc and Ps30) and all feature descriptions.
Figure 7. Example of before (left) and after (right) z-normalization.

Figure 8 illustrates the RUL curves of all unseen or test datasets containing testing engines from FD002 and FD004 dataset. Figure 9 show the example of RUL curves from one degradation engine from FD002 and FD004 dataset. The same degradation behavior is also applied to the training set. These RUL curves represent the health state or prognosis of the aircraft gas turbine engines over cycles until the end-of-life, or the point that the aircraft gas turbine engines can no longer operate normally.

The degradation behavior of the aircraft gas turbine engines can be observed clearer from Figure 9. We presume that the RUL is a constant cycle until it gets to the critical point when the performance of the engine starts to degrade. In the degradation phase, the RUL is represented by a linear function. Hence, the entire RUL curve is identified as a piece-wise linear degradation function. The critical point, \( R_{th} \), is the point where the aircraft engines started to degrade. The critical points of the aircraft gas turbine engines were predefined based on the condition described by the data source–NASA Ames prognostics data repository [1].

Figure 8. RUL curve of all testing engines: FD002 (top) and FD004 (bottom).
To measure and evaluate the performance of the models with selected features, root mean square error (RMSE) and the scoring algorithm as suggested in [39] were used.

RMSE is commonly used as a performance indicator for regression models. The following is the formula of RMSE:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} [x_i - \bar{x}_i]^2}
\]

where, \( n \) is the number of prediction datasets, \( x_i \) is the real value, and \( \bar{x}_i \) is the prediction value. In this case, the \( x \) parameters refer to the data points in RUL curve while \( x_i \) is the actual RUL value and \( \bar{x}_i \) is the RUL value predicted by our models.

The scoring algorithm is as described in the formula below:

\[
s = \begin{cases} 
\sum_{i=1}^{n} e^{-\frac{d}{a_1}} - 1 & \text{for } d < 0 \\
\sum_{i=1}^{n} e^{-\frac{d}{a_2}} - 1 & \text{for } d \geq 0 
\end{cases}
\]

where, \( s \) is the computed score, \( n \) is number of units under test (UTT), \( d = \hat{t}_{RUL} - \hat{t}_{RUL} \) or Estimated RUL—True RUL, while \( a_1 = 10 \) and \( a_2 = 13 \). It can also be explained that the difference between \( a_i \) is the difference between predicted and observed RUL values and \( s \) is summed over all examples. From the formula, the scoring matrix penalizes positive errors more than negative errors as these have a higher impact on maintenance policies. Also, note that the lower score means better prediction performance of the model [39].

### 3.2. Training Procedure and Hyperparameters Selection

For training, the data from input sensors, operational setting, and labeled RUL value from the source data, and only sensors and settings from the target dataset, were used. The raw data were normalized, and the feature selection was applied before the start of all models training. For the training process, the training dataset (as a source) from dataset FD002 were used. The FD002 and FD004 test dataset were used to validate the models and calculate prediction errors (RMSE and Score).
As for wrapper methods, we used ANN as a validation algorithm. The cross-validation within the FD002 training data was employed for measuring the performance of the wrapper algorithms. The set-up parameters for ANN validation were fine-tuned based on the best model that was derived from complete attributes (21 features) modeling:

- 5 Folds Cross-Validation
- 1000 Training cycles
- 0.001 Learning rate
- 0.9 Momentum
- Linear sampling.

For the DNN hyperparameters selection, the model parameters in H2O DNN algorithm varied as described in Table 2. The grid search to identify the range of the learning rate, \( \lambda \), was performed after fine-tuning the remaining parameters manually. Additionally, the training sample per iteration was set to auto-tuning, and batch size was set to 1 for all variations.

The best-case scenario is the combination of following hyperparameters: Epoch = 5000, Learning rate = \( 10^{-4} \), Momentum = 0.99, L1 = \( 10^{-5} \), L2 = 0, and Max w2 set to infinity. These are all hyperparameters employed in the final DNN model proposed.

### Table 2. Hyperparameters values evaluated in the proposed Deep Neural Network (DNN) model.

| Hyperparameters                  | Range                        |
|----------------------------------|------------------------------|
| Training sample per iteration    | AUTO                         |
| Batch size                       | 1                            |
| Leaning rate annealing           | \([10^{-5}, 10^{-4}, 10^{-3}]\) |
| Momentum                         | \([0.1, 0.2, 0.3, 0.5, 0.6, 0.8, 0.99]\) |
| L1: Regularization that constraint the absolute value | \([10^{-20}, 10^{-15}, 10^{-10}, 10^{-5}, 10^{-3}, 0]\) |
| L2: Regularization that constraint the sum of square weights | \([10^{-20}, 10^{-15}, 10^{-10}, 10^{-5}, 10^{-3}, 0]\) |
| Max w2: Maximum sum of square of incoming weight into the neuron | [0, 10, 100, 10000, \( \infty \)] |

### 3.3. Experimental Setup and Results

All experiments were implemented on an Intel® Core i7 10th generation i7–10510U 4 cores processor with 8 MB Cache, 1.8 GHz clock speed, and up to 4.9 GHz boost speed with 16 GB RAM and Intel® UHD integrated graphic. The DNN architecture was implemented using Python 3.6 with H2O library/package [21]. The experimental results presented in this section will be broken down into three parts: (1) Feature selected using feature selection methods, (2) Results and models from ANN with the selected feature, and (3) Proposed DNN model. All RMSE and all performance measurements of DNN models reported in this paper are the average results from 20 trials.

#### 3.3.1. Feature Selection for Aircraft Engine Dataset

All possible feature selection methods were performed with the C-MAPSS dataset. Filter methods include; Deviation selection, PCA selection, Relief algorithm selection, selection, SVM selection, and Pearson correlation selection. For wrapper methods, only three methods were implemented, which include; forward selection, backward elimination, and evolutionary selection.

Table 3 shows the ranking of attributes based on coefficients and weights calculated from each filter feature selection method. It is important to note that the ranking of the attributes based on different methods is dependent upon the statistical measures or weights obtained from each method.

For the Pearson correlation, the attributes were not selected if the coefficient was less than \(-0.01\) \([29,30]\). For PCA, the features have been selected based on weight (selected if weight is more than 0.2) and the PCA matrix \([31]\). For the Relief algorithm, the attributes were not selected if the calculated weight was below zero \([31]\). For deviation selection, the feature will be selected if the weights are higher than 1 \([31]\). It is important to note that the weights of the attributes calculated using the Relief algorithm were unacceptably low (less than \(10^{-12}\)) and there were very large gaps between calculated
weights. Similar results were observed with other filter selection methods, including the SVM. It was found that by using the filter methods that provided statistically low weight as for selecting features, the models trained from those features were unable to provide usable prediction results.

The following are the features selected based on these two filtering methods. In addition to the feature weights from Pearson correlation selection and PCA selection in Table 3, the Pearson correlation matrix and PCA matrix are also provided in Appendices A and B.

- Pearson correlation; 8 attributes: T30, T50, Ne, Ps30, NRF, BPR, farB, and htBleed.
- Relief algorithm; 2 attributes: P15 and Nf_dmd.
- SVM selection; 11 attributes: T2, T24, P30, Nf, epr, phi, NRF, Nf_dmd, PCNfR_dmd, W31, and W32.
- PCA selection; 17 attributes: T2, T24, T30, T50, P2, P15, P30, Nf, Ne, epr, Ps30, phi, farB, htBleed, Nf_dmd, W31, and W32.
- Deviation selection; 11 attributes: T2, T24, T50, P2, P15, Ne, epr, Ps30, farB, PCNfR_dmd, and W32.

In reference to the wrapper methods, below are the sets of features selected from each method. It is important to note that for the wrapper methods, ANN validation with the modeling set-up, as mentioned in Section 3.2 was used. Figure 10 shows the validation process using ANN for evolutionary selection.

- Backward elimination; validate RMSE 46.429 from 19 attributes; T2, T30, P2, P15, P30, Nf, epr, Ps30, phi, NRF, NRF, BPR, farB, htBleed, Nf_dmd, PCNfR_dmd, W31, and W32.
- Evolutionary selection; validate RMSE 46.451 from 14 attributes; T2, T30, T50, P2, Nf, Ne, epr, Ps30, NRF, BPR, farB, htBleed, W31, and W32.
- Forward selection methods; validate RMSE 46.480 from 11 attributes; T2, T30, T50, P2, P15, Ps30, NRF, BPR, farB, htBleed, and Nf_dmd.

Unlike forward selection and backward elimination methods, which are both based on search algorithms [32], the setting of Evolutionary selection is based on genetic algorithms [40]. However, instead of using fitness function from genetic theory, the evolutionary selection method used ANN validation as fitness measurement. The parameters set-up in our evolutionary selection experiment are: population size = 10, maximum number of generation = 200, using tournament selection with 0.25 size, initial probability for attributes (features) to be switched = 0.5, crossover probability = 0.5 with uniform crossover, and mutation probability = \[ \frac{1}{\text{number of attributes}} \]

It is also important to note that, in this case, the brute force algorithm was not used. The brute force algorithm is the selection algorithm that can derive the best features set from the data. However, with limited computational capability, it cannot be used in real-time. Therefore, we did not include the Brute force algorithm in this experiment.
Table 3. Attribute values from different filter methods.

| Attribute     | Pearson Correlation | Relief Algorithm | SVM       | PCA       | Deviation |
|---------------|---------------------|------------------|-----------|-----------|-----------|
| farB          | -0.0648             | 807              | P15       | 2.5555    | epr       |
| Ps30          | -0.0426             | 395              | Nf_dmd    | 4.29878   | T2        |
| T50           | -0.0377             | 657              | farB      | -1.76803  | Nf_dmd    |
| BPR           | -0.0320             | 325              | T2        | -3.5083   | T24       |
| NRF           | -0.0308             | 729              | P2        | -1.41209  | T24       |
| htBleed       | -0.0254             | 014              | PCNR_d_md | -3.58802  | W31       |
| T30           | -0.0253             | 007              | phi       | -8.18363  | W32       |
| Ne            | -0.0133             | 643              | Nf        | -1.94057  | PCNR_d_md |
| T24           | -0.0063             | 673              | NRF       | -2.22812  | Nf_dmd    |
| P2            | -0.0031             | 016              | P30       | -3.43389  | P30       |
| P15           | -0.0028             | 634              | T24       | -3.2525   | phi       |
| T2            | -0.0023             | 212              | W31       | -6.1066   | Ne        |
| phi           | -0.0004             | 811              | W32       | -6.76249  | P15       |
| P30           | -0.0003             | 329              | epr       | -9.125    | P2        |
| epr           | 0.00138             | 47               | Ne        | -0.001753 | farB      |
| Nf            | 0.00267             | 42               | BPR       | -0.00324  | T30       |
| W32           | 0.0297              | 98               | Nf        | -0.003464 | htBleed   |
| Nf_dmd        | 0.00301             | 17               | Ps30      | -0.003645 | Nf_dmd    |
| W31           | 0.00305             | 17               | T50       | -0.000397 | T50       |
| NRF           | 0.00442             | 69               | T30       | -0.000425 | Ps30      |
| PCNR_d_md     | 0.00482             | 32               | htBleed   | -0.006134 | BPR       |

The values are rounded to the nearest tenth, and the deviation is given in the last column.
3.3.2. DNN Models and Results

Table 4 summarizes RMSE and prediction score results from all DNN models. The complete RUL best fit prediction curves for testing data of all feature selection methods are illustrated in Figure 11 for FD002 test data, and in Figure 12 for FD004 test data, respectively. The blue curves represent the actual RUL from the dataset, and the red lines/dots are the prediction points from our feature selection DNN models. For illustration purposes, Figures 13 and 14 include the prediction curve from one engine of each testing data FD002 and FD004 in order to demonstrate how DNN predicts RUL of one degradation cycle. Additionally, Table 5 includes all DNN models and all prediction error values measured from the DNN models using FD002 test dataset, i.e., absolute error, relative error, relative error lenient, relative error strict, normalized absolute error, root relative squared error, squared error, correlation, squared correlation, prediction average, spearman rho, and Kendall tau. The number of hidden nodes in the DNN layers was identified based on the best models fine-tuned from one-layer ANN models for each feature selection method. We used the same number of hidden nodes from the best ANN models to construct the DNN model layers. Note that we only presented the DNN models from feature selection methods that provided usable prediction results. Therefore, the results from Relief algorithms and SVM selection are not presented here.

Table 4. Best root mean square error (RMSE) and Prediction Score results of RUL prediction from all DNN models.

| Methods                        | RMSE FD002 | RMSE FD004 | Score FD002 | Score FD004 |
|--------------------------------|-------------|-------------|--------------|--------------|
| Original data                  | 45.439      | 45.302      | 645,121      | 427,968      |
| SVM Backward elimination       | 45.121      | 45.436      | 645,132      | 211,129      |
| SVM Deviation                  | 45.374      | 45.630      | 740,936      | 256,776      |
| SVM Evolutionary Selection     | 44.717      | 44.953      | 518,025      | 355,458      | **Best Overall** |
| SVM Forward selection          | 45.242      | 46.505      | 1,353,749    | 423,997      |
| SVM PCA                        | 45.368      | 45.108      | 1,450,397    | 406,872      |
| SVM Pearson correlation        | 45.272      | 46.216      | 502,579      | 338,400      |

Figure 10. Validation result using Evolutionary selection.
Due to the fluctuations in the prediction results from the DNN algorithm, we ran our experiments (training and testing) 100 times for each model. The result from Table 4 are the best prediction results. The fluctuations across 100 iterations for FD002 and FD004 are presented in Figure 15. In addition to the best prediction, we include the mean RMSE and error distributions from the 100 times testing as illustrated in Table 6 and Figure 16. These fluctuations in prediction errors are commonly found in most deep learning algorithms due to the random initial training weights assignment and the amplification effect from the optimizer function in deeper networks. The fluctuations in the prediction result can be more obvious when models are more complex and take a large number of input attributes. We will discuss more on this topic in Section 4.
Figure 11. (a–g) All RUL prediction curves for FD002.

Figure 12. (a–g) All RUL prediction curves for FD004.
Figure 13. (a–g) RUL prediction points for one engine of FD002 test data.
Figure 14. (a-g) RUL prediction points for one engine of FD004 test data.
Table 5. The best DNN Models for FD002 test data.

| Feature Selection Method | Model       | Output Weights | Errors                                      |
|--------------------------|-------------|----------------|---------------------------------------------|
|                          | Layer       | Unit           | Type            | root_mean_squared_error: 45.439 +/- 0.000 |
|                          |             |                |                 | absolute_error: 37.062 +/- 26.289          |
|                          |             |                |                 | relative_error: 285.29% +/- 1071.56%       |
|                          |             |                |                 | relative_error_lenient: 40.87% +/- 26.92%  |
|                          |             |                |                 | relative_error_strict: 290.30% +/- 1070.51%|
|                          |             |                |                 | normalized_absolute_error: 0.933           |
|                          | 1           | 21             | Input           | squared_error: 2064.669 +/- 2549.829       |
|                          | 2           | 12             | Rectifier       | correlation: 0.426                          |
|                          | 3           | 12             | Rectifier       | squared_correlation: 0.182                   |
|                          | 4           | 12             | Rectifier       | prediction_average: 68.095 +/- 47.177      |
|                          |             |                | 0.4 Dropout     | spearman_rho: 0.406                         |
|                          | 5           | 1              | Linear          | kendall_tau: 0.28                           |
| Original Attributes      | Layer       | Unit           | Type            | root_mean_squared_error: 45.121 +/- 0.000   |
|                          |             |                |                 | absolute_error: 36.707 +/- 26.240           |
|                          |             |                |                 | relative_error: 275.51% +/- 1043.67%       |
|                          |             |                |                 | relative_error_lenient: 40.75% +/- 26.64%   |
|                          |             |                |                 | relative_error_strict: 281.59% +/- 1042.46% |
|                          | 1           | 19             | Input           | normalized_absolute_error: 0.924            |
|                          | 2           | 11             | Rectifier       | root_relative_squared_error: 0.956          |
|                          | 3           | 11             | Rectifier       | squared_error: 2035.929 +/- 2509.247       |
|                          | 4           | 11             | Rectifier       | correlation: 0.417                          |
|                          |             |                | 0.4 Dropout     | squared_correlation: 0.174                   |
|                          | 5           | 1              | Linear          | prediction_average: 68.095 +/- 47.177      |
|                          |             |                |                 | spearman_rho: 0.399                         |
|                          |             |                |                 | kendall_tau: 0.278                          |
| Backward Elimination     | Layer       | Unit           | Type            | root_mean_squared_error: 45.374 +/- 0.000   |
|                          |             |                |                 | absolute_error: 37.420 +/- 25.662           |
|                          |             |                |                 | relative_error: 283.25% +/- 1026.67%       |
|                          |             |                |                 | relative_error_lenient: 41.82% +/- 26.69%   |
|                          |             |                |                 | relative_error_strict: 290.19% +/- 1025.24% |
|                          | 1           | 11             | Input           | normalized_absolute_error: 0.942            |
|                          | 2           | 7              | Rectifier       | root_relative_squared_error: 0.962          |
|                          | 3           | 7              | Rectifier       | squared_error: 2058.794 +/- 2489.328       |
|                          | 4           | 7              | Rectifier       | correlation: 0.383                          |
|                          |             |                | 0.4 Dropout     | squared_correlation: 0.147                   |
|                          | 5           | 1              | Linear          | prediction_average: 68.095 +/- 47.177      |
|                          |             |                |                 | spearman_rho: 0.375                         |
|                          |             |                |                 | kendall_tau: 0.261                          |
| Deviation Selection      | Layer       | Unit           | Type            | root_mean_squared_error: 44.717 +/- 0.000   |
|                          |             |                |                 | absolute_error: 36.402 +/- 25.971           |
|                          |             |                |                 | relative_error: 271.60% +/- 1022.51%       |
|                          |             |                |                 | relative_error_lenient: 40.89% +/- 26.50%   |
|                          |             |                |                 | relative_error_strict: 278.38% +/- 1021.18% |
|                          | 1           | 14             | Input           | normalized_absolute_error: 0.917            |
|                          | 2           | 9              | Rectifier       | root_relative_squared_error: 0.948          |
|                          | 3           | 9              | Rectifier       | squared_error: 1999.604 +/- 2499.212       |
|                          | 4           | 9              | Rectifier       | correlation: 0.415                          |
|                          |             |                | 0.4 Dropout     | squared_correlation: 0.172                   |
|                          | 5           | 1              | Linear          | prediction_average: 68.095 +/- 47.177      |
|                          |             |                |                 | spearman_rho: 0.401                         |
|                          |             |                |                 | kendall_tau: 0.280                          |
| Evolutionary Selection*  | Layer       | Unit           | Type            | root_mean_squared_error: 45.242 +/- 0.000   |
|                          |             |                |                 | absolute_error: 36.817 +/- 26.294           |
| Forward Selection        | Layer       | Unit           | Type            | root_mean_squared_error: 45.121 +/- 0.000   |
|                          |             |                |                 | absolute_error: 36.707 +/- 26.240           |
|                          |             |                |                 | relative_error: 275.51% +/- 1043.67%       |
|                          |             |                |                 | relative_error_lenient: 40.75% +/- 26.64%   |
|                          |             |                |                 | relative_error_strict: 281.59% +/- 1042.46% |
|                          | 1           | 21             | Input           | normalized_absolute_error: 0.924            |
|                          | 2           | 12             | Rectifier       | root_relative_squared_error: 0.956          |
|                          | 3           | 12             | Rectifier       | squared_error: 2035.929 +/- 2509.247       |
|                          | 4           | 12             | Rectifier       | correlation: 0.417                          |
|                          |             |                | 0.4 Dropout     | squared_correlation: 0.174                   |
|                          | 5           | 1              | Linear          | prediction_average: 68.095 +/- 47.177      |
|                          |             |                |                 | spearman_rho: 0.399                         |
|                          |             |                |                 | kendall_tau: 0.278                          |
Line 4: 1.583420
Line 5: 0.341112

| Layer | Unit   | Type          | root_mean_squared_error: 45.368 +/- 0.000
|-------|--------|---------------|---------------------------------------------
|       |        |               | absolute_error: 36.694 +/- 26.680          |
|       |        |               | relative_error: 264.95% +/- 1016.32%       |
|       |        |               | relative_error_lenient: 41.31% +/- 26.37%  |
|       |        |               | relative_error_strict: 275.07% +/- 1014.64%|
|       |        |               | normalized_absolute_error: 0.924           |
|       |        |               | root_relative_squared_error: 0.924         |
|       |        |               | squared_error: 2058.300 +/- 2623.562       |
|       |        |               | correlation: 0.390                          |
|       |        |               | squared_correlation: 0.152                  |
|       |        |               | prediction_average: 68.095 +/- 47.177      |
|       |        |               | spearman_rho: 0.382                         |
|       |        |               | kendall_tau: 0.266                         |

| Layer | Unit   | Type          | root_mean_squared_error: 45.272 +/- 0.000
|-------|--------|---------------|---------------------------------------------
|       |        |               | absolute_error: 37.002 +/- 28.164           |
|       |        |               | relative_error: 269.63% +/- 1010.61%        |
|       |        |               | relative_error_lenient: 41.23% +/- 26.36%   |
|       |        |               | relative_error_strict: 277.67% +/- 1009.11% |
|       |        |               | normalized_absolute_error: 0.932           |
|       |        |               | root_relative_squared_error: 0.960         |
|       |        |               | squared_error: 2049.533 +/- 2474.691       |
|       |        |               | correlation: 0.382                          |
|       |        |               | squared_correlation: 0.146                  |
|       |        |               | prediction_average: 68.095 +/- 47.177      |
|       |        |               | spearman_rho: 0.364                         |
|       |        |               | kendall_tau: 0.253                         |

*Note: Complete model layers for the Proposed Evolutionary Selection DNN model will be described in detail in Appendix C.*
Figure 16. (a–g) Prediction Error Distributions.

Table 6. Mean RMSE from all DNN models.

| Original Data | BW Elimination | Deviation | Evo Selection | FW Selection | PCA | Pearson |
|---------------|----------------|-----------|---------------|--------------|-----|---------|
| FD002         | FD004          | FD002     | FD004         | FD002        | FD004| FD002   |
| 48.396        | 50.541         | 47.907    | 50.331        | 48.160       | 50.081| FD002   |
| 47.452        | 50.576         | 48.434    | 49.073        | 49.737       | 49.203| 52.111  |

4. Discussion

As mentioned in the related works (Section 1.2), there have been a number of efforts in developing deep learning models for a C-MAPSS aircraft gas turbine engines dataset [12–20]. Currently, the deep learning model with the highest accuracy was proposed by Zhengmin Kong et al. [17]. Their deep learning architecture consists of CNN and LSTM-RNN combined layers and can achieve 16.13 RMSE, while our best Evolutionary DNN model can achieve 44.71 RMSE. This indicates that the performance of our DNN models is poorer than the modern hybrid deep learning models developed in the recent years.

However, to the best of our knowledge, no work has addressed the complexity of the models and the computational burden for model training. All hybrid deep neural network layers are generally overly complex and require exponentially more computational time and resources compared to our proposed Evolutionary DNN. All proposed models in recent years also took all features from the C-MAPSS dataset and disregard the features performance benchmark. Different from those models, our proposed approach applies the feature selection prior to the model training phase to help reduce the number of input attributes, and to improve the model complexity as a result. The reduction in complexity when using less input features is more evident for the high complexity hybrid deep neural network layers.

Additionally, as illustrated in Figures 15 and 16, prediction errors fluctuations can be noticed when training deep learning models. This effect has occurred not only in DNN but also in other types of network layers, such as LSTM-RNN, CNN, and other modern hybrid layers. Based on the results demonstrated in Table 4 and Figures 12–16, the key observations of such an effect are as follows:

1. Utilizing fewer features to train the model has shown to lower the error distribution range, compared to using more features. This is due to that the initial random weights assigned to the hidden nodes are smaller when using less feature in model training. In other words, the models are more robust and reliable when using less features. Same observation is also applied for the
fluctuation of the prediction errors, in that the prediction results are more stable when using less features in model training.

(2) In terms of model performance and accuracy, although using selected features does not always guarantee better results, the feature selection methods still help in terms of reducing a computational burden while offering better prediction performance. In our experiment, the Evolutionary selection can achieve both better performance and complexity reduction.

We emphasize that our current goal is not to improve on model performance compared against other existing works; rather, we aim to provide baseline results and demonstrate the significant effect of using feature selections on deep learning models, which have never been addressed before. We believe that the end results can be further improved when applying our feature selection results in the modern hybrid deep neural network architectures.

For our experimental results in general, as mentioned, the best accuracy based on the RMSE results in Table 4 were generated from the Evolutionary method. The complexity of the model has also been significantly improved using a reduced set of features, from 21 attributes to only 14 attributes.

When considering the complexity and computational time, the filter methods were less complex and faster to run because they do not require to train-and-test multiples of ANN model validation in the process. In this study, when performing the selection process, most of the filter methods required only 5–10 min while wrapper methods required 10 h to 10 days to complete.

It is also important to note that the curve fitting and pattern recognition have been vastly improved, as can be seen when comparing the RUL prediction curves in Figures 11 to 14. In greater detail, the DNN model from most of the selected features can reasonably capture the trend of both before and after aircraft gas turbine engines’ degradation intervals.

In summary, our Evolutionary DNN model architecture performs best as a simplified deep neural network data-driven model for C-MAPSS aircraft gas turbine engines data. The feature selection phase (as described in the modeling framework in Figure 4) must be included as a standard in the modeling framework for such a PHM dataset. This is one way to potentially improve the overall performance for RUL prediction for the prognostics of aircraft gas turbine engines data as well as other prognostic datasets.

5. Conclusions and Future Work

Even though we already included the deep neural network algorithms and proposed new DNN model architecture in this work, the features selected must still be tested with other new deep learning algorithms and methods. As demonstrated in the related works [12–20], their RNN, LSTM, and CNN have been proven to draw more accurate RUL prediction when compared to shallow DNN models. However, further improvements can be achieved by applying new algorithms to the selected features. One of the aspects that can improve such selected features is the reduction in the complexity of the model. Reducing input features when employing more complex deep learning algorithms can significantly reduce the model training time, possibly, from days to hours. This work aims to be a baseline for using selected features to generate a data-driven neural network model for the prognostic of aircraft gas turbine engines data. More complex deep learning algorithms; however, still need to be performed and tested for the effectiveness of such a feature selection technique. Additionally, it is also possible to use the dimensionality reduction technique such as, PCA, to transform the data from selected features to reduce dimensionality, which can possibly improve prediction accuracy and complexity. These are the key aspects that should be tested and experimented with in the future.

Lastly, we also believe that our studies will be a great benefit to aviation communities. We aim to raise the awareness and discussion on how each aircraft gas turbine engines feature can significantly help improve the overall life-span of the engines. Although, we only provided the insights based on data science perspective, we strongly believe that more study in aviation communities will be further investigated based on the results achieved in this work.
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### Appendix A

#### Table A1. Pearson Correlation Matrix.

| Attributes | T2  | T24 | T30 | T50 | P2  | P15 | P30 | Nf | Nc | epr | Ps30 | phi | NRF | NRe | BPR | farB | hBlfeedback | Nf_dmd | PCNIR_dmd | W31 | W32 | RUL |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|----|-----|------|-----|-----|-----|-----|-----|----------------|--------|------------|------|------|-----|
| T2         | 1.00 | 0.94 | 0.93 | 0.89 | 0.94 | 0.96 | 0.97 | 0.57 | 0.86 | 0.82 | 0.70 | 0.97 | 0.64 | 0.52 | -0.54 | 0.79 | 0.85 | 0.57 | 0.98 | 0.002 |
| T24        | 0.94 | 1.00 | 0.98 | 0.98 | 0.99 | 0.99 | 0.97 | 0.52 | 0.84 | 0.81 | 0.75 | 0.94 | 0.55 | 0.39 | -0.77 | 0.80 | 0.98 | 0.51 | 0.96 | -0.006 |
| T30        | 0.93 | 0.99 | 1.00 | 0.98 | 0.98 | 0.98 | 0.96 | 0.48 | 0.83 | 0.81 | 0.77 | 0.95 | 0.53 | 0.40 | -0.87 | 0.84 | 0.99 | 0.50 | 0.97 | -0.023 |
| T50        | 0.89 | 0.98 | 0.98 | 1.00 | 0.98 | 0.98 | 0.97 | 0.45 | 0.81 | 0.79 | 0.74 | 0.94 | 0.51 | 0.39 | -0.86 | 0.85 | 0.99 | 0.50 | 0.97 | -0.037 |
| P2         | 0.98 | 0.95 | 0.94 | 0.96 | 1.00 | 0.97 | 0.96 | 0.53 | 0.83 | 0.81 | 0.79 | 0.96 | 0.54 | 0.42 | -0.52 | 0.82 | 0.94 | 0.52 | 0.98 | -0.003 |
| P15        | 0.98 | 0.95 | 0.96 | 0.97 | 0.98 | 1.00 | 0.98 | 0.53 | 0.83 | 0.81 | 0.79 | 0.96 | 0.54 | 0.42 | -0.52 | 0.82 | 0.94 | 0.52 | 0.98 | -0.003 |
| P30        | 0.97 | 0.97 | 0.96 | 0.96 | 0.98 | 0.98 | 1.00 | 0.54 | 0.83 | 0.81 | 0.79 | 0.96 | 0.54 | 0.42 | -0.52 | 0.82 | 0.94 | 0.52 | 0.98 | -0.003 |
| Nf         | 0.57 | 0.82 | 0.85 | 0.88 | 0.86 | 0.88 | 0.86 | 1.00 | 0.89 | 0.88 | 0.86 | 0.88 | 0.86 | 0.86 | -0.97 | 0.59 | 0.90 | 0.80 | 0.92 | -0.001 |
| Nc         | 0.86 | 0.98 | 0.97 | 0.98 | 0.98 | 0.98 | 0.98 | 0.91 | 1.00 | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 | -0.88 | 0.79 | 0.91 | 0.80 | 0.92 | -0.013 |
| epr        | 0.83 | 0.96 | 0.96 | 0.96 | 0.97 | 0.97 | 0.96 | 0.86 | 0.92 | 1.00 | 0.99 | 0.99 | 0.99 | 0.99 | -0.85 | 0.91 | 0.99 | 0.99 | 0.99 | -0.013 |
| Ps30       | 0.76 | 0.89 | 0.96 | 0.97 | 0.96 | 0.96 | 0.96 | 0.82 | 0.89 | 0.92 | 1.00 | 0.92 | 0.92 | 0.92 | -0.85 | 0.73 | 0.93 | 0.92 | 0.92 | -0.013 |
| phi        | 0.97 | 0.90 | 0.93 | 0.97 | 0.93 | 0.93 | 1.00 | 0.68 | 0.92 | 0.91 | 0.86 | 1.00 | 0.80 | 0.90 | -0.66 | 0.86 | 0.93 | 0.90 | 0.90 | -0.013 |
| NRF        | 0.16 | 0.48 | 0.60 | 0.54 | 0.51 | 0.51 | 0.52 | 1.00 | 0.87 | 0.87 | 0.83 | 0.87 | 0.87 | 0.87 | -0.88 | 0.57 | 0.90 | 0.87 | 0.87 | -0.004 |
| NRe        | 0.35 | 0.62 | 0.75 | 0.71 | 0.72 | 0.72 | 0.73 | 0.92 | 1.00 | 0.92 | 0.88 | 0.92 | 0.92 | 0.92 | -0.95 | 0.54 | 0.92 | 0.92 | 0.92 | -0.030 |
| BPR        | -0.54 | -0.77 | -0.86 | -0.84 | -0.75 | -0.74 | -0.72 | -0.88 | -0.84 | -0.84 | -0.72 | 1.00 | 0.99 | 0.99 | 0.84 | 1.00 | 0.99 | 0.99 | 0.99 | -0.032 |
| Nf_dmd     | 0.57 | 0.82 | 0.85 | 0.84 | 0.52 | 0.52 | 0.52 | 0.73 | 0.73 | 0.73 | 0.73 | 1.00 | 0.99 | 0.99 | 0.84 | 1.00 | 0.99 | 0.99 | 0.99 | -0.032 |
| PCNIR_dmd  | 0.16 | 0.48 | 0.60 | 0.54 | 0.51 | 0.51 | 0.52 | 0.87 | 0.87 | 0.87 | 0.87 | 0.92 | 1.00 | 1.00 | 0.87 | 0.92 | 1.00 | 1.00 | 1.00 | -0.064 |
| W31        | 0.97 | 0.96 | 0.97 | 0.96 | 0.96 | 0.96 | 0.96 | 0.87 | 0.87 | 0.87 | 0.87 | 0.92 | 0.92 | 1.00 | 0.87 | 0.92 | 1.00 | 1.00 | 1.00 | -0.064 |
| W32        | 0.97 | 0.96 | 0.97 | 0.96 | 0.96 | 0.96 | 0.96 | 0.87 | 0.87 | 0.87 | 0.87 | 0.92 | 0.92 | 1.00 | 0.87 | 0.92 | 1.00 | 1.00 | 1.00 | -0.064 |
| RUL        | -0.02 | -0.06 | -0.02 | -0.03 | -0.02 | -0.02 | -0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | -0.003 |
### Appendix B

#### Table A2. Principle Components (PC) Matrix.

| Component | Standard Deviation | Proportion Of Variance | Cumulative Variance | T2 | T24 | T30 | T50 | P2 | P15 | P30 | P31 | Ps3 | phi | Nc | Eignvector | Comp | PCN/R_dmd | W3 1 | W3 2 |
|-----------|-------------------|------------------------|---------------------|----|----|----|----|----|----|----|----|----|----|----|-----|---------|------|----------|------|------|
| PC 1      | 4.1098            | 0.8043                 | 0.8043              | 0.21| 0.23| 0.24| 0.24| 0.20| 0.21| 0.22| 0.21| 0.24| 0.23| 0.22| 0.14   | 0.18 | 0.14   | 0.20 | 0.24 |
| PC 2      | 1.8911            | 0.1703                 | 0.9746              | 0.24| 0.07| -0.00| 0.03| 0.26| 0.22| 0.17| -0.20| 0.03| -0.17| 0.17| -0.40 | -0.33 | 0.23   | 0.12 | -0.02 |
| PC 3      | 0.6210            | 0.0184                 | 0.9930              | 0.21| 0.14| 0.20| 0.02| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00 |
| PC 4      | 0.2765            | 0.0036                 | 0.9966              | -0.01| -0.10| -0.11| 0.11| 0.11| 0.11| 0.15| -0.01| 0.00| 0.15| 0.05| -0.01 | -0.35  | -0.20  | -0.36 | 0.10  |
| PC 5      | 0.1898            | 0.0017                 | 0.9983              | 0.24| 0.12| 0.13| 0.23| -0.10| -0.10| -0.10| 0.10| 0.05| 0.24| 0.13| 0.23   | 0.06  | 0.00   | 0.37 | 0.23  |
| PC 6      | 0.1429            | 0.0011                 | 0.9993              | -0.01| -0.00| -0.12| 0.16| 0.16| 0.14| 0.14| -0.08| -0.50| 0.13| 0.13| 0.06   | 0.01  | 0.01   | 0.00 | 0.00  |
| PC 7      | 0.0912            | 0.0004                 | 0.9997              | 0.39| 0.23| 0.00| -0.30| -0.10| -0.10| 0.15| 0.23| 0.25| -0.50| 0.15| 0.04| 0.06   | -0.06 | 0.01   | -0.06| 0.15  |
| PC 8      | 0.0467            | 0.0001                 | 0.9999              | 0.26| 0.14| 0.03| 0.09| -0.00| -0.10| -0.12| 0.03| 0.37| 0.27| 0.12| -0.01 | -0.06 | 0.03   | -0.10| 0.10  |
| PC 9      | 0.0363            | 0.0001                 | 0.9999              | 0.03| -0.00| 0.00| 0.00| -0.00| -0.00| -0.00| -0.00| -0.00| -0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00  |
| PC 10     | 0.0328            | 0.0001                 | 0.9999              | 0.00| -0.00| 0.01| -0.07| -0.00| -0.02| 0.02| -0.00| 0.02| 0.00| 0.00| 0.04   | 0.04  | 0.00   | 0.00 | 0.00  |
| PC 11     | 0.0311            | 0.0000                 | 1.0000              | 0.10| 0.10| 0.02| 0.03| 0.04| 0.02| 0.10| 0.12| 0.22| 0.51| 0.10| 0.04   | 0.04  | 0.08   | 0.08 | 0.08  |
| PC 12     | 0.0138            | 0.0000                 | 1.0000              | -0.02| 0.02| 0.01| 0.01| 0.01| 0.01| -0.15| 0.06| 0.00| 0.00| 0.00| 0.04   | 0.02  | 0.00   | 0.00 | 0.00  |
| PC 13     | 0.0118            | 0.0000                 | 1.0000              | 0.04| 0.00| 0.00| 0.08| 0.00| 0.01| 0.01| 0.01| 0.01| 0.01| 0.01| 0.00   | 0.00  | 0.00   | 0.00 | 0.01  |
| PC 14     | 0.0101            | 0.0000                 | 1.0000              | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00  |
| PC 15     | 0.0071            | 0.0000                 | 1.0000              | 0.50| 0.07| 0.01| 0.02| 0.01| 0.01| 0.14| 0.14| 0.01| 0.02| 0.12| -0.00  | 0.00  | 0.00   | 0.00 | 0.00  |
| PC 16     | 0.0058            | 0.0000                 | 1.0000              | 0.05| -0.02| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00  |
| PC 17     | 0.0025            | 0.0000                 | 1.0000              | 0.02| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00  |
| PC 18     | 0.0011            | 0.0000                 | 1.0000              | -0.00| 0.00| 0.00| 0.00| 0.00| 0.00| -0.01| 0.00| 0.00| 0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00  |
| PC 19     | 0.0008            | 0.0000                 | 1.0000              | -0.02| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00   | 0.00  | 0.00   | 0.00 | 0.00  |

Note: The table presents the eigenvectors for each principle component (PC) along with their respective standard deviations and proportion of variance. The eigenvectors are represented by T2, T24, T30, T50, P2, P15, P30, P31, Ps3, phi, Nc, and Eignvector columns.
| PC 20 | 0.0004 | 0.0000 | 1.0000 | 0.32 | -0.00 | 0.00 | 0.00 | 0.44 | -0.04 | -0.00 | -0.04 | 0.00 | 0.01 | 0.00 | -0.00 | 0.38 | 0.00 | 0.00 | 0.00 | -0.00 | -0.00 | 0.00 | 0.00 | 0.00 | -0.30 | 0.2821 | 0.00 | 0.00 |
|-------|--------|--------|--------|------|-------|------|------|------|-------|-------|-------|------|------|------|-------|------|------|------|-------|-------|------|------|------|-------|-------|------|------|
| PC 21 | 0.0002 | 0.0000 | 1.0000 | 0.03 | -0.00 | 0.00 | 0.00 | 0.06 | -0.00 | -0.00 | -0.04 | 0.00 | 0.00 | 0.00 | -0.00 | 0.49 | 0.00 | 0.00 | 0.00 | -0.00 | -0.00 | 0.00 | 0.00 | 0.00 | -0.50 | 0.4860 | 0.00 | 0.00 |
Appendix C

![Table and Figure]

**Figure A1.** Final Proposed Evolutionary DNN Model description.
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