Abstract: This paper analyses the capabilities of different techniques to build a semantic representation of educational digital resources. Educational digital resources are modeled using the Learning Object Metadata (LOM) standard, and these semantic representations can be obtained from different LOM fields, like the title, description, among others, in order to extract the features/characteristics from the digital resources. The feature extraction methods used in this paper are the Best Matching 25 (BM25), the Latent Semantic Analysis (LSA), Doc2Vec, and the Latent Dirichlet allocation (LDA). The utilization of the features/descriptors generated by them are tested in three types of educational digital resources (scientific publications, learning objects, patents), a paraphrase corpus and two use cases: in an information retrieval context and in an educational recommendation system. For this analysis are used unsupervised metrics to determine the feature quality proposed by each one, which are two similarity functions and the entropy. In addition, the paper presents tests of the techniques for the classification of paraphrases. The experiments show that according to the type of content and metric, the performance of the feature extraction methods is very different; in some cases are better than the others, and in other cases is the inverse.
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1. Introduction

The growth of the internet in recent years and the emergence of multiple sources of information has led to the construction of new models for searching, retrieving and classifying information, through the application of specific techniques according to the domain of application. In the educational domain, the information available in digital media has significantly increased, due to the extended use of virtual learning environments (VLEs) in learning processes. Currently, students only need an internet connection and a device to be able to enter at any time and in any place into an academic platform, with digital content methodologically adapted to the teaching-learning processes. Academic digital resources have evolved through time as a consequence of three main factors: the need of updating academic subjects through time, the diversity of channels that students use to consume academic content, and the technical and pedagogical quality required to be included in VLEs. Digital resources are available in diverse repositories, such that extraction, classification, recommendation mechanisms are required to be used by a VLE [1]. For the location, development, classification, combination,
installation and maintenance of digital resources in the VLEs, it is necessary specialized tasks that use metadata.

Particularly, a challenging task is to build semantic representations of educational digital resources. This construction is required by several educational systems, for example, learning object recommendations systems, or educational information retrieval systems, both very important in the context of VLEs. These semantic representations can be defined by the features/characteristics of the digital resources \cite{2,3}. Particularly, it is possible to use some of the Learning Object Metadata (LOM) fields \cite{4}, like the title, descriptions, among others, like short texts to be used for the construction of the semantic representation.

This article analyzes the semantic representation of diverse approaches for feature extraction in the educational domain: a statistical technique (Best Matching 25 (BM25)), a method of vectorization of documents (Latent Semantic Analysis (LSA)), a neural network method (Doc2Vec), and a probabilistic method (Latent Dirichlet allocation (LDA)). They are tested on different types of educational digital resources (scientific publications, learning objects, patents), on a paraphrase corpus, and in two contexts of utilization of the features: an information retrieval system and an educational recommendation system. During the analysis of the datasets, unsupervised metrics are used to determine the feature quality proposed by each one. In the case of the paraphrase corpus, performance metrics of the classification problems are used.

The main contributions of this paper are: (a) the analysis of different methods for the feature extraction from educational contents; (b) the study of different types of educational digital resources; (c) the utilization of unsupervised metrics to determine the feature quality proposed by each one, (d) the analysis of two use cases: information retrieval and educational recommendation systems, and finally, (e) the study of the different techniques in the context of a classification problem: the classification of paraphrases. Particularly, the selection of the datasets, methods, metrics and use cases are due to:

- In the case of datasets, we have selected three typical types of educational digital resources that can be modeled using the LOM standards, and of which there are repositories from which they can be extracted to be used in a VLE (scientific publications, learning objects, patents).
- In the case of extraction methods, we have selected methods with different theoretical basis (deep learning, frequency, probabilities and vector analysis), in order to test the capabilities of each theory.
- The performance metrics used allow the self-evaluation of the quality of the results proposed for each method, without requiring a comparison with a reference group (like it is the case in a supervised context).
- Finally, the use cases studied are two cases very useful in the context of a VLE: the recommendation systems to bring educational digital resources, and the information retrieval systems to search personalized information.

The document is organized as follows: Section 2 will present related works to this research, with a comparison with our proposal. Section 3 briefly describes the strategies used in this paper for feature extraction. Section 4 presents three evaluation processes: the first one uses unsupervised metrics like similarity functions and entropy to establish the quality of each feature extraction method; the second one analyses a classification problem; and the third one analyses two use cases. Finally, some conclusions and future works are presented.

2. Related Works

2.1. Literature Review

Fano, Karlsgren and Nivre \cite{5} evaluate the performance of three different types of semantic vectors or word embeddings (random indexing, GloVe, and ELMo), for the identification of persons with eating disorders from the writings they published on a discussion forum. This paper used the Early
Risk Prediction on the Internet (eRISK) dataset, which was used in the Conference and Labs of the Evaluation Forum (CLEF) 2019. They did not observe an advantage with the utilization of ELMo, compared to the commonly used, like GloVe or the random indexing approach. Singh et al. [6] propose a vectorization approach based on word targets, to identify unifiable news articles. They define a framework for identifying news related to trending topics/hashtags. Then, they carry out a multi-document summarization of unifiable news based on the trending topics. Previously, they put the corpus of news related to each trending topic through a text clustering, in order to obtain smaller unifiable groups. They analyse the effectiveness of various text vectorization methods, such as the bag of word representations with tf-idf scores, word embedding, and document embedding, using the k-means algorithm, the Document Understanding Conferences (DUC) 2004 benchmark dataset, and the purity metric.

Peng et al. [7] obtained a document-topic vector representations by combining LDA and Topic2Vec, and then, they perform document representations based on the topic vectors and the document vectors obtained through a trained Doc2Vec. They use their approach for document classification tasks. In [8], they propose the Topic2Vec approach that can learn topic representations in the same semantic vector space of words. The experimental results show that Topic2Vec achieves interesting and meaningful results. Ritu et al. [9] discuss the performance of word2vec in Tensorflow, in Gensim (Python library for topic modelling, document indexing and similarity retrieval) and FastText model, on a Bangla dataset containing 5,21,391 words, and they evaluate their performance in terms of accuracy and efficiency. They determine that FastText- Skip Gram model produces the best results. The authors of [10] analyse the quality of biterm topic modeling (BTM) and the word embedding approaches in the Gensim library, in a set of suggestions about disaster risk reduction strategies, provided by residents in disaster-prone areas of the Philippines. A word intrusion test was conducted, and BTM gives a strong cohesion of the words with their topics. For word embedding, the word2vec results have a high cosine similarity, which implies strong relatedness of each word.

Kadhim presents a comparative study of two feature engineering techniques, BM25 and Term Frequency-Inverse Document Frequency (TF-IDF), to weight the terms on Twitter [11]. Its experiments show that TF-IDF has the best performance, according to the value of F1-measure. Yang et al. [12] explore different methods of document vectorization (LDA, LSA, word2Vec, and doc2Vec), and a measure (TF-IDF) used to determine document similarity. For every document, the similarity is calculated using vector similarity metrics, such as cosine and KL-divergence. The models are evaluated using a dataset labeled by an expert, or an accuracy based on the total number of correctly retrieved citations in Wikipedia articles. In [13], the authors present a comparison between Continuous bag of words, Skip gram, Glove (Global Vectors for word representation) and the Hellinger-PCA (Principal Component Analysis) embedding models. These models are tested using the size of training data, the relation of the context and the target words, the memory consumption, the classifier used, and the effect of changes in the dimensionality of the model.

In [14], they use a Doc2Vec model in a corpus constructed with 7000 Bengali sentences, to analyze its feasibility in the Bengali sentiment analysis. The corpus consists of two types of data differentiated by their polarity, i.e., positive and negative. Then, they use several machine learning algorithms for comparing the accuracy of the classification. In general, the Bi-Directional Long Short-Term Memory (BLSTM) obtains the best results. Imaduddin et al. [15] use hotel review data obtained from the Traveloka website, to carry out sentiment analysis. The authors compare the performance of the following word embedding techniques: Word2Vec Continuous Bag of Words (CBOW), Word2Vec skip-gram, Doc2Vec, and Glove. In their experiments, Glove method has the highest accuracy, and Word2Vec skip-gram model has the lowest accuracy. In the work [16], the authors propose an approach of sentiment analysis based on term extraction using various text embedding methods. They use versions of the long short-term memory (LSTM) artificial neural network, extended with the conditional random field (CRF). They analyze the influence on performance of extending the word vectorization step with character embedding. They test their approach on the SemEval dataset.
According to their results, the bi-directional LSTM, or LSTM extended with CRF layer, outperforms regular LSTM. In general, they determine that word embedding affects the detection performance.

Some works have proposed approaches for text classification. The authors of [17] have proposed a text representation matrix, combining Word2Vec and LDA. This combination of word meaning and semantic features, is used by the LSTM neural network for text classification. The results of the LSTM classification model are better than the traditional machine learning models. The paper [18] presents a comparison of different text classification techniques for an automated semantic annotation, based on K-Nearest Neighbors (KNN), Support Vector Machines (SVM), and Naive Bayes, using either full-text or only the title of documents. The performance of the classifications on three datasets, using only titles, reaches the best results of quality, compared to the performance when using the full-text. In [19], Wei et al. proposed a model for learning generic text embedding, which can be used to learn short text representations. The model consists of two convolutional neural networks: one for extracting the semantic representations of short texts, and the other for learning the classification of short texts. They assume that the approximation of the semantic representations of short text is Gaussian, in order to minimize the KL-divergence to map semantic representations into low-dimensional spaces with Gaussian distributions. They test their approach on a Chinese text classification dataset.

2.2. Comparison with Previous Works

Table 1 shows a comparison of our approach with previous works. The criteria of comparison are: (a) Do they consider different datasets? (b) Have they been tested for the generation of features? (c) Have they been tested as feature extraction methods? (d) Do they use non-supervised metrics to evaluate the performance? (e) Is the work in the context of digital educational contents?

According to the Table 1, our work, ref [12,18] use different datasets. However, our approach uses non-labeled datasets: patents, journals and learning resources. In addition, it is the only one that uses learning resources and patents, and only another one uses a scientific publication dataset in its analysis [6]. In regard to the used techniques, our work is interested in feature extraction methods to transform text documents into a list of features that can be easily used and understood, like BM25 and TF-IDF, and methods of document vectorization to create numerical features using statistical analysis, like LDA, LSA, and Doc2Vec. The only other work that considers a mix of these techniques is [12]. Finally, most of previous papers used supervised metrics in order to test the quality of the methods, in contrast with our work where a different approach is presented using several types of unsupervised metrics: one based on information theory (entropy) and the others based on document similarity. Only [6] considers unsupervised metrics, and there are several works that consider document similarity, but none information theory metrics. Furthermore, in the context of digital educational contents, there are not many works. In [17] is used the THUCNews dataset, which contains 740,000 news divided in 14 categories, one of them is education news. The other is [20], which studies the scientific article recommendation problem. Our paper considers different types of education digital documents (learning resources, scientific publications, and patents), and uses the LOM standard for representing them. In this context, our paper selects some of the fields of the LOM metadata standard for being analyzed by the feature extraction methods. Finally, our paper used the Microsoft Research Paraphrase Corpus dataset, in order to analyse the behaviour of the techniques in a domain different to the educational context, for classification.
Table 1. Comparison with previous works.

| Works | a | b | c | d | e |
|-------|---|---|---|---|---|
| [5]   | X |   |   |   |   |
| [6]   | X | X |   |   |   |
| [16]  | X |   |   |   |   |
| [17]  | X | X |   |   |   |
| [18]  | X | X |   |   |   |
| [19]  | X |   |   |   |   |
| [20]  | X | X |   |   |   |
| [7]   | X |   |   |   |   |
| [21]  | X |   |   |   |   |
| [11]  | X |   |   |   |   |
| [14]  | X |   |   |   |   |
| [12]  | X | X | X |   |   |
| [8]   | X |   |   |   |   |
| [13]  | X |   |   |   |   |
| [15]  | X |   |   |   |   |
| [9]   | X |   |   |   |   |
| Our Approach | X | X | X | X | X |

3. Feature Extraction Strategies

3.1. Based on Probabilities: LDA

Latent Dirichlet allocation (LDA) is a probabilistic model based on unsupervised learning, which supposes each document like a mix of topics, and each topic has a probability distribution over all words in the vocabulary [7,17]. The topic distribution reflects the overall semantic information of the text/document, expressed in the form of probability, which is the direct extraction of the deep features of the document.

LDA is based on the idea that each document contains several hidden topics, each of which contains a collection of words related to the topic [7,8]. LDA discovers the latent topics Z from a collection of documents D. For LDA, each document is a probability distribution over all words in the vocabulary. LDA model projects the documents in a topical embedding space, and generates a topic vector from a document, which can be used as the features of the document.

In this way, the LDA topic model defines two polynomial distributions [8]: the document-topic distribution ($\theta$), and the word-vocabulary distribution ($\phi$). The first represents the probability distribution of each topic in the document; and the other, the probability distribution of each word appearing in the topic. In addition, LDA model has three parameters [7,17]: $\alpha$ is the parameters of the Dirichlet distribution of the topic distribution in a document, $\beta$ is the parameters of the Dirichlet distribution of the word distribution in a topic, and $K$ represent the number of topics.

LDA requires a learning phase, in order to infer/discover $\theta$ and $\phi$ in documents, which can be used to predict any new document with a similar topic distribution. Methods as Gibbs’ Sampling is used to generate distributions, assuming a Dirichlet prior for the distribution of words and topics within the document [17]. Different representations can be built since the documents, varying the amount of topics to be considered.
3.2. Based on Vector Analysis: LSA

Latent Semantic Analysis (LSA) is a distributional semantic technique, which is an extension of TF-IDF, to analyze the semantic relationship between a set of documents by using the term-document matrix and the singular value decomposition (SVD) [21], which are applied to the TF-IDF matrix. LSA returns a term-document matrix where similar documents and similar words are placed closer [21]. The specific number of columns in the output matrix is equivalent to the document topics. LSA can analyse linguistic properties as synonymy and polysemic of words.

3.3. Based on Deep Learning: Doc2Vec

Doc2Vec is an extension of Word2Vec, and it is embedded in Word2Vec. Word2Vec builds a distributed semantic representation of words in the document, such that it is trained in the context of each word, in order to build a predictive model [21].

Doc2Vec learns a conceptual representation of a document from a corpus of documents. This model learns to connect documents and words [12]. Thus, Doc2Vec tags the documents and uses them for the training phase. During the training of the model, it learns paragraph and word vectors that are a semantic representation of the documents. The paragraph and word vectors are averaged or concatenated, in order to represent each document [15].

This method is very generic and can be used to generate embeddings from documents of any length. Doc2Vec is based on a deep neural network, while previous methods are based on a representation of information learned from terms and documents [12,15,21]. The trained model can predict behavior of new documents. Furthermore, this technique can be used to predict a word given the other words in a document.

3.4. Based on Term Frequency: BM25

BM25 function is a ranking function that ranks a group of documents depend on the keywords that appear in each document. The BM25 function obtains the score for each (word, document) pair, in order to rank documents [11]. This function is a family of scoring functions. Traditionally, it has been used by search engines to rank correspondence between documents and search queries. Thus, the BM25 function is an information retrieval formula function, which belongs to the BM family of retrieval models, and determines the weight of a term $t$ in a document $d$.

4. Evaluation

4.1. Experiments

This section presents experiments with the four techniques presented in Section 3, using three different types of contents: patents (PT), scientific publications (SP), learning objects (LO) and the Microsoft Research Paraphrase Corpus (MSRPC).

4.1.1. Experimental Protocol

Three datasets were used for testing and evaluating techniques presented in Section 3: one of patents (PT), another of scientific publications (SP) and the last one of learning objects (LO). They were obtained ad-hoc from online sources using different ways of acquisition.

PT was collected from the United States Patent and Trademark Office (http://patft.uspto.gov), using the query tool they have available online for obtaining full text from patents and scripts, for the automation of web requests and data acquisition.

SP was collected from the ScienceDirect repository (https://www.sciencedirect.com) making use of the API that Elsevier provides for researchers (https://dev.elsevier.com). Elsevier enables endpoints for different platforms like Scopus or ScienceDirect. In this last one, full text from publications can
be retrieved jointly with metadata information. A python script was used for the automation of the recollection of data.

LO was collected from Merlot repository (https://www.merlot.org/merlot). Merlot offers an API for querying metadata of learning objects, but most of the services are not for free. We were not provided with access to the API, neither for research purposes, so public available information of learning resources was collected using scrapping techniques with the selenium library in Python. In this investigation, we were only interested in descriptions, scrapping of public available data worked for us.

PT, SP, and LO datasets are composed of approximately 10,000 contents, the data used from these datasets is title, description and keywords (when available), as text input. Furthermore, MSRPC dataset has been used for evaluating paraphrase detection algorithms [22–30]. It consists of 5803 pairs of paraphrases extracted from web news pages, 4077 for training and 1726 for testing.

Each technique was trained independently with every type of content, in order to generate the features/descriptors for every single content. Then, these features/descriptors were evaluated using three metrics which are going to be explained later. Finally, the results and the comparisons are carried out.

The features are generated using the contents in the fields of the LOM standard like the title, the description, and have been filtered the texts in languages different than English.

A pre-processing step is used before entering the contents to the algorithms, the sequence is shown in Figure 1, and is as follows:

- **Concatenation**: Title, Description and Keywords (when available) of contents are concatenated in a single text line.
- **Tokenization**: Text data are separated into tokens using the word tokenizer from nltk (Python library).
- **Lower case**: Every token is converted to lower case, in order to recognize similar tokens like “Smith” and “smith” as only one.
- **Punctuation marks removal**: punctuation marks, such as “.”, “,”, “:”, “!”, etc., are removed from the text.
- **Stop words removal**: Words that are excessively frequent are removed from text, because it is known that they do not have significant information.
- **Lemmatization**: Tokens are converted to its lemma using the wordnet lemmatizer from nltk (Python library).

The resulting texts are analyzed by each technique. A Bayesian optimization meta-learning method is executed in a proper parameter space, to find out the optimal parameters for each technique.

**Figure 1. Text preprocessing.**

### 4.1.2. Metrics

In order to compare the four techniques, three metrics for unsupervised contexts have been used. The first one is based on entropy, and the other ones based on similarity measures.
Metric Based on Entropy

Entropy is a measure that quantifies the average rate at which information is generated by a stochastic source of data. This entropy is known as the Shannon entropy. The intuition behind it, is the idea of measuring how much surprise there is at an event. Those events that are rare are more surprising, and therefore, have more information than those events that are common. So, those events with low probability have more information than those with high probability. In the clustering context, entropy associated with each possible cluster is the negative logarithm of the probability mass function for the cluster, and is computed as:

\[ H = - \sum_i P_i \log P_i \]

For calculating this measure, we use k-means as clustering technique and the elbow method to determine the number of clusters. Thus, the Shannon entropy is computed for the clusters of the descriptors generated by each technique using k-means.

Metrics Based on Similarity Measures

A key concept behind document embeddings is their capacity to preserve semantic similarity in the descriptors’ space; this idea is exploited for developing similarity measures to compare techniques of extraction of descriptors/features from texts.

**Similarity between contents:** is measured in two ways: semantic similarity between contents’ text (similarity of texts), and similarity between contents’ features (similarity of features). Similarity of texts is calculated based on [31]:

\[ \text{sim}(T_1, T_2) = \frac{1}{2} \left( \frac{\sum_{w \in \{T_1\}} \text{maxSim}(w, T_2) \times idf(w)}{\sum_{w \in \{T_1\}} idf(w)} + \frac{\sum_{w \in \{T_2\}} \text{maxSim}(w, T_1) \times idf(w)}{\sum_{w \in \{T_2\}} idf(w)} \right) \]

where \( T_n \) is the \( n \)-th document, \( idf(w) \) is the inverse document frequency of word \( w \) and \( \text{maxSim}(w, T_n) \) is the maximum similitude between word \( w \) and any word in \( T_n \). The similitude between words is calculated using the Palmer similarity metric [32] with the WordNet taxonomy:

\[ \text{Sim}(w_i, w_j) = \frac{2 \times \text{depth}(\text{LCS})}{\text{depth}(w_i) + \text{depth}(w_j)} \]

where \( w_n \) is the representation of the \( n \)-th word in the WordNet taxonomy, and LCS is the least common subsumer of both representations of the words in the WordNet taxonomy.

Mandala et al. shows some inconveniences that WordNet has [33], which were evidenced during the experiments. Because of this, sometimes semantic similarity could not be computed, so this was replaced for the cosine similarity between representations of words [34].

The second similarity metric of contents is determined using cosine similarity between the features of contents extracted by each technique. It is computed using the next formula:

\[ \text{Cos}(A, B) = \frac{A \cdot B}{||A|| ||B||} = \frac{\sum_{i=1}^{n} A_i B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \sqrt{\sum_{i=1}^{n} B_i^2}} \]

Thus, here we propose two measures: 1. correlation between the semantic similarity of the contents and similarity of features, and 2. coherence of the feature space.
Correlation between measures: is based on the idea that if two contents are semantically similar, then their descriptors should be similar. In other words, their representations in the descriptor space should be close to each other.

This measure is calculated computing the correlation of the similarity of texts and the similarity of descriptors/features. The correlation used is the Pearson correlation coefficient.

Coherence: it is based on the idea that the dispersion in the descriptor space should be similar to the dispersion in the content space. So, it calculates a similarity measure to pairs of generated content descriptors and a text similarity measure to the corresponding pairs of contents, then both similarities are compared.

For this measure, semantic similarity and an adaptation of the cosine similarity were used for the contents and the descriptors, respectively. The adaptation of the cosine similarity is:

\[
\text{Cos}^*(A, B) = 1 + \frac{\text{Cos}(A, B) - 1}{2}
\]

Standard deviation is used as a dispersion measure for the comparison of similarities.

4.1.3. Results

The techniques defined in section III are compared using correlation, coherence and entropy; Table 2 show the metrics for patents, scientific publications, and learning objects, respectively.

In general, from correlation metric, we can say that there is not evidence of a relationship between the similarity of the contents and the similarity of descriptors. For this metric, LSA works better than the other techniques for all datasets.

All techniques have coherence up to 0.5. So, we can say that the dispersion in the descriptor space is similar to the dispersion in the content space. There is no technique that overcomes the others on every dataset, but LDA is the best among them, in all cases, have a coherence over 80%.

Finally, the entropy of Doc2Vec and LDA work well for all datasets, with values over 0.89 and 0.83, respectively. Thus, the generated descriptors are representative of the contents.

| Content Type     | Technique | Correlation | Coherence | Entropy |
|------------------|-----------|-------------|-----------|---------|
| Patents          | BM25      | 0.304       | 0.841     | 0.643   |
|                  | Doc2Vec   | 0.281       | 0.735     | 0.923   |
|                  | LDA       | 0.267       | 0.839     | 0.908   |
|                  | LSA       | 0.364       | 0.510     | 0.745   |
| Scientific Papers| BM25      | 0.121       | 0.630     | 0.404   |
|                  | Doc2Vec   | 0.526       | 0.459     | 0.894   |
|                  | LDA       | 0.186       | 0.816     | 0.838   |
|                  | LSA       | 0.428       | 0.891     | 0.807   |
| Learning Objects | BM25      | 0.261       | 0.534     | 0.337   |
|                  | Doc2Vec   | 0.121       | 0.580     | 0.901   |
|                  | LDA       | 0.305       | 0.878     | 0.865   |
|                  | LSA       | 0.356       | 0.518     | 0.501   |

In general, there is not a technique that dominates by type of content. Using entropy criterion, Doc2Vec is the best technique while BM25 is the worst. However, LSA has acceptable result in terms of the coherence criterion, but LDA has very good results for all datasets.
So, LDA and Doc2vec get the best results for descriptors generation while BM25 gets the worst (only in one case it gives the best results). On the other hand, LSA does not behave as well as LDA or Doc2vec, but has good results for all metrics and datasets.

Now, MSRPC dataset is used, which has a binary output (is paraphrase or not), so we use precision, recall, and f1-score to evaluate the methods. For determining if two texts are paraphrase or not, cosine similarity is used between descriptors of both texts, if similarity is greater than 0.7 they are considered a paraphrase. The time for training each technique using this dataset is shown in Table 3.

**Table 3.** Time for training by technique on MSRPC dataset in seconds.

| Technique | Time |
|-----------|------|
| BM25      | 7.814|
| LDA       | 16.374|
| LSA       | 11.625|
| Doc2Vec   | 143.085|

The Table 4 shows the evaluation metrics for the MSRPC dataset. Doc2Vec has the best results in terms of recall and f1-score, while has the worst for precision. For BM25, LDA and LSA, f1-score and recall values are very similar. F1-score is the harmonic mean of both precision and recall. Then, Doc2Vec, which reaches the best f1-score, works very well for MSRPC dataset.

**Table 4.** Microsoft Research Paraphrase Corpus results.

| Technique | Precision | Recall | f1_score |
|-----------|-----------|--------|----------|
| BM25      | 0.707     | 0.753  | 0.729    |
| LDA       | 0.728     | 0.730  | 0.729    |
| LSA       | 0.712     | 0.715  | 0.713    |
| Doc2Vec   | 0.671     | 0.966  | 0.792    |

**Table 5.** Microsoft Research Paraphrase Corpus best results from other works.

| Model                  | Precision | Recall | f1_score |
|------------------------|-----------|--------|----------|
| Wan et al. [22]        | 0.735     | 0.680  | 0.690    |
| Fernando and Stevenson [23] | 0.752 | 0.913  | 0.824    |
| Madnani et al. [24]    | -         | -      | 0.841    |
| Segura-Olivares et al. [25] | 0.684 | 0.979  | 0.806    |
| Calvo et al. [26]      | 0.686     | 0.980  | 0.806    |
| Kenter and De Rijke [27]| 0.781     | 0.906  | 0.839    |
| Lee and Cheah [28]     | -         | -      | 0.804    |
| Lee and Cheah [29]     | -         | -      | 0.818    |
| Lee and Cheah [30]     | 0.755     | 0.882  | 0.814    |

Table 5 shows reported metrics in literature for MSRPC dataset. In general, f1-score in these approaches reach values over 0.80, except for Wan et al. [22] that has the worst score. In our work, only Doc2Vec, with a f1-score of 0.792, can be compared with these results. So, Doc2Vec not only generate good features (entropy), but also works great for classification. As for the execution time, Doc2Vec has a huge execution time due to its learning phase.

The identification of paraphrases is a very relevant task for the purpose of this work, since it gives evidence of the amount of semantic similarity conserved when extracting descriptors from
texts using these techniques. Despite the main target with these techniques is not to find paraphrase, the results are not far from other works that particularly focuses on this task. Specially, doc2vec seem to be the winner technique from this challenge’s perspective, due to the high performance scores with this technique to identify almost all true paraphrases. Its disadvantages are that it consider many no-paraphrases as if they were, and it has a very large execution time.

4.1.4. Time Complexity

Wu et al. [35] define the time complexity for LSA as $O(N^2 \times k^3)$, where $N$ is the number of terms plus number of documents and $k$ is the number of factors. For BM25, the time complexity is $O(m \times \text{avgdl})$, where $m$ is the number of documents and $\text{avgdl}$ is the average document length. Time complexity for LDA is $O(m \times n^2)$ if $m > n$, and $O(n^3)$ otherwise, where $m$ is the number of documents and $n$ is the number of features. Seifi and Ekhveh [36] shows that doc2Vec time complexity is very similar to Word2Vec one, adding the number of paragraphs in the training set to the vocabulary size. Doc2vec time complexity is $e \times t \times (w \times n + n \times \log_2 (v + p))$ where $e$ is the number of training epochs, $t$ is the number of words in the training set, $w$ is the size of the input window, $n$ is the size of the hidden layer, $v$ is the size of the vocabulary of the training set, and $p$ is the number of paragraphs in the training set.

Comparing the time complexity of the four models, we can say that BM25 has the best time, but the worst results, followed by LSA. LDA and Doc2Vec, which have the best results, in occasions have very large execution times. Table 3 shows evidence of this.

4.2. Use Cases

In this section, we consider two use cases. Again, the optimal parameters by technique are determined using a meta-learning approach for each use case.

4.2.1. Information Retrieval

For information retrieval use case, we implement document ranking with 2 datasets: Cranfield collection and Microsoft Machine Reading Comprehension.

Cranfield Collection

The Cranfield collection dataset [37] is available and distributed by University of Glasgow (Cranfield collection. http://ir.dcs.gla.ac.uk/resources/test_collections/cran). This dataset contains 325 queries with relevant documents per query, for a total of 1400 documents. Relevance in this dataset is measured from 1 to 5, where 1 is the maximum relevance and 5 is the minimum. For convenience, we invert the relevance scale and limit it to just 4 levels, so that 4 is the maximum relevance and 1 represents 4 from the original scale. So, the performance of the techniques is measured in two ways:

Let $p_{ij}$ be the relevance points of the $j$-th document that was retrieved, and in fact, is relevant for the $i$-th query, $p^*_{ij}$ the relevance points of the $j$-th relevant document for the $i$-th query, and $q$ the number of queries.

The first metric is the mean of the sum of scores of retrieved documents that are relevant, divided by the total sum of relevance points of all relevant documents for the query, through all queries, calculated as follows:

$$\text{score\%} = \frac{\sum_{i=1}^{q} \sum_{j=1}^{g_i} |p^*_{ij}|}{\sum_{i=1}^{q} \sum_{j=1}^{n_i} |p_{ij}|}$$

where $g_i$ is the number of retrieved documents that are relevant for the $i$-th query, and $n_i$ is the number of documents relevant for the $i$-th query.
The second metric is the mean of the quantity of retrieved documents that are relevant for each query, calculated as follows:

\[
\text{count}\% = \frac{\sum_{i=1}^{q} \frac{\delta_i}{q}}
\]

We use all techniques to generate descriptors for document and query. The ranking was performed computing cosine similarity between features of documents and the specific query. Then, the predicted relevant documents are those ones that are over the 99th percentile of similarity, so only the most 14 (1% of 1400) similar document are predicted as relevant.

The results for this use case are shown in Table 6. BM25 gives the best values for the score and count metrics; however, the results of LSA are very close. For this experiment, the results are not good, they are inferior to 50%, even some techniques’ score goes below 2% (Doc2Vec case). In general, these techniques have problems in retrieving relevant documents for the queries, and only BM25 and LSA have regular results.

Table 6. Techniques performance comparison with Cranfield dataset.

| Technique | Score % | Count % |
|-----------|---------|---------|
| LSA       | 43.13   | 41.75   |
| BM25      | 44.65   | 43.44   |
| LDA       | 24.28   | 23.49   |
| Doc2Vec   | 1.35    | 1.35    |

Microsoft Machine Reading Comprehension

The Microsoft Machine Reading Comprehension [38] is a public large scale dataset for non-commercial uses that is available at MS Marco. This dataset contains more than 400 millions of pairs of queries, with relevant and non-relevant documents. In this case, we define two sets: the development and evaluation sets, and each one contains about 6900 queries with the top of 1000 most relevant documents per query. We use Mean Reciprocal Rank (MRR) as evaluation metric to be comparable with previous works [39–43]. A total of 100,000 documents are extracted from the total dataset for training the four techniques. Table 7 shows the training time for each technique.

Table 7. Time for training by technique on MS Marco dataset (100,000 training samples) in seconds.

| Technique | Time   |
|-----------|--------|
| BM25      | 28.227 |
| LDA       | 198.947|
| LSA       | 22.547 |
| Doc2Vec   | 143.085|

Table 8 gives evidence that these four techniques do not work well for document ranking comparing them with the state of the art (see Table 9). However, we compare them among themselves to give evidence of which technique is better. BM25 and Doc2Vec are the best technique for this task.
Table 8. Microsoft Machine Reading Comprehension results (MRR@10).

| Technique | Dev  | Eval  |
|-----------|------|-------|
| BM25      | 8.275| 3.183 |
| LDA       | 2.048| 0.4561|
| LSA       | 5.548| 3.022 |
| Doc2Vec   | 6.395| 6.453 |

Table 9. Microsoft Machine Reading Comprehension results (MRR@10) of other works.

| Technique                  | Dev  | Eval  |
|----------------------------|------|-------|
| Nogueira and Cho [39]      | 36.5 | 35.8  |
| Mitra et al. [40]          | 33.3 | -     |
| Rosset et al. [41]         | -    | 26.94 |
| Nogueira et al. [42]       | 39.0 | 37.9  |
| Padigela et al. [43]       | 35.87| 36.53 |

4.2.2. Recommendation System

In this use case, a collection of 2860 course descriptions was extracted from online virtual learning platforms. Specifically, these course descriptions were extracted from Coursera (https://www.coursera.org) making use of web scrapping tools for collecting public available data about courses. The scrapping was performed using the selenium library in Python.

We use four techniques to generate descriptors for each course description, then a similarity measure is computed between the descriptors generated for course descriptions and for contents. The outputs of every technique are compared by type of content.

Each technique runs at least 10 times, top 10 recommended documents for each execution is saved, and then, the average is calculated per document, appearing at least once in the outputs of the run. LSA and BM25 are really stables talking about results, almost every execution outputs were the same documents with the same similarity, in 10 executions only 12 different documents appeared. Doc2Vec is a little more variable than these two techniques, in 10 executions 14 different documents appeared. LDA is not stable, in 10 executions 79 different documents appeared. Tables 10–12 show the top 5 recommendations for one of the courses.

We observe that there are few documents in common for various techniques, like in patents the documents 11358 and 7093, in scientific publication 3389, and in learning objects 1515.

In addition, BM25 gives pretty good results because the similarity measure among the course contents and any type of educational content is enough good, with and stable list of recommendations. In the case of LDA, in some cases gives very good values (for example, 79.8% for patents), but with a frequency of occurrence of the recommendation not very good (in the same example, 6 times).
Table 10. Top 5 recommended patents for the first course by technique.

| Technique | Doc ID  | Ocurrences | Mean Sim % | Max Sim % |
|-----------|---------|------------|------------|-----------|
| BM25      | 5230    | 10         | 57.73      | 57.73     |
|           | 11358   | 10         | 53.87      | 53.87     |
|           | 2147    | 10         | 53.59      | 53.59     |
|           | 4222    | 10         | 53.08      | 53.08     |
|           | 7093    | 10         | 51.98      | 51.98     |
| LSA       | 9475    | 10         | 40.01      | 40.56     |
|           | 11358   | 10         | 38.88      | 39.36     |
|           | 509     | 10         | 38.1       | 38.56     |
|           | 10440   | 10         | 38.01      | 38.59     |
|           | 7093    | 10         | 36.74      | 37.64     |
| Doc2Vec   | 621     | 10         | 42.4       | 43.14     |
|           | 7093    | 10         | 41.3       | 42.06     |
|           | 11521   | 10         | 40.76      | 41.87     |
|           | 4491    | 10         | 40.67      | 41.18     |
|           | 11151   | 10         | 40.31      | 40.7      |
| LDA       | 2923    | 6          | 79.8       | 81.59     |
|           | 717     | 6          | 63.71      | 66.47     |
|           | 5286    | 5          | 66.67      | 69.94     |
|           | 6779    | 4          | 59.7       | 60.97     |
|           | 9146    | 3          | 74.02      | 74.83     |

Table 11. Top 5 recommended scientific publications for the first course by technique.

| Technique | Doc ID  | Ocurrences | Mean Sim % | Max Sim % |
|-----------|---------|------------|------------|-----------|
| BM25      | 6075    | 10         | 69.88      | 69.88     |
|           | 1289    | 10         | 66.04      | 66.04     |
|           | 4939    | 10         | 55.07      | 55.07     |
|           | 3389    | 10         | 38.77      | 38.77     |
|           | 2965    | 10         | 38.74      | 38.74     |
| LSA       | 3020    | 10         | 66.41      | 67.03     |
|           | 6072    | 10         | 65.43      | 66.0      |
|           | 7062    | 10         | 59.31      | 59.79     |
|           | 4916    | 10         | 59.06      | 59.89     |
|           | 5952    | 10         | 54.89      | 55.61     |
| Doc2Vec   | 6256    | 10         | 52.2       | 52.75     |
|           | 1043    | 10         | 50.57      | 51.05     |
|           | 6755    | 10         | 50.43      | 50.9      |
|           | 3389    | 10         | 50.03      | 50.51     |
|           | 949     | 10         | 48.11      | 48.77     |
| LDA       | 4939    | 6          | 62.14      | 66.19     |
|           | 6870    | 8          | 43.78      | 61.13     |
|           | 6594    | 4          | 42.15      | 46.63     |
|           | 4174    | 3          | 38.5       | 42.32     |
|           | 5306    | 2          | 57.47      | 63.87     |

Now, we analyse the quality of the recommendations for the set of courses. We consider the average of the occurrences and the average of the similarity value, using a similarity threshold by type of content. The similarity thresholds are 40%, 60% and 80%.
Table 12. Top 5 recommended learning objects for the first course by technique.

| Technique | Doc ID | Ocurrences | Mean Sim % | Max Sim % |
|-----------|--------|------------|------------|-----------|
| BM25      | 6075   | 10         | 69.88      | 69.88     |
|           | 1289   | 10         | 66.04      | 66.04     |
|           | 4939   | 10         | 55.07      | 55.07     |
|           | 3389   | 10         | 38.77      | 38.77     |
|           | 2965   | 10         | 38.74      | 38.74     |
| LSA       | 3020   | 10         | 66.41      | 67.03     |
|           | 6072   | 10         | 65.43      | 66.0      |
|           | 7062   | 10         | 59.31      | 59.79     |
|           | 4916   | 10         | 59.06      | 59.89     |
|           | 5952   | 10         | 54.89      | 55.61     |
| Doc2Vec   | 6256   | 10         | 52.2       | 52.75     |
|           | 1043   | 10         | 50.57      | 51.05     |
|           | 6755   | 10         | 50.43      | 50.9      |
|           | 3389   | 10         | 50.03      | 50.51     |
|           | 949    | 10         | 48.11      | 48.77     |
| LDA       | 4939   | 6          | 62.14      | 66.19     |
|           | 6870   | 8          | 43.78      | 61.13     |
|           | 6594   | 4          | 42.15      | 46.63     |
|           | 4174   | 3          | 38.5       | 42.32     |
|           | 5306   | 2          | 57.47      | 63.87     |

Table 13 shows the results for patents, where LDA gives a good recommendation (over 80%) and not-so-good recommendations (over 60%). The other techniques require a threshold of 40% to obtain recommendations, particularly, LSA and Doc2Vec have very low similarity values.

Table 13. Number of recommended Patents with different % of similarity by technique, for the courses.

| Technique | 80% | 60% | 40% |
|-----------|-----|-----|-----|
|           | count | mean % | count | mean % | count | mean % |
| BM25      | 0     | 0     | 0    | 0     | 10    | 51.94 |
| LSA       | 0     | 0     | 0    | 0     | 1     | 40.56 |
| Doc2Vec   | 0     | 0     | 0    | 0     | 7     | 41.39 |
| LDA       | 1     | 81.9  | 13   | 68.53 | 50    | 61.08 |

Table 14 shows the results of scientific publications. In this case, there is not a technique that gives recommendations with 80% of similarity. BM25, LDA, and LSA give good results with a threshold of 60%.

Table 14. Number of recommended Scientific Papers with different % of similarity by technique, for the courses.

| Technique | 80% | 60% | 40% |
|-----------|-----|-----|-----|
|           | count | mean % | count | mean % | count | mean % |
| BM25      | 0     | 0     | 2    | 67.96 | 3     | 63.66 |
| LSA       | 0     | 0     | 2    | 66.51 | 10    | 55.81 |
| Doc2Vec   | 0     | 0     | 0    | 0     | 12    | 49.14 |
| LDA       | 0     | 0     | 2    | 63.66 | 5     | 56.03 |
Finally, Table 15 shows the results for learning objects. Again, there is no one technique that gives recommendations with 80% of similarity. In this case, LDA gives the best results, followed by BM25.

Table 15. Number of recommended Learning objects with different % of similarity by technique, for the courses.

| Technique | 80% count | mean % | 60% count | mean % | 40% count | mean % |
|-----------|-----------|--------|-----------|--------|-----------|--------|
| BM25      | 0         | 0      | 1         | 60.41  | 10        | 49.39  |
| LSA       | 0         | 0      | 0         | 0      | 1         | 45.37  |
| Doc2Vec   | 0         | 0      | 0         | 0      | 7         | 42.26  |
| LDA       | 0         | 0      | 62        | 70.8   | 95        | 65.14  |

In general, LDA has the highest similarity measures between contents and courses. LSA and Doc2Vec perform poorly, particularly, in the case of patents and learning objects. On the other hand, BM25 recommends less contents, but normally they have a good similarity with the courses (superior than 50%).

4.3. Discussion of Results

The selected techniques do not preserve a similar behavior about the semantic similarity between the documents. Some techniques do not even have 20% of correlation with semantic similarity for some types of contents. There is a great opportunity for improvements in this field.

On the other hand, there is not a good technique for extracting descriptors from every kind of content. Each content type has a different best results’ technique according to the metric used: BM25 for patents and coherence, or LSA for learning objects and correlation, or LDA for learning objects and coherence, or Doc2Vec for patents and entropy. In general, there is not a conclusion about what technique is better, it depends on data and metric used.

Doc2Vec technique gives the best results for the entropy metric, while LSA gives the worst ones. In general, LSA is the fastest technique and has the best results in terms of correlation, despite its low values. Nevertheless, LSA has the worst results for the coherence and entropy metrics.

It is observed that LDA works better with high number of clusters. It is possible that the datasets contain a lot of topics because have contents from diverse areas of knowledge, and this is causing the big quantity of clusters for this method. Coherence score is one of the metrics generally used for evaluating topic models. As expected, LDA shows a high coherence score in all cases, this because of its nature as topic detection model. Furthermore, the entropy of this model is always high, this can be understood as that there are dominant topics, so the probability distribution of the topics is not uniform or the document descriptors contain high information.

BM25 is similar to LSA, the same dimensionality reduction step is used in this case; however, results are different. In general, its entropy values are very bad, and for the rest of metrics, the results are very irregulars.

Finally, Doc2Vec, in general, is not quite far from best results, and shows the best correlation for scientific publications that indicates a good degree of semantic similarity relation between descriptors of contents. In addition, it shows a surprisingly high entropy for any content type, which indicates that it generates discriminant descriptors. It is seen that this technique works better with little windows, low learning rate and a high quantity of iterations.

On the other hand, in the context of classification problems, for the classification of paraphrases, the performance of our methods follows the best results reported in the literature. BM25, LDA, and LSA have very similar f1-score and recall values. However, Doc2Vec has the best results with respect to f1-score, but with a large execution time.
In document retrieval use case, LSA and BM25 outperforms LDA and Doc2Vec, and just for a little BM25 is over LSA in this task. Doc2Vec shows poor results in this scenario, and in general, for the different techniques, the relevant contents are not useful. Normally, the performances of the techniques are bad for document ranking.

In the case of recommendation system, LDA has a high variance (it generates a lot of recommendations and not always the same), but generates more relevant documents. For BM25, the results are quite steady and good. LSA and Doc2Vec give unpleasant results.

In general, the techniques do not have a pattern of optimal parameters, which requires to be tuned for every type of content. Finally, the execution times of Doc2Vec and LDA are substantial, and must be improved.

5. Conclusions

In this paper, we have carried out an in-depth evaluation of different approaches of feature extraction in the educational domain. We used techniques based on different models (BM25, LSA, Doc2Vec and LDA), and executed several trials on datasets with different characteristics, some were educational datasets (scientific articles, learning objects and patents) and others like the Microsoft Research Paraphrase Corpus. Additionally, we have defined unsupervised metrics and two uses cases, in order to perform the comparisons.

According to the results, there is not a unique technique that dominates the others, because each one has a better behavior for each type of content, or according to each use case. Moreover, their results are different according to the metric used. The metric of entropy measures the quality of features detected by the techniques (if they are discriminants), the correlation determines if the characteristics of the content space are kept in the feature space. Finally, the coherence determines the quality of the feature space created. Each technique exploits better one of these aspects, according to their theoretical bases.

Regarding to the experimental results of this paper, Doc2Vec is the best in the context of the entropy metric, and LSA for the case of correlation metric. However, the values for this last metric are poor, future works must analyse how to improve these results. For the classification problems of paraphrases, the performance of our methods follows the best results reported in the literature. In the document retrieval use case, the results are not as expected. Nevertheless, LSA and BM25 are the most notable methods. In general, the four techniques do not work well for document ranking, comparing them with the state of the art. For recommendation system, BM25 gives the more stable and better results, which are not bad.

In general, it is possible to analyse the theoretical formulation of each technique for each context of application, in order to define specific improvement strategies. It will be studied in future works. Furthermore, a further work must analyze other extraction methods, like Word2Vec, or TF-IDF or Lambda (a fuzzy clustering algorithm [44,45]). Finally, another work must analyze the behavior of the methods in a real VLE, considering metrics that evaluate the impact of the recommendation or the information recovered in the learning process (student score, etc.).
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