Abstract—The channel estimation overhead of reconfigurable intelligent surface (RIS) assisted communication systems can be prohibitive. Prior works have demonstrated via simulations that grouping neighbouring RIS elements can help to reduce the pilot overhead and improve achievable rate. In this paper, we present an analytical study of RIS element grouping. We derive a tight closed-form upper bound for the achievable rate and then maximize it with respect to the group size. Our analysis reveals that more coarse-grained grouping is important when the channel coherence time is low (high mobility scenarios) or the transmit power is large. We also demonstrate that optimal grouping can yield significant performance improvements over simple ‘On-Off’ RIS element switching schemes that have been recently considered.
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I. INTRODUCTION

Reconfigurable intelligent surfaces (RIS) present a new antenna technology for 6G wireless systems [1]–[5]. RIS is an energy efficient solution that can improve the signal strength at a desired location by intelligently controlling the phase shifts of incoming electromagnetic waves [1]–[5].

Over the past couple of years, researchers have investigated the optimal design of the RIS phase shifts that maximizes some performance metric like achievable rate, signal-to-noise ratio (SNR) or outage probability [6]–[8]. These works have shown that RIS can provide significant performance improvement under the assumption of perfect channel state information (CSI). However, in practice, channel estimation for RIS is challenging since it consists of only passive elements without any RF chains and computing capability. Hence, all processing has to be done at the end nodes only. For standard least-squares (LS) based channel estimation schemes, this leads to a linear increase in the pilot overhead with the increasing number of RIS elements, which limits the achievable rate of the system [2]–[3].

Recently, the authors of [11], [14] have proposed an ‘On-Off’ based scheme where only an optimized number of RIS elements are switched on in order to reduce the pilot overhead.

The solution in [14] required the instantaneous CSI, whereas the authors of [11] derived an analytical expression for the optimal number of RIS elements to be switched on, depending only on the statistical CSI. In related works, a grouping strategy has been proposed by the authors of [12], [13] for reducing the pilot overhead, where the neighbouring RIS elements in a group share a common phase shift. In [12], [13], it was demonstrated via simulations that there exists an optimal group number that maximizes the achievable rate of the system.

In this paper, considering the grouping strategy of [12], [13], we analytically study the optimal group size that maximizes the achievable rate of the system. Specific contributions we make include:

1) We derive an analytical upper bound on the achievable rate, which is solely dependent on the statistical channel and system parameters. Our simulation results show that the upper bound is tight for practically feasible system parameters.

2) We find an approximate closed form expression for the optimal group size that maximizes the upper bound. The analytical expression can guide RIS system design based on the knowledge of statistical system parameters.

3) The analytical expression reveals that the optimal group size increases when the channel coherence time is low (high mobility scenarios) or the transmit power is large.

4) We evaluate the performance of the grouping strategy via numerical simulations. Our results reveal that the grouping strategy significantly outperforms the ‘On-Off’ strategy of [11], since the grouping strategy reflects more power by utilizing all elements within a group.

II. SYSTEM MODEL

A single antenna source (S) node is assumed to be communicating with a single-antenna destination (D) node assisted by an RIS having $K$ passive elements. In order to reduce the channel estimation overhead, a software grouping strategy is employed where the nearby $B$ elements are grouped together such that they introduce the same phase shift $[13]$. The effective number of RIS subgroups is given by $K' = \left\lfloor \frac{K}{B} \right\rfloor$, where $\lfloor x \rfloor$ truncates the fractional part of $x$.

A. Channel Estimation

We assume a Rayleigh fading environment such that the small-scale fading channels between S-RIS and D-RIS are denoted by $h = [h_1, h_2, \ldots, h_K]^T \in \mathbb{C}^K$ and $g = [g_1, g_2, \ldots, g_K]^T \in \mathbb{C}^K$ respectively, whose elements are independent and identically distributed (i.i.d) with $h_i \sim \ldots$
\( CN(0,1), g_i \sim CN(0,1) \). Moreover, the small-scale fading channel of the direct S-D link is denoted by \( h_d \in \mathbb{C} \) with \( h_d \sim CN(0,1) \). The cascaded S-RIS-D channel is represented as \( v = [v_1, v_2, \ldots, v_K] = h \otimes g \). During the channel estimation phase the direct and cascaded channels are estimated at the source node by transmitting pilot signals from the destination node. Assuming a time division duplex mode of operation with channel reciprocity, the estimated channels at the source node are then used for passive beamforming during data transmission.

The signal received at S during the channel estimation phase is\(^{(1)}\)

\[
y_m = \sqrt{p_t}(\sqrt{\beta_i}h_d + \sqrt{\beta_i}cT) x_m + n_m,
\]
\( m = 1 \) denotes the transmitted pilot signal from D, and \( y_m \in \mathbb{C} \) denotes the pilot signal received at S during the \( m \)th pilot transmission. \( p_t \) is the power of the pilot signal, \( n_m \sim CN(0,\sigma^2) \) is the additive noise at S, and \( \beta_d, \beta_i \) denote the large scale path loss coefficients of the direct and cascaded link respectively. Further, \( v' = [v'_1, \ldots, v'_K] \) is the equivalent cascaded channel arising from software grouping such that the \( i \)th element of \( v' \) is given by\(^{(2)}\),\(^{(3)}\)

\[
v'_i = \sum_{b=1}^{\beta} v_{b+i-1} B,
\]
where \( \phi_m = [e^{j\theta_{m,1}}, \ldots, e^{j\theta_{m,K}}]^T \in \mathbb{C}^{K} \) is the equivalent phase shift vector of the RIS corresponding to the \( K \) subgroups, where \( \theta_{m,b} \in [0,2\pi] \). In order to design the phase shift vector at the RIS for downlink transmission only the equivalent cascaded channel \( v' = [v'_1, \ldots, v'_K] \) is obtained from the linear model of\(^{(4)}\), with a DFT-based phase shift matrix for \( \phi_m, m = 1, \ldots, T_p \). The LS estimate exists when \( T_p \geq K' + 1 \)\(^{(5)}\),\(^{(6)}\). Note that for \( B > 1 \), the pilot overhead has been decreased from \( K + 1 \) (without grouping) to \( K' + 1 \) (with grouping) since \( K' = \left\lfloor \frac{K}{B} \right\rfloor \). Although, the number of degrees of freedom and correspondingly the passive beamforming gain reduces due to grouping, the reduction in pilot overhead balances it such that the overall rate improves.

### III. AVERAGE ACHIEVABLE RATE

Here we investigate the system’s average achievable rate by incorporating the pilot overhead. Since the pilot overhead for the LS channel estimator is \( T_p = K' + 1 \), the achievable rate is given by\(^{(7)}\)

\[
R = \left( 1 - \frac{K' + 1}{T_c} \right) \log_2 \left( 1 + \gamma |\sqrt{\beta_i}h_d + \sqrt{\beta_i}cT v'|^2 \right),
\]
where \( \gamma = P/\sigma^2 \) denotes the transmit SNR. We derive a closed-form upper bound expression for \( R \). Similar to\(^{(8)}\),\(^{(9)}\), we are using a bounding approach, since it is difficult to exactly compute \( R \) due to the complicated distribution of the residual angles (which appear due to imperfect CSI)\(^{(10)}\). Our simulation results show that the derived upper bound is close to the actual \( R \) for practically feasible system parameters.

#### Proposition 1

An upper bound on the achievable rate \( R \) is given by

\[
\hat{R} = \left( 1 - \frac{K' + 1}{T_c} \right) \log_2 \left( 1 + \gamma \left( \xi_1 K'^2 + \xi_2 K' + \beta_d \right) \right),
\]
where \( \xi_1 = \beta_i z^2 \), \( \xi_2 = \beta_i (B - z^2) + \sqrt{\pi} \beta_d \beta z \), and \( z = \frac{\sqrt{\pi} \Gamma \left( B + \frac{1}{2} \right) }{2 \Gamma(B)} \).

#### Proof

We apply two successive upper bounding steps. First, we apply Jensen’s inequality in\(^{(11)}\) to obtain

\[
R \leq \left( 1 - \frac{K' + 1}{T_c} \right) \log_2 \left( 1 + \gamma \mathbb{E} \left[ |\sqrt{\beta_i}h_d + \sqrt{\beta_i}cT v'|^2 \right] \right).
\]

Next, we replace \( \hat{\phi} \) with \( \phi \) to further upper bound \( R \). Using\(^{(12)}\), \( \mathbb{E} [\cdot] \) inside the logarithm of\(^{(13)}\) is given by

\[
\beta_i \mathbb{E} [h_d^2] + \beta_i \mathbb{E} \left[ \sum_{i=1}^{K'} |v'_i|^2 \right] + 2 \sqrt{\beta_i} \mathbb{E} \left[ \left( \sum_{i=1}^{K'} |v'_i|^2 \right)^2 \right] \geq \mathbb{E} \left[ \sum_{i=1}^{K'} |v'_i|^2 \right].
\]

It follows trivially that \( z_1 = 1 \), whereas \( z_2 \) is given by

\[
z_2 = \sum_{i=1}^{K'} \mathbb{E} [v'_i |^2] + \sum_{i=1}^{K'} \mathbb{E} [v'_i |^2] \left( \sum_{j=1}^{K'} \mathbb{E} [v'_j |^2] \right),
\]
where

\[
z_4 = \mathbb{E} [v'_i |^2] \text{ and } z_5 = \mathbb{E} [v'_i].
\]
Since \( v_i' \) are i.i.d. we can evaluate \( z_4, z_5 \) by choosing \( i = 1 \).

Using (2) in (12) we obtain

\[
z_4 = \mathbb{E} \left[ \sum_{b=1}^{B} v_b \right] = \mathbb{E} \left[ \left( \sum_{b=1}^{B} v_b \right) \left( \sum_{b'=1}^{B} v_{b'} \right) \right]
= \mathbb{E} \left[ \sum_{b=1}^{B} v_b^2 + \sum_{b=1}^{B} v_{b} v_{b'} \right] = B ,
\]

where we have used \( \mathbb{E} \left[ |v_b|^2 \right] = \mathbb{E} \left[ |h_b|^2 |g_b|^2 \right] = 1, \mathbb{E} \left[ v_b \right] = \mathbb{E} \left[ h_b \right] \mathbb{E} \left[ g_b \right] = 0, \) and the independence of \( v_b, \forall b = 1, \ldots, B \). Similarly, \( z_5 \) can be expressed as

\[
z_5 = \mathbb{E} \left[ \sum_{b=1}^{B} v_b \right] .
\]

We use a conditioning and averaging approach to evaluate \( z_5 \). Since \( v_b = h_b g_b \), for a given \( g_b \) the distribution of \( v_b \) is given by \( v_b | g_b \sim \mathcal{CN} \left( 0, |g_b|^2 \right) \). Denote \( \delta = \sum_{b=1}^{B} v_b \), then the conditional distribution of \( \delta \) is given by

\[
d \mid g_1, \ldots, g_B \sim \mathcal{CN} \left( 0, \sum_{b=1}^{B} |g_b|^2 \right) .
\]

For a complex Gaussian random variable \( x \sim \mathcal{CN}(0, \sigma^2) \), we have \( \mathbb{E} \left[ |x| \right] = \sqrt{\pi} \sigma \) \[^{18}\]. Therefore, the conditional mean of \( \delta \) is given by

\[
\mathbb{E} \left[ |\delta| \mid g_1, \ldots, g_B \right] = \frac{\sqrt{\pi}}{2} \sqrt{\sum_{b=1}^{B} |g_b|^2} .
\]

Using the law of total expectation, \( z_5 \) can be expressed as

\[
z_5 = \mathbb{E} \left[ \sum_{b=1}^{B} g_b \right] \left[ \frac{\sqrt{\pi}}{2} \sqrt{\sum_{b=1}^{B} |g_b|^2} \right] .
\]

Denoting \( \alpha = \sum_{b=1}^{B} |g_b|^2 \), and using properties of the Rayleigh distribution, it is easy to verify that \( \alpha \) follows a Gamma distribution with shape parameter \( B \) and scale parameter 1. Thus, \( \mathbb{E} \left[ \sqrt{\alpha} \right] \) can be evaluated as

\[
\mathbb{E} \left[ \sqrt{\alpha} \right] = \int_{0}^{\infty} \sqrt{\alpha} f(\alpha) d\alpha = \int_{0}^{\infty} \sqrt{\alpha} \frac{\alpha^{B-1} e^{-\alpha}}{\Gamma(B)} d\alpha = \frac{\Gamma \left( B + \frac{1}{2} \right)}{\Gamma(B)} ,
\]

where the last equality follows from the definition of the Gamma function. Hence, \( z_5 \) is obtained by using (18) in (17). Finally, using (13), (11) and \( z_3 = 0.5 \sqrt{\pi} K' z_5 \) in (10), the upper bound on the achievable rate is given by (7).

**IV. OPTIMAL RIS GROUPING**

In this section, we find the optimal group size \( B \) that maximizes the achievable rate by utilizing the result from Proposition 1. We want to solve the following optimization problem

\[
B^* = \arg \max_{1 \leq B \leq K} \bar{R}(B) \tag{19}
\]

with \( \bar{R}(B) \) given by

\[
\bar{R}(B) = \left( 1 - \frac{K}{B} + 1 \right) \log_2 \left( 1 + \gamma \left( \frac{K}{B} \right)^2 + \frac{K}{B} + \beta \right) .
\]

Since \( B \) can take only positive integer values, the optimal \( B^* \) in (19) can be found by using a brute force search over the feasible set \( B \in \{1, \ldots, K\} \). However, in order to clearly reveal the effect of different system parameters on the optimal group size, we find an approximate solution of (19) under practically feasible assumptions.

We first find a power function approximation for \( z \) given by (8) in order to find an analytical solution for \( B^* \). Since \( z \) is a ratio of two gamma functions with integer values of \( B \), by simple inspection we find that \( z \) is a sub-linear function in \( B \). Therefore, we fit a power function of the form \( z \propto B^\eta \) with \( 0 < \eta < 1 \). Moreover, this power function approximation simplifies the analysis for \( B^* \). By simple curve fitting we find that \( z \) can be approximated as \( z \approx 0.8759 \sqrt{B} \). Due to the complicated expression of \( \bar{R}(B) \) in (20), an approximate closed form solution for \( B^* \) can only be found when both the transmit SNR and number of RIS elements are large.

**Proposition 2:** For large transmit SNR \( \gamma \) and large number of RIS elements \( K \), the optimal group size \( B^* \) can be approximated as

\[
B^* = \left[ \frac{K}{T_c - 1} \log \left( \epsilon \gamma (T_c - 1) K + \frac{1}{2} \right) \right] ,
\]

where \( \epsilon = 2.0850 \), and \( W(x) \) is the Lambert’s W-function.

**Proof:** As \( \gamma \rightarrow \infty \), \( \log_2 (1 + \psi \gamma) = \log_2 (\psi \gamma) + o(1) \), for some constant \( \psi \). Hence, using \( z \approx 0.8759 \sqrt{B} \) in (20), we obtain

\[
\bar{R}_I(B) = \left( 1 - 1 + \frac{K}{T_c} \right) \log_2 \left( 1 + c \gamma \left( \frac{K^2}{B} \right) \right) + o(1) ,
\]

where \( c = 0.7671 \). Setting \( \bar{R}_I(B) = 0 \), we obtain

\[
\tau - K \ln B = B(T_c - 1) ,
\]

where \( \tau = K \ln (c \gamma K^2 \epsilon) \), and \( \epsilon \) denotes Euler’s number. Denoting \( t = \frac{T_c - 1}{K} \), and after some simple algebra, (23) can be simplified as

\[
t e^t = \frac{T_c - 1}{K} ,
\]

where \( t = W \left( \epsilon c \gamma (T_c - 1) K \right) \). (25)

The solution for \( t \) in (25) can be obtained by using Lambert’s W-function as (19).

\[
t = \frac{T_c - 1}{K} .
\]

After some simple algebra and under the constraint of \( B \) taking only integer values, \( B^* \) is given by (21).

The result of Proposition 2 can be used to understand the effect of important system parameters on the optimal group size \( B^* \). The two important system parameters which affect the group size are the data transmit power \( P \) and channel coherence time \( T_c \). First, we study the effect of \( P \). We note that \( W(x) \) is a monotonically increasing function of \( x \) for \( x > 0 \) (19). Since \( \zeta, \gamma, K > 0 \) and \( T_c > 1 \), the argument of \( W(\cdot) \)

\[^{1}\text{A function } f(x) \text{ is sub-linear if } \lim_{x \to \infty} \frac{f(x)}{x} = 0.\]
in (21) is positive, therefore as $P$ (and correspondingly $\gamma$) increases, $B^*$ also increases. This phenomenon can also be intuitively understood from the objective function in (20). It can be observed that at higher $\gamma$, the second term in (20) increases logarithmically with decreasing $B$, whereas the effect of higher $B$ is more pronounced in the pre-log factor. Hence, it is beneficial to reduce the pilot overhead by having a smaller $K'$ (equivalently a higher $B^*$).

Further, to understand the effect of the coherence time $T_c$ on $B^*$, we use the identity $W(\zeta) = e^{-W(\zeta)}$. Using this, (21) can be equivalently written as

$$B^* = \left[ \zeta K' e^{-W[\zeta K(T_c-1)]} + \frac{1}{2} \right].$$

(26)

As before, the argument of $W(\cdot)$ in (26) is positive and increases with $T_c$. However, $e^{-x}$ is a monotonically decreasing function, hence $B^*$ decreases with increasing $T_c$. This can also be intuitively understood from the objective function in (20), since for large $T_c$, the effect of the pre-log factor is reduced and it is desirable to increase the beamforming gain inside the log term by increasing the number of subgroups $K'$ (which corresponds to a smaller group size $B^*$).

V. SIMULATION RESULTS

We consider a simulation scenario similar to [7], where the source node S and the RIS are located on a horizontal line with the distance between them being $d_S = 51$ m. The destination node D is located near the RIS at a vertical distance $d_v = 48$ m. First, we check the accuracy of the upper bound of the achievable rate derived in (7). Fig. 1 shows the plot of the achievable rate as a function of (a) group size $B$, and (b) number of subgroups $K'$. The plots compare the upper bound from (7) and the actual achievable rate obtained from Monte-Carlo simulation of (6) with LS channel estimation. We observe that the upper bound is accurate, and the approximate location of $B^*$ (that maximizes the achievable rate) is the same for the simulated curve and the closed-form upper bound. Thus, the upper bound can be used to find the optimal group size $B^*$. From Fig. 1(a) we observe that grouping of elements with $B > 1$ leads to a better performance as compared to no grouping ($B = 1$), since the channel estimation overhead $T_p = \left\lceil \frac{K'}{B} \right\rceil + 1$ is reduced for $B > 1$. For comparison, we also show the achievable rate of the ‘On-Off’ scheme of [11] in Fig. 1(b) where only $K'$ elements are turned on and the rest of the elements have reflection coefficient equal to zero. Note that the grouping scheme of this paper with $K'$ subgroups, and the ‘On-Off’ scheme of [11] with only $K'$ elements switched on have the same pilot overhead, however the performance of the grouping method is better than the ‘On-Off’ scheme. The reason is that for the grouping scheme all the elements in a group reflect the incoming signal (albeit with the same phase shift), whereas for the ‘On-Off’ scheme only one element of that group reflects the incoming signal. Therefore, the grouping scheme reflects more power which leads to its enhanced performance.

Next, we check the accuracy of Proposition 2 and study the effects of varying $P$ and $T_c$ on the optimal group size $B^*$. Fig. 2(a) plots the optimal group size $B^*$ and Fig. 2(b) plots the corresponding $R$, both as a function transmit power $P$. The plots show that the $B^*$ obtained from the analytical formula in Proposition 2 matches fairly closely with that obtained via a brute-force search, albeit with a small gap since $B^*$ can take only positive integer values. However, the resulting difference in $\bar{R}(B^*)$ is negligible, as evident from Fig. 2(b). The plots in Fig. 2(a) also show that $B^*$ monotonically increases with $P$, which is consistent with the mathematical analysis presented in the previous section. Next we plot the optimal group size $B^*$ and the corresponding $\bar{R}$ as a function of $T_c$ in Fig. 3. As before, although there is some gap between the closed form solution from Proposition 2 and the optimum $B^*$, the corresponding $\bar{R}$ are almost the same. The optimal $B^*$ monotonically decreases with $T_c$, which is consistent with the mathematical analysis in the previous section.

The results of this paper can guide RIS system design by providing a rough estimate of the number of RIS elements to be grouped together. For a typical outdoor scenario in the sub 6 GHz 5G band, $T_c \approx 500$ [20], which corresponds to a group size of $B^* \approx 8$ or $K' \approx 45$ subgroups from Fig. 3(a). For the same $T_c$, analysis of the ‘On-Off’ scheme in [11] would
Future extensions of this work could incorporate the effect of correlations between closely packed RIS elements on the optimal group size, and investigate hardware grouping strategies where the nearby elements are physically connected.
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