A Bayesian Nonlinear Reduced Order Modeling Using Variational AutoEncoders
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Abstract: This paper presents a new nonlinear projection based model reduction using convolutional Variational AutoEncoders (VAEs). This framework is applied on transient incompressible flows. The accuracy is obtained thanks to the expression of the velocity and pressure fields in a nonlinear manifold maximising the likelihood on pre-computed data in the offline stage. A confidence interval is obtained for each time instant thanks to the definition of the reduced dynamic coefficients as independent random variables for which the posterior probability given the offline data is known. The parameters of the nonlinear manifold are optimized as the ones of the decoder layers of an autoencoder. The parameters of the conditional posterior probability of the reduced coefficients are the ones of the encoder layers of the same autoencoder. The optimization of both sets of the encoder and the decoder parameters is obtained thanks to the application of a variational Bayesian method, leading to variational autoencoders. This Reduced Order Model (ROM) is not a regression model over the offline pre-computed data. The numerical resolution of the ROM is based on the Chorin projection method. We apply this new nonlinear projection-based Reduced Order Modeling (ROM) for a 2D Karman Vortex street flow and a 3D incompressible and unsteady flow in an aeronautical injection system.
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1. Introduction

Incompressible and transient flows in aeronautics are solved when considering optimal control and parts design. This problem usually needs computational cost reduction in order to perform the optimization with a reasonable computation cost, i.e., with both controlled return time and computational hardware. Hence, we need to construct a reduced model of an unsteady simulation in fluid dynamics. Model reduction is a large scientific field where various approaches have been proposed. We can classify these approaches into two main classes: the physics-based or physics-informed model reduction and the black-box model reduction. In the first class, the equations of physics are used either to solve the reduced model [1–3] or to train a machine learning model with a physics-informed cost function which is often given by the residual of the partial differential Equations [4–6]. In the second class, the equations of physics are ignored, and a mapping between the inputs and the outputs is learned thanks to linear or nonlinear regression approaches [7–9].

In this paper, we are interested in physics-based model reduction. More particularly, we are interested in being capable of reproducing accurately and efficiently transient and incompressible flows. Many research papers in this class of reduction techniques have tried to find a solution to this problem. The answer is far from being completely known, and this field is still an active area of research. POD applied to a transient turbulent flow as a data compression technique [10,11] has proved to be an important tool to reproduce the
coherent structures of the flow i.e., the ones which are responsible for the production of the turbulent kinetic energy. In general, a reduced number of POD modes may represent most of the large scales’ turbulent kinetic energy. This linear data compression approach was then widely used to perform a Galerkin projection of the unsteady Navier–Stokes equations upon the reduced vector space spanned by a reduced number of POD modes. However, when injecting the POD modes in the momentum conservation equations, a stability issue may rise even if the POD modes contain the velocity coherent structures and are capable of compressing the unsteady fields well. This stability issue is often remarked for unsteady and turbulent flows, for which the small vortices are required in order to dissipate the large scales kinetic energy and to assure energy conservation; see [12] where a POD basis is obtained with respect to eigenvectors associated with the $H^1$-temporal correlations matrix [13], where an artificial viscosity is considered within the reduced order model [14], where an enrichment of the classical POD space is obtained with the velocity modes associated with the $H^1_0$-temporal correlations matrix and [15], where a reduced order model inspired from the variational multiscale approach is developed. Theoretical studies of a priori error estimates [16] associated with the POD-Galerkin ROM applied to the incompressible and unsteady Navier–Stokes showed that this error is upper bounded and controlled by the remainder of the POD eigenvalues sum if the coercivity constant is larger than the norm of the semi-discretized convective term in the Hilbert space of the squared integrable functions over an open and bounded set. Otherwise, the a priori upper bound of the POD-Galerkin ROM error is expressed as the remainder of the POD eigenvalues sum multiplied by the exponential of the current time instant. In [14], a solution to this problem was addressed by modelling the gradient of the fluctuating velocity field within the reduced order space. A new linear approximation space accounting for the dominant nonlinear behavior was proposed in order to reduce the norm of the semi-discretized convective term.

This stability issue was also formulated in the paper of Grimberg et al. [17] as related to convection dominated problems in general, which might include laminar and turbulent flows. The main argument is the fact that, for these problems, the tangent operators are not symmetric positive definite; therefore, the hypothesis of the orthogonality of the residual of the equations or its Jacobian with respect to the linear POD reduced order space, as it is stated in the Galerkin approach, is no longer valid. This can be seen easily by looking closely into the Newton–Raphson method. A Least Square Petrov–Galerkin (LSPG) approach is proposed instead. Many other authors in the literature also mentioned stability problems in the POD-Galerkin applied to the incompressible Navier–Stokes equations. They related this stability to the modeling of the pressure term in the Galerkin formulation, which is often omitted from this latter by considering the poor effect of the pressure field on the outlet boundary on the velocity field. It has been shown in Noack et al. [18] that, for 2D cases, the surface integral term containing the pressure field has an important impact on the POD-Galerkin ROM result. In Rozza et al. [19], where the impact of the pressure field was also studied for POD-Galerkin approaches, a stabilization approach was proposed inspired from the Chorin projection technique. In the literature, we can find an ensemble of papers that tried to tackle POD-Galerkin instabilities for the Navier–Stokes equations, by adding some numerical least square constraints that enforce the convergence of the reduced order coefficients towards the ones obtained simply by the orthogonal projection of the pre-computed high-fidelity solutions onto a reduced number of their POD modes; see the work of Baiges et al. [20] and Willcox et al [21].

Recently, nonlinear data compression based on neural networks in particular on autoencoders [22] have arisen in the field of the reduced order modeling of parabolic equations. In this case, the approximation of the solutions space is described by a nonlinear manifold that maximizes the likelihood with respect to the pre-computed high-fidelity solutions. We cite the work of Kashima [23] and Hartman et al. [24]. This idea has been reconsidered afterwards by Lee et al. [25] for fluid dynamics equations.
In this paper, we are interested in the formulation proposed in the two papers of Kashima and Hartman et al. However, in their formulation, the temporal derivative of the reduced latent variable is set equal to the encoder applied to the spatial partial differential operators of the solution, i.e., the temporal derivative of the solution field of the corresponding partial differential equations is supposed to be in the manifold described by the decoder mapping.

In Lee et al. [25], the choice of encoding the temporal derivative of the velocity is not considered as it is the case in the two papers cited above; instead, a minimization of the squared norm of the residual of the Navier–Stokes equations with respect to the nonlinear approximation of the solution is applied. The justification behind this choice is related to the fact that the temporal derivative of the velocity cannot be encoded, as mathematically it belongs to the tangent space to the manifold at the current temporal latent state. Following this argument, encoding the temporal derivative of the velocity may lead to a poor reduced order solution as stated in Remark 3.5 in [25].

As already mentioned above, we are interested in the formulations proposed in the two papers of Kashima and Hartman et al. from which we propose a new and more consistent formulation. It is based on applying the model reduction on the time-discretized incompressible and unsteady Navier–Stokes equations. Thanks to this numerical formulation of the ROM, we alleviate the problem of encoding the temporal derivative of the velocity.

Another originality of this paper is the use of the variant of autoencoders called the VAEs [26] in order to perform the nonlinear data compression prior to the ROM resolution. A particularity of these neural networks is the ability to learn the reduced latent space as a probability distribution which is the posterior probability of an unobservable random variable. This means that the reduced latent temporal coefficients with the nonlinear compression of a solution of the unsteady and incompressible Navier–Stokes equations are supposed to be independent random variables. We show how our formulation of the ROM naturally gives access to different samples of the temporal solution. An aggregation of all these samples gives us one solution of the ROM which is the ROM mean prediction and a confidence interval around this mean prediction. The efficiency of the numerical resolution of the ROM is obtained by the resolution of the Chorin projection method [27] on an intermediate regular grid which is coarser than the unstructured and heterogeneous one of the high-fidelity velocity fields. We perform a finite element projection of the pre-computed offline velocity and pressure fields defined on an unstructured and heterogeneous mesh over this regular mesh. This mesh is used to define convolutions on the physical data. Hence, we perform a nonlinear projection based model reduction similar to the aim of the papers [23–25], however with the ability to perform a quantification of the error of this reduced order model at each time instant. Furthermore, we guarantee the efficiency of this model reduction during the online stage thanks to the application of the Chorin projection technique on a structured grid, which is much coarser than the unstructured and heterogeneous one of the high-fidelity velocity fields. This intermediate regular grid is the one necessary for training convolutional variational autoencoders. The gain in efficiency within the Chorin projection method applied on a coarse structured grid can be seen as a hyper-reduction approach when performing the projection of the Navier–Stokes Partial Differential Equations PDEs over the nonlinear functions of the VAE layers. For more information about hyper-reduced order models, please refer to [28–31]. We call this framework Bayesian nonlinear reduced order modeling. In the literature, we may find several works combining Bayesian methods with ROMs. In [21], a Bayesian inference ROM-POD was proposed based on the ROM operators inference using the empirical Bayesian technique. In [32], a stochastic reduced order model is derived for nonlinear structural dynamic systems.

A new cyclic architecture, proposed in [7] for training the variational autoencoders, may be used. It can be seen as a new cost function or a penalization of the classical cost function of the VAE, in order to enhance the data compression in the random latent space. Hence, it acts as an aid for the numerical convergence of the training process. The problem
of training a VAE has been addressed in the literature, see [33], where a non-symmetric skew normal distribution has been proposed as a prior distribution in the evaluation of the VAE cost function [34], where the authors propose to sample from the encoder posterior distribution instead of the prior during the generation phase of the VAE and [35], where a low-variance unbiased estimator of the VAE cost function is proposed based on the Markov Chain Monte Carlo approach.

The paper is organised as follows: in Section 2, we give some notations used in the following work; in Section 3, we recall some approximation methods in the domain of Bayesian inference; in Section 4, we recall briefly the variational autoencoders concept and the cyclic version of variational autoencoders that we proposed in [7]; in Section 5, we propose the formulation of the Bayesian nonlinear reduced order modeling using VAEs along with a mathematical consistency property of this model reduction approach; in Section 6, we apply our proposed framework to a 2D Karman Vortex Street flow and a 3D incompressible and turbulent flow in an injection system; in Section 7, we give some concluding remarks and prospects to this work.

2. Some General Notations and Concepts

In what follows, we precise some general notations:

1. \( u \) is an observable function;
2. \( p(u) \) is the evidence of the function \( u \) or its marginal likelihood;
3. \( \hat{\alpha} \) is a random multi-dimensional variable or a latent unobservable variable depending on \( u \). The dimension of \( \hat{\alpha} \) depends on the characteristics and the features of the function \( u \);
4. \( p(\hat{\alpha}) \) is a given prior probability of the unobservable variable before any value of the function \( u \) is observed;
5. \( p(u|\hat{\alpha}) \) is a Gaussian probability distribution based on which we may compute a logarithm-likelihood cost function in order to compute an output function \( \mu \) that resembles at most the observable function \( u \);
6. \( p(\hat{\alpha}|u) \) is the posterior or the true probability of the unobservable random variable given the observed evidence.

3. Bayesian Inference

In Bayesian inference, we would like to compute the true conditional probability of random parameters and/or latent variables following the Bayes theorem [36]:

\[
p(\hat{\alpha}|u) = \frac{p(u|\hat{\alpha})p(\hat{\alpha})}{p(u)}.
\]

However, the likelihood of the function \( u \) marginalized over \( \hat{\alpha} \) is given by:

\[
p(u) = \int_{\hat{\alpha}} p(u|\hat{\alpha})p(\hat{\alpha})d\hat{\alpha},
\]

which is unfortunately difficult to compute.

There exists methods that enable the computation of an approximation of the true posterior based on the maximization of the logarithm-marginal likelihood with respect to some hyper-parameters of a known statistical model or the maximization of a lower bound of the logarithm-marginal likelihood. In what follows, we give a recall on some approaches used in the literature for these purposes.

3.1. The Empirical Bayesian Method

The empirical Bayesian approach [37] consists of finding the optimal hyper-parameters of statistical models in order to maximize the logarithm-likelihood of the observed function. Therefore, if we denote by \( \eta \) the hyper-parameters of a known statistical model such
as the mean and variance of a random variable distributed normally, then the optimal hyper-parameters $\eta^*$ are given by [21]:

$$
\eta^* = \arg\max_{\eta} \log p(u, \eta)
\quad = \arg\max_{\eta} \log \int p(u|\hat{\alpha}, \eta)p(\hat{\alpha}, \eta)d\hat{\alpha}.
$$

In addition, the true posterior approximation of the random parameters at the final iteration is given by [21]:

$$
p(\hat{\alpha}|u) = p(\hat{\alpha}|u, \eta^*) \approx p(u|\hat{\alpha}, \eta^*)p(\hat{\alpha}, \eta^*).
$$

The empirical Bayesian method is in general applied for the determination of the true posterior of random variables that are parameters of the observable data of the function $u$.

### 3.2. The Variational Bayesian Method

The variational Bayesian method [38] is also used to optimize the parameters of statistical models in order to maximize the well known Evidence Lower BOund (ELBO) which is a natural lower bound of the logarithm marginal likelihood given that the Kullback–Leibler divergence between two probability distributions is always positive. The true posterior of the latent random variables is obtained by optimizing simultaneously the parameters of two statistical models which attempt to maximize the logarithm of the marginal likelihood and to minimize the Kullback–Leibler divergence between the true posterior of the latent variables and its approximation. This latter is given by [39]:

$$
D_{KL}(q(\hat{\alpha}|u)||p(\hat{\alpha}|u)) = \mathcal{E}_{\hat{\alpha} \sim q}[\log \frac{q(\hat{\alpha}|u)}{p(\hat{\alpha}|u)}], \text{ } \mathcal{E} \text{ being the expectation.}
$$

Therefore, by the Bayes Theroem (1), we obtain the following:

$$
D_{KL}(q(\hat{\alpha}|u)||p(\hat{\alpha}|u)) \quad = \quad \mathcal{E}_{\hat{\alpha} \sim q}\left[\log \frac{q(\hat{\alpha}|u)p(\hat{\alpha})}{p(u|\hat{\alpha})p(\hat{\alpha})}\right]
\quad = \quad \mathcal{E}_{\hat{\alpha} \sim q}\left[\log\left(\frac{p(u)}{q(\hat{\alpha}|u)}\right) - \log\left(\frac{p(u|\hat{\alpha})p(\hat{\alpha})}{q(\hat{\alpha}|u)}\right)\right]
\quad = \quad \log(p(u)) - \mathcal{E}_{\hat{\alpha} \sim q}\left[\log\left(\frac{p(u|\hat{\alpha})p(\hat{\alpha})}{q(\hat{\alpha}|u)}\right)\right]
$$

Hence, the ELBO is expressed as follows [26]:

$$
\text{ELBO} \quad = \quad \mathcal{E}_{\hat{\alpha} \sim q}\left[\log \frac{p(u|\hat{\alpha})p(\hat{\alpha})}{q(\hat{\alpha}|u)}\right]
\quad = \quad \mathcal{E}_{\hat{\alpha} \sim q}[\log(p(u|\hat{\alpha}))] - D_{KL}(q(\hat{\alpha}|u)||p(\hat{\alpha}))
$$

The variational Bayesian method can be applied for the determination of the true posterior of random variables that can be both parameters of the observable data of $u$ and latent variables that may describe some representative features of the observable data of $u$ such as unsupervised machine learning techniques. In the following, we are interested in the variational Bayesian approaches for this particular reason.

### 4. Nonlinear Data Compression by Variational Autoencoders

Convolutional autoencoders are a succession of neural network layers formed by convolutions, nonlinear activation functions and affine transformations known as fully connected layers. These neural networks have the architecture of an encoder that maps the input observable data of $u$ into a reduced latent space and a decoder which is in general...
the transposed application of the encoder that maps the reduced latent space into output data, such that the logarithm likelihood is maximized with respect to the input data. The dimension of the latent space is chosen in a way to reproduce the features of the input data.

Variational autoencoders are a stochastic version of the autoencoders where the reduced latent space is supposed to be a probability distribution. The formulation of a VAE neural network is different from an autoencoder in the formulation of its latent space:

Let us denote by \( h(\Phi) \) and \( g(\theta) \) the statistical models that represent respectively the encoder and the decoder of a VAE neural network, \( \Phi \) and \( \theta \) being the parameters of these models. For simplicity, we denote these models by \( h \) and \( g \) without any loss of generality.

Then, we have the following properties:

1. \( \tilde{\alpha} \sim q(\tilde{\alpha}|u) = h(u) = m(u) + \exp(1/2\delta(u))z, \) where \( m(u) \) and \( \delta(u) = \log(s^2(u)) \) are respectively the parametrized mean and logarithm of variance of the random latent variable \( \tilde{\alpha} \), and \( z \sim N(0,1) \) is a random sample of a standard multivariate normal distribution of dimension \( n \).

2. This formulation is usually considered during the training of the VAE as it allows the backward differentiation of the deep neural network only on deterministic quantities that depend on the parameters \( \Phi \) of the encoder. The coordinates of \( z \) are independent and identically distributed following a standard normal distribution. This latter formulation is what is usually called the reparametrization trick.

3. The Kullback–Leibler divergence used is the relative entropy between multivariate normal and standard normal distribution. The latent cost function in VAEs is given by [40]:

\[
D_{KL}(N(m_1, ..., m_n)^T, diag(s_1^2, ..., s_n^2)||N(0,1)) = \frac{1}{2} \sum_{i=1}^{n} \left( s_i^2 + m_i^2 - 1 - \ln(s_i^2) \right). 
\]

A cyclic architecture of the VAE that we proposed in [7] may be used for helping the optimization phase of the models’ parameters. This cyclic architecture proposes a practical criteria in order to stop the training epochs. It is in general a complex issue to tackle at the same time the optimization of the parameters of the two statistical models of the VAE, its encoder and decoder, in order to maximize the logarithm-marginal likelihood and to minimize the Kullback–Leibler divergence between the true posterior and its approximation. The training of the cyclic VAE is completed thanks to a cost function that is equal to the opposite of the ELBO plus a term for which the optimization influences only the parameters \( \Phi \) of the encoder, enabling a better compression of the inputs data. If the training data do not fill the random latent space, then the generative process of the VAE decoder will behave as an extrapolation. Another advantage of the cyclic architecture that has been shown in [7] is to ensure the generation by the VAE decoder in a Monte Carlo approach, of plausible fluid velocity fields that preserve mass conservation, for example. The new cost function of the cyclic VAE is expressed as follows:

\[
\mathcal{L}_{\text{cyclic}} = -ELBO + D_{KL}(q(\tilde{\alpha}|\mu)||p(\tilde{\alpha})),
\]

where \( \mu \) is an output of the VAE decoder during the training process. For more information about the cyclic VAE (please see Figure 2 in [7]).

5. Formulation of the Bayesian Nonlinear Reduced Order Modeling for the Unsteady and Incompressible Navier–Stokes Equations Based on the Chorin Projection Method

5.1. Recall of the Chorin Projection Technique

The continuous incompressible and unsteady Navier–Stokes equations are given by [41]:

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\nabla \frac{p}{\rho} + \nu \Delta u, 
\]
where \( u \) is the fluid flow velocity field, \( P \) is the pressure field, \( \rho \) is the fluid flow density, and \( \nu \) its kinematic viscosity. \( t \in [0, T] \) is the time instant.

In the Chorin projection method \[27\], an intermediate velocity \( u^* \) is first computed explicitly using the momentum equations without the pressure gradient:

\[
\frac{u^* - u(t_{i-1})}{\Delta t} = -(u(t_{i-1}) \cdot \nabla)u(t_{i-1}) + \nu \Delta u(t_{i-1}).
\]  

(4)

In the second part of the method \[27\], called the projection step, the intermediate velocity is corrected to obtain the solution at the corresponding time step:

\[
u(t_i) = u^* - \Delta t \nabla \frac{P(t_i)}{\rho}.
\]  

(5)

The knowledge of the pressure \( P(t_i) \) is required to compute the right-hand side of the projection Equation (5). This is obtained by taking the divergence on the left and right sides of the projection equation and setting the divergence free constraint for the final solution \( u(t_i) \). This gives the following Poisson equation for \( P(t_i) \) \[27\]:

\[
\Delta P(t_i) = \frac{\rho}{\Delta t} \nabla \cdot u^*,
\]  

(6)

with Neumann boundary conditions. These boundary conditions of the pressure field are possible to be prescribed thanks to the explicit treatment of the intermediate velocity (4). For more information about the Chorin projection technique, see \[27\].

5.2. Framework of the Bayesian Nonlinear Reduced Order Modeling

The formulation of the Bayesian nonlinear reduced order modeling follows exactly the projection scheme of the above section when using furthermore the encoder and decoder of a pre-trained convolutional variational autoencoder:

Let \( \left( \tilde{u}(t), \frac{\tilde{P}}{\rho}(t) \right) = g \left( \hat{\alpha}(t) \sim q \left( \hat{\alpha}(t) \bigg| \left( \hat{u}(t), \frac{\hat{P}}{\rho}(t) \right) \right) \right) \) be the approximation of the high-fidelity velocity and pressure fields projected over a regular grid \( \left( u(t), \frac{P}{\rho}(t) \right) \). This approximation is given in the manifold learned by the VAE decoder. We maintain the same notations for the projected fields and the high-fidelity fields without any loss of generality.

Therefore, \( \left( \tilde{u}(t), \frac{\tilde{P}}{\rho}(t) \right) \) is computed as follows:

\[
\left( \tilde{u}(t_i), \frac{\tilde{P}}{\rho}(t_i) \right)^* = g \left( \hat{\alpha}(t_i)^* \sim q \left( \hat{\alpha}(t_i) \bigg| \left( \tilde{u}(t_{i-1}) + \Delta t (\nu \Delta \tilde{u}(t_{i-1}) - (\tilde{u}(t_{i-1}) \cdot \nabla)\tilde{u}(t_{i-1})) , \frac{\tilde{P}}{\rho}(t_{i-1}) \right) \right) \right)
\]  

(7)

Our Proposed Algorithm

1. Sample from the latent posterior distribution given the velocity at time instant \( t_{i-1} \) advanced with the momentum equations without the pressure gradient term and decode the sampled random variable using \( g \) in order to obtain a sample of the intermediate velocity field as follows:
2. Compute the pressure field at time instant \( t_i \) following the Poisson Equation (6) with Neumann boundary conditions:

\[
\Delta \frac{P'}{\rho}(t_i) = \frac{1}{\Delta t} \nabla \cdot \tilde{u}(t_i)^* ,
\]

\[
\frac{\partial}{\partial n} \frac{P'}{\rho}(t_i) = 0.
\]

3. Perform the following consistency requirement that will be useful afterwards:

\[
\left( \tilde{u}(t_i)^*, \frac{\tilde{P}}{\rho}(t_i) \right) = g \circ h \left( \tilde{u}(t_i)^*, \frac{P'}{\rho}(t_i) \right).
\]

In other words, we simply compress the pressure field at time instant \( t_i \) in the reduced manifold given by the decoder mapping \( g \).

4. Sample from the latent posterior distribution given the intermediate velocity at time instant \( t_i \) corrected with the projection equation and decode the sampled random variable using \( g \) in order to obtain a sample of the velocity field at time instant \( t_i \) as follows:

\[
\left( \bar{u}(t_i), \bar{P}(t_i) \right) = g \left( \bar{u}(t_i) \sim q \left[ \bar{u}(t_i), \bar{P}(t_i), \frac{\tilde{P}}{\rho}(t_i) \right] \right).
\]

5. Perform the above four steps at each time instant until the end of the solution time duration.

6. Repeat the above step for the desired number of samples for the incompressible and unsteady solution of the Navier-Stokes equations.

7. Aggregate the ensemble of the unsteady solutions obtained from the previous step: compute statistics of this ensemble such as the mean and the standard deviation.

8. Compute a confidence interval of the ROM mean prediction for each time instant.

The numerical efficiency of the proposed ROM is obtained by the resolution of the projection technique on an intermediate regular grid which is much smaller than the one used to solve the high-fidelity velocity fields. This regular grid is used for the finite element projection of the offline pre-computed velocity fields in order to perform convolutions operations during the offline training of the variational autoencoder. All the numerical validations of the ROM in what follows are performed with respect to these finite element projections of the high-fidelity velocity fields over the Cartesian mesh. In [7], it has been shown that the finite element interpolation used for the projection on a Cartesian mesh of size 48 \( \times \) 48 of high-fidelity velocity and pressure fields of a 2D reacting fluid flow computed on an unstructured and heterogeneous mesh, produce acceptable errors. Please refer to remark 5 in [7].

Practically, the above numerical scheme starts with \( \left( \tilde{u}(t_0), \frac{\tilde{P}}{\rho}(t_0) \right) \) equal to the high-fidelity initial conditions projected on the regular grid.

**Remark 1.** Thanks to the proposed algorithm, we have access to the dispersion or the standard deviation of all the possible samples of the unsteady simulation around the high-fidelity solution. We will show that the confidence interval defined by three times the standard deviation of the unsteady solution samples is accurate. This means that the high-fidelity solution remains within the confidence interval. The proposed physical and Bayesian reduced order strategy with a sharp quantification of the error bounds around the high-fidelity solution at each time instant and at a relatively low cost is of great interest for complex industrial problems.
5.3. Consistency of the Approximation

Let us denote \( M \) the differentiable manifold of the velocity and pressure fields solutions of Equation (3). \( M \) can be seen as a compact set in the space \( [L^2(\Omega)]^d \times H^0(\Omega) \), where \( d \) is the dimension of \( \Omega \), which is an open set in \( \mathbb{R}^d \) that represents the velocity and pressure fluid spatial domain.

Let us denote by \( \tilde{M} \) the approximation of \( M \) by the VAE. At the end of the training of the VAE models, \( \tilde{M} \approx M \).

In what follows, we show a property that proves the consistency of the formulation of the proposed reduced order modeling approach. By consistency, we mean that, in the inference stage of the reduced order random coefficients \( \hat{\alpha}(t_i) \) and the intermediate ones \( \hat{\alpha}^*(t_i) \), the encoder \( h \) will always be applied on data located in \( M \) (or \( \tilde{M} \)).

As already mentioned in the Introduction, in Carlberg et al. [25], the choice of encoding the temporal derivative of the velocity is not considered, as it does not belong to the manifold \( M \), but rather to the tangent space to \( M \) at the current temporal state. Hence, applying the encoder to the temporal derivative of the velocity may lead to poor accuracies as stated in Remark 3.5 in Carlberg et al. [25].

However, due to the explicit time discretization scheme, the encoder is never applied to the temporal derivative of the velocity in the momentum equations. Moreover, following \( \tilde{u}(t_0), \tilde{p}(t_0) = (u(t_0), p(t_0)) \) and the consistency requirement (9), we always give to \( h \) functions expressed as partial differential operators with respect to the space variable \( x \in \Omega \) of functions that belong to \( \tilde{M} \approx M \); see Equations (7), (8), and (10). \( M \) being a differentiable manifold, it is locally a Euclidean space.

6. Numerical Experiments

6.1. Flow Solver

The unstructured low-Mach number solver YALES2 [42] is considered. It is a code for the direct numerical simulation and large-eddy simulation of reacting two-phase flows on large meshes counting several billion cells using massively parallel super-computers [43,44]. The Poisson equation that arises from the low-Mach formulation of the Navier–Stokes equations is solved with a highly efficient Deflated Preconditioned Conjugated Gradient method [44,45].

6.2. Application to a 2D Karman Vortex Street Flow

In the following section, we consider the 2D incompressible and unsteady Navier–Stokes equations for the resolution of a fluid flow around a circular cylinder. The infinite fluid flow velocity is supposed to be uniform and equal to 0.15 m/s. This flow configuration around a fixed and circular cylinder is known to produce a vortex flow past the cylinder at a particular interval of flow velocities, i.e., for a given range of Reynolds numbers, which is usually above 90. The Reynolds number of this flow configuration is \( Re = 5769 \).

Wall boundary conditions are enforced at the top and lower boundaries, and an outlet boundary condition is enforced on the right extremity of the domain. The cell number of the high-fidelity unstructured and heterogeneous mesh is equal to 24,826.

Three different regular meshes of different sizes will be considered within the application of the Chorin numerical scheme in the proposed Bayesian nonlinear ROM. This will allow us to study the uncertainty in the resolution of the Chorin projection method on a coarse structured grid. We will show that the proposed Bayesian ROM does not account for this uncertainty for very coarse meshes. This is related to the fact that the VAE is trained on high-fidelity solution fields projected on structured grids, i.e., the uncertainty in the resolution of the time-explicit Chorin scheme on a coarse structured grid cannot be modeled within the latent space of the VAE. The considered regular meshes are summarized in Table 1, and they are illustrated in Figure 1 along with the high-fidelity Yales2 mesh:
Table 1. Three regular meshes for training the VAE and resolving the Chorin numerical scheme

| Mesh n°1          | Mesh n°2          | Mesh n°3          |
|------------------|------------------|------------------|
| Cartesian size 80×80 | Cartesian size 68×68 | Cartesian size 48×48 |

![Meshes](image)

Figure 1. On the top left, we find the high-fidelity mesh. On the top right, we find mesh n°1. On the bottom left, we find the mesh n°2. On the bottom right, we find the mesh n°3.

A snapshot of the first component of the velocity field is shown in Figure 2. We enlarged the grid details to show closely the flow structures and vortices past the circular cylinder.

![Velocity Field](image)

Figure 2. An instantaneous velocity (the horizontal component) of a 2D Karman vortex street flow.

The finite element projections of the velocity field, shown in Figure 2 on the three regular meshes which are compatible with convolutional neural networks training, are shown respectively in Figures 3–5.

6.2.1. Training Phase of the VAE

The training phase of the VAE or the optimization of the parameters $\Phi$ and $\theta$ of the two statistical models $h = q(\hat{\alpha}(u, \frac{p}{\rho}))$ and $g = p((u, \frac{p}{\rho})|\hat{\alpha})$ is performed with 998 instantaneous data or snapshots of the couple $(u, \frac{p}{\rho})$. These 998 snapshots are defined on the Cartesian mesh as stated above. They are chosen among 5000 time steps of the high-fidelity simulation corresponding to 15 s.
The architecture of the VAE is very classical; it is formed of two convolution layers and two maxpool layers followed with two fully connected layers. A nonlinear activation function is considered between the layers. The Adam optimizer [46] is considered for the optimization of the parameters $\Phi$ and $\theta$ by a stochastic gradient descent. The learning rate is set equal to 0.001. The dimension of the random latent space is set equal to 3. The batch size is set equal to 20. We train the VAE during 1000 iterations.
6.2.2. POD for the Linear Reduced Order Modeling

A snapshot POD [11] is performed on the temporal correlations matrix of size $998 \times 998$ from the above training set. We use this POD basis in order to make a comparison of the proposed nonlinear bayesian ROM with the classical POD-Galerkin approach for unsteady and incompressible Navier–Stokes equations. The dimension of the POD basis for the linear projection of the Navier–Stokes equations is chosen equal to 20. We specify that we do not apply any stabilization approach among the ones to which we referred in the introduction of the paper. We are using the classical POD-Galerkin method. For more information about this technique, see [47].

6.2.3. Comparison between the Nonlinear Bayesian ROM and the POD-Galerkin ROM

The offline phase of the nonlinear Bayesian ROM consists only of the training phase of the VAE over the pre-computed high-fidelity fields which are projected over the Cartesian mesh.

The offline phase of the POD-Galerkin ROM consists of the POD basis computation and the projection of the residual of the Navier–Stokes equations because of the POD approximation over each POD basis function.

The online resolution of the nonlinear Bayesian ROM combines all the steps described in the proposed algorithm. As mentioned above, the numerical efficiency is obtained thanks to the resolution of the Chorin projection method on a Cartesian mesh smaller than the unstructured one of the high-fidelity solution. This can be seen as a hyper-reduction of the nonlinear projection over the reduced random space given by $h$ of the Navier–Stokes residual because of the manifold approximation.

The online resolution of the POD-Galerkin approach is the resolution of the reduced order dynamical system which is obtained by setting to zero the linear projection of the residual of the Navier–Stokes equations because of the POD approximation over each POD basis function, i.e., by supposing the orthogonality of the tangent space to the PDEs operators, to the POD spanned solution space.

6.2.4. Results for Mesh n°1

We first show some results of the posterior distribution $q(\hat{\alpha} | (u, P, \rho))$ learned by the VAE. In Figures 6 and 7, we see respectively a scatter plot of the first two components of the parametric mean vector $m((u, P, \rho))$ and the parametric logarithm of variance $\delta((u, P, \rho))$.

The variance of the posterior distribution around the mean $m((u, P, \rho))$ appears to be very small, which proves that the VAE was able to learn very sharply the training data of the couple $(u, P, \rho)$.

In Figures 8 and 9, we show the mean prediction of the Bayesian nonlinear ROM at eight different spatial points with respect to time. More precisely, we show the first component of the mean prediction. This prediction is compared to the high-fidelity horizontal velocity projected on the Cartesian mesh, at the same eight spatial locations with respect to time. A confidence interval is also shown within the region of $+ / - 3\sqrt{\sigma(t)}$, where $\sigma(t)$ is the variance of the different solution samples. An extrapolation of the Bayesian nonlinear ROM solution is performed from 15 s until 22.64 s. We can see in Figures 8 and 9 that the mean prediction remains stable. Moreover, the confidence interval is accurate for both aggregations as it is clear in Figures 8 and 9.

In Figure 10, we show the first component of the unsteady velocity field at three different time instants, which corresponds to the mean prediction of the Bayesian nonlinear projection-based technique obtained with an aggregation of three solution samples. These fields are compared to the high-fidelity ones from the Yales2 solver and the ones with the POD-Galerkin ROM at the same time instants. The velocity fields with the Yales2 solver and
the POD-Galerkin ROM are represented in the unstructured mesh, and the mean prediction of the Bayesian nonlinear ROM is represented on the coarse Cartesian mesh n°1.

**Figure 6.** Mesh n°1: The first two components of the parametrized mean of the VAE encoder.

**Figure 7.** Mesh n°1: The first two components of the parametrized logarithm of variance by the VAE encoder.

**Figure 8.** mesh n°1: High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at eight
different spatial locations. The training data correspond to 15 s simulation time starting from 0 s. An extrapolation is performed from 15 s until 22.64 s. The clear blue zones are the ones contained in three standard deviations around the mean prediction of the ROM denoted $m(t, x)$. The mean prediction is obtained using an aggregation of three samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.

Figure 9. mesh n°1: High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at six different spatial locations. The training data correspond to 15 s simulation time starting from 0 s. An extrapolation is performed from 15 s until 22.64 s. The clear blue zones are the ones contained in three standard deviations around the mean prediction of the ROM denoted $m(t, x)$. The mean prediction is obtained using an aggregation of 5 samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.

Figure 10. mesh n°1: On the top, the high-fidelity horizontal velocity fields in m/s by the solver Yales2. In the middle, the POD-Galerkin horizontal velocity fields in m/s. On the bottom, the horizontal velocity fields in m/s by the mean prediction of the Bayesian nonlinear ROM.

6.2.5. Results for Mesh n°2

We first show some results of the posterior distribution $q(\hat{a}|(u, P/\rho))$ learned by the VAE. In Figures 11 and 12, we see respectively a scatter plot of the first two components of the parametric mean vector $m((u, P/\rho))$ and the parametric logarithm of variance $\delta((u, P/\rho))$. The variance of the posterior distribution around the mean $m((u, P/\rho))$ appears to be very
small, which proves that the VAE was able to learn very sharply the training data of the couple \((u, \frac{p}{\rho})\).

**Figure 11.** Mesh n°2: The first two components of the parametrized mean of the VAE encoder.

**Figure 12.** Mesh n°2: The first two components of the parametrized logarithm of variance by the VAE encoder.

In Figures 13 and 14, we show the mean prediction of the Bayesian nonlinear ROM at eight different spatial points with respect to time. More precisely, we show the first component of the mean prediction. This prediction is compared to the high-fidelity horizontal velocity projected on the Cartesian mesh, at the same eight spatial locations with respect to time. The temporal evolution appears to be different than the one showed in Figures 8 and 9 because the time step of the Chorin method applied on mesh n°2 is larger than the one with the Chorin method applied on mesh n°1. Therefore, the comparison with the high-fidelity temporal evolution at the eight spatial points requires others high-fidelity
snapshots collected at different physical times than the above study with mesh n°1, these physical times being greater. A confidence interval is also shown within the region of \(+ / - 3 \sqrt{\sigma(t)}\), where \(\sigma(t)\) is the variance of the different solution samples. An extrapolation of the Bayesian nonlinear ROM solution is performed from 15 s until 22.64 s. The confidence interval is accurate for both aggregations as it is clear in Figures 13 and 14.

Figure 13. Mesh n°2: High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at eight different spatial locations. The training data correspond to 15 s simulation time starting from 0 s. An extrapolation is performed from 15 s until 22.64 s. The clear blue zones are the ones contained in three standard deviations around the mean prediction of the ROM denoted \(m(t, x)\). The mean prediction is obtained using an aggregation of three samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.

Figure 14. Mesh n°2: High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at eight different spatial locations. The training data correspond to 15 s simulation time starting from 0 s. An extrapolation is performed from 15 s until 22.64 s. The clear blue zones are the ones contained in three standard deviations around the mean prediction of the ROM denoted \(m(t, x)\). The mean prediction is obtained using an aggregation of five samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.

6.2.6. Results for Mesh n°3

We show the results of the posterior distribution \(q(\hat{\alpha} | (u, P, \rho))\) learned by the VAE. In Figures 15 and 16, we see respectively a scatter plot of the first two components of the parametric mean vector \(m((u, \frac{P}{\rho}))\) and the parametric logarithm of variance \(\delta((u, \frac{P}{\rho}))\). The variance
of the posterior distribution around the mean $m((u, \frac{P}{\rho}))$ appears to be relatively small, which proves that the VAE was able to learn the training data of the couple $(u, \frac{P}{\rho})$.

![Figure 15. Mesh n°3: The first two components of the parametrized mean of the VAE encoder.](image1)

![Figure 16. Mesh n°3: The first two components of the parametrized logarithm of variance by the VAE encoder.](image2)

In Figures 17 and 18, we show the mean prediction of the Bayesian nonlinear ROM at eight different spatial points with respect to time. More precisely, we show the first component of the mean prediction. This prediction is compared to the high-fidelity horizontal velocity projected on the Cartesian mesh, at the same eight spatial locations with respect to time. A confidence interval is also shown within the region of $+/-3\sqrt{\nu(t)}$, where $\nu(t)$ is the variance of the different solution samples. An extrapolation of the Bayesian nonlinear ROM solution is performed from 15 s until 22.64 s. The two predicted means
respectively with three and five solution samples present an uncertainty with respect to time that the ROM confidence interval did not account for. This point will be discussed in details in the following paragraph, and it is probably related to the explicit resolution of the Navier–Stokes equations by the Chorin numerical scheme on a very coarse structured grid, which is of size $48 \times 48$ for mesh n°3.

**Figure 17.** Mesh n°3: High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at eight different spatial locations. The training data correspond to 15 s simulation time starting from 0 s. An extrapolation is performed from 15 s until 22.64 s. The clear blue zones are the ones contained in three standard deviations around the mean prediction of the ROM denoted $m(t, x)$. The mean prediction is obtained using an aggregation of three samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.

**Figure 18.** Mesh n°3: High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at eight different spatial locations. The training data correspond to 15 s simulation time starting from 0 s. An extrapolation is performed from 15 s until 22.64 s. The clear blue zones are the ones contained in three standard deviations around the mean prediction of the ROM denoted $m(t, x)$. The mean prediction is obtained using an aggregation of five samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.

6.2.7. Discussion

We summarize in this section the main two conclusions obtained from the application of the proposed Bayesian nonlinear ROM with the three regular meshes listed in Table 1.

- We showed the sharpness of the confidence interval of the ROM mean prediction with respect to the high-fidelity solution for relatively coarse structured grids of size $80 \times 80$ and $68 \times 68$. The length of this confidence interval is defined by three times the standard deviation of the solution samples.
We showed that, for a very coarse structured mesh, which is typically of size \(48 \times 48\), the confidence interval of the ROM mean prediction of a length three times the standard deviation of the solution samples could not account for the high-fidelity solution with respect to time. This means that the high-fidelity solution was outside the confidence interval sometimes. This limitation is related to the adaptive time step in the Chorin time-explicit numerical scheme, which became important for the case of mesh n°3. This time step is around 0.1 s, whereas it was around 0.05 s and 0.06 s, respectively, for mesh n°1 and mesh n°2. The time advance of the velocity field was biased by the large time step in the mesh n°3 case. This deviation with respect to the high-fidelity solution is not taken into account within the random latent space of the VAE because the neural network learned the high-fidelity solutions (obtained with a very small adaptive time step from the Yales2 solver around 0.001 s) projected on coarse structured grids.

We propose at the end of the paper a way to solve this issue.

6.3. Application to a 3D Flow in an Aeronautical Injection System

In the following section, we consider the application of the proposed reduced order modeling to a 3D unsteady, turbulent and incompressible flow in an aeronautical fuel injection system. We would like to compute the unsteady flow in the primary zone of the combustion chamber. The proposed Bayesian nonlinear reduced order model with an accurate quantification of the error bounds is an attractive way to perform such study.

The Reynolds number of this flow configuration is \(Re = 45,000\). A constant inlet velocity, an outlet boundary condition on the channel outlet and a wall boundary condition on the upper and lower walls of the channel are imposed. The cell number of the corresponding unstructured mesh, Figure 19, is equal to 1,700,434. The considered 3D unsteady turbulent and incompressible flow in a fuel injection system and in the primary zone of the combustion chamber is shown in Figure 20.

The finite element projection of the velocity field shown in Figure 20 on the Cartesian mesh of size \(60 \times 28 \times 28\), compatible with convolution neural networks, is shown in Figure 21. More precisely, we show a 2D section extracted from the horizontal component of the 3D finite element projection field.

![Figure 19](image-url)  
On the left, we find the high-fidelity mesh. On the right, we find the coarse Cartesian mesh for the Bayesian ROM, of size \(60 \times 28 \times 28\).

6.3.1. Training Phase of the VAE

The training phase of the VAE is performed with 1001 instantaneous data or snapshots of the couple \((u, p)\). These 1001 snapshots are defined on the Cartesian mesh as stated above. They are chosen among 10,001 time steps of the high-fidelity simulation corresponding to 0.11 s.

The architecture of the VAE is very classical, and it is formed of two convolution layers and two maxpool layers followed with two fully connected layers. A nonlinear activation function is considered between the layers. The Adam optimizer is considered for the optimization of the parameters \(\Phi\) and \(\theta\) by a stochastic gradient descent. The learning rate is set equal to 0.001. The dimension of the random latent space is set equal to 3. The batch size is set equal to 21. We train the VAE during 1000 iterations.
6.3.2. Results

We show some results of the posterior distribution \( q(\hat{\alpha}|(u, \frac{P}{\rho})) \) learned by the VAE. In Figures 22 and 23, we see respectively a scatter plot of the first two components of the parametric mean vector \( m((u, \frac{P}{\rho})) \) and the parametric logarithm of variance \( \delta((u, \frac{P}{\rho})) \).

The variance of the posterior distribution around the mean \( m((u, \frac{P}{\rho})) \) appears to be relatively small, which proves that the VAE was able to sharply learn the training data of the couple \((u, \frac{P}{\rho})\).

In Figure 24, we show the mean prediction of the Bayesian nonlinear ROM at three spatial points with respect to time. More precisely, we show the horizontal component of the mean prediction. This prediction is compared to the high-fidelity horizontal velocity projected on the Cartesian mesh, at the same spatial locations with respect to time. A confidence interval is also shown within the region of \(+/- 3\sqrt{\sigma(t)}\), where \(\sigma(t)\) is the variance of the different solution samples. The confidence interval is accurate on the corresponding physical time. The ROM mean prediction is obtained with a speed-up factor up to 70 with respect to the high-fidelity solution. We obtain this efficiency in the online resolution of the nonlinear Bayesian ROM thanks to the resolution of the Chorin projection method.
on a coarse mesh and thanks to the fact that the unsteady solutions sampling before the aggregation is embarrassingly parallel.

**Figure 22.** The first two components of the parametrized mean of the VAE encoder.

**Figure 23.** The first two components of the parametrized logarithm of variance by the VAE encoder.

**Figure 24.** High-fidelity Yales2 horizontal velocity projected on the Cartesian mesh in brown and the horizontal component of the mean prediction of the Bayesian ROM in dark blue, at three spatial points during 0.005 s starting from 0 s. The clear blue zones are the ones that are contained in three standard deviations around the mean prediction of the ROM denoted $m(t, x)$. The mean prediction is obtained using an aggregation of 10 samples of the Navier–Stokes solution by the Bayesian nonlinear ROM.
In Figure 25, we show the first component of the unsteady velocity field at instant 0.005 s, which corresponds to the mean prediction of the Bayesian nonlinear projection-based technique obtained with an aggregation of 10 solution samples. This field is compared to the high-fidelity one from the Yales2 solver at the same time instant. The velocity field with the Yales2 solver is represented on the unstructured mesh and, the mean prediction of the Bayesian nonlinear ROM is represented on the coarse Cartesian mesh of size 60 × 28 × 28.

![Figure 25. On the top, a 2D plane of the high-fidelity horizontal velocity field in m/s by the solver Yales2 at 0.005 s. On the bottom, a 2D plane of the horizontal velocity field in m/s by the mean prediction of the Bayesian nonlinear ROM at 0.005 s.](image)

7. Conclusions

In this paper, we have proposed a nonlinear projection based reduced order model based on variational autoencoders for the unsteady and incompressible Navier-Stokes equations. A mathematical consistency of this new formulation has been shown. This method enables a sharp analysis of the error due to the order reduction thanks to the use of Bayesian variational approaches for the prediction of the posterior distribution of the random latent (reduced) temporal coefficients associated with the nonlinear compression of an unsteady simulation. Proof of concepts of this new approach have been shown for 2D and a 3D test cases for the unsteady and incompressible Navier-Stokes equations. In the future, we would like to apply the proposed technique with variational autoencoders trained with different types of architectures that are more appropriate with data defined on
unstructured and heterogeneous meshes. This will allow for reducing the uncertainty in the resolution of the Chorin projection method on a very coarse structured grid, more precisely the Poisson equation. This uncertainty is not taken into account within the Bayesian nonlinear ROM.
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