Variational Quantum Algorithms for Chemical Simulation and Drug Discovery
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Abstract—Quantum computing has gained a lot of attention recently, and scientists have seen potential applications in this field using quantum computing for Cryptography and Communication to Machine Learning and Healthcare. Protein folding has been one of the most interesting areas to study, and it is also one of the biggest problems of biochemistry. Each protein folds distinctively, and the difficulty of finding its stable shape rapidly increases with an increase in the number of amino acids in the chain. A moderate protein has about 100 amino acids, and the number of combinations one needs to verify to find the stable structure is enormous. At some point, the number of these combinations will be so vast that classical computers cannot even attempt to solve them. In this paper, we examine how this problem can be solved with the help of quantum computing using two different algorithms, Variational Quantum Eigensolver (VQE) and Quantum Approximate Optimization Algorithm (QAOA), using Qiskit Nature. We compare the results of different quantum hardware and simulators and check how error mitigation affects the performance. Further, we make comparisons with SoTA algorithms and evaluate the reliability of the method.

Index Terms—Protein Folding, Quantum Computing, Variational Algorithms, VQE, QAOA

I. INTRODUCTION

Proteins are chains of smaller molecules called amino acids. Amino acids bond with each other by making a so-called Peptide bond. The median length of proteins in terms of the number of amino acids is 375 for Humans. These incredibly long protein chains fold and form complex 3-D structures that are stable. Finding this stable 3-D shape of a particular protein given the amino acid sequence is known as the protein folding problem. Understanding how proteins fold is essential as the function of a protein is correlated with its shape. The 3-D structure of the protein is entirely determined by the amino acid sequence. Thus, mutations which can lead to a change in the amino acid sequence of a protein cause the protein to fold differently and render it incapable of performing the desired function. The effects of a misfolded protein can range from minor diseases to severe illnesses. Some of the diseases which are caused by improperly folded proteins are, Type 2 Diabetes, Alzheimer’s, Parkinson’s, Amyotrophic Lateral Sclerosis(ALS). The amino acid sequence considered resembles a protein that interacts with Alzheimer’s disease-causing enzyme.

Drug development involves simulating the behaviour of the proteins and their interaction with drug molecules. Being able to simulate the 3-D structure of protein reliably would considerably speed up the drug discovery process, which currently relies on experimental methods that are expensive and time-consuming. The protein folding problem is computationally very expensive and scales exponentially in the number of amino acids. This complexity has led to the development of new techniques such as those using machine learning. The most successful of them being AlphaFold, which outperformed other techniques in benchmarking competition [1].

Through the paper, we provide a comprehensive analysis of the VQE in contrast to the SoTA AlphaFold model. This is one of the first of its kind benchmarking result for a particular application on different hardware. We also identify the caveats in the existing approach and quantify them. In this paper, we examine the application of Variational Quantum Algorithms to the protein folding problem. We use the protein folding module developed by Qiskit [2] to model the problem. Variational algorithms are well suited for the Noisy intermediate-scale quantum(NISQ) era, which is characterized by noisy hardware capable of running low-depth circuits.

The paper is organized as follows. Section II outlines the protein folding model and the quantum algorithms we use. In section III we describe the specific setting we have used such as the optimizers and ansatz. We describe all the hardware and simulator results of various types of quantum computers and compare them in section IV. Section V comments on the results. Finally we give additional comments and summary in Section VI.

II. LITERATURE REVIEW

A. Protein Folding Problem

The protein folding problem seeks to answer the question of how a protein’s 3-D structure can be determined from the amino acid sequence [3]. This can be modelled as a search...
The enormity of the search space makes the problem in the space of all possible conformations. The protein folding problem is characterized by an infinitely large search space. The solution to this problem represents the functional structure of the protein that matches the experimentally determined structure. The number of possible conformers can go as high as 100^300. The search problem can be equivalently set to finding the ground state of the corresponding Hamiltonian. The variational form chosen for QAOA is [8]

\[
U(C, \gamma_1)U(M, \beta_1)U(C, \gamma_2)\ldots U(C, \gamma_p)U(M, \beta_p)|\Psi\rangle
\]

\[
U(C, \gamma) = e^{-iH_C\gamma}
\]

\[
U(M, \beta) = e^{-iH_B\beta}
\]

Where \( H_C \) and \( H_B \) are the cost and mixing Hamiltonian respectively. The former encodes the optimization problem to be solved and the latter is required in case the initial state is an eigenstate of \( H_C \). In the absence of a mixing Hamiltonian, the algorithm might get stuck in one of the eigenstates of \( H_C \). The optimal parameters \( \gamma_1^*, \beta_1^*, \ldots, \gamma_p^*, \beta_p^* \) are found using a classical optimization scheme so as to minimize the cost function.

\[ \]
certain level of risk. It was shown that using CVaR expectation value as the loss function leads to a greater chance of getting a state that overlaps with the ground state when used with VQE and QAOA algorithms. [9] CVaR expectation value is calculated by averaging the energies of the lowest $\alpha$% of sampled energies. Suppose, the energies $E_i$ are arranged in ascending order then CVaR expectation value is given by,

$$CVaR = \frac{1}{\alpha N_{100}} \sum_{i=0}^{\alpha N} E_i$$

(4)

where $n$ is the number of shots i.e. the number of energies measured.

F. Significance of protein selected

The amino acid sequence chosen "YPYFIP" is a subsequence of the peptide chain that binds with the exosite of BACE1 Alzheimer’s enzyme [10]. BACE1 has been shown to produce beta-amyloid which is responsible for symptoms like memory loss in Alzheimer’s. We have removed the Acetylene and NH$_2$ chains and only considered the main peptide.

G. Alphafold

Alphafold is a state of the art deep learning model developed by Deepmind that predicts the 3-D structure of a protein based on the amino acid sequence. The model uses biological, evolutionary and geometric constraint of protein structures. This approach is quite different from the one used by Qiskit nature, the subject of this study where the approach is to minimize the interaction energy. AlphaFold completely outperformed other techniques in CASP14, an annual competition that is considered the gold standard for protein folding [1].

III. METHODOLOGY AND SETUP

A. Hardware

We run our experiments on quantum devices provided by IBM and Oxford Quantum Computing (OQC). Further, we tried using Rigetti and IONQ hardware but ran into compatibility issues and thus had to abandon them. The IBM, Rigetti, and OQC devices are based on superconducting qubits, while the IONQ device is based on Trapped Ion technology [11]. Another notable feature of IONQ QPU is that it has a fully connected topology thus any two-qubit gate can be directly applied to any qubit pair.

We alternatively also run the experiments on simulators to compare and contrast the results obtained on real hardware. We use the SV1 simulator provided by AWS braket, and IBM FakeBrooklyn provided by Qiskit. SV1 is a state vector simulator while FakeBrooklyn is a mock hardware with noise.

B. Ansatz

For VQE we use Real Amplitudes Ansatz with a single repetition provided by Qiskit. Real Amplitudes ansatz has alternate layers of RY gates and CX gates. Default full entanglement map was used which applies the CX gate to all the qubit pairs.

For QAOA and CVaR QAOA, the ansatz is as discussed in II. We experiment with different numbers of repetitions. Theoretically, as the number of repetitions increases, the solution should converge to the exact solution. However, it was found that the best results were obtained for $p=2$ repetitions. For all cases except OQC Lucy (see Section V) $p=2$ was chosen.

C. Optimizer

We use the COBYLA optimizer with 50 iterations. COBYLA is a classical gradient-free optimizer and calls the cost function only once per iteration. This is important from a cost point of view. Other optimizers such as gradient descent or SPSA could have been possibly chosen; however, in the interest of uniformity across different experiments and
relatively erratic behaviour of other optimizers COBYLA was chosen.

D. Error Mitigation

NISQ devices are typically noisy and there exist several methods to mitigate/correct for these effects. There are two current approaches, the first being error correction, which involves methods to remove error during computation. On the other hand the error mitigation methods try to compensate for the errors post measurement. We have used the error mitigation technique provided by qiskit simulating experiments on IBM Perth and FakeBrooklyn - noisy backend. A calibration matrix is calculated by fitting the measured state and the idea state data. The calibration matrix is then used to correct the states used in optimization.

IV. RESULTS

A. Ground State Energies on Hardware and Simulators

The tables I through V summarize the ground state energies(in Hartrees) as achieved on different quantum hardware and simulators across the four algorithm types. Typically CVaR Expectation by definition is less than the expectation value. $\alpha=0.01$ was set for all cases except for IBM FakeBrooklyn, where $\alpha=0.1$ was chosen to compensate for fewer shots. The reduced number of shots for IBM FakeBrooklyn stems from memory and run-time constraints.

CVaR VQE and CVaR QAOA seem to converge to the same value accross hardwares and simulators for simulations without the side chain as can be seen in Tables 1, II, and III. Error mitigation has no effect in this case. For QAOA and VQE significant variations were noted. VQE in general performed better than QAOA, with VQE showing improvements when error mitigation was applied.

For simulations with the sidechain, VQE and CVaR VQE seem to outperform their QAOA counterparts as is evident in Tables IV and V.

B. Distribution of Algorithm Predictions

We study the repeatability of each of the four algorithms. Thus to quantify the variation in results, we ran experiments on a noiseless simulator with the protein chain without any side chains. We characterize the distribution of predicted ground state energy(or CVaR expectation in the case of CVaR variants) and the predicted protein structure across multiple trials to quantify the efficacy of the algorithms. The predicted structures show considerable variability as is evident in the figures 5 6 7 8. The results thus, not only help in quantifying the efficacy of the method in its ultimate goal which is to predict the 3-D structure but also provide a more robust way of comparing the predicted structures, as will be discussed in the next section. VQE and CVaR QAOA were statistically the most consistent in terms of the returning the same structure. However, both of them predicted physically impossible structures for a significant number of trials.

C. RMSD Calculation

Root Mean Square Deviation(RMSD) is the most commonly used distance-based measurement tool to compare the protein structure similarity between two atomic coordinates. RMSD values are calculated by the formula

$$\sqrt{\frac{1}{n} \sum_{i=1}^{n} d_i^2}$$

Fig. 4: Sample protein structure with sidechain

Fig. 5: CVaR QAOA: The histogram(a) summarises the predicted results as obtained on the QASM simulator for CVaR QAOA ($\alpha=0.01$). The prediction was made 512 times; the eigenvalue converged to the same value 98.8% of the time. However, the most frequent prediction had only a frequency of 8.8%. Moreover, Figure (d) indicates that the chain folds back onto itself leading to overlap, something that is forbidden.
| Algorithm | Ground State Energy | Error Mitigated Energy |
|-----------|---------------------|------------------------|
| VQE       | 391.166             | 86.89                  |
| CVaR VQE  | -1.019              | -1.019                 |
| QAOA      | 986.73              | 832.81                 |
| CVaR QAOA | -1.019              | -1.019                 |

TABLE I: Table 1 shows the results of experiments ran on IBM Perth Hardware. The main chain is YPYFIP and there is no side chain used for this experiment. It took 6 qubits and the number of shots used are 8192.

| Algorithm | Ground State Energy | Error Mitigated Energy |
|-----------|---------------------|------------------------|
| VQE       | 114.91              | 84.22                  |
| CVaR VQE  | -1.019              | -1.019                 |
| QAOA      | 623.62              | 666.46                 |
| CVaR QAOA | -1.019              | -1.019                 |

TABLE II: Table 2 shows the results of experiments ran on Fake Brooklyn Simulator. The main chain is YPYFIP and there is no side chain used. It took 6 qubits and the number of shots used are 128.

| Algorithm | Ground State Energy |
|-----------|---------------------|
| VQE       | 768.7303            |
| CVaR VQE  | -1.019              |
| QAOA      | 746.8159            |
| CVaR QAOA | -1.019              |

TABLE III: Table 3 shows the results of experiments ran on Lucy. There is no error mitigation technique used in running this experiment. The main chain is YPYFIP and the there is no side chain used. It took 6 qubits and the number of shots used are 8192.

| Algorithm | Ground State Energy |
|-----------|---------------------|
| VQE       | 1601.5051           |
| CVaR VQE  | 17.1838             |
| QAOA      | 2123.2193           |
| CVaR QAOA | 27.562968           |

TABLE IV: Table 4 shows the results of experiments run on Fake Brooklyn Simulator. There is no error mitigation technique used in running this experiment. The main chain is YPYFIP and the side chain is IPFY. It took 17 qubits and the number of shots used are 128.
| Algorithm     | Ground State Energy |
|--------------|---------------------|
| VQE          | 226.27              |
| CVaR VQE     | -1.019              |
| QAOA         | 1741.854            |
| CVaR QAOA    | 8.33775             |

TABLE V: Table 5 shows the results of experiments run on SV1 Simulator. There is no error mitigation technique used in running this experiment. The main chain is YPYFIP, and the side chain is IPFY. It took 17 qubits and the number of shots used were 8192.
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Fig. 6: QAOA: The histogram (a) summarises the predicted results as obtained on the QASM simulator for QAOA. The prediction was made 512 times, the algorithm converged to the lowest energy state less than 2% of the time. The most frequent prediction had only a probability of 8.4%. The top two most frequent predictions do not show signs of overlap.

It is to be noted that the any RMSD value less that 2 Å is a good value, nevertheless, the lesser the value, the higher the accuracy. We compare the top predictions by QAOA class of algorithms and VQE class of algorithms by computing the RMSD [12]. The RMSD value turned out to be 0.6357Å between the QAOA class and VQE class (Fig 9).

Further we compare the predictions made by AlphaFold [1] with our top predictions using the same method. In order to make the two predictions comparable, alpha fold prediction (Figure 11) was reduced to a bead like model by considering the peptide as a chain of geometric centers of each amino acid. The comparison is illustrated in Figure 9 (d). RMSD value of 4.795Å was obtained. There is a noticeable difference in the scale of the two images. We conjecture this is because of the lattice parameter inbuilt in Qiskit Nature.
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Fig. 7: VQE: The histogram (a) summarises the predicted results as obtained on the QASM simulator for VQE. The prediction was made 512 times, the algorithm converged to the lowest energy state 30% of the time. The most frequent prediction had a frequency of 16%. Despite promising numbers, Figure (d) indicates that the chain folds back onto itself leading to overlap, something that is forbidden.

D. Effect of penalty terms

The effects of the three penalty terms described in Section II are studied. Each of the three terms is varied on a logarithmic scale keeping other terms constant and the probability of the most frequent structure is noted (Fig 10).

V. DISCUSSION

The cost of executing the VQE algorithm scales with two factors; the number of quantum tasks and the number of shots. The former being the costlier of the two. These two correspond to the number of circuits created and the number of shots executed on each circuit. If the Hamiltonian terms commute it is possible to measure them simultaneously thus reducing the number of calls made to the quantum computer,
Fig. 8: CVaR VQE: The histogram (a) summarises the predicted results as obtained on the QASM simulator for VQE. The prediction was made 512 times, the algorithm converged to the lowest energy state 99% of the time. The most frequent prediction had a frequency of only 5%. Moreover, numbers, Figure (d) indicates that the chain folds back onto itself leading to overlap, something that is forbidden.

Fig. 9: Comparing most probable structures predicted by QAOA and VQE

Fig. 10: % probability of the most frequent structure plotted against the penalty term magnitude as defined in Section II

Fig. 11: Structure Predicted by AlphaFold

and reducing the major cost component. However, if the terms do not commute, one has to measure each hamiltonian term separately which scales as $O(N^4)$. In our case, all Hamiltonian terms were composed of Pauli Z matrices. Our cost thus only scaled with the number of shots.

Another important factor that determines the capability of the hardware to simulate is the pulse duration. OQC Lucy allows a maximum pulse duration for 120 $\mu$s thus limiting the circuit depth to 1 at 8192 shots for QAOA.

The number of iterations is also important to consider. Optimizers such as gradient descent or SPSA might make more than one call to the quantum computer per iteration further increasing the cost multifold (typically three-fold for gradient-based optimizers as they require the calculation of gradient by parameter shift.)

To reduce the computational costs, the protein’s qubit operator has been reduced to the minimum amount of qubits required by omitting identity operations. For the protein with the main chain, that has been used in the paper, the problem is mapped to 120 qubits but it has been optimized to 17 qubits. Similarly, it has been optimized to 6 qubits in the case without a chain.

The structures obtained using the Variational Algorithms differ considerably from similar techniques. To illustrate, we include the structures predicted by alpha fold and alpha fold 2.

The reliability of the model is quite low, a probable cause might be that the energy difference between different structures is not substantial. Further, since only a limited number
of interactions were considered, this leads to inaccuracies. A pressing problem with the current model is that chain folds onto itself on multiple occasions.

VI. CONCLUSION

In the paper, we analyzed the performance of the protein folding model provided by Qiskit as a part of the Qiskit Nature library and compare the results against the AlphaFold model and find that there are significant deviations which require that the Qiskit Nature model be improved. The algorithm is one of a kind, especially in the paradigm of gate-based quantum computing.

We compare VQE and QAOA on various hardware and simulators, with and without error mitigation. We conclude that VQE class of algorithms performed better than QAOA for simulations with and without a side chain. We also compare the structures that were predicted by the algorithms and go on to examine the repeatability of the model we find that several unphysical predictions were being made frequently. Further, we also examined the effect of penalty parameters on the statistical stability of the model and find a weak trend in the same.

We conclude that there is an extensive scope of improvement on various metrics, however, we also acknowledge that the current limitations on the hardware make it difficult to achieve. Continuous work in this direction is a positive indication. A more robust encoding method that prevents folding of the chain back onto itself must be developed among other things.

VII. FUTURE RESEARCH

Future developments in this field would closely follow the availability of hardware capabilities. The primary goal for future works is expected to be modelling the problem in a way that allows more degrees of freedom and prohibits unphysical states. Further, the reliability of the model must be improved to allow for commercial and practical use.

One avenue that we identify is the use of other emerging techniques such as Density Matrix Embedding Theory to better characterize the energies of the proteins.
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