Hidden order pseudogap in URu$_2$Si$_2$
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Through an analysis and modeling of data from various experimental techniques, we present clear evidence for the presence of a hidden order pseudogap in URu$_2$Si$_2$ in the temperature range between 25 K and 17.5 K. Considering fluctuations of the hidden order energy gap at the transition as the origin of the pseudogap, we evaluate the effects that gap fluctuations would produce on observables like tunneling conductance, neutron scattering and nuclear resonance, and relate them to the experimental findings. We show that the transition into hidden order phase is likely second order and is preceded by the onset of non-coherent hidden order fluctuations.

I. INTRODUCTION

URu$_2$Si$_2$ is a heavy fermion system that exhibits both magnetic and superconductive ordering. With a hidden order (HO) state at $T_{HO} = 17.5$ K, URu$_2$Si$_2$ provides a playground of physical phenomena that has intrigued condensed matter scientists for many years. Over the past decades, experimental and theoretical investigations into URu$_2$Si$_2$ have been centered around the mystery of the HO state. To explain this phase, various theories as to the origin of the complex magnetic and electronic states have provided different mechanisms ranging from magnetic helicity, orbital magnetism, octupolar ordering, unconventional spin density waves, and orbital hybridization, just to name a few. While these theories attempt to explain the complexity of the HO phase, most only explain various elements and fail to reproduce all aspects of the state. This has made challenge posed by URu$_2$Si$_2$ a stimulating topic and test-bed for new theories and experimental techniques.

Below $T_c = 1.5$ K, URu$_2$Si$_2$ enters an unconventional superconducting state. Recent point contact spectroscopy identified the presence of a pseudogap phase that precedes the superconducting transition up to 2 K and has also shown that the superconducting state does not exhibit standard superconducting characteristics. While the non-BCS aspects of superconducting state are important, the existence of a HO phase has proved to be the most stimulating.

In this paper, we present evidence for a pseudogap (PG) crossover region before URu$_2$Si$_2$ undergoes the phase transition into a HO state. However, in the previous analysis of the hidden order state, the existence of this precursory region has been largely overlooked. The pseudogap state may have been hinted at by Janik et al., when looking at itinerant spin excitations around the hidden order transition. However, recent studies in far-infrared and point-contact spectroscopies have been discussing the region below 30K as a hybridization gap. These claims however need to be discussed in the context of previous studies that have shown that a hybridization-like feature forms around 120 K. Here, we present a more comprehensive discussion of the evidence for PG in the data, and provide theoretical simulations to analyze the effects of pseudogap within a mean-field model. We re-analyze the experimental results and present theoretical calculations that supports the existence of a PG region below $T_{PG} \sim 25$ K. Using tunneling spectroscopy, inelastic neutron scattering, and nuclear magnetic resonance (NMR) relaxation, we demonstrate how these quantities are affected by PG fluctuations. From the phase diagram of URu$_2$Si$_2$, we infer that that PG region arises from fluctuations of the HO gap (see Fig. 1).
and could indicate competition with other gapped phase, like large moment antiferromagnetic phase at larger pressures. Large moment fluctuations are present at the ambient pressure and therefore can provide the competing phase that produces PG features in addition to the HO phase that ultimately wins at lowest temperatures. In this regard, the scenario would be similar to a PG that can arise as a result of competition between magnetic order and superconductivity.

Our qualitative picture of a PG region consists of non-coherent order formed at a temperature \( T_{PG} \sim 25 \text{ K} \), in our estimates, which is well above the transition temperature \( T_{HO} = 17.5 \text{ K} \). One can make the general comment: a PG regime implies there is a precursor to the mean-field regime, where one has a fluctuating order parameter and gap developing above the transition yet with no true long-range order forming until one reaches \( T_{HO} \). For the related discussion in recently discovered oxide and pnictide superconductors see Refs.\textsuperscript{29–33}

This phenomenon of fluctuating order and gap can occur due to amplitude or phase fluctuations. For the purposes of our analysis, we will focus on amplitude fluctuations. Yet it is possible that there are significant phase fluctuations of the HO order parameter. Without the loss of generality, we will assume there are amplitude fluctuations of the gap associated with the HO state and these fluctuations would be a driving force for the PG behavior.

The central message of the paper is illustrated in the inset of Fig. 1 where the PG can be easily observed in the magnetic susceptibility data from Ref.\textsuperscript{22} and determined by a distinct change in slope preceding \( T_{HO} \). While in the absence of a PG, one expects an abrupt change in the slope. Numerous probes that measure quasiparticle spectra can be used to reveal a pseudogap crossover. Using scanning tunneling microscopy (STM), the pseudogap is described as the opening of energy gap through a decrease in the density of states at the absence of coherence peaks\textsuperscript{34,35} while nuclear magnetic resonance (NMR) has shown a distinct changes in the relaxation time within the \( d \)-wave cuprates.\textsuperscript{36}

Our intent is to provide a qualitative phenomenological description of the fluctuations and is not meant to provide a comprehensive theoretical analysis of the HOPG state. In what follows, we discuss the evidence of the HOPG as observed in various experiments. We then illustrate how the effects of amplitude fluctuations would effect these measurements.

II. RESULTS AND DISCUSSION

To investigate the pseudogap, we use three separate techniques to examining the qualitative effects of HO gap fluctuations. Within these simulations, we do not address the microscopic origins of the HO phase given the lack of a solid understanding of the HO. These calculation are meant to simply illustrate the effects of gap fluctuations for comparison to the experimental data. Since the pseudogap is likely to have a more microscopic origin, direct fitting of the order parameters is not necessary.

A. Pseudogap in Point-Contact Spectroscopy

Point contact spectroscopy (PCS) is a microscopic technique that provides a direct measurement of the density of states (DOS) for a material by examining its \( I-V \) characteristics.\textsuperscript{34,36,37} By applying a voltage across a material the tunneling conductance is directly related to the scattering of conduction electrons and the density of states. If a system exhibits a pseudogap, one typically

![FIG. 2: (Color Online) (a) Simulated \( dI/dV \) versus \( \omega \) for \( t = T/T_{HO} = 0.4 \) to 1.6. Here, the pseudogap is shown for \( t = 1.0 \) (dashed black) due to fluctuations within the energy gap. If no fluctuations occur, then the \( t = 1.0 \) curve will be flat (dotted black). The suppression of the density of states at \( T_{HO} \) demonstrates the presence of a pseudogap state. Here, \( \sigma \) is given by \( a = 3.0 \) and \( b = 0.2 \). (b) Normalized \( dI/dV \) versus potential for \( \text{URu}_2\text{Si}_2 \) from Ref.\textsuperscript{3}. We used normalization, where we divide the low temperature \( dI/dV(V,T) \) data by high temperature data \( dI/dV(V,T = 25\text{K}) \). We note that our simple model does provide a reasonable comparison with the data, while we are not pursuing full fit of the data at this point.}
detects change within the DOS before the coherent ordering temperature.

PCS measurements on URu$_2$Si$_2$ at various temperatures that were performed almost two decades ago by Hasselbach et al. demonstrated the presence of the HO state. However, Fig. 1 of Ref. [3] shows the measured conductance $G = dI/dV$ as a function of bias voltage through a temperature range of 5.5 and 25 K. Analysis of the data shows the emergence of a coherent HO state at 17.5 K. From the data, it is clear that there is a distinct “dip” in the density of states (DOS) between 22 K and the HO transition temperature $T_{HO}$. The lowering of the DOS before the transition is an indicator of pre-transition ordering without coherence in the system. Recent soft PCS measurements could be indicative of the same feature.

To model the effective HOPG, we assume the non-coherence can be modeled by fluctuations of the gap amplitude. Since the conductance $G$ is proportional to the DOS $\rho$, we can write the conductance as

$$\frac{dI}{dV} = \frac{\int \rho_0(\epsilon, T)P(\Delta, T)\left(\frac{df}{d\epsilon}\right)_{\epsilon=\Delta} d\epsilon d\Delta}{\int P(\Delta, T)d\Delta}, \quad (1)$$

where the DOS is modeled as a general order parameter which induces a gap in the energy spectrum that is symmetric near Fermi energy for simplicity,

$$\rho_0(\epsilon, T) = \frac{|\omega|}{\sqrt{\omega^2 - \Delta^2}}, \quad (2)$$

and we assume Gaussian distribution for amplitude fluctuations,

$$P(\Delta, T) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\Delta - \Delta_0(T))^2}{2\sigma^2}}. \quad (3)$$

In Eq. (1), $f$ being the Fermi function, $f = (e^{-\epsilon/k_B T} + 1)^{-1}$ and $\sigma$ defines the extent of the order parameter fluctuations around its mean-field value $\Delta_0$. We take $\sigma$ to be a temperature dependent function $\sigma = a e^{-b(1-t)^2}$, where $a$ produces fluctuations and $b$ introduces a temperature dependence and both are positive constants. The temperature dependence of the mean-field gap $\Delta_0(T)$ is defined in the typical way,

$$\Delta_0(T) = \begin{cases} \Delta_{gap}\sqrt{1-t}, & 0 \leq t < 1 \\ 0, & t \geq 1 \end{cases} \quad (4)$$

where $t = T/T_{HO}$ and we set $\Delta_{gap} \approx 5.0$ meV to comply with available data on URu$_2$Si$_2$.

Figure 2 shows the conductance as a function of $\omega$ for $t$ ranging from 0.4 to 1.6, calculated using Eq. (1). The dashed black line denotes $t = 1.0$, where $T = T_{HO}$. For the case of no PG, the $t = 1.0$ line should be flat (dotted black line) indicating no fluctuations. However, due to the gap fluctuations, the simulation demonstrates a suppression of the DOS even at the critical temperature $T_{HO}$, which mimics the behavior of the PG observed in experiment.

B. Pseudogap in Inelastic Neutron Scattering

Through the use of inelastic neutron scattering (INS), Wiebe et al. investigated the spin excitations above and below $T_{HO}$ and revealed itinerant-like spin excitations at incommensurate wavevectors ($H \sim (0.6,0,0)$ and $(1.4,0,0)$) at about 5 meV ($\Delta_0$) as well as lower energy incommensurate spin excitations. Both features have been the motivation for the recent hybridization wave and other proposals for HO models (see, e.g. [4], [21]).

By evaluating the data, we conclude that inelastic neutron scattering data also signal the existence of the HOPG at 20 K. This is deduced from the appearance of distinct broadening of the spin excitations at 20 K, which can be explained by gap fluctuations of a PG as HO phase begins to order (see Fig. 2 of Ref. [27]).

To illustrate the effects of a PG on these features, we add similar gap fluctuations to the calculation of the spin susceptibility as a function of $\omega$ and $q$. The spin susceptibility is therefore defined as

![Figure 3: (Color Online) Spin susceptibility as a function of energy and momentum.](image-url)
C. Pseudogap in Nuclear Magnetic Resonance

Through the use of NMR, one can probe the spin-lattice relaxation rate and determine the existence of an ordered phase transition. By introducing fluctuations to the HO energy gap, it is expected that multiple or varying lines shapes will indicate a PG regime. To model this probe, we examine the effects of the gap fluctuations on the NMR relaxation rate \((TT_1)^{-1}\), which is given by

\[
\frac{1}{TT_1} = \frac{\gamma_n^2 k_B}{2\mu_B^2} \sum_q \frac{q^2 \chi''(\omega, q)}{\omega} |_{\omega \to 0},
\]

where \(\gamma_n\) is the nuclear gyromagnetic ratio, \(k_B\) is Boltzmann’s constant, and \(\mu_B\) is the Bohr magneton.

In Fig. 4, the NMR relaxation time as a function of temperature is calculated from integrating Eq. (6) over the fluctuations of \(\Delta\) (Eq. (3)), for different values of order parameter fluctuation range \(a=1\) (blue dotted), \(2\) (red dashed), \(3\) (black solid) meV with \(b = 0\). The dash-dotted (gray) curve is for \(a = 3.0\) meV and \(b = 0.2\) to demonstrate the effect of a temperature dependent \(\sigma\).

As shown in Fig. 4, when gap fluctuations are small \((a \leq 1.0)\), the relaxation time shows a dramatic decrease at the transition temperature. The drop is caused by the opening of an energy gap at the Fermi level. However, as gap fluctuations are increased \((a > 1.0)\), the presence of non-coherent order helps broaden in the relaxation time suppression due to an increase in the DOS. A similar broadening effect has been observed demonstrated in multiple NMR investigations of \(\text{URu}_2\text{Si}_2\) which indicates the clear presence of order before the transition.

Recent NMR measurements have observed a slight rounding of the transition boundary and a sloped response for \(t > 1.0\). The rounding of the transition edge has also been observed, for instance, in NMR studies of \(\text{YBCO}\). This seems to indicate that \(\sigma\) is temperature dependent. In Fig. 4, the dash-dotted (gray) line shows the effect of a small temperature dependence on the fluctuation distribution \((b = 0.2)\). This temperature dependence has minimal effect on the other probes, but produces the linear response to the NMR relaxation time. Future measurements and investigations will be able to clarify this point.

III. CONCLUSION

We demonstrate that there is clear evidence for a HOPG in various observations of \(\text{URu}_2\text{Si}_2\) around \(T_{PG} \sim 25\) K. We simulate the effect of a PG in multiple experimental probes through the introduction of fluctuations of the HO gap. Through a comparison of our simulations and various experiment observations, we conclude there is a significant evidence for presence of a HOPG. In addition to the probes discussed here, we point to other
techniques (heat capacity, resistivity, optical conductivity etc.) which also hint to the presence of the HOPG state, although this evidence is not as clear.

The richness of debate around the nature of HO and normal state from which it emerges, emphasizes the importance of investigating this region fully. Results analyzed here and discussions on the HOPG pose additional constraints on the models for both normal state and HO and will lead to better understanding of the origin and nature of the HO phase.
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