Development of the Method of Indirect Steganographic Data Hiding in the Container Image Contour

Volodymyr Barannik¹, Oleg Shatun¹, Dmitriy Barannik², Veronika Kobtseva²

¹Ivan Kozhedub Kharkiv National University of Air Force, Faculty of Automated control systems and aviation ground support, ²Kharkiv National University of Radio Electronics, Department of information and network engineering

Abstract. The article discusses issues related to the use of methods of digital steganography for information security in systems of critical appointment. The advantages of using data embedding in an image container are shown. The main disadvantages of the existing methods of embedding in the image container are given. The issues of JPEG image compression for digital steganography are described. The allocation of stable regions in the attacking cycle is proposed. The mathematical apparatus for masking images by the Sobel method is shown. The indirect steganography method of hiding data in blocks which contain information about the circuit is developed.
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Introduction

In the modern world, information and telecommunication systems (ITS) are widely used for data transmission to ensure the efficiency and quality of information. In the operation of state agencies to enhance economic, defense and social impacts of the use of the system critical applications (SCA). The functioning of the SCA is characterized by the presence of an attacker who can carry out active actions [7, 8]. This can lead to a breach of confidentiality, leakage of important information and lead to significant material and human losses. Therefore, the protection of information in data transmission systems is one of the most important problems of modern science.

1. Analysis

Cryptographic data protection is used to encrypt information resources in the UPC, which provides reliable protection against unauthorized access [4, 10]. Since cryptography only encrypts, not hides, the enemy can intercept the encrypted message and distort it. Therefore, an alternative to cryptography is the use of digital steganography [9, 12].

Digital steganography (DS) is a direction of steganography that hides data in computer files that have analog origin. The most developed and common methods of DS are data embedding in the image-content (IC). This is due to the following reasons:

- distribution of images in the information space;
- the presence in the image of high redundancy, which can potentially be used for embedding information;
- relatively large capacity of the steganographic channel using IC;
- unfavourable human vision to minor distortions in color and brightness.

Methods of embedding data in the IC are divided into direct and indirect [9].

When hiding information in direct methods, bits are embedded in the images, which leads to distortion [1, 6, 11, 13, 14] and reduced container resistance to attacks. In indirect data hiding, information is embedded by creating dependencies between certain elements of the image [17]. These methods are more complex due to the presence of mathematical calculations, but are more resistant to attacks [3, 15].
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2. Problem formulation

Analysis of recent publications [2, 3, 6, 7] showed that the use of indirect methods of hiding data in images provides reliability and reliability of hidden data. The concept of indirect data concealment is based on the creation of image element dependency.

This occurs most often after carrying out a discrete cosine transform (DCT). The use of prep when embedding information due to the fact that the existing image, the transfer process technology with JPEG loss, part of which is prep.

The generalized analysis of data embedding methods in IC showed the following disadvantages:

- existing methods do not meet the requirements for the steganographic container capacity;
- the methods used are unstable to known attacks on the steganographic system;
- visual analysis of low-level imagery;
- methods have a low probability of correct data extraction.

The above mentioned disadvantages lead to a decrease in the resistance of steganosystems and the probability of loss of information when transmitting through channels [18].

Thus, it is necessary to use a method of hiding data, which will increase the resistance of the container to attacks and increase the probability of correct data extraction.

The basis of this approach is proposed to apply blocks that will be resistant to attacks and will not be distorted during transmission. Therefore, the purpose of the article is to develop a method of hiding data in stable blocks of the image contour, namely elements that contain information about the contour.
3. The allocation of persistent fields based on moving mask

For digital images, the most useful semantic loads are the contours of objects. Contours are lines that pass at the boundaries of homogeneous regions. Elements $\{z_{ij}\}$ of the spatial-temporal representation of the image, whose values do not exceed a certain threshold, form homogeneous areas [19]. This is set by the following condition:

$$|z_{\text{max}} - z_{\text{min}}| \leq 1,$$

(1)

where $z_{\text{max}}$ is the largest element of the image area; $z_{\text{min}}$ is smallest element of the image.

Existing image compression algorithms reduce redundancy and, thus, introduce the smallest distortion that, while maintaining a high level, provides a disadvantageous human vision to compression effects, it is necessary to use methods of image contour selection, for their further use in steganographic embedding.

The contours of the images are formed at the boundaries of homogeneous areas of the image [5]. In order to determine the belonging of the elements of the spatial representation of the image to a homogeneous area at the same time checking the presence of the contour, the following conditions must be met:

- belonging of the image element to a homogeneous area is given by the condition:
  $$|z_{i,j} - z_{i\pm1,j\pm1}| \leq 1,$$

  (2)

  \[i = 1, x, j = 1, y,\]

- belonging of the image element to the adjacent homogeneous region is given by the condition:
  $$|z_{i,j} - z_{i\pm1,j\pm1}| > 1,$$

(3)

\[i = 1, x, j = 1, y,\]

Most often used in practice for the selection of image contours and gradient methods.

The most common way to find contours is to process the image $Z$ with a sliding mask $K$. The mask $K$ is a square matrix with coefficients $\{k\}$. The process of image processing $Z$ based on the matrix $K$ is called filtering or masking and is given by the following functionality $f(\bullet)$:

$$M = f(Z, K),$$

(4)

where $M$ is image obtained from the processing of the image $Z$ based on the mask $K$. The filtering process is based on the gradual spatial movement of the filter mask from the element to the image element. The value of the $m_{i,j}$ (filter response) element is calculated using the values of the previous and subsequent elements in two-dimensional space. In this case, the value of the element $m_{i,j}$ of the image $M$, obtained as a result of masking is calculated by the formula:

$$m_{i,j} = \sum_{z_{i-1}}^{i+1} \sum_{z_{i-1}}^{i+1} z_{x,t} \cdot k.$$

(5)

The Sobel operator is proposed to be used as a method of image contour selection. This operator is most often used in practice and has the following form:

$$m_{i,j} = \sqrt{G_x^2 + G_y^2},$$

(6)

$$G_i = K_i \cdot m_{i,j} = \begin{bmatrix} -1 & 0 & +1 \\ -2 & 0 & +2 \\ -1 & 0 & +1 \end{bmatrix} \cdot m_{i,j},$$

(7)

where $K_i$ and $K_j$ are operators that determine the increment value of an image element horizontally and vertically, respectively; $G_i$ and $G_j$ are blocks of the image each element of which contains approximate values of derivatives horizontally and vertically, respectively.

Thus, the use of a sliding Sobel mask allows identifying the contours of objects at the boundaries of homogeneous areas [9]. It is proposed to use this technology to identify areas that will be used in steganographic embedding.

4. Embedding data in areas resistant to compression attacks

We will formulate the requirements for the developed method. This method should ensure the reliability of hiding information in images, embedding a relatively large amount of information and resistance to distortion. Therefore, it is proposed to build the view steganographic embedding, by indirect modification of the elements of the image blocks that contain contour information.

Step 1. You must select the contours of the image to embed the data.

When selecting contours, it was found that the elements that are located on the positions of the contours, the detection that uses the image mask have the following properties:

1) a limited number of elements that contain contour information, that is, the area of values for embedding information is limited by the width of the contour. In most cases, the contour is not wide (Fig.1);

2) through a large number of contours in the image, for the successful integration of data in steganographic transformations, it is necessary to take into account the different directions of the contour of the image: vertical and horizontal (Fig. 2)

Step 2. Consider the possible options for selecting the matrix of contour elements for embedding information, taking into account these features.

It is necessary to consider that the allocation of a smart block to be embedded in the contour image, it can get items that are not part of the contour elements.
In this case, when sending a message, the data contained in the IC may be damaged. That is, when choosing a block with dimensions of $4 \times 4$ or $5 \times 5$ and embedding information in it, the messages will go beyond the contour, which does not meet the requirements for the developed method (Fig. 3).

It follows that the most optimal size of the contour for embedding is a matrix of dimension $3 \times 3$ elements (Fig. 4).

By selecting the appropriate block and selecting the matrix $a \times 3 \times 3$ it is necessary to further calculations to determine the following elements:

- no variability in the process of embedding (reference elements);
- elements that are modified in the process of embedding.

To select the elements that will not change during the implementation process, you must do the following:

In matrix $A$, the maximum and minimum elements should be defined. These elements will remain unchanged for the selection of the interval on which the data is embedded.

$$
A = \begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{bmatrix}.
$$

For example, $a_{12} = a_{\text{min}}$, $a_{32} = a_{\text{max}}$.

Calculate the width of the interval $d$. This value is required to calculate the interval boundaries and is characterized by the dynamic range of elements in the block matrix. Determined by the formula:

$$
d = \frac{a_{\text{max}} - a_{\text{min}}}{3}.
$$

Step 3. At this stage, the interval boundaries are calculated. These elements are used for comparison. These elements are not modified in the process of data embedding – reference elements, they are used in the process of creating a dependency in indirect embedding. Since the range of values must be divided into 3 intervals, it is necessary to determine the 4 reference elements. These elements are calculated by the formula:

$$
z_i = a_{\text{min}} + d(i - 1)
$$

where $z_i$ is a reference element for comparison, $i = [1,4]$.

Step 4. The items that are selected for embedding of the matrix $A$, which will be involved in embedding distributed according to intervals. These elements are allowed to change in the process of embedding data modifier elements. The modifier elements must be placed in ascending order and their belonging to the intervals between the reference elements $\{z_i\}$, $i = [1,4]$.

Step 5. It is necessary to calculate the average value of the SJ modifier elements that fall within the interval between two reference elements $\{z_i\}, i = [1,4]$. These values will be used for further embedding of the data using the modifier elements.

The calculation of this value is necessary to create a dependency on the embedding of the data. This value is calculated by the formula:

$$
S_j = \frac{\sum_{m=1}^{n} a_m}{n},
$$

where $j$ is the number of the interval $j = [1,3]$; $a_m$ is matrix modifier element $m = [1, n]$; $n$ is number of elements in the interval.

Step 6. To implement indirect embedding of information in the image contours, it is necessary to calculate the reference coefficient $K$.

This coefficient is constant, that means, it will not change from the modification of the block elements. This coefficient is calculated for each embedding block separately, takes the values $0 < k \leq 1$ and is calculated by the formula:

$$
k = \frac{z_4}{z_2 + z_3}.
$$

Data embedding will be performed by modifying the elements of the block according to the rule:

$$
b = \begin{cases}
0, & \text{if } H > k; \\
1, & \text{if } H \leq k.
\end{cases}
$$

where $b$ is the bit to be embedded in this loop block; $H$ is the coefficient of comparison, and is calculated by the formula:

$$
H = \frac{S_3}{S_1 + S_2}.
$$

If the condition is met, the data injection is complete. That is, it is assumed that the elements have values that satisfy the embedding condition.

Consider cases where the embedding condition does not hold. Failure to comply with the rules of the embedding of $H$ should increase or decrease for the condition of embedding. Then the embedding of embedding will have the following form:

$$
b = \begin{cases}
0, & \text{if } H = \frac{S_3 + x}{(S_1 - x) + (S_2 - x)} > k; \\
1, & \text{if } H = \frac{S_3 - x}{(S_1 + x) + (S_2 + x)} \leq k.
\end{cases}
$$

where $x$ is modification factor $x \in [-255;255]$.

Implementation will be the selection of the values of $H$ thus, to ensure the performance of condition 16.

The values of the modified elements $a'_{ij}$ of the block contain information about the contour and is calculated by the following formula:

$$
a'_{ij} = a_{ij} + x.
$$

The value of $x$ is calculated by the formula:

$$
x = \begin{cases}
\frac{H(S_1 + S_2) - S_1}{1 + 2H}, & \text{for } b = 0; \\
\frac{S_1 - H(S_1 + S_2)}{1 + 2H}, & \text{for } b = 1.
\end{cases}
$$

We rewrite the finding formula 17 taking into account $x$:

$$
a'_{ij} = \begin{cases}
a_{ij} + \frac{H(S_1 + S_2) - S_1}{1 + 2H}, & \text{for } b = 0; \\
a_{ij} + \frac{S_1 - H(S_1 + S_2)}{1 + 2H}, & \text{for } b = 1.
\end{cases}
$$

After finding the values of the modifier elements, we perform steganographic embedding of the data in the blocks according to rule 14.
Extracting data occurs after receiving the stegoimage by image analysis, and comparison of the values of $H$ and $k$ in the blocks.

5. Conclusion

1) Reviewed current trends in the information security, it is proposed to apply the methods of digital steganography to protect your data for increased protection and digital reliability in the transmission of information. Using a container image is the most promising way to hide data.

2) Analysis of existing methods of data embedding in the image container showed that these methods have a low probability of correct data extraction, unstable to existing attacks and have a small steganographic bandwidth.

3) A method for allocating the blocks of the outline of the image based on the moving mask. These blocks are resistant to compression attacks and cause minor distortions in the image, which allows you to use the image mask for steganographic data hiding.

4) The method of indirect steganographic data hiding in the image contours is developed. This method allows hiding bits in image blocks with high probability of correct extraction of embedded data. The developed method is resistant to known active attacks and steganographic analysis by the enemy.
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