Image Inpainting of Multi-Spectral Image with Laser Lines Based on Generative Adversarial Network
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Abstract. This paper presents a Generative Adversarial Network based on image in-painting, which can reconstruct the shape using a multi-spectral image with a laser line. One of the difficulties in multi-spectral photometric stereo is to extract the laser line, because the required illumination for multi-spectral photometric stereo, e.g. the red, green, and blue lights, may pollute the colour of the laser line. In this paper, we present a method, which uses the Generative Adversarial Network based on image in-painting, to separate a multi-spectral image with a laser line into a clean laser image and an uncorrupted multi-spectral image without the laser line, to reconstruct the shape using a multi-spectral image with a laser line. To make the proposed method applicable to real-world objects, a rendered image dataset obtained using the rendering models in ShapeNet has been used for training the network, and the evaluation shows the superiority of the proposed approach over several previous methods, on both rendered images and real-world images.

1. Introduction

There have been many algorithms that can perform high-precision 3D reconstruction of the target, including laser scanning technology [1], photometric stereo [2], structure from motion [3], multi-view stereo [4], etc. There is a recent trend that attempts to combine deep learning with photometric stereo. However, many issues exist when such 3D reconstruction methods are used in an uncontrolled environment, e.g. underwater 3D imaging: (1) Image acquisition is difficult, while deep learning usually requires a large amount of data for training; (2) The images required by photometric stereo algorithms should be obtained when the camera and the target are relatively still, while it is difficult to achieve in an underwater environment; (3) The result obtained by the photometric stereo algorithm does not have scale accuracy, that is, only the shape is relatively accurate, and the height information is not accurate.

In order to solve the first issue, we can use the rendered images as the training set [5]. For the second issue, we could use a multi-spectral photometric stereo algorithm, which only needs a single-color image ([6], [7], [8], [9]). Finally, for the third issue, we could add a laser line on the RGB image, and correct the result of the multi-spectral photometric stereo algorithm through the height information of the pixels on the laser line ([10], [11]).
However, in the process of 3D reconstruction using multi-spectral images with laser lines, there are the following problems: (1) The laser line will pollute the imaging result of the color light source, that is, the area covered by the laser light source will lose pixel information; (2) The color light source will influence the result of laser line extraction.

Inspired by the strong ability of Generation Adversarial Networks to model the data distribution, in this study, we propose a GAN based on image in-painting to solve the above issues. The proposed network can separate the multi-spectral image with a laser line into a clean laser image and an uncorrupted multi-spectral image without the laser line, which accordingly produce accurate 3D reconstruction.

The main contributions of this article are summarized as follows: (1) Through the improvement of the network proposed by Isola [12], we propose a Generative Adversarial Network based on image in-painting to realize the effective estimation of the pixel values at the locations covered by the laser line in the multi-spectral image; (2) The proposed network can extract the laser line in the multi-spectral image.

The remaining of this article is organized as follows: Section 2 introduces the related work; Section 3 introduces the network structure, related parameters and training process of the Generative Adversarial Network proposed in this article; Section 4 introduces the rendered image dataset used in this article and the results of the rendered images and the real images; Section 5 concludes this paper.

2. Related work
In this section, we review some traditional methods on laser line extraction algorithms in section 2.1, and image in-painting algorithms based on deep learning in section 2.2.

2.1. Laser line extraction algorithms
The laser scanning method is the earliest proposed and fully studied 3D reconstruction method, and even commercially available [13], but most of these devices or algorithms can only process the laser line extraction problem when the laser is the only light source or the ambient light is very weak relative to the laser brightness. In terms of algorithmic development in this field, there are many kinds of research studies on laser line thinning. Ta et al. [14] proposed a laser line detection method, using the color space to enhance the laser signal and reduce the discrimination effect of white ambient light. Song et al. [15] proposed a hybrid laser image point extraction algorithm using SVD decomposition in the HSV space of the image. Pavel et al. [16] proposed an algorithm based on color segmentation to extract the laser line.

However, the premise of the above algorithm for laser line detection is that the color of the background and the laser line is significantly different, such as natural light ([14], [15]), or dark illumination environments [16], which is not applicable to the extraction of laser lines in trichromatic laser images.

2.2 Image in-painting algorithms based on deep learning
There are many image in-painting algorithms based on deep learning. Such as, Hong et al. [17] designed a learnable fusion block, which can predict the alpha composition map and achieve smooth transition. Yu et al. [18] proposed a novel method using a contextual attention layer to achieve image in-painting. Huang et al. [19] proposed a method using mid-level structural cues for image in-painting. Jimmy et al. [20] proposed a novel CNN architecture, which enables conventional CNN to learn translation variants of irregular spatial data, and achieves superior performance on image in-painting and super-resolution.

Although image in-painting algorithms based on deep learning have been greatly developed, these algorithms cannot directly deal with the problem in this article. Cause they are usually suitable for specific images (such as face images) and images under natural light. There is not an image in-painting algorithm for multispectral images. In addition, most of these existing algorithms need to
provide a mask map, or calculate the mask map through interactive operations, but in this article, the laser image (i.e., the mask map) is unknown.

3. Method
In this section, we will introduce the details of the algorithm we proposed, which mainly include the architecture of the network, the parameter setting and training information of the Generative Adversarial Network we proposed. We first present the architecture of our network in Section 3.1, and detail the parameter settings, loss function and training process in Section 3.2.

3.1. Architecture
We designed an improved Generative Adversarial Network base on the network proposed by Isola [12]. The architecture of the proposed network contains twenty-one layers with different weights, where the generator part is composed of an encoder-decoder network composed of eight encoders and eight decoders, and the discriminator is composed of five convolutional networks. We did not make any changes to the discriminant network, but only improved the generator network.

The structure of the proposed network is shown in Figure 1.

The input values of all layers should be activated before performing other operations, the activate function for all the generator layers is the Leaky ReLU non-linearity function, whose negative slope is 0.2, while the activate function of de-convolution layers is ReLU. In decoder_8 to decoder_3, a dropout strategy is adopted, and the parameter is 0.5. All of these outputs value of the coder-encoder layers in the generator should be batch normalized before output. And in the final layer of decoder, an activation function 'tanh' is adopted.

The details of the generator are shown in Table 1.

![Figure 1. The architecture of the proposed network.](image-url)
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Figure 2. The details of the generator, in which (a) is the architecture of encoder_1 to encoder_3, (b) is the architecture of encoder_4 to encoder_8, (c) is the architecture of decoder_8 to decoder_2, and (d) is The architecture of decoder_1.

Table 1. Details of our proposed network.

| Name            | Input_channels | Output_channels |
|-----------------|----------------|-----------------|
| Encoder_1       | 3              | 64              |
| Encoder_2       | 64             | 128             |
| Encoder_3       | 128            | 256             |
| Encoder_4       | 256            | 512             |
| Encoder_5~8     | 512            | 512             |
| Decoder_8~5     | 512            | 512             |
| Decoder_4       | 512            | 256             |
| Decoder_3       | 256            | 128             |
| Decoder_2       | 128            | 64              |
| Decoder_1       | 64             | 1               |

3.2. Training

The loss function was based on conventional l2 residual minimization and that with l1 residual minimization, and their sum was optimized using the Adam Optimizer [21]. We use a Gaussian distribution with a mean of 0 and a standard deviation of 0.02 to initialize the network weights, and the learning rate during training is 0.0005.

4. Experiments

In this section, we will evaluate the experimental results of our network, including both rendered and real-world images. All of these results were acquired with an Nvidia GT730 graphics card.
4.1. Dataset

4.1.1. Rendered image dataset. We use the Blender Python API to render a total of 13977 models of five categories in ShapeNet, such as bus, car, airplane, ship and train, into multispectral images with laser lines, multispectral images without laser lines, and laser images. The settings were as follows: the resolution of the rendered images was set to 256 * 256; the origin of the coordinate system was set to the center of these models; the lamp type was set to "spotlight", and their beam were set to 60 degrees, the initial position were set to be at 0 degrees, 120 degrees and 240-degree, the optical axis points to the origin and can move along the ring as a whole at 15 degrees per time; 501 red spotlights were set to simulating the effect of a laser illumination, while their beam was set to 1 degree, the position moved along a straight line, and the color was set to (1,0,0) or (0,1,0), representing red or green laser, respectively. Each model would be rendered to 24 multi-spectral images without laser lines, 24 multi-spectral images with laser lines, and one laser image. Partly of these rendered images are shown in Figure 3.

![Figure 3](image)

4.1.2. Real-world images. We use four objects to create a collection of real-world images at different angles, including multi-spectral images with laser lines, multi-spectral images without laser lines and the pure laser images. Partly of these real-world images are shown in Figure 4.
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4.2. Laser line extraction results

We input the multi-spectral image with a laser line into the proposed GAN network to obtain an intermediate result image. After making a difference between it and the input image, we then obtain the desired laser image through threshold segmentation, median filtering, dilation and corrosion. The threshold is set to 0.35 in the experiment.

4.2.1 Extraction results of laser lines in rendered images. First, we input the rendered image into our proposed network for training 100 times, which takes about 5 hours with a Nvidia GT730 graphics card. The training process is shown in Figure 5, and the results of laser line extraction of these rendered images are shown in Figure 6.
Figure 5. Rendered image training process. (a) is the training process of red laser, and (b) is the training process of green laser.

Figure 6. Processing results of rendered images. (a) are the input multispectral images with laser lines, (b) are the ground truth, (c) are the output results of our network, (d) are the ground truth of the laser images, (e) are the predicted laser images, (f) are the laser prediction error images.

4.2.2. Extraction results of laser lines in real-world images. The laser line extraction results using real images are shown in Figure 7.

Figure 7. Real-world images processing results. (a) are the input multi-spectral images with laser lines, (b) are the ground truth, (c) are the output results of our network, (d) are the ground truth of the laser images, (e) are the predicted laser images, (f) are the laser prediction error images.
4.3 Analysis and discussion
Comparing the results of our network with the results of the algorithm proposed by Criminisi [22][23] and Lu [24], we further verify the advantage of the proposed network. These comparison results are shown in Figure 8 and Figure 9, where all the analysis results are compared in the laser line area obtained in the previous step.

Figure 8. Compares the results of our network with Criminisi’s algorithm [22][23]. (a) are the multi-spectral images with laser lines, (b) are the ground truth, (c) are the output results of our network, (d) are the MSE of our result, (e) are the results of Criminisi’s algorithm, and (f) are the MSE of Criminisi’s algorithm.

Figure 9. Compares the results of our network with Lu’s algorithm [24]. (a) are the multi-spectral images with laser lines, (b) are the ground truth, (c) are the output results of our network, (d) are the MSE of our result, (e) are the results of Lu’s algorithm[24], and (f) are the MSE of Lu’s algorithm[24].

5. Conclusion
In this work, we have studied the three-dimensional reconstruction algorithm of multi-spectral images with laser lines. The Generative Adversarial Network based on image in-painting has generated laser images and multi-spectral images without laser lines, and realized the three-dimensional reconstruction based on multi-spectral images. Experiments show that the proposed network can effectively extract the laser lines in the multi-spectral images with laser lines, and at the same time, the pixel values of the area covered by the laser lines are also effectively estimated.
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