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Abstract: Millimeter wave, especially the high frequency millimeter wave near 100 GHz, is one of the key spectrum resources for the sixth generation (6G) mobile communication, which can be used for precise positioning, imaging and large capacity data transmission. Therefore, high frequency millimeter wave channel sounding is the first step to better understand 6G signal propagation. Because indoor wireless deployment is critical to 6G and different scenes classification can make future radio network optimization easy, we built a 6G indoor millimeter wave channel sounding system using just commercial instruments based on time-domain correlation method. Taking transmission and reception of a typical 93 GHz millimeter wave signal in the W-band as an example, four indoor millimeter wave communication scenes were modeled. Furthermore, we proposed a data-driven supervised machine learning method to extract fingerprint features from different scenes. Then we trained the scene classification model based on these features. Baseband data from receiver was transformed to channel Power Delay Profile (PDP), and then six fingerprint features were extracted for each scene. The decision tree, Support Vector Machine (SVM) and the optimal bagging channel scene classification algorithms were used to train machine learning model, with test accuracies of 94.3%, 86.4% and 96.5% respectively. The results show that the channel fingerprint classification model trained by machine learning method is effective. This method can be used in 6G channel sounding and scene classification to THz in the future.
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1. Introduction

With limited spectrum resources for the fifth generation (5G) mobile networks, industries urgently need more millimeter wave band [1]. High frequency millimeter wave near 100 GHz to THz is one of the key spectrum resources for the sixth generation (6G) mobile communications system [2]. The wireless signal transmission performance between base stations and mobile stations is mainly determined by wireless channel. 6G will face serious signal occlusion problems, because high-frequency millimeter wave transmits in a straight-line way. Modeling and classifying millimeter wave channel can facilitate cellular communication network design, which is also premise of 6G’s actual deployment. The key to solving this problem is to sound the new high-frequency millimeter wave wirelessly, and then obtain accurate channel impulse response. Wireless channel in different scenes has different characteristics, especially at indoor scenes, which have many obstructions. Therefore, the classification of different wireless transmission scenes is conducive to wireless network optimization [3].

At present, there are two main methods in millimeter wave channel sounding: time domain method and frequency domain method [4].

In references [5–12], time-domain correlation methods were used to measure and model the millimeter wave channel. However, the frequency range of these channel measurements belongs to lower frequency and does not cover the high frequency required by 6G. Reference [5] stated that Beijing Keysight Company carried out a measurement...
of broadband channel characteristics in environment of line-of-Sight (LoS) and non-line-of-Sight (NLoS) with 26 GHz frequency band and 1 GHz bandwidth in an open office. In Reference [6], a 28 GHz channel detector based on an auto rotating horn antenna was proposed. The detector had the ability of time synchronization between the synchronized transmitter and receiver. Relative propagation delay from transmitter to receiver by using the time stamp was recorded by the proposed channel detection system. Reference [7] studied the indoor channel parameters and relevant characteristics by experimental measurements containing LOS and NLOS scenes in a typical corridor at 60 GHz. Reference [8] had measured shadow effects of moving human body in 73 GHz whose transmitter and receiver systems use directional antennas. Based on the double-edged diffraction model, a simple human blocking model was proposed. Reference [9] proposed a modeling method that combined statistical modeling and deterministic modeling with channel attributes extracted from channel data. Combined with the development of big data, Reference [9] also proposed a cluster core based model which integrated the stochastic model and the deterministic model. The complexity of the model was low and the number of cluster cores was limited. There was a physical mapping relationship between cluster cores and real propagation objects. Reference [10] proposed a general wireless channel model and channel detection methods for the 5G Internet of Things (IoT) green wireless communication. By using the perspective of big data mining, intelligent channel detector transformed traditional passive wireless communication scheme into an active and expected wireless communication scheme to achieve efficient and green communication. Reference [11] use channel detection technology to characterize the second-order statistics of indoor Ultra Wide Band (UWB) channels. Reference [12] described usage of circular antennas at both ends for channel detection in urban macro cells with time domain method.

References [13–16] used the frequency domain method to measure and model millimeter wave channel. Because of one platform integration requirement of receiver and transmitter, working range of channel sounding was limited [13]. Reference [14] introduced a commercial channel detector based on Vector Network Analyzer (VNA) for directional radio channel measurement in W-band. Reference [15] discussed the measurement of complex frequency response of millimeter wave indoor wireless channel in coherent broadband frequency domain. Reference [16] proposed a channel impulse response detection and recognition system based on sweep method for 57–64 GHz.

The channel classification in references [17,18] was based on traditional statistical methods. The traditional statistical method will consume huge manpower and time when dealing with massive data. In Reference [17], channel fingerprint features were extracted from channel samples, and corresponding channel fingerprint model was established and verified. In Reference [18], channel average multipath delay characteristic parameters and time domain amplitude envelope characteristics of channel impulse response were extracted, and then discrimination mechanisms of wireless channel in different scenes were given. Both References [9,19] used machine learning algorithms to classify millimeter wave channel scenes. However, the frequency identified in Reference [9] did not cover the high frequency millimeter wave band of 6G service. Reference [19] studied correlation vector machine algorithms for multipath component detection considering channel power delay distributions. However, it only used simulation method, lacking real measured data from actual channel sounding system. Reference [20] used machine learning to identify wireless channel scenarios. However, the approaches it proposed took a lot of computing resources or were less efficient. In addition, it did not identify millimeter wave channel, which was important to 6G service. Reference [21] categorized map-based hybrid channel models using machine learning and shared the database of map-based channel parameters. Reference [22] proposed a Machine Learning (ML)-based time-division duplex scheme in which Channel State Information (CSI) could be obtained by leveraging the temporal channel correlation. Reference [23] shed light on the state of the art in channel prediction and proposed a novel predictor that leveraged the strong time-series prediction capability of deep recurrent neural networks incorporating long short-term memory or
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Gated recurrent unit. Reference [24] proposed a data-driven Deep Learning (DL) approach to jointly design the pilot signals and channel estimator for wideband massive Multiple-Input Multiple-Output (MIMO) systems. By exploiting the angular-domain compressibility of massive MIMO channels, the conceived DL framework could reliably reconstruct the high-dimensional channels from the underdetermined measurements. Reference [25] evaluated the performance of machine learning method in identifying the channel type in 802.11ac systems. References [21–25] did not cover relatively high millimeter wave frequency or only used simulation data.

Considering the frequency method could not measure channel models of two remote receiving and transmitting places, this paper used time domain channel sounding method. Our improvements compared with studies that already existed in academia are from three points. At first, the frequency range measured by the above methods belong to lower millimeter wave frequency band, which do not cover higher millimeter wave frequency band concerned by 6G service. Secondly, the above methods require a lot of communication expertise and consume a lot of manpower and material resources in channel feature extraction stage. Thirdly, our data is based on real channel scenarios. In our paper, cross-correlation algorithm was used to calculate the channel impulse response between transmitted known data and received channel faded data. This process would generate a lot of baseband data, which provided raw materials for big data modeling and learning. To the best of our knowledge, this paper first proposed a data-driven supervised machine learning model for 6G indoor millimeter wave channel scene classification in W-band.

The main contributions of this article are summarized as follows,

1. We proposed and built the industry’s first commercial off-the-shelf (COTS) hardware-based high-frequency indoor millimeter wave channel sounding system based on time-domain correlation method, which could measure millimeter wave signals in the W-band.
2. We firstly proposed a data-driven supervised machine learning model for 6G indoor millimeter wave scene classification in the W-band.
3. The bagging classifier we firstly proposed is more efficient with 96.5% accuracy.

The article is organized as follows: Section 2 describes the whole process of channel sounding and classification at first. Then it provides the algorithm of channel sounding and Power Delay Profile (PDP) results of measured indoor millimeter wave communication scenes. Finally, it describes extracted features, scene classification algorithms and method verification and evaluation. Section 3 presents the results of classification. The conclusions and discussions are in Section 4.

2. Materials and Methods

2.1. Channel Sounding and Classification

The whole process of channel sounding and classification includes two steps: acquire time-domain I/Q data to get the channel impulse response and then get PDP. The PDP’s mean value, standard deviation, kurtosis, skewness, peak value and relative delay characteristics are extracted as features. Scene classification and recognition model based on these features is trained and finally the unknown scene measured data is tested. The process is shown in Figure 1.
2.2. Channel Sounding

The time-domain correlation method is used directly to calculate the channel impulse response [26]. The pseudorandom sequence has good randomness, and its autocorrelation function is close to the impulse signal. Therefore, pseudorandom sequence is selected as transmitted signal in the channel sounding system. Its autocorrelation function is shown as follows,

\[
r(j) = \begin{cases} 
  1 & j = nN (n = 0, \pm 1, \pm 2, \ldots) \\
  -\frac{1}{N} & j \neq nN 
\end{cases}
\]  

(1)

where \(N\) is the period of the transmitted pseudorandom sequence and \(r(j)\) is the autocorrelation function of the pseudorandom sequence. The received RF signal will be downconverted from RF band to baseband through spectrum analyzer, which will generate baseband complex envelope signal, i.e., baseband I/Q data. Supposed that the complex envelope signal of the transmitter is \(X_{CE}(t)\), then relationship between real RF signal \(X_{RF}(t)\) of the transmitter and the complex envelope signal is

\[
X_{RF}(t) = \text{Re}\left[ X_{CE}(t) \cdot e^{j2\pi f_c t} \right].
\]  

(2)

If this signal is transmitted through a static scattering medium, the received signal is given by

\[
Y_{RF}(t) = \text{Re}\left[ \sum_{i=1}^{N} a_i X_{CE}(t - \tau_i) e^{j2\pi f_c (t - \tau_i)} \right] = \text{Re}\left[ Y_{CE}(t) e^{j2\pi f_c t} \right]
\]  

(3)

where

\[
Y_{CE}(t) = \sum_{i=1}^{N} a_i e^{-j2\pi f_c \tau_i} X_{CE}(t - \tau_i).
\]  

(4)

Complex coefficient \(a_i\) represents magnitude and phase contributions from scatterer \(i\), \(\tau_i\) is its associated propagation time and \(f_c\) is carrier frequency. The block diagram of channel sounding system is shown in Figure 2.
Converting the received RF signal into baseband signal, and then making correlation with the transmitted signal, we can get cross-correlation between transmitted signal and received signal as follows,

\[ R_{xy}(\tau) = E[X_C^*(t)Y_C(t + \tau)]. \]  

(5)

where * means complex conjugate.

Considering correlation function \( R_{xy}(\tau) = \int_{-\infty}^{+\infty} x(u)h(u)du \) and convolution theorem \( y(t) = x(t) \otimes h(t) = \int_{-\infty}^{+\infty} x(t-u)h(u)du \), we get

\[
R_{xy}(\tau) = \int_{-\infty}^{+\infty} h(u)R_x(\tau - u)du = h(\tau) \otimes R_x(\tau) \approx h(\tau) \otimes \delta(\tau) = h(\tau). 
\]  

(6)

Supposed that the stochastic process, described by the impulse response, is wide sense stationary and the amplitudes and phases of different paths are uncorrelated, which means that the autocorrelation function (ACF) of the impulse response disappears for \( \tau_1 \neq \tau_2 \) and shows a delta-like behavior for \( \tau_1 = \tau_2 \), the channel can be defined by the autocorrelation function of the impulse response, which can be simplified to the expression

\[
R_h(\tau, \Delta t) = E[h(\tau,t)h^*(\tau,t + \Delta t)]. 
\]  

(7)

The channel sounding accuracy from above equation depends on sharp autocorrelation shape, so M sequence, Barker code and Linear Frequency Modulation (LFM) signals are used often. The ACF of the impulse response, \( R_h(\tau, \Delta t) \), calculated for \( \Delta t = 0 \), and denoted by \( p_h(\tau) = R_h(\tau) = R_h(\tau,0) \), is called the power delay profile [27].

The measured impulse response is the convolution of the true channel impulse response with the impulse response of the sounder [28]:

\[
h_{meas}(t_i, \tau) = \hat{p}(\tau) \otimes h(t_i, \tau),
\]  

(8)

where the effective sounder impulse response \( \hat{p}(\tau) \) is the convolution of the transmitted pulse shape and the Rx filter impulse response \( \hat{p}(\tau) = p_{TX}(\tau) \otimes p_{RX}(\tau) \).

Therefore, the measured power-delay profile \( D_{measured} \) is convolution between the true power delay profile \( D_{channel} \) with the impulse response of the sounder \( \hat{p}(\tau) \).

\[
D_{measured}(t_i, \tau) \quad = \quad \hat{p}(\tau) \otimes D_{channel}(t_i, \tau).
\]  

(9)

Based on the time-domain correlation method, this paper proposed and built a complete commercial indoor millimeter wave channel measurement system, which could sound the W-band millimeter wave channel. The block diagram of commercial indoor millimeter wave channel sounding system is shown in Figure 3.
Taking the transmission and reception of 93 GHz millimeter wave signal in W-band as an example, M8190A at the transmitting side generates PRBS 11 symbols which are modulated by QPSK. The symbol rate is 150 MHz/s, and a root raised cosine filter with roll off coefficient of 0.35 is adopted. The baseband signal bandwidth is about 100 MHz. The microwave vector signal source E8267D synthesizes two I/Q signals and modulates them to the 15 GHz IF frequency. Then IF signal is mixed with multiplier of LO signal source SMW200A (with the frequency of 13 GHz) and generates a 93 GHz millimeter wave signal at transmitting directional waveguide antenna. After propagation through indoor scenario, the 93 GHz millimeter wave signal is received by the receiving antenna. Received signal is mixed with a down-converter whose local oscillator signal is multiplier of 9 GHz, and then the 15 GHz IF signal is captured. The spectrum analyzer FSW converts it down again to get baseband I/Q signal. Vector signal analyzer (VSA) in FSW67 carries out vector analysis on baseband signal. The parameter configurations of VSA are the same as that of transmitter. The measured distance is about 300 m. The antenna is directional antenna, whose gain is 25 dBi. The commercial indoor millimeter wave channel measurement system based on time-domain correlation method built in lab environment is shown in Figure 4. The distance between transmitter and receiver is shortened in Figure 4 in order to show the composition and structure of the system better [29–39].
which were explained in Table 1. We will use scene numbers in the following parts of our paper.

Table 1. Four different indoor scenes.

| Scene Number | Scene                                           |
|--------------|-------------------------------------------------|
| 1            | An empty water bottle between the Tx and Rx antenna. |
| 2            | Two pieces of A4 paper between the Tx and Rx antenna. |
| 3            | A transparent plastic bag between the Tx and Rx antenna. |
| 4            | A sponge between the Tx and Rx antenna.          |

Figure 5. Indoor channel sounding scene 1.

Figure 6. Indoor channel sounding scene 2.
Figure 7. Indoor channel sounding scene 3.

Figure 8. Indoor channel sounding scene 4.
Each scene was measured 200 times, hence a total of 800 groups of received signals were collected for the four scenes. The power delay profiles of the four scenarios are shown in Figures 9–12 respectively.

Figure 9. Channel sounding PDP of scene 1.

Figure 10. Channel sounding PDP of scene 2.
Figure 11. Channel sounding PDP of scene 3.

Figure 12. Channel sounding PDP of scene 4.

We find that millimeter wave in W-band has a better ability to penetrate A4 paper with less delay and power loss from Table 2. The sponge in scene 4 has a stronger ability to absorb the millimeter wave signal, which has a larger delay and a higher power loss. The delay and power are dependent on the material of the occlusion.
Table 2. Comparison for four scenes.

| Scene Number | Delay/µs | Power/dBm |
|--------------|----------|-----------|
| 1            | 0.06667  | −17.82    |
| 2            | 0.01667  | −17.03    |
| 3            | 1        | −20.69    |
| 4            | 1.567    | −21.66    |

2.3. Channel Classification

A total of 800 groups of power delay profile data were obtained as samples. Six features including mean value, standard deviation, kurtosis, skewness, peak value and relative delay, were extracted from each group of power delay profile samples. Through 10 fold cross validation, 90% of the data set was regarded as the training set and 10% as the validation set. The scene classifier based on these features was trained, and finally we got a classification model. The decision tree, SVM and the integrated bagging classifiers were compared and studied in following parts.

2.3.1. Feature Extraction

Six features of mean value, standard deviation, kurtosis, skewness, peak value and relative delay are extracted from each group of channel power delay profile samples. The mean value of power delay profile $M_\tau$ is

$$M_\tau = E[\tau] = \int_{-\infty}^{\infty} \tau D_{measured}(\tau) d\tau. \quad (10)$$

The standard deviation of power delay profile $S_\tau$ is

$$S_\tau = \sqrt{\int_{-\infty}^{\infty} (\tau - M_\tau)^2 D_{measured}(\tau) d\tau}. \quad (11)$$

The kurtosis of power delay profile is used to measure the flatness of sample data distribution, which is expressed as follows,

$$K = \frac{\frac{1}{N} \sum_{i=1}^{N} (D_{measured}^i - M_\tau)^4}{\left(\frac{1}{N} \sum_{i=1}^{N} (D_{measured}^i - M_\tau)^2\right)^2}. \quad (12)$$

The skewness of power delay profile $S_K$ measures symmetry, which is expressed as follows,

$$S_K = \frac{\frac{1}{N} \sum_{i=1}^{N} (D_{measured}^i - M_\tau)^3}{\left(\frac{1}{N} \sum_{i=1}^{N} (D_{measured}^i - M_\tau)^2\right)^{\frac{3}{2}}}. \quad (13)$$

The transmitter transmitted a pseudorandom sequence. It passed through the transmission path to the receiver. The delay of transmission path can be obtained by comparing the delay difference between transmitter and receiver.

2.3.2. Scene Classification Algorithms

Through 10 fold cross validation, the scene classification model (also called classifier) based on these features was trained. In this paper, decision tree algorithm, SVM algorithm and integrated algorithm bagging algorithm were compared and studied to classify the four scenarios as above.
(1) Decision tree algorithm

The decision tree algorithm classifies the sample instances by arranging them from the root node to a leaf node. Each none leaf node on the tree represents the test of an attribute value, and its branch represents each result of the test. Each leaf node on the tree represents a classification category, and the top node of the tree is the root node [40].

(2) SVM Algorithm

The classification principle of SVM is to distinguish samples by constructing classification hyperplane. The optimal hyperplane is the shortest distance between samples to the optimal hyperplane. The process of finding hyperplane is the process of finding expression,

$$\min \frac{||w||^2}{2}\text{ s.t. } y_i \cdot (w \cdot D_{\text{measured}} + b) \geq 1, i = 1, 2, \cdots, N.$$  \hspace{1cm} (14)

where \( w \) is the slope of the hyperplane and \( b \) is the intercept of the hyperplane. There are two categories. The abscissa and ordinate of each sample of each category are \( h_i \) and \( y_i \). The decision function is

$$f(h) = \text{sgn} \left( \sum_{i=1}^{N} \alpha_i^* y_i \left( D_{\text{measured}} \cdot D_{\text{measured}}^i + b^* \right) \right).$$  \hspace{1cm} (15)

where \( w^* = \sum_{i=1}^{N} \alpha_i^* D_{\text{measured}}^i y_i \).

For multiclassification SVM, the basic idea is to transform multiclassification into two classification. This paper adopts the method of one to one. Suppose that there are \( K \) samples, take two samples from \( K \) samples each time, and it needs to be carried out for a total of \( C^2_K \) times.

(3) Bagging Algorithm

As shown in Figure 13, the specific steps of integrating algorithm bagging algorithm are as follows,

i. Suppose that there are \( n \) samples in set \( S = D_{\text{measured}}^1, D_{\text{measured}}^2, \cdots, D_{\text{measured}}^n \), if we take one sample from set \( S \) every time, put it in a new set \( S^* \) and then put it back, we will take a total of \( n \) times to form a new set \( S^* \). By resampling in this way, it can generate \( T \) training sets \( S^*_1, S^*_2, \cdots, S^*_T \) randomly.

ii. Generate the corresponding decision tree \( C_1, C_2, \cdots, C_T \) by using each training set.

iii. For the sample \( P \) from test set, each decision tree is used to test. Then obtain the corresponding category \( C_1(P), C_2(P), \cdots, C_T(P) \).

iv. By voting, the category with the most output in \( T \) decision trees is taken as the category of sample \( P \) in the test set.

Figure 13. Bagging algorithm.

Bagging algorithm block diagram is shown in Figure 14.
A set \( S = \{ D_1^\text{measured}, D_2^\text{measured}, \ldots, D_n^\text{measured} \} \), which has \( n \) samples.

Initialize \( i = 1, j = 1 \)

Take one sample from \( S \), put it in a new set \( S_i^* \) and then put it back.

\( i < n? \)

Yes: \( i = i + 1 \)

\( j < T? \)

Yes: \( j = j + 1 \)

No: Form a new set \( S_i^* \), which has \( n \) samples.

Generate the corresponding decision tree \( C_j \).

Test sample \( P \) from test set. Obtain \( C_j(P) \).

Voting for obtain the category with the most output in \( T \) decision trees.

End

Figure 14. Bagging algorithm block diagram.

The above algorithms were used to perform 10 fold cross validation on the original data, that is, the eigenvalue samples were randomly divided into 10 copies. One was selected as the validation set each time, the remaining 9 copies were used as the training set for model training and repeated 10 times. The average of 10 test results is used as the estimation of model accuracy.

2.3.3. Method Verification and Evaluation

In order to validate and evaluate algorithms, the predicted results \( f \) need to be compared with the actual annotations \( F \). Define the evaluation metric as a function of \( f \) and \( F \).

\[
\text{score} = \text{metric}(f, F).
\]  

(16)

If the actual class and the predicted class of data are both positive, it is True Positive (TP). If the actual class and the predicted class are both negative, it is True Negative (TN). If the actual class is negative and the predicted class is positive, it is False Positive (FP). Furthermore, if the actual class is positive and the predicted class is negative, it is False Negative (FN). Confusion Matrix is in Table 3.
Table 3. Confusion matrix.

|                  | Actual Positive | Actual Negative |
|------------------|-----------------|-----------------|
| predicted positive | TP              | FP              |
| predicted negative| FN              | TN              |

Therefore, true positive rate (TPR) is,

\[
TPR = \frac{TP}{TP + FN}.
\]  

(17)

And false negative rate (FNR) is,

\[
FNR = \frac{FN}{TP + FN}.
\]  

(18)

3. Results

The classification accuracies of decision tree, SVM and bagging algorithm for four indoor scenes are shown in Table 4, and the bagging algorithm has the highest accuracy.

Table 4. The accuracy of classification algorithm.

| Classification Algorithm | Accuracy |
|--------------------------|----------|
| Decision Tree            | 94.3%    |
| SVM                      | 86.4%    |
| Bagging                  | 96.5%    |

The confusion matrixes of the three models are shown in Figures 15–17. The horizontal axis represents the predicted category, and the vertical axis represents the actual category. The diagonal green box represents the probability of correct classification in the sample scene, and the other represents the probability of wrong classification. Obviously, the bagging model is the best.

Figure 15. Confusion matrix of decision tree.
The selection of bagging algorithm’s training set is random and each round of training set is independent. Each prediction function can be generated in parallel, which can save a lot of time through parallel training. From Table 4, Figures 15–17, the accuracy of bagging algorithm is relatively higher. When we have a large data set, SVM is less efficient. Decision tree is prone to overfitting. Bagging algorithm is more efficient and less prone to overfitting. Therefore, the bagging model is selected to classify and identify these four channel scenarios. The scatter diagrams of model prediction using bagging algorithm are shown in Figures 18–21, in which the circle represents the model prediction is correct and the cross represents the model prediction is error. Different colors represent different channel scenarios.
Figure 18. Scatter diagram of bagging.

Figure 19. Scatter diagram of bagging.

Figure 20. Scatter diagram of bagging.
4. Conclusions and Discussions

This paper proposes and builds a 6G indoor millimeter wave channel sounding system based on the time-domain correlation method. Taking the transmission and reception of a typical 93 GHz millimeter wave signal in the W-band as an example, four indoor scenes are modeled. The collected baseband data is transformed into power delay profile. Furthermore, based on the machine learning method, six fingerprint features from different scenes are trained. For the first time, a data-driven supervised learning model for 6G indoor millimeter wave channel scene classification is proposed in this paper. The decision tree, SVM and the optimal bagging channel scene classification algorithm are implemented, and the actual scene data is classified with the test data, with the accuracy of 94.3%, 86.4% and 96.5% respectively. The results show that the channel fingerprint model trained by machine learning method is effective. This method can be used in 6G channel sounding and scene recognition from 100 GHz to 3 THz in the future.

The method we proposed has three advantages. Firstly, the high frequency indoor millimeter wave channel sounding system we built is the industry’s first COTS hardware-based system, which can be used in 6G channel sounding till to THz in the future. Secondly, the data-driven supervised learning model can classify different high-frequency millimeter wave channel scenarios, which improves the accuracy and efficiency of channel classification. Thirdly, bagging classifier we proposed is more efficient through parallel training and has a 96.5% accuracy. However, it also has disadvantages. When the amount of data is small, the enhancement effect of the bagging classifier is not obvious and the efficiency is relatively not high.

Changes in the environment have an impact on the measurement [41–44]. Indoor propagation environment is complex, and some small environmental changes will affect the wireless signal propagation path and strength distribution. In future study, we will explore the impact of subtle environmental changes on millimeter wave channel measurements.
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