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Abstract—Modern software typically performs more than one functionality. These functionalities or features are not always organized in a way for modules representing these features to be used individually. Many software engineering approaches like programming language constructs, or product line visualization techniques have been proposed to organize projects as modules. Unfortunately, much legacy software suffer from years or decades of improper coding practices that leave the modules in the code almost undetectable. In such scenarios, a desirable requirement is to identify modules representing different features to be extracted. In this paper, we propose a novel approach that combines information retrieval and program analysis approaches to allow domain experts to identify slices of the program that represent modules using natural language search terms. We evaluate our approach by building a proof of concept tool in C, and extract modules from open source projects.

I. INTRODUCTION

Large-scale software projects typically consist of a composition of domain features, which often also come in different variants. For instance, an embedded software system that manages a modern automobile is typically composed of features such as the multimedia system, tyre pressure monitors, etc. To manage the complexity of development and evolution of such software, it is desirable that domain features are modularized in well-defined code modules and their dependencies and variants are systematically modelled in product-lines [1].

Unfortunately, when the need to manage or restructure existing software into a product line arises, it is often very challenging to do so, due to one of the following reasons: (a) the system has been developed without a product line in mind, or (b) inappropriate language constructs are used to structure the program into modules. In case (a), we need to identify code that pertains to the implementation of individual domain features. Code that implements a single feature can be spread across multiple files inside the project. Berger et al. [2] conducted an industrial study on the significance and difficulties of identifying features in large-scale projects. In case (b), we refer to preprocessor directives like #ifdef that the C programming language offers to modularize software along the domain features. The C preprocessor has been found to be notoriously harmful owing to obtrusive syntax and hindrance to comprehension and maintainability [3]. Some approaches have been proposed to improve comprehension of projects organized using preprocessors, most notably the work from Le et al. [4] or PEoPL [5]. But, they require the code to be well-structured using ifdefs in the first place. Moreover, given that most modern languages have done away with the preprocessor pragmas, we need a better solution that avoids preprocessors altogether.

In this paper, we propose a novel approach to identifying code that pertains to the implementation of a domain feature of interest, as a prerequisite to re-engineering legacy software into first-class feature modules and compositions thereof. Program slicing is a common static program analysis technique to extract sections of code that depend on a particular piece of data (variables in code). But, domain experts may not be able to determine variables to serve as starting points for extracting a module. To bridge this gap, we develop a program analysis technique that synergistically combines information retrieval (IR) with control- and data-flow analyses, thus yielding what we call a natural code analysis approach. Based on this analysis infrastructure, we implement a slicing technique that takes natural language terms as input. We use the term slicing criteria to represent the input provided by the user, which in our approach is comprised of the feature anchor and a similarity threshold. The former serves as input search criteria which the user provides as a natural language term. The latter is a value between 0 and 1 that determines how close the terms in the program should be to the input term. One can think of the similarity threshold as a slider that the domain expert can control to arrive at the desired module.

More specifically, our information retrieval creates a program corpus - an index that maps terms to locations in the program - and internally maintains a map of the corpus to the control flow graph (CFG) of the program. We slice the corpus based on the slicing criteria and use the map to identify nodes in the CFG that correspond to this corpus slice. Given the identified CFG nodes, we apply data-flow analysis to gather their control and data dependencies. The result is a module that contains the code that corresponds to the input term – representing a domain feature. Our approach is not intended to replace manual effort, i.e., to be fully automatic. On the contrary, we believe that iterative input from domain experts is a crucial aspect to the module extraction process. The goal is to assist the process by relieving the human expert from the heavy lifting.

Program analysis and slicing techniques are generally driven by data or program variables. To the best of our knowl-
edge, this is the first approach that performs feature-anchored program analysis by embedding information retrieval into domain-driven program slicing.

To understand better where such an feature identification approach could be useful as a first step to re-engineer modules, consider the following scenarios:

- **Grbl**: is a high-performance controller for CNC milling, a cutting tool that is mounted on a rotating spindle to selectively remove material from a dedicated workpiece. The axis module, that is concerned with the control of motors inside the mill are currently deeply tied into an ocean of C-code making it hard to re-use or analyse independently. Our running example in this paper is a simplified snippet of the grbl code illustrating how our approach can identify the subset of the controller concerned with axis-related tasks.

- **Language transpiling**: is the task of transforming sections of a software from one language into another. Such transpilations are useful with the advent of safe languages like Rust which serve as an alternative to unsafe languages like C. Companies like Mozilla are currently transpiling their C-based projects into Rust. But they do this incrementally on a feature-level to avoid a big-bang transpiling that could consume too much time and human resources. An approach such as ours could help alleviate the pain of identifying the pieces of code concerned with the feature that needs to be transpiled. As part of our evaluation, we have extracted a module from a popular grep alternative called Silver-Searcher, which is equivalent to a module transpiled into Rust and available as a pull request in the project upstream.

- **Linux GKI**: or the Generic Kernel Image is a proposal from the Linux core team to create a single kernel image that will be used in all devices and providers to encourage re-use. Currently, there exist multiple provider-specific kernels. In order for such a project to manifest, providers will have to identify and extract code specific to their unique features that have been now merged into their provider-specific kernels. An approach such as ours could alleviate the pain involved in such laborious identification of features.

We evaluated our approach on six open source C projects: **Parson, inotify, fping, silver-searcher, redis** and **memcached**, ranging from 3k to 165k lines of code, from which we extracted eight different modules in total. We apply the tool that implements our approach, **Fex** to these benchmarks to extract modules that represent significant features, e.g., the module that parses json files in the Parson project. We compare the results against a set of modules that we extracted manually based on detailed analysis and understanding of the code-base to serve as a ground truth.

We put several measures in place to make sure that manually extracted modules represent meaningful program features. To start with, the extracted modules do not break existing functionality – existing test-cases pass. Second, two of the authors with three respectively four years of experience independently agreed that the manually extracted modules represent program features. Third, one of our extracted modules is externally validated because it corresponds to a module for which there is an ongoing pull request for transpiling it from C into Rust. We compare the results of **Fex** with an extraction using **grep**. Our results show that the extracted modules are close to the ground truth modules in terms of matching lines of code.

For deviating lines of code, we perform a thorough manual analysis to understand the root causes and to provide insights on how the gap could be closed. As the application of our tool on **redis** – the largest benchmark in our set (165k LoC) – shows, the approach scales well to code written for real-world software.

To sum up, the contributions in this paper are as follows:

- A novel information retrieval (IR) approach to work on C files like text documents so that they can be queried using natural language. Given a C program (a set of C files) one can use the IR technique to create a corpus of the project, which is persisted for subsequently performing queries based on terms for re-engineering purposes.
- A novel program slicing technique for C that makes use of natural language terms as slicing criteria and uses the corpus built by the IR technique to identify the code elements pertaining to a slice.
- A tool that implements our approach, **Fex** which we use to extract modules from open-source C projects with very encouraging results.

The remainder of the paper is organized as follows. We present our methodology in Section II and our evaluation experiments and results in Section III. We discuss threats to validity and outline future work in Section IV related work in Section V and conclude in Section VI.

II. Approach

An overview of the workflow supported by our approach is depicted in Figure 1. Given some legacy software, the extractor creates the project corpus (cf. Section II-A), which is stored in a database to ensure that the extractor is not required to be re-run for every new query. Once the corpus is ready, the user is prompted for a keyword representing the desired feature in domain terms, which is used to filter the corpus (Section II-B). Finally, the feature extractor maps the filtered slice of the corpus to syntactically correct code that represents the implementation of the desired feature (Section II-C).

A. Creating the corpus

The creation of the corpus is the responsibility of the **Corpus Extractor**. Its input is a C project with a set of source files - the output is the corpus for the input project.

https://github.com/gnea/grbl
The corpus is a matrix that maps terms occurring in code to the following attributes of them extracted from the code:

- **Locations** where the term occurs (line, column)
- **Program context** in which the term occurs (comment, preprocessor macro, identifier, function definition)
- **Weight** - determines how important a term is within each function in code. There is one weight entry for each pair of function and term. Hence, weight is in fact a matrix itself - the Term Document Matrix (TDM). There are different strategies to determine the weight of a term in a function - the most simple one is to count the number of occurrences a given term has in a function.

A **Term document matrix (TDM)** is a matrix that represents how frequently a term occurs in a document. The rows of the matrix represent individual documents and the columns represent the terms. There are various methods to decide what values are represented in the matrix, the most obvious one being to encode the number of occurrences of each term. Consider the two documents:

1) D1 = “Time heals everything”
2) D2 = “Time cures everything”

The TDM for the above document would be:

|   | Time | heals | cures | everything |
|---|------|-------|-------|------------|
| D1 | 1    | 1     | 0     | 1          |
| D2 | 1    | 0     | 1     | 1          |

In natural language processing, a popular alternative to the "number of occurrences" to describe the frequency is to use the **Term frequency–inverse document frequency (TFIDF)**, which we use in our corpus as weight. This is a statistic that represents the importance of a term in a document. This value is directly proportional to the number of times a term occurs in a document, and the number of documents that contain this term. In order to query for a term you have to create a query vector, which has 1 at the index that corresponds to the input term and 0 in all other indices, e.g., \(\ldots 0 1 0 \ldots\).

As one can imagine, the size of the TDM can get quite large for a big project with lots of terms. For this purpose, **Latent Semantic Indexing (LSI)** is an indexing and retrieval technique that groups terms that are semantically equivalent into concepts, and finds the connections between these terms and concepts. LSI then uses a matrix decomposition technique called **Single value decomposition (SVD)** to reduce the size of the matrix based on the relationship between the terms and the concepts.

To create the corpus for the given project, the extractor performs the following steps:

1) **Tokenize the source code**: We use a lexer to tokenize the source files. This will allow us to manage the individual words in our project.
2) **Produce the documents**: We remind the reader that our information retrieval process requires the source files to be available as documents. To enable retrieving information at a fine granularity level, we map source files into several documents, rather than having one document per file. Documents represent one of several different constructs in the original source code, i.e., a single function is a document, and all declarations in one source file are a document on their own.
3) **Normalize the tokens**: We perform a post-processing on the tokens to normalize them, which results in terms. During the normalization we transform all tokens to lower case and split them for different naming styles, e.g., snake case or camel case, while also retaining the original version. For example, the token (parse_axisCommand) gets normalized to the terms (parse, axis, command, axisCommand, and parse_axiscommand). In addition, we retain the program context for all term occurrence locations, i.e., whether the term is an identifier, is guarded by a preprocessor macro, or occurs within a comment.
4) **Shorten the corpus**: We then reduce the size of the resulting corpus by filtering out C keywords.
5) **Create the TDM**: As already mentioned, the TDM maps pairs of documents and terms, \((d, t)\) to a number \(n\). What \(n\) represents depends on the chosen weighting scheme. In our default case of TFIDF, \(n\) corresponds to the relative importance of \(t\) inside the document \(d\). For the sake of simplicity, in Table\[1\] we show the TDM for a single function (i.e., the TDM is reduced to a single column Weight).
6) **Reducing the matrix**: For big projects with many functions, the corpus can become quite large. Latent Semantic indexing uses a matrix factorization technique called Single value decomposition (SVD) to reduce the size of a matrix. The resulting matrix exists in what is called the SVD space.

---

1. [https://nlp.stanford.edu/IR-book/html/htmledition/queries-as-vectors-1.html](https://nlp.stanford.edu/IR-book/html/htmledition/queries-as-vectors-1.html)
2. [https://nlp.stanford.edu/IR-book/html/htmledition/latent-semantic-indexing-1.html](https://nlp.stanford.edu/IR-book/html/htmledition/latent-semantic-indexing-1.html)
TABLE I: Corpus for running example, Locations are tuples of (Line × Column × Context), where Context is $i$ for Identifier, $c$ for Comment and $m$ for preprocessor Macro

| Term           | Locations       | Weight |
|----------------|-----------------|--------|
| axis_command   | (2,3,4)         | 0.78   |
|                | (6,5,3)         |        |
|                | (7,7,6)         |        |
|                | (9,12,4)        |        |
|                | (10,12,3)       |        |
|                | (14,7,1)        |        |
| move_y         | (10,5,1)        | 0.30   |
| parse          | (1,6,4)         | 0.60   |
|                | (5,12,1)        |        |
|                | (7,7,1)         |        |
| unsupported_command | (13,17,3)  | 0.30 |
| move_x         | (9,5,1)         | 0.30   |
| input          | (1,26,4)        | 0.78   |
|                | (3,7,6)         |        |
|                | (5,23,4)        |        |
|                | (7,26,4)        |        |
|                | (11,14,4)       |        |
| fail           | (13,12,3)       | 0.30   |
| coolant        | (12,5,3)        | 0.30   |
| axis           | (2,3,1)         | 0.85   |
|                | (6,5,4)         |        |
|                | (7,7,3)         |        |
|                | (9,12,4)        |        |
|                | (10,12,1)       |        |
|                | (14,7,1)        |        |
| command        | (1,12,4)        | 1.00   |
|                | (2,3,3)         |        |
|                | (6,5,3)         |        |
|                | (7,7,1)         |        |
|                | (9,12,2)        |        |
|                | (10,12,1)       |        |
|                | (13,17,1)       |        |
|                | (14,7,1)        |        |
|                | (15,5,1)        |        |
| parse_axis_command | (7,7,4)      | 0.30 |
| null           | (2,18,4)        | 0.30   |
| do_command     | (15,5,1)        | 0.30   |
| unsupported    | (13,17,3)       | 0.30   |
| parse_unit     | (5,12,4)        | 0.30   |
| move           | (9,5,1), (10,5,1)| 0.48 |
| mm             | (4,8,5)         | 0.30   |
| inches         | (4,14,6)        | 0.30   |
| unit           | (5,5,3)         | 0.48   |
| mode           | (8,5,1), (15,16,4)| 0.48 |
| parse_command  | (1,6,4)         | 0.30   |

The process of creating the corpus can be quite demanding for a large project. Computing the SVD for a corpus is time consuming, too. To avoid reoccurrence of these overheads, we persist the Corpus in a serialized Java object, so that we compute the corpus and its SVD only once for a program and can re-use it for every new query.

B. Extracting a corpus slice

To query the corpus for slices representing some feature, the user provides a tuple (term, similarity-threshold).

The term here corresponds to the string that likely represents the feature of interest.

For illustration, assume that we query the corpus of the example in Figure 2 for the term axis. We construct the initial query vector, which has 21 entries - one for each term in the corpus Table I with a one in each position involving the query term (axis) and zeros for the rest. This query vector is then mapped to the SVD space of the corpus in this concrete example, using LSI. The similarity score for axis in our case for the only document (function parse_axis_command) is 1.0, which means that the document makes the cut for the next step. Next, we gather all related terms, ending up with the slice of the corpus in Table II.

Overall, the corpus extraction works in two phases. In the first phase, we create the corpus as described in I-A. In the second phase, we use a given term to retrieve the corpus slice as described in I-B. This phase can be repeated several times for one program, e.g., because several terms can be used to describe a single feature. The way we construct and query the corpus is modular, so that we can use different IR methods, like LSI or VSM. We have implemented our corpus extractor in a fashion that the same format can be extracted out of grep or any other text search tool, so that results from other tools can be used as input for feature extraction, as well.

C. Extracting the feature

The final step is to use the corpus slice from the previous step to reconstruct a syntactically correct code slice comprising

LSI also takes care of mapping the input query on the full TDM to the SVD space.

For illustration, consider the code in Figure 2 and its corresponding corpus in Table I. In contrast to a TDM, this shows the corpus information corresponding to a term in a single row, i.e., a transposed TDM, and occupies only one column, because our example code contains only one function (i.e., there is only one document). In a typical case, the TDM column will have multiple sub-columns, one for each document, indicating whether it contains the term. The most frequently occurring term in the example is command, which has the highest TDM entry value and the least occurring terms have a TDM entry value of 0.30.
Input: CS = Corpus Slice as List, 
CFG = Control flow graph of program (LLVM representation) 
Internal Variables: RELEVANT_STMTS

Procedure Main
1. for entry <TERM, LOCATION> ∈ CS 
2. for LOCATION ∈ LST.LOCATION 
3. NODE_TERM ← node corresponding to TERM in LOCATION 
4. STMT_TERM ← Statement surrounding NODE_TERM 
5. RELEVANT_STMTS.add(STMT_TERM) 
6. for STMT ∈ RELEVANT_STMTS 
7. ProcessStatement(STMT) 
8. IFDS 
9. RETURN Program consisting of all Statements in RELEVANT_STMTS

Procedure ProcessStatement(STMT)
10. for VARREFEXPR ∈ STMT 
11. DECLARATION ← Definition of VARREFEXPR in CFG 
12. RELEVANT_STMTS.add(DECLARATION) 
13. for FUNCCALLEXPRESSR ∈ STMT 
14. DEFINITION ← Definition of FUNCCALLEXPRESSR in CFG 
15. RELEVANT_STMTS.add(DEFINITION) 
16. if STMT is a return statement 
17. LST.ASSIGNED_STMTS ← Statements that consume the return value of STMT 
18. RELEVANT_STMTS.add(LST.ASSIGNED_STMTS) 
19. if STMT ∈ BLOCK 
20. RELEVANT_STMTS.add(CFG.start(BLOCK)) 
21. RELEVANT_STMTS.add(CFG.end(BLOCK)) 
22. STMT.processed ← true 
23. for STMT_UNPROCESSED ∈ RELEVANT_STMTS 
24. where STMT.UnPROCESSED.processed != true 
25. ProcessStatement(STMT_UNPROCESSED)

Fig. 3: Outline of the code slicing algorithm

1) Use locations from the terms in the filtered corpus as initial input 
2) Extract a slice of the program that contains the statements in the locations from step 1 along with their control and data-dependencies 

The feature extractor algorithm is presented in Figure [3]
1) In Lines 1-5, we mark all statements that correspond to retrieved locations as relevant. 
2) In Line 7, we process each statement to find its dependencies 
3) In Lines 10-12, we mark definitions of every variable reference inside the processed statement as relevant. 
4) In Lines 13-18, we perform similar markings to handle flows between function call sites and definitions. 
5) In lines 19-21, we mark the start and end of blocks to ensure syntactic completion of the sliced CFG. 
6) Finally, we mark the statement as processed and continue till all relevant statements are processed. 

We illustrate this process on the code of Figure [2] with the search term Axis.
1) Mark the statements in lines 2, 6, 7, 9, 10, 14 since they are contained in our locations retrieved from the corpus. 
2) We add line 15 since it is in the body of the if in line 14 and the if including its condition in line 8 
3) We add line 3 since we add statements that are controlled by the if. 
4) We collect all block endings, where a statement is marked, i.e., the closing braces in 11,16 and 18. In addition add the function head i.e. Line 1.

The CFG of the function parse_command in Figure [2] is illustrated in Figure [4] where the relevant nodes are highlighted in green. The feature extractor results in the code in Fig. [5]

The feature extractor is based on Phasar [9] and is implemented in C++. Phasar implements the IFDS framework to solve inter-procedural, finite, distributive subset (IFDS) problems introduced by Reps, Horwitz and Sagiv [10]. Given the IFDS framework, designers of data-flow program analyses need only define a set of flow functions, which the framework solves. In order to define a program analysis using Phasar, we need to implement the following four functions [9]:
1) The analysis developer uses the getNormalFlowFunction function to express what happens during intra-
procedural data flows. For our implementation, we mark every intra-procedural data flow dependency of a relevant node as relevant.

2) The analysis developer uses the `getCallFlowFunction` function to express what happens when a call-site is encountered, i.e., how to handle the relationship between the actual parameters and the formal parameters of a function. For our implementation, we mark every formal parameter of an actual relevant parameter as relevant.

3) The analysis designer uses the `getRetFlowFunction` function to indicate how to handle the flow from a return statement to the variable the return value is assigned to. For our implementation, we mark the variable where the value of a relevant return statement is assigned, as relevant.

4) The analysis designer uses the `getCallToRetFlowFunction` function to indicate how facts flow around a call site, e.g., facts that are not modified by the callsite itself but still have to be propagated. For our implementation, we accordingly propagate all facts that still are relevant after the call statement.

Our feature creator compiles the original source code to an SSA-compliant LLVM-IR including debug information. Single static assignment (SSA) is a popular attribute of any intermediate representation of code, that emphasizes that each variable be assigned only once. The advantage is that optimizations are simplified and analyzing properties of variables are facilitated. Phasar provides an SSA representation of the LLVM IR, which we use to make our analysis more efficient. We mark the initial locations returned by our corpus extractor as relevant and initiate the IFDS solver, which efficiently propagates all facts that still are relevant after the call statement.

Our implementation uses the flow function to mark the relevant control and data dependencies that are not included by our slicing algorithm a.k.a unconditional jump instructions. We then use the LLVM debug information to retrieve the original source code of all marked instructions to produce the sliced version of the original source code.

III. Experiments

We validated Fex by applying it to extract modules from a set of real C programs ranging between 5k and 165k lines of code. We present the setup of the experiment and its results in the following.

A. Methodology

We queried Github for C-projects. We consider a C-project any project with a significant portion of the code written in C (>80% lines of C-code).

We sorted all C-projects returned by the above query by the number of stars and obtained a list of candidate projects. We read descriptions from project websites searching candidates with interesting modules and identified six such projects. For each project, one of the authors with three years of C experience manually identified modules; another author with four years of C experience independently validated them. In the case of a disagreement, both authors agreed on a solution. The manually identified modules serve as our ground truth. For each of them we defined representative search terms that capture the intention. The projects and the extracted modules are:

1) `parson` [1]: json library, 5439 lines of non-header code. We identified two modules to extract from `parson`, one module concerned with JSON parsing and one module concerned with JSON serialization.

2) `inotify-tools` [2]: Collection of tools to watch for filesystem events, 4741 lines of non-header code. We defined a module concerned with handling of internal stats, e.g., the number of file access events.

3) `fping` [3]: A variant of ping, 2261 lines of non-header code. For `fping` we identified a module concerned with handling of internal stats, e.g., response times respectively.

4) `silver searcher` [4]: Code search, 5085 lines of non-header code. The module we extracted is responsible for filtering filenames using regular expressions.

5) `memcached` [5]: Key/value store mainly used for caching, 24262 lines of non-header code. For `memcached` we defined a stats handling module, similar to `fping` and `inotify-tools`, as well as a module for the handling of commands that the webserver accepts.

6) `redis` [6]: In memory database with a web-api, 165159 lines of non-header code. In the case of `redis` we defined a module that is concerned with the handling of the cluster-manager mode of `redis`'s commandline interface.

We extracted each ground truth module into its own file and added corresponding header files. Hence, in some cases we had to remove or add the `static` modifier to reduce or increase the visibility of functions and variables. The manually extracted modules are "able to be merged", i.e., no conflicts with the base repository and that the same unit tests (including any CI checks from the repository) pass, as they did before our refactoring.

The external validity of our ground truth for Silver searcher is implicitly ensured, as it was defined equivalent to a code module on which a transpilation to Rust was performed; there has been a pull request for the transpiled Rust version of the module (cf Section III).

To facilitate the extraction of code from larger modules, we introduced the notion of an inter-procedural distance limit to constraint how far through call edges our tool looks up. We limited all of our experiments to two call edges, except for `redis` where we deactivated the inter-procedural analysis.

We applied Fex using the search terms (see Table III) of the ground truth modules and compared automatically retrieved modules with the ground truth ones. For comparison, we...
performed a set level difference between the lines from the tool extracted output and from the ground truth. Intersecting lines are considered to be correctly extracted; those in the ground truth but not in the extracted modules are considered missing lines; those in the extracted modules but not in the ground truth are considered additional. We do not keep track of comments and exclude those from our comparison.

We perform manual analysis on each of these differing sets to gather insights on what sort of manual intervention, or future support could be necessary. In addition we use grep to generate a baseline extraction to which we can compare.

Table III summarizes the results. Each line lists the project, the extracted module, and the used search term in the first three columns. We used a similarity threshold of 0.85 for all of the extractions. The column lines shows the overall number of LoCs in the module and - in parentheses - unique LoCs after excluding empty ones and comments. The meaning of extracted correctly, missing, and additional is self explanatory, we display these values for both Fex and the tool grep. All extractions complete in less than 3 minutes except for one outlier which took 34 minutes. Our validation consists in (a) a comparison with grep, (b) an analysis of lines that are missing from the extracted modules in comparison to the ground truth, (c) an analysis of lines that get extracted, but are not part of the ground truth, i.e. additional lines, and (d) an discussion of the impact of chosen search terms.

B. Comparison with grep

We compare the results of our slicing approach with the regular expression search tool grep. To the best of our knowledge, grep is the only other well known tool, with which we can apply natural language search for sub-sets of C code. Both INFOX [23] and CLUSTERCHANGES [12] are not compareable, since they focus and rely on changes/changesets e.g. from forks, whereas Fex takes only the current state of a project/repository as input. For all the projects and modules we used the exact same search terms, as with Fex. The results can be seen in Figure III. In order to make the results comparable we removed all comments from the grep results, since we are mainly concerned with the executable/compilable source code.

While Fex achieved a recall for extracted module between 62.67% and 99.37%, the alternative of using grep as a starting point to identify modules from C-programs achieved only a recall between 1.4% and 18.3% of the correctly extracted lines (blue) constitutes roughly 75% – 99% in the respective pies. Moreover, a lot of missing lines are accounted for by preprocessor macros, which have limited support with Phasar and LLVM as they are optimization frameworks that do not intend to preserve behavior during transformations (orange parts of the pies). The fping-statistics module is an exception with 38% actually missing lines.

Next, we discuss reasons for actually missing lines (i.e., not comments or preprocessor directives) and for additional lines. In fping, all missing lines (56) result from lines that are semantically related to the module under investigation, but do not have a data-dependence on any relevant variables. Consider e.g., line 1 in the snippet in Figure 8. It prints a new line and does not refer to relevant variables (num_alive, num_hosts), referred to Lines 2 and 3; thus is not included in the extracted module, even if it is part of an overall code block that prints statistics.
| Project         | Module       | Search Term | Lines   | Extracted correctly | Missing | Additional | Runtime |
|----------------|--------------|-------------|---------|---------------------|---------|------------|---------|
| Parson         | Parse        | parse       | 400(301)| 273                 | 22      | 28         | 115     | 9 seconds |
| Parson         | Serialize     | serialize    | 360(201)| 182                 | 23      | 19         | 183     | 38 minutes |
| inotify        | Statistics   | stats,stat  | 270(159)| 158                 | 28      | 1          | 162     | <1 second |
| inotify        | Statistics   | stats       | 270(159)| 110                 | 7       | 49         | 183     | 10 second |
| fping          | Statistics   | stats       | 240(140)| 94                  | 2       | 56         | 166     | 19 seconds |
| silver searcher| File Filter  | ignore      | 260(240)| 209                 | 37      | 31         | 215     | 24 seconds |
| memcached      | Command      | command,cmd | 3150(1370)| 1023              | 141     | 347        | 1481    | 13 seconds |
| memcached      | Statistics   | stats       | 710(485)| 365                 | 8       | 120        | 512     | 2267 seconds |
| redis†         | Cluster Manager | clustermanager | 4490(2689)| 2274              | 492     | 415        | 2501    | 11 seconds |

Lines 5, 6 are not included in the extracted module either, because the print statement in line 7 is also not included.

For **silver searcher**, our extraction misses 8 lines in the filename filter - this is because our tool does not readily include all lines in multi-line initializers, a feature that merely needs a bit more engineering. For illustration, consider Figure 10, where lines 2-6 are not included in the initialization.

For **memcached-command**, we miss 347 lines, which are in a way or another due to our limited macro handling.

The root cause for the 120 missing lines in the **memcached** module is the same, since 40 lines contain macro invocations.

For **redis-cluster manager**, we miss 415 lines.

Of those, 50 are declarations of functions where we only extract the definitions, 26 are macro usages, and the rest are due to the wrong handling of multiline lines and struct/array declarations.

Overall, most missing lines are due to a few limitations of the current prototype: (a) handling of function/struct and array declarations and (b) handling of simple preprocessor directives, e.g., `#include` With the exception of the `fping` extraction, all of the other modules are affected by this. All of these categories are solvable with engineering effort and should not prevent the principal applicability of **Fex**.

**D. Analysis of additional lines of code**

The extractor produces 140 additional lines for the parse module of **Parson**, out of which 103 pertain to the inclusion of methods that represent the API for JSON object modification, e.g., `json_value_init_object`, `json_object_resize`, etc.

We did not include these methods in our ground truth since to our opinion they represent a separate module. However, during the parsing there is extensive use of functions that create and modify JSON objects and thus our extraction process includes these methods.

With code-bases containing multiple inter-dependent modules (for parsing and modification of JSON objects), the domain expert could apply **Fex** repeatedly on the extracted broader parsing module to arrive at further splits, one for modification of the objects in our example.

The extracted statistics module of **fping** has 430 additional lines compared to the ground truth, 380 of which result from the fact that the stat module is controlled by a flag called `stats_flag`. Since the search term `stats` occurs in this flag, our tool marks several occurrences of this flag as relevant code, e.g., Figure 9 lines 2, 5 and 6. The largest chunk of erroneously extracted lines results from the snippet in lines 1-3 of Figure 9. Since these lines belong to the part of the code that does the main command line parsing, **Fex** transitively includes most of this command line parsing and its dependencies.

In the **redis-cluster manager** module all 10 additional lines stem from the command line parsing that activates the extracted module. A large source of additional lines in our **memcached** stats module extraction stems from the way stats are collected throughout the project. Figure 10 shows such an example. Our stats module writes the collected stats directly into one of two global structs They are called `stats` of `stats_state` respectively. This leads to a large number of relevant starting locations that do not represent our module, but rather usages of the module. This leads to the inclusion of a lot of lines that we do not consider relevant for the module.

**E. Impact of the search terms**

Our approach relies on carefully selected search terms - thus, we opted for some empirical observations about the impact that the term selection may have on the resulting code. To this end, we experimented with two different sets of search terms in the case of **inotify**. They are:
fprint(stderr,"\n");
fprint(stderr, " %7d targets\n", num_targets);
update_current_time();
curr_tm = localtime((time_t*)&current_time.tv_sec);
fprintf(stderr, "\n");
fprintf(stderr, "%7d targets\n", num_targets);
fprintf(stderr, " %7d targets\n", num_host);
fprintf(stderr, " %7d alive\n", num_alive);
printStats();
}

fprint(stderr, "\n");
// Other commandline cases
break;
stats_flag = 1;
case 1:
...
// Other commandline cases
...
if (stats_flag)
printStats();

const char *ignore_pattern_files[] = {
  "./ignore",
  "./gitignore",
  "./.hgignore",
  NULL
};

STATS_UNLOCK();
stats_state.hash_bytes = hashsize(hashpower) * sizeof(void);
stats_state.hash_power_level = hashpower;
STATS_LOCK();

The goal of Fex is not to replace the human in the extraction process, rather to serve as a prequel step to do much of the heavy lifting of identifying pieces of code potentially representing a feature. It provides the engineers with means to explore features in code. Project code can at the end be cut into modules by different criteria.

IV. THREATS TO VALIDITY AND FUTURE WORK

In this section, we discuss some threats to validity and planned future work to address those concerns.

a) Scope of informational retrieval: Currently, we consider each function to be a document, which could be problematic in poorly modularized code-bases with large functions with many lines of code. This risk can potentially be mitigated by choosing finer-grained definitions of documents. Another aspect of informational retrieval that could be improved is to apply other indexing techniques than LSI. Such a future experiment could also serve to help us understand if additional lines resulting out of similarly sounding variables can be avoided, if more fine-grained weighting schemes to terms are considered.

b) Choice of ground truth: Since our ground truth modules were defined by one of the authors, there could be an element of bias involved in the selection. An ideal scenario would have been to conduct a thorough survey using domain experts, which is left for future work. However, we have tried to mitigate this issue by having another author oversee the defined ground truths and submitting pull requests to the maintainers. The status of the pull requests as of writing this paper is as follows. Inotify-tools accepted the request with positive feedback. Parson closed the request without explanation. This is presumably because our retrieved modules constitute a new file each, while they explicitly want the code to be within two files; this is stated in their "About page" as "Lightweight (only 2 files)". The rest are still not processed as of writing this paper.

c) Generality: Since our experiments required a lot of manual effort, an evaluation with a representative set of large projects was infeasible. We have attempted to mitigate this concern by conducting a partial analysis on two large code-bases. In addition we want to investigate the effects of the introduced inter-procedural distance limit further.

d) C preprocessor macros: At the moment Fex does not support the handling preprocessor macros, which leads to imprecision in features that use those macros. Although currently, our missing line numbers are not vastly affected by this, we are aware that preprocessor macros support is vital to our approach and We plan to add support for the handling of macros to Fex, by extending SPL.²

V. RELATED WORK

To the best of our knowledge our work is the first to combine IR and slicing to extract features based on natural language

1 https://github.com/inotify-tools/inotify-tools/pull/129
2 https://github.com/kgabis/parson/pull/152
3 https://github.com/kgabis/parson
input.

A. Identifying and extracting features

The desire to identifying features from legacy code is nothing new. CodeCarbonCopy [17] allows developers to identify functionality to be transferred into a another part of the project. Automated Software Transplantation [18] is another technique that identifies functionalities from a host based on an input code location. Although both these approaches perform code analysis to identify dependencies of the functionality, the input is a code location, which would expect the user of the system to be well-versed with the code. In contrast, our approach allows developers to begin with a term in natural language and only expects the user to fix potential missing and additional lines later.

Another perspective to the same problem is to look at software as a product line and manage the individual features. Approaches have been proposed to extract product lines from Software. ArgoUML-SPL [19] is an open source tool that extracts Software product lines (SPL) from UML diagrams. This may be useful for identifying potential features in a large application, but in order to manifest the SPL in code, one would have to use an approach such as ours to aid with extraction of these features. Another approach that helps to organize requirements as product line requirements is CoreReq [20].

The above mentioned approaches expect that developers to think about feature-based software development prior to the coding phase, but we have established in Section I to be not always the case in reality.

Perhaps the closest to our work from the perspective of extraction of modules are the ones that attempt to reverse engineer SPL from existing software. But4Reuse [21] is a generic approach to extract software product lines from artifacts ranging from images to source code. Although in theory their approach should work with problems such as ours especially since they have adapters for C and Java programs, source level feature extraction requires careful implementation of adapters, and these adapters cannot capture the specific semantics of a particular software, but rather are written using language-specific hints such as preprocessors. Shantnawi et al. [22] recover SPL from already existing product variants in object-oriented code, which also relies on language-specific features to separate variants in code.

B. Managing features

Another school of thought to handling features in software is to manage them without modifying the code. Zhou et al. [23] have proposed a technique to use opportunities present in forks of branches in repository to identify features. Their approach also uses information retrieval to label commits into clusters, which provides technical leads with a visual overview of in-development features for a project. This approach and ours complement each other.

The C-preprocessor is often used to identify features in a code. Peopl [5] allows to identify features, visualize and edit them. Typechef [24] relies on existing variant information in preprocessor pragmas to check for type errors in variants. Malaqueis et al. [3] harness the information present in preprocessor based C-code to provide visualization of existing variants. Leviathan [25] and the approach by Stănciulescu et al. [26] provide projections for single configurations and thus enable the evolution of only one configuration. CIDIE [27], [28] provides the basis for the analysis of software product line features, for Java.

All of these approaches are helpful for abstracting, visualizing and managing existing features in source, but do not help when users want to have a starting point to even identify, where these features are inside the code-base, especially without necessarily relying on preprocessor directives.

Copy-paste-redeemed [29] abstracts clones into modules from C source code. Linked Editing [30] does not abstract modules, but provides an opportunity to link code clones and edit them together. These approaches are complementary to ours.

C. Program slicing

Weiser [31] introduced a framework and a process to extract program slices back in 1981, applications of which are endless [32] including ours. The second phase of our approach draws a lot of inspiration from the techniques proposed there. Infoslicer [33] is one such closely related work that proposes an algorithm to extract inter-procedural program slices. Since we use the SSA form of the LLVM’s IR, it is envisionable that we could employ state of the art pointer analysis provided by SVF [34]. srcSlice [35] is a highly scalable program slicing technique that is able to gather program slices for every variable in a large code-base such as the linux kernel within 15 minutes. Although such a technique would be useless for people who want to identify codes linked to a natural language term, such techniques can be plugged into our program slicing part for larger examples to avoid resource-overhead.

VI. Conclusion

Large software today are a collection of multiple functionalities and organizing them as individual functionalities would greatly benefit maintenance costs. Unfortunately, because many large scale software are not built with this intention prior to development phase, individual features or functionalities are largely scattered throughout the code-base. Current techniques to identify and extract such inter-dependent code bases rely on program slicing techniques that require code locations as input, something a non-expert in the code-base may not possess. To this end, we propose a novel approach that takes a natural language term as input and combines information retrieval and static analysis techniques to extract modules representing these terms. We built a prototype tool to implement this approach, evaluate it on five fairly large open source code bases and report insights based on this experiment. Our experience with the tool reveals that even though such a subjective module extraction cannot be fully automated, it can go a long way in reducing the manual effort required for such an endeavour.
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