We present squareplus, an activation function that resembles softplus, but which can be computed using only algebraic operations: addition, multiplication, and square-root. Because squareplus is $\sim 6\times$ faster to evaluate than softplus on a CPU and does not require access to transcendental functions, it may have practical value in resource-limited deep learning applications.

Activation functions are a central building block of deep learning architectures. The specific non-linearity applied at each layer of a neural network influences training dynamics and test-time accuracy, and is a critical tool when designing architectures whose outputs must lie within some range. When constraining a layer’s output to be non-negative, a ubiquitous practice is to apply a ReLU activation:

$$\text{relu}(x) = \max(x, 0)$$  \hspace{0.5cm} (1)

Though ReLU ensures a non-negative output, it has two potential shortcomings: its gradient is zero when $x \leq 0$, and is discontinuous at $x = 0$. If smooth or non-zero gradients are desired, a softplus is often used in place of ReLU:

$$\text{softplus}(x) = \log(\exp(x) + 1)$$  \hspace{0.5cm} (2)

Softplus is an upper bound on ReLU that approaches ReLU when $|x|$ is large but, unlike ReLU, is $C^\infty$ continuous. Though softplus is an effective tool, it too has some potential shortcomings: 1) it is non-trivial to compute efficiently, as it requires the evaluation of two transcendental functions, and 2) a naïve implementation of softplus is numerically unstable when $x$ is large (a problem which can be straightforwardly ameliorated by returning $x$ as the output of softplus($x$) when $x \gg 0$). Here we present an alternative to softplus that does not have these two shortcomings, which we dub “squareplus”:

$$\text{squareplus}(x, b) = \frac{1}{2} \left( x + \sqrt{x^2 + b^2} \right)$$  \hspace{0.5cm} (3)

Squareplus is defined with a hyperparameter $b \geq 0$ that determines the “size” of the curved region near $x = 0$. See Figure 1 for a visualization of squareplus (and its first and second derivatives) for different values of $b$, alongside softplus. Squareplus shares many properties with softplus: its output is non-negative, it is an upper bound on ReLU that approaches ReLU as $|x|$ grows, and it is $C^\infty$ continuous. However, squareplus can be computed using only algebraic operations, making it well-suited for settings where computational resources or instruction sets are limited. Additionally, squareplus requires no special consideration to ensure numerical stability when $x$ is large.

Figure 1. A visualization of softplus and two instances of squareplus with different values of the $b$ hyperparameter, as well as their first and second derivatives. Squareplus approximates softplus when $b = 4 \ln^2 2$, and approximates its second derivative when $b = 4$. 
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The first and second derivatives of squareplus are:

\[
\frac{d}{dx} \text{squareplus}(x, b) = \frac{1}{2} \left( 1 + \frac{x}{\sqrt{x^2 + b}} \right) \tag{4}
\]

\[
\frac{d^2}{dx^2} \text{squareplus}(x, b) = \frac{1}{2} \left( \frac{b}{(x^2 + b)^{1/2}} \right) \tag{5}
\]

Like squareplus itself, these derivatives are algebraic and straightforward to compute efficiently. Analogously to how the derivative of a softplus is the classic logistic sigmoid function, the derivative of a squareplus is the “algebraic sigmoid” function \( x / \sqrt{x^2 + 1} \) (scaled and shifted accordingly). And analogously to how the second derivative of a softplus is the PDF of a logistic distribution, the second derivative of a squareplus (with \( b = 2 \)) is the PDF of Student’s t-distribution (with \( \nu = 2 \)).

Specific values of the \( b \) hyperparameter yield certain properties. When \( b = 0 \), squareplus reduces to ReLU:

\[
\text{squareplus}(x, 0) = \frac{x + |x|}{2} = \text{relu}(x) \tag{6}
\]

By setting \( b = 4 \ln^2 2 \) we can approximate the shape of softplus near the origin:

\[
\text{squareplus}(0, 4 \ln^2 2) = \text{softplus}(0) \tag{7}
\]

This is also the lowest value of \( b \) where squareplus’ output is always guaranteed to be larger than softplus’ output:

\[
\forall b \geq 4 \ln^2 2 \quad \text{squareplus}(x, b) \geq \text{softplus}(x) \tag{8}
\]

Setting \( b = 4 \) causes squareplus’ second derivative to approximate softplus’ near the origin, and gives an output of 1 at the origin (which the user may find intuitive):

\[
\frac{d^2}{dx^2} \text{squareplus}(0, 4) = \frac{d^2}{dx^2} \text{softplus}(0) = \frac{1}{4} \tag{9}
\]

\[
\text{squareplus}(0, 4) = 1 \tag{10}
\]

For all valid values of \( b \), the first derivative of squareplus is \( 1/2 \) at the origin, just as in softplus:

\[
\forall b \geq 0 \quad \frac{d}{dx} \text{squareplus}(0, b) = \frac{d}{dx} \text{softplus}(0) = \frac{1}{2} \tag{11}
\]

The \( b \) hyperparameter can be thought of as a scale parameter, analogously to how the offset in Charbonnier/pseudo-Huber loss can be parameterized as a scale parameter \( \sigma \).

As such, the same activation can be produced by scaling \( x \) (and un-scaling the activation output) or by changing \( b \):

\[
\forall a > 0 \quad \frac{\text{squareplus}(ax, b)}{a} = \text{squareplus} \left( x, \frac{b}{a^2} \right) \tag{12}
\]

Though squareplus superficially resembles softplus, when \( |x| \) grows large squareplus approaches ReLU at a significantly slower rate than softplus. This is visualized in Figure 2, where we plot the difference between squareplus/softplus and ReLU. This figure also demonstrates the numerical instability of softplus on large inputs, which is why most softplus implementations return \( x \) when \( x \gg 0 \).

Similarly to this slow asymptotic behavior of the function itself, the gradient of squareplus approaches zero more slowly than that of softplus when \( x \ll 0 \). This property may be useful in practice, as “dying” gradients are often undesirable, but presumably this is task-dependent.

As shown in Table 1, on a CPU squareplus is \( \sim 6 \times \) faster than softplus, and is comparable to ReLU. On a GPU, squareplus is only 10% faster than softplus, likely because all rectifiers are limited by memory bandwidth rather than computation in this setting. This suggests that squareplus may only be a desirable alternative to softplus in situations in which compute resources are limited, or when a softplus cannot be used — perhaps because \( \exp \) and \( \log \) are not supported by the hardware platform.
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|               | CPU       | GPU       |
|---------------|-----------|-----------|
| Softplus [5] (JAX impl.) | 3.777 ms 1.120 ms |
| Softplus [5] (naive impl.) | 2.836 ms 1.118 ms |
| ELU [4]     | 2.040 ms 1.120 ms |
| Swish/SiLU [6][2][11] | 1.234 ms 1.113 ms |
| ReLU [7][8][10] | 0.598 ms 1.069 ms |
| Squareplus  | 0.631 ms 1.074 ms |

Table 1. Runtimes on a CPU (for 1 million inputs) and a GPU (for 100 MM inputs) using JAX [2]. The “naive implementation” of softplus omits the special-casing necessary for softplus to produce finite values when \( x \) is large.
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