Evaluation of Different Modelling Techniques with Fusion of Satellite, Soil and Agro-Meteorological Data for the Assessment of Durum Wheat Yield under a Large Scale Application
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Abstract: Food and feed production must be increased or maintained in order to meet the demands of the earth’s population. Under this scenario, the question that arises is how to address the demand for agricultural products given that the pressures on land use have already increased. In addition, it is obvious that climate change will have a serious negative impact and threaten the productivity and sustainability of food production systems. Therefore, understanding and predicting the outcome of crop production, while considering adaptation and sustainability, is essential. The need for information on decision making at all levels, from crop management to adaptation strategies, is constantly increasing and methods for providing such information are urgently needed in a relatively short period of time. Thus arises the need to use effective data, such as satellite and meteorological data, but also operational tools, to assess crop yields over local, regional, national, and global scales. In this work, three modeling approaches built on a fusion of satellite-derived vegetation indices, agro-meteorological indicators, and crop phenology are tested and evaluated in terms of data intensiveness for the prediction of wheat yields in large scale applications. The obtained results indicated that medium input data intensity methods are effective tools for yield assessments. The methods, namely, a semi-empirical regression model, a machine learning regression model, and a process-based model, provided high to moderate accuracies by fully relying on freely available datasets as sources of input data. The findings are comparable with those reported in the literature for detailed field experiments, thereby introducing a promising framework that can support operational platforms for dynamic yield forecasting, operating at the administrative or regional unit scale.
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1. Introduction

It is obvious that climate change will have a serious negative impact and will threaten the productivity and sustainability of food production systems [1,2]. Statistical analysis of crop yield data indicates it may already be doing so [3,4]. Therefore, understanding and predicting crop production outcomes and identifying changing patterns in major cereals such as wheat, and under various climate scenarios and farm management practices geared towards adaptation and sustainability, is of the essence. Hence, the need for the development and efficient use of tools such as models to project food crop cultivation under various scenarios and time scales comes to light. Adaptation strategies are probably the only means by which food availability and stability can be maintained or increased to meet future food security needs [5,6]. Reducing the so-called ‘adaptation deficit’, that is,
the exposure and sensitivity to the present-day climate variability and observed change, is an important dimension of long-term adaptation planning [7–9]. In this context, crop monitoring and in-season yield forecasting play major roles in anticipating supply anomalies, enabling well-informed adaptive policy actions and market adjustments, preventing food crises and market disruptions, and contributing to overall increased food security [10]. The predicted yields before harvest over large geographic regions, such as countries and continents, are essential to decision-makers when determining potential yield reductions, food prices, and import–export decisions [11,12]. Therefore, constructing a generalized yield prediction model suitable for many regions is of great significance to food security.

The need for information on agricultural decision making at all levels, from farm management to adaptation strategies and relief schemes, is constantly increasing and methods for supplying such information in relatively shorter time frames are urgently required. The simulation of crop growth and yield is ideal for the diagnosis of the effects of different management decisions and extreme circumstances of future weather events. Model-based global estimates show that even incremental adaptation strategies could result in mean yield increases of ~7% at any level of warming [1,13,14]. This suggests that substantial opportunities may exist if more significant (i.e., systemic and transformational) changes in cropping systems are implemented through yield modelling [6].

The planning of measures for food security requires critical information for determining crop health and productivity, such as the monitoring of several indicators related to crop management, as well as growth and yield. To achieve this, the direct or indirect measurement of several variables in space and time is required. Satellite remote sensing, in addition to the in situ observation networks, is being increasingly used to provide information on these variables at multiple spatial and temporal scales, independent of geopolitical boundaries. Remote sensing has been demonstrated to be an effective tool for monitoring crop growth and predicting yields over local, regional, national, and global scales [15–17], and there are two primary methods used: the assimilation of remote-sensing data into crop growth models [18,19], and using remote-sensing data as inputs for empirical and machine learning (ML) methods [20–23]. The former retrieves yield by simulating crop growth processes using a series of mathematical equations that describe crops’ physical and physiological processes. The latter method only needs to identify the relationships between remote-sensing data and yields.

Process-oriented crop growth models have been extensively applied to simulate and predict production around the world. Among the existing crop models, AquaCrop is used for the estimation of crop yield under multiple environments. It is a crop water productivity model developed by the Land and Water Division of the FAO (Food and Agriculture Organization) in 2009 [24,25]. It simulates yield responses to the water level of crops, crop growth stages, biomass accumulation, and yield. Empirical regression models predict outputs by relating remote-sensing data, usually vegetation indices, and measured output at different times and spatial scales. Crop yield predictions have been made possible using data from a single satellite image at the peak of crop development, which encompasses the critical period for production [26,27] or from a time series of images and vegetation indices [20,28]. A main drawback of empirical models that estimate yield from spectral data is that their application is limited to the regions for which they were calibrated. However, these empirical models are often preferred because they require fewer data and are simple to implement at the regional scale [29]. As an immediate successor to regression models, ML can be used to analyze the hierarchical and non-linear relationships between predictor variables and response variables, and usually performs better than traditional regression methods regarding the goodness of fit. ML can effectively analyze spectral data and account for factors that affect yield, such as management practices, environmental conditions, and crop variety, and it is widely used in yield prediction [12,30,31].

Most modeling approaches require a substantial number of input data, which creates a limitation in their usefulness for research purposes and other decision-making activities.
Additionally, studies support that they are not suitable for predicting crop yields at a large scale because of the massive requirements for inputs and calibration data [32,33]. It is considered ideal for a model to at least have information about soil composition, weather, and management practices. Still, more often than not, these data are not accessible or available [6,34]. However, with the introduction of publicly available datasets, the advancement of computational ability, and the development of massive data-processing technology, the integration of data with different spatial and temporal resolutions into empirical and semi-empirical processes, crop growth models, and lately ML techniques, has enabled operational as well as large-scale applications [35,36]. Such freely available products are the satellite and agro-meteorological data provided by the Copernicus program. The Sentinel-2 mission, launched by the European Space Agency as part of the Copernicus program, has been a great step forward for continuous crop monitoring. ERA5-Land and ERA-5 climate reanalysis agro-meteorological data are generated by the European Centre for Medium-Range Weather Forecasts and are freely distributed through the Copernicus Climate Data Store. They include hourly data at the surface level consisting of most of the essential meteorological variables that affect crop development and yield. Finally, SoilGrids [37] produces maps of soil properties for the entire globe at a medium spatial resolution (250 m) using state-of-the-art ML methods to generate the necessary models. As inputs, it takes soil observations and environmental covariates describing vegetation, terrain morphology, climate, geology, and hydrology. Thanks to the characteristics of new technologies and freely available data, commercial services have already been developed for operational applications that make it possible to predict yield at national, regional, parcel, and pixel levels.

The objective of this study is to test a number of methods that could potentially be used under an operational framework for a continuous in-season and/or post-season wheat yield assessment by including the short- and long-term effects of meteorological events on crop production and fully exploring Copernicus data sets. Three modelling approaches, namely, a process-based crop growth model, a regression semi-empirical model, and an ML approach, are evaluated with respect to estimating the yield of 184 durum wheat parcels in two distinct regions for two growing seasons. In addition to the timeliness and spatial scale, yield predictions also depend on rapid methods and accessible data. The essential point of these methods is that they are built on a fusion of freely available satellite-derived vegetation indices, agrometeorological variables, soil, and crop phenology data without the need for a detailed input dataset. The examined methods enable in-season or post season predictions of anticipated yields over large geographic regions to understand grain-related self-sufficiency, climate change, and sustainable socio-economic and ecological development.

2. Materials and Methods

2.1. Study Sites and Parcels’ Data

Data from a total of 184 durum wheat parcels (Triticum turgidum subsp. durum) were used to evaluate the three modeling approaches. The parcels were located in the prefectures of Kozani (n = 22), northern Greece, and Larisa (n = 162), central Greece. The crops were established during the 2019/20 (n = 70 Larisa) and 2020/21 (n = 114 Larisa and Kozani) growing seasons, under contractual farming (Figure 1). In these regions, wheat and barley are the main winter crops (sown from October to December and harvested from mid-June to early July) grown in rotation with summer crops (e.g., cotton, maize, and sunflowers) [38]. Winter wheat is cultivated under rainfed conditions, but when water is available for irrigation, it is applied during flowering. This study included irrigated parcels (one irrigation event: n = 45 parcels; two irrigation events: n = 12 parcels). The irrigations were applied in their vast majority during the 2020–2021 growing season and only in Larisa region.
The climate of the selected sites can be broken down into two sub-types: i) a lowland Mediterranean climate with drier summers and colder winters, and ii) a continental Mediterranean climate with some of the continental climate characteristics typical of Balkan regions further north. This climatic variability found in Greece can be attributed to the complex topography. The rainfall pattern typical of Mediterranean coastal areas is characterized by dry spells in summer and a rainy season from mid-autumn to mid-spring [39].

The size of the parcels ranged from 0.1 to 10.5 ha. The geospatial data such as the location and perimeter of the fields; the final amount of production, which ranged from 500 to 6740 kg ha$^{-1}$; the sowing dates (3 November 2019 to 9 December 2019 and 25 October 2020 to 8 October 2020); the harvest dates (8 June to 31 June); and the irrigation dates and events were provided by Melissa Kikizas, SA. Rainfall during the 2019/20 growing season amounted to 509 mm in Larisa, while in 2020/21 it amounted to 450 mm in Kozani and Larisa, with significant variations in rain distribution between the two years and the two areas, especially during the flowering period (April–May). The average maximum daily temperature during the 2020/21 growing season in Kozani was 14.5 °C (–7.1 to 33.5 °C) and 15.8 °C (–0.9 to 32.4 °C) in Larisa, while in 2019/20 in Larisa it was 17.4 °C (5.2 to 38.4 °C). Based on official data, the average observed durum wheat yield in the region of Kozani is 2300 kg ha$^{-1}$, while for Larisa it is 3500 kg ha$^{-1}$.

Crop management included conventional soil tillage followed by seedbed preparation mainly with disc harrow and cultivator. Parcels were fertilized with approximately 120–150 kg N ha$^{-1}$ applied in split doses (60% before sowing as ammonium phosphate and 40% at the end of tillering stage as ammonium nitrate). Plant diseases and weeds were controlled by applying recommended fungicides (mainly in Larisa) and herbicides, at the doses suggested by their manufacturers.

2.2. Agro-Meteorological and Soil Data

Gridded agro-meteorological data for the 2019/20 and 2020/21 growing seasons at a deg resolution of 0.1 × 0.1 (approx. 12.5 km) and of 0.25 × 0.25 (approx. 25 km) were derived from the ERA5-Land and ERA5 re-analysis, respectively, generated by the European Centre for Medium-Range Weather Forecasts and freely distributed through the
Copernicus Climate Data Store. They included hourly data consisting of 2 m air temperature, total precipitation (at surface level), and all the necessary variables to obtain the reference evapotranspiration (ET₀) values with the Penman–Monteith equation proposed by the FAO56-PM. These parameters were aggregated into daily means and/or sums using Climate Data Operator (CDO) software [40]. Additionally, minimum and maximum daily air temperatures were derived. The growing degree days (GDD) of wheat were calculated by simple arithmetic accumulation of daily mean temperature above the base temperature value of 0 °C considered for wheat crop. GDD (°C) were calculated as suggested by [41]:

\[
GDD = \frac{T_{\text{max}} + T_{\text{min}}}{2} - T_b
\]

where \(T_{\text{max}}\) and \(T_{\text{min}}\) are the daily maximum and minimum temperature (°C), and \(T_b\) is the base temperature.

The soils’ physical properties for the 184 durum wheat fields were obtained from the SoilGrids database. SoilGrids is considered a convenient solution to obtain soil data because it is a gridded multiple depth dataset at a 250 m spatial resolution and it is available worldwide [42]. Soil information obtained from SoilGrids has been used in prior studies as a proxy for the determination of soil hydraulic properties [36,43,44]. The SoilGrids REST (representational state transfer) application-programming interface was used to request the products sand, silt, clay, bulk density, and organic carbon content at five standard layers (5–15, 15–30, 30–60, 60–100, and 100–200 cm). These soil properties were used to calculate soil water constants (field capacity, \(\theta_{\text{fc}}\), permanent wilting point, \(\theta_{\text{pwp}}\), and saturated hydraulic conductivity, \(K_{\text{sat}}\)) with the application of pedotransfer functions [45], representative of the soil profile layers (0–15, 15–30, 30–60, 60–100, and 100–200 cm).

2.3. Satellite Data

An average number of 25 and 22 cloud-free multispectral high-resolution images from Sentinel-2A and 2B were acquired during 2019/20 and 2020/21 wheat-growing seasons, respectively. The multi spectral instrument (MSI) on board the Sentinel-2A/2B captures data at 10, 20, and 60 m of spatial resolution over 13 spectral bands with a high temporal resolution of five days at the equator. Individual Sentinel-2, Level 2A granules were acquired from Copernicus Open Access Hub (https://scihub.copernicus.eu/), already ortho-rectified in UTM/WGS84 (image tiles of 100 × 100 km²). In order to obtain homogeneous and comparable products as time series, the vegetation indices NDVI (Normalized Difference Vegetation Index) and GreenWDRVI (Wide Dynamic Range Vegetation Index) were calculated based on atmospherically corrected Level-2A-Bottom-of-Atmosphere reflectance data. The images were cropped to the polygons’ (parcels’) geometry. NDVI and GreenWDRVI averages were assessed for pixels falling within each parcel, after excluding pixels affected by boundary effects. The equations to obtain the NDVI and the GreenWDRVI are as follows [46,47]:

\[
\text{NDVI} = \frac{\text{NIR} - \text{Red}}{\text{NIR} + \text{Red}}
\]

\[
\text{GreenWDRVI} = \frac{a \cdot \text{NIR} - \text{Green}}{a \cdot \text{NIR} + \text{Green} + 1 - a} + \frac{1}{1 + a}
\]

where \(\text{Red}\) is the B4 band of Sentinel-2 MSI, \(\text{Green}\) is the B3 band, \(\text{NIR}\) is the near-infrared B8 band of Sentinel-2 MSI, and \(a\) is a chlorophyll absorption coefficient, equal to 0.1. A 2nd-order polynomial relating the GreenWDRVI and \(\text{LAI}\) (Leaf Area Index) [48] of wheat was used prior to determining the canopy cover:

\[
\text{LAI} = 5.7 \cdot \text{GreenWDRVI}^2 + 1.7 \cdot \text{GreenWDRVI} - 0.08
\]

Lastly, the canopy cover of wheat was estimated throughout the growing season with the exponential equation [49]:
\[ CC_{RS} (%) = 94 \cdot [1 - \exp(-0.43 \cdot LAI)]^{0.52} \] (5)

where \( CC_{RS} \) is the canopy cover derived from spectral data.

According to the NDVI and reflected phenology, the wheat parcels were classified under 4 different growth dynamics patterns: 1. presenting a high initial growth rate; 2. a moderate initial growth rate; 3. a low initial growth rate; and 4. a very low initial growth rate observed in the Kozani region. A range of the average per parcel NDVI time series from the middle of November until the beginning of July is displayed in Figure 2a–d.
Figure 2. (a–d). Reflected phenology, expressed as the NDVI for the 2019/20 and 2020/21 cropping seasons, versus time of the (a) high initial growth rate wheat parcels (n = 53), (Larisa region), (b) moderate initial growth rate wheat parcels (n = 68) (Larisa region), (c) low initial growth rate wheat parcels (n = 41) (Larisa region), (d) very low initial growth rate wheat parcels (n = 22) (Kozani region). The black line is the representative–average line of the growth rate.

NDVI values assumed an upward trend from early December to the middle of April showing a high variability as the crop cycle progressed, with the highest being observed during the early reproductive stages. NDVI peak values and major ground cover were reached at different dates, even within the same year and region. Afterwards, a gradual decrease followed until early June and towards the harvest. It was noted that in almost all parcels a similar phenology was observed during the reproductive and maturity stages. A preliminary data analysis revealed that the wheat variety had little effect on the initial canopy development; thus, the growth rates were mainly affected by factors such as climatic conditions, soil properties, and to a lesser extent anthropogenic activities (e.g., sowing dates). The significant difference that is shown in the very low initial growth rate class [Figure 2d] is explained by the prevailing weather conditions in the Kozani region. Kozani has been built between the mountain ranges of Vermio, Burino, and Pieria, at an altitude of 720 m above sea level, whereas Larisa has an average altitude of 70 m above sea level and a typical Mediterranean climate with higher temperatures over the first months of the season, which allow for faster crop development during the initial wheat stages.

2.4. Yield Prediction with a Semi-Empirical Regression Model Based on Sentinel-2-Derived NDVI

Biomass is traditionally estimated through destructive, time-consuming, in situ methods; more recent estimates are based on remotely sensed data, such as vegetation indices (Vis). Many previous studies have examined approaches for within-season and post-season biomass and/or yield estimation using Vis [10,18,28,50,51]. In this study, relationships between Sentinel-2-derived NDVI and above-ground biomass were explored in order to determine the transfer function with the best fit for wheat yield estimation and to examine whether its results could be reproduced for different years and locations. To this aim, biomass data were collected for calibration and validation. The sampling campaign was conducted during the 2019/20 growing season. In situ above-ground biomass was collected from 10 parcels in the region of Larisa (Figure 3).
Measurements were conducted at weekly intervals during the wheat-growing season (October–May). At each parcel, 5 representative plants were collected from 3 randomly selected sampling sites; the plants were separated into leaves, stems, and grains and were dried in an oven for 48 h at 65 °C. The total dry biomass weight was averaged and multiplied by the number of plants per m² to calculate the biomass per square meter at each sampling point.

Cloud/shadow free Sentinel-2 images from sowing until harvest date were selected. For each measurement date, values of NDVI were extracted from the beginning of the growing season until the day plant biomass was measured. Sentinel-2 images within ±3 days of the ground data collection dates were considered acceptable.

The transfer functions were based on the cumulative VI approach, and in accordance with [20], the NDVI index was selected. NDVI is closely related to the vegetation vigor and has been recognized for its ability to monitor crops and as an estimator of crop yields since early 1980s. NDVI has an asymptotic non-linear relationship with the green LAI of some crops. A variation in LAI implies different intercepted radiation that, according to the radiation use efficiency, is directly related to the production of biomass that will determine the possible yield [52].

For each sampling parcel, the area under the curve, formed by the day of the year (DOY) and NDVI curve, was calculated through numerical integration, representing the value of the cumulative NDVI [20,53]. Several power transfer functions between cumulative NDVI and biomass were produced as regression functions. The derived models were evaluated using goodness-of-fit criteria, namely, coefficient of determination (R²), the root mean square error (RMSE), and the normalized RMSE (nRMSE) (see Section 2.6.1. Equations (8)–(10)). These measures indicate the degree of association between predicted and estimated values of the same parameter and give an indication of prediction efficiency [54,55]. In addition, Richter at al. [56] recommended this combined set of measures (R², RMSE, and nRMSE), amongst others, for the comprehensive quantification of vegetation biophysical models’ performance. The cumulative NDVI showed a moderate performance for the estimation of total dry above-ground biomass of durum wheat (RMSE: 389.4 kg ha⁻¹, nRMSE: 24.6%, R²: 0.68), yielding a power regression equation of the form:

\[
\text{Biomass (gm}^{-2}\text{)} = 3.1375 \cdot \left[ \int_{d_1}^{d_2} \text{NDVI}_t dt \right]^{1.2874}
\] (6)
where \( NDVI_{t} \) represents the NDVI curve, \( d_1 \) is the first day of the integral that coincides with the sowing date, and \( d_2 \) is the harvest date. Yield was calculated by the equation:

\[
\text{Yield (gm}^{-2}) = 0.42 \cdot \text{Biomass}
\]

where 0.42 is the harvest index of durum wheat, selected as a representative of the dynamics of modern wheat varieties grown under Mediterranean conditions, such as the ones used in this study [57,58]. Previous studies have also reported similar results by fitting power or exponential regression equations to pairs of spectral indices and measured biomass [18,20].

The estimation accuracy of this transfer function, and its potential to be applied in different areas (regions of Larisa and Kozani) and different years (2019/20, 2020/21) was examined against yield data from the 184 wheat parcels.

2.5. Yield Prediction with a Machine Learning Data Fusion Model

Meteorological phenomena have the potential to significantly influence crop growth and yield [59]. In rainfed production systems such as those that include winter wheat, climate variability is responsible for as much as 80% of the variability in the agricultural production [60]. Consequently, understanding how the growth and development of rainfed wheat respond to climate variability, and employing various meteorological variables for early gross estimates of final yield, is of great importance for agricultural policy and market planning [22,61]. Simultaneously, biotic, genotypic, and management factors influencing crop growth reflected in crop phenology and development can be detected from satellite images. Therefore, the inclusion of remote-sensing observations can improve yield prediction by providing an opportunity for the real-time monitoring of crop growth status. ML algorithms have been widely used in crop yield prediction. ML regression models that use meteorological parameters (e.g., precipitation and temperature), remote sensing, soil conditions, and agricultural practices as explanatory variables have shown adequate ability to predict wheat yields [22,23,62,63].

In this study, weather data were combined with remotely sensed VIs for predicting field-scale wheat yields, adopting a number of ML regression algorithms, along with two time aggregation intervals (disaggregated or aggregated data) and two feature selection methods (based on Pearson Correlation Coefficient or SHAP feature importance). The regression algorithms used the following dependent variables: daily meteorological data \( (T_{\text{min}}, T_{\text{max}}, T_{\text{avg}}, E_{\text{To}}, \text{Precipitation}) \), the average NDVI (\( NDVI_{\text{avg}} \)) of the parcel, and whether or not irrigation was applied. Only parcels and yield data for the 2019/20 and 2020/21 growing seasons in the Larisa region (n = 162) were included in the inputs. The independent variable was the yield of the parcels in kg ha\(^{-1}\). \( NDVI_{\text{avg}} \) values were linearly interpolated to generate a daily time-step NDVI time series. Then, the growing season was divided into crop growth stages based on the cumulative GDD (0–700 Pre-Tillering, 700–1000 Tillering, 1000–1450 Stem Elongation, 1450–1700 Booting, and 1700–2300 Flowering). Data from sowing to the end of flowering were used, aiming to predict the yield approximately one month before harvest. Then, two methods of aggregating the data were tested. The first received the average value of the input data throughout the selected growing period, while the second received the average value of the data for each crop growth stage separately. It was decided to follow the second method, as it showed slightly better interpretability.

Machine learning algorithms were fitted to the data using Scikit-learn, an open-source ML library. Nine estimators were evaluated, including: LR (Linear Regression), Ridge Regression (RR), Lasso (Least absolute shrinkage and selection operator), SVR (Support Vector Regression), KNN (K-Nearest Neighbors Regression), Decision Tree (DT), Random Forest Regression (RF), Gradient-Boosting Decision Tree Regression (GBDT), and eXtreme Gradient-Boosting Regression (XGBoost). LR is regarded as the benchmark statistical model. RR and Lasso apply L2 (squared magnitude of coefficients) or L1 (absolute value of the magnitude of coefficients) penalty terms to minimize overfitting and
shrink the less important coefficients, respectively. SVR can minimize the error by making a hyperplane and maximizing the margin between predicted and observed values. KNN is a type of instance-based method that locates the k-closest points known to the model around an input sample to make the prediction. DT is an upside-down tree-like structure model that makes binary decisions to partition the data from the root node to the leaf nodes. RF is a bagging-based ensemble-learning technique combining a large set of decision trees that are built by selecting random features from the training dataset. GBDT and XGBoost are two implementations of ensemble methods based on gradient-boosting trees that make predictions sequentially and try to combine the weak predictive tree models.

2.6. Yield Prediction with a Process-Based Crop Growth Model: AquaCrop

AquaCrop simulates crop yield in four steps: crop development, crop transpiration, biomass production, and yield formation. It calculates the daily soil water balance and divides evapotranspiration into soil evaporation and crop transpiration. AquaCrop describes the foliage development of the crop by the canopy cover (CCAC), which is the fraction of soil surface covered by the green canopy. Transpiration is a function of canopy cover, while evaporation is proportional to the area of soil not covered by vegetation. The canopy cover is multiplied by the reference evapotranspiration (ET0) and the crop coefficient (Kc) to calculate potential crop transpiration. Actual transpiration (Ta) is calculated starting from the potential by accounting for water stress. Then, Ta is used for the calculation of crop biomass through its multiplication with water productivity normalized for climate. By using a harvest index, crop yield is obtained by the biomass [19,24,64,65]. A further detailed conceptual description of AquaCrop is available in Raes et al. [66], Raes et al. [66], and Steduto et al. [24]. Model parameters are grouped into two classes: conservative and non-conservative. Cultivar-specific or less conservative parameters vary depending on crop and field management, soil type, and climate (sowing date and density, length of crop cycle and phenological stages, maximum canopy cover, etc.). Conservative crop parameters do not change materially with time, management practices, and geographic location. The canopy growth (CGC) and canopy decline (CDC) coefficients are considered two of the most important conservative parameters to calibrate the CCAC [67].

In this study, a number of non-conservative parameters were calibrated with regard to local management information, such as sowing dates and plant densities, flowering date and duration, and the onset of senescence and maturity. These parameters are provided in Table 1. The model was applied under Calendar Days (CD) mode. Water stress was the only growth-limiting factor considered during AquaCrop implementation. Soil data were retrieved from the SoilGrids database, up to a soil profile depth of 2 m, for each parcel.

Table 1. User-specific parameters used in simulation.

| Parameter                                      | Units       | Default | Minimum, Medium, and Full Data Input |
|------------------------------------------------|-------------|---------|--------------------------------------|
| Soil surface covered by an individual seedling at (90%) recover | cm²/plant   | 1.50    | 1.50                                 |
| Number of plants per hectare                   | Hm⁻²        | 4,500,000 | 2,500,000                            |
| Maximum canopy cover (CCx)                     | %           | 96      | 90-93                                |
| Calendar Days: from sowing to emergence        | d           | 13      | 13                                   |
| Calendar Days: from sowing to maximum rooting depth | d          | 93      | 93                                   |
| Calendar Days: from sowing to start senescence  | d           | 158     | 178                                  |
Three runs were performed per parcel containing different levels of information:

1. CGC and CDC retrieved from AquaCrop default values on wheat without considering any irrigation event (minimum data input);
2. CGC and CDC calibrated to the canopy cover derived from remote-sensing data (CCRs) without considering any irrigation event (medium data input);
3. CGC and CDC calibrated to CCRs, including the irrigation events (one event: n = 45 parcels; two events: n = 12 parcels) applied during the 2020/21 growing season (full data input).

The purpose of the selected simulations was to investigate the potential of AquaCrop to predict biomass and yield under a minimum, medium, and full input data scheme. Canopy cover data can be derived from empirical relations with different VIs based on satellite measurements in the optical and near-infrared bands. In particular, the 30 m Landsat data [68], the 10 m Sentinel-2 data [69], and the 3 m PlanetScope data [70,71] have been extensively used in agricultural applications [72]. Many studies assimilated directly [19,73] or adjusted [67,74] canopy cover in AquaCrop, either from field measurements or remote-sensing data. In this study, representative CCRs curves of the different wheat growth classes were selected to calibrate the CGC and CDC, thereby enabling a full exploitation of satellite data. During calibration, these parameters were varied until satisfactory agreement was achieved between CCRs and simulated CCAC, verified by the statistical metrics panel of AquaCrop (Figure 4). The calibrated values are provided in Table 2. The same value was kept for the CDC in all classes, since the reduction in NDVI in the wheat parcels follows approximately the same trend during senescence.
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**Figure 4.** Statistical panel of AquaCrop Model for CGC and CDC calibration.

**Table 2.** Calibrated conservative parameters of AquaCrop used in simulation.
Canopy growth coefficient (CGC)  Fractiond⁻¹  0.049
| Default                      | Medium and Full Data Input Scheme |
|------------------------------|-----------------------------------|
| High Initial Growth class    | 0.085                             |
| Moderate Initial Growth class| 0.069                             |
| Low Initial Growth class     | 0.054                             |
| Very low Initial Growth class| 0.035                             |

Canopy decline coefficient (CDC)  Fractiond⁻¹  0.0718
| Default                      | Medium and Full Data Input Scheme |
|------------------------------|-----------------------------------|
| High Initial Growth class    | 0.0605                            |
| Moderate Initial Growth class|                                   |
| Low Initial Growth class     |                                   |
| Very low Initial Growth class|                                   |

2.6.1. Performance Evaluation Metrics

The ability of AquaCrop to predict yield was assessed by adopting a number of statistical metrics. The Model Efficiency (ME) [75], the coefficient of determination (R²), the root-mean-square error (RMSE), the normalized RMSE (nRMSE), the bias, and the Willmott’s index of agreement (d) [76] were selected as performance evaluation metrics. These metrics are mathematically expressed as:

\[
ME = 1 - \frac{\sum_{i=1}^{n}(x_i - y_i)^2}{\sum_{i=1}^{n}(x_i - \bar{x})^2} \tag{8}
\]

\[
R^2 = \frac{\left(\sum_{i=1}^{n}y_i - \bar{y}_{avg}\right)^2}{\left(\sum_{i=1}^{n}x_i - \bar{x}_{avg}\right)^2} \tag{9}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(x_i - \bar{x}_{avg})^2}{n}} \tag{10}
\]

\[
nRMSE = \sqrt{\frac{\sum_{i=1}^{n}(x_i - \bar{x}_{avg})^2}{n \bar{y}_{avg}}} \tag{11}
\]

\[
is = \frac{1}{n} \sum_{i=1}^{n} (y_i - x_i) \tag{12}
\]

\[
d = 1 - \frac{\sum_{i=1}^{n}(y_i - x_i)^2}{\sum_{i=1}^{n}(|y_i - \bar{x}_{avg}| + |x_i - \bar{x}_{avg}|)^2} \tag{13}
\]

where \(x_i\) is the \(i\)th measurement, \(y_i\) is the corresponding model estimate, \(\bar{y}_{avg}\) is the mean value of the model estimates, \(\bar{x}_{avg}\) is the mean value of the measurements, and \(n\) is the number of samples. Generally, the larger R² is, the better the model’s fit is. The ME is a measure of the mean square to the observed variance. The smaller the departure from \((x_i - \bar{x}_{avg})\), the higher the performance efficiency of the model. Values of ME range between 1 and \(-\infty\), where ME = 1 denotes perfect model fit and ME = 0 means that the error is the same magnitude as the observed variance and the observed mean value is as good a predictor as the model. The ME has no lower limit. The RMSE and the bias have the same unit as that of the variable being simulated. The closer the RMSE is to zero, the better the model’s simulation performance. The range of the nRMSE metric generally defines the model’s accuracy. A value of nRMSE < 10% indicates that the estimated and measured values are highly consistent, the range 10% < nRMSE < 20% indicates good consistency, while the range 20% < nRMSE < 30% indicates medium consistency, and finally nRMSE ≥ 30% indicates poor consistency. The bias refers to the tendency of overestimation or
underestimation and $d$ represents the ratio of the mean square error and the potential error (1 indicates a perfect match, and 0 indicates no agreement).

3. Results

3.1. Evaluation of the Semi-Empirical Regression Model

The wheat yield datasets from the 2019/20 and 2020/21 growing seasons were selected to validate the estimation accuracy of the derived transfer function. The statistical analysis, presented in Table 3, revealed moderately strong correlations (RMSE, nRMSE, and $R^2$ equal to 1076 kg ha$^{-1}$, 28.5%, and 0.26, respectively) between the estimated and measured wheat yields. The RMSE range of 697 to 444 kg ha$^{-1}$ and nRMSE values as high as 27% have been reported [28] for rainfed wheat and barley yield estimations with the cumulative NDVI approach applied to Spain. Linear models relating the MODIS NDVI and wheat yield, calibrated with different growing season data in Argentina, resulted in a wide range of $R^2$ values from 0.08 to 0.69 when applied for inter-annual yield estimation [29]. The researchers supported that the inter-annual variation observed indicates the influence of agrometeorological conditions on the yield estimation by the NDVI. A previous study [77] used NDVI and weather data to estimate the wheat yield in Morocco and found that the NDVI appeared to contain most of the information on rainfall and explained most of the grain yield variability.

Table 3. Statistical evaluation of the transfer function (n = 184).

| Statistical Metric         | Units          | Results  |
|----------------------------|----------------|----------|
| Average estimates          | kg ha$^{-1}$   | 3720     |
| Average measured           | kg ha$^{-1}$   | 3774     |
| std estimates              | kg ha$^{-1}$   | 811      |
| std measured               | kg ha$^{-1}$   | 1252     |
| Value range estimates      | kg ha$^{-1}$   | 1450–5320|
| Value range measured       | kg ha$^{-1}$   | 500–6740 |
| RMSE                       | kg ha$^{-1}$   | 1076     |
| nRMSE                      | %              | 28.5     |
| $R^2$                      |                | 0.26     |

In this study, environmental and management—rather than genotype—factors were considered significant for explaining the variability in the final received yield, both within the same region and between regions (Larisa and Kozani). The predictability of the grain yield by the transfer function was affected by these factors, which reflect differences in yield formation, as a main response to the limited water availability during flowering and grain filling (2020/21 growing season). However, these differences could not be reflected in the wheat canopies with high and moderate initial growth rates (n = 121). This is also evident in the statistical results received after the exclusion of irrigated parcels. In this case, the calculated metrics only slightly improved (RMSE, nRMSE, and $R^2$ equal to 983 kg ha$^{-1}$, 28.6%, and 0.37, respectively). This indicates that any management decision received slightly before or during flowering to improve the final yield (irrigation and/or growth regulators) did not result in an equal adjustment of the phenology curve because the NDVI had already reached high values by that time. The NDVI increased until the onset of flowering, receiving the highest values by early to mid-April, while also determining most of the cumulative NDVI, which is calculated by the area under the curve.

Studies support that at the grain-filling stage, the NDVI decreases up to 0.3 because the crop becomes stressed and its capacity to absorb PAR is reduced [78]. Since the area under the curve becomes considerably steep after the reproductive stage, the contribution of the cumulative NDVI in Equation (6) becomes minimal during this time period, hardly affecting the final estimated yield. Therefore, this method is able to predict the final yield’s
magnitude approximately 40 days before harvest. The calculations continue throughout the growing season and the prediction improves as new cloud-free satellite images become available until harvest. The results demonstrate a clear potential to operationally predict the levels of the final yield when reaching the end of the growing season. Though the prediction accuracy can be characterized as low with $20\% < \text{nRMSE} < 30\%$, the estimated biomass can be interpreted to yield, which can then be visualized per pixel in productivity maps immediately after sowing. The real-time acquisition and spatial continuity of remote-sensing data can effectively enhance the applicability of such regression relationships between biomass and spectral indices at regional scales. Furthermore, the estimated biomass can be used to optimize the crop parameters used in crop growth models to obtain the optimal simulated biomass.

3.2. Evaluation of the Machine Learning Estimator

Due to the small sample size ($n = 162$ parcels), as well as the structure of the data, it was decided to evaluate the models using the Leave-One-Out Cross Validation (LOO CV) method, as the separation into training/testing validation would lead to biased subsets. Both data aggregation methods were tested in terms of accuracy: 1. using the mean parameter values from sowing until approximately one month prior to harvest as inputs and 2. using the mean values of the pre-determined crop growth stages as inputs. The coefficient of determination, $R^2_{\text{train}}$, and $\text{RMSE}_{\text{train}}$ (Equations (9) and (10)) between the predicted yield and the observed yield were used for the models’ performance evaluation. Firstly, the LOO CV based on the training data was evaluated, because this procedure can estimate the robustness and generalization of the models. Secondly, the same evaluation method based on the test data was implemented ($R^2_{\text{test}}$ and $\text{RMSE}_{\text{test}}$). After fitting the ML estimators to the input data, the statistical criteria were calculated and the ones with the best performance are provided in Table 4.

### Table 4. Statistical evaluation of yield estimates with the best-performing ML algorithms for parcels in the region of Larisa ($n = 162$).

| Data Aggregation | Algorithm          | $\text{RMSE}_{\text{test}}$ (kg ha$^{-1}$) | Std($\text{RMSE}$) (kg ha$^{-1}$) | $R^2_{\text{test}}$ | $\text{RMSE}_{\text{train}}$ (kg ha$^{-1}$) | $R^2_{\text{train}}$ |
|------------------|--------------------|------------------------------------------|----------------------------------|------------------|------------------------------------------|------------------|
| Mean parameter values from sowing until one month prior to harvest | Random Forest (RF) | 558.6 | 393.1 | 0.64 | 207.2 | 0.95 |
| Mean parameter values using as input the mean values of each crop growth stage | eXtreme Gradient Boosting (XGBoost) | 526 | 376.3 | 0.68 | 0.001 | 1 |

An attempt was made to select features both by the criterion of the importance that the respective model assigns to the features (feature importance) and with the SHAP values. Although features that did not make a significant contribution to performance prediction and are theoretically a source of noise were removed, both the interpretability and prediction accuracy decreased.

From the statistical evaluation of the above findings regarding the performance of the ML algorithms with respect to the estimation of yield, the phenomenon of overfitting is evident. That is, while the model trains well on existing data, it fails to reliably predict new data that is unknown to it. This phenomenon is due both to the small size of the dataset compared to the complexity of the problem and to its structure. The results from this approach suggest that the ensemble learning methods RF and XGBoost achieve the...
best performance and this finding is in agreement with previous studies. Ruan et al. [63] included eleven statistical and machine learning techniques for predicting field-scale wheat yield and found that the two ensemble learning models RF and XGBoost were most accurate in prediction, with $R^2$ values in the range of 0.74–0.78 and RMSE values in the range of 780–850 kg ha$^{-1}$. Cao et al. [79] adopted MLR, XGBoost, RF, and SVR algorithms and three datasets including MODIS EVI, climate data, and the subseasonal-to-seasonal (S2S) atmospheric prediction data to estimate winter wheat yield. The results showed that among the four models, XGBoost possessed the highest skill with the S2S prediction as inputs, with an $R^2$ of 0.85 and an RMSE of 780 kg ha$^{-1}$. Ang et al. [80] employed the RF and AdaBoost algorithms to estimate oil palm yield prediction from multi-temporal remote-sensing data. The results of the study revealed that the RF model outperformed the AdaBoost model. Kamir et al. [81] used nine base learners and two ensemble (average ensemble and Bayesian fusion) methods to estimate wheat yields across the Australian wheat belt from climate data and satellite image time series. The results showed that SVR with a radial basis function emerged as the single best learner with an $R^2$ of 0.77 and RMSE of 550 kg ha$^{-1}$ at the pixel level, and the ensemble techniques did not show a significant advantage over the single best model.

3.3. Evaluation of AquaCrop for Yield Prediction

AquaCrop was evaluated for yield prediction under a minimum, medium, and full data input scheme. The calculated statistical metrics that were employed to evaluate the goodness of fit in these approaches are summarized in Table 5. The reason to follow a minimum data requirements framework was to investigate whether the model has the potential to provide safe results through a simplified approach with respect to data intensiveness. Winter wheat is a typical rainfed crop for Greece and the Mediterranean region in general [82]; however, in order to achieve high yields, farmers apply water, usually originating from deep boreholes that are used for irrigation purposes. Data on the timing and amount of applied water is scarce, leading inevitably to yield simulation uncertainties in regional and large-scale applications. The aim of this approach was to reduce the calibration workload and facilitate simulation when the parcel-level management conditions are unknown—especially irrigation events, since zero fertility stress was assumed and crop phenology was provided as a common characteristic of the studied wheat varieties. Previous studies have also investigated the potential of AquaCrop to estimate biomass and yield under limited field-based data availability [72,83]. A successful minimum or at least medium input simulation could encourage the regional implementation of the model, which could drive in-season and post-season adaptation strategies for food security. However, in the case of a minimum data requirements scheme, the statistical metrics between the measured and simulated values (Table 5) revealed that AquaCrop could not simulate wheat yield successfully. This is indicated by the low values of the ME, bias, d, and $R^2$ of $-0.4, -70.6, 0.485,$ and 0.05, respectively, as well as a high absolute and relative magnitude of difference between the simulated and measured final yields (RMSE = 1500 kg ha$^{-1}$ and nRMSE = 39.6%). The under-calibrated model significantly underestimated yield, which can be attributed to the limited rainfall and heat stress during the flowering and grain-filling stages in 2020/21 that resulted in the prediction of very low yields. The high yield levels obtained by irrigation (>4500 kg ha$^{-1}$) during 2020/21 could not be achieved by the model running under rainfed mode, leading to large prediction inaccuracies.

Table 5. Statistical evaluation of yield estimates with AquaCrop (n = 184).

| Statistical Metric | Units | Minimum Data Requirements | Medium Data Requirements | Full Data Requirements |
|--------------------|-------|--------------------------|--------------------------|-----------------------|
| Average estimates  | kg ha$^{-1}$ | 3080 | 3110 | 3731 |
| Average measured   | kg ha$^{-1}$ | 3774 | 3774 | 3774 |
On the other hand, a medium data requirements scheme was applied, based on a calibrated simulation of canopy cover, because it is central to AquaCrop performance, as it affects the rate of transpiration and, consequently, biomass accumulation and final yield prediction. The calibration of CCAC led to a significant improvement of the statistical metrics. Specifically, the tendency to underestimate was reduced from −70.6 to −38.6 and the $R^2$ increased from 0.05 to 0.50, thus indicating that the calibrated CCAC model better explained the variance of the observed yield values. The estimation errors also decreased, with the nRMSE decreasing from 39.6% to 26.5%, the RMSE decreasing from 1500 kg ha$^{-1}$ to 996 kg ha$^{-1}$, and the ME increasing significantly from −0.4 to 0.4.

In spite of the improved accuracy obtained with the calibration of the CCAC, the results still discourage the large-scale and limited data availability applications of the model. However, by excluding the irrigated parcels from the statistical analysis (Table 6), the results obtained with the CCAC calibration improved significantly and became comparable with those reported in previous studies. The RMSE values of 616 kg ha$^{-1}$ and ME of 0.80 are consistent with the ranges reported by Xing et al. [84] (330 to 580 kg ha$^{-1}$), as well as the model efficiencies of 0.78 when the researchers applied AquaCrop for wheat yield simulation. RMSE values of 580 kg ha$^{-1}$ (nRMSE = 11.9%) were also calculated by Iqbal et al. [85] who applied AquaCrop for three years of wheat cultivation. A study conducted to assess the performance of AquaCrop to simulate the spring wheat yield in Western Canada [86] produced $R^2$ and RMSE values of 0.66 and 743 kg ha$^{-1}$, respectively. Lower RMSE values of 320 kg ha$^{-1}$ and ME of 0.82 were found for a grain yield simulation under varying water regimes on winter wheat in Turkey [87]. RMSE, nRMSE, and $R^2$ values of 550 kg ha$^{-1}$, 8.77%, and 0.82, respectively, were found by the assimilation of winter wheat biomass retrieved from remote-sensing data via AquaCrop, in Beijing, China [18]. AquaCrop was calibrated and evaluated for yield prediction in a field experiment of spring wheat for two growing seasons in Egypt, producing RMSE, d, and $R^2$ values of 555 kg ha$^{-1}$, 0.93, and 0.84, respectively [88].

Table 6. Statistical evaluation of yield estimates with AquaCrop only for rainfed parcels (n = 127).

| Statistical Metric | Units         | Minimum Data Requirements | Medium Data Requirements |
|--------------------|---------------|----------------------------|--------------------------|
| Average estimates  | kg ha$^{-1}$  | 320                        | 343                      |
| Average measured   | kg ha$^{-1}$  | 345                        | 345                      |
| std estimates      | kg ha$^{-1}$  | 600                        | 1128                     |
| std measured       | kg ha$^{-1}$  | 1233                       | 1233                     |
| Value range estimates | kg ha$^{-1}$ | 1500–3200                 | 750–6220                 |
| Value range measured | kg ha$^{-1}$ | 1250–6700                 | 1250–6700                |
| ME                 | –             | 0.2                        | 0.8                      |
| RMSE               | kg ha$^{-1}$  | 1086                       | 616                      |
| nRMSE              | %             | 31.5                       | 17.9                     |
| bias               | kg ha$^{-1}$  | −24.4                      | 1.3                      |
| d                  | –             | 0.623                      | 0.930                    |
Figure 5a,b show the linear correlation between simulated and observed grain yield for the 127 rainfed wheat parcels. In the calibrated CCAC, the linear trendline deviates slightly from the desirable straight line, \( x = y \), and thus has a high coefficient of determination, \( R^2 \), at 0.75.

|   | \( R^2 \) | 0.27 | 0.75 |
|---|-----------|------|------|

![Graph](image1)

**Figure 5.** Relationship between simulated and observed wheat grain yields for (a) minimum data input scheme (rainfed parcels), and (b) medium data input scheme (rainfed parcels).

Although there was a rather extensive simplification employed to make the model less data intensive, the metrics of Table 6 clearly indicate the need for a careful calibration of the CCAC to reduce errors and bias when simulating grain yield. In fact, in this case, it is remarkable that the CCAC calibration very successfully simulates a wide range of yields, from the very low \((750 \text{ kg ha}^{-1})\) to high \((6220 \text{ kg ha}^{-1})\) levels, obtained from rainfed parcels. The adjustment of the CGC, CDC, and CCx shows a great potential for simulating yields of different wheat varieties with varying growth patterns under multiyear and multi-environmental conditions.

Finally, a full data input scheme was evaluated, which combined the calibrated CCAC with actual irrigation data. Due to the precipitation scarcity during the 2020/21 growing season, irrigation was applied to wheat during spring to secure the wheat's water demands. The irrigation events took place between April and early May, before and during flowering. The results show that a very good agreement was obtained by AquaCrop regarding the simulation of the grain yield for the 184 wheat parcels, excelling in performance all studied cases. This is attributed to the high potential of AquaCrop, as a water-driven model, to predict elevated yield levels with a detailed soil water regime. Several
authors [74,89,90–92] have reported very good simulation results with AquaCrop applied for irrigated crops, compared to rainfed and water deficit treatments.

The results suggest that AquaCrop can be implemented as a convenient model for deciding whether wheat is rainfed or irrigated during dryer growing seasons, provided that the records of the timing and amount of irrigation are available from the farmers. If such records are unavailable, remote sensing can still be a solution for detecting irrigation events [93,94], thereby either partially or fully automating the process of crop growth simulation. AquaCrop offers a balance between accuracy obtained with mechanistic models and robustness, and can be a valuable tool for yield prediction, particularly since it requires a relatively small number of explicit data that can be readily available or easily interpreted to obtain valuable information [74,86].

4. Discussion

In this study, three modeling approaches were investigated and evaluated with respect to their potential for in-season or post-season in-field yield estimation, as well as their applicability at a large scale. Remotely sensed satellite data are often used to retrieve variations in vegetation states by providing realistic information on photosynthesis, phenology, disturbances, recovery, and human interventions [95,96]. The remotely sensed extraction of winter wheat growth patterns and phenology has a strong foundation in the three studied modeling approaches. Many previous works supported that the use of calibration techniques based on remote sensing improves yield assessments from crop growth models such as AquaCrop [91,97]. The most logical pathway for a systematic calibration of AquaCrop is first and foremost to ensure a sound prediction of canopy cover. The key user-input parameters for this purpose are the coefficients defining the canopy development, with particular attention to its shape. In this study, the canopy cover data were derived from empirical relations, with spectral vegetation indices acquired from satellite images covering 184 wheat parcels. The yield prediction via AquaCrop significantly improved when a proper calibration of the CCAC curve parameters (CGC, CDC, and CCx) was performed, based on the wheat growth rates reflected in the NDVI. Different hybrids/varieties of the same crop often show some similarities regarding the relative development and duration of growth stages, despite discrepancies in the length of the growing seasons. This implies that the parameter values calibrated for one crop hybrid/variety could potentially be useful for the simulation of another with some adjustment, which may reduce the burden of parameter calibration [83]. To this aim, this work provided pairs of values for the difficult-to-determine canopy parameters for the further testing and use of the model with a wide range of wheat varieties and growth habits in response to environmental, management, or genotypic factors, as well as biotic or edaphic stresses. The calibrated AquaCrop results, although obtained with a medium data input load, were comparable with those reported in the literature for more detailed field experiments and treatments. It is challenging for simulation models to find relevance in real world agriculture; however, the current work suggests that the combined simplicity and accuracy of AquaCrop [98] make the model an indispensable tool within decision support systems for a broad usage by end-users.

Large scale applications require intensive field work and in situ campaigns that are known to require a large number of personnel, a high degree of logistical support, machinery and equipment, and, thus, huge budgets, which increase with the increasing area of the study site. In this context, apart from the identified significant contribution of remote sensing, the findings of this study also prove that gridded datasets on soil, such as SoilGrids, as well as environmental conditions, such as ERA5-Land and ERA5 reanalysis, can operationally be employed for large scale applications through a wide range of modeling approaches. These datasets are the result of multiyear research, present improved accuracy and resolution of spatially explicit data, are updated regularly, and are freely available from different initiations and official online websites. The coupling of these datasets for the simulation of the durum wheat yield in 184 parcels presented high prediction
accuracies, which are similar to those found in the literature using detailed weather station meteorological data or soils’ physical properties derived from laboratory-analyzed soil samples as inputs. SoilGrids and ERA5-Land or re-analysis data can support operational platforms for dynamic crop monitoring and yield forecasting operating at the administrative level by government agencies, non-governmental organizations, farmers’ unions, agri-food industries, and consultants [35,36]. With the advancement of computational ability, these operational systems can acquire real-time satellite data; collect soil and agro-meteorological products; perform preprocessing and analysis; run cloud-based machine learning algorithms or crop growth models (e.g., AquaCrop-OS) [99]; perform in-season, post-season, and even seasonal crop yield predictions; and generate the final outputs.

The other, less data-intensive approach studied in this work involves the development and application of a semi-empirical transfer function for a yield assessment. Though the prediction accuracy indicates medium consistency with the measured yield data, i.e., 20% < nRMSE < 30%, the method is a good tool for predicting the levels of the final yield before harvest, at a regional level. In addition to the timeliness and spatial scale, ideal yield predictions also depend on rapid methods and accessible data. This method can fully exploit Landsat and Sentinel-2 satellites that provide high spatial resolution imagery data (10–30 m) with relatively short revisiting periods. This suggests that the method acquires satellite data as they become available during the growing season and calculates biomass and yield to provide dynamic yield forecasts at a fine scale. The method used in this study allows researchers to predict wheat yield levels approximately 40 days before harvest at the seed-filling stage. A common desire is to have in-season or post-season predictions of anticipated yields over large geographic regions for various purposes, namely, (a) to support the timely management of food shortages and strategic actions planning; (b) for the identification of low productivity farms and parcels and, thus, as a basis for implementing optimization strategies for the following season; (c) to facilitate the planning of harvesting logistics, for example, to estimate the required number of transport vehicles, available silos, or storage locations and, thus, to reduce the costs associated with the transportation and storage of grain; (d) to optimize the price of the commodity according to its availability and the harvested amounts; and (e) to inform decisions on trade, potential industry growth, and investment [10]. In general, the NDVI transfer function perceived the temporal and spatial variability in the study area; however, it was unable to identify the management factors that promote yield because it relies on phenology and such actions are not followed by relative adjustments on the spectral reflectance curves. Furthermore, the difficulty in predicting low yield values as a result of environmental factors indicates the necessity of a possible coupling with agrometeorological data in order to obtain scalability and additional accuracy in yield estimations. This requires further research, especially in order to use the minimum number of inputs and available data.

ML methods are advantageous considering their high accuracy and wide applicability; however, they often serve as a “black-box” method, as the resulting rules for obtaining the results are often too complex or concealed to be readily interpreted. In addition, they rely heavily on training samples (particularly deep learning algorithms), and the sample sizes demanded are large. In this study, a number of machine learning methods were tested for yield estimation. However, the number of training samples was considered low, leading to overfitting of the data. This indicates that additional training data are required to further improve the skill of the models. Furthermore, the aggregation approach and feature selection methods did not significantly affect the yield prediction performance for the selected ML methods. As previous studies have illustrated [63,81], ML methods are promising frameworks that can complement regional scale models and provide valuable insights into understanding yield responses to environmental conditions; however, more reliable publicly available data are needed to further enhance the accuracy and implementation of large-scale yield prediction.
5. Conclusions

This study presents three methods of winter wheat yield estimation presenting different levels of input data intensity based on predictors originating from open-access satellite data, SoilGrids, ERA5-Land, and ERA5 climate reanalysis. These methods could potentially be fully automated crop yield-forecasting systems, operating at the administrative or regional unit scales. The methods were validated with 184 durum wheat yields in two distinct regions in Greece, namely, Larisa and Kozani. The analyzed period covered two growing seasons: 2019/20 and 2020/21; however, the availability of the data differed among the regions. The main insights from this study are as follows: (i) medium input data intensity models can provide high to moderate accuracies for yield estimation, thus minimizing the time, cost, and labor of data acquisition; (ii) free access datasets are excellent sources of input data for satisfying models’ requirements, especially ones running under cloud-computing environments (e.g., DIAS or Amazon AWS), where these datasets are directly accessible; (iii) remote sensing offers an unprecedented ability for the proper parameterization of the CCAC curve parameters of the AquaCrop model, leading to significantly improved simulations of crop biomass and yield, under different environmental conditions; (iv) the AquaCrop model, as well as the spectral index transfer function, can be used with a high to acceptable degree of accuracy for the regional yield simulation of winter wheat, and can serve as useful tools for assessing food security in the agricultural sector; (v) although wheat is considered a rainfed crop, any irrigation event applied to promote yield cannot be reflected on the spectral behavior of the canopies (especially ones performed slightly before or during flowering) and, thus, records of time and the amount of water are required to achieve high yield estimation accuracies; and (vi) due to the complex structure of machine learning, it is still challenging to provide reliable estimates for final yield formation, since more training data are required to reach high accuracies. In summary, the results indicated that medium input data intensity methods are effective tools for operational, large scale yield assessments of winter wheat. Although wheat is one of the key crops grown worldwide, further studies are needed to verify these results for different crops and in different ecological areas.
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