Electron propagation from a photo-excited surface: implications for time-resolved photoemission
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Abstract We perform time- and angle-resolved photoelectron spectroscopy on p-type GaAs(110). We observe an optically excited population in the conduction band, from which the time scales of intraband relaxation and surface photovoltage decay are both extracted. Moreover, the photovoltage shift of the valence band intriguingly persists for hundreds of picoseconds at negative delays. By comparing to a recent theoretical study, we reveal that the negative-delay dynamics reflects the interaction of the photoelectrons with a photovoltage-induced electric field outside the sample surface. We develop a conceptual framework to disentangle the intrinsic electron dynamics from this long-range field effect, which sets the foundation for understanding time-resolved photoemission experiments on a broad range of materials in which poor electronic screening leads to surface photovoltage. Finally, we demonstrate how the long-lasting negative-delay dynamics in GaAs can be utilized to conveniently establish the temporal overlap of pump and probe pulses in a time-resolved photoemission setup.
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1 Introduction

Time- and angle-resolved photoelectron spectroscopy (trARPES) has emerged as a powerful technique to study non-equilibrium properties of quantum materials [1,2,3,4,5,6,7,8,9]. In this technique, an infrared (IR) pump pulse first excites the sample, and an ultra-violet (UV) probe pulse subsequently photoemits electrons to unveil the transient population and energy dynamics. The access to electronic band structure upon optical excitation enables a detailed investigation into the evolution of photo-excited charge carriers, which is directly connected to various quantum phenomena such as melting of the charge-density wave order [1], spin-polarized transport in topological insulators [2-8], and quasiparticle dynamics in unconventional superconductors [9,10]. In this respect, a thorough understanding of the pump-probe photoemission process is of fundamental importance to the successful application of trARPES to these condensed matter physics problems.

It is usually conceived that trARPES reflects the transient spectral function \(A(k, \omega, \tau)\) [1], where \(k\), \(\omega\), and \(\tau\) stand for momentum, energy, and pump-probe delay, respectively. For \(\tau < 0\), the sample is regarded as being in thermal equilibrium, and no dynamics are to be expected. However, this concept relies on the assumption that the energy and momentum of a photoelectron are completely determined at the moment of photoemission, and its propagation in vacuum is not affected by the electron dynamics in the sample. The latter assumption is violated if the electron dynamics...
lead to a time-dependent electric field near the sample surface, which can occur in materials with spatially separated electron-hole pairs \[10,11,12,13,14,15,16,17,18\]. The effect of this transient field on electron propagation has been observed \[16,17\], but it is not clear how to disentangle the intrinsic electron dynamics from the transient field effect.

In this work we investigate a simple model system, p-type GaAs(110), and its surface photovoltage (SPV) effect. The photo-excited electron-hole pairs are separated by the electric field associated with surface band-bending. This separation subsequently generates a long-range dipole field outside the sample which impacts the propagation of photoelectrons in vacuum. Our trARPES results demonstrate that the SPV-generated field gives rise to a valence band (VB) energy shift persisting for hundreds of picoseconds (ps) at negative delays, yet the SPV decay time constant of \(\sim1.5\) ps is still correctly resolved for both the valence and the conduction bands (CB) at positive delays. We explain this behavior by considering the electrodynamics along the electron trajectory. Our results not only agree well with a recent theoretical study \[18\], but more importantly define the appropriate concepts to understand trARPES data when such transient field effects are substantial.

2 Experimental setup

Our trARPES setup is based on a 80 MHz Ti-Sapphire oscillator system. We refer to Ref. \[2\] for an extensive discussion of the experimental details. The 1.5 eV, 50-femtosecond (fs) IR beam is split into pump and probe paths. In the pump path, an optical delay stage provides a tunable pump-probe delay. In the probe path, 6 eV UV photons are obtained by frequency-quadrupling. Transient photoelectron spectra are obtained with a hemispherical analyzer upon UV probing. The combined temporal resolution is measured to be \(\sim160\) fs. All the pump beam radii are referenced to half-width-half-maximum \(r_0 \sim 57\ \mu\text{m}\). The incident IR fluence used in this work is 25 \(\mu\text{J/cm}^2\) unless specified otherwise, and the measurements were done at room temperature. We used Zn-doped p-type GaAs(110) samples from MTI corporation with the doping level of \(1.2\times10^{19}\) \(\text{cm}^{-3}\). For this doping level, the bulk Fermi level \((E_F)\) is expected to be 0.03 eV above the CB minimum, and 1.39 eV below the CB minimum \[19\]. The samples were cleaved \textit{in situ} under ultra-high vacuum (UHV) with a pressure \(<1 \times 10^{-10}\) Torr.

As shown in the inset of Fig. 1(c), we define a positive pump-probe delay \(\tau\) as the configuration in which the IR pump pulse is incident on the sample before the UV probe pulse, and a negative delay as the configuration in which the probe pulse is incident before the pump pulse. Time zero refers to exact temporal overlap of the two pulses.

3 Results and discussion

We present the trARPES spectrum at time zero in Fig. 1(a). Due to optical excitation of electrons across the band gap, we resolve an electron population in the CB. The CB and VB features are observed near 1.40 eV and -0.33 eV with respect to \(E_F\). While the CB energy is close to the expected bulk CB minimum, the VB energy is significantly different from the expected bulk VB maximum. We attribute the VB shift mainly to the downward band-bending due to defect-induced surface states \[20,21,22\], along with 6 eV photons probing a
non-zero out-of-plane momentum \((k_z)\) within the hole-like VB dispersion shown in Fig. 1(b) \[23\]. In contrast, a non-zero \(k_z\) would shift the CB peak upward because of the electron-like CB dispersion, and hence compensate its downward shifting due to band-bending.

We select some energy distribution curves (EDCs) in Fig. 1(c) to illustrate the delay-dependent energy shifting. The spectra at time zero display an upward shift compared to those at -300 and 4 ps. As discussed in literature \[13\]-\[15\], this transient shift is consistent with the SPV picture, in which the downward band-bending on a p-type semiconductor traps photo-excited electrons at the surface and transiently shifts the band structure up in energy. It is worth noting that previous pump-probe photoemission studies on the subject of GaAs SPV did not report the CB shifting dynamics \[13\]-\[15\]. The observation of both the CB and VB dynamics allows us to provide a complete account of the SPV physics, and address the important issue of how the SPV-induced field affects the interpretation of the trARPES data.

We proceed to discuss the CB energy dynamics in more detail by plotting EDCs at \(\Gamma\) as a function of pump-probe delay, as presented in Fig. 2(a). Fig. 2(b) compares normalized EDCs at 0, 0.5 and 5 ps. Besides the overall energy relaxation, there is a notable difference between the evolution of the higher-energy edge (HEE) and that of the lower-energy edge (LEE). We extract the half-maximum points to quantitatively determine the edge positions as a measure of the changing lineshape. In the first 0.5 ps, the HEE displays a significantly larger shift than the LEE, whereas after 0.5 ps, the HEE and LEE are shifted by nearly the same energy.
measured by the detector, but must propagate for a finite time in the electric field generated by SPV [13]. This interaction between the IR-induced electric field and the photoelectrons in vacuum not only concerns the photoemission spectra at negative delays, but also indicates that the positive-delay spectra are not momentary snapshots of the transient band structure, since the electron propagation time is usually much longer than the ultrfast electron dynamics [13]. Therefore, the electron propagation needs to be carefully considered when interpreting trARPES data. Inspired by Tanaka’s theoretical investigation [18], we construct a simple conceptual framework to help disentangle different physical processes.

We consider the sequence of events for positive- and negative-delay configurations in Fig. 4(a). For positive delays, the IR pulse first induces the SPV and its corresponding electric field. The field affects the propagation of photoelectrons during their travel. For negative delays, however, the photoelectrons first travel to a distance $v|\tau|$ away from the surface, and then start to be affected by the IR-induced field. We define $t$ as the time referenced to the moment of pump incidence, and $\tau$ as the pump-probe delay. Considering that the electron trajectory for $t \geq \tau$ is approximately $z_\tau(t) = v \cdot (t - \tau)$, where $v$ is the speed of the electron, we may write down the general expressions for the energy changes in the positive- and negative-delay configurations.

$$\Delta E(\tau) = \begin{cases} -e \int_0^{\infty} \varepsilon(z, z/v + \tau)dz & \tau \geq 0 \\ -e \int_{|\tau|}^{0} \varepsilon(z, z/v - |\tau|)dz & \tau < 0 \end{cases}$$

(1)

Here $\varepsilon(z, t)$ is the electric field as a function of space and time.

Without performing the integrals, we can gain insights from a graphical representation of the integration. In Fig. 4(b) we plot the schematic electric field $\varepsilon(z, t)$. The red lines in the $z$-$t$ plane represent the electron trajectories for different delays. The purple lines represent the corresponding integration contours on the $\varepsilon(z, t)$ surface.

In the positive-delay configuration, the integration in Eqn. 1 always goes from $z = 0$ to $z = \infty$. As the delay $\tau$ increases, the integration contour shown in Fig. 4(b) moves along the $\varepsilon(z = 0, t)$ curve. Using $\varepsilon(z, t) \sim \xi(z) \exp(-t/\tau_{SPV})$ as a realistic ansatz, the integration result for positive delays will be proportional to $\exp(-\tau/\tau_{SPV})$. This is indeed one of the important results of Ref. [18], and explains why we observe the SPV decay time constant in the CB and VB for positive delays.

For negative delays, we may change variables to the time $t$.

$$\Delta E(\tau) = -ev \int_{|\tau|}^{\infty} \varepsilon(v(t + |\tau|), t)dt$$

(2)

Analogous to the situation for positive delays, the integration contour moves along the $\varepsilon(z, t = 0)$ curve as $|\tau|$ increases. In other words, different negative delays correspond to photoelectrons sensing the field at different distances from the sample surface. In fact, as $\tau_{SPV}$ is negligible compared to the negative-delay time scale, the photoelectrons in vacuum simply undergo an impulsive acceleration following the field at distance $v|\tau|$.
Therefore, the response of photoelectrons exactly depicts the spatial profile of the field. The characteristic time scale at negative delays is proportional to the characteristic length scale $z_{SPV}$, which is determined by the beam radius $r$.

We can use this concept to model the negative-delay dynamics. In Fig. 5(a) we compare the negative-delay dynamics for two different beam radii ($r_0$, $1.9r_0$) and fixed IR pulse energy ($P_0$). The shift of the half-maximum point indicates a change in the negative-delay time scale. As a control experiment, we also compare in Fig. 5(b) the negative-delay dynamics for two IR pulse energies ($P_0$, $P_0/4$) and fixed radius ($r_0$). As the IR fluence is proportional to $P/r^2$, the two data sets in Fig. 5(b) are associated with the same fluences as those in (a). The negative-delay time scale is demonstrated in (b) to be independent of the IR fluence, so the time scale difference in (a) is attributed to the change in beam radius.

Fig. 5(c) and (d) plot the calculated spatial profiles of the SPV-generated field for the corresponding configurations in (a) and (b). Here we assume the dipole distribution $p(x,y)$ on the surface to be proportional to the IR intensity profile, and perform the calculation as in Equation 3.

$$
\varepsilon(z) \sim \int dxdy \left( \frac{3(p(x,y) \cdot \hat{r})\hat{r} - p(x,y)}{r^3} \right) \cdot \hat{z} \quad (3)
$$

Here $r = \sqrt{x^2 + y^2 + z^2}$ is the distance between the infinitesimal source $p(x,y)dxdy$ and the point at $(0,0,z)$. $\hat{z}$ is the unit vector along the surface normal direction. The calculation agrees reasonably well with the experimental results and supports our conceptual understanding that the negative-delay time scale is determined by the characteristic length scale of the SPV-generated field.

We continue by discussing the implications of this negative-delay phenomenon from a more general perspective. The pump-induced field effect can be a generic phenomenon for materials in which the photoexcited charge distribution gives rise to a macroscopic electric field. This would not be the case in metals, because excess charges are efficiently screened and the time-integrated Coulomb field effect is negligible. However, due to less efficient screening this field effect may be substantial for a wide variety of semiconductors including the recently discovered topological insulators. Our work defines a general framework to disentangle the intrinsic electron dynamics from the long-range field effect in trARPES experiments.

On the other hand, the negative-delay dynamics represents a convenient tool in the routine operation of trARPES experiments. To set up a trARPES measurement, the pump and probe beams must be spatially and temporally overlapped on the sample surface. The latter is particularly challenging, since hot electron lifetimes in metals are typically on the order of $\sim100$ fs, which corresponds to an optical path length of $30 \mu$m. Since the pump and probe paths are typically $\sim1$ m long, establishing the temporal overlap to such precision can be a significant experimental challenge. The $\sim100$ ps time scale observed in GaAs alleviates this difficulty since it corresponds to a significantly longer path length of $\sim3$ cm. In addition, this effect is electrostatic, and persists even with the spatial overlap not perfectly optimized. Finally, no sophisticated sample preparation is necessary: we have confirmed that this effect exists in samples loaded into vacuum directly from atmosphere, without any in-situ cleavage or surface cleaning. Due to these advantages, we regularly utilize GaAs as a convenient tool for establishing temporal overlap in our trARPES experiment.

**4 Conclusion**

trARPES is emerging as a powerful tool to study electron dynamics directly in the energy, momentum and time domains. We use the ultrafast electron dynamics in p-type GaAs(110) as a simple model system to test the fundamental principles of this technique. We observe an optically-induced population in the CB, which exhibits...
two distinct energy relaxation time scales: one corresponds to the intraband relaxation while the other reflects the SPV decay. In addition, we report a negative-delay VB energy shift with a time constant of $\sim 100$ ps. We explain this behavior based on the coupling of photoelectrons to the SPV-generated electric field, and find good agreement between theory and experiment. This phenomenon has significant implications in the research field of trARPES, and we develop the appropriate concepts to uncover the intrinsic electron dynamics dressed by the SPV-induced field effect. Finally, the long-lasting negative-delay dynamics in GaAs can be used as a tool for conveniently establishing the temporal overlap of pump and probe pulses, which greatly improves the efficiency of our trARPES experimental setup.
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