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Abstract—Static bug detection tools help developers detect code problems. However, it is known that they remain underutilized due to various reasons. Recent advances to incorporate static bug detectors in modern software development workflows can better motivate developers to fix the reported warnings on the fly.

In this paper, we study the effectiveness of the state-of-the-art (SOA) solution in tracking warnings by static bug detectors and propose a better solution based on our analysis of the insufficiencies of the SOA solution. In particular, we examined four large-scale open-source systems and crafted a data set of 3,452 static code warnings by two static bug detectors. We manually uncover the ground-truth evolution status of the selected warnings: persistent, resolved, or newly-introduced. Moreover, upon manual analysis, we identified the critical reasons behind the insufficiencies of the SOA matching algorithm. Finally, we propose a better approach to improve the tracking of static warnings over software development history. Our evaluation shows that our proposed approach provides a significant improvement in the precision of the tracking, i.e., from 66.9% to 90.0%.

Index Terms—Tracking static code warnings, Empirical study, Static analysis

I. INTRODUCTION

Static bug detection tools have been widely applied in practice to detect potential defects in software. However, they are known to be underutilized due to various reasons. First, static bug detectors detect an overwhelming number of warnings, which may be far beyond what resources are allowed to resolve [1], [2]. Second, static bug detectors are known to detect many false positive warnings. The existence of a large number of false positives discourages developers from actively working on resolving the reported warnings [3], [4]. As a result, a significant portion of static code warnings remain unresolved by developers and can hinder software quality. Researchers have been working on techniques to improve the performance of static bug detectors [5], [6].

Recent studies show that by integrating static bug detectors in software development workflows, such as code review, developers demonstrated a higher response rate in resolving the reported static warnings [7], [8]. Tracking the evolution of static code warnings reveals which warnings are persistent, i.e., unresolved by developers, which warnings are resolved, and which warnings are newly introduced by the latest changes. Currently, there has been little effort to review the existing solutions to track the evolution of static code warnings. Avgustinov et al. [9] presented the first algorithm that combines various information of one warning. It compares two warnings in layers and eventually establishes mappings between two sets of warnings using three matching strategies (i.e., Location Matching, Snippet Matching, and Hash Matching), which we refer to as the state-of-the-art (SOA) solution. The information of one warning they used is shown as Figure 1. However, they did not present an evaluation of the performance of the SOA solution in tracking static code warnings. In other words, it remains unknown whether or not the SOA solution has an acceptable performance.

In this paper, we collected and uncovered the ground-truth evolution status between two consecutive commits using two widely used static bug detectors (PMD [10] and Spotbugs [11]) on two open-source software projects (JClouds and Kafka). We examined the SOA solution in tracking the evolution of static code warnings. Our investigation shows that the SOA solution achieves inadequate results, and we performed a manual analysis to uncover the insufficiencies of the SOA solution. Based on our findings, we proposed a better approach to track the static code warnings. The evaluation based on the crafted data set shows that our approach can significantly improve the tracking precision.

II. UNCOVERING GROUND-TRUTH AND APPROACH IMPROVEMENT

Static Bug Detectors and Analyzed Open-source Systems.

In this paper, we include two static bug detectors, i.e., PMD and Spotbugs. In terms of Analyzed systems, our study includes four Java open-source systems, JClouds, Kafka, Spring-boot and Guava. Two of the systems (i.e., JClouds and Kafka) are used to are used to uncover the ground-truth. The other two systems (i.e., Spring-boot and Guava) are selected to evaluate both approaches without biases.

Fig. 1: An example of the representation of one static code warning. The representation has been simplified to only show the information used by the SOA matching approach.
A Description of the SOA Approach. For those warnings that cannot be matched by **Exact matching** (i.e., warnings from two revisions will be matched up when their metadata like Figure 1 are identical), there are three matching strategies in the SOA approach. The first one is **Location matching**. It is based on the **diffs** between two revisions. When **Location matching** fails, **Snippet matching** will be used. Given the source location defined by a start line and an end line, code snippets in between are extracted from both revisions. **Snippet matching** will decide a mapping if they are identical. The two strategies can only match warnings in the same class file. When a file is moved to a new location (i.e., file path are modified), they cannot handle it. For such case, **Hash matching** can be helpful. This matching strategy tries to match warnings based on the similarity of their surrounding code.

**Improved Approach.** We re-implemented the SOA approach and applied it on analyzed open-source systems. Overall, We crafted a dataset of 1,715 static code warnings and manually uncovered their ground-truth evolution status. In short, the overall precision of the SOA approach on the collected dataset is only 62.4%, which means that 37.6% **resolved** or **newly introduced** warnings actually are **persistent**. Guided by our manual analysis results, we propose to improve the SOA approach by better handling refactoring changes. In particular, our proposed approach reuses the two matching strategies(i.e., Location matching and Snippet matching) of the SOA approach and revise a few key steps to improve the inaccurate tracking.

1) **Improvement 1** - Including refactoring. From our dataset, we find that code refactoring will modify the metadata[i.e., Figure 1] of static warnings, which causes that three matching strategies fail to work. To address this insufficiency, we include the refactoring information to improve the tracking using RefactoringMiner [14]. When the location of a static code warning having code refactoring is detected, our approach can take a better and correct mappings by modifying the metadata of the pre-commit warning to the post-commit warning. Then we take the two matching strategies to match them. In particular, **Hash matching** in the SOA approach is designed to handle the case of the class files renamed or moved that are included into refactoring information. Thus we remove **Hash matching**.

2) **Improvement 2** - Adopting **Hungarian algorithm**. When a pair of warnings is mismatched from the SOA approach, the others will be affected. We do find such false positives due to the SOA mismatching. To address this insufficiency, we adopt the **Hungarian algorithm** [15], a classic approach to solve the assignment problem in bipartite graphs, to reduce the effect of the matching strategies order. When a pair of candidates is found in two matching strategies(i.e., Location Matching and Snippet Matching), instead of deciding it as a matched pair directly in the SOA approach, we construct a Hungarian matrix to save matching candidate pairs. After saving all matching candidate pairs, we leverage maximum matching on them to decide the matched pairs.

III. AN EVALUATION OF OUR APPROACH

We propose an improved approach based on the manual analysis on **JClouds** and **Kafka**. To avoid a biased evaluation, in addition to the two systems, we also select two other open-source software systems (i.e., Spring-boot and **Guava**) to evaluate our improved approach and show how much improvement our approach has compared to the SOA approach. Totally, we collect 3,452 static warnings from SOA approach.

Since tracking the static code warnings is not a standalone task for each individual warning, it is, in fact, a mapping problem between two sets. Hence, we actually applied our improved approach on all static warning on a commit, which is a superset of the 3,452 warnings in the manually-labeled dataset. The remaining warnings while not in our crafted dataset have a pre-assumed satuts, “**persistent**”.

| PMD    | Resolved          | New-Introduced    |
|--------|-------------------|-------------------|
|        | FP (SOA) | FP (our approach) | FP (SOA) | FP (our approach) |
| JClouds| 61.6% (178/280)  | 3.3% (9/280)      | 36.8% (57/155) | 8.4% (10/120) |
| Kafka  | 3.6% (80/2188)   | 13.8% (22/160)    | 42.3% (80/189) | 16.8% (22/131) |
| Guava  | 41.9% (124/296)  | 8.0% (15/187)     | 66.0% (124/188) | 19.0% (15/79) |
| Spring-boot | 36.7% (114/301) | 15.8% (57/155)   | 43.5% (94/216) | 17.0% (25/147) |
|         | 20.1% (50/250)  | 6.1% (15/246)     | 26.0% (50/201) | 6.2% (10/161) |
| Total  | 66.2% (272/410)  | 11.1% (150/1353)  | 31.2% (451/1445) | 8.6% (94/1080) |

Table II lists the comparison results between the SOA approach and our improved approach. In the 3,452 warnings, the SOA approach has 1,178 warnings with a wrong evolution status. Compared to that, our proposed approach reduces the false positives significantly, from 1,178 to 253, i.e., the false positive rate drops to 10.0%. Our approach maps correctly for the labeled persistent warnings, which are mistakenly labeled as **resolved** or **newly-introduce** by the SOA approach.

IV. CONCLUSIONS

Tracking the evolution of static code warnings across software development history becomes a vital question due to the increasing interest to further utilize static bug detectors by integrating them in developers’ workflow. Also, such tracking is widely used in many downstream software engineering tasks. This study presents an investigation on the performance of the state-of-the-art approach in tracking static code warnings. In particular, a dataset of 3,452 static code warnings and their evolution status is crafted. Last, this paper present an improved approach, which is shown to outperform the SOA approach significantly in terms of the tracking precision.
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