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Abstract

In this contribution we are interested in the quantitative homogenization properties of linear elliptic equations with homogeneous Dirichlet boundary data in polygonal domains with corners. To begin our study of this situation, we consider the setting of an angular sector in 2 dimensions: Unlike in the whole-space, on such a sector there exist non-smooth harmonic functions (these depend on the angle of the sector). Here, we construct extended homogenization correctors corresponding to these harmonic functions and prove growth estimates for these which are quasi-optimal, namely optimal up to a logarithmic loss. Our construction of the corner correctors relies on a large-scale regularity theory for \(a\)-harmonic functions in the sector, which we also prove and which, as a by-product, yields a Liouville principle. We also propose a nonstandard 2-scale expansion, which is adapted to the sectoral domain and incorporates the corner correctors. Our final result is a quasi-optimal error estimate for this adapted 2-scale expansion.
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1 Introduction

This article investigates the interplay between microstructures and a nonsmooth macroscopic geometry from the point of view of theoretical stochastic homogenization. The motivation comes from the need to tackle realistic objects made of heterogeneous materials (e.g. a building made of concrete). Indeed, these objects, manufactured or not, typically display non-smooth boundaries at the macroscopic scale and can be made of different heterogeneous materials, or may have defects. In all of these frameworks, the classical assumption in stochastic homogenization of an infinite stationary medium \cite{29,43} breaks in a specific geometric region: near the boundary, the interface or the defects. As a consequence, in order to obtain estimates one has to go beyond the classical approach, not only at the microscopic scale but also at the macroscopic scale. In particular, stationarity has to be replaced by a more flexible assumption.

Here, we consider the simple case of a linear elliptic equation that is posed in a corner-like domain (cf. Figure 1) consisting of a heterogeneous material. This setting goes beyond the currently available theory of stochastic homogenization, in which equations are usually posed either in the whole space or in domains that are smooth at the macroscopic scale \cite{1,2,27}. Indeed, even in the setting of homogeneous materials, harmonic functions are known to display a singularity near the tip of the corner \cite{17}—this makes the elliptic regularity theory for domains with corners deviate from the classical theory on smooth domains. In the current contribution we show that this singular behavior which occurs at the tip of the corner in the setting of a homogeneous material has a natural analogue in heterogeneous materials. Towards this end, we unveil the role of corner correctors that are related to the aforementioned singularities.

Our main goal is to introduce, build, and precisely estimate the growth rate of these corner correctors. Equipped with them, we extend the well-known Lipschitz regularity theory of Avellaneda and Lin \cite{6} to the situation of corner-like domains by providing a Taylor-like expansion. As a corollary, we establish a Liouville principle. Last, we propose a (nonstandard) 2-scale expansion that is well-adapted to the corner-like domain, for which we establish quasi-optimal error estimates. This latter result we also illustrate through means of numerical experiments.

Figure 1: On the left, a corner inside a heterogeneous material; on the right, a flat interface between two different heterogeneous materials (see \cite{32}). The level of color represents the value of the (scalar) coefficient field.

1.1 The problem under study

The main purpose of this article is to find a method for obtaining fine estimates for the homogenization phenomenon of a linear elliptic equation set on a domain that is non-smooth at the macroscopic scale. Towards this end, we choose to consider the simplest setting; namely, an infinite 2-dimensional corner (see Figure 2 below)

\[ D := \{ x = r(\sin \theta, \cos \theta) \in \mathbb{R}^2, \theta \in (0, \omega), r > 0 \} \quad \text{for} \quad \omega \in (0, 2\pi], \]

\[ (1) \]
on which the following elliptic equation with Dirichlet boundary conditions is set\(^1\):

\[
\begin{align*}
-\nabla \cdot a \left( \frac{x}{\varepsilon} \right) \nabla u_\varepsilon &= \nabla \cdot f & \text{in } D, \\
\nabla &= 0 & \text{on } \partial D.
\end{align*}
\]

(2)

Notice that the domain \(D\) is not convex if \(\omega > \pi\). Here, \(a\) is a heterogeneous elliptic coefficient field that represents physical characteristics of the material under consideration and \(f\) is a compactly supported forcing term. In (2), we explicitly write the ratio \(\varepsilon \ll 1\) between the small scale on which \(a(\cdot/\varepsilon)\) varies and the large scale, 1, on which \(f\) varies. Rigorously speaking, (2) also requires conditions at infinity, which may conveniently be fixed by imposing \(\nabla u_\varepsilon \in L^2(D)\) (or by assuming a growth rate of \(u_\varepsilon\)). However simple this model is, it may accurately represent various physical phenomena in a domain made of a heterogeneous material displaying a corner. Just to cite a few concrete examples: a thermal equilibrium in a sharp-edged artifact built by additive manufacturing, a mechanical equilibrium around a crack in a composite material (see, e.g., 28 for fractures in heterogeneous media), electrostatics in a tetrahedral object made of metamaterials 13—all problems which are of wide interest among physicists and engineers. Moreover, there are incentives to develop a refined understanding of what happens near the tip of the corner: for example, in mechanics, fractures are often initiated by notches or cracks.

Even when \(D\) is a smooth bounded domain, equation (2) is usually difficult to solve numerically. Indeed, the microscopic scale on which the coefficient field \(a\) oscillates is far smaller than the macroscopic scale, that is typically fixed by the scale on which the forcing term \(f\) varies (in other cases, this may be fixed by the size of the domain \(D\) or the scale on which the boundary conditions vary). In other words, seen from the macroscopic scale, the coefficient \(a(\cdot/\varepsilon)\) and therefore \(\nabla u_\varepsilon\) oscillate at a high frequency. Hence, numerical brute-force approaches are heavy and may even prove intractable. This motivated the rise of the theory of homogenization: Under suitable assumptions on the coefficient \(a\)—including periodicity or ergodic stationarity—it is possible to approximate the solution \(u_\varepsilon\) of (2) without solving it directly. Indeed, in these cases, there exists a constant (or homogeneous) coefficient \(\bar{a}\) independent of \(\varepsilon\) such that the solution \(\bar{u}\) of

\[
\begin{align*}
-\nabla \cdot \bar{a} \nabla \bar{u} &= \nabla \cdot f & \text{in } D, \\
\bar{u} &= 0 & \text{on } \partial D,
\end{align*}
\]

(3)

well approximates the macroscopic behavior of \(u_\varepsilon\). Moreover, the oscillating function \(\nabla u_\varepsilon\) can be approximated by means of the so-called 2-scale expansion, that we will discuss later on. For the classical theory of homogenization, we refer to 1,29,50.

From a theoretical point of view, one of the major difficulties of (2) is that it does not enjoy strong regularity estimates that are uniform in the limit \(\varepsilon \downarrow 0\). By this, we mean that, in general, one cannot hope for estimates that are drastically better than the energy estimates provided by the Lax-Milgram theory—even though a slight gain in integrability is obtained by means of the Meyers estimate 41. One major finding of Avellaneda and Lin 6 is the following: In the case where the domain \(D\) is smooth, if the coefficient \(a\) is periodic, then the equation (2) inherits some regularity properties from the constant-coefficient equation (3); in particular, Lipschitz regularity. This is a key ingredient in previous investigations of the fine regularity properties of (2): e.g., to obtain estimates on the Green function 33, \(L^p\) estimates 48, or annealed estimates 39. These results may then, in turn, be used to get error estimates on the approximation of \(u_\varepsilon\) via the 2-scale expansion. Moreover, regularity properties are also inherently related to the kernel of the operator \(-\nabla \cdot a \nabla\); therefore, they naturally yield Liouville principles 7. Extending the Lipschitz regularity result of Avellaneda and Lin to random settings was, for a long time, out of reach and has only recently been managed by Armstrong and Smart 3 (see also 2) and Gloria, Neukamm and Otto 27. This strategy for obtaining error estimates has been used in various settings: see, e.g., 33,48 for the periodic setting, 10,21 for the stochastic setting, 11 for the case of defects in a periodic medium, and 30,32 for the case of a flat interface.

In this article, we adapt Avellaneda and Lin’s Lipschitz regularity results to the case of a random coefficient \(a\) with the equation (2) set on the sectoral domain \(D\) defined by 1; as a corollary, we establish a Liouville principle and an error estimate for a nonstandard 2-scale expansion that is adapted to our framework. This plan requires us to build corner correctors, that differ from the usual homogenization correctors in various aspects (notably, they scale according to a non-integer exponent). A somewhat circular difficulty that is inherent in our strategy is that well-behaved correctors are crucial for establishing regularity properties, which, in turn, are required in order to build correctors. We overcome this issue by observing that for our ansatz, it is not necessary to use the full power of the usual large-scale regularity result in order to construct the corner corrector. Instead, we use H-convergence to get a

\(^1\)To keep notation light, we always omit the parentheses after the divergence operator \(\nabla\cdot\) and, with a slight abuse of notation, denote \(\nabla \cdot a\gamma\) for \(\nabla \cdot (a\gamma)\).
deterministic version of the large-scale regularity result and use a weak version of this in order to construct the corner correctors, and also to obtain quasi-optimal growth rates (in a spatial norm that is weaker than in our final result). By analogy with the classical whole-space case, this amounts to using the weaker large-scale \( C^{0,\alpha} \) estimate—which does not involve the classical correctors—as opposed to the large-scale Lipschitz estimate. We then consolidate the large-scale regularity result to get \( L^\infty \)-like annealed estimates, and derive the desired quasi-optimal estimates on the corner correctors (in the stronger spatial norm). Lastly, these are used to get quasi-optimal error estimates on our (nonstandard) 2-scale expansion. This strategy simplifies the approach used in \([23,32,44]\); in particular, we are able to avoid the iterative construction of the corner corrector on increasingly large scales.

### 1.2 Interplay of microstructure and macroscopic geometries

We now situate the current contribution within the broader perspective of bridging the gap between the macroscopic geometry of a given object and the microscopic structure of the underlying materials.

We first discuss the case of a smooth domain. There, the interplay between a boundary that is smooth on the macroscopic level but with small-scale oscillations (either related to the boundary itself or caused by oscillating boundary conditions), has attracted much attention; notably, in the periodic setting, cf. \([3,24,34]\). The stochastic setting remained unexplored for a long time, until the work of Fischer and the second author \([23,44]\), who proposed a way to build correctors adapted to Dirichlet or Neumann boundary conditions, but with suboptimal estimates. In \([9]\), we go further, showing quasi-optimal estimates as well as adapting recent results of stochastic homogenization to the case of a flat boundary (such as bounds on the fluctuations).

The case of a flat interface between two different heterogeneous materials has been studied in the context of periodic homogenization by means of asymptotic expansion in \([8, \text{Chap. 9 p. 312}]\), but saw a recent renewal of interest initiated by \([12]\). Solving an issue raised in \([12]\), the first author proposed in \([30]\) a generalization of the notion of correctors and of the 2-scale expansion to the special case of the interface between two periodic heterogeneous materials. Once suitable estimates were proved for such correctors, adaptations of the classical results followed (e.g. Lipschitz regularity, quasi-optimal error estimates, an expansion of the heterogeneous Green function and estimates for such). Taking advantage of the approach of \([23]\), we extended these results in \([32]\) to heterogeneous media satisfying very general assumptions (including classical random media). Very recently, inspired mainly by techniques from \([47]\) (see also \([45,49]\)), an alternative approach in the periodic setting with a \( C^{k,\alpha} \) interface was proposed in \([51]\). Both \([32]\) and \([51]\) take advantage of \( C^{1,\alpha} \) estimates for composite domains—a problem first considered in \([38]\) and then in \([37]\), in which (assuming a \( C^{1,\beta} \) interface) \( C^{1,\alpha} \) estimates were proved for \( \alpha \leq \beta/(2(1+\beta)) \) (see also \([42]\) for an extension to nonlinear elliptic systems with applications to nonlinear elasticity).

To the best of our knowledge, the interplay between corners and quantitative homogenization is mainly uncharted, even in the framework of periodic homogenization. However, we underline that this question has been studied in more qualitative or empirical ways; e.g., recently, the question of fracture propagation in heterogeneous media, which combines the problems of geometric singularities and heterogeneous materials, saw a renewal of interest in the mechanics community \([28,36,45]\). In the mathematical literature, we are only aware of a few articles dealing with very specific frameworks: In \([1]\), a corner made of a homogeneous material coated with a thin skin of another homogeneous material was studied and an asymptotic expansion for the solution was proposed. In contrast to the present article, the only multi-scale feature of \([14]\) was related to the width of the skin coated on the corner. However, as will be seen in Section 1.3, there are similarities between the expansion in \([14]\) and the adapted 2-scale expansion that we propose here. There are also works concerning the Dirichlet problem in planar sectors with holes of size \( \varepsilon \) (possibly shrinking towards the corner), cf. \([15,20]\) or \([40]\ \text{Chapter 2}]\).

### 1.3 General discussion of the corner correctors and the nonstandard 2-scale expansion

Before introducing our precise results and giving a detailed account of the strategies specific to this paper, we first proceed to a general discussion of the ideas used here and in \([30,32]\) to tackle situations where both the microscopic and the macroscopic structures of the material come into play. In these cases, as previously discussed, classical approaches fail, and we are required to tailor nonstandard 2-scale expansions to the settings in question. We hope that a more general exposition of this process is of interest to a practitioner, who might face situations different from the ones exposed here or in \([30,32]\), but which may be treated with similar methods. (In particular, we hope our approach may be used for mechanical fractures in heterogeneous materials, and it would also be interesting to investigate waves hitting a polyhedral obstacle made of a metamaterial \([13]\)). For ease of the exposition, we purposely choose to be rather general in this section, the precise results being written in the sequel.

Let us first discuss the requirements on the coefficient \( a \). For simplicity, it is comfortable to assume that this coefficient field is actually defined on the whole-space \( \mathbb{R}^d \) and then restricted to the corner domain \( D \). Our main
assumption is that the whole-space coefficient field $a$ enjoys two desirable properties from the point of view of (classical) homogenization. First, $a$ is uniformly elliptic and bounded. Second, $a(\cdot/\varepsilon)$ $H$-converges to a constant matrix $\bar{a}$ when $\varepsilon \downarrow 0$ (again, for simplicity, w. l. o. g. we assume henceforth that $\bar{a} = \text{Id}$), and this convergence is monitored by means of the control of the growth rate of the extended correctors. These assumptions apply to most homogenization settings (see Section 2.2 for examples). Coming from this perspective, the underlying message of our results is as follows: Quantitative homogenization results can be transferred from the whole-space to a corner domain.

The cornerstone of the approach pioneered by Avellaneda and Lin [6], is the transfer of regularity properties from the homogeneous problem (3) to the heterogeneous problem (2). Hence, emulating this method, the first step naturally requires us to understand the regularity properties of (3). In the easier case of $f = 0$ near 0\footnote{The \textit{extended correctors} are both the usual correctors and the flux-correctors, cf. Assumption A.2 below.}, the regularity properties may be encapsulated in form of an expansion of the solution $u$ into

$$\bar{u}(x) = \bar{u}_{\text{reg}}(x) + \sum_{n=1}^{N} \bar{\tau}_n \bar{\tau}_n(x),$$

where $\bar{u}_{\text{reg}}$ is a regular contribution that is small near 0, whereas the rightmost sum is a linear combination of singular $\bar{a}$-harmonic functions $\bar{\tau}_n$; i.e., $\bar{\tau}_n$ solves

$$\begin{cases}
-\nabla \cdot \bar{a} \nabla \bar{\tau}_n = 0 & \text{in } D, \\
\bar{\tau}_n = 0 & \text{on } \partial D.
\end{cases}$$

As will be seen in Section 2.1, these $\bar{\tau}_n$ (or rather, their derivatives) display a singularity at the tip of the corner and scale like $|x|^\bar{\rho}_n$, where $\bar{\rho}_n = \frac{\bar{\rho}}{\varepsilon}$. The larger $N \in \mathbb{N}$ is, the more regular $\bar{u}_{\text{reg}}$. Somehow, [4] is analogous to a Taylor expansion for $\bar{a}$-harmonic functions (both actually coincide when considering non-singular geometries, such as the bulk of a regular domain or a flat boundary). As far as a Liouville principle goes: Any $\bar{a}$-harmonic function in $D$ with an algebraic growth rate at infinity is a linear combination of functions $\bar{\tau}_n$, for $n \in \{1, \ldots, N\}$, with $N$ being determined by the order of the growth rate.

Transitioning now to the heterogeneous problem, having in mind the expansion [4], we also expect such a decomposition to hold on the level of (2). However, rather than involving $\bar{a}$-harmonic functions, we shall make use of $a$-harmonic functions. This gives rise to the corner correctors $\phi_i^n$, which are (non-compact) small-scale perturbations of $\bar{\tau}_n$. In particular, these turn the $\bar{a}$-harmonic functions $\bar{\tau}_n$ into the $a$-harmonic functions $\bar{\tau}_n + \phi_i^n$, namely, $\phi_i^n$ solves

$$\begin{cases}
-\nabla \cdot a(\nabla \phi_i^n + \nabla \bar{\tau}_n) = 0 & \text{in } D, \\
\bar{\tau}_n + \phi_i^n = 0 & \text{on } \partial D.
\end{cases}$$

Notice that [9] becomes the classical equation for the usual whole-space homogenization corrector, $\phi_i$, if we replace $D$ by $\mathbb{R}^2$ and $\bar{\tau}_n$ by the coordinate map $x \mapsto x_i$. In analogy with the homogeneous Liouville principle, we prove that the functions $\bar{\tau}_n + \phi_i^n$ for $n \leq N$ span the space of $a$-harmonic functions in $D$ with a prescribed growth rate (depending on $N$). Also, we may replace [4] by the following decomposition of the solution $u_\varepsilon$ of (2), and establish that

$$u_\varepsilon(x) = v(x) + \sum_{n=1}^{N} \gamma_n \left( \bar{\tau}_n(x) + \varepsilon^{\bar{\rho}_n} \phi_i^n \left( \frac{x}{\varepsilon} \right) \right),$$

where $v$ is small near 0. The nonstandard terms of this 2-scale expansion, i.e. those that scale like $\varepsilon^{\bar{\rho}_n}$ (typically $\bar{\rho}_n \notin \mathbb{Z}$), were also observed within the specific context of [14]. These are incompatible with the classical asymptotic expansion (see, e.g. [1] Sec. 1.1), in which one \textit{a priori} postulates that the solution $u_\varepsilon$ of (2) may be expanded as

$$u_\varepsilon(x) = \sum_{n=0}^{\infty} \varepsilon^n u_n \left( x, \frac{x}{\varepsilon} \right),$$

and then successively recovers equations for the $u_n$.

If we wish for an approximation of $u_\varepsilon$ in the full domain $D$ and not only near the tip of the corner, we shall also take into consideration the oscillations in the bulk of the sectoral domain. This leads to the following hybrid 2-scale expansion\footnote{The more general case of $f$ being nonzero near 0 involves other singular functions that we disregard here. An interested reader may consult [19] Th. (5.11) for the Laplacian.}:

$$\bar{u}_\varepsilon^N(x) := \left( 1 + \varepsilon \phi_i^D \left( \frac{x}{\varepsilon} \right) \partial_i \right) \bar{u}_{\text{reg}}(x) + \sum_{n=1}^{N} \gamma_n \left( \bar{\tau}_n(x) + \varepsilon^{\bar{\rho}_n} \phi_i^n \left( \frac{x}{\varepsilon} \right) \right),$$

\footnote{In [7], we make the choice $\gamma_n := \bar{\gamma}_n$, for $\bar{\gamma}_n$ appearing in [4].}
where the usual Dirichlet correctors \( \phi_i^D \) also appear. These solve
\[
\begin{aligned}
& -\nabla \cdot a \nabla (\phi_i^D + x_i) = 0 \quad \text{in } D, \\
& \phi_i^D = 0 \quad \text{on } \partial D.
\end{aligned}
\] (10)

Notice that in [9] we have used the Einstein summation convention for the indices \( i; \) we will do so throughout the rest of the article without further notice. In [9], the leftmost part \((1 + \varepsilon \phi_i^D (\cdot / \varepsilon) \partial_i) \bar{u}^N_{\text{reg}}\) is the classical 2-scale expansion, but only applied to the regular part \( \bar{u}^N_{\text{reg}} \) of \( \bar{u} \), whereas the rightmost part \( \sum_{n=1}^{N} \gamma_n (\bar{\tau}_n + \varepsilon \bar{\phi}_n (\cdot / \varepsilon)) \) deals with the singularities induced by the corner. We prove that \( \nabla \bar{u}_c \) is an accurate approximation for \( \nabla u_c \) and also illustrate this through means of numerical simulations. The 2-scale expansion [9] is an important motivation for precisely quantifying the growth rate of the corner correctors.

Remark 1 (Comparison with [14]). Notice that [9] is close to [14, (1.7)]. Indeed, the latter employs profiles denoted \( R \) (see [14, (P\infty)]) which are nothing but our corrected singularities \( \bar{\tau}_n + \bar{\phi}_n \).

1.4 Summary

In Section 2 we first review in more detail some results from the theory of harmonic functions on sectorial domains. Then, we give and discuss our assumptions, which requires us to also further discuss some aspects from the classical theory of homogenization. Section 2.3 is devoted to the exposition of our main results: a quenched-large-scale regularity theory (Theorem 2.2) and associated Liouville principle (Corollary 2.3), the existence of corner correctors that satisfy an annealed quasi-optimal pointwise growth rate (Theorem 2.4), and, lastly, an L\( ^{\infty} \)-like annealed error estimate for the 2-scale expansion given in [6] (Theorem 2.5).\(^6\) We end Section 2 with numerical simulations, which suggest that in our setting of the sectoral domain the adapted (nonstandard) 2-scale expansion [9] significantly out-performs the standard (with Dirichlet correctors) 2-scale expansion. Section 3 contains a detailed overview of the strategy that we use to obtain our main results. In Section 4 we prove Lemma 3.3, which is a purely deterministic version of Theorem 2.2. Section 5 is devoted to the argument for Proposition 3.4, which, under deterministic assumptions on the extended whole-space corrector and the extended half-space correctors associated to the “edges” of the sectoral domain, constructs the corner correctors and gives the quasi-optimal growth rate, but in a weaker spatial norm, of Theorem 2.4. In Section 6 we use Lemma 3.3 and Proposition 3.4 in order to prove Theorems 2.2 and 2.4 respectively. Finally, Section 7 contains our argument for the quasi-optimal error estimate, Theorem 2.5, which, in particular, also requires the construction of corner flux correctors in Lemma 3.6.

2 Main results

2.1 Classical theory for the homogenized problem

For simplicity, we introduce the following geometrical notations: \( B_R(x) \) is the ball of radius \( R \) centered at \( x \), \( \Gamma := \partial D \), \( D_R(x) := D \cap B_R(x) \), \( \Gamma_R(x) := \Gamma \cap B_R(x) \) (which differs from \( \partial D_R(x) \)), in which we omit the parameters \( x \) if \( x = 0 \) and \( R \) if \( R = 1 \). (For the ambiguous case \( x = 0 \) and \( R = 1 \), we still write explicitly the “\( 1^n \)” as in \( D_1 = D_1(0) \).) We define the smooth cut-off function \( \eta_{B,R} := \eta_{B,1}(R) \) (11)

where \( \eta_{B,1} \in C^\infty_c(B_1, [0,1]) \) satisfies \( \eta_{B,1} \equiv 1 \) in \( B_{1/2} \) and \( |\nabla \eta_{B,1}| \lesssim 1 \) (in Figure 2 the set \( \{ x \in D : \eta_{B,R}(x) = 1 \} \) is shown in violet).

Since the operator \( \nabla \cdot a \nabla \) only depends on the symmetric part of \( a \), thanks to a change of coordinate, we may w. l. o. g. assume that \( a = \text{Id} \). The associated family of \( \bar{a} \)-harmonic functions \( \bar{\tau}_n \) is defined in polar coordinates by
\[
\bar{\tau}_n(x) := r^{\bar{\rho}_n} \sin(\bar{\rho}_n \theta) \quad \text{for } \bar{\rho}_n := \frac{n\pi}{\omega},
\] (12)

whereby verifying (5) is immediate. These are associated to “dual” functions\(^5\) that are \( \bar{a} \)-harmonic in \( D \setminus \{0\} \)
\[
\bar{\tau}_n^*(x) := -r^{-\bar{\rho}_n} \sin(\bar{\rho}_n \theta).
\] (13)

The functions \( \bar{\tau}_n \) and \( \bar{\tau}_n^* \) are homogeneous in the sense of \( \bar{\tau}_n(\lambda x) = \lambda^{\bar{\rho}_n} \bar{\tau}_n(x) \) and \( \bar{\tau}_n^*(\lambda x) = \lambda^{-\bar{\rho}_n} \bar{\tau}_n^*(x) \). Therefore, we obviously have
\[
|\nabla^l \bar{\tau}_n(x)| \lesssim_\omega |x|^{\bar{\rho}_n-l} \quad \text{and} \quad |\nabla^l \bar{\tau}_n^*(x)| \lesssim_\omega |x|^{-\bar{\rho}_n-l},
\] (14)

\(^5\)See Section 2.3.2 for a discussion of quenched vs. annealed estimates.
\(^6\)See [18] (2.1) and erratum [19, p. 346].
\[ \Gamma = \partial D \]

Figure 2: Geometrical setting

where the symbol \( \lesssim \), for a tuple of constants \( \beta \), reads “\( \leq C \) for a constant \( C \) depending only on \( \beta \)”.

The functions \( \bar{\tau}_n \) are the building blocks for decomposing the solution \( \bar{u} \) of (3). The below theorem is a consequence of results from the literature [18, Th. 2 & Th. 3] and [19, Th. (5.11)]:

Theorem 2.1 (See [18,19]). Assume that \( \bar{u} \) satisfies

\[
\begin{cases}
-\Delta \bar{u} = 0 & \text{in } D_1, \\
\bar{u} = 0 & \text{on } \Gamma_1.
\end{cases}
\]  

(15)

Then, for any \( N \in \mathbb{N} \), \( \bar{u} \) can be decomposed as in (4), where \( \bar{\gamma}_n \) is given by

\[
\bar{\gamma}_n := \frac{1}{n\pi} \int_{D_1} \Delta (\eta_{B,1} \bar{u}) \bar{\tau}_n^*,
\]  

(16)

and where \( \bar{u}_{\text{reg}}^N \) satisfies

\[
\left( \int_{D_R} |\bar{u}_{\text{reg}}^N|^2 \right)^{\frac{1}{2}} \lesssim_{\omega,N} R^{p_0 + 1} \left( \int_{D_1} |\bar{u}|^2 \right)^{\frac{1}{2}} \quad \text{provided } R \leq \frac{1}{2}.
\]  

(17)

Theorem 2.1 still holds if we replace \( \eta_{B,1} \) by any function \( \eta \) with compact support in \( B_1 \), with \( \eta = 1 \) in a neighborhood of 0. Relation (16) may also be written as

\[
\bar{\gamma}_n = -\frac{1}{n\pi} \int_{D} \bar{u} (2 \nabla \bar{\tau}_n^* \cdot \nabla \eta_{B,1} + \bar{\tau}_n^* \Delta \eta_{B,1}).
\]  

(18)

2.2 Our assumptions

In the sequel, we assume that the (random) coefficient field \( a : \mathbb{R}^2 \rightarrow \mathbb{R}^{2 \times 2} \) is generated by an ensemble. We denote both the ensemble and its associated expectation by \( \langle \cdot \rangle \). Below are the assumptions on the coefficients fields \( a \) generated by \( \langle \cdot \rangle \):

A.1 \( a \) is symmetric, uniformly \( \lambda \)-elliptic, and bounded. Namely, there holds

\[
\xi \cdot a(x)\xi \geq \lambda |\xi|^2 \quad \text{and} \quad \xi \cdot a^{-1}(x)\xi \geq |\xi|^2 \quad \text{for all } x, \xi \in \mathbb{R}^2.
\]  

(19)

A.2 \( a \) admits the following decomposition:

\[
ae_i = \bar{a} e_i - a \nabla \phi_i + \nabla \cdot \sigma_i \quad \text{in } \mathbb{R}^2 \quad \text{that is} \quad a_{ji} = \bar{a}_{ji} - a_j \partial_i \phi_i + \partial_k \sigma_{ijk},
\]  

(20)

\footnote{We underline that we use the convention \( 0 \in \mathbb{N} \). In the case \( N = 0 \), no function \( \bar{\tau}_n \) is used in (4).}
where $\bar{a} = \text{Id}$ is the homogenized matrix, the functions $\phi_i$ are the correctors, and the skew-symmetric fields $\sigma_i$ are the flux correctors. The decomposition \([20]\) is the central equation for defining the extended correctors $(\phi, \sigma)$. On the one hand, \([20]\) immediately implies the familiar equation for the correctors \(\nabla \cdot a(\nabla \phi_i + e_i) = 0\) in $\mathbb{R}^2$. \(\nabla \cdot a(\nabla \phi_i + e_i) = 0\) in $\mathbb{R}^2$.

On the other hand, \([20]\) determines the flux correctors only up to a gauge, which we prescribe by setting \(\sigma_{ijk} = \partial_k N_{ji} - \partial_j N_{ki}\) for \(\Delta N_{ji} = a_{jl} (\delta_{li} + \partial_l \phi_i) - a_{ji}\) in $\mathbb{R}^2$. \(\Delta N_{ji} = a_{jl} (\delta_{li} + \partial_l \phi_i) - a_{ji}\) in $\mathbb{R}^2$.

**A.3** There exist exponents $\nu \in (0, 1]$ and $\tilde{\nu} \geq 0$ such that the extended correctors $\bar{\phi}, \bar{\sigma}$ are strictly sublinear with overwhelming probability in the sense of \(\sup_{x,y \in \mathbb{R}^2, |x-y| \leq r} \langle (\phi, \sigma)(x) - (\phi, \sigma)(y) \rangle^{\frac{1}{p}} \preceq c_{p,r}^{\nu} \ln^{\nu}(r + 2)\) for all $p \in [1, \infty)$ and $r > 0$. \(\sup_{x,y \in \mathbb{R}^2, |x-y| \leq r} \langle (\phi, \sigma)(x) - (\phi, \sigma)(y) \rangle^{\frac{1}{p}} \preceq c_{p,r}^{\nu} \ln^{\nu}(r + 2)\) for all $p \in [1, \infty)$ and $r > 0$.

Notice that we may freely add constants to the extended correctors. Therefore, for simplicity, we henceforth set \(\phi(0) = 0\) and $\sigma(0) = 0$. \(\phi(0) = 0\) and $\sigma(0) = 0$.

By Jensen’s inequality, we may w. l. o. g. assume that the constant $c_p$ in \([23]\) is nondecreasing in $p \in [1, \infty)$. For simplicity, we denote \(\Xi := (\lambda, \omega, \nu, \tilde{\nu}, c)\), and we will not strive for the precise dependence in $\Xi$ of our estimates. Notice that $c$ itself is a function (depending on $p$) and not a number; however, we use the notation $\Xi_{\lambda,\omega,\nu,\tilde{\nu},\beta}$, where $\beta$ is a tuple of constants, for designating $\Xi_{\lambda,\omega,\nu,\tilde{\nu},\beta}$ in which the exponent $p$ itself depends on $\lambda$, $\omega$, $\nu$, $\tilde{\nu}$ and $\beta$.

These assumptions can be relaxed – see Section 2.5 for a discussion on that matter. However, we underline that Assumption [A.3] is central for quantifying the H-convergence of $a$ to $\bar{a}$. The somehow arbitrary form of the r. h. s. of \([23]\) is dictated by the frameworks that we have in mind: some are deterministic (in which case the ensemble $(\cdot)$ is a point mass) and others are random. For example, our assumptions are suitable for

- periodic coefficient fields \([6]\) (with $\nu = 1$ and $\tilde{\nu} = 0$), possibly perturbed by a defect \([12]\) Th. 3.1 & Th. 4.1 (with $\nu \in (0, 1]$ depending on the integrability of the defect and $\tilde{\nu} = 0$),
- random coefficient fields generated by ensembles satisfying the spectral gap estimate \([31]\) Prop. 4.1 or a finite-range-of-dependence assumption \([2]\) Th. 4.1 p. 124, for $\nu = 1$ and $\tilde{\nu} = \frac{1}{2}$ (in dimension 2).

Notice that the behavior of the coefficient field $a$ near the boundary of the domain $D$ is irrelevant – up to some logarithmic losses. Hence, as in \([32]\ (1.7)]\), we may also apply all our results to a coefficient field $\bar{a}$ defined as follows: \(\bar{a}(x) = \begin{cases} a(x) & \text{if } \text{dist}(x, \Gamma) > 1, \\ b(x) & \text{if } \text{dist}(x, \Gamma) \leq 1, \end{cases}\)

where $a$ satisfies Assumptions [A.1] [A.2] [A.3] but $b$ only satisfies Assumption [A.1]. Indeed, we make use of results from \([22]\), the proofs of which always involve cut-off functions which vanishes along the boundary, which de facto wipe out the influence of the extended whole-space correctors $(\phi, \sigma)$ near the boundary.

In order to apply the classical Schauder theory for obtaining pointwise estimates (see Section 2.5 for a precise discussion), we occasionally assume that $a$ is uniformly Hölder continuous with overwhelming probability in the sense of $\Xi$ \(\sup_{x \in D} \langle a(x) \rangle_{C^{0,\nu}(B(x))}^{\frac{1}{p}} \preceq c_p\).

\[\sup_{x \in D} \langle a(x) \rangle_{C^{0,\nu}(B(x))}^{\frac{1}{p}} \preceq c_p.\]
2.3 Statement of the main results

2.3.1 Adaptation of the Lipschitz regularity theory to corners

First, we construct the corner correctors \( \phi_n^\varepsilon \)–recall that these solve \((33)\). Equipped with these, we may then generalize the Lipschitz regularity theory of Avellaneda and Lin \([6]\) to the case of corners.

**Theorem 2.2.** Let \( N \in \mathbb{N} \) and \( p \in [1, \infty) \).\(^{10}\) Under Assumptions \( A.1 \) \( A.2 \) and \( A.3 \), there exists a random constant \( C_* \geq 1 \) satisfying

\[
\langle |C_*|^p \rangle \leq \Xi, N, p 1 \quad \text{for all } p \in [1, \infty),
\]

such that the following property holds: If \( u \) satisfies

\[
\begin{cases}
- \nabla \cdot a \nabla u = 0 & \text{in } D_R, \\
u = 0 & \text{on } \Gamma_R,
\end{cases}
\]

for \( R \geq 1 \), then there exist coefficients \( \gamma_1, \ldots, \gamma_N \in \mathbb{R} \) satisfying

\[
|\gamma_n| \leq C_* R^{-\bar{\rho}_n+1} \left( \int_{D_R} |\nabla u|^2 \right)^{\frac{1}{2}} \quad \text{for } n = \{1, \ldots, N\},
\]

and such that, for all \( 1 \leq r \leq R \), we have

\[
\left( \int_{D_{r}(x)} \left| \nabla u - \sum_{n=1}^{N} \gamma_n \nabla \left( \bar{r}_n + \phi_n^\varepsilon \right) \right|^2 \right)^{\frac{1}{2}} \leq C_* \left( \frac{r}{R} \right)^{\bar{\rho}_N+1} \left( \int_{D_R} |\nabla u|^2 \right)^{\frac{1}{2}},
\]

(30)

for a random field \( C_*(x) \) satisfying

\[
\langle |C_*(x)|^p \rangle \leq \Xi, N, p 1 \quad \text{for all } x \in D \text{ and } p \in [1, \infty).
\]

If, in addition, \((25)\) holds, then, thanks to classical Schauder theory \([25\] Th. 5.19\), \((30)\) can be upgraded to

\[
\left| \nabla u(x) - \sum_{n=1}^{N} \gamma_n \nabla \left( \bar{r}_n + \phi_n^\varepsilon \right)(x) \right| \leq C_* \left( \frac{|x|}{R} \right)^{\bar{\rho}_N+1} \left( \int_{D_{R}(x)} |\nabla u|^2 \right)^{\frac{1}{2}},
\]

(32)

**Remark 2.** We may prove that the coefficients \( \gamma_n \) are close to the actual minimizers of the l. h. s. of \((29)\), cf. Corollary 5.2. From this perspective, comparing the result of Theorem 2.2 to, e.g., \([32\] Th. 2\], \([23\] Th. 2\], or \([27\] Th. 1\], we notice that \((29)\) can be recast as an excess-decay of a certain tilt-excess. Defining the excess of \( u \) on \( D_r \) as

\[
\text{Exc}_N(u; r) := \inf_{\gamma \in \mathbb{R}^N} \int_{D_r} \left| \nabla u - \sum_{n=1}^{N} \gamma_n \nabla \left( \bar{r}_n + \phi_n^\varepsilon \right) \right|^2,
\]

(33)

we see that squaring both sides of \((29)\), using that \( \bar{r}_n + \phi_n^\varepsilon \) is \( \varepsilon \)-harmonic, and taking an infimum over \( \gamma \in \mathbb{R}^N \) yields that

\[
\text{Exc}_N(u; r) \leq C_* \left( \frac{r}{R} \right)^{2(\bar{\rho}_N+1)} \text{Exc}_N(u; R).
\]

\(^{10}\) Cf. note \[\]
\(^{11}\) The boundary Lipschitz theory from \([23\] may be applied thanks to Assumptions \( A.1 \) \( A.2 \) and \( A.3 \)
One important point of Theorem 2.2 is that the constants $\gamma_n$ are independent of $r$ and $R$. As will be seen in the proof, they only depend on $u$ in $D_1$. Thus, the coefficients $\gamma_n$ can be interpreted as a projection of $u$ on the singular functions $\tau_n + \phi_n$, for $n \in \{1, \ldots, N\}$, from the scale $R$ downwards. Hence, as a key output of the above theorem, we may obtain a Liouville principle for decomposing functions that are $a$-harmonic in $D$.

**Corollary 2.3 (Liouville principle).** Let $N \in \mathbb{N}$ and $\rho \in (\rho_N, \rho_{N+1})$. Under Assumptions A.1, A.2 and A.3 if $u$ is a subalgebraic $a$-harmonic function in $D$ in the sense of

\[
\begin{align*}
\{- \nabla \cdot a \nabla u &= 0 & \text{in } D, \\
u &= 0 & \text{on } \Gamma,
\end{align*}
\]

along with

\[
\limsup_{R \uparrow \infty} R^{-\rho} \left( \int_{D_R} |u|^2 \right)^{\frac{1}{2}} < \infty,
\]

then, almost-surely, there exist coefficients $\gamma_1, \ldots, \gamma_N \in \mathbb{R}$ such that we may decompose $u$ as:

\[
u = \sum_{n=1}^{N} \gamma_n (\tau_n + \phi_n).
\]

### 2.3.2 Quasi-optimal growth rates for the corner correctors

Next, we derive growth rates on the corner and Dirichlet correctors that are optimal up to a logarithmic factor.

**Theorem 2.4.** Under Assumptions A.1, A.2 and A.3 there exist corner correctors $\phi_n^\epsilon$ and Dirichlet correctors $\phi_\beta$ (solving (6) and (10), respectively) satisfying

\[
\begin{align*}
\left< \phi_n^\epsilon (x) \right>_{p}^p &\lesssim_{\mathbb{Z},p,n} (|x| + 1)^{-\rho_n - \nu} \ln^{p'} (|x| + 2) & \text{for all } x \in D \text{ and } n \in \mathbb{N}\setminus\{0\}, \\
\left< \phi_i^\beta (x) \right>_{p}^p &\lesssim_{\mathbb{Z},p} (|x| + 1)^{-\nu} \ln^{p'} (|x| + 2) & \text{for all } x \in D \text{ and } i \in \{1, 2\},
\end{align*}
\]

for $p \in [1, \infty)$ and $p' \lesssim_{\nu} 1$.

The scaling $\rho_n - \nu$ of (35) is optimal in $|x|$. Indeed, in the bulk of the corner domain, $\phi_n^\epsilon$ is close to the correction of the (classical, even without Dirichlet correctors) 2-scale expansion of $\tau_n$, namely $\phi_i \partial_i \tau_n$, which generically grows like $|x|^{-\rho_n - \nu}$ by (23) and (14). By contrast, the exponent $p'$ on $\ln |x|$ is not optimal; since our proof cannot reach the optimal logarithmic exponents, we will not keep precise track of these. (In order to avoid technicalities, we may even unnecessarily increase this exponent in our estimates.) However, a logarithmic loss with exponent at least 1 is unavoidable in the case where there is a thin layer of fixed width in which the coefficient $a$ is replaced by another coefficient $\tilde{a}$ with no prescribed structure. We refer to Section 2.5 where such a case is mentioned and to [32, Prop. 2.6] for a counter-example.

Let us comment on Theorem 2.4 in the simple case where the (moments of the) extended correctors are bounded. Then there is a clear analogy between the scaling of the classical correctors $\phi_i$ in relation to the scaling of $x_i$ and the scaling of the corner correctors $\phi_n^\epsilon$ with respect to the scaling of $\tau_n$. In both cases (up to some logarithmic factors), the correctors lose one order in $|x|$ in terms of growth at infinity with respect to the function that they correct. Seen from the perspective of the 2-scale expansion, this shows that the terms corresponding to the corner correctors scale like $\varepsilon \ln^{p'} (\varepsilon^{-1})$ (to be compared with $\varepsilon$ in standard periodic homogenization). As is usual, the (corner) correctors are necessary to approximate the gradient $\nabla u_x$ in strong norms (e.g. $L^p$ for $p \in [1, \infty)$), but do not appear in the approximation of $u_x$.

Notice that Theorem 2.2 and Corollary 2.3 are quenched results in the terminology of [27]. In particular, they apply to a given realization of a coefficient field $a$, the extended correctors of which satisfy a deterministic analogue of estimate (23), but with a random constant. In contrast, Theorem 2.4 is an annealed result, because (35) and (36) involve the $L^{p}_{\langle \cdot \rangle}$ moments. Nevertheless, Theorem 2.4 can be turned into a quenched theorem by assuming that $\langle \cdot \rangle$ is a point mass.

**Remark 3.** Theorem 2.4 and Corollary 2.3 are not sufficient for obtaining the uniqueness of corner correctors $\phi_n^\epsilon$, for $n$ sufficiently large. In particular, we may replace

$\phi_n^\epsilon \rightarrow \phi_n^\epsilon + \sum_{n'=1}^{n_0} \beta_{n'} (\tau_{n'} + \phi_{n'}),$
where \( \tilde{\rho}_n \leq \tilde{\rho}_n - \nu \), and for coefficients \( \beta_n' \in \mathbb{R} \), which also satisfies (6) and (35). Thus the coefficients \( \gamma_n \) in Corollary 2.3 depend on the particular choice of corner correctors \( \phi_n' \). Practically, this implies that, for \( n \geq 1 + \nu \), the coefficients \( \gamma_n \) in (6) may not be equal to the coefficients \( \tilde{\gamma}_n \) in (4).

**Remark 4** (Dirichlet correctors and maximum principle). If the extended correctors are bounded (in a quenched sense), we may directly appeal to the maximum principle (applied to the equation for the boundary correction) to get (36) with \( \nu = 1 \) and \( \tilde{\nu}' = 0 \); however, such an approach is not tractable to (35).

### 2.3.3 Error estimate for the nonstandard 2-scale expansion

Our last result concerns the quality of the adapted 2-scale expansion (9), which is quantified by means of an error estimate in an annealed \( L^\infty \)-like norm, cf. (39) below. Namely, we establish the following:

**Theorem 2.5.** Suppose that \( \omega \in (0, 2\pi) \). We place ourselves under the Assumptions A.1, A.2, and A.3. Let \( f \in W^{2,q}(D) \), for \( q > 2 \), be supported in \( D_2 \setminus D_1 \) such that \( \| f \|_{W^{2,q}(D)} \leq 1 \). Fix \( \varepsilon \leq 1/2 \), and let \( u_\varepsilon \) and \( \bar{u} \in H^1(D) \) solve

\[
\begin{aligned}
- \nabla \cdot \left( \frac{a}{\varepsilon} \right) \nabla u_\varepsilon &= \nabla f - \nabla \cdot \bar{u} \nabla \bar{u} & \text{in } D, \\
ue_\varepsilon &= 0 & \text{on } \Gamma.
\end{aligned}
\]

Let \( u_\varepsilon^N \) be defined by (9) for \( \gamma_n = \tilde{\gamma}_n \), with \( N > N_0 \) and \( N_0 \) defined by

\[N_0 := \arg \max \{ N' \in \mathbb{N}, \tilde{\rho}_{N'} < \nu \}.\]

Then, there exists \( \tilde{\nu}' \leq \varepsilon \) such that for every \( x \in D_1 \setminus D_2 \) and \( p \in [1, \infty) \), there holds

\[\left( \int_{D_1(x)} |\nabla u_\varepsilon^N(x) - \nabla u_\varepsilon(x)|^p \right)^{\frac{1}{p}} \lesssim \tilde{\nu}' \ln \tilde{\nu}'(\varepsilon^{-1}) |x|^{-\tilde{\gamma}_1-1}.\]

The l. h. s. of (39) may be understood as the \( L^p \) -moments of an \( L^\infty \) norm *down to scale* \( \varepsilon \). However, we have employed \( L^2 \) estimates averaged on a domain of characteristic size \( \varepsilon \) on \( \nabla u_\varepsilon^N - \nabla u_\varepsilon \), instead of the pointwise estimates that would be expected for \( L^\infty \) norms. The reason is the following: we cannot reach the scales below \( \varepsilon \) because we have no extra regularity of the coefficient field \( a \). On the contrary, if we had assumed (25), we would have obtained the following estimate

\[\langle |\nabla u_\varepsilon^N(x) - \nabla u_\varepsilon(x)|^p \rangle^{\frac{1}{p}} \lesssim \tilde{\nu}' \ln \tilde{\nu}'(\varepsilon^{-1}) |x|^{-\tilde{\gamma}_1-1} \text{ for } |x| > \varepsilon.\]

Remark also that the r. h. s. of (39) blows up as \( \varepsilon \downarrow 0 \) if \( \omega > \pi \). We do not know whether this rate is optimal or not for our choice of coefficients \( \gamma_n := \tilde{\gamma}_n \) in (9), for \( \tilde{\gamma}_n \) defined in (4). Indeed, the slightest deviation from the optimal choice of coefficients \( \gamma_1 \) in (9) comes with a term \( \tilde{\gamma}_1 + \phi_n^2 \) the gradient of which is singular in \( 0 \) (with a rate \( |x|^{-\tilde{\gamma}_1-1} \)). As a consequence, our result (39) might be optimal, but describing a non-optimal choice of \( \gamma_n \). Nevertheless, we underline that the choice \( \gamma_n = \tilde{\gamma}_n \) is reasonable and has the advantage of being easily tractable numerically -and indeed, it performs well, cf. Section 2.4.

**Remark 5.** For a technical reason (in Lemma 3.6), we cannot achieve the proof in the case \( \omega = 2\pi \).

### 2.4 Numerical illustration

For our numerical simulations, we define a domain \( \tilde{D} \) (see Figure 3) that has a single corner at 0, of angle \( \omega = 1.95\pi \). We work with a scalar coefficient field \( a \), which is c-S\(2\)-periodic, where \( \varepsilon \ll 1 \), \( Q := [0,1]^2 \), and \( S \) is a rotation [14]. The matrix \( a \) is chosen such that the homogenized matrix, \( \tilde{a} \), numerically satisfies \( |\tilde{a} - \text{Id}| \leq 10^{-3} \). We consider the following equation:

\[
\begin{aligned}
- \nabla \cdot \left( \frac{a}{\varepsilon} \right) \nabla u_\varepsilon &= f & \text{in } \tilde{D}, \\
u_\varepsilon &= 0 & \text{on } \partial \tilde{D},
\end{aligned}
\]

where \( f \) is a smooth function that vanishes near the corner (the third image in Figure 3 shows \( f \)). The main objective of our simulations is to indicate the superiority of the nonstandard 2-scale expansion introduced in (9) over the classical (with Dirichlet correctors) 2-scale expansion in approximating \( \nabla u_\varepsilon \).

---

14Due to the rotation \( S \), there is no obvious symmetry or alignment between the period of the coefficient field and the corner.
As a reference, we introduce the homogenized solution $\bar{u}$ to
\[
\begin{aligned}
-\Delta \bar{u} &= f \quad \text{in } \bar{D}, \\
\bar{u} &= 0 \quad \text{on } \partial \bar{D}.
\end{aligned}
\]

As highlighted in Figure 3 in the case of $\nabla u^\varepsilon$, both $\nabla u^\varepsilon$ and $\bar{u}$ display a singularity in the vicinity of the corner.

Next, we define the Dirichlet correctors $\phi^{D,D}_{\varepsilon,i}$ and the corner corrector $\phi^{\varepsilon,\bar{D}}_{\varepsilon,1}$ adapted to $\bar{D}$ by
\[
\begin{aligned}
-\nabla \cdot a (\chi) \left( \nabla \phi^{D,D}_{\varepsilon,i} + e_i \right) &= 0 \quad \text{in } \bar{D}, \\
\phi^{D,D}_{\varepsilon,i} &= 0 \quad \text{on } \partial \bar{D},
\end{aligned}
\]
and
\[
\begin{aligned}
-\nabla \cdot a (\chi) \left( \nabla \phi^{\varepsilon,\bar{D}}_{\varepsilon,1} + \nabla \tau_1 \right) &= 0 \quad \text{in } \bar{D}, \\
\phi^{\varepsilon,\bar{D}}_{\varepsilon,1} &= 0 \quad \text{on } \partial \bar{D}.
\end{aligned}
\]

In our simulations we use $\phi^{\varepsilon,\bar{D}}_{\varepsilon,1}$ as a proxy for the corner corrector $\varepsilon^{\bar{D}:1} \phi^\varepsilon (\chi)$ which is itself out of reach numerically since it solves (6) on an infinite domain.

As already mentioned above, we compare the performance of the classical 2-scale expansion, i.e.
\[
\tilde{u}^{D,\varepsilon} := \bar{u} + \phi^{D,D}_{\varepsilon,i} \partial_i \bar{u},
\]
in approximating $\nabla u^\varepsilon$ to that of the hybrid 2-scale expansion proposed in (9), i.e.
\[
\tilde{u}^{\varepsilon,\bar{D}} := \bar{u}^1_{\text{reg}} + \phi^{D,D}_{\varepsilon,i} \partial_i \bar{u}^1_{\text{reg}} + \tau_1 + \phi^{\varepsilon,\bar{D}}_{\varepsilon,1}.
\]

For various values of $\varepsilon$, we compare the relevant errors, $R^{0,\varepsilon} := u^\varepsilon - \tilde{u}^{D,\varepsilon}$ and $R^{1,\varepsilon} := u^\varepsilon - \tilde{u}^{\varepsilon,\bar{D}}$, on shells by considering the energy norms. In particular, for $i = 0, 1$, we measure
\[
E^{i,\varepsilon} (R) := \left( \int_{D_R \setminus D_R/2} |\nabla R^{i,\varepsilon}|^2 \right)^{\frac{1}{2}} \quad \text{for } R > 0.
\]

These results are plotted in Figure 4 where we track the “gain” that we obtain from using the hybrid 2-scale expansion, by showing $E^{0,\varepsilon} (R)/E^{1,\varepsilon} (R)$.
As can be seen above, in our simulations the hybrid 2-scale expansion always performed better than the classical
2-scale expansion. Since the hybrid 2-scale expansion is designed to be particularly efficient near 0, it is natural that
the advantage from using it gradually becomes more prominent as $R \downarrow 0$. In the right graph of Figure 4 we see that a
gain of precision of the 2-scale expansion larger than 10 is obtained for radii $R \lesssim 0.02$.

Further numerical investigation shows that the gain scales like $R^{-0.6}$, which is not far from the expected value
$R^{-0.5}$ since $\frac{2}{3} \approx 0.51$. The latter can be justified as follows: On the one hand, remark that the 2-scale expansion (41)
only uses $N = N_0 = 1$ corner corrector and not the required $N > N_0$ (for $N_0$ defined by (38)). Hence, we may not
directly use Theorem 2.5. However, a close inspection of the proof of Theorem 2.5 (in particular Step 3) shows that
we have to replace the r. h. s. of (39) by $\ln \mathcal{E}_n (\varepsilon^{-1}) |x|^{2(\hat{\rho}_1 - 1)}$. On the other hand, the gradient of the classical 2-scale expansion (40) suffers from a singularity $\phi_{\varepsilon,i} \nabla \bar{\tau}_1$, which scales like $\varepsilon |x|^{\hat{\rho}_1 - 2}$. Thus, neglecting the logarithms, we see that the expected gain scales like $|R|^{-\hat{\rho}_1}$ as announced.

2.5 Discussion of our results

For the efficiency of the proofs and the simplicity of our results, we have used quite restrictive assumptions; however,
these can be relaxed or even removed.

In Assumption A.2 two hypotheses can be removed. First, as already mentioned in Section 2.1, it is pure
certainty to assume that $\bar{a} = \text{Id}$: this can be removed by a simple change of coordinates (or equivalently, by doing
so on the level of the singular functions $\bar{\tau}_n$). Next, the symmetry of $a$ is by no means necessary. However, if $a$ is
not symmetric, it is necessary to also define transposed extended correctors $(\phi^*, \sigma^*)$ related to $a^*$ via (20). These
transposed extended correctors would then also have to satisfy Assumption A.3.

For obtaining Theorem 2.2 and thus Corollary 2.3 for a given realization $a$, Assumption A.3 can be relaxed. Indeed,
as in [23], it is sufficient to assume that the extended correctors associated to the realization $a$ satisfy

$$
\sup_{r > 0} \left( \int_{B_r} |(\phi, \sigma)(x) - (\phi, \sigma)(y)|^2 \right)^{1/2} \leq C_r r^{1-\nu} \quad \text{for a given } \nu \in (0, 1] \text{ and } C_r > 0. \tag{42}
$$

We refer to Proposition 3.4 below which goes in this direction.

In Theorem 2.4 we only consider a first-order 2-scale expansion in the bulk of the domain. However, considering
a higher-order version of (9) might be interesting, hopefully retrieving a superior convergence rate. (More precisely,
we would employ classical higher-order correctors in order to approximate more precisely the regular part of $u$.) In
comparison, notice that the expansions of 15 are provided up to any order. Moreover, it is reasonable to think that,
resorting to higher-order correctors, a more precise ansatz for $\phi^E$ could be proposed. However, such an approach
could anyway not overcome the barrier in stochastic homogenization, which limits the control of the oscillation error
to $O(\varepsilon^{d/2})$ (see, e.g., [22]).

We believe that our method can be applied in more complex geometric situations as mentioned in Section 1.3, e.g.,
in higher dimensions or in situations involving interfaces as well as corners (see, e.g., [17, Chap. 5 & 6] and [16]). Since
we employ tools that are also available for systems (our use of the maximum principle is a mere practical matter to
get the pointwise [35], by no means necessary), our results may also be applicable to systems with some adaptations.
Also, [35] suggests that our results may still hold if we were to consider a domain $D$ that looks like a corner on the macroscopic scale, but that oscillates on the small scale.

Last, we point out an intriguing technical detail: In order to retrieve that the corner corrector $\phi_n^C$ satisfies [35], we need a separation of at least $\nu$ between the growth rate of the first $\bar{a}$-harmonic function $\bar{\tau}_1$ and the decay rate of the first dual $\bar{a}$-harmonic function $\bar{\tau}_1^*$. Hence, the assumption $\omega \leq 2\pi$ appears crucial to obtain [35] (see (101) below). This has practical consequences: In the case of “corners” displaying angles $\omega > 2\pi$, we could only obtain deteriorated estimates on the corner corrector $\phi_n^C$. Even though this situation is less common than $\omega \leq 2\pi$, it is not unlikely (and may happen for a plate cut along a line, and bent so that one fold covers the other one). Nevertheless, we do not know whether it is a mere technical restriction or a fundamental limitation.

### 3 Strategy of proof

#### 3.1 Ansatz for the corner correctors

Before we present the precise ansatz for $\phi_n^C$ let us briefly describe the idea: By standard calculations (using (20) and the skew-symmetry of the $\sigma_i$), the classical 2-scale expansion $\tau_n + \phi_i \partial_i \tau_n$ of the $\bar{a}$-harmonic function $\bar{\tau}_n$ formally satisfies

$$\nabla \cdot a \nabla (\bar{\tau}_n + \phi_i \partial_i \bar{\tau}_n) = \nabla \cdot (a \phi_i - \sigma_i) \nabla \partial_i \bar{\tau}_n =: \nabla \cdot \hat{h} \text{ in } D,$$

where by (14) and (23) the growth of $\hat{h}$ is well-controlled. This suggests an ansatz of the form

$$\phi_n^C = \phi_i \partial_i \bar{\tau}_n + \hat{\phi}_n^C,$$

where the correction $\hat{\phi}_n^C$ satisfies an equation in $D$ with r. h. s. $-\nabla \cdot \hat{h}$ (determined by (43) and (6)). Ansatz (44) has two drawbacks:

- $\hat{h}$ is singular at the corner due to the blowup of $\nabla^2 \bar{\tau}_n$.
- $\hat{\phi}_n^C$ satisfies the nontrivial boundary conditions $\hat{\phi}_n^C = -\phi_i \partial_i \bar{\tau}_n$ on $\Gamma$.

To overcome the first problem, we simply introduce a cut-off at the tip of the corner. To address the second problem, we do not directly use the whole-space correctors $\phi_i$ but rather appeal to the half-space correctors associated to the “upper” boundary $\mathbb{R}_+ (\cos \omega, \sin \omega)$ and to the “lower” boundary $\mathbb{R}_+ e_1$. These are defined as sublinear solutions to

$$\begin{cases}
- \nabla \cdot a \left( \nabla \phi_i^{D, \text{up}} + e_i \right) = 0 & \text{in } \mathbb{H}_\omega, \\
\phi_i^{D, \text{up}} = 0 & \text{on } \partial \mathbb{H}_\omega, \\
\phi_i^{D, \text{down}} = 0 & \text{on } \partial \mathbb{H}_0,
\end{cases}$$

where $\mathbb{H}_\omega := \{ x \in \mathbb{R}^2, x \cdot (-\sin \omega, \cos \omega) \leq 0 \}$. Analogously to the whole-space case, flux-correctors, namely skew-symmetric $\mathbb{R}^{2 \times 2}$-valued fields $\sigma_i^{D, \text{up}}$ and $\sigma_i^{D, \text{down}}$, can be defined through

$$a \nabla \phi_i^{D, \text{up}} = (\tilde{a} - a) e_i + \nabla \cdot \sigma_i^{D, \text{up}}, \quad \text{and} \quad a \nabla \phi_i^{D, \text{down}} = (\tilde{a} - a) e_i + \nabla \cdot \sigma_i^{D, \text{down}}$$

on the appropriate domains; i.e., on $\mathbb{H}_\omega$ for $\sigma_i^{D, \text{up}}$ and $\mathbb{R}^2 \setminus \mathbb{H}_0$ for $\sigma_i^{D, \text{down}}$. For use later on, we extend the half-space correctors and flux-correctors to the whole space by 0. (In practice, they will be multiplied by a cut-off function so that their discontinuities due to the extension are irrelevant.)

The half-space correctors can be built and estimated by techniques similar to [32 Th. 1.4] (see also [9]) and we state without proof:[15]

**Proposition 3.1** (Similar to Theorem 1.4 of [32]). Under Assumptions A.1, A.2 and A.3, there exist extended half-space correctors $(\phi_i^{D, \text{up}}, \sigma_i^{D, \text{up}})$ and $(\phi_i^{D, \text{down}}, \sigma_i^{D, \text{down}})$ that satisfy

$$\left( \int_{D(x)} \left( \phi_i^{D, \text{up}}, \phi_i^{D, \text{down}}, \sigma_i^{D, \text{up}}, \sigma_i^{D, \text{down}} \right)^2 \right)^{\frac{1}{2}} \lesssim_{x, p} (|x| + 1)^{1-\nu} \ln^{\nu + 3} (|x| + 2) \quad \text{for all } x \in D \text{ and } p \in [1, \infty).$$

---

[15] For consistency, we define all the correctors $\phi_i^{D, \text{up}}$ and $\phi_i^{D, \text{down}}$; however, in our arguments we only make use of $\phi_i^{D, \text{up}}(\sin \omega, -\cos \omega)$ and $\phi_i^{D, \text{down}}$ for the upper and the lower boundary respectively. In the other directions, we are able to make use of the whole-space correctors $\phi_i$.

[16] The logarithm exponent $\nu + 3$ of (47) is suboptimal in most cases (it corresponds to the worst case $\nu = 1$ for the flux correctors $\sigma_i^{D, \text{up}}$ and $\sigma_i^{D, \text{down}}$).
Equipped with these extended half-space correctors, we are in a position to propose an efficient ansatz for the corner correctors. Towards this aim, we introduce a partition of unity $\eta_{\text{up}} + \eta_{\text{bulk}} + \eta_{\text{down}} = 1$ in $D$, such that all these functions, $\eta_{\text{up}}$, $\eta_{\text{bulk}}$, and $\eta_{\text{down}}$, are nonnegative and only depend on the angle $\theta$ in a smooth way, with $\eta_{\text{up}} = 1$ for $\theta$ near $\omega$ and vanishing for $\omega - \theta > \omega/4$, $\eta_{\text{down}} = 1$ for $\theta$ near $0$ and vanishing for $\theta > \omega/4$.

**Lemma 3.2.** Then, using the following ansatz:

$$\phi_n^\varepsilon = (1 - \eta_{\text{B},1}) \left( \eta_{\text{up}} \phi_i^{D,\text{up}} + \eta_{\text{bulk}} \phi_i + \eta_{\text{down}} \phi_i^{D,\text{down}} \right) \partial_i \bar{r}_n + \phi_n^\varepsilon,$$

the remainder $\phi_n^\varepsilon$ satisfies

$$\begin{cases} - \nabla \cdot \alpha \nabla \phi_n^\varepsilon = \nabla \cdot h & \text{in } D, \\ \phi_n^\varepsilon = 0 & \text{on } \Gamma, \end{cases}$$

for

$$h := \eta_{\text{B},1}(a - \bar{a}) \nabla \bar{r}_n + \left( a \phi_i^{D,\text{up}} - \sigma_i^{D,\text{up}} \right) \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{up}} \partial_i \bar{r}_n \right) + (\partial_i \phi - \sigma_i) \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{bulk}} \partial_i \bar{r}_n \right) + \left( a \phi_i^{D,\text{down}} - \sigma_i^{D,\text{down}} \right) \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{down}} \partial_i \bar{r}_n \right).$$

The r. h. s. of (49), i.e., $h$ defined above, enjoys the appealing property that, by (47), (23), and (14), and since $|\nabla \eta_{\text{up}}(x)| + |\nabla \eta_{\text{bulk}}(x)| + |\nabla \eta_{\text{down}}(x)| \leq |x|^{-1}$, it satisfies

$$\left( \frac{\int_{D(x)} |h|^2}{\int_{\Gamma(x)} 2} \right)^{\frac{1}{2}} \lesssim_{\varepsilon, \rho} (|x| + 1)^{\bar{\delta}_n - 1 - \nu} \ln (|x| + 2) \quad \text{for all } x \in D,$$

for $\bar{\nu} = \bar{\nu} + 3$. Hence, up to some logarithmic losses, we may expect that $\nabla \phi_n^\varepsilon(x)$ is bounded by $(|x| + 1)^{\bar{\delta}_n - 1 - \nu}$. Integrating this yields Theorem 2.4.

**Remark 6.** Instead of (48), we may consider the following ansatz (as in [30,32]):

$$\phi_n^\varepsilon = \eta_{\text{up}} \partial_i \bar{r}_n + \phi_n^\varepsilon,$$

where $\eta$ is a smooth cut-off function that is equal to 0 on the boundary $\Gamma$. However, this would necessitate dealing with the layer $\partial D$, which, as argued in [32, Sec. 2.3], causes losses when using the $L^2$-type estimates at the core of the approach of [23]. In [32], this difficulty is circumvented by appealing to bounds on the mixed derivatives of the Green function. Such a strategy is feasible but is less straightforward, cf. the Acknowledgment section.

**Proof of Lemma 3.2.** We first recall the following identity for an arbitrary vector field $f$:

$$- \nabla \cdot a \nabla \left( \phi_i^{D,\text{up}} f_i \right) = \nabla \cdot \left( \sigma_i^{D,\text{up}} - a \phi_i^{D,\text{up}} \right) \nabla f_i + \nabla \cdot (a - \bar{a}) f. \quad (53)$$

A similar identity holds replacing $\phi^{D,\text{up}} \rightsquigarrow \phi^{D,\text{down}}$ and $\sigma^{D,\text{up}} \rightsquigarrow \sigma^{D,\text{down}}$, and also replacing $\phi^{D,\text{up}} \rightsquigarrow \phi$ and $\sigma^{D,\text{up}} \rightsquigarrow \sigma$.

For the convenience of the reader, we recall the argument for (53). We begin with

$$- \nabla \cdot a \nabla (\phi_i^{D,\text{up}} f_i) = - \nabla \cdot a \phi_i^{D,\text{up}} \nabla f_i - \nabla \cdot f_i a \nabla \phi_i^{D,\text{up}}.$$

(54)

By (46), the rightmost term of (54) reads

$$- \nabla \cdot f_i a \nabla \phi_i^{D,\text{up}} = \nabla \cdot (a - \bar{a}) f - \nabla \cdot (\nabla \cdot \sigma_i^{D,\text{up}}) f_i = \nabla \cdot (a - \bar{a}) f + \nabla \cdot \sigma_i^{D,\text{up}} \nabla f_i,$$

where we have made use of the antisymmetry of $\sigma_i^{D,\text{up}}$. Inserting this into (54) yields (53).

Here comes the proof of (49). We compute

$$\begin{align*}
- \nabla \cdot a \nabla \phi_n^\varepsilon &= - \nabla \cdot a \nabla \phi_n^\varepsilon + \nabla \cdot a \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{up}} \phi_i^{D,\text{up}} \partial_i \bar{r}_n \right) + \nabla \cdot a \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{bulk}} \phi_i \partial_i \bar{r}_n \right) + \nabla \cdot a \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{down}} \phi_i^{D,\text{down}} \partial_i \bar{r}_n \right) \\
&+ \nabla \cdot a \nabla \left( (1 - \eta_{\text{B},1}) \eta_{\text{down}} \phi_i^{D,\text{down}} \partial_i \bar{r}_n \right) \\
&\stackrel{(49)}{=} \nabla \cdot a \nabla \bar{r}_n + \nabla \cdot (a - \bar{a}) (1 - \eta_{\text{B},1}) \nabla \bar{r}_n - \nabla \cdot \left( \sigma_i^{D,\text{up}} - a \phi_i^{D,\text{up}} \right) \nabla (1 - \eta_{\text{B},1}) \eta_{\text{up}} \partial_i \bar{r}_n \\
&- \nabla \cdot (\sigma_i - a \phi_i) \nabla ((1 - \eta_{\text{B},1}) \eta_{\text{bulk}} \partial_i \bar{r}_n) - \nabla \cdot \left( \sigma_i^{D,\text{down}} - a \phi_i^{D,\text{down}} \right) \nabla (1 - \eta_{\text{B},1}) \eta_{\text{down}} \partial_i \bar{r}_n.
\end{align*}$$
By \((5)\), the first two r.h.s. terms combine to
\[
\nabla \cdot a \nabla \tau_n + \nabla \cdot (\bar{a} - a) (1 - \eta_{\beta,1}) \nabla \tau_n = \nabla \cdot \eta_{\beta,1} (a - \bar{a}) \nabla \tau_n.
\]
This yields \((49)\) and \((50)\).

\[\tag*{\Box}\]

### 3.2 Conditional regularity for \(a\)-harmonic functions at the corner

As has become classical in homogenization following the work of Avellaneda and Lin \([6]\) on large-scale Lipschitz estimates, the workhorse behind our results is a large-scale regularity theorem. Assuming that the growth rate of the corner (and extended) correctors is well-controlled, it provides an algebraic decay at the corner for a suitable renormalization of an \(a\)-harmonic function (in the spirit of Theorem 2.2). Notice that, unlike Theorem 2.2, this result is purely deterministic.

**Lemma 3.3.** Assume that the coefficient field \(a\) satisfies Assumptions \(A.1\) and \(A.2\). Let \(N \in \mathbb{N}\) and \(\rho \in [\bar{\rho}_N, \bar{\rho}_{N+1})\).

Then, for \(0 < \delta \ll \omega, \lambda, N, \rho\), \(C_0 \lesssim \omega, \lambda, N, \rho\) and \(C_0' \lesssim \omega, \lambda, N\), the following property holds: Let \(r, s \geq 1\). Assume that the extended whole-space correctors \((\phi, \sigma)\) and, for \(n \in \{1, \ldots, N\}\), the corner correctors \(\phi_n^s\) satisfy the following estimate:

\[
\sup_{r \geq r_s} \left[ \frac{1}{r^2} \left( \int_{B_r} |(\phi, \sigma)|^2 \right)^{\frac{\rho}{2}} + \sum_{n=1}^{N} \frac{1}{\rho^{\rho_n}} \left( \int_{D_{r_n}} |\phi_n^s|^2 \right)^{\frac{\rho}{2}} \right] \leq \delta. \quad (55)
\]

Let \(R \geq 1\). If \(u\) satisfies

\[
\begin{aligned}
-\nabla \cdot a \nabla u &= 0 & \text{in } D_R, \\
u &= 0 & \text{on } \Gamma_R,
\end{aligned}
\]

then there exist coefficients \(\gamma_1, \cdots, \gamma_N \in \mathbb{R}\) such that there holds

\[
\left( \int_{D_r} \left| u - \sum_{n=1}^{N} \gamma_n (\bar{\tau}_n + \phi_n^s) \right|^2 \right)^{\frac{1}{2}} \leq C_0 \max \left\{ 1, \left( \frac{r_s}{r} \right)^{1+\rho} \right\} \left( \frac{r}{R} \right)^{\rho} \left( \int_{D_{r_0}} |u|^2 \right)^{\frac{1}{2}}, \quad (57)
\]

for all \(r \in [1, R]\), along with

\[
|\gamma_n| \leq C_0 R^{\tilde{\rho}_n} \left( \int_{D_{r_0}} |u|^2 \right)^{\frac{1}{2}}. \quad (58)
\]

In particular, in the case \(N \geq 1\) it holds that

\[
\left( \int_{D_r} \left| \nabla u - \sum_{n=1}^{N-1} \gamma_n (\nabla \bar{\tau}_n + \nabla \phi_n^s) \right|^2 \right)^{\frac{1}{2}} \leq C_0' \max \left\{ 1, \left( \frac{r_s}{r} \right)^{1+\rho_N} \right\} \left( \frac{r}{R} \right)^{\tilde{\rho}_N} \left( \int_{D_{r_0}} |u|^2 \right)^{\frac{1}{2}}, \quad (59)
\]

for \(r \geq 1\).

By the Caccioppoli estimate on the l.h.s. and the Poincaré inequality on the r.h.s., we may replace \((57)\) by

\[
\left( \int_{D_r} \left| \nabla u - \sum_{n=1}^{N} \gamma_n (\nabla \bar{\tau}_n + \nabla \phi_n^s) \right|^2 \right)^{\frac{1}{2}} \leq C_0 \max \left\{ 1, \left( \frac{r_s}{r} \right)^{1+\rho_N} \right\} \left( \frac{r}{R} \right)^{\rho-1} \left( \int_{D_{r_0}} |\nabla u|^2 \right)^{\frac{1}{2}}. \quad (60)
\]

### 3.3 Conditional quasi-optimal growth rates in weaker spatial norm

Using Lemma 3.3 we can prove a deterministic version of Theorem 2.4 with estimates in a weaker spatial norm.

**Proposition 3.4.** Let \(a\) satisfy Assumptions \(A.1\) and \(A.2\). We assume that the extended whole-space and half-space correctors (characterized above in Section 3.1) are such that there exist exponents \(\nu \in (0, 1] \) and \(\bar{\nu} \geq 0\), with

\[
\left( \int_{D_r} |\phi, \phi^{\mathcal{D}, \uparrow}, \phi^{\mathcal{D}, \downarrow}, \sigma, \sigma^{\mathcal{D}, \uparrow}, \sigma^{\mathcal{D}, \downarrow}|^2 \right)^{\frac{1}{2}} \leq r^{1-\nu} \ln^{\bar{\nu}} (r+1) \text{ for all } r \geq 1. \quad (61)
\]
Then, there exist an exponent $\tilde{\nu} \lesssim 1$ and a constant $C_* \lesssim_{\omega,A_1,A_2,N,n} 1$, such that, for any $n \in \mathbb{N}\setminus\{0\}$, there exists a corner corrector $\phi_n^\omega$ that is decomposed as in (48) and for which $\tilde{\phi}_n^\omega$ satisfies the following estimate:

$$\left( \int_{D_{2r}\setminus D_r} |\nabla \tilde{\phi}_n^\omega|^2 \right)^{\frac{1}{2}} \leq C_* r^{\tilde{\nu} n - 1 - \nu} \ln^{\nu} (r + 1) \text{ for all } r \geq 1. \quad (62)$$

In particular, we also have

$$\left( \int_{D_{2r}\setminus D_r} |\phi_n^\omega|^2 \right)^{\frac{1}{2}} \leq C_* r^{\tilde{\nu} n - \nu} \ln^{\nu} (r + 1) \text{ for all } r \geq 1. \quad (63)$$

Similarly, for $j = 1, 2$, there exist Dirichlet correctors $\phi_j^D$ that may be decomposed as in (48), replacing $\partial_i \bar{\tau}_n$ by the Kronecker symbol $\delta_{ij}$ and $\tilde{\phi}_n^\omega$ by $\tilde{\phi}_j^D$, so that there holds

$$\left( \int_{D_{2r}\setminus D_r} |\nabla \tilde{\phi}_j^D|^2 \right)^{\frac{1}{2}} \leq C_* r^{-\nu} \ln^{\nu} (r + 1) \text{ and } \left( \int_{D_{2r}\setminus D_r} |\phi_j^D|^2 \right)^{\frac{1}{2}} \leq C_* r^{1 - \nu} \ln^{\nu} (r + 1) \text{ for all } r \geq 1. \quad (64)$$

Proposition 3.4 and Lemma 3.3 immediately imply a Liouville principle, in form of the following deterministic version of Corollary 2.3.

**Corollary 3.5** (Liouville principle). We place ourselves under the assumptions of Proposition 3.4. Let $N \in \mathbb{N}$ and $\rho \in (\bar{\rho}_N, \bar{\rho}_N + 1)$. If $u$ is a subalgebraic a-harmonic function in $D$ in the sense of (34), then there exist coefficients $\gamma_1, \ldots, \gamma_N \in \mathbb{R}$ such that we may decompose $u$ as follows:

$$u = \sum_{n=1}^{N} \gamma_n (\bar{\tau}_n + \phi_n^\omega).$$

Once Lemma 3.3, Proposition 3.4 and Corollary 3.5 are established, Theorems 2.2 and 2.4 and Corollary 2.3 follow easily.

### 3.4 Error estimate for the nonstandard 2-scale expansion

In order to estimate the error of the hybrid 2-scale expansion, we need an analogue to the classical equation for the standard 2-scale expansion. This requires us to build and estimate the flux-correctors $\sigma_i^D$ associated to the Dirichlet correctors $\phi_i^D$:

**Lemma 3.6.** Assume that $\omega \in (0, 2\pi)$. We place ourselves under the Assumptions A.1, A.2, and A.3. Then there exists a Dirichlet flux-corrector on $D$, which is a skew-symmetric tensor field $\sigma_i^D : D \to \mathbb{R}^{2 \times 2}$, where $i \in \{1, 2, \ldots, 18\}$, such that

$$\nabla \cdot \sigma^D_i = a(\nabla \phi^D_i + \epsilon_i) - \bar{a}e_i. \quad (65)$$

This Dirichlet flux-corrector is decomposed as

$$\sigma^D_i = (1 - \eta_{up}) (\eta_{up} \sigma^D_i, up + \eta_{bulk} \sigma_i + \eta_{down} \sigma^D_i, down) + \sigma^D_i, \quad (66)$$

where $\eta_{up}$, $\eta_{bulk}$, and $\eta_{down}$ are cut-off functions as in Section 3.1 and there exists $\nu' \lesssim_{\nu} 1$ such that, for any $p \in [1, \infty]$, there holds

$$\left( \int_{D(x)} |\sigma^D_i|^2 \right)^{\frac{1}{2}} \lesssim_{\nu, p} (|x| + 1)^{1 - \nu} \ln^{\nu'} (|x| + 2) \text{ for all } x \in D. \quad (67)$$

**Remark 7** (The case $\omega = 2\pi$). Notice that in Lemma 3.6 we have purposefully not included that case $\omega = 2\pi$. This is because in our construction of $\sigma^D_i$ we are required to extend the vector-field on the r. h. s. of (139) in a divergence-free way (this is done in Lemma A.1 in the Appendix) and our construction of the extensions fails in this case.
For simplicity, in the sequel, we denote the rescaled quantities:

\[ a_\varepsilon := a \left( \frac{-\varepsilon}{\varepsilon} \right), \quad \phi_{\varepsilon,i} := \varepsilon \phi_i \left( \frac{-\varepsilon}{\varepsilon} \right), \quad \phi_{\varepsilon,n} := \varepsilon \phi_{n} \left( \frac{-\varepsilon}{\varepsilon} \right), \quad \phi_{\varepsilon,i} := \varepsilon \phi_{i} \left( \frac{-\varepsilon}{\varepsilon} \right), \quad \sigma_{\varepsilon,i} := \varepsilon \sigma_i \left( \frac{-\varepsilon}{\varepsilon} \right), \quad \sigma_{\varepsilon,i} := \varepsilon \sigma_{i} \left( \frac{-\varepsilon}{\varepsilon} \right). \]

We set \( \chi := \eta_{B,1} \), and we extend (4) and (9) from \( D_{1/2} \) to \( D \) as follows (thus redefining \( \tilde{u}_N \) and \( u^N \)):

\[ \tilde{u} = u^N_{\text{reg}} + \sum_{n=1}^{N} \tilde{\gamma}_n \tilde{\tau}_n \chi, \quad (68) \]

\[ \tilde{u}_N^N := (1 + \phi_{\varepsilon,i} \delta_i) u^N_{\text{reg}} + \sum_{n=1}^{N} \tilde{\gamma}_n (\tilde{\tau}_n + \phi_{\varepsilon,n}) \chi + \sum_{n=1}^{N} \tilde{\gamma}_n \tilde{\tau}_n \phi_{\varepsilon,i} \delta_i \chi. \quad (69) \]

(Notice that (4) and (68) on the one hand, and (9) and (69) on the other hand indeed coincide in \( D_{1/2} \). However, the introduction of cut-off functions in (68) and (69) counterbalances the growth at infinity of the functions \( \tilde{\tau}_n \).)

Then, we may express the error \( \nabla u - \nabla u^N \) as the solution of an elliptic equation:

**Lemma 3.7.** Let \( N \in \mathbb{N} \). Assume that \( u_\varepsilon \) and \( \tilde{u} \) satisfy (37), and define \( \tilde{u}_N^N \) and \( u^{N}_{\text{reg}} \) by (69) and (68), respectively. Then, there holds

\[ - \nabla \cdot a_\varepsilon (\nabla \tilde{u}_N^N - \nabla u_\varepsilon) = \nabla \cdot h_\varepsilon^N, \quad (70) \]

where

\[ h_\varepsilon^N := (\sigma_{\varepsilon,i} - a_\varepsilon \phi_{\varepsilon,i} \phi_{\varepsilon,i}) \partial_i \nabla \tilde{u}^N - \sum_{n=1}^{N} \tilde{\gamma}_n a_\varepsilon \partial_i \nabla \left( (\chi - 1)(\phi_{\varepsilon,n} - \phi_{\varepsilon,n} \phi_{\varepsilon,i} \delta_i \chi) \right), \quad (71) \]

for

\[ \tilde{u}^N := \tilde{u} - \sum_{n=1}^{N} \tilde{\gamma}_n \tilde{\tau}_n, \quad (72) \]

Next, we estimate the r. h. s. of (70), \( h_\varepsilon^N \), in the annealed \( L^\infty \)-like norm analogous to that in (39), cf. Lemma 7.1.

By post-processing the Lipschitz-like estimates of Theorem 2.2 to accommodate a r. h. s. , cf. Section 6.2, we may transfer these estimates on the level of \( \nabla \tilde{u}_N^N - \nabla u_\varepsilon \) and establish Theorem 2.5.

### 4 Conditional regularity at the corner: Argument for Lemma 3.3

In this section we give the argument for Lemma 3.3: This requires the iterative use of Lemma 4.1, which we state and then prove below. Once we have access to Lemma 4.1, we can iterate it over various scales to obtain Lemma 3.3.

#### 4.1 Iteration Lemma

**Lemma 4.1** (Iteration Lemma). Let \( N \in \mathbb{N} \) and \( \rho < \rho_{N+1} \) 1 and \( \theta \ll \omega, \lambda, N, \rho \) 1 such that the following property holds: Let \( r > 0 \) be given. Assume that the extended corrector \( (\phi, \sigma) \) and the corner correctors \( \phi_n \), for \( n \in \{ 1, \ldots, N \} \), satisfy

\[ \frac{1}{r} \mathbb{E}_{B_r} \left( |(\phi, \sigma)|^2 \right)^{\frac{1}{2}} + \sum_{n=1}^{N} \frac{1}{r^{\rho_n}} \mathbb{E}_{D_{r}} \left( |\phi_n^\gamma|^2 \right)^{\frac{1}{2}} \leq \delta. \quad (73) \]

Then, for any solution \( u \) to (56) there exist coefficients \( \gamma_n \) bounded as follows:

\[ |\gamma_n| \leq C_{\omega, \lambda, N} r^{-\rho_{n+1}} \left( \mathbb{E}_{D_{r}} \left| u \right|^2 \right)^{\frac{1}{2}}, \quad (74) \]

and such that there holds:

\[ \left( \mathbb{E}_{D_{\theta r}} \left| u - \sum_{n=1}^{N} \gamma_n (\tilde{\tau}_n + \phi_n^\varepsilon) \right|^2 \right)^{\frac{1}{2}} \leq \theta \rho \left( \mathbb{E}_{D_{r}} \left| u \right|^2 \right)^{\frac{1}{2}}. \quad (75) \]
**Proof of Lemma 4.1.** The core of this proof is to make use of H-convergence in order to establish that

\[
\left( \int_{D_{2r}} \left| \bar{u} - \sum_{n=1}^{N} \gamma_n \tilde{r}_n \right|^2 \right)^{\frac{1}{2}} \leq \theta_r^\mu \left( \int_{D_r} |u|^2 \right)^{\frac{1}{2}},
\]

(76)

where, for \( \bar{u} \) defined below, the coefficients \( \gamma_n \) are given by

\[
\gamma_n = -\frac{1}{n\pi} \int_{D} \bar{u} \left( 2\nabla \tilde{r}_n^* \cdot \nabla \eta_{B,r/2} + \tilde{r}_n^* \Delta \eta_{B,r/2} \right).
\]

(77)

To begin, we establish (76) in two steps : In Step 1, we show that the solution \( \bar{u} \) of the homogeneous equation

\[
\begin{align*}
-\Delta \bar{u} &= 0 & \text{in } D_{r/2}, \\
\bar{u} &= u & \text{on } \partial D_{r/2},
\end{align*}
\]

(78)

satisfies

\[
\left( \int_{D_{2r}} \left| \bar{u} - \sum_{n=1}^{N} \gamma_n \tilde{r}_n \right|^2 \right)^{\frac{1}{2}} \lesssim_{\omega,N} \theta_r^{\bar{p}_N+1} \left( \int_{D_{r/2}} |\nabla \bar{u}|^2 \right)^{\frac{1}{2}}.
\]

(79)

Then, in Step 2, as a consequence of (73), we justify by H-convergence that (76) can be “transferred” to the heterogeneous coefficient operator, obtaining (70). To finish, in Step 3, we show (74) and employ once more (73) to establish (75).

**Step 1 : Estimate in the homogeneous setting.** We first rescale \( \bar{u}_r := \bar{u}(r \cdot /2) \), on which we apply Theorem 2.1. Therefore, for any \( \theta \leq 1/4 \) we have

\[
\left( \int_{D_{2r}} \left| \bar{u}_r - \sum_{n=1}^{N} \gamma_n \tilde{r}_n \right|^2 \right)^{\frac{1}{2}} \lesssim_{\omega,N} \theta_r^{\bar{p}_N+1} \left( \int_{D_1} |\nabla \bar{u}_r|^2 \right)^{\frac{1}{2}} \text{ with } \gamma_n \overset{18}{=} -\frac{1}{n\pi} \int_{D_1} \bar{u}_r \left( 2\nabla \tilde{r}_n^* \cdot \nabla \eta_{B,1/2} + \tilde{r}_n^* \Delta \eta_{B,1/2} \right) \text{.}
\]

(80)

By the change of variables \( x \mapsto (2/r)x \) (recall (12) and (13)), we get \( \gamma_n = (r/2)^{\bar{p}_N} \gamma_n \) for \( \gamma_n \) defined by (77), and thus

\[
\left( \int_{D_{2r}} \left| \bar{u} - \sum_{n=1}^{N} \gamma_n \tilde{r}_n \right|^2 \right)^{\frac{1}{2}} \lesssim_{\omega,N} \theta_r^{\bar{p}_N+1} \left( \int_{D_{r/2}} |\nabla \bar{u}|^2 \right)^{\frac{1}{2}}
\]

(81)

Moreover, using successively the Poincaré inequality and the energy estimate on \( u - \bar{u} \), we get

\[
\left( \int_{D_{r/2}} |\nabla \bar{u}|^2 \right)^{\frac{1}{2}} \lesssim_{\omega} r \left( \int_{D_{r/2}} |\nabla u|^2 \right)^{\frac{1}{2}} \lesssim r \left( \int_{D_{r/2}} |\nabla u|^2 \right)^{\frac{1}{2}}
\]

(82)

Thus, (81) upgrades to (79).

**Step 2 : H-convergence.** By an argument from [31, Prop. 2.1. (17)] based on H-convergence and involving (73), there exist constants \( C_{\lambda,\omega,\delta} \) satisfying \( C_{\lambda,\omega,\delta} \to 0 \) as \( \delta \downarrow 0 \), such that

\[
\left( \int_{D_{r/2}} |u - \bar{u}|^2 \right)^{\frac{1}{2}} \leq C_{\lambda,\omega,\delta} r \left( \int_{D_{r/2}} |\nabla u|^2 \right)^{\frac{1}{2}}.
\]

(83)

By a triangle inequality involving (79) and (83), we obtain

\[
\left( \int_{D_{2r}} \left| \bar{u} - \sum_{n=1}^{N} \gamma_n \tilde{r}_n \right|^2 \right)^{\frac{1}{2}} \lesssim_{\lambda,\omega,N} \left( \theta_r^{\bar{p}_N+1} + C_{\lambda,\omega,\delta} \theta^{-1} \right) r \left( \int_{D_{r/2}} |\nabla u|^2 \right)^{\frac{1}{2}}.
\]
Moreover, the Caccioppoli inequality yields
\[ r \left( \int_{D_{r/2}} |\nabla u|^2 \right)^{\frac{1}{2}} \lesssim_{\lambda, \omega} \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}. \]
As a consequence, we get
\[ \left( \int_{D_{r}} |u - \sum_{n=1}^{N} \gamma_n \bar{t}_n|^2 \right)^{\frac{1}{2}} \lesssim_{\lambda, \omega, N} \left( \theta^{\rho} + C_{\lambda, \omega, \delta} \right) \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}. \]
Therefore, we may successively choose \( \theta \ll_{\lambda, \omega, N, \rho} \) and \( \delta \ll_{\lambda, \omega, N, \rho} \) such that (70) holds.

**Step 3: Proof of (74) and (75)** We get (74) as a direct corollary of the Cauchy-Schwarz inequality applied to (77) (recalling (14)), using then (82) and the Caccioppoli inequality:
\[ |\gamma_n| \lesssim r^{-\bar{\rho}_n - 2} \left( \int_{D_{r/2}} |\tilde{u}|^2 \right)^{\frac{1}{2}} \lesssim r^{-\bar{\rho}_n - 1} \left( \int_{D_{r/2}} |\nabla u|^2 \right)^{\frac{1}{2}} \lesssim r^{-\bar{\rho}_n} \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}. \]

Then, combining (73) and (74), we get
\[ \left( \int_{D_{r}} \sum_{n=1}^{N} \gamma_n \phi^E_n \right)^{\frac{1}{2}} \lesssim \sum_{n=1}^{N} \theta^{-1} r^{-\bar{\rho}_n} \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}} \delta r^{\bar{\rho}_n} \lesssim \theta^{-1} \delta \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}. \]
Up to choosing \( \delta \) smaller than in the previous step, we deduce from above
\[ \left( \int_{D_{r}} \sum_{n=1}^{N} \gamma_n \phi^E_n \right)^{\frac{1}{2}} \leq \frac{\theta^\rho}{2} \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}. \] (84)
Finally, using the triangle inequality and appealing to (76) and (84) yields (75).

### 4.2 Inductive argument: Proof of Lemma 3.3

**Proof of Lemma 3.3** We set \( C_{\omega, \lambda, N}, \theta \) and \( \delta \) as in Lemma 4.1. We split our proof into three steps: The inductive use of Lemma 4.1 is relegated to the first two steps. In these steps it is shown that, for any \( m \geq 0 \) such that \( \theta^m R > r_* \), we may define \( \gamma_n(m) \in \mathbb{R} \) such that there hold
\[ \left( \int_{D_{\theta^m R}} \left| u - \sum_{n=1}^{N} \gamma_n(m) \left( \tilde{t}_n + \phi^E_n \right) \right|^2 \right)^{\frac{1}{2}} \leq \theta^{mp} \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}, \] (85)
and
\[ |\gamma_n(m)| \leq C_{\omega, \lambda, N} R^{-\bar{\rho}_n} \left( \sum_{m' = 1}^{m} \theta^{(m' - 1)(\rho - \bar{\rho}_n)} \right) \left( \int_{D_{r}} |u|^2 \right)^{\frac{1}{2}}. \] (86)
In the last step, we iterate (85) and (86) in order to conclude our argument.

**Step 1 : Initialization.** For \( m = 0 \), we may take \( \gamma_n(0) = 0 \) by which both (85) and (86) become tautological.

**Step 2 : Inductive Step.** Assume that \( m \geq 0 \) is such that \( \theta^m R > r_* \), and that (85) and (86) hold. By assumption (55), we may apply Lemma 4.1 to
\[ v := u - \sum_{n=1}^{N} \gamma_n(m) \left( \tilde{t}_n + \phi^E_n \right), \] (87)
which satisfies (56), in the domain $D_{θ^mR}$. Hence, there exist $N$ coefficients $\tilde{γ}_n(m+1) ∈ R$ satisfying
\[
|\tilde{γ}_n(m+1)| \leq C_{ω,λ,N}(θ^mR)^{-\tilde{ρ}_n} \left( \frac{1}{D_{θ^mR}} \left| v \right|^2 \right)^{\frac{1}{2}} \leq C_{ω,λ,N}θ^m(ρ-\tilde{ρ}_n)R^{-\tilde{ρ}_n} \left( \frac{1}{D_R} \left| u \right|^2 \right)^{\frac{1}{2}}, \tag{88}
\]
and such that
\[
\left( \int_{D_{θ^m+1R}} \left| v - \sum_{n=1}^N \tilde{γ}_n(m+1) (\bar{r}_n + φ_n^ε) \right|^2 \right)^{\frac{1}{2}} \leq θ^ρ \left( \int_{D_{θ^mR}} \left| u \right|^2 \right)^{\frac{1}{2}}. \tag{89}
\]
Defining $γ_n(m+1) := γ_n(m) + \tilde{γ}_n(m+1)$, recalling the definition of $v$ and inserting (85) into the r. h. s. of (89), we immediately obtain that $u$ satisfies (85) for $m$ replaced by $m+1$. Moreover, appealing to the triangle inequality, using (86) and (88) yields
\[
|γ_n(m+1)| = |γ_n(m)| + |\tilde{γ}_n(m+1)| \leq C_{ω,λ,N}R^{-\tilde{ρ}_n} \left( \sum_{m'=1}^{m+1} θ^{(m'-1)(ρ-\tilde{ρ}_n)} \right) \left( \frac{1}{D_R} \left| u \right|^2 \right)^{\frac{1}{2}}.
\]
This establishes (86) for $m$ replaced by $m+1$ and concludes the inductive step.

**Step 3 : Conclusion.** By induction, for any $m ≥ 0$ such that $θ^mR > r_*$, we have built a sequence $(γ_n(m))_{n ∈ \{1,…,N\}}$ such that (85) and (86) are satisfied. We let $M ∈ N$ be such that $θ^M R > r_* ≥ θ^{M+1} R$ and define $γ_n := γ_n(M)$. By (86), we get (58).

Next, we pick $r ∈ [1, R]$, and choose $m ≤ M$ maximal such that $r < θ^m R$. Therefore, we get by enlarging the integration domain
\[
\left( \int_{D_r} \left| u - \sum_{n=1}^N γ_n \left( \bar{r}_n + φ_n^ε \right) \right|^2 \right)^{\frac{1}{2}} \leq θ^{-1} \max \left\{ 1, \frac{r_*}{r} \right\} \left( \int_{D_{θ^mR}} \left| u - \sum_{n=1}^N γ_n \left( \bar{r}_n + φ_n^ε \right) \right|^2 \right)^{\frac{1}{2}}. \tag{90}
\]
By a triangle inequality, we immediately estimate the above r. h. s. as follows
\[
\left( \int_{D_{θ^mR}} \left| u - \sum_{n=1}^N γ_n \left( \bar{r}_n + φ_n^ε \right) \right|^2 \right)^{\frac{1}{2}} \leq \left( \int_{D_{θ^mR}} \left| u - \sum_{n=1}^N γ_n(m) \left( \bar{r}_n + φ_n^ε \right) \right|^2 \right)^{\frac{1}{2}} + \sum_{n=1}^N |γ_n - γ_n(m)| \left( \int_{D_{θ^mR}} \left| \bar{r}_n + φ_n^ε \right|^2 \right)^{\frac{1}{2}}. \tag{91}
\]
Recalling from Step 2 that $γ_n = \sum_{m'=1}^M \tilde{γ}_n(m')$, we easily estimate the second r. h. s. as follows
\[
\sum_{n=1}^N |γ_n - γ_n(m)| \left( \int_{D_{θ^mR}} \left| \bar{r}_n + φ_n^ε \right|^2 \right)^{\frac{1}{2}} \leq \left( \sum_{n=1}^N |\tilde{γ}_n(m')| \right) \left( \int_{D_{θ^mR}} \left| u \right|^2 \right)^{\frac{1}{2}} \tag{88}
\]
\[
\leq \sum_{n=1}^N θ^{m\tilde{ρ}_n} \left( \sum_{m'=m+1}^M θ^{m'(ρ-\tilde{ρ}_n)} \right) \left( \int_{D_R} \left| u \right|^2 \right)^{\frac{1}{2}} \leq θ^{mρ} \left( \int_{D_R} \left| u \right|^2 \right)^{\frac{1}{2}}.
\]
Inserting this as well as (85) into (91), which we use in turn in (90), and recalling that $θ^m ≤ θ^{-1} \max \{r_*, r/R\}$ yields (57) in form of
\[
\left( \int_{D_r} \left| u - \sum_{n=1}^N γ_n \left( \bar{r}_n + φ_n^ε \right) \right|^2 \right)^{\frac{1}{2}} \leq \max \left\{ 1, \frac{r_*}{r} \right\} θ^{mρ} \left( \int_{D_R} \left| u \right|^2 \right)^{\frac{1}{2}} \tag{92}
\]
\[
\leq \left( \max \left\{ 1, \frac{r_*}{r} \right\} \right)^{1+ρ} \left( \frac{r}{R} \right)^ρ \left( \int_{D_R} \left| u \right|^2 \right)^{\frac{1}{2}}.
\]

Finally, the remaining estimate \([59]\) for \(N \geq 1\) follows from \([57], [58]\), and the triangle inequality. Indeed, appealing to \([57]\) (with \(\rho = \frac{1}{2}(\tilde{\rho}_N + \tilde{\rho}_{N+1}) \geq \tilde{\rho}_N\)), \([58]\) together with \([55]\) and \(\int_{D_r} |\tilde{\tau}_N|^2 = r^{2\tilde{\rho}_N} \int_{D_1} |\tilde{\tau}_N|^2\), we obtain for \(r_* \leq r < R\)
\[
\left( \int_{D_r} \left| u - \sum_{n=1}^{N-1} \gamma_n \left( \tilde{\tau}_n + \phi_n^\xi \right) \right|^2 \right)^{\frac{1}{2}} \leq \left( \int_{D_r} \left| u - \sum_{n=1}^{N} \gamma_n \left( \tilde{\tau}_n + \phi_n^\xi \right) \right|^2 \right)^{\frac{1}{2}} + |\gamma_N| \left( \int_{D_r} \left| \tilde{\tau}_N + \phi_N^\xi \right|^2 \right)^{\frac{1}{2}}
\leq C_0 \left( \frac{r}{R} \right)^{\frac{1}{2}} (\tilde{\rho}_N + \tilde{\rho}_{N+1}) + \left( \frac{r}{R} \right)^{\tilde{\rho}_N} \left( \left( \int_{D_1} |\tilde{\tau}_N|^2 \right)^{\frac{1}{2}} + \delta \right) \left( \int_{D_R} |u|^2 \right)^{\frac{1}{2}},
\]
which implies \([59]\) (for \(r_* \leq r < R\), but the general claim easily follows).

\[\Box\]

5 Conditional quasi-optimal growth rates in weaker spatial norm: Arguments for Proposition 3.4 and Corollary 3.5

5.1 Conditional growth rates on the corner correctors: Argument for Proposition 3.4

The difficulty that we encounter when building the corner corrector \(\phi_n^\xi\) via the ansatz \([48]\) is that the remainder \(\tilde{\phi}_n^\xi\) satisfies equation \([49]\), which is set on the whole unbounded domain \(D\) with a r. h. s. \(h\) that is, in general, not in \(L^2(D)\). Therefore, the Lax-Milgram theorem cannot be directly used. To circumvent this issue, we appeal to a dyadic argument, in which we employ large-scale regularity results.

Departing from \([48]\), we split the r. h. s. on dyadic rings. That is, we define \(\tilde{\phi}_{n,m}^\xi\) as the Lax-Milgram solution to
\[
\begin{cases}
-\nabla \cdot a \nabla \tilde{\phi}_{n,m}^\xi = \nabla \cdot (\eta_{B,r_m} - \eta_{B,r_{m-1}}) h & \text{in } D, \\
\tilde{\phi}_{n,m}^\xi = 0 & \text{on } \Gamma,
\end{cases}
\]
for \(r_m := 2^m r_0\) if \(m \geq 0\) and \(r_m = 0\) if \(m < 0\), where \(r_0\) will be fixed precisely afterwards. This leads to the following decomposition of \(\phi_n^\xi\):  
\[\tilde{\phi}_n^\xi = \sum_{m=0}^\infty \left( \tilde{\phi}_{n,m}^\xi - \sum_{n'=1}^N \gamma_{n,m,n'} (\tilde{\tau}_{n'} + \phi_{n'}^\xi) \right),\]
where \(N < n\) and the coefficients \(\gamma_{n,m,n'}\) will be determined afterwards and correspond to a renormalization of \(\tilde{\phi}_{n,m}^\xi\).

The addition of \(a\)-harmonic functions \(\tilde{\tau}_{n'} + \phi_{n'}^\xi\) of lesser growth is not seen on the level of \([49]\), but is necessary in order to control the growth of \(\phi_{n,m}^\xi\). In \([49]\), the index \(N\) is chosen as being maximal such that all the renormalizing terms \(\tilde{\tau}_{n'} + \phi_{n'}^\xi\) display growth rates \(\tilde{\rho}_{n'}\) that are smaller than the desired \(\tilde{\rho}_n - \nu\) that we expect for \(\phi_n^\xi\). In other words, it is defined through
\[N := \min \{ n' \in \mathbb{N}, \tilde{\rho}_n - \tilde{\rho}_{n+1} - \nu < 0 \} < n.\]

The aim is to establish that the series \([49]\) converges absolutely. To achieve this convergence, we use Lemma 3.3 in order to finely estimate the behavior of the renormalized version of each \(\nabla \tilde{\phi}_{n,m}^\xi\) in a suitable weighted \(L^2\) norm.

Notice that, unless \(n\) is small (depending on \(\nu\) and \(\omega\)), in which case \(N = 0\), our strategy for estimating \(\phi_n^\xi\) requires us to assume that there already exist corner correctors for lesser indices \(n' \leq N\), the growth of which is controlled. Hence, we establish Proposition 3.4 by induction on the index \(n\). The inductive argument, which is the core of the proof, is isolated in Lemma 5.1 below due to its technicality.

**Lemma 5.1.** We place ourselves under the assumptions of Proposition 3.4. Let \(n \in \mathbb{N}\setminus\{0\}, m \in \mathbb{N}\) and define \(N \in \mathbb{N}\) by \([55]\). Next, we pick \(\tilde{\rho} \in (0, \tilde{\rho}_1), \rho \in (\tilde{\rho}_N, \tilde{\rho}_{N+1})\) sufficiently large so that
\[\tilde{\rho}_n - \rho - \nu < 0.\]

Assume that there exist corner correctors \(\phi_{n'}^\xi\) for \(n' \leq N\) such that \([55]\) is satisfied for a given \(r_* \geq 2\). Then, defining \(r_m := 2^m r_*\), there exist coefficients \(\gamma_{n,m,n'}\) for \(n' \in \{1, \ldots, N\}\) such that the following renormalized version of \(\nabla \tilde{\phi}_{n,m}^\xi\), for \(\tilde{\phi}_{n,m}^\xi\) defined by \([49]\), satisfies the far-field estimate : 
\[
\left( \int_{D_r} \left| \nabla \tilde{\phi}_{n,m}^\xi - \sum_{n'=1}^N \gamma_{n,m,n'} \nabla (\tilde{\tau}_{n'} + \phi_{n'}^\xi) \right|^2 \right)^{\frac{1}{2}} \lesssim_{\omega, \lambda, \tilde{\rho}, \nu, \rho} \frac{\tilde{\rho}_n - \rho - \nu}{\ln^2 (r_m) r^\rho} \text{ for all } r \in [r_0, r_m],\]

(97)
and the near-field estimate:

\[
\left( \int_{D_{2r} \setminus D_r} \left| \nabla \tilde{\phi}^\epsilon_{n,m} - \sum_{n'=1}^N \gamma_{n,m,n'} \nabla \left( \tilde{r}_{n'} + \phi^\epsilon_{n'} \right) \right|^2 \right)^{\frac{1}{2}} \lesssim_{\omega,\lambda,\nu,\nu,\rho,\lambda} \left\{ \begin{array}{ll}
r^{\tilde{\rho}_n + \nu - \tilde{\nu}} \ln^{\nu} (r_m) r^{-\tilde{\rho}_n - 1} & \text{if } N = 0, \\
r^{\tilde{\rho}_n - \rho - \nu} \ln^{\nu} (r_m) r^{\tilde{\rho}_n - 1} & \text{if } N \geq 1,
\end{array} \right.
\]

for all \( r \geq r_m \).

We remark that, following \[23,32,44\], in Lemma 5.1 we have split the various contributions \( \tilde{\phi}^\epsilon_{n,m} \) into near-field and far-field terms depending on \( m \). As we will see, the far-field contributions are handled directly with Lemma 3.3 whereas the near-field contributions are estimated via a dualized version of this argument.

In estimates (97) and (98), the exponent \( \rho = \tilde{\rho}_{N+1} \) cannot be reached. However, assuming that we have already built and estimated the corrector \( \phi^\epsilon_1 \), we can actually achieve the following improvement, which will prove useful in the proof of Proposition 3.4 for the case \( \omega = 2\pi \) and \( \nu = 1 \): Under the assumptions of Lemma 5.1, suppose that there exists a corner corrector \( \phi^\epsilon_1 \) such that (55) is satisfied with \( N = 1 \) for a given \( r_* \geq 2 \). Then, defining \( r_m := 2^m r_* \), there holds

\[
\left( \int_{D_r} | \nabla \tilde{\phi}^\epsilon_{1,m} |^2 \right)^{\frac{1}{2}} \lesssim_{\omega,\lambda,\nu,\nu} r_m^{\tilde{\rho}_1 - \tilde{\nu}} \ln^{\nu} (r_m) r^{-\tilde{\rho}_1 - 1} \quad \text{for all } r \in [r_0, r_m],
\]

and

\[
\left( \int_{D_{2r} \setminus D_r} | \nabla \tilde{\phi}^\epsilon_{1,m} |^2 \right)^{\frac{1}{2}} \lesssim_{\omega,\lambda,\nu,\nu} r_m^{\tilde{\rho}_1 - \nu} \ln^{\nu} (r_m) r^{-\tilde{\rho}_1 - 1} \quad \text{for all } r \geq r_m.
\]

These two above estimates are established in the proof of Lemma 5.1 below.

Equipped with Lemma 5.1 we are in a position to establish Proposition 3.4.

**Proof of Proposition 3.4.** The argument for obtaining (64) is exactly the same as for (62) and (63). The only thing to do is to replace \( \tilde{r}_n \) by the coordinate function \( x_i \). Therefore, in the sequel, we only show (62) and (63). In this proof, the constant \( \tilde{\rho}^* \lesssim 1 \) may change from line to line.

We establish Proposition 3.4 via induction on \( n \in \mathbb{N} \setminus \{0\} \), invoking at each step Lemma 5.1 in order to establish the absolute convergence of the gradient of the series (94).

We assume first that \( \omega < 2\pi \) or \( \nu < 1 \): this has the beneficial consequence that we may choose \( \tilde{\rho} < \tilde{\rho}_1 \), so that

\[
\tilde{\rho} + \tilde{\rho}_n \geq \nu \quad \text{for all } n \geq 1.
\]

(Indeed \( \omega = 2\pi \) corresponds to the case \( \tilde{\rho}_1 = 1/2 \); thus, in the case that \( \nu < 1 \), we have \( \nu - \tilde{\rho}_1 < 1/2 \).) Inequality (101) appears crucial when dealing with the near-field contributions of the renormalization of \( \nabla \tilde{\phi}^\epsilon_n \), cf. Step 2 below. We discuss the more delicate case \( \omega = 2\pi \) and \( \nu = 1 \) at the end of the proof (in Step 3). In that case, two stages are required: First, we establish a suboptimal growth rate on \( \phi^\epsilon_1 \), which is then, in turn, used to obtain the desired quasi-optimal growth rate on \( \phi^\epsilon_1 \).

**Step 1: From (62) to (63).** As a preliminary step, we explain how to get (63) from (62). Let \( r \geq 1 \). By the Poincaré inequality into which we insert (62), we have

\[
\left( \int_{D_{2r} \setminus D_r} \left| \tilde{\phi}^\epsilon_n \right|^2 \right)^{\frac{1}{2}} \leq C_{\star} r^{\tilde{\rho}_n - \nu} \ln^{\nu} (r + 1).
\]

Then, recalling estimates (61) and (14), we get

\[
\left( \int_{D_{2r} \setminus D_r} \left( 1 - \eta_{B,1} \right) \left( \eta_{nup} \tilde{\phi}_ni, \tilde{\phi}_i^{\text{up}} + \eta_{nbulk} \tilde{\phi}_i + \eta_{ndown} \tilde{\phi}_i^{\text{down}} \right) \partial_i \tilde{r}_n \right)^2 \lesssim r^{\tilde{\rho}_n - \nu} \ln^{\nu} (r + 1).
\]

Inserting (102) and (103) into the triangle inequality applied to (48) yields (63).
Step 2: Induction. Set $n \in \mathbb{N} \backslash \{0\}$, and define $N$ by (95) accordingly. We assume that, for all $n' < n$, (62) holds replacing $n \rightarrow n'$ (if $n = 1$, this is trivially true, since the statement is empty), and we establish that (62) holds for $n$.

First, we fix the constants $\gamma_{n,m,n'}$ in (94). By the inductive hypothesis, (62) and thus (63) hold for $n \rightarrow n' \leq N$, since $N \leq n - 1$. Moreover, by the Poincare and Caccioppoli inequality for equation (6), we also have

$$
\left( \int_{D_1} |\phi_{n'}^\varepsilon|^2 \right)^{\frac{1}{2}} \lesssim \left( \int_{D_1} |\nabla \phi_{n'}^\varepsilon|^2 \right)^{\frac{1}{2}} \lesssim \left( \int_{D_2 \backslash D_1} |\phi_{n'}^\varepsilon|^2 \right)^{\frac{1}{2}} + \left( \int_{D_2} |\nabla \phi_{n'}^\varepsilon|^2 \right)^{\frac{1}{2}} \lesssim C_{n'} + 1.
$$

Hence, there is a constant $C_n$ so that

$$
\left( \int_{D_2} |\phi_{n'}^\varepsilon|^2 \right)^{\frac{1}{2}} \lesssim 2^{-k} C_n \sum_{k=0}^{k-1} 2^{k(1+\rho_n-\nu)} \ln(2^{k'+1}) \lesssim \left( C_{n} 2^{-k\nu}(k+1)^{\nu} \right) 2^{k\rho_n}.
$$

Since $C_{n} 2^{-k\nu}(k+1)^{\nu}$ tends to 0 when $k \uparrow \infty$, there exists a radius $r_0 = r_\ast \lesssim C_{n} \nu$ such that (55) holds for $n \rightarrow n'$, for any $n' \leq N$. (Hereinafter, we neglect the dependence in $r_\ast$ of our estimates.) Hence we may apply Lemma 5.1 and associate coefficients $\gamma_{n,m,n'}$ for $n' \leq N$ to any function $\phi_{n,m}^\varepsilon$ (which are defined by (93) with $h$ given in (50)).

Let $k \in \mathbb{N}$. We estimate separately the far-field and near-field contributions of the renormalization of $\phi_{n,m}^\varepsilon$ on $D_{2^{k+1}r_\ast} \backslash D_{2^{k}r_\ast}$; they are dealt with using (97) and (98), respectively. All the far-field contributions sum up to

$$
\sum_{m=k+1}^{\infty} \left( \int_{D_{2^{k+1}r_\ast}} \left| \nabla \phi_{n,m}^\varepsilon \right|^2 \right)^{\frac{1}{2}} \lesssim \sum_{m=k+1}^{\infty} 2^{m(\rho_n-\rho-\nu)} (m+1)^{\nu} 2^{k(\rho-1)} \lesssim 2^{k(\rho_n-\rho-\nu)} (k+1)^{\nu} 2^{k(\rho-1)} \lesssim 2^{k(\rho_n-\rho-\nu)} (k+1)^{\nu}.
$$

If $N = 0$, all the near-field contributions sum up to (101) (recalling (101))

$$
\sum_{m=0}^{k} \left( \int_{D_{2^{k+1}r_\ast} \backslash D_{2^{k}r_\ast}} \left| \nabla \phi_{n,m}^\varepsilon \right|^2 \right)^{\frac{1}{2}} \lesssim \sum_{m=0}^{k} 2^{m(\rho_n+\rho-\nu)} (m+1)^{\nu} 2^{-k(\rho-1)} \lesssim 2^{k(\rho_n+\rho-\nu)} (k+1)^{1+\nu} 2^{-k(\rho+1)} \lesssim 2^{k(\rho_n-\rho-\nu)} (k+1)^{\nu}.
$$

whereas, if $N \geq 1$, we have

$$
\sum_{m=0}^{k} \left( \int_{D_{2^{k+1}r_\ast} \backslash D_{2^{k}r_\ast}} \left| \nabla \phi_{n,m}^\varepsilon \right|^2 \right)^{\frac{1}{2}} \lesssim \sum_{m=0}^{k} 2^{m(\rho_n-\rho-\nu)} (m+1)^{\nu} 2^{k(\rho_n-1)} \lesssim 2^{k(\rho_n-\rho-\nu)} (k+1)^{\nu+1} 2^{k(\rho_n-1)} \lesssim 2^{k(\rho_n-\rho-\nu)} (k+1)^{\nu+1}.
$$

In any case, by the triangle inequality, we obtain the absolute convergence of the gradient of the r. h. s. of (94) on any bounded subdomain of $D$ not containing a neighborhood of 0, as well as the following estimate:

$$
\left( \int_{D_{2^{k+1}r_\ast} \backslash D_{2^{k}r_\ast}} \left| \nabla \phi_{n}^\varepsilon \right|^2 \right)^{\frac{1}{2}} \lesssim 2^{k(\rho_n-\rho-\nu)} (k+1)^{\nu+1}.
$$

As a consequence, this establishes (62) for all $r \geq r_\ast$. Moreover, (62) can be proved for $r \in [1,r_\ast]$ by the same reasoning as above, but using only the near-field estimate (at the price of a constant depending algebraically in $r_\ast$). This concludes the induction step.

\footnote{Here, we are suboptimal by one logarithmic term, but this logarithmic term will show up in the case $\omega = 2\pi$ and $\nu = 1$.}
Step 2: Far-field estimate for (107) is sufficient for obtaining (97) and thus, we can execute the same argument as in Step 2 and get that (100) which in this case (that is \( \rho = \frac{1}{2} \) and \( \nu = 1 \)) read

\[
\left( \int_{D, r} \left| \nabla \phi_{1,m}^e \right| \right)^{\frac{1}{2}} \lesssim \omega_{\lambda, N, m} r_m^{-1} \ln \nu(r_m) r^{-\frac{1}{2}}
\]

for all \( r \in [r_0, r_m) \), \( m \geq 1 \), \( \nu \geq 1 \). Hence, we have established (62) and thus (63), replacing \( \nu \sim 1/2 \).

As a consequence, we may find a radius \( r_\star = r_0 \) such that (55) holds for \( N = 1 \). Hence, we can appeal to (99) and (100) which in this case (that is \( \rho = \frac{1}{2} \) and \( \nu = 1 \)) read

\[
\left( \int_{D, r} \left| \nabla \phi_{n,m}^e \right| \right)^{\frac{1}{2}} \lesssim \omega_{\lambda, N, m} r_m^{-1} \ln \nu(r_m) r^{-\frac{1}{2}}
\]

for all \( r \geq r_m \).

Thus, we can execute the same argument as in Step 2 and get that \( \tilde{\phi}_\xi^e \) satisfies (62).

Proof of Lemma 5.7. First, we show that

\[
\left( \int_{D} \left| \nabla \phi_{n,m}^e \right|^2 \right)^{\frac{1}{2}} \lesssim r_m^{\rho_n - \nu} \ln \nu(r_m).
\]

The latter is a consequence of the energy estimate applied to (65), combined with

\[
\left( \int_{D} \left| (\eta_{n,r_m} - \eta_{n,r_m-1}) h \right|^2 \right)^{\frac{1}{2}} \lesssim r_m^{\rho_n - \nu} \ln \nu(r_m),
\]

which itself derives from inserting (61) and (14) into (50).

The proof of (97) and (98) is divided into three steps: In Step 1, we appeal to Lemma 3.3 to renormalize \( \phi_{n,m}^e \) and establish the far-field estimate (97) for \( r \in [r_0, r_m-2] \). In Step 2, we extend (97) to the whole range \( r \in [\max\{r_0, r_m-2\}, r_m] \). In Step 3, we make use of a dualization argument and prove the near-field estimate (98).

Finally, in Step 4 we gather the needed adjustments to obtain the estimates (99) and (100).

Step 1: Far-field estimate for \( r \in [r_0, r_m-2] \). We may assume that \( m \geq 2 \), since otherwise the statement is empty (since \( r_m-2 < r_0 \)). By Lemma 3.3 there exist coefficients \( (\gamma_{n,n^{\prime}})_{n^{\prime} \in \{1, \ldots, N\}} \) such that for any \( r \in [r_0, r_m-2] \), we obtain (97) in form of

\[
\left( \int_{D, r} \left| \nabla \phi_{n,m}^e - \sum_{n^{\prime}=1}^{N} \gamma_{n,n^{\prime}} \left( \bar{\tau}_{\nu}^{n^{\prime}} + \phi_{n^{\prime}}^{e} \right) \right| \right)^{\frac{1}{2}} \lesssim \left( \int_{D, r_m-1} \left| \nabla \phi_{n,m}^e \right|^2 \right)^{\frac{1}{2}} \lesssim r_m^{\bar{\rho}_{n^{\prime}} - \rho_n - \nu} \ln \nu(r_m) r^{-\frac{1}{2}},
\]

Moreover, taking into account (58) and appealing to the Poincaré inequality as well as (107) yields

\[
|\gamma_{n,m,n^\prime}| \lesssim r_m^{-\rho_n} \left( \int_{D, r_m-1} \left| \phi_{n^\prime}^{e} \right|^2 \right)^{\frac{1}{2}} \lesssim r_m^{1-\rho_{n^\prime}} \left( \int_{D, r_m-1} \left| \nabla \phi_{n^\prime,m}^e \right|^2 \right)^{\frac{1}{2}} \lesssim r_m^{\bar{\rho}_{n^\prime} - \rho_n - \nu} \ln \nu(r_m) r^{\frac{1}{2}}.
\]

Step 2: Far-field estimate for \( r \in [\max\{r_0, r_m-2\}, r_m] \). We shall establish that, for any \( m \geq 2 \) it holds that

\[
\left( \int_{D, r} \left| \sum_{n^{\prime}=1}^{N} \gamma_{n,n^{\prime}} \nabla \left( \bar{\tau}_{\nu}^{n^{\prime}} + \phi_{n^{\prime}}^e \right) \right|^2 \right)^{\frac{1}{2}} \lesssim r_m^{\bar{\rho}_{n^{\prime}} - \rho_n - \nu} \ln \nu(r_m) r^{\frac{1}{2}},
\]

Inserting the above (110) and (107) into the triangle inequality yields the desired (97). Notice that in the case \( m \leq 1 \), (107) is sufficient for obtaining (97) and \( \gamma_{n,m,n^\prime} = 0 \).
Step 3 : Near-field estimate for $r \geq r_m$. We claim that, for $r \geq r_m$,

$$\left( \int_{D_{2r}} \left| \nabla \tilde{\phi}_{n,m} \right|^2 \right)^{\frac{1}{2}} \lesssim r_{m}^{-\bar{p} - \nu} \ln^{\nu}(r_{m}) r^{-1} \left( \int_{D_{2r}} \left| \tilde{\tau}_{n'} + \phi_{n'} \right|^2 \right)^{\frac{1}{2}} \quad (111)$$

Inserting $110$ and $109$ into the triangle inequality yields the desired estimate $98$ (recall that, if $N = 0$, there is no renormalization term).

Here comes the argument for $111$. We proceed by duality and pick a vector field $f \in L^2(D)$ with support in $D_{2r}\setminus D_r$. We define $v$ as the Lax-Milgram solution to $-\nabla \cdot a \nabla v = \nabla \cdot f$ in $D$, with $v = 0$ on $\Gamma$. Thus, since $a$ is symmetric thanks to Assumption A.1 we may rewrite

$$\int_{D} \nabla \tilde{\phi}_{n,m} \cdot f = - \int_{D} \nabla \tilde{\phi}_{n,m} \cdot a \nabla v \quad (63) \int_{D} (\eta_{B,r_m} - \eta_{B,r_{m-1}}) h \cdot \nabla v.$$

Since $v$ is a-harmonic inside $D_r$, we may appeal to Lemma A.3 (with $N \simeq 0$, $R \simeq r$, $r \simeq r_m$, and $\rho \simeq \bar{r}$) to the effect of

$$\left( \int_{D_{r_m}} \left| \nabla v \right|^2 \right)^{\frac{1}{2}} \lesssim r_{m}^{-\bar{p} - \nu} \left( \int_{D_{r_m}} \left| \nabla \phi \right|^2 \right)^{\frac{1}{2}} \quad (112).$$

Moreover, appealing to the energy estimate, we get

$$\int_{D_r} \left| \nabla v \right|^2 \lesssim \int_{D_{2r}} \left| f \right|^2.$$

Therefore, a duality argument produces $111$ through

$$\left( \int_{D_{2r}\setminus D_r} \left| \nabla \tilde{\phi}_{n,m} \right|^2 \right)^{\frac{1}{2}} \lesssim r_{m}^{-\bar{p} - \nu} \left( \int_{D_{r_m}} \left| \eta_{B,r_m} - \eta_{B,r_{m-1}} \right| h \right)^{\frac{1}{2}} \lesssim r_{m}^{-\bar{p} - \nu} \ln^{\nu}(r_{m}) r^{-\bar{p}}. \quad (113)$$

Step 4 : Estimates $99$ and $100$. We start with the argument for $99$. Since we assume that there exists a corner corrector $\tilde{\phi}_{1,m}^\epsilon$ such that $55$ is satisfied with $N = 1$, we can apply estimate $69$ (with $N = 1$) on $\tilde{\phi}_{1,m}^\epsilon$ in $D_{r_{m-1}}$ and, with applications of the Caccioppoli and Poincaré inequalities, obtain

$$\left( \int_{D_r} \left| \nabla \tilde{\phi}_{1,m}^\epsilon \right|^2 \right)^{\frac{1}{2}} \lesssim \left( \frac{r}{r_{m-2}} \right)^{\bar{p}_1 - 1} \left( \int_{D_{r_{m-1}}} \left| \nabla \tilde{\phi}_{1,m}^\epsilon \right|^2 \right)^{\frac{1}{2}} \lesssim \left( \int_{D_{r}} \left| \nabla v \right|^2 \right)^{\frac{1}{2}} \lesssim r_{m}^{-\nu} \ln^{\nu}(r_{m}) r^{-\bar{p}_1 - 1},$$

for any $r \in [r_0, r_{m-2}]$. The proof of $100$ follows by the same argument as for $111$ with the only change being that we use $59$ (with $N = 1$). The effect of this is that instead of $112$, we have

$$\left( \int_{D_{r_m}} \left| \nabla v \right|^2 \right)^{\frac{1}{2}} \lesssim r_{m}^{-\bar{p} - \nu_1} \left( \int_{D_r} \left| \nabla v \right|^2 \right)^{\frac{1}{2}}$$

which leads to the desired estimate $100$. \qed
5.2 Conditional Liouville principle: Argument for Corollary 3.5

The Liouville principle is a straightforward consequence of the following reformulation of Lemma 3.3 as an excess decay statement:

**Corollary 5.2** (Excess decay). Assume that the coefficient field $a$ satisfies Assumptions A.1 and A.2. Let $N \in \mathbb{N}$ and $\rho \in (\bar{\rho}_N, \bar{\rho}_{N+1})$. Then, for $\delta \ll_{\omega,N,\rho} 1$ and $C_0 \ll_{\omega,N,\rho} 1$, the following property holds: Let $r_+ \geq 1$. Assume that the extended correctors $(\phi, \sigma)$ and the corner correctors $\phi^c_n$, for $n \in \{1, \ldots, N\}$, satisfy \([56]\). Let $R \geq 1$ and $u$ satisfy \([56]\). Then, the tilt-excess defined by \([33]\) satisfies:

$$\text{Exc}_N(u; r) \leq C_0 \max \left\{ 1, \left(\frac{r}{R}\right)^{2(1+\rho)} \right\} \left(\frac{r}{R}\right)^{2\rho - 2} \text{Exc}_N(u; R) \quad \forall r \in [1, R]. \quad (114)$$

Furthermore, the infimum in \([33]\) is actually attained and we denote by $\gamma^r \in \mathbb{R}^N$ an optimal choice (for the radius $r$). Then, for $r \in [r_+, R]$ and $n \in \{1, \ldots, N\}$, it holds that

$$R^{\rho_n-1}|\gamma_n^r - \gamma_n^R| \lesssim_{\omega,N} \text{Exc}_N(u, R). \quad (115)$$

**Proof of Corollary 5.2.** Estimate \((114)\) is a direct consequence of Lemma 3.3 applied to the solution $u - \sum_{n=1}^N \gamma_n^R(\bar{\tau}_n + \phi^c_n)$ of \([56]\), cf. \([60]\). Hence it is left to establish the estimate \((115)\).

Instead of \((115)\), we prove the more general

$$\sum_{n=1}^N R^{2\rho_n-2}|\gamma_n^r - \gamma_n^R|^2 \lesssim_{\omega,N} \text{Exc}_N(u; R') \quad \text{for all} \quad r^* \leq r < R' \leq R. \quad (116)$$

We first consider the case $r < R' \leq 2r$. Using $r^{2\rho_n}f_{D_r}|\bar{\tau}_n|^2 = f_{D_r'}|\bar{\tau}_n|^2$ and the $L^2(D_r)$-orthogonality of the functions $\bar{\tau}_n$, we obtain

$$\sum_{n=1}^N r^{2\rho_n} (\gamma_n^r - \gamma_n^R)^2 \lesssim_{\omega,N} \sum_{n=1}^N \int_{D_r} |(\gamma_n^r - \gamma_n^R)|^2 \lesssim \int_{D_r} \left|\sum_{n=1}^N (\gamma_n^r - \gamma_n^R)\phi_n^c\right|^2 + \sum_{n=1}^N |\gamma_n^r - \gamma_n^R|^2 |\phi_n^c|^2. \quad (117)$$

A combination of the Cauchy-Schwarz inequality and \([53]\) yields

$$\int_{D_r} \left|\sum_{n=1}^N (\gamma_n^r - \gamma_n^R)\phi_n^c\right|^2 \leq \left(\sum_{n=1}^N r^{2\rho_n} (\gamma_n^r - \gamma_n^R)^2\right)^{1/2} \left(\sum_{n=1}^N r^{-2\rho_n} \int_{D_r} |\phi_n^c|^2\right)^{1/2} \lesssim \delta^2 \sum_{n=1}^N r^{2\rho_n} (\gamma_n^r - \gamma_n^R)^2.$$

Hence, the second term on the r. h. s. in \((117)\) can be absorbed into the l. h. s. provided $\delta \ll_{\omega,N} 1$. Thus, it remains to estimate the first term: We smuggle in $u$ and obtain with help of the Poincaré inequality, using as well $r \geq R'/2$, the relation

$$\int_{D_r} \left|\sum_{n=1}^N (\gamma_n^r - \gamma_n^R)(\bar{\tau}_n + \phi_n^c)\right|^2 \lesssim r^2 \text{Exc}_N(u; r) + R^2 \text{Exc}_N(u; R') \quad \overset{114}{\sim} R^2 \text{Exc}_N(u; R').$$

This proves the claimed estimate \((116)\) in the case $r < R' \leq 2r$.

The general case follows by a standard dyadic argument, similar to Step 3 of the proof of Lemma 3.3: Consider $r^* \leq r < R' \leq R$ and fix $M \in \mathbb{N}$ such that $2^{-(M+1)}R' < r \leq 2^{-M}R'$. Then, we have for all $n \in \{1, \ldots, N\}$

$$(2^{-M}R')^{\rho_n-1}|\gamma_n^r - \gamma_n^R|^2 \lesssim (\text{Exc}_N(u; 2^{-M}R'))^{\frac{1}{2}},$$

$$2^{-m}R^{\rho_n-1}|\gamma_n^{-(m+1)}R' - \gamma_n^{-m}R'| \lesssim (\text{Exc}_N(u; 2^{-m}R'))^{\frac{1}{2}},$$

for $m \leq M$. Hence, for any $n \in \{1, \ldots, N\}$, \((114)\) with $\rho = \frac{1}{2}(\rho_N + \rho_{N+1})$ yields

$$R^{\rho_n-1}|\gamma_n^r - \gamma_n^R| \lesssim \sum_{m=0}^M 2^{(\rho_n-1)m} (\text{Exc}_N(u; 2^{-m}R'))^{\frac{1}{2}} \overset{114}{\sim} \sum_{m=0}^M 2^{(\rho_n-\rho)m} (\text{Exc}_N(u; R'))^{\frac{1}{2}} \lesssim (\text{Exc}_N(u; R'))^{\frac{1}{2}},$$

which finishes the proof.

□
Proof of Corollary 3.5. Let \( \tilde{\rho} \in (\rho, \rho_{N+1}) \) and \( 1 \leq r \leq R/2 \). By Proposition 3.4, there exists a radius \( r_* \geq 1 \) above which (35) holds, so that we may apply Corollary 5.2 to \( u \), which is \( a \)-harmonic in \( D_R \). Hence, by the Caccioppoli inequality and (34), we get

\[
\text{Exc}_N(u; r) \leq C_0 \max \left\{ 1, \left( \frac{r_*}{r} \right)^{2+2\beta} \right\} \left( \frac{r}{R} \right)^{2\beta-2} \int_{D_R} |\nabla u|^2 \leq C_0 \max \left\{ 1, \left( \frac{r_*}{r} \right)^{2+2\beta} \right\} \frac{r^{2\beta-2}}{R^{2\beta}} \int_{D_{2R}} |u|^2 \]

and thus \( \text{Exc}_N(u; r) = 0 \) and \( u = \sum_{n=0}^{N} \gamma_n^r (\tau_n + \phi_n^r) \) on \( D_r \) for any \( r \geq 1 \). Moreover, it follows from (115) that the coefficients \( \gamma_n^r \) do not depend on \( r \) for \( r \geq r_* \) (since \( |\gamma_n^r - \gamma_n^R| \leq R^{-1}(\text{Exc}_N(u, R))^{1/2} = 0 \) for all \( r_* \leq r < R \)). This concludes the proof.

\[
\Box
\]

6 Large-scale Lipschitz regularity and quasi-optimal corner corrector estimates : Proofs of Theorems 2.2 and 2.4

This section contains the proofs of Theorems 2.2 and 2.4. As previously discussed in Section 3, the plan is to convert the conditional results Lemma 3.3 and Proposition 3.4 into Theorems 2.2 and 2.4 respectively, where Proposition 3.4 must also be localized. In the course of the proof of Theorem 2.4, we will make use of an \( L^\infty \)-like annealed estimate, which we derive as a consequence of Theorem 2.2. In both proofs, the constant \( \nu_1 \) may change from line to line.

6.1 Large-scale regularity at the corner: Proof of Theorem 2.2

Proof of Theorem 2.2. The proof of Theorem 2.2 is divided in three steps: In Step 1, we establish

\[
(\int_{D_r} |(\phi, \phi, 1)_{D, up}, (\phi, \phi, 1)_{D, down}, (\sigma, \sigma, 1)_{D, up}, (\sigma, \sigma, 1)_{D, down}|^2)^{1/2} \leq C_* r^{1-\nu} \ln^\nu (r+1) \quad \text{for all } r \geq 1,
\]

(118)

where the random constant \( C_* \geq 2 \) satisfies (26). The proof relies on a classical manipulation, based on estimates in weighted \( \ell^p \) spaces. In Step 2, using Proposition 3.4, we show that there exist corner correctors \( \phi_n^r, \) for \( n \in \mathbb{N} \setminus \{0\} \), and Dirichlet correctors \( \phi_j^D \), for \( j = 1, 2 \), that satisfy (62), (63), and (64), with \( \nu_1 \leq 1 \) and \( C_* \geq 2 \) satisfies (26) for \( N \sim n \). Last, in Step 3, we prove (29).

Step 1: Argument for (118). Since the proof of (118) is similar for \( \phi, \phi, 1 \) and \( \sigma, \sigma, 1 \), we only provide it for \( \phi \) (for \( \nu_1 := \nu + 2 \)). Appealing to a dyadic argument and the triangle inequality, we obtain (118) in form of

\[
\left( \sup_{r \geq 1} \frac{1}{r^{1-\nu} \ln^\nu (r+1)} \left( \int_{D_r} |\phi|^2 \right)^{1/2} \right)^p \leq \sum_{k=1}^{\infty} \left( \frac{1}{2^{k(1-\nu)} k^{2\nu+2}} \left( \int_{D_{2^k r}} |\phi|^2 \right)^{1/2} \right)^p \leq \sum_{k=1}^{\infty} \frac{1}{k^{2p}} \leq 1.
\]

Step 2: Argument for (62), (63), and (64) with \( C_* \geq 2 \) satisfying (26). Since (118) holds, if we replace the coefficient field by a rescaled version \( a \sim a_\epsilon := a(\cdot/\epsilon) \), then the extended correctors (either half-space or not) are rescaled according to the rule \( \phi \sim \phi_\epsilon = \epsilon \phi(\cdot/\epsilon) \). Thus, (118) is turned into

\[
\left( \int_{D_{r/\epsilon}} |(\phi_\epsilon, \phi_\epsilon, 1)_{D, up}, (\phi_\epsilon, \phi_\epsilon, 1)_{D, down}, (\sigma_\epsilon, \sigma_\epsilon, 1)_{D, up}, (\sigma_\epsilon, \sigma_\epsilon, 1)_{D, down}|^2 \right)^{1/2} \leq C_* \epsilon^{1-\nu} \ln^\nu (r/\epsilon) \quad \text{for all } \epsilon > 0 \text{ and } r \geq 1.
\]

(119)

Hence (as \( C_* \geq 2 \)) we may choose \( \epsilon \gg 1 \) such that \( \epsilon := (C_* - 9) \) satisfies

\[
C_* \epsilon^\nu \ln^\nu (\epsilon^{-1}) = \frac{\nu^\nu}{\nu^\nu} C_*^{1-\nu} \ln^\nu (C_* \epsilon^\nu) < 1.
\]

For such a choice of \( \nu \) and \( \epsilon \), \( \phi_\epsilon, \phi_\epsilon, 1)_{D, up}, (\phi_\epsilon, \phi_\epsilon, 1)_{D, down}, (\sigma_\epsilon, \sigma_\epsilon, 1)_{D, up}, (\sigma_\epsilon, \sigma_\epsilon, 1)_{D, down} \) satisfy (61), where we replace \( \nu \sim \nu_1 \) (since \( C_* \) is finite almost surely, we have \( \epsilon > 0 \) almost surely). As a consequence, we may apply Proposition 3.4 to the rescaled coefficient field \( a_\epsilon \), which therefore possesses corner correctors \( \phi_\epsilon, \phi_\epsilon, 1)_{D, up}, (\phi_\epsilon, \phi_\epsilon, 1)_{D, down} \) that satisfy estimates (62), (63) and (64) for some \( \nu_1 \) and \( C_* \sim C_* \sim (C_* \epsilon^\nu \ln^\nu (C_* \epsilon^\nu))^\nu \sim 1 \). Rescaling back these estimates yields (62), (63), and (64) with \( C_* \sim (C_* \epsilon^\nu \ln^\nu (C_* \epsilon^\nu))^\nu \) for \( C_* \) from (118). Since \( C_* \) satisfies (26) the random constant \( \tilde{C}_* \) also satisfies (26).
Step 3: Argument for Corollary 6.2. By (118), and (62), and (63), (using the Poincaré and Caccioppoli estimates for estimating $\left(\int_{D_1} |\phi|_n^2 \right)^{\frac{1}{2}}$), we may select a radius $r_s \geq 1$ satisfying (26) for $C_\ast \sim r_s$ such that (55) is satisfied, so that we may apply Lemma 3.3. This provides constants $\gamma_1, \cdots, \gamma_N$ such that,

$$
\left(\int_{D_r} |\nabla u - \sum_{n=1}^N \gamma_n \nabla (\tilde{u}_n + \phi_n^e)|^2 \right)^{\frac{1}{2}} \lesssim_{\omega, A, N, \rho} \left(1 + \frac{r_s}{r}\right)^{1+\tilde{\rho}_N+1} \left(\frac{r}{R}\right)^{\tilde{\rho}_N+1-1} \left(\int_{D_R} |\nabla u|^2\right)^{\frac{1}{2}}. \tag{120}
$$

\[\square\]

6.2 $L^\infty$-like annealed estimates

We first state a direct consequence of [23, Th. 1 & Th. 2]:

**Corollary 6.1.** Let $x$ and $R$ be such that $2 \leq R \leq |x|/2$. Under Assumptions A.1, A.2, and A.3 if $u$ satisfies

$$
- \nabla \cdot a \nabla u = \nabla \cdot h \text{ in } D_R(x) \quad \text{and } u = 0 \text{ on } \Gamma_R(x), \tag{121}
$$

then there holds

$$
\left\langle \left(\int_{D_{1}(x)} |\nabla u|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\omega, p, p'} \left\langle \left(\int_{D_R(x)} |\nabla u|^2 \right)^{\frac{p}{2}} \right\rangle + \ln(R) \sup_{x' \in D_R(x)} \left\langle \left(\int_{D_{1}(x')} |h|^2 \right)^{\frac{p}{2}} \right\rangle, \tag{122}
$$

for $p \in [1, \infty)$ and $p' > p$.

Notice that, in Corollary 6.1, the geometrical situation involves only flat boundaries and not the tip of the corner. A similar result can be derived from Theorem 2.2:

**Corollary 6.2.** Let $r \geq 2$ and $K \in \mathbb{N} \setminus \{0\}$. Under Assumptions A.1, A.2, and A.3 if $u$ satisfies

$$
- \nabla \cdot a \nabla u = \nabla \cdot h \text{ in } D_{2K}r \quad \text{and } u = 0 \text{ on } \Gamma_{2K}r, \tag{123}
$$

there holds

$$
\left\langle \left(\int_{D_r} |\nabla u|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\omega, p, p'} \left\langle \left(\int_{D_{2K}r} |h|^2 \right)^{\frac{p}{2}} \right\rangle + \sum_{k=1}^{K-1} 2^{k(1-\tilde{\rho}_1)} \left\langle \left(\int_{D_{2K+1\setminus D_{2k}r}} |\nabla u|^2 \right)^{\frac{p}{2}} \right\rangle \tag{124}
$$

for all $p \in [1, \infty)$ and $p' > p$.

Both Corollaries 6.1 and 6.2 are obtained from quenched regularity results by similar proofs, which are based on a dyadic argument. Hence, we only establish Corollary 6.2 which is a genuine new result (compared to Corollary 6.1).

**Proof of Corollary 6.2.** We extend $h$ by 0 outside $D_{2K}r$, and appeal to a dyadic argument. For this, we introduce $v = \sum_{k=0}^{K-1} w_k$, where, for all $k \in \{0, \cdots, K-1\}$, $w_k$ satisfies $w_k = 0$ on $\Gamma$ and

$$
- \nabla \cdot a \nabla w_0 = \nabla \cdot (\eta_{B, r}h) \text{ in } D, \quad \tag{125}
$$

$$
- \nabla \cdot a \nabla w_k = \nabla \cdot ((\eta_{B, 2k+1} - \eta_{B, 2k}^e) h) \text{ in } D, \quad \text{for all } k \in \{1, \cdots, K-1\}. \tag{126}
$$

Notice that there holds

$$
- \nabla \cdot a \nabla (u - v) = 0 \text{ in } D_{2K}r \quad \text{and } u - v = 0 \text{ on } \Gamma_{2K}r. \tag{127}
$$
Step 1: Estimates on \( w_k \). By taking the \( L^p(\cdot) \) moment of the energy estimate applied to \( |w| \), we get

\[
\left\langle \left( \int_{D_r} |\nabla w_k|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \left\langle \left( \int_{D_r} |h|^2 \right)^{\frac{p}{2}} \right\rangle. \tag{128}
\]

Similarly, for \( k \in \{1, \ldots, K-1\} \), we get

\[
\left\langle \left( \int_{D_r} |\nabla w_k|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \left\langle \left( \int_{D_{2r}} |h|^2 \right)^{\frac{p}{2}} \right\rangle. \tag{129}
\]

Next, we may apply Theorem 2.2 to \( w_k \), which is a-harmonic inside \( D_{2k-1} \). Notice that using \( N = 0 \) in \( \ref{eq:inequality} \) yields

\[
\left( \int_{D_r} |\nabla w_k|^2 \right)^{\frac{p}{2}} \lesssim C \cdot 2^{k(1 - \rho_1)} \left( \int_{D_{2r}} |\nabla w_k|^2 \right)^{\frac{p'}{2}}.
\]

Hence, taking the \( L^p(\cdot) \) moment, using the Hölder inequality, and then \( \ref{eq:inequality} \) (replacing \( p \) by \( p' > p \)) and \( \ref{eq:inequality} \), we obtain

\[
\left\langle \left( \int_{D_r} |\nabla w_k|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim 2^{k(1 - \rho_1)} \left\langle \left( \int_{D_{2r}} |\nabla w_k|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}}. \tag{130}
\]

Step 2: Estimate on \( u \). Since \( u - v \) is a-harmonic inside \( D_{2K-1} \) (cf. \( \ref{eq:inequality} \)), we may apply the same reasoning as in Step 1, getting from Theorem 2.2 that

\[
\left\langle \left( \int_{D_r} |\nabla (u - v)|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim 2^{K(1 - \rho_1)} \left\langle \left( \int_{D_{2K-1}} |\nabla u|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}}.
\]

Using the triangle inequality (and the energy estimate for \( v \)), the above estimate transforms into

\[
\left\langle \left( \int_{D_r} |\nabla (u - v)|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim 2^{K(1 - \rho_1)} \left\langle \left( \int_{D_{2K-1}} |\nabla u|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + 2^{K(1 - \rho_1)} \left\langle \left( \int_{D_{2K-1}} |h|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}}. \tag{131}
\]

Hence, using once more the triangle inequality, into which we insert \( \ref{eq:inequality} \), \( \ref{eq:inequality} \), and \( \ref{eq:inequality} \), we obtain

\[
\left\langle \left( \int_{D_r} |\nabla u|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \sum_{k=1}^{K-1} 2^{k(1 - \rho_1)} \left\langle \left( \int_{D_{2k+1} \setminus D_{2k-1}} |h|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + \left\langle \left( \int_{D_r} |h|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + 2^{K(1 - \rho_1)} \left\langle \left( \int_{D_{2K-1}} |\nabla u|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + 2^{K(1 - \rho_1)} \left\langle \left( \int_{D_{2K-1}} |h|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}}.
\]

By observing that the fourth term on the r. h. s. may be absorbed by the first two, we retrieve \( \ref{eq:inequality} \). \( \square \)

### 6.3 Local annealed estimates on the corner correctors: Proof of Theorem 2.4

**Proof of Theorem 2.4** As in the proof of Proposition 3.4, the proof of \( \ref{eq:inequality} \) can be readily adapted to establish \( \ref{eq:inequality} \). Therefore, we only prove the former.

Let \( x \in D \). By Step 2 of the proof of Theorem 2.2, we already have that \( \nabla \tilde{\phi}_n \) satisfies \( \ref{eq:inequality} \), where \( C_n \) satisfies \( \ref{eq:inequality} \). Localizing this estimate by means of Corollary 6.1, we establish

\[
\left\langle \left( \int_{D(x)} |\nabla \tilde{\phi}_n|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\Xi, p, n} (|x| + 1)\bar{\rho}_n - 1 - \nu \ln^p (|x| + 2). \tag{132}
\]
Then, integrating this estimate along a path and appealing to the Minkowski inequality, we get that
\[
\left\langle \left( \int_{D(x)} |\nabla \tilde{\phi}_n^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\Xi,p,n} (|x| + 1)^{\tilde{p}_n - \nu} \ln^{\tilde{p}}(|x| + 2).
\] (133)

Last, recalling the decomposition (48) and invoking the maximum principle, we finally obtain the desired (35). In our proof below, the random field \( C, \) may change from line to line, but is always assumed to satisfy (31).

**Step 1 : Argument for** (132). W. l. o. g., we may assume that \( |x| \geq 8. \) Recall that \( \tilde{\phi}_n^\epsilon \) satisfies (49), the r. h. s. of which is controlled in a very strong norm (almost \( L^\infty \)). We apply Corollary 6.1 for \( u \sim \tilde{\phi}_n^\epsilon, R \sim |x|/2, \) and then recall (62) and (51), obtaining (133) as follows:
\[
\left\langle \left( \int_{D(x)} |\nabla \tilde{\phi}_n^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \left\langle \left( \int_{D(x)} |\nabla \phi_n^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\Xi,p,n} (|x| + 1)^{\tilde{p}_n - \nu} \ln^{\tilde{p}}(|x| + 2).
\]

Next, for any \( x \in D \) with \( \text{dist}(x, \Gamma) > 1, \) let \( x' \) be such that \( |x'| = |x| \) and \( \text{dist}(x', \Gamma) = 1, \) and we denote by \( A \) the arc from \( x \) to \( x'. \) Hence, we have
\[
\left| \int_{B(x)} \phi^\epsilon - \int_{B(x')} \phi^\epsilon \right| = \left| \int_{A} \left( \int_{B(z)} \nabla \phi^\epsilon \right) \cdot dz \right|.
\]

Taking the \( L^p \)-moment for \( p \geq 2 \) and appealing to the Cauchy-Schwarz estimate and the Minkowski inequality yields
\[
\left\langle \left( \int_{B(x)} \phi^\epsilon - \int_{B(x')} \phi^\epsilon \right)^p \right\rangle \lesssim \int_{A} \left\langle \left( \int_{B(z)} |\nabla \phi^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle |dz|.
\]

Last, inserting (132) into the above estimate, we easily get (133).

**Step 2 : Argument for** (134). First, by the Poincaré inequality (since \( \phi_n^\epsilon = 0 \) on the boundary \( \Gamma \)), for any \( x \in D \) such that \( \text{dist}(x, \Gamma) \leq 1, \) we have that
\[
\left\langle \left( \int_{D(x)} |\nabla \phi_n^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \left\langle \left( \int_{D(x)} |\nabla \tilde{\phi}_n^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\Xi,p,n} (|x| + 1)^{\tilde{p}_n - \nu} \ln^{\tilde{p}}(|x| + 2).
\]

Next, by the Poincaré-Wirtinger estimate, invoking (132) and (133), we have
\[
\left\langle \left( \int_{D(x)} |\nabla \tilde{\phi}_n^\epsilon|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim_{\Xi,p,n} (|x| + 1)^{\tilde{p}_n - \nu} \ln^{\tilde{p}}(|x| + 2).
\] (134)

By the De Giorgi-Nash-Moser theorem [26, Th. 8.25 p. 202] to \( u \) in the form \( |\phi_n^\epsilon(x)| = |u(x)| \lesssim_{\lambda, \omega} (\int_{D(x)} |u|^2)^{\frac{1}{2}}. \) Appealing to the triangle inequality on the decomposition (48), into which we insert (141), (147), and (134), we finally obtain (35).

**7 Error estimate for the nonstandard 2-scale expansion: Argument for Theorem 2.5**

**7.1 Construction of the corner flux-correctors: Proof of Lemma 3.6**

*Proof of Lemma 3.6.* In this proof, the constant \( \tilde{\nu} \lesssim_{\nu} 1 \) may change from line to line. Let \( i = 1, 2. \) This proof proceeds in three steps: In Step 1, we construct \( \tilde{\sigma}_i^n \); this relies on the extension of a given divergence-free field, that
we establish in Step 2. In Step 3, we establish
\[
\left( \frac{\int_{D(x)} |\nabla \sigma_i^D|^2}{|g_i|^2} \right)^{\frac{1}{p}} \lesssim (|x| + 1)^{-\nu \ln \nu (|x| + 2) \quad \text{for all } p \in [1, \infty) \text{ and } x \in D. \quad (135)
\]

Last, in Step 4, we prove (67).

**Step 1: Construction of $\tilde{\sigma}_i^D$.** We begin by constructing the skew-symmetric correction $\tilde{\sigma}_i^D$ in (66). From (65) we see that $\tilde{\sigma}_i^D$ must satisfy
\[
\nabla \cdot \tilde{\sigma}_i^D = a(\nabla \phi_i^D + e_i) - \bar{a} e_i - \nabla \cdot \left( (1 - \eta_{B,1}) \left( \eta_{up}\sigma_i^{D,up} + \eta_{bulk}\sigma_i^D + \eta_{down}\sigma_i^{D,down} \right) \right) \quad \text{in } D. \quad (136)
\]

Using the ansatz for $\phi_i^D$ given by (48) with $\bar{\tau}_n$ replaced by $x_i$, i.e.
\[
\phi_i^D = (1 - \eta_{B,1}) \left( \eta_{up}\phi_i^{D,up} + \eta_{bulk}\phi_i + \eta_{down}\phi_i^{D,down} \right) + \tilde{\phi}_i^D,
\]
the equations (46) satisfied by $\sigma_i^{D,up}$ and $\sigma_i^{D,down}$, and, similarly to (50), the notation
\[
h_i := \eta_{B,1}(a - \bar{a})e_i + \left( a\phi_i^{D,up} - a\sigma_i^{D,up} \right) (1 - \eta_{B,1}) \eta_{up} + \left( a\phi_i^{D,down} - a\sigma_i^{D,down} \right) (1 - \eta_{B,1}) \eta_{down} \quad (137)
\]
the r. h. s. of (136) becomes
\[
\begin{align*}
a\nabla \tilde{\phi}_i^D + a\phi_i^{D,up} \nabla (1 - \eta_{B,1}) \eta_{up} &+ a\phi_i (1 - \eta_{B,1}) \eta_{bulk} + a\phi_i^{D,down} \nabla (1 - \eta_{B,1}) \eta_{down} \\
+ (1 - \eta_{B,1}) \left( \eta_{up} a\nabla \phi_i^{D,up} + \eta_{bulk} a\nabla \phi_i + \eta_{down} a\nabla \phi_i^{D,down} \right) &+ (a - \bar{a})e_i \\
- \sigma_i^{D,up} \nabla (1 - \eta_{B,1}) \eta_{up} &- \sigma_i \nabla (1 - \eta_{B,1}) \eta_{bulk} - \sigma_i^{D,down} \nabla (1 - \eta_{B,1}) \eta_{down} \\
- (1 - \eta_{B,1}) \left( \eta_{up} \left( a\nabla \phi_i^{D,up} + (a - \bar{a}) e_i \right) + \eta_{bulk} (a\nabla \phi_i + (a - \bar{a}) e_i) + \eta_{down} \left( a\nabla \phi_i^{D,down} + (a - \bar{a}) e_i \right) \right)
\end{align*}
\]
\[
= a\nabla \tilde{\phi}_i^D + h_i. \quad (138)
\]

Combining (136) and (138), we obtain that $\tilde{\sigma}_i^D$ is required to solve
\[
\nabla \cdot \tilde{\sigma}_i^D = a\nabla \tilde{\phi}_i^D + h_i \quad \text{in } D. \quad (139)
\]

By adapting (49) to $\tilde{\phi}_i^D$, we immediately obtain that the r. h. s. of (139) is divergence-free. To construct a solution of (139) we emulate previous constructions of adapted vector potentials, e.g. in [23] or [32], and for now take for granted the existence of an extension $g_i$ of $a\nabla \tilde{\phi}_i^D + h_i$ to $\mathbb{R}^2$ that is divergence-free and satisfies
\[
\left( \left( \int_{B_1(x)} |g_i|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim (|x| + 1)^{-\nu \ln \nu (|x| + 2) \quad \text{for all } x \in \mathbb{R}^2 \text{ and } p \in [1, \infty). \quad (140)
\]

Then, for $j = 1, 2$, we seek strictly subquadratic solutions to
\[
-\Delta N_{ij} = g_i \cdot e_j \quad (141)
\]
and take the ansatz
\[
\tilde{\sigma}_{ijk}^D = \partial_j N_{ik} - \partial_k N_{ij}. \quad (142)
\]

Taking the divergence of the ansatz for $\tilde{\sigma}_{ijk}^D$, we see that
\[
\partial_l \tilde{\sigma}_{ijk}^D = \partial_k \partial_j N_{lk} - \partial_l \partial_k N_{ij} = g_i \cdot e_j \quad \text{in } \mathbb{R}^2,
\]
where we have used (141), and the Liouville principle for harmonic functions and that $g$ is divergence-free to deduce that $\partial_k N_{ik}$ is a constant.
To complete our construction of $\bar{\sigma}^D_i$ it remains to obtain strictly subquadratic solutions of the equations \(141\) and to show the existence of the extension $g$. To accomplish the former task we notice that because $g$ is divergence-free, \(141\) can be re-written in divergence-form as

$$-\Delta N_{ij} = \nabla \cdot (x \cdot e_j g_i) \quad \text{in} \quad \mathbb{R}^2.$$  \hspace{1cm} (143)

Using a covering argument and \(140\) we see that the relation

$$\left( \frac{1}{r^p} \right) \sup_{x' \in B_r} \left( \int_{B_{r}(x')} |x \cdot e_j g_i| \right)^{\frac{p}{2}} \leq r^1 - \nu \ln \tilde{N} (r + 1)$$  \hspace{1cm} (144)

holds for $r \geq 1$ and $p \in [1, \infty)$.

By \[32\] Lemma A.1, there exists almost-surely a distributional solution $N_{ij} \in H^{1}_{loc}(\mathbb{R}^2)$ of \(143\) satisfying

$$\lim_{r \to \infty} \sup \left[ r^{-1} \left( \int_{B_r} \left| \nabla N_{ij} - \int_{B_r} \nabla N_{ij} \right|^2 dx \right)^\frac{1}{2} \right] = 0.$$  \hspace{1cm} (145)

Furthermore, it also follows from \[32\] Lemma A.1, using \(144\), that this solution satisfies

$$\left( \int_{B_r} \left| \nabla N_{ij} - \int_{B_r} \nabla N_{ij} \right|^2 dx \right)^\frac{1}{2} \leq r^1 - \nu \ln \tilde{N} (r + 1) \quad \text{for all} \quad r \geq 1.$$  \hspace{1cm} (146)

**Step 2 : Divergence-free extension of $a\nabla \bar{\phi}^D_i + h_i$.** By Lemma A.1 of the Appendix, we may construct the extension $g_i$ of $a\nabla \bar{\phi}^D_i + h_i$ to $\mathbb{R}^2$ that has been used in Step 1.

We then check that \(140\) is satisfied. Let $x \in D$ and $p \in [1, \infty)$. By \[137\], using Proposition 3.1, we see that the analogue of \(51\) is

$$\left( \int_{D(x)} |h_i| \right)^{\frac{p}{2}} \leq (|x| + 1)^{-\nu} \ln \tilde{N}(|x| + 2).$$  \hspace{1cm} (147)

Furthermore, using the argument in Step 1 of the proof of Theorem 2.4 and \[64\], we see that the analogue of \(132\) is

$$\left( \int_{D(x)} |\nabla \bar{\phi}^D_i|^2 \right)^{\frac{p}{2}} \leq (|x| + 1)^{-\nu} \ln \tilde{N}(|x| + 2).$$  \hspace{1cm} (148)

Thus, obtaining \(140\) is a simple matter of combining \(147\) and \(148\) with the definition of $\bar{H}$ in Lemma A.1.

**Step 3: Argument for \(135\).** W. l. o. g., we assume that $|x| \geq 8$. By the ansatz \(142\), the Caccioppoli estimate, and then \(140\) and \(140\) combined with a covering argument in which we use the Minkowski inequality, we obtain that

$$\left( \int_{B|x|} |\nabla \bar{\phi}^D_i|^2 \right)^{\frac{p}{2}} \lesssim \left( \int_{B|x|} |\nabla^2 N_{ij}|^2 \right)^{\frac{p}{2}} \lesssim \frac{1}{|x|} \left( \int_{B|x|} \left| \nabla N_{ij} - \int_{B|x|} \nabla N_{ij} \right|^2 dx \right)^{\frac{p}{2}} + \left( \int_{B|x|} \left| g_i \right|^2 \right)^{\frac{p}{2}} \lesssim |x|^{-\nu} \ln \tilde{N} |x|.$$

To finish the argument for \(135\) we resort to the following estimate:

$$\left( \int_{B|x|} |\nabla \bar{\phi}^D_i|^2 \right)^{\frac{p'}{2}} \lesssim \left( \int_{B|x|} |\nabla \bar{\phi}^D_i|^2 \right)^{\frac{p'}{2}} + |x|^{-\nu} \ln \tilde{N} |x| \quad \text{for all} \quad p' > p.$$  \hspace{1cm} (149)
which is proved below. Indeed, the conjunction of the two above estimates gives \((135)\).

Here comes the proof of \((149)\). By applying the Laplacian to \((142)\) and using \((141)\), we obtain
\[
- \Delta \bar{\sigma}^D_{ij} = - \partial_j \Delta N_{ik} + \partial_k \Delta N_{ij} = \partial_j (g e_k) - \partial_k (g e_j).
\]

Thus, we may apply Corollary [6.1] in the easier case where \(a = \text{Id}\) and where the sets \(D_r\) are replaced by balls \(B_r\) (furthermore, no boundary condition needs to be considered). This yields \((149)\) through
\[
\left\langle \left( \int_{B(x)} |\nabla \sigma^D_i|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \left\langle \left( \int_{B_{tx}(x)} |\nabla \sigma^D_i|^2 \right)^{\frac{p}{2}} \right\rangle + \ln (|x|) \sup_{x' \in B_{tx}(x)} \left\langle \left( \int_{B(x')} |g_i|^2 \right)^{\frac{p}{2}} \right\rangle,
\]
into which we insert \((140)\).

**Step 4: Argument for \((67)\).** Let \(x \in D\). We integrate
\[
\left| \int_{B(x)} \bar{\sigma}^D_i - \int_{B} \sigma^D_i \right| \leq |x| \left| \int_{0}^{1} \left( \int_{B_{tx}(x)} \nabla \bar{\sigma}^D_i \right) dt \right|.
\]
Hence, by the Minkowski inequality and \((135)\), we get
\[
\left\langle \left( \int_{B(x)} \bar{\sigma}^D_i - \int_{B} \sigma^D_i \right)^p \right\rangle \lesssim |x| \int_{0}^{1} \left\langle \left( \int_{B_{tx}(x)} |\nabla \sigma^D_i|^2 \right)^{\frac{p}{2}} \right\rangle dt
\leq (|x| + 1)^{1-\nu} \ln (|x| + 2) \int_{0}^{1} t^{-\nu} dt \lesssim (|x| + 1)^{1-\nu} \ln (|x| + 2).
\]
Using the Poincaré inequality as well as \((135)\), this implies
\[
\left\langle \left( \int_{B(x)} |\bar{\sigma}^D_i - \int_{B} \sigma^D_i |^2 \right)^{\frac{p}{2}} \right\rangle \lesssim (|x| + 1)^{1-\nu} \ln (|x| + 2).
\]
Up to substracting a constant in the definition of \(\bar{\sigma}^D_i\), we finally get \((67)\) by appealing to the decomposition \((66)\), into which we insert \((23)\) and \((47)\).

**7.2 Equation satisfied by the nonstandard 2-scale expansion \((69)\): Proof of Lemma \[3.7\]**

**Proof of Lemma \[3.7\].** For use later on, in order to avoid singularities at the tip of the sector (the small scales), we show a generalization of \((70)\). In particular, as is seen in \((151)\) below, we resort to the use of additional singular functions \(\bar{\gamma}_n\) with a very sharp cut-off near the corner.

**Step 1: Generalizing \((70)\).** We choose \(M \in \mathbb{N}\), \(\chi := \eta_{B,1}\), and the cut-off function \(\chi_\varepsilon := \eta_{B,\varepsilon}\), and we generalize \((69)\) by the following 2-scale expansion :
\[
\bar{u}^{N,M}_\varepsilon := (1 + \phi_{\varepsilon,n}^D \partial_i) \bar{u}_{\varepsilon,n}^{N,M} + \sum_{n=1}^{N} \bar{\gamma}_n \bar{\tau}_n + \phi_{\varepsilon,n}^D \chi + \sum_{n=1}^{N} \bar{\gamma}_n \bar{\tau}_n \phi_{\varepsilon,n}^D \partial_i \chi + \sum_{n=N+1}^{N+M} \bar{\gamma}_n \bar{\tau}_n \chi_\varepsilon,
\]
with
\[
\bar{u}_{\varepsilon,n}^{N,M} := \bar{u} - \sum_{n=1}^{N} \bar{\gamma}_n \bar{\tau}_n \chi - \sum_{n=N+1}^{N+M} \bar{\gamma}_n \bar{\tau}_n \chi_\varepsilon.
\]
We shall establish that
\[
- \nabla \cdot a_\varepsilon (\nabla \bar{u}^{N,M}_\varepsilon - \nabla \bar{u}_\varepsilon) = \nabla \cdot \bar{h}^{N,M}_\varepsilon \quad \text{in } D, \quad \text{with } \bar{u}^{N,M}_\varepsilon = \bar{u}_\varepsilon = 0 \text{ on } \Gamma,
\]

where
\[
h^{N,M}_\varepsilon := (\sigma^{D}_\varepsilon,i - a\phi^D_\varepsilon,i) \partial_i \nabla \tilde{v}^{N,M} - \sum_{n=1}^{N} \tilde{\gamma}_n \alpha_\varepsilon \nabla \left((\chi - 1)(\phi^E_\varepsilon,n - \phi^D_\varepsilon,\partial_i \tilde{r}_n)\right) - \sum_{n=N+1}^{N+M} \tilde{\gamma}_n (a_\varepsilon - \bar{a}) \nabla (\chi \tilde{r}_n), \tag{154}
\]
for
\[
\tilde{v}^{N,M} := \bar{u} - \sum_{n=1}^{N} \tilde{\gamma}_n \tilde{r}_n - \sum_{n=N+1}^{N+M} \tilde{\gamma}_n \tilde{r}_n \chi_\varepsilon = \bar{u}^{N,M}_{\text{reg}} + \sum_{n=1}^{N} \tilde{\gamma}_n \tilde{r}_n (\chi - 1). \tag{155}
\]

Clearly, taking \(M = 0\) in the above identities establishes Lemma 3.7.

**Step 2 : Proof of** (153). We compute
\[
-\nabla \cdot a_\varepsilon (\nabla \bar{u}^{N,M}_\varepsilon - \nabla u_\varepsilon) \overset{151}{=} -\nabla \cdot (a_\varepsilon \nabla \bar{u}^{N,M}_\varepsilon - \bar{a} \nabla \bar{u}) - \nabla \cdot (a_\varepsilon \nabla \left((1 + \phi^D_\varepsilon,i) \bar{u}^{N,M}_\varepsilon\right) - \bar{a} \nabla \bar{u}) \tag{156}
\]
But, since \(\tilde{r}_n\) and \(\tilde{r}_n + \phi^E_\varepsilon,n\) are \(\bar{a}\)- and \(a_\varepsilon\)-harmonic, respectively, the summands in the second term of the r. h. s. read
\[
\tilde{\gamma}_n \nabla \cdot (a_\varepsilon \nabla \left((\tilde{r}_n + \phi^E_\varepsilon,n)\chi + \tilde{r}_n \phi^D_\varepsilon,i \partial_i \chi\right)) - \bar{a} \nabla (\tilde{r}_n \chi) = \tilde{\gamma}_n \nabla \cdot (a_\varepsilon \nabla \left((\tilde{r}_n + \phi^E_\varepsilon,n)(\chi - 1) + \tilde{r}_n \phi^D_\varepsilon,i \partial_i (\chi - 1)\right) - \bar{a} \nabla (\tilde{r}_n (\chi - 1))).
\]
Moreover
\[
(\tilde{r}_n + \phi^E_\varepsilon,n)(\chi - 1) + \tilde{r}_n \phi^D_\varepsilon,i \partial_i (\chi - 1) = (1 + \phi^D_\varepsilon,i,\partial_i)(\tilde{r}_n (\chi - 1)) + (\phi^E_\varepsilon,n - \phi^D_\varepsilon,i,\partial_i \tilde{r}_n)(\chi - 1).
\]
Thus, recalling (155) we may reformulate (156) as
\[
-\nabla \cdot a_\varepsilon (\nabla \bar{u}^{N,M}_\varepsilon - \nabla u_\varepsilon) = -\nabla \cdot (a_\varepsilon \nabla \left((1 + \phi^D_\varepsilon,i,\partial_i) \bar{u}^{N,M}_\varepsilon\right) - \bar{a} \nabla \bar{u}) - \sum_{n=1}^{N} \tilde{\gamma}_n \nabla \cdot a_\varepsilon \nabla \left((\phi^E_\varepsilon,n - \phi^D_\varepsilon,i,\partial_i \tilde{r}_n)(\chi - 1)\right) - \sum_{n=N+1}^{N+M} \tilde{\gamma}_n \nabla \cdot (a_\varepsilon - \bar{a}) \nabla (\chi \tilde{r}_n).
\]
By (153) (replacing \(\phi^{D,\text{up}} \rightsquigarrow \phi^D\) and \(\sigma^{D,\text{up}} \rightsquigarrow \sigma^D\)), the first term on the r. h. s. can be expressed as
\[
-\nabla \cdot (a_\varepsilon \nabla \left((1 + \phi^D_\varepsilon,i,\partial_i) \bar{u}^{N,M}_\varepsilon\right) - \bar{a} \nabla \bar{u}^{N,M}_\varepsilon) = -\nabla \cdot (a_\varepsilon \phi^D_\varepsilon,i - \sigma^D_\varepsilon,i,\partial_i) \partial_i \nabla \bar{u}^{N,M}_\varepsilon,
\]
so that we get (153) along with (154). \(\square\)

### 7.3 Preliminary estimates

**Lemma 7.1.** Under the assumptions of Theorem 2.5, pick \(M \in \mathbb{N}\) sufficiently large so that
\[
\bar{\rho}_{M+1} \geq 2. \tag{157}
\]
Then, there exists an exponent \(\nu' \leq 1\) such that \(h^{N,M}_\varepsilon\) defined by (154) satisfies
\[
\left\langle \left(\int_{D_{\varepsilon}(x)} |h^{N,M}_\varepsilon|^2 \right)^{\frac{1}{2}} \right\rangle \lesssim_{\Xi,N,M,p} \begin{cases} 
\varepsilon^\nu \ln^{\nu'} (\varepsilon^{-1} |x|) |x|^{\bar{\rho}_{N+1} - \nu} & \text{if } x \in D \backslash D_1, \\
\varepsilon^\nu \ln^{\nu'} (\varepsilon^{-1} |x|) |x|^{\bar{\rho}_{N+1} - \nu} & \text{if } x \in D_1 \backslash D_{4\varepsilon}, \\
\varepsilon^{\bar{\rho}_{N+1} - 1} & \text{if } x \in D_{4\varepsilon}, 
\end{cases} \tag{158}
\]
for \(p \in [1, \infty)\).
Proof of Lemma 7.1. In this proof, the constant $\bar{\nu}' \lesssim \nu'$ may change from line to line.

In order to show (158), we split

\[ h^{*,N,M}_\varepsilon = (\sigma_{\varepsilon,i} - a_{\varepsilon} \phi_{\varepsilon,i}) \partial_i \nabla \bar{\nu}^{N,M}_\varepsilon - \sum_{n=1}^N \bar{\gamma}_n a_{\varepsilon} \nabla \left( (\chi - 1)(\phi_{\varepsilon,n} - \phi_{\varepsilon,n}^2 \partial_i \tau_n) \right) - \sum_{n=N+1}^{N+M} \bar{\gamma}_n (a_{\varepsilon} - \bar{a}) \nabla (\chi \varepsilon \tau_n), \]

and we estimate each term separately. Notice that $|\bar{\gamma}_n| \lesssim 1$ by (18), after applying the Cauchy-Schwarz and Poincaré inequalities, followed by the energy estimate for (37).

**Step 1: Estimates on $\nabla^2 \bar{\nu}$** First, we establish that:

\[
|\nabla^2 \bar{\nu}^{N,M}(x)| \lesssim \begin{cases} 
|x|^{\bar{\rho}_N-2}, & \text{for all } x \in D \setminus D_1, \\
|x|^{\bar{\rho}_N+1-2}, & \text{for all } x \in D_1 \setminus D_2, \\
\varepsilon^{\bar{\rho}_N+1-2}, & \text{for all } x \in D_2. 
\end{cases} \tag{159}
\]

Notice that these three estimates coincide near the boundaries of their domains of validity.

By the energy estimate for (37), there holds

\[
\left( \int_D |\nabla \bar{u}|^2 \right)^{\frac{1}{2}} \lesssim 1. \tag{160}
\]

We pick $r \geq 1$. Since $\bar{u}$ is harmonic in $D \setminus D_1$, a duality argument in the spirit of Step 3 of the proof of Lemma 5.1 yields

\[
\left( \int_{D_2 \setminus D_1} |\nabla \bar{u}|^2 \right)^{\frac{1}{2}} \lesssim r^{-\bar{\rho}_1}. \tag{161}
\]

Let $x \in D \setminus D_{1/4}$. The above estimates (160) and (161) combined with classical Schauder regularity theory applied to the function $\bar{u}$ in $D_{|x|/2}(x)$ implies that

\[
|x|^{-1} |\nabla \bar{u}^{\text{reg}}_N(x)| + |\nabla^2 \bar{u}^{\text{reg}}_N(x)| \lesssim |x|^{-\bar{\rho}_1-2}, \tag{162}
\]

(note that $\bar{u}^{\text{reg}}_N = \bar{u}$ in $D \setminus D_2$, cf. (68)). Recalling (155), in which the third term on the r. h. s. vanishes in $D \setminus D_2$, this yields the first inequality of (159) in form of

\[
|\nabla^2 \bar{\nu}^{N,M}(x)| \lesssim |x|^{-\bar{\rho}_1-2} + \sum_{n=1}^N |\bar{\gamma}_n| |\nabla^2 \tau_n(x)| \lesssim |x|^{-\bar{\rho}_1-2} + \sum_{n=1}^N |x|^{\bar{\rho}_n-2} \lesssim |x|^{\bar{\rho}_N-2}. \tag{163}
\]

Next, we apply Theorem 2.1 to $\bar{u}^{\text{reg}}_N$, which is harmonic $D_{1/2}$. Thus, for $x \in D_{1/4}$, we obtain:

\[
\left( \int_{D_{2|x|}} |\bar{u}^{\text{reg}}_N|^2 \right)^{\frac{1}{2}} \lesssim |x|^{\bar{\rho}_N+1}. \tag{164}
\]

Hence, the classical Schauder regularity theory applied to $\bar{u}^{\text{reg}}_N$ in $D_{|x|/2}(x)$ yields $|\nabla^2 \bar{u}^{\text{reg}}_N(x)| \lesssim |x|^{\bar{\rho}_N-2}$. Resorting to the triangle inequality as in (163) combined with $\bar{u}^{\text{reg}}_N = \bar{u}^{N,M}_\varepsilon$ on $D \setminus D_2$, this establishes the second estimate of (159).

Last, inside $D_2$, we have

\[
\bar{u}^{N,M} = \bar{u}^{N,M}_\varepsilon + \sum_{n=N+1}^M \bar{\gamma}_n (\chi \varepsilon - 1) \tau_n.
\]

Hence, applying the same reasoning as above to $\bar{u}^{N,M}_\varepsilon$, we get, for $x \in D_2$, that $|\nabla^2 \bar{u}^{N,M}_\varepsilon(x)| \lesssim |x|^{\bar{\rho}_N+1-2}$, to the effect of

\[
|\nabla^2 \bar{\nu}^{N,M}(x)| \lesssim |x|^{\bar{\rho}_N+1-2} + \sum_{n=N+1}^M |\bar{\gamma}_n| |\nabla^2 ((\chi \varepsilon - 1) \tau_n)(x)| \lesssim |x|^{\bar{\rho}_N+1-2} + \sum_{n=N+1}^M \varepsilon^{-2+\bar{\rho}_N} 1(|x| > \varepsilon/2) \lesssim \varepsilon^{\bar{\rho}_N-2}. \tag{157}
\]
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This finally proves the last inequality in (159).

**Step 2: Estimate on** $h_{r,1}^{N,M}$  
Let $x \in D$. By Theorem 2.4 and Lemma 3.6 we get

$$
\left( \mathbf{1} \left( \int_{D_r} |h_{r,1}^{N,M}|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim \left( \mathbf{1} \left( \int_{D_r(x)} \left| (\sigma^D, \phi^D) \right|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim \mathbf{1} \left( \| \nabla^2 \tilde{p}^{N,M} \|_{L^\infty(D_r(x))} \right).
$$

Inserting (159) entails that $h_{r,1}^{N,M}$ satisfies (158).

**Step 3: Estimate on** $h_{r,2}^{N,M}$  
Since $\chi - 1$ vanishes inside $D_{1/2}$, we already have that $h_{r,2}^{N,M}$ satisfies third estimate in (158), and the second estimate in (158) for $x \in D_{1/2}$. Hence, it remains to establish that the first estimate in (158) is valid for $x \in D \setminus D_{1/2}$. By (48), using $\phi^D$, as defined in Proposition 3.4 and (14), we have

$$
|\nabla (\phi_n^* - \phi^D \partial_t \tilde{r}_n)(x)| \leq |\nabla \phi_n^*(x)| + \left| \nabla \left( \left( \eta_{null} \phi^D, \eta_{\text{bulk}} \phi_r + \eta_{\text{down}} \phi^D, \text{down} - \phi^D \right) \partial_t \tilde{r}_n \right)(x) \right|

\lesssim |\nabla \phi_n^*(x)| + |\nabla \phi^D(x)| \bar{r}_n - 1 + |\phi^D(x)| \bar{r}_n - 2.
$$

By scaling and the triangle inequality, appealing to (132) and (148), we get

$$
\left( \mathbf{1} \left( \int_{D_r(x)} \left| (\phi_n^* - \phi_r \partial_t \tilde{r}_n) \right|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim \mathbf{1} \left( \| \nabla^2 \tilde{p}^{N,M} \|_{L^\infty(D_r(x))} \right).
$$

As a consequence, this yields that $h_{r,2}^{N,M}$ satisfies the first estimate in (158).

**Step 4: Estimate on** $h_{r,3}^{N,M}$  
Since $\chi_r$ is supported in $B_r$, $h_{r,3}^{N,M}$ satisfies the first two estimates of (158). Last, we use the triangle inequality to get for $x \in D$

$$
|h_{r,3}^{N,M}(x)| \lesssim \sum_{n=N+1}^{N+M} \left| \int_{\tilde{r}_n}(x) \nabla \chi_r(x) + |\chi_r(x) \nabla \tilde{r}_n(x)| \right| \lesssim \epsilon^{-1} |x|^{\bar{r}_{N+1} + 1} + |x|^{\bar{r}_{N+1} - 1} \lesssim |x|^{\bar{r}_{N+1} - 1}.
$$

Since $\rho_{N+1} - 1 \geq \rho_{1} - 1 > -1$, we have $h_{r,3}^{N,M} \in L^2(D_{4r})$ and

$$
\left( \int_{D_{4r}} |h_{r,3}^{N,M}|^2 \right)^{\frac{1}{2}} \lesssim \epsilon^{-1} \left( \int_0^\epsilon t^{2\bar{r}_{N+1} - 1} \right)^{\frac{1}{2}} \lesssim \epsilon^{\bar{r}_{N+1} - 1}.
$$

In other words, $h_{r,3}^{N,M}$ satisfies the third estimate in (158).

**7.4 Quasi-optimal error estimate: Proof of Theorem 2.5**

*Proof of Theorem 2.5*  
In this proof, the constant $\nu' \lesssim_{\nu'} 1$ may change from line to line. The core of the proof relies on (153).

In Step 1 we establish

$$
\left( \mathbf{1} \left( \int_D \left| \nabla \bar{u}_r^{N,M} \right|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim \left( \mathbf{1} \left( \int_D \left| \nabla \bar{u}_r^{N,M} - \nabla u_{\varepsilon} \right|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim \mathbf{1} \left( \| \nabla^2 \tilde{p}^{N,M} \|_{L^\infty(D_r(x))} \right),
$$

where $\bar{u}_r^{N,M}$ is defined by (151), for $N = N_0$ and $M \in \mathbb{N}$ satisfying (157). In Step 2, we generalize (165) for general $N > N_0$. In Step 3 we show that, for any $\varepsilon < r \leq 2$, there holds

$$
\left( \mathbf{1} \left( \int_{D_r} \left| \nabla \bar{u}_r^{N,M} - \nabla u_{\varepsilon} \right|^2 \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} \lesssim \mathbf{1} \left( \| \nabla^2 \tilde{p}^{N,M} \|_{L^\infty(D_r(x))} \right),
$$

In Step 4, we localize (166) near all points $x \in D$ to the effect of (139).
Step 1: Proof of (165) for $N = N_0$. By definition, we have $\nabla u_\varepsilon \in L^2(D)$. Moreover, we note that $\nabla \tilde{u}_{\varepsilon}^{N_0,M} \in L^2(D)$, cf. [151]. Indeed, Theorem 2.1 and [162], and $\tilde{\rho}_{N+M+1} \geq 2$ (by [157]), imply that the gradient of the first term on the r. h. s. of [151] is in $L^2(D)$. Moreover, the remaining terms are in $H^1_{loc}(D)$ with compact support, so that $\nabla \tilde{u}_{\varepsilon}^{N_0,M} \in L^2(D)$ follows. Hence, by the energy estimate applied to [153], we have

$$\left\langle \left( \int_D \left| \nabla \tilde{u}_{\varepsilon}^{N_0,M} - \nabla u_\varepsilon \right|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \left\langle \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \right\rangle.$$  

Thus, (165) comes as a consequence of

$$\left\langle \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \varepsilon^\nu \ln \tilde{\nu}'(\varepsilon^{-1}).$$  

(167)

Here comes the argument for (167). W. l. o. g. we may assume $p \geq 2$, so that we get from a covering argument and the Minkowski inequality

$$\left\langle \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \right\rangle \lesssim \int_D \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \ dx.$$  

(168)

Then, we decompose the outer integral onto three domains in order to employ (158):

$$\int_D \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \ dx \leq \left( \int_{D_1 \setminus D_1} + \int_{D_1 \setminus D_{2\varepsilon}} + \int_{D_{2\varepsilon}} \right) \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \ dx.$$

(158)

$$\lesssim \varepsilon^\nu \int_1^\infty \ln \tilde{\nu}'(\varepsilon^{-1}) t^2 \tilde{\rho}_{N_0}^{-2\nu-1} dt \ln \tilde{\nu}'(\varepsilon^{-1}) \int_1^\infty t^2 \tilde{\rho}_{N_0+1}^{-2\nu-1} dt$$

$$+ \int_0^\varepsilon \varepsilon^2 \tilde{\rho}_{N_0+1}^{-2} dt.$$

Yet, recall that $N_0$ satisfies (38), so that $2\tilde{\rho}_{N_0} - 2\nu - 1 < -1$ and $2\tilde{\rho}_{N_0+1} - 2\nu - 1 \geq -1$. Hence

$$\int_D \left( \int_D \left| \tilde{h}_{\varepsilon}^{N_0,M} \right|^2 \right)^{\frac{p}{2}} \ dx \lesssim \varepsilon^\nu \ln \tilde{\nu}'(\varepsilon^{-1}) + \varepsilon^2 \ln \tilde{\nu}'(\varepsilon^{-1}) + \varepsilon^2 \tilde{\rho}_{N_0+1} \lesssim \varepsilon^2 \ln \tilde{\nu}'(\varepsilon^{-1}).$$

Up to redefining $\tilde{\nu}'$, this proves (167).

Step 2: Proof of (165) for general $N \geq N_0$. For $M' = M + N - N_0 \geq M$, we estimate the difference

$$\tilde{u}_{\varepsilon}^{N,M} - \tilde{u}_{\varepsilon}^{N_0,M} \overset{[151]}{=} \sum_{n=N_0+1}^N \tilde{\gamma}_n \left( \varphi_{\varepsilon,n} - \varphi_{\varepsilon,t} \partial_t \varphi_{\varepsilon,n} \right) \right).$$

Towards this end, we decompose

$$\nabla \left( \tilde{u}_{\varepsilon}^{N,M} - \tilde{u}_{\varepsilon}^{N_0,M} \right) = \sum_{n=N_0+1}^N \tilde{\gamma}_n \left( \nabla \varphi_{\varepsilon,n} - \nabla \varphi_{\varepsilon,t} \partial_t \varphi_{\varepsilon,n} \right)$$

$$+ \sum_{n=N_0+1}^N \tilde{\gamma}_n \left( \nabla \varphi_{\varepsilon,n} + \nabla \partial_t \varphi_{\varepsilon,n} \right) + \nabla \left( \varphi_{\varepsilon,t} \partial_t \varphi_{\varepsilon,n} \right) \right).$$
Thus, by the triangle inequality followed by the Poincaré inequality, we get
\[
\left( \int_D \left| \nabla \left( \tilde{u}^{N,M}_\varepsilon - \tilde{u}^{N_0,M}_\varepsilon \right) \right|^2 \right)^{\frac{1}{2}} \lesssim \sum_{n=N_0+1}^N \left( \int_{D_1 \setminus D_{\varepsilon/2}} \left| \nabla \left( \phi_{\varepsilon,n} - \phi_{\varepsilon,n}^{D_\varepsilon} \partial \bar{\varepsilon}_n \right) \right|^2 \right)^{\frac{1}{2}} + \sum_{n=N_0+1}^N \left( \int_{D_\varepsilon} \left( (\varepsilon^{-1} \phi_{\varepsilon}^{D} \nabla \tilde{\varepsilon}, \varepsilon^{-1} \varepsilon \nabla \phi_{\varepsilon}^{D} \varepsilon^{-2} \phi_{\varepsilon}^{D} \varepsilon \nabla \phi_{\varepsilon}^{D}) \right)^2 \right)^{\frac{1}{2}}.
\]

We estimate the summands of the first r. h. s. above by means of a covering argument combined with the Minkowski estimate (as in [168]), along with [164], to the effect of
\[
\left\langle \left( \int_{D_1 \setminus D_{\varepsilon/2}} \left| \nabla \left( \phi_{\varepsilon,n} - \phi_{\varepsilon,n}^{D_\varepsilon} \partial \bar{\varepsilon}_n \right) \right|^2 \right)^{\frac{p}{2}} \right\rangle^{\frac{1}{p}} \lesssim \left\langle \left( \int_{D_1 \setminus D_{\varepsilon/2}} \left( \int_{D_{\varepsilon/4}} \left| \nabla \left( \phi_{\varepsilon,n} - \phi_{\varepsilon,n}^{D_\varepsilon} \partial \bar{\varepsilon}_n \right) \right|^2 \right)^{\frac{p}{2}} \right\rangle^{\frac{1}{p}} \lesssim \varepsilon^\nu \ln \varepsilon^{-1} \left( \int_{\varepsilon}^1 \rho_{N+1}^{2-2\nu-1} \, dt \right)^{\frac{1}{2}}.
\]

For \( n \geq N_0 + 1 \), by definition [38], the integral on the r. h. s. above is bounded by \( \ln(\varepsilon^{-1}) \). Hence, also using [35] and [36], we obtain
\[
\left\langle \left( \int_{D} \left| \nabla \left( \tilde{u}^{N,M}_\varepsilon - \tilde{u}^{N_0,M}_\varepsilon \right) \right|^2 \right)^{\frac{p}{2}} \right\rangle^{\frac{1}{p}} \lesssim \varepsilon^\nu \ln \varepsilon^{-1} + \varepsilon^\bar{\nu}_{N+1},
\]
which, by [38], yields [165].

**Step 3: Averaged estimate (166).** W. l. o. g. we may assume that \( r = 2^{-K} \) for \( K \in \mathbb{N} \setminus \{ 0 \} \). By Corollary 6.2 applied to \( \tilde{u}^{N,M}_\varepsilon - u_\varepsilon \), which satisfies [153], followed by [158] and [165], we have for \( p' > p \):
\[
\left\langle \left( \int_{D_\varepsilon} \left| \nabla \tilde{u}^{N,M}_\varepsilon - \nabla u_\varepsilon \right|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} \lesssim \left\langle \left( \int_{D_\varepsilon} \left| h^{N,M}_\varepsilon \right|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + \sum_{k=1}^{K-1} 2^{k(1-\tilde{\nu}_1)} \left\langle \left( \int_{D_2(\varepsilon^{1-k}) \setminus D_{2\varepsilon}} \left| h^{N,M}_\varepsilon \right|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + \varepsilon^\nu \ln \varepsilon^{-1} \left( \varepsilon^\nu \ln \varepsilon^{-1} + \varepsilon^\bar{\nu}_{N+1} \right).
\]

Since we assume that \( N > N_0 \) and that \( N_0 \) satisfies [38], and \( \bar{\nu}_N - \nu > 0 \), and since \( r = 2^{-K} \), then we get that the above geometrical sum is bounded, to the effect of [166].

**Step 4: Local estimate (39).** We now consider \( x \in D_1 \setminus D_{2\varepsilon} \). Applying (a rescaled version of) Corollary 6.1 to \( \tilde{u}^{N,M}_\varepsilon - u_\varepsilon \), which satisfies [153], we have, for \( p' > p \),
\[
\left\langle \left( \int_{D_{\varepsilon}(x)} \left| \nabla \tilde{u}^{N,M}_\varepsilon - \nabla u_\varepsilon \right|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} \lesssim \left\langle \left( \int_{D_{\varepsilon/2}(x)} \left| \nabla \tilde{u}^{N,M}_\varepsilon - \nabla u_\varepsilon \right|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} + \ln(\varepsilon^{-1}) \sup_{x' \in D_{\varepsilon/2}(x)} \left\langle \left( \int_{D_{\varepsilon}(x')} \left| h^{N,M}_\varepsilon \right|^2 \right)^{\frac{p'}{2}} \right\rangle^{\frac{1}{p'}} \lesssim \varepsilon^\nu \ln \varepsilon^{-1} \left| x \right|^{\bar{\nu}_1-1} + \varepsilon^\nu \ln \varepsilon^{-1} \left( \varepsilon^{-1} \left| x \right|^{\bar{\nu}_N+1-1-\nu} \right) \lesssim \varepsilon^\nu \ln \varepsilon^{-1} \left| x \right|^{\bar{\nu}_1-1}.
\]
Here, the last estimate comes from the fact that \( N > N_0 \), for \( N_0 \) satisfying [38]. Last, noticing that \( \tilde{u}^{N,M}_\varepsilon \) differs from \( \tilde{u}^N_\varepsilon \) only inside \( D_\varepsilon \), we obtain [39].
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Lemma A.1. Assume that \( \omega \in (0, 2\pi) \), and that \( H \in L^1_{\text{loc}}(\bar{D}) \) is a divergence-free vector field on \( D \), written in polar coordinates as
\[
H = (H_r, H_\theta) = H_re_r + H_\theta e_\theta.
\]
Then it can be extended as a divergence-free vector field on the whole space \( \mathbb{R}^2 \) by
\[
\tilde{H}(r, \theta) := \begin{cases} 
H(r, \theta) & \text{for } \theta \in [0, \omega], \\
\bar{H}(r, \theta) & \text{for } \theta \in (\omega, 2\pi),
\end{cases}
\]
where \( \bar{H}(r, \theta) := (-\alpha H_r, H_\theta)(r, \alpha(2\pi - \theta)), \) for \( \alpha := \frac{\omega}{2\pi - \omega}. \) (169)

Proof. First, we may compute
\[
\nabla \cdot \tilde{H}(r, \theta) = \frac{1}{r} \partial_r (r \tilde{H}_r(r, \theta)) + \frac{1}{r} \partial_\theta \tilde{H}_\theta(r, \theta)
= \left(-\alpha \frac{1}{r} \partial_r (r H_r) - \alpha \frac{1}{r} \partial_\theta H_\theta\right)(r, \alpha(2\pi - \theta))
= -\alpha (\nabla \cdot H)(r, \alpha(2\pi - \theta)) = 0.
\]
Moreover, since
\[ \vec{H}(r, \omega) = (-\alpha H_r, H_\theta)(r, \omega) \quad \text{and} \quad \vec{H}(r, 2\pi) = (-\alpha H_r, H_\theta)(r, 0), \]
the normal component \( H_\theta \) of \( \vec{H} \) is continuous across \( \partial D \setminus \{0\} \). This proves that \( \nabla \cdot \vec{H} = 0 \) in \( \mathbb{R}^2 \setminus \{0\} \). \footnote{The argument of continuity may not apply strictly speaking to a function \( H \) that is only \( L^1_{\text{loc}}(\bar{D}) \); however, we may use this argument in combination with a mollifying argument.}

It remains to establish that \( \nabla \cdot \vec{H} = 0 \) in the sense of distributions in \( \mathbb{R}^2 \) (that is, \( \nabla \cdot \vec{H} \) does not suffer from any singularity in 0). By the theory of distributions \[46\] Th. XXXV p. 100, since \( \vec{H} \in L^1_{\text{loc}}(\mathbb{R}^2) \), there holds
\[ \nabla \cdot \vec{H} = \delta_0 C, \quad \text{for} \ C \in \mathbb{R}^2. \]

It remains to prove that \( C = 0 \). In this perspective, let us define the radial function \( \psi = \eta(r) \) where \( \eta \) is compactly supported in \([-2, 2]\) with \( \eta = 1 \) in \([-1, 1]\). By the theory of distributions, we have (abusively using the symbol \( \int \)):
\[ \int_{\mathbb{R}^2} \vec{H} \cdot \nabla \psi = - \int_{\mathbb{R}^2} (\nabla \cdot \vec{H}) \psi = -\psi(0) C = -C. \]

On the other hand, (since \( \nabla \psi \) is supported into \( B_2 \setminus B_1 \)), by a change of coordinates, we also have
\[ \int_{\mathbb{R}^2} \vec{H} \cdot \nabla \psi = \int_1^2 \eta'(r) \left( \int_0^{2\pi} \vec{H}(r, \theta) \cdot e_r d\theta \right) dr. \]

By definition \[160\] followed by a change of variables \( \tilde{\theta} = \alpha(2\pi - \theta) \), the above inner integral vanishes:
\[ \int_0^{2\pi} \vec{H}(r, \theta) \cdot e_r d\theta = \int_0^{\omega} H_r(r, \theta) d\theta - \alpha \int_0^{2\pi} H_r(r, \alpha(2\pi - \theta)) d\theta = 0. \]

Hence, we obtain that \( C = 0 \), which in turn implies that \( \nabla \cdot \vec{H} = 0 \) in \( \mathbb{R}^2 \). \( \square \)