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Abstract

With the rise of the mobile Internet, the number of mobile applications (apps) has shown explosive growth, which directly leads to the apps data overload. Currently, the recommender system has become the most effective method to solve the app data overload. However, most of the existing recommended methods for apps ignore the app functional exclusiveness features, which makes it difficult to further improve the app recommendation performance. To solve this problem, we propose a personalized context-aware mobile app recommendation approach, called PCMARA. Specifically, (1) PCMARA explores the relationship between contextual information and function of apps and constructs the app contextual factors for app which represent the function of app. (2) PCMARA leverages the app contextual factor to design a novel app similarity model, which enable to effectively eliminate the adverse effects that ignore the app functional exclusiveness. (3) PCMARA comprehensively considers the contextual information of users and apps to generate a recommendation list for users based on the target users’ current time and location. We applied the PCMARA to a real-world dataset and conducted a large-scale recommendation effect experiment. The experimental results demonstrate the superiority of PMARA over the benchmark methods.
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1 Introduction

With the rise of the mobile Internet and the increase in the number of mobile devices (Li et al. 2020), the number of mobile applications (apps) has expanded dramatically. According to Statista1, as of the second quarter of 2020, the number of mobile apps is more than 2.7 million and 1.82 million apps in Google play and App store, respectively. The huge number of apps makes it difficult for people to find the apps that fit their preferences quickly and easily, causing app data overload problems. In recent years, as the most successful method for solving the app data overload problem, the recommender system (RS) has been a research hotspot (Pitt et al. 2021). The implementation of personalized apps recommendation has the following significance. (1) Personalized apps recommendation for users will help users find apps that truly meets their needs, so that users can have a better experience in the mobile Internet environment. (2) Personalized app recommendation can accurately target users for app developers, which help promotes app services and improve app services quality, thereby increasing mobile Internet revenue.

Among the traditional RS methods, the collaborative filtering (CF) based method is widely applied method (Zheng et al. 2010). There are two main CF-based methods, the user-based CF method and the item-based CF method. The CF-based method is based on the following assumption; users with similar items historical experiences will have similar items preferences. Based on this assumption, the CF-based method leverages the similarity between items or users to
mines users preferences. For instance, in book recommendation, if a user likes books related to machine learning, then according to the assumption of CF, the RS infers that the user also likes books related to deep learning, and make recommendation. There is a high probability that the user will accept such recommendations because he/she has preferences for books with similar computer science content, which is consistent with the assumption of item based CF. Hence, one of the important parts of the CF-based methods is the similarity calculation.

However, unlike the items in the traditional recommendation domain, such as film (Xiao et al. 2018), news (Xiao et al. 2015), POI (Jiao et al. 2019b) and so on, apps have functional exclusiveness features, i.e., if a user has downloaded an app with a certain function to meet his/her specific needs in a certain contextual condition, then the user is likely not interested in other apps with similar functions (Liu et al. 2016a). The functional exclusiveness features of the app make the item similarity calculation methods in the traditional recommender system invalid for apps. For example, if a user download an app with weather forecast function, according to the traditional CF method, the recommender system will predict the apps that with similar weather forecast function are also match the user preferences. Obviously, by downloading an app, the user has met his/her requirements for weather forecast; this user is no longer interested in other apps with weather forecast function. We conjecture that the ignorance of app functional exclusiveness in the process of app recommendation model construction is the reason that the recommendation effect is difficult to further improves. Therefore, we explore the app functional exclusiveness features and in anticipation of improving the performance of app recommendation in view of incorporating the contextual information.

We observed the user-app usage log file in the real world and visually analyzed the app usage location data in the form of a heat map. The heat map shows an app usage geographic distribution in a specific time slot and a specific geographical area. The geographical distribution is made up of density contours. Different density contours are represented by different colors.

Based on the observation of users’ use of app data in the real world, we find that within a certain geographic area and time slots, the usage location of the apps exhibits significant spatiotemporal aggregation phenomena. For example, Fig. 1, the app usage location heat map, shows the usage location of two apps under a specific time conditions, and the usage location of both apps shows specific spatiotemporal aggregation shapes. Moreover, some apps with different functions have overlapping phenomena of spatiotemporal aggregation. We obtain the following conclusions by observation:

- The phenomenon of app spatiotemporal aggregation reflects the strong correlation between the function of the app and the contextual information, i.e., the app with a certain function is suitable for the context that meets this function. For example, users use video apps to watch videos at home during nonworking hours but rarely use the video apps during work. This phenomenon occurs because the function of video apps is mainly entertainment, which is suitable for a leisure environment. This phenomenon provides a new idea for us to explore the context characteristics of apps.
- The phenomenon of the spatiotemporal aggregation overlapping between different functional apps also reflects the internal functional complementarity between apps. For example, users prefer to take photographs with a camera app at a tourist attraction and use the retouching tool app to beautify the photographs, and then, they share the photographs on the social app. The phenomenon of jointly using multiple app functions to meet users’ needs reflects the strong functional complementarity of apps in the contextual conditions.

In this paper, the spatiotemporal information is the contextual information. We named the phenomenon of apps’ spatiotemporal aggregation the app contextual factor which is related to the app function. We model the function of app by using the app contextual factor to integrate the app with the contextual information so that the app features can be expressed more abundantly and accurately.

To overcome the problem that ignores the app functional exclusiveness features in app recommendation, we adopt the following method. Based on the aforementioned conclusions, we can regard the functional complementarity of apps under the contextual conditions as a special kind of app similarity. Because we use the app contextual factor to model the function of apps, and the functional complementarity of apps is the similarity of apps in this paper, we can leverage the app contextual factor to build a novel app similarity model, which can makes up for the deficiency of traditional similarity calculation methods that do not consider app functional exclusiveness features.
To explore users’ app usage preferences, we use the assumption similar to the item-based collaborative filtering method, i.e., the apps with functional complementarity to the installed apps of the target users conform to the preferences of the target users. Specifically, we leverage the item-based collaborative filtering idea to find out the apps that have functional complementarity with the target users’ installed apps, which as the candidate recommended apps. Based on this consideration, we can reveal users’ preferences for similar app functions in specific contextual information to explore users’ app preferences more accurately.

In summary, to improve the performance of app recommendation, we proposed a personalized context-aware mobile application recommendation approach, called PCMARA.

PCMARA uses the app contextual factor to represent the spatiotemporal characteristics of apps and uses the app contextual factor to calculate the similarity of apps. Then, PCMARA leverages a user-app-context tensor model to mine target users’ app usage preferences. Finally, PCMARA combines the target user’s current context with the similarity of the apps and uses the item-based collaborative filtering technique to generate the app recommendation list.

The main contributions of this work are summarized as follows:

1. PCMARA effectively mines the geographical distribution characteristics of an app under spatiotemporal conditions and innovatively proposes a method for constructing an app contextual factor. By using app contextual factor, PCMARA reveals the relationship between app and contextual information.
2. PCMARA builds a novel app similarity model based on the app contextual factor. The app similarity model combines the spatiotemporal characteristics of the app and leverages the app functional complementarity to efficiently overcome the app functional exclusiveness.
3. Based on the proposed app similarity model and the target users’ current contextual information, PCMARA uses the item-based collaborative filtering idea to generate an app recommendation list for target users, which meets their app usage preferences.
4. Based on a real-world dataset of users use apps, we verified that the recommendation performance of PCMARA is superior to the benchmark methods through large-scale experiments.

In the rest of the paper, we first present the related work about app recommendations in Sect. 2. Then, we define the problem and symbols in Sect. 3. In addition, in Sect. 4, we introduce the PCMARA and describe the inference method and the recommendation approach. To test the proposed model, we conduct experiments for evaluation in Sect. 5. Finally, we present a discussion and conclusion in Sect. 6.

2 Related work

The main idea of an app recommendation method is based on collaborative filtering recommendation, i.e., to find similar users of the target user and recommend the apps of the similar users to the target user. For example, Wu and Zhu (2016) constructed a user-app feature matrix, used the matrix factorization method to obtain the app factor and then constructed an app similarity model to recommend apps for target users. Palomba et al. (2017) analyzed the sentence structure, semantics and sentiment of the user’s comment information on the app so that users can be classified. Zhu et al. (2017) defined the concept of a location block and uses the similarity of the location block when users use the app to generate a recommendation list for users. The location information of the user is employed to use the app to find similar users to the target user, thereby generating a recommendation list (Zheng et al. 2010). Hu et al. (2018) used user behavior logs to calculate user similarity. In addition, some research works used the app’s own characteristics, such as app review text, app version evolution and other information, to construct an app similarity model and generate a recommendation list for users (Bhandari et al. 2013; Chen et al. 2016; Frey et al. 2017; Hao et al. 2016; Hurtado et al. 2020; Kim et al. 2013; Liu and Wu 2016; Sun et al. 2017; Yang et al. 2016; Zhu et al. 2021; Yankov et al. 2013; Zhu et al. 2013).

In the process of constructing the similarity model, the user or app vector is always extremely sparse, which causes difficulty in constructing the similarity model. Therefore, to solve the problem of data sparseness, the model-based recommendation method has been proposed. Model-based recommendation usually uses additional information generated during the user’s interaction with the app, for example, the user’s time information, location information, comment information, etc., to build a recommendation model. For example, Cao et al. (2010) proposed a matrix factorization app recommendation method based on app popularity to counter the sparse user-app interaction information. In addition to the extensive research in the traditional field (Kou et al. 2014), matrix theory also has important applications in the field of recommender system (Lin et al. 2014), Cao et al. (2017), Yao et al. (2017) proposed app recommendation methods that use app version information. Liu et al. (2016b) proposed to mine the associations between user interactions and contexts captured by mobile devices, or behavior patterns for short, from context logs to characterize the habits of mobile users. Böhmer et al. (2013) presented a framework that allows for usage-centric evaluation considering different stages of application engagement.
Zheng et al. (2014) proposed a topic model-based similarity and recommendation algorithm. Liu et al. (2016a) developed a structural user choice model to learn fine-grained user preferences by exploiting the hierarchical taxonomy of apps as well as the competitive relationships among apps. He and Liu (2017) proposed a novel probabilistic model named the goal-oriented exploratory model (GEM), integrating exploratory behavior identification with personalized item recommendation. Zhu and Cao (2017) proposed the GTRM, a recommendation model that builds the top-N app list by optimizing the metric group-oriented mean average precision.

In addition, there are many works that have explored the contextual information when users interact with apps, such as the influence of time and location on the user’s preference for app selection (Liang et al. 2017). For example, Karatzoglou et al. (2012) proposed the Djinn model, a context-aware collaborative filtering algorithm for implicit feedback data that is based on tensor factorization. Han et al. (2017) proposed a probabilistic method to recommend apps appropriate to the current time and location of a user. The study in Böhmer et al. (2010) gives rise to the context-aware recommendation of apps. Davidsson and Moritz (2011) presented a context-aware recommender system for mobile applications that produces recommendations from the first use. Zhu et al. (2012) leveraged the app usage log file to build a personalized context-aware recommender system. Rodríguez-Hernández et al. (2016) described a framework that facilitates the development of context-aware recommendation systems for mobile environments. Zheng et al. (2014) proposed a broad learning approach for context-aware app recommendation with tensor analysis. Xu et al. (2019) proposed a neural approach that learns the embeddings of both users and apps and then predicts a user’s preference for a given app. Aiming at the problem of data imbalance in the recommendation system, Qiu et al. (2020a, b) gave effective solution. Bobadilla et al. (2020) explored the application of deep learning on recommendation. The use of opinion dynamics models has applications on recommendation (Zha et al. 2020).

3 Preliminaries

In this section, we give the formal description of the dataset and the symbols used in the PCMARA.

3.1 Problem definition

The goal of PCMARA is to build an app similarity model based on the historical location and time information of target users uses apps and leverage the current time and location information of target users to mine app usage preference of target users and generate an app recommendation list.

Through the above analysis and conclusion, to recommend the apps for users under the context condition, we need to solve the following problems: (1) How to define the app contextual factor. (2) How to measure the similarity between apps and construct the app similarity model. (3) How to combine the app similarity model with the user’s current context to generate a recommendation list for target users.

– For the first problem, (i) since the distribution of the app usage location has the spatial and temporal aggregation feature, the density of the location points in the distribution conforms to the Gaussian distribution, so we use the Gaussian distribution to describe the app. (ii) The app usage location distribution has multiple Gaussian density peaks. These Gaussian density peaks constitute the location distribution of the app. Therefore, we use a Gaussian mixture model to describe the app contextual factor. In Sect. 4, we explain the app contextual factor construction method in detail.

– For the second problem, after we obtain all app Gaussian mixture models, we simplify each app’s Gaussian mixture model into joint confidence ellipses that are located in the spatial and temporal environment. For the calculation of the similarity of any two apps, we calculate the intersection area of the joint confidence ellipses of the two apps in the same context and use the Jaccard similarity to obtain the app similarity model.

– For the third problem, (i) we first find apps similar to the apps installed by the target user according to the app similarity model to form an initial app recommendation list by using the item-based collaborating filter idea. (ii) Then, we look for the apps that match the target user’s current context information from the initial recommendation list to form the final app recommendation list.

To address the aforementioned challenges, we will give the specific implementation method of PCMARA in the next section.

3.2 Data description

We use a real-world user app usage log file to model the PCMARA. The log file is composed of App_id, User_id, Time stamp, Longitude and Latitude. Table 1 shows the data structure of the log file.

3.3 Symbols

To facilitate the statement of the content of this paper, we give the notations and descriptions of the symbols used in PCMARA, as shown in Table 2.
In this section, we will describe the PCMARA in detail. First, we introduce the system framework of PCMARA and then explain the key methods and algorithms used for each model in PCMARA.

### 4.1 Framework

In this paper, whether an app meets the target user’s preferences depends on the following two aspects: (1) whether the function of the app matches the target user’s current contextual information and (2) whether the function of the app with the target user installed app’s function is complementary. Therefore, PCMARA uses four major modules to bridge the above issues: the app contextual factor construction model, the app similarity model, user preferences to predict the model and the app recommendation list generation model. We illustrate the framework of PCMARA, as shown in Fig. 2, PCMARA framework.

1. The app contextual factor construction model uses the usage time and geographic location information to build an app context Gaussian mixture model (ACGMM) that matches the context characteristics of the app and uses

---

**Table 1** Users’ app usage log files

| App_id | User_id | Time stamp | Longitude | Latitude |
|--------|---------|------------|-----------|----------|
| 1778   | 3098    | 3487       | 115.05    | 30.25    |
| 2358   | 3098    | 3601       | 115.05    | 30.26    |
| 2147   | 3098    | 3654       | 114.96    | 30.39    |
| 1922   | 2107    | 3682       | 114.94    | 30.42    |
| 2147   | 3098    | 3689       | 114.94    | 30.42    |
| 1922   | 2107    | 3702       | 114.94    | 30.42    |

**Table 2** The descriptions of symbols used in this article

| Symbols | Descriptions |
|---------|--------------|
| $u_m$   | The $m$-th user |
| $a_n$   | The $n$-th mobile app |
| $c_k$   | The $k$-th context point |
| $U$     | The set of target users |
| $A$     | The set of mobile apps |
| $T$     | The set of app usage times |
| $E_n$   | The app contextual factor of $a_n$ |
| $e_i^n$ | The $i$-th app confidence ellipse of $a_n$ |
| $L_m$   | The set of usage locations of app $a_m$ |
| $a_k^m$ | The proportion of the $k$-th cluster |
| $x_k^m$ | The center point of the $k$-th cluster |
| $a_k^m$ | The shape parameter of the $k$-th cluster |
the ACGMM’s parameters to represent the app contextual factor.
2. The app similarity construction method maps the app contextual factor to the influence range composed of joint confidence ellipses in a limited geographic area and uses the intersection area of the joint confidence ellipses to calculate the similarity between two apps.
3. The user preference prediction model leverages the tensor model constructed by the target users’ historical contextual information and app usage information to model the target users’ app usage preferences.
4. The app recommendation list generation model generates an app recommendation list for the target user based on the current contextual information and the installed apps of the target user.

The specific details of the four modules are as follows.

4.2 App contextual factor construction model

To represent the functional characteristics of the app, PCMARA uses the contextual information of the app to design the app contextual factor construction method. The detailed model construction steps are as follows:

1. We first divide one day into 6 time slots according to the habits of users using apps (0:00–7:00, 7:00–11:30, 11:30–13:30, 13:30–17:00, 17:00–19:00, and 19:00–23:59).
2. For an app in a certain fixed time slot, we extract all of this app usage location point in this time slot to form spatiotemporal scattered points of the app usage location.
3. We construct a Gaussian mixture model for the spatiotemporal scattered points of the app and then use a joint confidence ellipse to map the Gaussian mixture model to a plane. The joint confidence ellipse under this contextual condition is the app contextual factor of target app.

For step 3, we use the following three steps to build the app contextual factor.

4.2.1 Find the number of density peaks

First, PCMARA needs to determine the number of density peaks of a target app to provide parameter support for subsequent steps.

For a target app usage location point set, we first determine the number of density peaks. In this paper, the method to quickly find the number of cluster center points is employed (Zhou et al. 2018; Rodriguez and Liao 2014). The detailed steps of the method are shown as follows.

1. Given a usage location set of a target app \( a_m \) in a certain time slot: \( \mathcal{L}_m = \{l_1^m, l_2^m, \ldots, l_n^m\} \), we first calculate the coordinates distance between \( l_i^m \) and \( l_j^m \) for all locations, \( d_{ij}^m = \sqrt{(l_i^m - l_j^m)^2} \);
2. We sort all distances \( d_{ij}^m \) in increasing order to determine the 2\% \( d_{ij}^m \) and define it as \( d_{ij}^m \);
3. Then, we calculate the local density \( \rho_i^m \) of each point \( l_i^m \), where the specific calculation method of \( \rho_i^m \) is given as Eq. 1:

\[
\rho_i^m = \sum_{j \in I_S} \exp\left(-\frac{d_{ij}^m}{\sigma_j^m}\right)^2
\]

where \( I_S = \{1, 2, \ldots, n\} \) is the indicator set;
4. Calculate the distance \( \delta_i^m \) of each point \( l_i^m \), where the detailed calculation is given as Eq. 2;

\[
\delta_i^m = \min_{j \in I_S} d_{ij}^m, \quad \delta_i^m \neq \emptyset
\]

\[
\delta_i^m = \max_{j \in I_S} d_{ij}^m, \quad \delta_i^m = \emptyset
\]

\[
I_S = \{k \in I_S : \rho_k^m > \rho_i^m\}
\]

5. For all of the app usage location points \( l_i^m (\rho_i^m, \delta_i^m) \), \( i \in I_S \), calculate the \( \gamma_i^m = \rho_i^m \cdot \delta_i^m \) and sort all \( \gamma_i^m \) in descending order. Select \( \mathcal{K}_m \) as the number of cluster centers of \( a_m \)'s usage location point set, where the \( \mathcal{K}_m \)-th location point is the point before the \( \gamma_i^m \) value sharply decreases. \( \mathcal{K}_m \) is the number of the Gaussian components of the target app \( a_m \).

4.2.2 Construct the ACGMM

Then, we use the EM algorithm (Dempster et al. 1977) to construct the Gaussian mixture model of target app \( a_m \)'s usage location point set \( \mathcal{L}_m \) and record the model parameters. We use the following equations to present the Gaussian mixture model:

\[
p(L_m | \Theta^m) = \sum_{k=1}^{\mathcal{K}_m} \alpha_k^m \cdot \frac{1}{2\pi \sqrt{\sigma_k^m}} \exp(M)
\]

\[
M = \left(L_m - \mu_k^m\right)^T \sigma_k^{m-1} \left(L_m - \mu_k^m\right) - 2
\]

In Eqs. 3 and 4, \( L_m \) is the target app \( a_m \)'s usage location point set, \( \mathcal{K}_m \) is the number of Gaussian components, which is obtained in Sect. 4.2.1; \( \alpha_k^m \) is the proportion of the \( k \)-th cluster in the point set, and \( \sum_{k=1}^{\mathcal{K}_m} \alpha_k^m = 1 \). \( \mu_k^m \) is the cluster center position of the \( k \)-th cluster, and \( \sigma_k^m \) determines the shape of the \( k \)-th cluster. In this section, Algorithm 1 to train the parameters \( \Theta^m (\theta_k^m \in \Theta^m, \theta_k^m = (\alpha_k^m, \mu_k^m, \sigma_k^m)) \) of the Gaussian model is employed.
Algorithm 1: ACGMM construction

Input: Target app \(a_m\)'s usage location in a certain time slot: \(L^m=[l_1^m, l_2^m, \ldots, l_n^m]\); the number of cluster centers: \(K^m\); maximum number of iterations \(J\).

Output: The parameters of the model \(\Theta^m\)

1. Choose a random initial setting for the parameters \(\Theta^m\);
2. Initialization of joint distribution \(P(l_i; \Theta^m)\), and likelihood function \(P(z_i|l_i; \Theta^m)\);
3. for \(j = 1\) to \(J\) do
   4. Calculate the conditional probability expectations for the joint distribution:
      \[
      Q_i(z_i) = P(z_i|l_i; \Theta_j^m)
      \] (3)
   5. \(M(\Theta_j^m, \Theta_j^{m+1}) = \sum Q_i(z_i)\log P(l_i, z_i; \Theta_j^m)\) (4)
   6. Maximize \(M(\Theta_j^m, \Theta_j^{m+1})\) to obtain the \(\Theta_j^{m+1}\):
      \[
      \Theta_j^{m+1} = \arg \max_{\Theta_j^{m+1}} M(\Theta_j^m, \Theta_j^{m+1})
      \] (5)
   7. if \(\Theta_j^{m+1}\) has converged then
      8. the value of \(\Theta^m\) is \(\Theta_j^{m+1}\);
   else
      9. return to E-step to iterate.
   end
9 end

In Algorithm 1, \(z_i\) represents the latent variables of \(l_i\). \(Q_i(z_i)\) is the estimate of the \(z_i\), and \(\sum Q_i(z_i)=1\). We leverage the above method to get the context Gaussian mixture model of the app.

4.2.3 Construct app contextual factor

Finally, we use the joint confidence ellipse \(E_m\) to simplify the ACGMM of the target app \(a_m\) and map the joint confidence ellipse to the plane. The joint confidence ellipse of a target app is the app contextual factor of this target app.

For an ACGMM of a target app \(a_m\), we use a set \(E_m : \{e_1^m, e_2^m, \ldots, e_K^m\}\) to simplify the ACGMM of \(a_m\), where \(e_k^m (e_k^m \in E_m)\) is the confidence ellipse of the \(k\)-th density peak of the target ACGMM that was obtained in Sect. 4.2.2. The specific expression of \(e_k^m\) is shown in Eq. 5. Algorithm 2 describes the construction method of \(e_k^m\) in detail.

\[
E_m = \begin{cases} 
  x_k^m = x_k^m \cos \theta_k^m + x^{e_k^m} \sin \theta_k^m, & \theta_k^m \in (0, 2\pi) \\
  y_k^m = x_k^m \sin \theta_k^m + y^{e_k^m} \cos \theta_k^m, & x_k^m \in (0, 2\pi)
\end{cases}
\] (5)

For the convenience of display, we use Fig. 3, the \(k\)-th confidence ellipse of an app to illustrate an example regarding the \(k\)-th confidence ellipse \(e_k^m\) of \(a_m\). In Fig. 3, \(\mu_k^m\) represents the center point of the \(k\)-th ellipse; \(x_k^m\) and \(y_k^m\) are the long and short axis of the \(k\)-th ellipse, respectively; \(x^{e_k^m}\) and \(y^{e_k^m}\) are the coordinates of the point \(\mu_k^m\) on the X-axis and Y-axis, respectively; and \(\theta_k^m\) is the angle of the long axis and the line that is composed of a point in the ellipse and the \(\mu_k^m\).

It should be noted that the version and function of apps will evolve with the needs changes of users as time goes on, which will lead to change in the contextual factor of the apps. Therefore, it is necessary to update the app contextual factor. According to statistics of Buildfire\(^2\), 71% of app users

\(^2\)https://buildfire.com/app-statistics.
churn within the first 90 days of downloading an app. This metric means that the app developers should update their apps every 90 days at least to keeping users using their apps. According to this fact, PCMARA needs to recalculate the app contextual factor every 90 days in practical applications. By implementing the update strategy, the app contextual factors after update can still describe app features even though the passage of time.

4.3 App similarity construction method

The app similarity construction method is an important part of the PCMARA. We leverage the app contextual factor in a certain time slot to construct the app similarity model. The detailed app similarity model construction steps are given as Algorithm 3.

Algorithm 3 calculates the ratio of the intersection area and its union area between two app contextual factors and records the ratio as the similarity between the two apps. Figure 4/app similarity illustrates the similarity between two apps. The ratio of the area where the black horizontal line is located to the sum of the confidence ellipse areas of the two apps is the similarity of the two apps.

Algorithm 3: App similarity construction

Input: The set of all target app contextual factors: $SE : \{E_1, E_2, \ldots, E_m\}$; a set of random points $P : \{p_1, p_2, \ldots, p_n\}$

Output: The similarity between any two apps.

1. Initialize $n$;
2. the number of points in the intersection area of two apps: $IA = 0$;
3. the number of points in the total area of two apps: $TA = 0$;
4. for $E_i, E_j \in SE$ do
5. Randomly scatter the points in the set of $P$ on the finite plane containing $E_i$ and $E_j$;
6. for $p_k \in P$ do
7. if $p_k \in E_i \cap E_j$ then
8. $IA \leftarrow IA + 1$;
9. else
10. if $p_k \in E_i \cup E_j$ then
11. $TA \leftarrow TA + 1$;
12. end
13. end
14. calculate the similarity $s_{ij}$ between $E_i$ and $E_j$ with the following equation: $s_{ij} = \frac{IA}{IA + TA}$
15. end
16. end

Algorithm 3 uses the Monte Carlo idea (Kroese et al. 2014) to approximate obtain the similarity of two app contextual factors. The Monte Carlo method is widely used in the field of Statistics, economics, computational physics, and so on. It leverages a random method to estimate the probability of an event. Here, $P$ in Algorithm 3 is a uniformly distributed random points set and it is used to estimate $IA$ and $TA$. The ratio of the $IA$ to $(IA + TA)$ is the similarity the two apps. The more number of points in $P$, the more accurate calculation result, and at the same time, the calculation time consumption is more. In order to balance accuracy and efficiency, we use the same $P$ for all apps.

4.4 The user preference prediction model

In PCMARA, we need to predict the probability that the user will use the app in the current time. To solve the above problem, we decompose the three-dimensional tensor composed of the user-app-time to obtain the user’s app usage preference probability in the time slot. Our approach uses the same method with Jiao et al. (2019a) for tensor decomposition.

Specifically, our initial tensor is composed of time slots, users, and apps. The elements in the tensor are the frequency of users using a certain app in a certain time slot. The time slot for constructing the tensor is the same as the time slot for constructing the app contextual factor model. We use Fig. 5, user preference tensor factorization to illustrate the principle of this process. We can extract the latent features of each user, time slot and preference by decomposing the tensor $\chi$ into three matrices...
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\[ A, B, \text{ and } C \text{ and a core tensor } G, \text{ as shown in Eq. 6.} \]

\[ \chi \approx G \times_1 A \times_2 B \times_3 C = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} g_{pq}a_{p}b_{q}c_{r} \quad (6) \]

Here, \( A \in \mathbb{R}^{I \times P} \), \( B \in \mathbb{R}^{J \times Q} \), and \( C \in \mathbb{R}^{K \times R} \) are the factor matrices. \( G \in \mathbb{R}^{P \times Q \times R} \) is the core tensor.

### 4.5 App recommendation list generation model

The app recommendation list generation model recommends to the target users apps that meet their preference and current contextual information. We know the target user’s current contextual information and the installed apps, and we use the following steps to obtain the app recommendation list.

1. According to the app similarity model, we look for apps that are similar to the target user’s installed apps according to the contextual factor to form a functionally sensitive candidate app set that conforms to the target user’s functional preferences for the apps. We use \( \lambda \) as the criterion for whether two apps are similar. If the similarity between an app and the target user’s installed apps is greater than \( \lambda \), then the app is selected into the functionally sensitive candidate app set. In this paper, \( \lambda \) is set to 0.6, which is determined experimentally in Sect. 5.5.5.

2. Then, we find the apps from the functionally sensitive candidate app set that match the target user’s preferences, according to the preference prediction model of the target user in this time slot to form the time-sensitive candidate app set. This app set conforms to the target user’s time preferences for the apps.

3. We leverage the target user’s current location contextual information to match the apps in the time sensitive candidate app set to form the final candidate app set. In this process, if the app contextual factor of the target app covers the target user’s current contextual information, the app is selected as the final app to be recommended. The final candidate app set conforms to the target user’s spatiotemporal and functional preferences for the apps.

4. Then, we rank the apps in the final candidate app set to form the app recommendation list. We use Algorithm 4 to rank apps in the final candidate app set. In Algorithm 4, the recommendation rate \( R_{im} \) is calculated as Eq. 7.

\[ R_{im} = \frac{a_{k}^{m} \sum_{a_{m} \in AS} S_{mn}}{d_{u_{i}, a_{m}}} \quad (7) \]

where \( a_{k}^{m} \) is the proportion of the \( k \)-th confidence ellipse of \( a_{m} \); \( AS \) is the set of installed apps in \( u_{i} \)’s mobile device; \( S_{mn} \) is the similarity between \( a_{m} \) and \( a_{n} \); \( d_{u_{i}, a_{m}} \) is the distance between \( u_{i} \)’s current location \( l_{u_{i}} \) and the

#### Algorithm 4: App ranking

**Input:** The target user \( u_{i} \)'s current contextual information, current time slot \( l_{u_{i}} \in T \) and current location \( l_{u_{i}} \in L \); the final candidate app set \( A \); the app contextual factor of all apps in \( A \).

**Output:** Ranking of apps in the recommendation list.

1. For \( a_{m} \in A \) in the recommendation list do
2. Extract \( a_{m} \)'s app contextual factor, which is in the target user \( u_{i} \)'s current time slot \( l_{u_{i}} \);
3. For the selected app contextual factor do
4. Extract the \( k \)-th confidence ellipse that \( l_{u_{i}} \) is located in;
5. Calculate the recommendation rate \( R_{im} \) of \( a_{m} \) recommended to \( u_{i} \) with Equation 7;
6. End
7. End
8. Sort all recommendation rates of target apps in descending order.

#### Table 3 The data structure of the dataset

| Dataset          | Beijing | Shanghai | Guangzhou |
|------------------|---------|----------|-----------|
| Duration (Hours) | 168     | 168      | 168       |
| App              |  637    |  667     |  629      |
| User             | 1972    | 1921     | 1967      |
| Record           | 45,707  | 46,973   | 44,367    |
| Location         | 20,582  | 21,693   | 20,117    |

\( a_{m} \)'s \( k \)-th confidence ellipse’s center point, and \( d_{u_{i}, a_{m}} = \sqrt{(\mu_{k} - l_{u})^{2}}. \)

5. Finally, we chose the top-\( N \) apps to form the recommendation list.

### 5 Experiments

In this section, we perform experiments on the recommendation performance of PCMARA. Particularly, we will focus on the following issues: (1) Compared with benchmark methods, what are the advantages of PCMARA in the recommendation effect? (2) What are the advantages of the proposed app contextual factor and app ranking algorithm for improving app recommendation?

#### 5.1 Experimental dataset

Our experimental data are the users’ app usage log files from real-world scenarios in three cities, Beijing, Shanghai and Guangzhou. The datasets contain a total of 5860 users, 701 apps, and 137,047 user-app usage log records. Each app is used at least 10 times, and each user has at least 10 app usage logs. Each user has an average of 23.39 logs. The detailed information of the dataset is shown in Table 3.
5.2 Benchmark methods

We compare PCMARA with the following recommendation methods:

- **User-based collaborative filtering (UserCF).** User CF is a user vector similarity-oriented collaborative filtering approach, where user similarity is calculated based on the users’ rating data. We adapt UserCF to our problem by using frequency information of users use apps to mine user preferences and generate the recommendation list. We leverage the frequency information to find the users similar to the target user and recommend apps that similar users have used and that the target user has not used to target users.

- **Item-based collaborative filtering (ItemCF).** Item CF is an app vector similarity-oriented collaborative filtering approach. We adapt ItemCF to our problem with the following method. First, we matricize the dataset according to the frequency of users using apps to form a user-app usage matrix. Then, we extract the app vectors from the matrix and use the cosine similarity coefficient to build the app similarity model. Finally, we leverage the app similarity model to generate an app recommendation list for target users.

- **Matrix factorization (MF).** The MF recommendation approach is a classic model-based method in the recommendation domain. We input the user-app usage matrix and optimize the following equation to obtain a nonempty matrix:

\[
\min_{u, a} \sum_{i=1}^{n} \sum_{j=1}^{m} (r_{ij} - u_i a_j)^2 + \lambda_u \sum_{i=1}^{n} ||u_i||^2 + \lambda_v \sum_{j=1}^{m} ||a_j||^2
\]  

In Eq. 8, \(r_{ij}\) is the actual usage frequency information of app \(j\) by the user \(i\), and \(u_i, a_j\) are the latent vectors of the target matrix. The elements in the target matrix are the preference rating of target users for the apps. We obtain an app recommendation list according to the target matrix.

- **Singular Value Decomposition (SVD).** SVD approach is a matrix factorization-based (MF-based) recommendation method. The principle of SVD is the same as MF. Different from the MF method, to reduce the disturbance of matrix filling, SVD adds feedback bias for the latent vectors of users and items so that the model is more in line with the recommended reality. The aim of SVD is to compute the factors for the users and items. We input the user-app frequency rating matrix and optimize the following equation to obtain a nonempty matrix.

\[
\min_{b_i, b_u, q_i, p_u} \sum_{(u, i) \in K} (r_{ui} - \mu - b_i - b_u - q_i \cdot p_u)^2 + \\
\lambda_u \sum_{u} (b_u^2 + ||p_u||^2) + \sum_u (b_i^2 + ||q_i||^2)
\]  

In Eq. 9, \(\mu\) is the rating baseline, and \(b_u\) and \(b_i\) are the biases of the user \(u\) and app \(i\), respectively. \(q_i\) and \(p_u\) are the latent vectors of the target users and apps of the target matrix, respectively. The actual rating of app \(j\) by the user \(i\) is the \(r_{ui}\). The elements in the target matrix are the preference ratings of target users for the apps. We obtain an app recommendation list according to the target matrix.

- **Tensor factorization (TF).** The aim of the model is to compute the factors for the user \(U^{n \times d}\), item \(M^{r \times d}\) and context \(C^{x \times d}\) matrices using historical usage data. The TF approach is also an MF-based recommendation method. The principle of TF is the same as MF. Similar to the above two methods, we use the frequency of a target user using an app according to certain contextual information to denote the app usage information of a target user and construct a user-app-context tensor. Then, we use the TF method to obtain a recommendation list. Here, the elements in the tensor are the app usage information of a user using an app at a certain time.

5.3 Evaluation measures

In our experiments, we split the experimental data into training data and test data. We use the training data to train PCMARA and use the apps that users actually use in the test dataset as the ground truth.

We recommend an app list for target users, which leads to two evaluation metrics: precision and recall. We recommend a top-\(N\) recommendation list to users, and the length of the recommendation list is \(N\), so we choose precision@\(N\) and recall@\(N\) to measure the proposed method. However, precision and recall are two indicators with a relationship that when one falls, it leads to the other rising. To synthesize considering the two indicators, we use the \(F_\alpha\)-measure to measure the recommendation quality.

We use \(TP\) to denote the intersection between the recommendation list and ground truth; we use \(N\) to denote the length of the recommendation list, and we use \(M\) to denote the length of the ground truth. The precision and recall are defined as follows:

\[
\text{Precision} = \frac{TP}{N} \quad (10)
\]
\[
\text{Recall} = \frac{TP}{M} \quad (11)
\]
$F_{\alpha}$ — measure balances the precision and recall, which is defined as:

$$F_{\alpha} = \frac{\text{Precision} \times \text{Recall}}{\alpha^2 \times \text{Precision} + \text{Recall}}$$  \hspace{1cm} (12)$$

Here, we choose $\alpha=1$, which indicates the recall and precision has the same importance.

The PCMARA uses an app ranking algorithm to generate an app recommendation list, so we use the MAP metrics to measure the effect of the proposed app ranking algorithm. The MAP (mean average precision) calculates the average recommendation precision of each recommended app in the recommendation list. If the value of the MAP metrics is higher, it indicates that the sorted recommendation list is similar to the app actually used by the target user. The MAP is calculated as follows:

$$\text{MAP} = \frac{\sum_{u=1}^{U} \text{Ave}P(u)}{U}$$  \hspace{1cm} (13)$$

$$\text{Ave}P(u) = \frac{\sum_{n=1}^{N} (p(n) \times \text{rel}(n))}{\text{Number of relevance app}}$$  \hspace{1cm} (14)$$

In Eq. 13, $U$ is the target users set. $\text{Ave}P(u)$ is the precision of the recommendation list for the target user $u$, and the calculation method is shown in Eq. 14. In Eq. 14, $N$ is the length of the recommendation list for the target user $u$. $p(n)$ is the precision of the top-$n$ recommended apps in the recommendation list. $\text{rel}(n)$ indicates whether the $n$-th recommended app is relevant to the app actually used by the target user. If the $n$-th recommended app is the same as the app actually used by the target user, $\text{rel}(n) = 1$; otherwise, the value of $\text{rel}(n)$ is 0. In our dataset, a user only uses one app in a spatiotemporal context, so the value of “number of relevant apps” in Eq. 14 is 1. When the effect of the ranking algorithm is good, it will cause an increase in the value of the molecular part of Eq. 14, which in turn leads to a higher value of MAP. Therefore, we can use the MAP metric to measure the ranking algorithm of the model.

### 5.4 Experiment set

#### 5.4.1 Experiment 1: recommendation performance

We apply PCMARA and five benchmark methods to the dataset and generate a recommendation list. Then, we compare the recommendation effect on the three metrics of precision, recall and F-measure with different parameters.

#### 5.4.2 Experiment 2: similarity model performance

PCMARA uses the app contextual factor to build a new app similarity model. Therefore, we use the method of controlling variables to verify the performance of the proposed app similarity model on improving the recommendation effect. We extract the app vectors from the user-app usage matrix to calculate the app similarity and leverage the traditional cosine similarity to build a traditional app similarity model. We replace the proposed app similarity model with the traditional app similarity model and name it PCMARA-S. We compare the recommendation effects of PCMARA and PCMARA-S to verify the performance of the proposed app similarity model.

#### 5.4.3 Experiment 3: ranking algorithm performance

PCMARA uses a novel app ranking method to generate an app recommendation list. We use the MAP@N metric to compare the ranking results of the benchmark method with PCMARA to verify the improvement effect of the proposed ranking algorithm on recommendation.

#### 5.4.4 Experiment 4: the performance of different time slots

PCMARA takes into account both the spatiotemporal context information of target users and the app contextual factor when the target users use the app. We compare the recommendation performance of PCMARA with the benchmark methods in different time periods to verify the effect of the app contextual factor on improving app recommendation performance.

#### 5.4.5 Experiment 5: the influence of $\lambda$

PCMARA uses $\lambda$ to determine whether two apps are similar. We need to verify the influence of $\lambda$ on recommendation performance. We implement a comparison of the recommendation performance for precision@3 on datasets of three cities.

### 5.5 Performance comparisons

#### 5.5.1 Results of experiment 1

In this section, we present the results of experiment 1 with different parameter values in Fig. 6, recommendation performance results.

We compared the precision@N, recall@N, and F-score of PCMARA and benchmark methods in three cities. The abscissa in the figure is the length of the recommendation list. Figure 6(a–c), (d–f) and (g–i) shows the precision, recall and $F$-measure of the PCMARA and benchmark methods’ recommendation results in three cities, respectively.

The experimental results show that the performance of UserCF and ItemCF is poor. This is because, first, the two CF-based methods use user-app interaction information to mine user preference information while ignoring the users’ context information when using the app, which is an impor-
The comparison of recommendation performance between PCMARA and benchmark methods

Tant factor that affects the user’s app preference. Second, the matrix composed of users and apps is extremely sparse, which leads to the inability of the two models to accurately mine user app usage preferences. In addition, the performance of ItemCF is the worst of all the methods because there are other problems in ItemCF. In particular, because of the functional exclusiveness of apps, only app vectors are used to build the app similarity model which leads to app recommendation lists with similar functions that will not be selected by users, resulting in a poor recommendation effect.

MF, SVD and TF all show relatively good recommendation performance. Among them, the common point of MF and SVD is that they use the idea of matrix factorization to supplement the user-app sparse matrix so that nonsparse vectors can more accurately reflect user preferences. The recommendation performance of TF is always better than that of MF and SVD. This is because TF builds user-app-time context information in the three-dimensional tensor model, which not only considers the interaction information between the user and the app but also considers the context in which
Fig. 7  The comparison of recommendation performance between PCMARA and PCMARA-S

Fig. 8  The comparison of ranking performance between PCMARA and benchmark methods

the user uses the app. The information is integrated into the model building process, which effectively mines the user’s app usage preferences under specific time conditions.

PCMARA always outperforms the benchmark method in terms of precision, recall and the comprehensive evaluation F-score metric. The main reason is that PCMARA incorporates the time and geographic information of the users and apps when users are using the app into the construction of the user preference model, effectively mining the user’s app preferences. In addition, we designed a novel app similarity calculation method, which can effectively use app contextual factors to establish a similarity model. In the process of generating a recommendation list for the target user, PCMARA not only combines the user’s current temporal and spatial context information but also considers the contextual characteristics of the app itself, which effectively overcomes the functional exclusiveness problem of the app.

5.5.2 Results of experiment 2

We present the results of experiment 2, as shown in Fig. 7, results of ablation experiments. We chose precision@N to measure the effect of the proposed similarity model and the baseline similarity model. As seen in Fig. 7, the recommendation effect of PCMARA is superior to that of the PCMARA-S method in the datasets of three cities.

The reasons for the experimental results are as follows. First, the app contextual factor affects the app usage preferences of target users. The target users are more inclined to choose those apps that have appropriate app contextual factors. When constructing the app similarity model, the app contextual factor is incorporated in the model construction and will enable PCMARA to achieve better performance in mining the users’ app usage preferences. Second, PCMARA leverages the app functional complementarity to design the similarity model. The recommended apps that have functional complementarity with the target users are more likely to meet the target users’ app usage needs and preferences. Therefore, these apps are more favored by the target users.

5.5.3 Results of experiment 3

We present the results of experiment 3, as shown in Fig. 8, ranking performance. We chose MAP@N to measure the performance of the proposed ranking algorithm and the benchmark methods. As seen in Fig. 8, the recommendation effect of PCMARA using the app ranking algorithm is superior to that of the benchmark methods in the datasets of three cities.
The reasons for the experimental results are as follows. First, when designing the app ranking algorithm, we not only considered the influence of the target users’ spatiotemporal context information when using the app on the users app usage preferences but also considered the influence of the coverage of the target app contextual factor on the target users’ app usage preferences, which leads to PCMARA achieving better performance in mining users’ app usage preferences. Second, the app ranking algorithm of PCMARA uses Eq. 7 to quantitatively calculate the functional complementarity relationship between the target app and the apps installed by the target user, which provides accurate user preference calculation criteria for the PCMARA model so that PCMARA can mine the users’ app usage preferences more accurately.

5.5.4 Results of experiment 4
We present the results of experiment 4, as shown in Fig. 9, performance at different time slot. We chose precision@N to measure the recommendation performance of PCMARA and benchmark methods in different time slots. During the model design process of PCMARA, a day is divided into 6 time slots, and the abscissa in Fig. 9 represents different time slots. As seen in Fig. 9, the recommendation effect of PCMARA is superior to that of the benchmark methods in the datasets of three cities. Moreover, the recommendation performance of PCMARA in the time range of 7:00-19:00 has a great advantage over the benchmark methods.

The reasons for the experimental results are as follows. The recommendation results of UserCF, ItemCF, MF and SVD are unacceptable. This is because these four methods do not consider the spatiotemporal context information of target users using apps when constructing the model, which makes these methods unable to effectively recommend apps for target users in different time conditions. TF is relatively good in recommendation performance because TF considers the time contextual information and enriches the information dimensions required for the model construction. PCMARA performs best on recommendation performance in different time slots. PCMARA takes into account the time, geographic information and app contextual factor when the target users use apps to provide a more personalized and reasonable app recommendation list for target users in different time conditions.

5.5.5 Results of experiment 5
In this section, we present the results of experiment 5 with the datasets of three cities to determine the parameter values of λ in the app recommendation list generation model of PCMARA. The abscissa of Fig. 10 is from 0.1 to 0.9, which means that the value of λ is from 0.1 to 0.9 in PCMARA in the three datasets. As seen from the result, the performance of the recommendation shows a trend of first increasing and then decreasing as λ increases. When the value of λ is 0.6, the recommendation performance of PCMARA is the best. Hence, we choose the value of λ as 0.6 for PCMARA.
6 Discussion and conclusion

In this section, we first conduct further discussions of PCMARA and then give the conclusion and future work about PCMARA.

6.1 Impact of population density

The datasets in the experiments are cities with high population density. We need to discuss the performance of PCMARA deployed in low-population-density regions.

PCMARA mainly uses two parts to generate the app recommendation list. One part is the collaborative filtering part, which leverages app contextual factors to generate a candidate app list for users through item-based collaborative filtering ideas. The other part is the tensor factorization part, which uses the tensor data composed of user-app-time to generate a candidate app list for users through tensor factorization model.

When PCMARA is deployed in the low-population-density regions, although the user-app data may be more sparsity, it can still mine user’s app usage preference for the following reasons. (1) The app contextual factor constructed by rich logs file data can effectively reflect the app characteristics, so the collaborative filtering part can still mine user’s geographical preference of using apps under the sparse user-app data conditions. (2) The tensor factorization model has natural advantages in processing the sparse data (Jiao et al. 2019a). It leverages the tensor factorization technique to train a dense tensor which contains the same amount of information with the original tensor. Hence, when facing with the sparse data, the tensor factorization part can still effectively combat the adverse effects of sparse tensor on mining user preferences.

6.2 Impact of other additional information

PCMARA only uses the contextual information to explore the users app usage preferences. In this section, we give the discussions about the impact of other additional information on app recommendation performance.

The reasons that we only use the contextual information are as follows: (1) There are many factors that impact the app recommendation performance, such as app description, app version, contextual information, and so on. According to different impact factors, researchers have different research perspectives. Our work is from one of the perspectives, i.e., explore the impact of contextual information to user preferences for apps. The contextual information is the main impact factor in our work. (2) We explore the user preferences based on logs file which contains contextual information. The additional data collection from logs file has often certain difficulties, because the logs file only contains limited contextual information. Therefore, the proposed PCMARA model only uses contextual information.

While the limited information used, luckily for PCMARA model has achieved better app recommendation performance than existing methods under the contextual conditions, due to the consideration of app functional exclusiveness features. It should be noted that it does not mean that other additional information is not important for app recommendation. Contrary, it is foreseeable that comprehensive consideration of various additional information will improve the prediction performance of RS.

Incorporating the other additional information into the recommendation modeling is a challenging and meaningful research work (Kou et al. 2021). We intend to consider incorporating more additional information into the construction of the app recommendation model in our future work.

6.3 Conclusion and future work

This paper proposes a personalized context-aware mobile app recommendation approach, called PCMARA. The novelty of PCMARA is that (1) it uses the app contextual factor to model the function of the target app, (2) it creatively constructs the app functional similarity model, and (3) it provides an app recommendation list for target users that meet the preferences of target users’ current contextual information. The experimental results show that PCMARA has excellent performance in app recommendations under contextual conditions.

One of the most outstanding features that differentiates our approach from existing works is that PCMARA incorporates the contextual feature in the modeling. The app contextual factor reflects the app functional feature. Since the app contextual factor combines the contextual information and the functional information of apps, it can effectively avoid the adverse impact of app functional exclusiveness features on app recommendation. Incorporating the app contextual factor into app recommendation can achieve the purpose of improving the effect of app recommendation.

PCMARA leverages the item-based collaborating filtering idea to explore users preferences with location and leverages the tensor factorization to explore users preferences with time. In our future work, we aim to optimize the app contextual factor construction method and the tensor factorization method by deploying the methods on a distributed computing platform to improve the calculation speed of the approach.

PCMARA considers the contextual information of users and apps, and the sequential information of users using apps is also a feature that affects the app recommendation performance. Therefore, in the future work, we will consider incorporating user sequence features into the construction of the recommendation model to improve the recommendation performance.
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