A tutorial for propensity score weighting for moderation analysis: An application examining smoking disparities among sexual minority adults
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Abstract:

Objective. To provide step-by-step guidance and STATA and R code for using propensity score (PS) weighting to estimate moderation effects.

Research Design. Tutorial illustrating the key steps for estimating and testing moderation using observational data. Steps include (1) examining covariate overlap across treatment groups within levels of the moderator, (2) estimating the PS weights, (3) evaluating whether PS weights improved covariate balance, (4) estimating moderated treatment effects, and (5) assessing sensitivity of findings to unobserved confounding. Our illustrative case study uses data from 41,832 adults from the 2019 National Survey on Drug Use and Health to examine if gender moderates the association between sexual minority status (e.g., lesbian, gay, or bisexual [LGB] identity) and adult smoking prevalence.

Results. For our case study, there were no noted concerns about covariate overlap and we were able to successfully estimate the PS weights within each level of the moderator. Moreover, balance criteria indicated that PS weights successfully achieved covariate balance for both moderator groups. PS weighted results indicated there was significant evidence of moderation for the case study and sensitivity analyses demonstrated that results were highly robust for one level of the moderator but not the other.

Conclusions. When conducting moderation analyses, covariate imbalances across levels of the moderator can cause biased estimates. As demonstrated in this tutorial, PS weighting within each level of the moderator can improve the estimated moderation effects by minimizing bias from imbalance within the moderator subgroups.
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Introduction

Healthcare researchers are often interested in examining potential effect heterogeneity – i.e., moderation – when evaluating treatments, interventions, or health services received by individuals. Understanding the influence that potential moderators may have on treatment effectiveness allows for greater understanding of the types of individuals who benefit the most (and least) from specific treatments and interventions, allowing more efficient targeting of resources. In the context of observational data, moderation analyses – also referred to as treatment effect heterogeneity and/or subgroup analyses – allow researchers to explore important variation in the relationships between key exposures and health outcomes, leading to greater insights regarding population health and health disparities.

In terms of estimation, moderation is traditionally assessed in regression models by testing for an interaction effect between the potential moderator and the treatment/exposure or by using stratification methods. However, these standard approaches may yield biased estimates of the moderated effects if they do not adequately yield comparable treatment/exposure groups within each level of the moderator variable. While covariate adjustment can be useful to minimize the potential bias that might arise from imbalance between the treatment and control group within each level of the moderator, relying on covariate adjustment alone can result in extrapolation of the outcome model and sensitivity to errors in the model specification. It is more prudent to use causal inference approaches to ensure better comparability of the groups than covariate adjustment alone allows.

Specifically, this tutorial focuses on moderation analyses using propensity score (PS) weighting to statistically balance treatment/exposure groups within all levels of the moderator with respect to potential confounders in order to mitigate confounding bias. To date, only one similar tutorial type paper has been published with attention to PS matching. Similar guidance is needed for PS weighting.

Numerous PS weighting approaches for estimating moderated effects have been proposed; these approaches vary regarding the estimator of choice for the PS weights and/or the outcome model. Other methods in this space use more data-driven approaches (e.g., machine learning) to assess evidence of
In fact, there has been an explosion of new methods in causal machine learning to estimate heterogenous treatment effects in recent years that includes use of quasi-oracle, orthogonal statistical learning, generalized random forests, metalearners, and double (debiased) machine learning for estimation of treatment effect heterogeneity. While numerous methods for moderation analyses have been proposed, there is no easy-to-use guide on how to implement these methods for health researchers that emphasizes key required assumptions and the importance of assessing the quality of the PS weights. The goal of this tutorial is to provide practitioners with step-by-step guidance and STATA and R code for conducting robust PS weighted analyses when estimating moderation effects. Accordingly, we provide step-by-step guidance regarding PS weighting for moderation that includes (1) examining covariate overlap across treatment/exposure groups within levels of the moderator, (2) estimating the PS weights, (3) evaluating whether PS weights improved covariate balance within each moderator level, (4) estimating moderated treatment effects, and (5) assessing sensitivity of findings to potential unobserved confounding. This approach is broadly applicable to observational data – in particular, our case study illustrates the application of these methods to survey-weighted data.

As an illustration of these methods, we present a case study that investigates whether gender moderates the association between sexual minority status (e.g., lesbian, gay, or bisexual (LGB) identity) and smoking. Numerous prior studies have demonstrated that sexual minority individuals report more frequent substance use, including smoking, compared to heterosexual individuals. These disparities are often attributed to minority stress, namely the stigma, prejudice, and discrimination uniquely experienced by socially marginalized groups (e.g., LGB individuals). Previous studies have highlighted gender differences in substance use, including finding that disparities between sexual minority and heterosexual women are often larger in magnitude than those between sexual minority and heterosexual men. In light of this, we frame gender as a potential moderator that may modify the strength of the relationship between sexual minority status and smoking in our case study.
Methods

Data and measures

Study Population

Data were from the 2019 National Survey on Drug Use and Health (NSDUH), an annual nationally-representative survey on drug use among the civilian, non-institutionalized US population ages 12 and older. The sample size for the public-use NSDUH data is 56,136 for 2019 (65% response). Our sample is restricted to individuals ages 18 years and older who identified as heterosexual, lesbian/gay, or bisexual (n=41,832, including 3,618 LGB adults); respondents ages 12-17 are excluded as the NSDUH does not ask minors about sexual identity. Respondents who did not respond to the sexual identity question or answered, “don’t know” (n=907, representing 2.1% of adult NSDUH respondents) are also excluded. This study was deemed exempt from review by RAND’s institutional review board, as it involved de-identified survey data.

Measures

Primary exposure, LGB status: Sexual identity is assessed by asking: “Which one of the following do you consider yourself to be?” (“Heterosexual, that is, straight,” “Lesbian or gay,” “Bisexual,” “Don’t know”). An indicator for LGB status is defined as “1” for those who responded either “lesbian or gay” or “bisexual” and “0” for those who responded “heterosexual.” We note that we conceptualize LGB status as a proxy for exposure to minority stress related to sexual minority identity.

Moderator, gender: Gender is assessed on the NSDUH as male or female.

Outcome, past-month smoking status: Binary indicator for smoking at least one cigarette in the past 30 days.

---

1 Transgender and non-binary gender options are not provided in the NSDUH.
Demographic covariates included: age (categorized as: 18-25, 26-34, 35-49, 50+), race/ethnicity (non-Hispanic White; non-Hispanic Black; Hispanic; Asian; Native American/Alaskan Native; Native Hawaiian/Other Pacific Islander; non-Hispanic other race/multiracial), education level (less than high school; high school; some college/2-year college degree; 4-year college degree), employment (full-time; part-time; student; unemployed; other), and household income (less than $20,000; $20,000-$49,999; $50,000-$74,999; $75,000+).

Potential outcomes, propensity scores, and moderated treatment effects

We first introduce standard potential outcomes notation to define key estimands of interest for a binary treatment or exposure. Each individual has two potential outcomes: $Y_1$, their outcome if they experienced the exposure condition (e.g., LGB identity and the associated social stressors for our case study), and $Y_0$, their outcome if they experienced the comparison condition (e.g., heterosexual identity). $Y_1$ and $Y_0$ exist for all individuals in the population; however, we only observe one for each participant, corresponding to their reported exposure status. Let $T$ denote our binary exposure of interest. Then, $Y_{i \, obs} = Y_{1i} \times T_i + Y_{0i} \times (1 - T_i)$ denotes the $i$th individual’s observed outcome.

The treatment effect\(^2\) for an individual is defined as $Y_{1i} - Y_{0i}$, representing the difference in their potential outcomes; the average treatment effect across the population (ATE) is defined as $E(Y_1 - Y_0)$. In our case study, the ATE represents the average effect of minority stress due to LGB identity on current smoking rates across the entire population. Let $Z$ represent a binary moderator (e.g., gender in our case study). Often, it is the case that $E(Y_1 - Y_0 | Z = 1) \neq E(Y_1 - Y_0 | Z = 0)$ – e.g., the ATE for minority

---

\(^2\) We note that some in the causal inference field have argued that treatments or exposures must be “manipulable,” namely capable of being changed or randomized to individuals\(^{46,47}\) in order to obtain causal effects. This viewpoint excludes investigations of the causal effects of health disparities due to race, gender, or sexual identity (i.e., generally considered non-manipulable attributes). However, our case study adopts the framework articulated by Krieger, VanderWeele, and others that causal effects can be well-defined with regard to these exposures, given the social conditions/stressors associated with being in a socially marginalized group are indeed manipulable (and have changed across time) and are a primary contributor to health outcomes.\(^{13,48}\)
stress due to LGB status on smoking may differ for men and women. When moderation is present, it is of interest to estimate the ATE for each level of the moderator. The moderated ATE (M-ATE) is defined as $E(Y_1 - Y_0 | Z = z)$.

Our proposed method uses PS weighting to create comparable groups with respect to baseline potential confounders when estimating the M-ATE. In general, the PS is defined as an individual’s probability of treatment, given their pretreatment characteristics denoted by the vector $X$: $p(X) = Pr(T = 1|X)$. When interest lies in estimating the M-ATE, PS estimation will additionally be conditional on the moderator, as follows:

$$p(X, Z) = Pr(T = 1|X, Z = z)$$

PS estimates, $\hat{p}(X, Z)$, are then used to define PS weights as follows for a binary moderator $Z$: we weight the treatment group within each level of $Z$ by $1/\hat{p}(X_i, Z_i)$ and weight the comparison group within each level of $Z$ by $1/(1 - \hat{p}(X_j, Z_i))$. In order to identity the ATE, and likewise the M-ATE, we must assume strong ignorability, defined as follows:

i. $(Y_1, Y_0) \perp T|X, Z$ – e.g., no unobserved confounders

ii. $0 < p(X, Z) < 1$ – e.g., positivity or overlap between exposure groups within levels of the moderator

These two key assumptions (overlap and no unobserved confounders) are impossible to test in practice; however, their plausibility should be explored in any study using PS weights. This tutorial details how to assess plausibility of both the overlap assumption (in Step 1) and the no unobserved confounding assumption (in Step 5), highlighting an important and often overlooked part of many applied studies. In the writing that follows, checking for overlap implies checking for the positivity assumption.

We highlight that this approach can be implemented in the context of weighted data, such as data with survey sampling or attrition weights. Prior work has demonstrated that, in the context of traditional PS weighting (no moderation), it is important that the survey or attrition weights be used as survey
weights in the estimation of the PS weight. Then, the PS weights can be multiplied by survey or attrition weights to obtain the needed composite weights for use in the final outcome models.

**Key steps for estimating moderator treatment effects**

*Step 1: Check for covariate overlap across treatment groups for each level of the moderator*

While there is no formal way to test for overlap across treatment/exposure groups on the multivariate distribution of the control covariates, one can assess overlap in the univariate distributions of covariates. In the traditional PS context (no moderation), one should explore baseline descriptive statistics of all covariates included in the PS model, stratified by treatment group. If variables exhibit differential range across treatment groups, this suggests violation of the overlap assumption. Extending to the moderation context, covariate overlap should similarly be assessed, stratified by both the treatment and moderator. If there are obvious areas where there is a lack of overlap, it is possible to still estimate moderated effects so long as the groups for which there is a lack of overlap are removed completely from the evaluation. Removing a subsample from the data set in order to achieve overlap between the treatment groups will diminish the generalizability of study findings but is often the only option when there are obvious areas without overlap.

*Step 2: Estimate the PS weights*

In the context of the M-ATE, estimation of the PS model separately within each level of the moderator generally results in better covariate balance within moderator strata which, in turn, can minimize bias. However, in the case of small sample sizes, this stratified estimation approach can result in unstable weights and overly noisy estimates of the M-ATE; in these cases, alternative estimation strategies may be preferable. We address these tradeoffs more in our discussion. Since our case study data affords adequate sample size, we estimate the PS model separately for males and females. Estimation of the PS model including selection of the most relevant covariates requires significant care; model misspecification can lead to biased results. Resultantly, machine learning methods offer a key
advantage over parametric models – like logistic regression – in this setting.\textsuperscript{51} We implement PS estimation with the TWANG package\textsuperscript{52} which uses a nonparametric machine learner, generalized boosted modeling.\textsuperscript{53} However, we note that alternative estimation methods could be used, as there are numerous approaches to estimating high quality PS weights, including more recent causal machine learning methods.\textsuperscript{21,22,53-57} Additionally, variable selection requires careful consideration when estimating PS model. Selection of the covariates for use in the PS model should include variables that are associated with the outcome – often regardless of their association with the treatment indicator. However, variables that are solely predictive of treatment with no association with the outcome should be avoided.\textsuperscript{51,58} As noted above, we properly include the NSDUH survey weight in the estimation of the PS within each level of the moderator to ensure we obtain balance among the survey weighted version of the data.

Step 3: Evaluate whether PS weights improved covariate balance within each level of the moderator

In the absence of moderation, an essential diagnostic step is to evaluate the extent to which PS weighting improved covariate balance across treatment groups; there has been rich methodological guidance on how best to do so for estimation of main effects.\textsuperscript{51,59-61} Extending to the moderation context, after PS weighting, covariate balance should be evaluated across treatment groups within each level of the moderator. Often, balance is assessed by strictly comparing PS weighted mean differences for each covariate across treatment groups. However, others have argued that ensuring covariate distributions are similar across treatment groups is essential for high quality PS weights.\textsuperscript{62,63} We recommend using both standardized mean differences (SMD) and Kolmogorov-Smirnoff (KS) statistics to assess balance. The SMD is a measure of standardized mean differences between the groups, while KS statistics are measures of distributional differences between groups. More specifically, the KS statistic is the maximum absolute difference between the two empirical cumulative distribution functions of the treated and control groups for a given covariate. For both SMD and KS, smaller is better, with values of 0 indicating no differences between treatment groups. A recommended threshold is that both SMD and KS values should
not exceed 0.10 after PS weighting; absolute standardized differences of 0.10 are considered to be small effect size differences and recent work has shown this same cut-off point is reasonable for KS statistics.

In the context of survey or attrition weighted data, comparisons prior to PS weighting should be weighted using the survey or attrition weight. Comparisons after PS weighting should use a composite weight (i.e., PS weight multiplied by the survey or attrition weight). When using TWANG, all of this is directly handled by the package.

*Step 4: Estimate moderated treatment effect*

If PS weights have successfully created comparable groups in Step 3, then moderated effects can be estimated. Specifically, M-ATE estimates will be calculated as the difference in PS weighted means between the two exposure groups (e.g., LGB and heterosexual) within each level of the moderator (e.g., females and males). This can be done by fitting a weighted regression model that includes indicators for both the treatment/exposure and the moderator, their interaction, as well as the same set of covariates used in the PS model. This model can then be used to recover the estimated treatment effects within levels of the moderators, as described below. We suggest including all covariates used in the PS model in the final outcome model since this “doubly robust” estimation procedure is the preferred approach for estimating treatment/exposure effects with PS weights. As long as one model (either the covariate-adjusted outcome model or the PS model) is specified correctly, one will obtain consistent estimates for the ATE, and by extension, the M-ATE. Including the confounding covariates in the outcome model also reduces any residual covariate imbalance remaining after weighting and can improve precision of effect estimates. Since we are using PS weights in our final model, we use standard survey package commands to obtain standard errors that account for the weighting.

Recommended specification of outcome model for estimating M-ATEs:

\[ g(E[Y_{i}^{obs}]) = \alpha_0 + \alpha_1 \times T_i + \alpha_2 \times Z_i + \alpha_3 \times T_i \times Z_i + \alpha_4 \times X_i \]
where \( g(.) \) is the appropriate link function. In this model specification, we assume the absence of interactions between covariates \( X \) and \( Z \) for illustrative purposes. If such interactions exist, it is best to control for these additional interaction terms in the final outcome model.\(^{67}\) We also assume only one moderator of interest; if interest lies in estimation of multiple M-ATEs, it is possible to repeat this procedure independently for each candidate moderator.

After estimating the outcome model, we can use post hoc estimation procedures to calculate the needed M-ATE for each level of the moderator. For example, in our case study, smoking status is binary so \( g(.) \) will be the logit link for a logistic outcome model. To obtain estimates of the M-ATE, we must use the fitted logistic regression model to estimate the marginal probabilities of the outcome for each subgroup under both exposure conditions, which can then be used to compute the needed differences in the means of the potential outcomes and risk differences for males and females.\(^{16}\) That is, for every person in the sample, we estimate the probability of smoking setting sexual identity to LGB and then repeat this estimation setting sexual identity to heterosexual. For both females and males, we separately average the estimated probabilities for both LGB and heterosexual sexual identity, the difference of which (within gender groups) provides our treatment effect estimate. Averages with groups should be weighted by sampling, nonresponse or attrition weights. We report the estimates and their corresponding 95% confidence intervals. In many studies, primary interest for the moderation analyses might focus on whether there is any evidence of moderation (rather than reporting of subgroup effects). This can be done using the outcome model above by testing the null hypothesis that \( \alpha_3 = 0 \) and can be examined directly from the regression output by referring to the 95% confidence interval for \( \hat{\alpha}_3 \). When the moderator has multiple levels, then a joint test for all the interactions terms between treatment/exposure and the interaction can be used.

It would also be reasonable to estimate stratified outcome models using the PS weights from each level of the moderator and to report the estimated effects from those models. Here, we focus on
estimation of the joint outcome model given it allows for researchers to directly test for moderation more formally than stratified models.

**Step 5: Check for sensitivity to unobserved confounding**

Given the strong ignorability assumption, it is critical to assess the potential impact that unobserved confounders might have on the study’s key findings in any analysis using PS weights. There are many tools available to examine the potential impact of unobserved confounding for main effects of treatment. Conveniently, most of these tools can be applied to examine sensitivity in moderation analyses as well, though with some adaptation. Here, we use a graphical tool (the Ovtool in R) that relies on using simulations to assess how sensitive our findings may be to potential unobserved confounding by a variable that is independent of the observed confounders conditional on the treatment indicator. This graphical approach tests sensitivity both in terms of how the estimated treatment effect and statistical significance (i.e., p-value) might change as a function of the strength of the relationships between the unobserved confounders and the treatment/exposure and outcome within each level of the moderator.

**Illustrative Case Study Application**

Table 1 shows the comparison of LGB and heterosexual adults, stratified by gender, prior to PS weighting. SMDs and KS statistics indicate clear differences between heterosexual and LGB individuals for both males and females. In general, LGB adults are more likely to be unemployed, are younger, and have lower household income than heterosexual adults. The magnitude of the difference between LGB and heterosexual adults varies by gender – e.g., age differences are more disparate for females than males. While there are no notable differences between female LGB and heterosexual females on race/ethnicity, heterosexual males are less likely to be Hispanic than LGB males. LGB females are less likely than heterosexual females to be college graduates, while there are no such noted differences for males.

**Step 1 Check for covariate overlap across treatment groups for each level of the moderator**
Given the categorical nature of our covariates, overlap concerns can be assessed by checking whether there are subgroups within each covariate that have no individuals after stratifying by both LGB identity and gender (see Table 1). Having no individuals in one specific subgroup (e.g., less than high school) would imply that the analysis cannot estimate the causal effect of the treatment for that specific subgroup. Thus, systematically checking the covariate distribution via frequency tables can be a pragmatic way to identify lack of overlap (when present) for categorical variables. As no cells with 0% are noted, there does not appear to be any concerns regarding covariate overlap for this analysis. For continuous covariates, we recommend comparing the minimum and maximum for each treatment group within each level of the moderator; histograms stratified with respect to the moderator can also be examined.

Step.2 Estimate the PS weights

We estimate the PS model separately for males and females using the TWANG package. Code for STATA and R are provided in the Appendix. The NSDUH survey weight is included via the sampw option in TWANG which uses the weights in estimating the propensity score models and the post hoc checks for balance in the weighted covariate distributions.

Step.3 Evaluate whether PS weights improved covariate balance within each level of the moderator

After PS weighting, we evaluate covariate balance with respect to both SMDs and KS statistics separately for both females and males (see Figure 1, Table 2). We note that balance is assessed here using the composite weight (i.e., PS weight multiplied by the survey weight), calculated by TWANG. All absolute SMDs and KS statistics fall well below the 0.10 threshold, suggesting successful balance has been achieved within each level of the moderator.

Step.4 Estimating moderated treatment effects

Next, we obtain M-ATE estimates using covariate-adjusted weighted logistic regression. As in Step 3, we use the composite weights in the outcome model. We observe significant evidence that LGB
status is associated with higher likelihood of smoking for both males and females (Table 3). Using the marginal probabilities from the regression results, the estimated M-ATE risk difference of current smoking for LGB vs heterosexual males is 0.05 (95% CI = 0.00, 0.10), suggesting LGB males are moderately more likely to smoke than their heterosexual counterparts. In contrast, LGB females have substantially higher risk of smoking than heterosexual females, with an estimated M-ATE risk difference of 0.15 (95% CI = 0.08, 0.18). There is significant evidence of moderation, as determined by the significant coefficient for the interaction term in the logistic regression model – namely 0.65 (95% CI = 0.23, 1.01).

Step 5. Assess sensitivity to unobserved confounding

Finally, we conduct sensitivity analyses for unobserved confounding for the estimated M-ATE effects separately for females and males. Figure 2 shows how both the estimated effect (solid contours) and p-value (dashed contours) would change as a function of an unobserved confounder whose association with our key exposure (LGB status) is expressed through an effect size or SMD (x-axis), and whose relationship with the outcome is expressed as a correlation (y-axis). The solid contours report the adjusted M-ATE estimates that would result as the relationship between the omitted variable and the outcome and exposure group indicator increases (LGB vs not).

As shown for females, the estimated treatment effect gets larger as we move to the left from zero along the x-axis – going from 0.2 to 0.4 as we move to the upper left hand corner - and decreases as we move right from zero – crossing over a null effect of 0 as we move to the upper right hand corner. The dashed contours show how statistical significance of our result is impacted and parallel what we see for the estimated treatment effect contours. Namely, there is an area of the plot around the 0 treatment effect contour that indicates that statistically significance disappears with certain magnitudes of an unobserved confounder. For females, an unobserved confounder would need a correlation with the outcome greater than 0.10 and would need to differ between LGB and heterosexual groups with an SMD of greater than 0.42 to change our finding such that it is no
longer statistically significant (at 0.05 level). Additionally, the plot shows (via the black dots) the observed correlations and effect sizes observed in the data for the different categories of the five observed covariates used in the PS weights. As shown, the observed covariates are far from the region of the plot where the unobserved covariates would need to be to impact our M-ATE estimate for females. The vast majority of the observed covariates are not correlated with the outcome at greater than 0.10 and have unweighted SMDs between exposure groups of less than 0.42.

Thus, relative to the observed covariates, the omitted variable would need to have a very strong relationship with both the outcome and the treatment group in order to change our findings regarding the observed association between LGB status and a higher likelihood of smoking for females. This sensitivity analysis suggests that if omitted variables are present, our findings for females would be unlikely to substantially change if these variables were controlled for, indicating that our results are robust to unobserved confounding.

In contrast, the results are notably different for males. We see evidence of a highly sensitive finding that could easily move towards the null with the addition of even a weakly correlated omitted variable, suggesting the finding for males is not as sufficiently trustworthy and should be interpreted cautiously as it could be the result of an omitted variable, unlike the more robust findings for females.

Discussion

This tutorial provides health researchers with guidance on how to use PS weighting for estimation of moderated effects. It illustrates the key steps using an application examining the potential association between minority stress due to LGB status and smoking among adults. Critically, we detail how to assess key assumptions required for robust estimation – including attention to overlap and unobserved confounding sensitivity analyses. Similar to prior work on PS matching, we recommend that estimation of the PS weights should occur within each level of the moderator when feasible.14 This tutorial provides
guidance for performing moderation using PS weighting and ensures careful consideration of key assumptions (namely overlap and unobserved confounding) that is often overlooked in practice.

We highlight several additional methodological considerations in the context of moderation analysis. First, there are a wealth of methods available for healthcare researchers to examine treatment effect heterogeneity and the choice of the best method for a given case study should be driven by the scientific goals of the research. **While we utilize the TWANG package to estimate our PS weights, our steps generalize beyond the use of this method for estimation of the PS weights. Researchers can find an overview to the numerous causal machine learner methods in this space as well as python code**74 **using the GitHub page from Microsoft Research’s Automated Learning and Intelligence for Causation and Economics (ALICE) project.** Additionally, we examine a binary moderator; alternative methods are needed to address continuous moderator variables. Finally, caution is necessary when using PS weighting for moderation analyses with smaller sample sizes. While PS weighting within each level of the moderator can minimize M-ATE bias arising from imbalance within moderator subgroups, it comes at the expense of more variable weights, leading to larger standard errors for M-ATE estimates. In some studies, this loss in precision may come at too great a cost and fitting a single PS model (pooling across moderation levels) may be preferrable. There is no simple rule of thumb for selecting among these options but comparing the balance achieved and associated loss in precision due to each option can help analysts to choose the optimal approach for a given study.

In addition, we highlight that there is a growing literature on weighting methods that deal with the lack of overlap issue, including the use of overlap weighting.75,76 These methods target the subset of the population for which data supports overlap in baseline characteristics. That is, they estimate an average treatment effect on the overlap sample, denoted ATO. Overlap weighting methods offer an ability to obtain good balance and optimal variance on the sample where overlap occurs. However, it is not always readily apparent if the ATO is of substantive interest, though many argue this is the subset where researchers have clinical equipoise. Notably, in the context of moderation analyses, we highlight that the
population subset with appropriate overlap could potentially differ across moderator levels. Future work should seek to generalize overlap weighting techniques for moderation analysis; for example, identifying the population subset which has adequate overlap for all moderator levels may be of interest such that M-ATEs are directly comparable across moderator groups. **We note that one of the goals of this tutorial is to provide researchers with a way to check for violations of overlap prior to estimation of the PS weights. More traditionally, it has been recommended that one assess reasonableness of the overlap assumption post hoc by comparing the estimated PS distributions after estimating the weights.**

Unfortunately, such a post hoc comparison alone does not allow researchers to see what might be driving the regions where there is a lack of overlap.

Overall, estimating robust moderation effects requires thoughtful consideration of covariate imbalances across both treatment and moderator levels; as detailed in this tutorial, PS weighting is one promising technique to minimize bias arising from covariate imbalances.
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* Note: “ks.max.ATE” in the figure refers to the stopping rule used in TWANG and not KS statistics directly. In TWANG, a user can select from 4 stopping rules when estimating the propensity score weights: namely rules that aim to optimize (here minimize) the mean or max SMD or the mean and max KS statistics.
Figure 2. Results from omitted variable sensitivity analyses
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Table 1. Baseline characteristics of LGB and heterosexual adults prior to PS weighting, by gender

|                  | Females | Males    |
|------------------|---------|----------|
|                  | LGB     | Heterosexual | LGB | Heterosexual |
| **Age**          |         |           |     |              |
| 18-25 Years Old  | 36.3%   | 11.2%*<sup>a,b</sup> | 23.9% | 13.5%<sup>a</sup> |
| 26-34 Years Old  | 28.5%   | 14.5%*<sup>a,b</sup> | 25.8% | 16.1%<sup>a</sup> |
| 35-49 Years Old  | 19.9%   | 24.2%<sup>a</sup> | 23.3% | 24.8%         |
| 50 or Older      | 15.3%   | 50%*<sup>a,b</sup> | 27.1% | 45.6%*<sup>a,b</sup> |
| **Race/Ethnicity** |       |           |     |              |
| NonHisp White    | 59.8%   | 63.6%   | 59.8% | 64.2%         |
| NonHisp Black/Afr Am | 14.2% | 12.5% | 9.7% | 11.2%         |
| NonHisp Nat.Am/AK.Nat | 0.6% | 0.6% | 0.4% | 0.5%         |
| NonHisp Nat.HI/Other Pls | 0.3% | 0.3% | 0.6% | 0.4%         |
| NonHisp Asian    | 3.8%    | 5.7%    | 4.8% | 5.4%         |
| NonHisp multiracial/other race | 4.2% | 1.6%<sup>a</sup> | 1.9% | 1.7%         |
| Hispanic         | 17.0%   | 15.7%   | 22.7% | 16.5%<sup>a</sup> |
| **Education**    |         |           |     |              |
| Less high school | 12.5%   | 10.9%   | 9.7% | 12.4%         |
| High school grad | 23.6%   | 22.4%   | 23.7% | 26.3%         |
| Some college/Assoc Dg | 36.1% | 32.8% | 31.0% | 28.7%         |
| College graduate | 27.9%   | 33.8%<sup>a</sup> | 35.6% | 32.6%         |
| **Income**       |         |           |     |              |
| Less than $20,000 | 24.2%   | 15.8%<sup>a</sup> | 17.4% | 12.4%<sup>a</sup> |
| $20,000 - $49,999 | 30.5%   | 30.0%   | 30.4% | 26.3%         |
| $50,000 - $74,999 | 14.8%   | 15.9%   | 15.8% | 16.2%         |
| $75,000 or More  | 30.5%   | 38.3%<sup>a</sup> | 36.4% | 45.2%<sup>a</sup> |
| **Employment**   |         |           |     |              |
| Employed full time | 46.8%  | 42.0%   | 57.3% | 57.9%         |
| Employed part time | 19.4% | 15.4% | 13.0% | 10.1%         |
| Unemployed       | 8.4%    | 3.2%<sup>a</sup> | 7.0%  | 4.2%<sup>a</sup> |
| Student          | 22.2%   | 37.6%<sup>a,b</sup> | 19.8% | 26.1%<sup>a</sup> |
| Other            | 3.2%    | 1.7%    | 2.9%  | 1.7%          |

Notes: * = Denotes absolute SMD > 0.1; <sup>a</sup> = Denotes KS-statistic is > 0.1 All descriptive statistics account for NSDUH survey weights.
### Table 2. Baseline characteristics of LGB and heterosexual adults after PS weighting, by gender

|                      | Females LGB | Females Hetero-sexual | SMD  | KS  | Males LGB | Males Heterosexual | SMD  | KS  |
|----------------------|-------------|-----------------------|------|-----|-----------|-------------------|------|-----|
| **Age**              |             |                       |      |     |           |                   |      |     |
| 18-25 Years Old      | 14.0%       | 13.1%                 | 0.03 | 0.01| 14.8%     | 14.0%             | 0.02 | 0.01|
| 26-34 Years Old      | 16.1%       | 15.5%                 | 0.02 | 0.01| 17.2%     | 16.6%             | 0.02 | 0.01|
| 35-49 Years Old      | 23.9%       | 23.9%                 | 0.00 | 0.00| 25.2%     | 24.7%             | 0.01 | 0.01|
| 50 or Older          | 46.0%       | 47.5%                 | -0.03| 0.02| 42.8%     | 44.8%             | -0.04| 0.02|
| **Race/Ethnicity**   |             |                       |      |     |           |                   |      |     |
| NonHisp White        | 64.5%       | 63.3%                 | 0.03 | 0.01| 64.4%     | 64.0%             | 0.01 | 0.00|
| NonHisp Black/Afr Am| 12.6%       | 12.6%                 | 0.00 | 0.00| 11.3%     | 11.2%             | 0.01 | 0.00|
|                      | NonHisp Nat.Am/AK.Nat | 0.5% | 0.6% | -0.01| 0.00 | 0.3% | 0.5% | -0.03| 0.00|
|                      | NonHisp Nat.HI/OtherPls | 0.1% | 0.3% | -0.03| 0.00 | 0.4% | 0.5% | -0.01| 0.00|
| NonHisp Asian        | 4.7%        | 5.6%                  | -0.04| 0.01| 5.0%      | 5.4%              | -0.02| 0.00|
| NonHisp multiracial/other race | 1.8% | 1.8% | 0.00 | 0.00 | 1.3% | 1.7% | -0.04| 0.01|
| Hispanic             | 15.9%       | 15.8%                 | 0.00 | 0.00| 17.3%     | 16.8%             | 0.01 | 0.01|
| **Education**        |             |                       |      |     |           |                   |      |     |
| Less high school     | 9.4%        | 11.0%                 | -0.05| 0.02| 12.4%     | 12.3%             | 0.00 | 0.00|
| High school grad     | 21.1%       | 22.5%                 | -0.03| 0.01| 26.3%     | 26.2%             | 0.00 | 0.00|
| Some college/Assoc Dg| 34.9%       | 33.1%                 | 0.04 | 0.02| 28.0%     | 28.8%             | -0.02| 0.01|
| College graduate     | 34.5%       | 33.4%                 | 0.02 | 0.01| 33.3%     | 32.8%             | 0.01 | 0.01|
| **Income**           |             |                       |      |     |           |                   |      |     |
| Less than $20,000    | 16.7%       | 16.4%                 | 0.01 | 0.00| 13.0%     | 12.6%             | 0.01 | 0.00|
| $20,000 - $49,999    | 29.6%       | 30.1%                 | -0.01| 0.01| 25.9%     | 26.5%             | -0.01| 0.01|
| $50,000 - $74,999    | 16.2%       | 15.9%                 | 0.01 | 0.00| 16.4%     | 16.2%             | 0.01 | 0.00|
| $75,000 or More      | 37.5%       | 37.7%                 | 0.00 | 0.00| 44.7%     | 44.8%             | 0.00 | 0.00|
| **Employment**       |             |                       |      |     |           |                   |      |     |
| Employed full time   | 44.0%       | 42.4%                 | 0.03 | 0.02| 59.8%     | 57.8%             | 0.04 | 0.02|
| Employed part time   | 15.4%       | 15.7%                 | -0.01| 0.00| 10.0%     | 10.2%             | -0.01| 0.00|
| Unemployed           | 3.8%        | 3.6%                  | 0.01 | 0.00| 4.6%      | 4.4%              | 0.01 | 0.00|
| Student              | 34.9%       | 36.5%                 | -0.03| 0.02| 23.9%     | 25.8%             | -0.05| 0.02|
| Other                | 1.9%        | 1.8%                  | 0.00 | 0.00| 1.7%      | 1.8%              | 0.00 | 0.00|

Notes: *a = Denotes absolute SMD > 0.1; b = Denotes KS-statistic is > 0.1 All descriptive statistics account for NSDUH survey weights.
Table 3. Logistic regression results for the PS weighted doubly robust logistic model

|                           | Regression Coefficient | Standard Error | 95% Confidence Interval |
|---------------------------|------------------------|----------------|-------------------------|
| (Intercept)               | -0.40                  | 0.19           | (-0.77, -0.03)          |
| LGB Status                | 0.31                   | 0.15           | (0.02, 0.60)            |
| Female                    | -0.29                  | 0.04           | (-0.37, -0.21)          |
| LGB Status*Female         | 0.65                   | 0.20           | (0.26, 1.04)            |
| Age (reference = 18 – 25) |                        |                |                         |
| 26-34 Years Old           | 0.68                   | 0.09           | (0.50, 0.86)            |
| 35-49 Years Old           | 0.71                   | 0.10           | (0.51, 0.91)            |
| 50 or Older               | 0.25                   | 0.15           | (-0.04, 0.54)           |
| Race/ethnic (ref. = NonHisp White) |          |                |                         |
| NonHisp Black/Afr Am     | -0.31                  | 0.17           | (-0.64, 0.02)           |
| NonHisp Nat.Am/AK.Nat    | 0.05                   | 0.29           | (-0.52, 0.62)           |
| NonHisp Nat.HI/OtherPIs  | -0.11                  | 0.52           | (-1.13, 0.91)           |
| NonHisp Asian            | -0.29                  | 0.46           | (-1.19, 0.61)           |
| NonHisp >1 race          | 0.33                   | 0.21           | (-0.08, 0.74)           |
| Hispanic                  | -0.87                  | 0.14           | (-1.14, -0.60)          |
| Education (ref. = < high school) |            |                |                         |
| High school grad          | 0.01                   | 0.18           | (-0.34, 0.36)           |
| Some coll/Assoc Dg       | -0.34                  | 0.17           | (-0.67, -0.01)          |
| College graduate         | -1.27                  | 0.20           | (-1.66, -0.88)          |
| Income (reference = <$20,000) |        |                |                         |
| $20,000 - $49,999        | -0.48                  | 0.15           | (-0.77, -0.19)          |
| $50,000 - $74,999        | -0.78                  | 0.17           | (-1.11, -0.45)          |
| $75,000 or More          | -1.02                  | 0.17           | (-1.35, -0.69)          |
| Employment (reference = Full time) |                |                |                         |
| Employed part time       | -0.42                  | 0.16           | (-0.73, -0.11)          |
| Unemployed               | 0.17                   | 0.18           | (-0.18, 0.52)           |
| Student                  | -0.38                  | 0.14           | (-0.65, -0.11)          |
| Other                    | -0.75                  | 0.21           | (-1.16, -0.34)          |
Supplementary code for both our illustrative case study as well as a generic data set

Appendix A: Code to run for our illustrative case study data

Please note that case study data also available as part of this paper’s supplementary material

R Code

#This is the R code to run the needed steps in the tutorial
#Uses the NSDUH case study which can be downloaded from our supplementary data files

library(twang)

#Subset data down to the different levels of the moderator

data.female=data[data$female==1,]
data.male=data[data$female==0,]

******************************************************************************

#Step 1 - check for overlap concerns
******************************************************************************

#Since everything is categorical - we simply need to check for empty cells

table(data.female$lgb_flag,data.female$age)

table(data.female$lgb_flag,data.female$race)

table(data.female$lgb_flag,data.female$educ)

table(data.female$lgb_flag,data.female$income)

table(data.female$lgb_flag,data.female$employ)


table(data.male$lgb_flag,data.male$age)

table(data.male$lgb_flag,data.male$race)

table(data.male$lgb_flag,data.male$educ)

table(data.male$lgb_flag,data.male$income)

table(data.male$lgb_flag,data.male$employ)


#If there was a continuous covariate, check the minimum and maximum for each level of the moderator
#summary(data.female$continuous.covariate)
#summary(data.male$continuous.covariate)

******************************************************************************

#Step 2 - estimate PS weights using TWANG within levels of the moderator
******************************************************************************

set.seed(175659)

#Note that NSDUH sampling weights are controlled for by using the sampw option

ps1.f <- ps(lgb_flag ~ age+race+educ+income+employ, data = data.female, 
n.trees=10000,interaction.depth=2,shrinkage=0.01,perm.test.iters=0, 
stop.method=c("ks.max"),estimand = "ATE",verbose=FALSE,sampw = data.female$analwt_c)

ps1.m <- ps(lgb_flag ~ age+race+educ+income+employ, data = data.male, 
n.trees=10000,interaction.depth=2,shrinkage=0.01,perm.test.iters=0, 
stop.method=c("ks.max"),estimand = "ATE",verbose=FALSE,sampw = data.male$analwt_c)
#Step 3 - assess balance within levels of the moderator

plot(ps1.f)
balance1.f <- bal.table(ps1.f)
balance1.f
summary(ps1.f)

plot(ps1.m)
balance1.m <- bal.table(ps1.m)
balance1.m
summary(ps1.m)

plot(ps1.f, plots=1)
plot(ps1.m, plots=1)

plot(ps1.f, plots=2)
plot(ps1.m, plots=2)

plot(ps1.f, plots=3)
plot(ps1.m, plots=3)

write.table(balance1.f[[1]], "NSDUH_balance_unwted_females.csv", sep="","")
write.table(balance1.m[[1]], "NSDUH_balance_unwted_males.csv", sep="","")
write.table(balance1.f[[2]], "NSDUH_balance_wted_females.csv", sep="","")
write.table(balance1.m[[2]], "NSDUH_balance_wted_males.csv", sep="","")

#Step 4 - Estimating the treatment effects

#Assign PS weights to dataset
#Final weight includes the survey weight times the PS weight
data.female$psw <- get.weights(ps1.f, stop.method="ks.max")
data.male$psw <- get.weights(ps1.m, stop.method="ks.max")

#Combine data
data=rbind(data.female, data.male)

library(margins)
library(survey)
design.ps <- svydesign(ids=~1, weights=~psw, data=data)

outcome.model.psw.logit <- svyglm(cigmon ~ lgb_flag + female + lgb_flag*female + age + race + educ + income + employ, design=design.ps, family = quasibinomial(link = "logit"))
summary(outcome.model.psw.logit)

#This command uses margins to estimate our TEs within each level of the moderators
summary(margins(outcome.model.psw.logit, at=list(female=c(0,1)), variables = "lgb_flag", design=design.ps))

#Step 5 - Assessing sensitivity to unobserved confounding


library(OVtool)

set.seed(24)

# Females

results = OVtool::outcome_model(ps_object = NULL,
                   stop.method = NULL,
                   data = data.female,
                   weights = "psw",
                   treatment = "lgb_flag",
                   outcome = "cigmon",
                   model_covariates = c("age","race","educ","income","employ"),
                   estimand = "ATE")

summary(results$mod_results)

ovtool_results_twang = ov_sim(model_results=results,
                   plot_covariates=c("age","race","educ","income","employ"),
                   es_grid = NULL,
                   rho_grid = seq(0, 0.40, by = 0.05),
                   n_reps = 100,
                   progress = TRUE)

plot.ov(ovtool_results_twang, col='color', print_graphic = '3', p_contours = c(0.05))

# Males

results = OVtool::outcome_model(ps_object = NULL,
                   stop.method = NULL,
                   data = data.male,
                   weights = "psw",
                   treatment = "lgb_flag",
                   outcome = "cigmon",
                   model_covariates = c("age","race","educ","income","employ"),
                   estimand = "ATE")

summary(results$mod_results)

ovtool_results_twang = ov_sim(model_results=results,
                   plot_covariates=c("age","race","educ","income","employ"),
                   es_grid = seq(-0.80, 0.80, by = 0.05),
                   rho_grid = seq(0, 0.40, by = 0.05),
                   n_reps = 100,
                   progress = TRUE)

plot.ov(ovtool_results_twang, col='color', print_graphic = '3', p_contours = c(0.05))
**STATA Code**

*********************************************************************
***This is the Stata code to run the needed steps in the tutorial
***Uses the NSDUH case study which can be downloaded from our supplementary data files
*********************************************************************

*********************************************************************
*** Step 1 - check for overlap concerns
*********************************************************************

use "data_appendix.dta"

*** Since everything is categorical - we simply need to check for empty cells
*** Create tables stratified by lgb_flag and female

table (age) (lgb_flag female), nototals
table (race) (lgb_flag female), nototals
table (educ) (lgb_flag female), nototals
table (income) (lgb_flag female), nototals
table (employ) (lgb_flag female), nototals

#If there was a continuous covariate, check the minimum and maximum for each level of the moderator
#summary(data.female$continuous.covariate)
#summary(data.male$continuous.covariate)

*********************************************************************
*** Steps 2 & 3 - Estimate PS weights using TWANG within levels of the moderator
*** and assess balance within levels of the moderator
*********************************************************************

*** Must specify adopath where twang STATA ado files have been downloaded
adopath + "/Users/folder/twang STATA/adofiles"

*** subset original data to females only
keep if female == 1
save data_female.dta

use "data_female.dta"

*** Call twang ps function
*** Note that NSDUH sampling weights are controlled for by using the sampw() option

ps lgb_flag i.age i.race i.educ i.income i.employ, ///
ntrees(10000) stopmethod(ks.max) estimand(ATE) sampw(analwt_c) ///
rcmd(/usr/local/bin/RScript) ///
objpath(/Users/folder/project_results) ///
plotname(/Users/folder/project_results/plot_female.pdf)

*** Examine balance figures (saved as pdf file)
*** Examine balance table
balance, unweighted weighted
*** Save twang-generated dataset with propensity score weights
*** Final weight includes the survey weight times the PS weight
save data_female_wgts

*** Subset original data to males only
use "data_appendix.dta"
keep if female == 0
save data_male.dta

use "data_male.dta"
*** Call twang ps function
ps lgb_flag i.age i.race i.educ i.income i.employ, ///
    ntrees(10000) stopmethod(ks.max) estimand(ATE) sampw(analwt_c) ///
    rcmd(/usr/local/bin/RScript) ///
    objpath(/Users/folder/project_results) ///
    plotname(/Users/folder/project_results/plot_male.pdf)
*** Examine balance figures (saved as pdf file)
*** Examine balance table
balance, unweighted weighted
*** Save twang-generated dataset with propensity score weights
*** Final weight includes the survey weight times the PS weight
save data_male_wgts

*********************************************************************
*** Step 4 - Estimating the treatment effects
*********************************************************************

*********************************************************************
*** Combine data_male_wgts.dta and data_female_wgts.dta -- will run outcome model
*** on combined dataset
append using "data_female_wgts.dta"
save "data_combined_wgts.dta"

*** Outcome model: Propensity score-weighted logistic regression
svyset [pweight=ksmaxate]
svy: logit cigmon lgb_flag#female i.age i.race i.educ i.income i.employ
margins, dydx(lgb_flag) over(female)

*********************************************************************
*********************************************************************
*********************************************************************
Appendix B: Code to run for a generic data set

R Code

#This is the R code to run the needed steps in the tutorial
#Assumes a generic data structure with the following key variables:
#outcome, treatment, moderator, categorical and continuous covariates

library(twang)

#Subset data down to the different levels of the moderator

data1=data[data$moderator==1,]
data0=data[data$moderator==0,]

#Step 1 - check for overlap concerns

#For categorical confounders check for empty cells
table(data1$treatment,data1$categorical.confounder1)
table(data1$treatment,data1$categorical.confounder2)
table(data1$treatment,data1$categorical.confounder3)
table(data0$treatment,data0$ categorical.confounder1)
table(data0$treatment,data0$ categorical.confounder2)
table(data0$treatment,data0$ categorical.confounder3)

#For continuous covariate, check the minimum and maximum for each level of the moderator
summary(data1$continuous.covariate1)
summary(data0$continuous.covariate1)
summary(data1$continuous.covariate2)
summary(data0$continuous.covariate2)
summary(data1$continuous.covariate3)
summary(data0$continuous.covariate3)

#Step 2 - estimate PS weights using TWANG within levels of the moderator

set.seed(175659)

#Note that sampling weights can be controlled for by using the sampw option

ps.1 <- ps(treatment ~categorical.confounder1+categorical.confounder2+categorical.confounder3+
continuous.confounder1+continuous.confounder2+continuous.confounder3, data = data1, n.trees=10000,interaction.depth=2,shrinkage=0.01,perm.test.iters=0, stop.method=c("ks.max"),estimand = "ATE",verbose=FALSE,sampw = NA)

ps.0<- ps(treatment ~ categorical.confounder1+categorical.confounder2+categorical.confounder3+
continuous.confounder1+continuous.confounder2+continuous.confounder3, data = data0,
n.trees=10000,interaction.depth=2,shrinkage=0.01,perm.test.iters=0, stop.method=c("ks.max"),estimand = "ATE",verbose=FALSE,sampw = NA )

#################################################################
#Step 3 - assess balance within levels of the moderator
#################################################################

plot(ps.1)
balance1 <- bal.table(ps.1)
balance1
summary(ps.1)

plot(ps.0)
balance0 <- bal.table(ps.0)
balance0
summary(ps.0)

plot(ps.1,plots=1)
plot(ps.0,plots=1)

plot(ps.1,plots=2)
plot(ps.0,plots=2)

plot(ps.1,plots=3)
plot(ps.0,plots=3)

write.table(balance1[[1]],"balance_unwted_moderator1.csv",sep="",")
write.table(balance0[[1]],"balance_unwted_moderator0.csv",sep="",")
write.table(balance1[[2]],"balance_wted_moderator1.csv",sep="",")
write.table(balance0[[2]],"balance_wted_moderator0.csv",sep="",")

#################################################################
#Step 4 - Estimating the treatment effects
#################################################################

#Assign PS weights to dataset
#Final weight includes the survey weight times the PS weight
data1$psw <- get.weights(ps.1, stop.method="ks.max")
data0$psw <- get.weights(ps.0, stop.method="ks.max")

#Combine data
data=rbind(data1,data0)

library(margins)
library(survey)
design.ps <- svydesign(ids=~1, weights=~psw, data=data)

outcome.model.psw.logit <- svyglm(outcome~treatment+moderator+treatment*moderator+ categorical.confounder1+categorical.confounder2+categorical.confounder3+continuous.confounder1+ continuous.confounder2+continuous.confounder3, design=design.ps,family = quasibinomial(link = "logit"))
summary(outcome.model.psw.logit)

#This command uses margins to estimate our TEs within each level of the moderators
summary(margins(outcome.model.psw.logit, at = list(moderator = c(0, 1)), variables = "treatment",design=design.ps))
Step 5 - Assessing sensitivity to unobserved confounding

```r
library(OVtool)
set.seed(24)

#Moderator Level 1
results = OVtool::outcome_model(ps_object = NULL, stop.method = NULL, data = data1, weights = "psw", treatment = "treatment", outcome = "outcome", model_covariates = c("categorical.confounder1", "categorical.confounder2", "categorical.confounder3", "continuous.confounder1", "continuous.confounder2", "continuous.confounder3"), estimand = "ATE")
summary(results$mod_results)

ovtool_results_twang = ov_sim(model_results=results, plot_covariates = c("categorical.confounder1", "categorical.confounder2", "categorical.confounder3", "continuous.confounder1", "continuous.confounder2", "continuous.confounder3"), es_grid = NULL, rho_grid = seq(0, 0.40, by = 0.05), n_reps = 100, progress = TRUE)
plot.ov(ovtool_results_twang, col='color', print_graphic = '3', p_contours = c(0.05))

#Moderator Level 0
results = OVtool::outcome_model(ps_object = NULL, stop.method = NULL, data = data0, weights = "psw", treatment = "treatment", outcome = "outcome", model_covariates = c("categorical.confounder1", "categorical.confounder2", "categorical.confounder3", "continuous.confounder1", "continuous.confounder2", "continuous.confounder3"), estimand = "ATE")
summary(results$mod_results)

ovtool_results_twang = ov_sim(model_results=results, plot_covariates = c("categorical.confounder1", "categorical.confounder2", "categorical.confounder3", "continuous.confounder1", "continuous.confounder2", "continuous.confounder3"),
```
es_grid = seq(-0.80, 0.80, by = 0.05),
rho_grid = seq(0, 0.40, by = 0.05),
n_reps = 100,
progress = TRUE)

plot.ov(ovtool_results_twang, col='color', print_graphic = '3', p_contours = c(0.05))

**STATA Code**

*********************************************************************
***This is the Stata code to run the needed steps in the tutorial
***Assumes a generic data structure with the following key variables:
***outcome, treatment, moderator, categorical and continuous covariates
*********************************************************************

*********************************************************************
*** Step 1 - check for overlap concerns
*********************************************************************

use "data.dta"

*** For categorical confounders check for empty cells
*** Create tables stratified by treatment and moderator

table (categorical.confounder1) (treatment moderator), nototals
table (categorical.confounder2) (treatment moderator), nototals
table (categorical.confounder3) (treatment moderator), nototals

#For continuous covariate, check the minimum and maximum for each level of the moderator
summary(data1$continuous.covariate1)
summary(data0$continuous.covariate1)

summary(data1$continuous.covariate2)
summary(data0$continuous.covariate2)

summary(data1$continuous.covariate3)
summary(data0$continuous.covariate3)

*********************************************************************
*** Steps 2 & 3 - Estimate PS weights using TWANG within levels of the moderator
*** and assess balance within levels of the moderator
*********************************************************************

*** Must specify adopath where twang STATA ado files have been downloaded
adopath + "/Users/folder/twang STATA/adofiles"

*** subset original data to moderator level 1 only
keep if moderator == 1
save data_1.dta

use "data_1.dta"

*** Call twang ps function
*** Note that sampling weights can be controlled for by using the sampw option
ps treatment i.categorical.confounder1 i.categorical.confounder2 i.categorical.confounder3 continuous.confounder1 continuous.confounder2 continuous.confounder3, ///
ntrees(10000) stopmethod(ks.max) estimand(ATE) sampw(NA) ///
rcmd(/usr/local/bin/RScript) ///
objpath(/Users/folder/project_results) ///
plotname(/Users/folder/project_results/plot_moderator1.pdf)
*** Examine balance figures (saved as pdf file)
*** Examine balance table
balance, unweighted weighted
*** Save twang-generated dataset with propensity score weights
*** Final weight includes the survey weight times the PS weight
save data_1_wgts

*** Subset original data to those with moderator = 0 only
use "data_appendix.dta"
keep if moderator == 0
save data_0.dta

use "data_0.dta"
*** Call twang ps function
ps treatment i.categorical.confounder1 i.categorical.confounder2 i.categorical.confounder3 continuous.confounder1 continuous.confounder2 continuous.confounder3, ///
ntrees(10000) stopmethod(ks.max) estimand(ATE) sampw(NA) ///
rcmd(/usr/local/bin/RScript) ///
objpath(/Users/folder/project_results) ///
plotname(/Users/folder/project_results/plot_0.pdf)
*** Examine balance figures (saved as pdf file)
*** Examine balance table
balance, unweighted weighted
*** Save twang-generated dataset with propensity score weights
*** Final weight includes the survey weight times the PS weight
save data_0_wgts

*********************************************************************
*** Step 4 - Estimating the treatment effects
*********************************************************************

*** Combine data_0_wgts.dta and data_1_wgts.dta -- will run outcome model
*** on combined dataset
append using "data_1_wgts.dta"
save "data_combined_wgts.dta"

*** Outcome model: Propensity score-weighted logistic regression
svyset [pweight=ksmaxate]
svy: logit outcome treatment#moderator i.categorical.confounder1 i.categorical.confounder2 i.categorical.confounder3 continuous.confounder1 continuous.confounder2 continuous.confounder3 margins, dydx(treatment) over(moderator)