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Abstract
We consider the problem of estimating preferences of human agents from data of strategic systems where the agents repeatedly interact. Recently, it was demonstrated that a new estimation method called “quantal regret” produces more accurate estimates for human agents than the classic approach that assumes that agents are rational and reach a Nash equilibrium; however, this method has not been compared to methods that take into account behavioral aspects of human play. In this paper we leverage equilibrium concepts from behavioral economics for this purpose and ask how well they perform compared to the quantal regret and Nash equilibrium methods. We develop four estimation methods based on established behavioral equilibrium models to infer the utilities of human agents from observed data of normal-form games. The equilibrium models we study are quantal-response equilibrium, action-sampling equilibrium, payoff-sampling equilibrium, and impulse-balance equilibrium. We show that in some of these concepts the inference is achieved analytically via closed formulas, while in the others the inference is achieved only algorithmically. We use experimental data of 2x2 games to evaluate the estimation success of these behavioral equilibrium methods. The results show that the estimates they produce are more accurate than the estimates of the Nash equilibrium. The comparison with the quantal-regret method shows that the behavioral methods have better hit rates, but the quantal-regret method performs better in terms of the overall mean squared error, and we discuss the differences between the methods.

1 Introduction
Suppose that we are looking at data generated by several human agents repeatedly playing a game. In the data we can observe the actions played by each player in each period of play. However, the data do not contain the players’ true preferences (“values”), which are the private information of each player. In many multi-agent strategic applications there are large amounts of such data (e.g., bidding data from online auctions), and these private values of the agents, which actually drive the actions they choose to play, are required as a crucial first step before performing any analysis on the data. For example, the values are needed to determine whether the game results are efficient, whether the game rules can be improved, or in order to test any theoretic behavioral model on the data.

In order to draw estimates of the values from the data, it is necessary to make assumptions about the way the players behave. The classic approach to this econometric estimation task is to assume that the players are in a Nash equilibrium. This assumption provides mathematical equations that allow us to extract estimates for the parameters of interest. However, behavioral studies have demonstrated how Nash equilibrium does not always describe human play (see, e.g., (Kagel and Roth 2016; Goeree and Holt 2001)).

In a recent study, a new estimation method called “quantal regret” was suggested as more suitable for the case of human players (Nisan and Noti 2017b). While rational players are expected to minimize their regret in the repeated game, the quantal-regret method only assumes that players are more likely to act in a way that gives them lower regret. The authors demonstrated on data from controlled experiments with human players—on the 2x2 game dataset of (Selten and Chmura 2008) and on the auction dataset of (Noti, Nisan, and Yaniv 2014)—that the quantal-regret method provides significantly more accurate estimates than both the classic Nash equilibrium-based methods and the method that assumes perfect regret minimization (Nekipelov, Syrgkanis, and Tardos 2015). The advantage of the quantal-regret method over the regret-minimization method was further confirmed on ad auction field data in (Noti and Syrgkanis 2021). See Appendix A for an overview of the Nash equilibrium method and Appendix B for an overview of the quantal-regret method.

In this work we study the benefits from using models of behavioral equilibria for the purpose of the estimation task. Similar to the classic approach of Nash equilibrium, the approach of using the behavioral equilibria assumes that the players are at a stationary state; however, these stationary states are defined in terms of behavioral considerations that have been studied in the behavioral literature and shown to describe human biases. Thus, these behavioral equilibria have the potential to be suitable models for deriving esti-
known utility of one of the players, we need to estimate given the utilities defining the game except for a single unknown utility. When repeatedly playing a normal-form game, and 2x2 games: given the empirical frequencies of players' actions when repeatedly playing a normal-form game, and given the utilities defining the game except for a single unknown utility of one of the players, we need to estimate 

The concepts that we study are the four behavioral equilibria that were analyzed in (Selten and Chmura 2008): (1) quantal-response equilibrium (QRE), which extends Nash equilibrium by allowing the players to make mistakes (McKelvey and Palfrey 1995); (2) payoff-sampling equilibrium (PSE), in which players optimize against samples of their payoffs from each of their own pure strategies (Osborne and Rubinstein 1998); (3) action-sampling equilibrium (ASE), in which players optimize against samples of strategies played by the other players (Selten and Chmura 2008); and (4) impulse-balance equilibrium (IBE), in which players respond to impulses of the difference between the payoff that could have been obtained and the payoff that has been received, such that for all players expected upward impulses are equal to expected downward impulses (Selten, Abbing, and Cox 2005).

(Selten and Chmura 2008) compared the ability of these models to predict human behavior in repeated 2x2 games with unique mixed strategy equilibria. They tested the different models on data from experiments of 2x2 games that they ran with human participants. Two-player 2x2 games are a simple strategic setting and serve as a natural testing ground for a comparison of alternative models as they have been shown to give rise to various behavioral biases (Camerer 2011). The comparison of (Selten and Chmura 2008) showed that all four behavioral concepts predicted human play better than the Nash equilibrium model.

We develop four econometric estimation methods based on each of the four behavioral equilibrium models. The estimation task is defined for general normal-form games, similar to the task considered in (Nisan and Noti 2017b) for 2x2 games: given the empirical frequencies of players' actions when repeatedly playing a normal-form game, and given the utilities defining the game except for a single unknown utility of one of the players, we need to estimate the remaining unknown utility. Figure 1 shows an example of the estimation task for a 2x2 game. We show that for the impulse-balance equilibrium and the quantal-response equilibrium the estimation can be performed analytically via closed formulas. By contrast, for the two sampling models—the payoff-sampling equilibrium and the action-sampling equilibrium—there is no closed expression for the estimated utility. Thus, we suggest an algorithmic approach to performing the estimation based on these two models.

We test the success of the behavioral estimation methods, in comparison with the quantal-regret and Nash equilibrium methods, on the 2x2 game dataset from (Selten and Chmura 2008). Specifically, we “hide from ourselves” the utilities in the game, one at a time, estimate the hidden utility from the observed data, and then compare the estimate to the true value that was actually used in the experiment. The results show that the behavioral equilibrium methods manage to produce better estimates than the Nash equilibrium model that assumes rationality of the players. The comparison with the quantal-regret method shows differences in the estimation-error patterns between the methods: on the one hand, the four behavioral methods manage to have a higher frequency of close hits than the quantal-regret method, but, on the other hand, they also have a non-negligible number of large errors that decrease their overall performance, leading to a better overall performance of quantal regret in terms of mean squared error. These results suggest that combining the methods, perhaps by incorporating behavioral biases into the quantal-regret method, can improve the estimation results.

The contribution of the paper is twofold. The first contribution is conceptual: the basic idea of using the four behavioral equilibrium models to devise new methods to answer econometric questions. While the behavioral literature analyzes and discusses these behavioral equilibrium concepts, the novelty in the present paper is that they can be used in the inverse direction for the econometric estimation purpose. This paper develops four new econometric methods for estimating missing utilities in normal-form games, based on four established behavioral equilibrium models, and exemplifies how to use these methods in 2x2 games. It shows that behavioral theories can indeed be useful for econometrics—definitely beating the classic rationality-based econometric method (the Nash estimates), and also have an advantage over the quantal-regret method in terms of hit rates. The second contribution is the comparison between different modeling concepts for the econometric estimation task when the players are humans. Quantal regret is a new model and method, and although it has been compared to rational models, it has not yet been compared to any behavioral models. For a method that claims to be suitable for econometrics with human players, the comparison with methods that are based on leading behavioral models is called for, as they are the “real competition.” In this paper we perform such a comparison for the first time, and confirm, based on the same dataset

Figure 1: An example of the estimation task for a 2x2 game.
(a) The utility matrix of Game 1 in Selten and Chmura (2008), with the parameter that we wish to estimate hidden by an x. The upper-left and lower-right corners in each cell are the utilities of the row and column players, respectively.
(b) The average empirical frequency that was obtained in one of the sessions by human agents playing Game 1 repeatedly for 200 periods.

--
2 Notice that such a comparison requires the use of experimental data; it cannot be performed with real-world data, where the true values of the players are unknown.
and settings that were used to demonstrate the quantal-regret method itself in (Nisan and Noti 2017b), that quantal regret indeed works well for econometric estimation with human players, even when compared to the behavioral models.

The rest of the paper is organized as follows. In the next section we formally specify our setting and overview additional related literature. In Section 3 we describe in more detail each of the behavioral equilibrium concepts that we study and show how to derive its corresponding estimation method. In Section 4 we evaluate the estimation success of the methods on data from experiments with human players, and conclude in Section 5.

2 Preliminaries

2.1 Setting

For the general estimation setting, consider \( n \) agents repeatedly playing a normal-form game. Denote by \( A_i \) the action space of player \( i \) and by \( a^t_i \in A_i \) the action played by player \( i \) at period \( t \). For all players \( i \in \{1, \ldots, n\} \), we denote by \( m_i = \|A_i\| \) the number of available actions. The unknown information that we wish to estimate is captured by a parameter \( \theta \in \Theta \subseteq \mathbb{R}^d \), and the game is defined by known utility functions \( u_i(a_1, \ldots, a_n, \theta) \), where \( a_i \) denotes an action profile of all the players except for player \( i \). We are given the empirical sequence of actions that the players actually played in \( T \) repetitions of the game, i.e., \( \tilde{a} = ((a^1_1, \ldots, a^T_n), (a^1_2, \ldots, a^T_n), \ldots, (a^1_n, a^T_n)) \). Our goal is to estimate the unknown parameter \( \theta \) from the observed behavior \( \tilde{a} \), the observed utility functions, and any prior \( p(\theta) \) we may have on the possible values of \( \theta \).

We will evaluate the estimation methods in the 2x2-game setting, where the utility function is defined by a fixed 2x2 utility matrix, and there are two players—the row player and the column player—who are repeatedly playing according to this function (see example in Figure 1a). In each game period, each player has a binary choice: the row player chooses an action in \( A_r = \{Up, Down\} \) and the column player chooses an action in \( A_c = \{Left, Right\} \). We will also use the abbreviations \( U, D, L, R \) to denote these pure strategies (actions). The unknown information, which we wish to estimate, is simply one of the eight parameters in the utility matrix, e.g., the utility \( x \) of the row player from playing \( U \) when the column player plays \( L \) (as in Figure 1a).

We denote by \( \tilde{p}_i \) the mixed strategy of player \( i \) (i.e., \( \tilde{p}_i \) is a probability distribution over \( A_i \)) in which she plays action \( j \in A_i \) with probability \( p_{ij} \). Denote by \( u_i(a, \tilde{p}_{-i}) \) the expected utility of player \( i \) from playing action \( a \) when the other players play the mixed strategies \( \tilde{p}_{-i} = (\tilde{p}_1, \ldots, \tilde{p}_{i-1}, \tilde{p}_{i+1}, \ldots, \tilde{p}_n) \). For 2x2 games, we denote by \( p_U \) the mixed strategy of the row player in which she plays \( U \) with probability \( p_U \), and by \( p_L \) the mixed strategy of the column player in which she plays \( L \) with probability \( p_L \).

2.2 Estimation Framework

We define the econometric estimation task for normal-form games, similar to the definition considered by (Nisan and Noti 2017b) for 2x2 games for presenting the quantal-regret method. Denote by \( x \) the utility of player 1 from the action profile \((a_{11}, a_{21}, \ldots, a_{n1})\) in which each of the \( n \) players plays her first action. For the special case of a 2x2 game, \( x \) will denote the utility of the row player from the action profile \((U, L)\), as in Figure 1a. We describe each method for the case of estimating \( x \) (the generalization to the estimation of any of the other utilities in the game is straightforward), such that each of the estimation methods can be fitted in the following framework:

The Framework for the Estimation Methods:

Input:

1. The empirical frequencies \( \tilde{p}_1, \ldots, \tilde{p}_n \) in which each player \( i \) played each of her possible actions (i.e., \( \tilde{p}_i = (\tilde{p}_{i1}, \ldots, \tilde{p}_{im}) \)).
2. The utility matrix of the game except for the single missing utility \( x = u_1(a_{11}, a_{21}, \ldots, a_{n1}) \).

Output: an estimate \( \hat{x} \) of the missing utility \( x \).

2.3 Additional Related Literature

The importance of behavioral modeling has been wellrecognized in the AI literature in various contexts that involve humans, e.g., in the context of security games with bounded rational adversities (Nguyen et al. 2013; Yang et al. 2013; Kar et al. 2015), automated navigation amongst human agents (Ziebart et al. 2009; Bera et al. 2017; Fisac et al. 2018), modeling advertiser behavior in online advertising auctions (Rong et al. 2016; Noti and Syrgkanis 2021), and human computation systems (Kamar, Hacker, and Horvitz 2012; Mao, Kamar, and Horvitz 2013; Yin and Chen 2015).

Settings of strategic interactions between human players are widely studied in behavioral economics, and the subfield of behavioral game theory addresses the gap between the standard game-theoretic modeling of rational utility-maximizing agents and actual human behavior; for a broad introduction to this literature, see (Camerer 2011; Kagel and Roth 2016) and references therein. Works in behavioral economics (Selten and Chmura 2008; Erev and Roth 1998; Camerer and Hua Ho 1999) and, more recently, in the AI literature (Wright and Leyton-Brown 2010; 2019) have studied the ability of behavioral models to predict actions of human players in games. In addition, a recent line of work has studied the ability of machine-learning methods to predict human play in games (Harford, Wright, and Leyton-Brown 2016; Kolumbus and Noti 2019; Fudenberg and Liang 2019; Noti et al. 2016; Plonsky et al. 2017). In the prediction task considered in these works, all the game parameters are known and are used to predict players’ actions. By contrast, in the econometric estimation task that we consider the behavioral models are used in the inverse direction, such that the actions played by the players are known and are used to estimate unknown parameters of the game (and in particular the players’ utilities in the game).

The task of learning game parameters from observed data has primarily been studied under the standard game-theoretic assumption that the players are in a Nash equilibrium, e.g., in (Vorobeychik, Wellman, and Singh 2007; Honorio and Ortiz 2015; Athey and Nekipelov 2010; Varian...
In a quantal-response equilibrium (QRE) (McKelvey and Palfrey 1995), each player (correctly) takes the mistakes of the others into account and quantally best responds to the behavior of the others. Therefore, in a quantal-response equilibrium, the following equation holds simultaneously for all players $i$ and actions $j \in A_i$:

$$p_{ij} = \frac{e^{\lambda u_i(j, \tilde{r}_{-i})}}{\sum_{j' \in A_i} e^{\lambda u_i(j', \tilde{r}_{-i})}}$$  \hspace{1cm} (1)

For example, for 2x2 games, where there are two players and two actions for every player, the two following equations hold simultaneously in a quantal-response equilibrium:

$$p_U = \frac{e^{\lambda u_L(U, p_L)}}{e^{\lambda u_L(U, p_L)} + e^{\lambda u_R(D, p_L)}}$$  \hspace{1cm} (2a)

$$p_L = \frac{e^{\lambda u_R(L, p_U)}}{e^{\lambda u_R(L, p_U)} + e^{\lambda u_L(R, p_U)}}$$  \hspace{1cm} (2b)

For the 2x2 game experimental data of Selten and Chmura 2008, $\lambda = 1.05$ gave the best fit, i.e., minimized the sum of mean squared distances from the empirical choice frequencies over all games investigated in the experiment.

The QRE Estimation Method: If we assume that the players were in a quantal-response equilibrium, then Equation 1 allows us to extract an estimate for $x$ analytically, by substituting $i = 1$ and $j = 1$, as well as all the other terms that are given in our estimation framework: the empirical frequencies $\tilde{r}_{-i}$ of the other players, the other utilities of player 1, and the model parameter $\lambda$. For example, for the case of 2x2 games, Equation 2a depends on $x$ (since the expected utility is $u_L(U, p_L) = p_L \cdot x + (1 - p_L) \cdot u_R(U, R)$), and we can extract an estimate for $x$ by substituting all the other terms as follows:

$$\hat{x} = \frac{\lambda (u_L(D, D) \tilde{p}_D + u_R(D, R) (1 - \tilde{p}_D)) - \lambda u_R(U, R) (1 - \tilde{p}_L) + \ln \frac{p_L}{1 - p_L}}{\lambda p_L}$$

Similarly, the second equation (Equation 2b) can be used to estimate each of the utilities of the column player.

### 3.2 Action-Sampling Equilibrium

The Logic: According to the action-sampling modeling, each player takes a sample of observations of her opponents’ past actions and then best responds to this sample. If there is more than a single best response, the player mixes with equal probabilities all actions that are best responses to her sample. An action-sampling equilibrium (ASE) describes a stationary state of large populations, where each player takes a sample and optimizes against it. The sample size $n_s$ is a parameter of this model. In the 2x2 game experiments of Selten and Chmura 2008 the best fit was obtained for $n_s = 12$.

We derive the action-sampling equilibrium equations for general normal-form games, similar to the equilibrium derived by Selten and Chmura 2008 for 2x2 games. Denote by $s_i(\hat{a}_{-i})$ the number of times player $i$ observed the action tuple $\hat{a}_{-i}$ of the other $n - 1$ players in her sample, and $n_s$ the size of her sample.

In (Selten and Chmura 2008) some of the model fits were incorrect. In our analyses we use the corrected fits that were also pointed out by Brunner, Camerer, and Goeree 2011.
denote by $\alpha_{ij}(s_i)$ the probability in which player $i$ chooses action $j \in A_i$ after observing the given sample $s_i$. Since each player best responds to her sample, we know that if $j \in M = \arg \max_{a \in A_i} \sum_{\tilde{a}_{-i} \in A_{-i}} s_i(\tilde{a}_{-i}) u_i(a, \tilde{a}_{-i})$ then $\alpha_{ij}(s_i) = |M|^{-1}$, or otherwise $\alpha_{ij}(s_i) = 0$. Then, the following equation describes the total choice probabilities (a set of $m_i - 1$ equations for each of the $n$ players) in which player $i$ chooses action $j \in A_i$, and should hold simultaneously in equilibrium:

$$p_{ij} = E_{s_i} [\alpha_{ij}(s_i)] \quad (3)$$

For example, for 2x2 games (Selten and Chmura 2008) derive the equations for $\alpha_{ij}$ as follows:

$$\alpha_{UL}(s_r) = \begin{cases} 
1 & \text{if } s_r(L) \cdot (u_r(U, L) - u_r(D, L)) > (n_r - s_r(L)) \cdot (u_r(D, R) - u_r(U, R)) \\
0.5 & \text{if } s_r(L) \cdot (u_r(U, L) - u_r(D, L)) = (n_r - s_r(L)) \cdot (u_r(D, R) - u_r(U, R)) \\
0 & \text{otherwise}
\end{cases}$$

$$\alpha_{LR}(s_r) = \begin{cases} 
1 & \text{if } (n_r - s_r(D)) \cdot (u_r(U, L) - u_r(U, R)) > s_r(D) \cdot (u_r(D, R) - u_r(U, R)) \\
0.5 & \text{if } (n_r - s_r(D)) \cdot (u_r(U, L) - u_r(U, R)) = s_r(D) \cdot (u_r(D, R) - u_r(U, R)) \\
0 & \text{otherwise}
\end{cases}$$

Then, for the 2x2 game, the expectation in Equation [3] takes the form of a binomial distribution as follows:

$$p_U = \sum_{k=0}^{n_s} \binom{n_s}{k} \left(1 - p_L\right)^{n_s-k} \alpha_{UL}(s_r) \quad (4a)$$

$$p_L = \sum_{l=0}^{n_s} \binom{n_s}{l} \left(1 - p_U\right)^{n_s-l} \alpha_{LR}(s_c) \quad (4b)$$

where $k = s_r(L)$ and $l = s_c(D)$.

The ASE Estimation Method: We follow our estimation framework (described in Section 2.2) and estimate the utility $x = u_1(a_{11}, a_{21}, ..., a_{n1})$ of player 1. From the set of equations that Equation 3 specifies, the $m_i - 1$ equations for which $i = 1$ depend on $x$, and we use them for the estimation. Note that when the empirical distribution of play is an exact equilibrium, all these equations yield the same estimate for $x$, but when the empirical play is not an exact equilibrium there may be different estimates from different equations, and we set the final estimate for $x$ as the average of these estimates. In this case, the standard deviation of the estimates indicates how far the empirical distribution was from an ASE and may be used for error estimation.

In contrast to the methods in Sections 3.1 and 3.4 our sampling equations do not depend continuously on $x$, and we cannot derive a closed expression for $x$. Therefore, we take an algorithmic approach to estimate $x$. Specifically, $x$ is estimated as the value for which the $m_i - 1$ equations of Equation 3 with $i = 1$ are satisfied with the minimal error, by carrying the following procedure:

For $j \in \{1, ..., m_1 - 1\}$, compute an estimate $\hat{x}_j$ as follows:

1. Compute $\hat{p}_{ij}(x)$ as the right-hand side of Equation 3 for a grid of possible values of $x$, by substituting the available empirical frequencies and the known utilities of player 1 (see the input description in Section 2.2).

2. Choose as the $j$th estimate $\hat{x}_j$ the value of $x$ that minimizes the distance from the empirical frequency, i.e., $\hat{x}_j = \arg \min_x |\hat{p}_{ij}(x) - \tilde{p}_{ij}|$. If the minimum is obtained for a range of values choose the middle point.

Finally, set as the estimate $\hat{x}$ the average over the $m_1 - 1$ estimates $\hat{x}_j$.

Note that this algorithmic approach is similar to the approach used for the quantal-regret estimate calculation (Nisan and Noti 2017b), where the regret was computed for the different values of the estimated parameter. See Appendix B for more details on the quantal-regret method.

For example, for a 2x2 game, we use Equation 4a to estimate the utility $x = u_r(U, L)$ of the row player algorithmically, as follows: compute $\tilde{p}_U(x)$ as the right-hand side of Equation 4a for different possible values of $x$ (and substitute the available empirical frequency $\tilde{p}_L$ and the three known utilities of the row player), and finally choose $\hat{x} = \arg \min_x |\tilde{p}_U(x) - \tilde{p}_U|$.

### 3.3 Payoff-Sampling Equilibrium

The Logic: This concept is based on the assumption that each player takes samples of equal size, one for each of her own available actions, and then plays the action of the sample with the highest payoff sum (or chooses at random one of the maximizing actions if there is more than one) (Osborne and Rubinstein 1998). Similar to the sampling equilibrium concept described in Section 3.2 the payoff-sampling equilibrium (PSE) describes a stationary state of large populations in which each player optimizes against her samples. The sample size $n_s$ is a parameter of this model. The value $n_s = 6$ for each of the samples gave the best fit for the experimental 2x2 game data of (Selten and Chmura 2008).

We can derive the equations for the payoff-sampling equilibrium for general normal-form games, in a similar analysis to that described in Section 3.2 for the ASE, and similar to the PSE derived by (Selten and Chmura 2008) for 2x2 games. Specifically, let $s_i(\tilde{a}_{-i}, j)$ be the number of times player $i$ observed the action tuple $\tilde{a}_{-i}$ of the other $n-1$ players in her sample for her action $j \in A_i$. Similar to Section 3.2 we can specify the probability $\alpha_{ij}(s_i)$ in which player $i$ chooses action $j \in A_i$ for the sample $s_i$ of each of her actions, based on the assumption that each player plays the action with the highest payoff sum. Then, the total probability in which player $i$ chooses action $j$ is the expectation over the samples; this should hold simultaneously for all players $i$ and actions $j \in A_i$ in equilibrium.

For example, for 2x2 games, the payoff-sampling equilibrium for two specific players in two populations that play the 2x2 game are as follows: let $k_U = s_r(L, U)$ and $k_D = s_r(L, D)$ be the number of times the row player observed $L$ in her sample for her actions $U$ and $D$, respectively, and let $l_L = s_c(U, L)$ and $l_R = s_c(U, R)$ be the number of times the column player observed $U$ in her sample for her actions $L$ and $R$, respectively. Therefore, the following equations describe the total choice probabilities of the two
players, and should hold simultaneously in equilibrium:

\[ p_U = \sum_{k_L,k_R=0}^{n_s} \alpha_{k_R} \cdot \alpha_{k_L} \left( \alpha_{k_R} \cdot \alpha_{k_L} \right) (1 - p_L) 2^{n_s - k_R - k_L} \alpha_{k_L} \alpha_{k_R} (s_c) \]  

\[ p_L = \sum_{l_R,l_L=0}^{n_s} \alpha_{l_R} \cdot \alpha_{l_L} \left( \alpha_{l_R} \cdot \alpha_{l_L} \right) (1 - p_U) 2^{n_s - l_R - l_L} \alpha_{l_L} \alpha_{l_R} (s_c) \]  

(5a)

(5b)

The PSE Estimation Method: The estimation of \( x = u_1(a_{11}, a_{21}, ..., a_{n1}) \) (according to our estimation framework) is performed similarly to the estimation method for the action-sampling equilibrium described in Section 3.2 since also here the equilibrium equations that depend on \( x \) do not allow us to extract \( x \) analytically and instead require an algorithmic approach. Specifically, we estimate \( x \) as the value for which the \( m_1 - 1 \) equilibrium equations for player 1 are satisfied with the minimal error, by carrying out the procedure described in Section 3.2 for \( j \in \{1, ..., m_1 - 1\} \) compute \( \tilde{x}_j \) from the equilibrium equation for \( p_{ij} \) for different possible values of \( x \), and by choosing \( \tilde{x}_j = \arg\min_x |\tilde{p}_{ij}(x) - \tilde{p}_{ij}| \), and set the final estimate for \( x \) as the average over \( \tilde{x}_j \). For example, for the 2x2 game, estimate \( x = u_1(U, L) \) by computing \( \tilde{p}_U(x) \) as the right-hand side of Equation (5a) for different possible values of \( \tilde{x} \), and then choose as the estimate \( \hat{x} = \arg\min_{\tilde{x}} |\tilde{p}_U(x) - \tilde{p}_U| \).

3.4 Impulse-Balance Equilibrium

The Logic: The impulse-balance equilibrium (IBE) was proposed by (Selten, Abbink, and Cox 2005) and is a “semi-quantitative” version of the learning direction theory of (Selten and Buchta 1999). According to the learning direction theory, when a decision maker repeatedly makes choices on the same parameter and receives feedback, she gets impulses: if a higher (lower) parameter would have brought a higher payoff she gets an upward (downward) impulse. The theory assumes that the decision maker will tend to choose in the direction of the impulse. An impulse-balance equilibrium is a stationary distribution, in which the expected upward impulses are equal to the expected downward impulses for each of the players simultaneously. To reflect loss aversion as in prospect theory (Kahneman and Tversky 1979), in this model losses are counted twice in the computation of impulses: a loss is counted once as a part of the foregone payoff and once more due to being a loss.

The IBE model is suitable for settings in which a decision maker repeatedly makes choices on the same parameter, such as bidding in auctions or binary choice problems. Therefore, we will focus on normal-form games with \( m = 2 \) actions for each player, where the probability of playing one of the pure strategies is the parameter the players choose (i.e., \( p_{ij} \) for each player \( i \), and in two-player 2x2 games: \( p_L \) and \( p_U \) for the row and column players, respectively). As suggested by (Selten and Chmura 2008), the utility of the pure strategy maximum—which is the “security level” a player can ensure by playing a pure action no matter what the other players do—may naturally serve as the reference level for determining losses.

The IBE Estimation Method: The estimation of the utility \( x = u_1(a_{11}, a_{21}, ..., a_{n1}) \) of player 1 (according to our estimation framework described above) is performed by deriving the equilibrium equations for player 1, which in turn requires computing the impulses from one action to another. We compute the impulses by using the “transformed form” of the game as suggested by (Selten and Chmura 2008).

Specifically, the estimation process involves four steps:

1. Construct the transformed game: Denote by \( s_i \) the security level of player \( i \). The transformed game matrix is constructed from the utility matrix of the game such that for each player \( i \) and actions \( a_i \in A_i \) and \( \bar{a}_i \in A_{-i} \):

\[ u_i^\text{tr}(a_i, \bar{a}_i) = \begin{cases} u_i(a_i, \bar{a}_i) & \text{if } u_i(a_i, \bar{a}_i) \leq s_i \\ \frac{s_i + u_i(a_i, \bar{a}_i)}{2} & \text{otherwise} \end{cases} \]

Figure 2 exemplifies the construction for Game 3 from the experiment of (Selten and Chmura 2008).

2. Construct the impulse matrix: Player \( i \) receives an impulse in the direction of her other action if and only if after a play she observes that she could have obtained a higher utility by choosing her other action. The size of the impulse is the foregone utility in the transformed game (which thus gives the losses a double weight). That is, the impulse matrix is computed such that for each player \( i \) and actions \( a_i \in A_i \) and \( \bar{a}_i \in A_{-i} \):

\[ \text{imp}_i(a_i, \bar{a}_i) = \begin{cases} \Delta = u_i^\text{tr}(A_i \setminus \{a_i\}, \bar{a}_i) - u_i^\text{tr}(a_i, \bar{a}_i) & \text{if } \Delta > 0 \\ 0 & \text{otherwise} \end{cases} \]

3. Derive the impulse-balance equilibrium equations: The equilibrium conditions require that for each of the players the expected impulses will be balanced. For example, in the 2x2 game, for the row player in an impulse-balance equilibrium the expected impulse from \( \text{Up} \) to \( \text{Down} \) is equal to her expected impulse from \( \text{Down} \) to \( \text{Up} \). That is,

\[ p_L \cdot \text{imp}_r(U, L) + (1 - p_L) \cdot \text{imp}_r(U, R) = p_L \cdot \text{imp}_r(D, L) + (1 - p_L) \cdot \text{imp}_r(D, R) \]

4. Extract an estimate for \( x \) by substituting the empirical frequencies and the known utilities of player 1.

Note that the exact formula for \( x \) depends on the structure of the game. The reason is that the transformed and impulse matrices depend on the determination of the security level \( s_i \). Thus, in order not to assume any prior knowledge of the structure of the game, the implementation of the estimation process requires us to consider all the different cases that result in different security levels.
4 Experimental Evaluation

In this section we evaluate the estimation success of the four behavioral econometric methods proposed in Section 3 in comparison with the quantal-regret (QR) method and with the method that is based on Nash equilibrium (NE).

We perform the evaluation by using the data from the experiment of Selten and Chmura (2008, the same dataset was used both in (Selten and Chmura 2008) to evaluate the prediction success of the behavioral equilibria models and in (Nisan and Noti 2017b) to evaluate the estimation success of the quantal-regret method. In the experiment, 12 2x2 games were investigated. Each of the games had non-negative utilities and was “completely mixed,” i.e., had a unique equilibrium in which each player plays each of her actions with positive probability, according to all equilibrium concepts discussed in the present paper. There were 12 independent subject groups (“sessions”) for each of games 1–6, and 6 for each of games 7–12, for a total of 108 sessions. In each session there were 4 row players and 4 column players, who repeatedly played a game over 200 periods. See Selten and Chmura (2008) for more details on the experimental setup and the utility matrices of the games. The data consist of the utility matrices of the 12 games, as well as of the empirical frequencies of play for each player over her 200 plays. See illustration in Figure 1.

We applied each of the six methods to estimate the 8 parameters defining the game (4 utilities of the row player and 4 of the column player), one at a time, and compared the estimates with the parameters that were actually used in the experiment. As in Selten and Chmura (2008) and (Nisan and Noti 2017b), we consider the “session level” of the experimental data. That is, for each independent session we estimate the 8 parameters by considering the average of the empirical data. That is, for each independent session we estimate the 8 parameters by considering the average of the empirical data. That is, for each independent session we estimate the 8 parameters by considering the average of the empirical data.

We define the estimation error of an estimate \( \hat{x} \) for a utility of which the true value is \( x \) as \( \text{error}(\hat{x}) = |\hat{x} - x| \). Our main measure of success is the root mean squared error (RMSE) achieved by each method. Specifically, the RMSE of a set of estimates \( S \) is \( \text{RMSE}(S) = \sqrt{\frac{1}{|S|} \sum_{\hat{x} \in S} \text{error}^2(\hat{x})} \).

We also measure the “±3 hit-rate,” which is the percentage of estimates within a distance of 3 from the true value. Note that in our estimation context exact hits are hard to achieve, and thus some interval from the true value is taken. We choose an interval of 3, which is about 15% of the utility range of the games in our dataset, for the sake of comparison with the results of Nisan and Noti (2017b) who used this specific measure. To complete the picture, we also compare the full distributions of the estimation errors of the methods.

In the implementation of the four behavioral methods we use the same parameters as in Brunner, Camerer, and Goeree (2011). The values were \( \lambda = 1.05 \) for the QRE method, and the sampling sizes were \( n_s = 6 \) and \( n_a = 12 \) for the PSE and ASE methods, respectively. The implementation of the NE and the QR methods was according to the procedure described in (Nisan and Noti 2017b). For the QR method, this includes a regret-aversion parameter \( \lambda = 3 \) (according to their suggested rule of thumb), and the same uniform prior over the parameter range \([0, 22]\) (in intervals of 0.01). We use the same prior also for the two proposed algorithmic methods ASE and PSE, and for a fair comparison we restrict the estimates of the other methods to the same parameter range.

Table 1 presents the estimation results over all 108 sessions in the experiment for the six estimation methods. It can be seen that in terms of RMSE the QR method performs better than the four behavioral methods, which in turn outperform the NE method. Specifically, the RMSE of each of the four behavioral methods is significantly lower than the RMSE of the NE method (paired two-sided Wilcoxon signed rank test, \( N = 108 \) sessions, \( p < 0.002 \)), and the RMSE using QR is lower than that of each of the four behavioral methods, but the difference is statistically significant only in comparison with the IBE method (\( p < 0.02 \)). The gap between QR and the behavioral methods is large except for ASE whose RMSE is close to the QR method.

The comparison of the four behavioral methods shows that the two sampling methods perform better than the IBE and QRE methods. Over all 108 sessions, the RMSE of each of the sampling equilibrium methods is significantly lower than the RMSE of the IBE method (paired two-sided Wilcoxon signed rank test, \( N = 108 \) sessions, \( p < 0.002 \)), but the difference from the QRE method is not statistically significant. Note that this is different from the comparison results of Selten and Chmura (2005), who found that in the context of the prediction task the four behavioral equilibrium models underlying our econometric methods were not significantly different. It is possible that the econometric task studied in the present paper is more sensitive than the prediction task to the differences between these models and allows a better discrimination between them.

So far we have seen that the QR method, which uses the rule-of-thumb regret-aversion parameter \( \lambda = 3 \), has better RMSE than the methods that are based on behavioral equilibria. We also tried another variant of the QR method in which \( \lambda \) was directly learned from the data in cross-validation. Specifically, for each of the 12 games we learned \( \lambda \) by a direct fit of the empirical regret results obtained on the other 11 games. This gave 12 values of \( \lambda \) with an average of 2.64 and a small standard deviation of 0.12. However, using QR with this learned parameter for each game did not change the results, and the QR method still outperformed the four behavioral methods in terms of the RMSE.

Let us now take a closer look at the distributions of the estimation errors obtained by the six methods. Table 1 presents the average and standard deviations of the distribution for each of the methods, as well as their ±3 hit rates. Figure 3 plots the full distribution of the estimation errors. It can be seen in the plots that the four behavioral methods very frequently hit close to the target, but on the other hand have a non-negligible frequency of large errors. By contrast, the QR method less often hits the target exactly, but usually does

\[ \text{error}(\hat{x}) = |\hat{x} - x| \]

\[ \text{RMSE}(S) = \sqrt{\frac{1}{|S|} \sum_{\hat{x} \in S} \text{error}^2(\hat{x})} \]
Table 1: Evaluation results of the six estimation methods over all 108 sessions of the 2x2 game dataset.

| Method | RMSE  | ASE   | PSE   | IBE   | QRE   | NE   |
|--------|-------|-------|-------|-------|-------|------|
| QR     | 2.32  | 2.39  | 2.59  | 2.81  | 2.82  | 3.41 |
| Average Error | 2.09  | 2.04  | 2.18  | 2.44  | 2.25  | 2.99 |
| Std Error | 1.58  | 1.72  | 1.97  | 2.20  | 2.20  | 2.32 |
| ±3 Hit Rate | 81.13% | 85.42% | 84.95% | 82.06% | 82.52% | 68.87% |

Figure 3: Error distributions: Histograms of the estimation errors for each of the six estimation methods.

5 Conclusions

We have shown that it is possible to leverage equilibrium concepts from behavioral economics to infer the preferences of human players in normal-form games, and have shown how to derive the econometric estimation methods from four established behavioral equilibrium models. When the equilibrium conditions did not provide a direct analytic solution, we showed how to perform the estimation by taking an algorithmic approach. In fact, the two behavioral algorithmic methods that we proposed performed better than the analytic ones. All four behavioral estimation methods that we studied outperformed the Nash equilibrium method that assumes that the players are rational. This is consistent with previous literature that suggests that these models better capture human behavior.

The comparison with the quantal-regret method highlights both the advantages of this method and the potential for improvements based on behavioral considerations. First, the success of the quantal-regret method shows that quantal regret provides a suitable modeling for human strategic behavior for the estimation task not only compared to rational models but also compared to well-studied behavioral models. Furthermore, unlike the behavioral methods, the quantal-regret method does not require any specific analysis to the estimation setting and works exactly the same in other settings such as auctions. Second, we observed some “trade-off” between exact hits and low overall error: the quantal-regret method does not make large errors, but on the other hand has fewer exact hits. By contrast, the behavioral methods, which make more specific assumptions about the behavior of the players at stationary states, hit very frequently close to the target, but on the other hand also make large errors.

We believe that further research that will apply well-established knowledge from behavioral disciplines has the potential to improve the econometric analysis of game data that are generated by human players. While we focused on four behavioral equilibrium models it is interesting to study the estimation performance of additional behavioral models – both equilibrium models and dynamic learning models. It is also interesting to extend the methods to more complex game settings, where multiple equilibria may exist, such as estimating players’ private values from auction data, or to settings with more than a single unknown parameter, which will require searching a larger space of values. Such research can lead to an improved modeling that will break the trade-off described above, i.e., a modeling that will have the high hit rates of the behavioral methods while still avoiding large errors like the quantal-regret method.
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Appendices

A The Nash Equilibrium Estimation Method

Nash equilibrium is a standard concept in game theory to analyze game outcomes. It is a stationary state in which each player perfectly best responds to the other players. That is, Nash equilibrium is a strategy profile \( (\vec{p}_1, \vec{p}_2, \ldots, \vec{p}_n) \), in which \( \vec{p}_i \) maximizes the expected utility for each player \( i \), given the other players’ strategies \( \vec{p}_{-i} \). Therefore, Nash equilibrium provides a set of linear equations that allow to extract an estimate for \( x \) by substituting the empirical frequencies and the known utilities which are given in our estimation framework.

For example, for the 2x2 game setting, a Nash equilibrium is a strategy profile \( (p_{11}, p_{12}) \), which \( p_{11} \) and \( p_{12} \) maximize the expected utility of the row and the column players, respectively, given the other player’s strategy, and the following two equations (one for each of the two players) should hold simultaneously:

\[
\begin{align*}
\hat{p}_L &= \frac{u_c(D, R) - u_c(U, R)}{x - u_c(D, L) + u_c(D, R) - u_c(U, R)} \tag{6a} \\
p_{11} &= \frac{u_c(R, D) - u_c(L, D)}{u_c(L, U) - u_c(R, U) + u_c(R, D) - u_c(L, D)} \tag{6b}
\end{align*}
\]

Thus, if we assume that the players are in a Nash equilibrium, \( x \) can be estimated from equation (6a) by substituting the other terms (assuming that \( \hat{p}_L > 0 \)), which are given in the estimation framework.

B The Quantal Regret Estimation Method

The quantal regret modeling was suggested by [Nisan and Nott 2017b]. Its basic assumption is that players choose with (exponentially) higher probabilities actions that give them lower regret. This is instead of assuming perfect regret minimization, which is expected from rational players. The regret of a player in a repeated game is defined as the difference between the utility she could have obtained had she played the best fixed strategy in hindsight and the utility she actually obtained in the repeated game [Blum and Mansour 2007].

In our present estimation setting (as described in Section 2.2), the quantal regret method for estimating \( x = u_1(\alpha_{11}, \alpha_{12}, \ldots, \alpha_{n1}) \) first computes the regret of player 1 for each possible value of \( x \) \(^5\):

\[
\text{regret}_1(x, \tilde{a}) = \frac{1}{\lambda} \left( \max_{\alpha_i \in A} \sum_{t=1}^{T} u_1(\alpha_i, \tilde{a}, x) - \sum_{t=1}^{T} u_1(\alpha_i, \tilde{a}, x) \right)
\]

Then, it sets the estimate as the weighted average of the possible values of \( x \), with weights that are exponentially decreasing with the regret. Specifically, assuming a prior of a uniform distribution, the estimate is:

\[
\hat{x} = \frac{\sum_x e^{-\lambda \text{regret}_1(x, \tilde{a})} \cdot x}{\sum_x e^{-\lambda \text{regret}_1(x, \tilde{a})}}
\]

This estimator is the one that minimizes the expected squared error for the basic quantal regret modeling assumption. The constant \( \lambda \) is the “regret aversion” parameter; as \( \lambda \) grows larger, the quantal regret estimate approaches the minimax regret estimate suggested by [Nekipelov, Syrgkanis, and Tardos 2015].
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