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Abstract: Adverse Drug Reaction (ADR) is a disorder caused by taking medications. Studies have addressed extracting ADRs from social networks where users express their opinion regarding a specific medication. Extracting entities mainly depends on specific terms called trigger terms that may occur before or after ADRs. However, these terms should be extended, especially when examining multiple representation of N-gram. This study aims to propose an extension of trigger terms based on the multiple representation of N-gram. Two benchmark datasets are used in the experiments and three classifiers, namely, support vector machine, Naïve Bayes and linear regression, are trained on the proposed extension. Furthermore, two document representations have been utilized including Term Frequency Inverse Document Frequency (TFIDF) and Count Vector (CV). Results show that the proposed extended trigger terms outperform the baseline by achieving 88% and 69% of F1-scores for the first and second datasets, respectively. This finding implies the effectiveness of the proposed extended trigger terms in terms of detecting new ADRs.
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Introduction

The exponential development of social networks has affected several domains of interests, such as marketing, business and arts. For instance, the medical domain has gained interest among social media users who can give their opinions about this domain (Denecke and Deng, 2015). An example of such opinions is Drug review, which describes users’ experiences regarding a specific drug. Many Adverse Drug Reactions (ADRs) can be encountered. For example, “this medicine made me sleepy.” These ADRs represent vital entities that should be extracted prior to the task of sentiment analysis in which the opinions of people are classified into positive or negative (Sohn et al., 2011).

Most studies on the extraction of ADRs have relied on machine learning techniques involving models built on the basis of historical cases. Such models can extract new or unseen samples (Liu and Chen, 2015). However, the most significant factor of these techniques is a feature space that can be generated during model establishment. Features are descriptive characteristics that describe the occurrence of specific entities (Alshaikhdeeb and Ahmad, 2017; 2018). Discussing the feature space within the context of extracting ADRs requires mentioning trigger terms, which are specific keywords that come before or after ADRs. Studies have utilized a set of trigger terms within the task of ADR extraction (Ebrahimi et al., 2016; 2016). However, trigger terms still require various extensions because ADRs are numerous and have several synonyms and semantics.

This study aims to propose new trigger terms with various N-gram topologies, namely, unigram, bigram, trigram and quadgram. Two benchmark datasets are used within the experiments. Furthermore, two document representations have been utilized including Term Frequency Inverse Document Frequency (TFIDF) and Count Vector (CV). In addition, three classifiers, namely, Support Vector Machine (SVM), Naïve Bayes (NB) and Linear Regression (LR), are examined.

Related Works

Many studies have been proposed to extract adverse drug entities by using a wide range of features, along with machine learning techniques. For example, Yu (2016) used a set of features to identify drug–effect relation. The set of features contain Bag-
of-words (BoW), where multiple numbers of topologies of N-gram, including unigram and bigram, have been used. Part-of-Speech (POS) tagging has been utilized to indicate the syntactic tags of terms. The WordNet lexicon has been used to indicate semantic correspondences. Four classifications, namely, decision tree, maximum entropy, NB and SVM, have been applied to identify drug–effect relation.

Mishra et al. (2015) utilized statistical features, such as term frequency and weighting terms, to identify drug-related entities from drug reviews. Along with statistical features, the Word Net lexicon is used to determine semantic relatedness. An SVM classifier has also been utilized to determine drug-related entities.

Pain et al. (2016) used the collected data from Twitter to provide an automatic drug–effect detection. They used a set of keywords and hashtags as trigger terms. The proposed features can identify numerous types of drug–effect entities by using an SVM classifier.

Ebrahimi et al. (2016) employed a set of medical concepts with specifically named entities as trigger terms to determine the side effects of drugs from medical reviews. POS tagging has also been utilized to identify the syntactic tag of terms. Two classifiers, namely, a rule-based classification method and SVM, have been adopted to detect the side effects of drugs.

Plachouras et al. (2016) utilized a set of trigger terms or Gazetteers features, along with an N-gram representation, to extract adverse drug events from Twitter reviews. They applied the SVM classification method to accommodate the final extraction based on the proposed features.

Moh et al. (2017) used a combination of morphological and semantic features to identify adverse drug events. Among the applied morphological features are negations and question marks. The semantic feature is utilized with SentiWordNet. SVM and NB have also been applied to perform a classification task.

Lee et al. (2017) have proposed a deep learning approach for extracting ADRs. The proposed approach utilized a semi-supervised Convolutional Neural Network (CNN) by giving it an unlabeled data brought from Twitter. The proposed approach showed superior performance compared to the traditional supervised ones.

Similarly, Cocos et al. (2017) have proposed a deep learning approach based on word embedding for extracting ADRs. The authors have brought vast amount of social information (particularly from Twitter) and train a Recurrent Neural Network (RNN) on such information to generate word embedding. The proposed method has been compared against the state of the art that were relying on lexicon-based approaches. Results showed an outperformance for the proposed method.

Wang et al. (2019) have proposed a deep neural network for extracting ADRs. The proposed method has utilized a pre-trained model for biomedical word embedding. Consequentially, the proposed method has been tested on a gold standard dataset. Results showed an outperformance for the proposed method against the baseline ones.

**Materials and Methods**

**Materials: Dataset**

The dataset used in the experiments is a set of drug reviews from different categories and from patients’ comments about ADRs available on different discussion forums on health websites and social media in English language. Thus, two datasets are used:

Dataset 1: Ebrahimi et al. (2016) is annotated by a medical expert. A total of 225 drug reviews are randomly selected from www.drugratingz.com for manual annotation. These reviews are related to diverse categories, such as pain relief and antidepressant drugs. Indeed, the comment sections of drug reviews in this website are full of sentences containing drug side effects and the role of the algorithm is to identify these side effects correctly. A total of 70 reviews are to generate rules manually and 155 reviews are assigned as a test set.

Dataset 2: The annotated ADR review dataset is used in Yates and Goharian (2013). The review dataset is collected from drug review social media sites, namely, askapatient.com, drugs.com and drugratingz.com.

Table 1 shows the details of each dataset.

The proposed method consists of three main phases (Fig. 1). The first phase is related to the datasets used within the experiments, along with the required preprocessing tasks that are intended to turn the data into an appropriate form. The second phase is related to feature extraction, i.e., trigger terms, which represent the core of this study. Lastly, the third phase involves the application of machine learning techniques to classify ADRs based on the utilized features. Each phase is discussed in further detail in the next subsections.

**Phase 1: Input and Preprocessing**

Both datasets have to undergo the preprocessing task. The text segmentation stage aims to run some of the preprocessing algorithms on the corpus to prepare it for the next phases. The aforementioned tasks can be illustrated as follows:
1. Sentence splitting: This task aims to split a text into a series of sentences by identifying sentence boundaries. For this purpose, the Natural Language Tool Kit (NLTK) library is used to achieve this task.

2. Tokenization: This task aims to split a text stream into a series of tokens. Similarly, the NLTK library is used.

3. Stemming: This task aims to reduce inflected (or sometimes derived) words to their word stem, base, or root form of a particular set of words by removing various suffixes while preserving the meaning of the word.

4. Stop word removal: This task aims to remove the frequent words of a language that does not carry any significant information on their own. These words are often removed at the preprocessing stage to reduce the number of less informative features known as noise data.

5. POS tagging: This task aims to identify the words with their POS categories, such as nouns, verbs, adjectives and adverbs.

**Phase 2: Extended Trigger Terms**

In this phase, a combination of lexical, syntactical and contextual expressions and trigger terms is used to detect the adverse side effects of drugs. Trigger terms are extracted from the state of art by analyzing the sentences containing ADR and trigger term. Two lists, namely, existing terms and new trigger terms, are created (Tables 2, 3 and 4).

Table 2 shows the trigger terms extracted by Ebrahimi et al. (2016). Among the terms, “caused” or “makes” are associated with ADRs in their dataset.

Table 3 shows the trigger terms in Yates and Goharian (2013) dataset, whose terms are similar to those in Ebrahimi et al. (2016) dataset. These terms (e.g., “caused” and “made me”) are also related to ADRs.

**Building the Extended Trigger Terms**

This study utilizes a statistical technique, namely, Point-wise Mutual Information (PMI), to identify new and extended trigger terms. This technique aims to examine the co-occurrence among terms. Both datasets are being annotated already. As such, PMI is applied to terms that frequently occur with ADRs. PMI can be computed on the basis of the following equation (Zhang et al., 2009):

\[
PMI(ADR, t) = \log \frac{P(ADR, t)}{PMI(ADR) \times P(t)}
\]  

where, \( P(ADR) \) refers to the probability of individual ADR occurrence; \( P(t) \) denotes the probability of the individual occurrence of certain terms and \( P(ADR, t) \) corresponds to the co-occurrence among \( ADR \) and certain terms. The highest value of PMI indicates a high correlation among the two terms.

The results of PMI on both datasets reveal trigger terms that are similar to the baseline. Therefore, our study implements a manual filtering task to exclude the ones used by the baseline. With this filtering approach, new and extended trigger terms are identified. Table 4 shows a sample of these proposed extended terms associated with some example patterns from both datasets.

The sentences are represented in a feature vector that contains the selected features. Such a representation aims to articulate the distinctive terms in separated attributes. In this regard, every sentence is examined on the basis of the occurrence of such terms (i.e., whether or not a term occurs in a sentence). Here, the features are the distinctive terms and two frequency topologies, namely, Term Frequency – Inverse Document Frequency (TFIDF) and count vector, are depicted.

In count vector, the aim is to simulate the occurrence of terms as binary representation:

‘If a term occurs, it is represented as ‘1’; otherwise, it is represented as ‘0’.’

**TFIDF** aims to represent the frequency of terms as real values that indicate the ratio of occurrence between a term and a sentence, along with a term with other sentences, which can be computed using the following equation (Chen et al., 2016):

\[
TFIDF = (t / d) = tf_id \times \log \frac{N}{N_t},
\]  

where, \( tf_id \) refers to the occurrence of the term in a particular document. The document in our study is a metaphor for a sentence. \( N \) is the number of the total documents (i.e., sentences) and \( N_t \) is the document that contain the term \( t \).

Apart from frequency, the terms have been articulated in the N-gram representation by using four topologies, namely, unigram (i.e., one term), bigram (i.e., two terms), trigram (i.e., three terms) and quadgram (i.e., four terms).

**Phase 3: Training Model**

In this phase, machine learning is applied to classify ADRs. Classification methods, including SVM, NB and LR, are used to evaluate the performance based on f-measure.

The first classification method is SVM, which works by determining an accurate separator between data instances in a 2-dimensional space. Such a separator can be computed using the following equation (Ebrahimi, et al., 2016):

\[
f(x) = \text{sgn}(\vec{x} \times \vec{w}) + b = \begin{cases} +1: & (\vec{x} \times \vec{w}) + b > 0 \\ -1: & \text{Otherwise} \end{cases}
\]  

where, \( d^+ \) (\( d^- \)) denote the shortest path between the positive and negative examples.
Table 1: Dataset details

| Attributes | Dataset 1 (Ebrahimi et al., 2016) | Dataset 2 (Yates and Goharian, 2013) |
|------------|----------------------------------|--------------------------------------|
| Number of total reviews | 225 (labelled 157) | 2500 (labeled 246) |
| Number of sentences | 1212 | 944 |
| Number of ADR | 372 | 982 |

Table 2: List of benchmark and proposed trigger terms based on dataset 1 (Ebrahimi, et al., 2016)

| Benchmark trigger terms (Ebrahimi et al., 2016) | Proposed trigger terms |
|-----------------------------------------------|-------------------------|
| Caused | Causing effects of the drug |
| Causes | Getting off |
| Can cause | Wonder for |
| Caused an | Have been suffering |
| Cant cause | Have not got |
| Caused me | Short term effects |
| Makes you | Suffering with |
| Made me | Chronic |
| Make me | I had problems with |
| Makes people | Really helps |

Table 3: List of benchmark and proposed trigger terms based on (Yates and Goharian, 2013)

| Benchmark trigger terms (Yates and Goharian, 2013) | Proposed trigger terms |
|-----------------------------------------------|-------------------------|
| Caused | Started having |
| Causes | Began having |
| Makes you | Still have |
| Made me | Also have |
| Side effects | Had some |
| Side effect | Have some |
| Any side effects | Was having |
| I have | I am having |
| Get | Extreme |
| Side effect | Felt like |

Table 4: Samples of extracted trigger terms

| Comment_No | Sentence_No | Patterns | Trigger Terms | ADR Found |
|------------|-------------|----------|---------------|-----------|
| 10         | 6           | DT nn have caused (ADR) | have caused | Bad reaction |
| 11         | 3           | Prp suffer (ADR) | suffer | High blood |
| 15         | 1           | Jj side effect (ADR) | side effect | arthritis |
| 20         | 12          | makes you (ADR) | makes you | Binge |
| 24         | 3           | Prp had never suffered from(ADR) | had never suffered | depression |
| 26         | 2           | Prp made me (ADR) | made me | Depressed |
| 60         | 3           | my side effect (ADR) | my side effect | stress |

Table 5: Experimental settings

| Experiment | Description |
|------------|-------------|
| Feature    | 1. Baseline trigger terms with TFIDF (Unigram, Bigram, Trigram and Quadgram) |
|            | 2. Baseline trigger terms with count vector (Unigram, Bigram, Trigram and Quadgram) |
|            | 3. Proposed trigger terms with TFIDF (Unigram, Bigram, Trigram and Quadgram) |
|            | 4. Proposed trigger terms with count vector (Unigram, Bigram, Trigram and Quadgram) |
| Classifiers | 1. SVM |
|            | 2. NB |
|            | 3. LR |
| Dataset    | 1. Benchmark trigger terms dataset 1 (Ebrahimi, et al., 2016) |
|            | 2. Benchmark trigger terms dataset 2 (Yates and Goharian, 2013) |
| Training and Testing | 70% for training and 30% for testing |
Results

Multiple experiments have been conducted to examine different trigger terms (i.e., baseline vs. proposed), different representations (i.e., count vector vs. TFIDF) and multiple n-gram topologies (i.e., unigram, bigram, trigram and quadgram). In addition, multiple classifiers, including SVM, NB and LR, have been addressed and their corresponding results have been computed using the common information retrieval metric F1-score. Table 6 depicts the results of the first dataset.

In Tables 6 and 7, increasing the grams of terms affects the F1-score in which the quadgram shows the highest values among the topologies. In some cases, both trigram and quadgram have a similar performance (NB and LR for both experiments in Tables 6 and 7). This finding implies the usefulness of examining multigram terms.

The F1-score values of the count vector (Table 6) are higher than those of the TFIDF (Table 7). This condition is applied to all classifiers and both baseline and proposed ones. This result also implies the significance of using binary representation (i.e., count vector) rather than numeric representation (i.e., TFIDF).

However, the proposed and baseline results should be compared to validate the proposed trigger terms. Apparently, all the experiments show that the proposed method outperforms the baseline. In particular, the highest result is achieved by using the proposed trigger terms via the count vector with the SVM and the quadgram term. The result of F1-score is 88% (Table 6), demonstrating the effectiveness of the proposed trigger terms.

In Tables 8 and 9, similar to the result of dataset 1, the increase in the term gram affects the F1-score; that is, the quadgram results show the highest values. However, in some cases, trigram and quadgram have a similar performance (SVM and NB for both experiments in Tables 8 and 9). This result implies the effectiveness of the proposed approach in examining multigram terms.

Unlike the results of dataset 1, the F1-score values of the TFIDF (Table 9) are slightly higher than those of the count vector (Table 8). In terms of the comparison between the proposed and baseline results, all the experiments reveal that the proposed method outperforms the baseline. In particular, the highest results are achieved by the proposed trigger terms via the TFIDF with SVM and both trigram and quadgram terms and the result of F1-score is 69%. The result of dataset 1 is 88%, which is higher than that of dataset 2 (69%). This difference is attributed to the variance overlapping between the labels existing in the two datasets.

In general, the performance of the proposed trigger terms is superior to that of the baseline ones in terms of detecting ADRs. This finding implies the effectiveness of proposing extended trigger in terms of extracting ADRs.

Apart from the traditional baseline which utilized conventional approaches such as SVM, NB and others, it is necessary to compare the proposed method against recent methods that employed much sophisticated techniques. In fact, Lee et al. (2017) have used a deep learning approach of CNN to extract ADRs and acquired an F1-score of 64.5%. Comparing such results against the obtained ones by the proposed method reveals that the proposed method is still competitive.
Table 8: Count vector results of dataset 2 (Yates and Goharian, 2013)

| N-gram | SVM Baseline | Proposed | NB Baseline | Proposed | LR Baseline | Proposed |
|-------|-------------|----------|-------------|----------|-------------|----------|
| Unigram | 0.54 | 0.55 | 0.38 | 0.42 | 0.55 | 0.57 |
| Bigram | 0.59 | 0.65 | 0.51 | 0.67 | 0.59 | 0.64 |
| Trigram | 0.59 | 0.67 | 0.52 | 0.61 | 0.61 | 0.66 |
| Quadgram | 0.56 | 0.67 | 0.52 | 0.61 | 0.61 | 0.67 |

Table 9: TFIDF results of dataset 2 (Yates and Goharian, 2013)

| N-gram | SVM Baseline | Proposed | NB Baseline | Proposed | LR Baseline | Proposed |
|-------|-------------|----------|-------------|----------|-------------|----------|
| Unigram | 0.54 | 0.54 | 0.38 | 0.44 | 0.54 | 0.54 |
| Bigram | 0.58 | 0.67 | 0.51 | 0.61 | 0.59 | 0.66 |
| Trigram | 0.60 | 0.69 | 0.54 | 0.61 | 0.60 | 0.68 |
| Quadgram | 0.60 | 0.69 | 0.54 | 0.61 | 0.60 | 0.68 |

However, other studies such as Cocos et al. (2017) and Wang et al. (2019) whom utilized much sophisticated deep learning approaches, have obtained an F1-score higher the proposed method as 75.5% and 84.4% respectively. Yet, their approaches were requiring a pre-trained data of embedding for the medical words. Considering the feature engineering that has been utilized by the proposed method, it is clear that the proposed method is still considered to be less complicated.

**Conclusion**

This study proposed an extended set of trigger terms for detecting ADRs. These trigger terms were compared with the baseline ones by using two benchmark datasets. Experiments involved three classifiers, namely, SVM, NB and LR and multiple N-gram topologies, including unigram, bigram, trigram and quadgram. The proposed trigger terms achieved higher results than the baseline ones when quadgram and SVM classification were used. Further studies on feature types would facilitate the process of detecting ADRs.
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