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The first nonperturbative version of the multireference driven similarity renormalization group (MR-DSRG) theory [C. Li and F. A. Evangelista, J. Chem. Theory Comput. 11, 2097 (2015)] is introduced. The renormalization group structure of the MR-DSRG equations ensures numerical robustness and avoidance of the intruder state problem, while the connected nature of the amplitude and energy equations guarantees size consistency and extensivity. We approximate the MR-DSRG equations by keeping only one- and two-body operators and using a linearized recursive commutator approximation of the Baker–Campbell–Hausdorff expansion [T. Yanai and G. K.-L. Chan, J. Chem. Phys. 124, 194106 (2006)]. The resulting MR-LDSRG(2) equations contain only 39 terms and scales as $O(N^2N^2_{\text{P}}N^2_{\text{H}})$ where $N_{\text{H}}$, $N_{\text{P}}$, and $N$ correspond to the number of hole, particle, and total orbitals, respectively. Benchmark MR-LDSRG(2) computations on the hydrogen fluoride and molecular nitrogen binding curves and the singlet-triplet splitting of p-benzyne yield results comparable in accuracy to those from multireference configuration interaction, Mukherjee multireference coupled cluster theory, and internally-contracted multireference coupled cluster theory.

I. INTRODUCTION

Striking the right balance between the theoretical treatment of static and dynamic electron correlation is a crucial requirement for predictive theories of strongly correlated electrons.\(^1\) Consequently, the introduction of the multi-configurational self-consistent-field (MC-SCF) approach\(^2\) was followed by the development of a myriad of multireference (MR) theories that augment this scheme with high-level treatments of dynamic correlation. The majority of these genuine multireference approaches are based on the framework of effective Hamiltonian theory\(^3\)\(^–\)\(^8\) and include widely adopted methods such as second-order MR perturbation theory (MRPT)\(^9\)\(^–\)\(^14\) and MR configuration interaction (MRCI).\(^2\)\(^,\)\(^15\)\(^–\)\(^18\) Furthermore, numerous multireference coupled cluster (MRCC) theories\(^19\)\(^–\)\(^35\) and alternative approaches\(^36\)\(^–\)\(^41\) have been developed. These approaches strive to reproduce the success of single-reference coupled cluster theory by combining a nonperturbative treatment of dynamic correlation with the requirement of size extensivity.\(^36\)\(^,\)\(^42\)

Nevertheless, it is well appreciated that the application of multireference theories based on effective Hamiltonians presents several problems, which prevent them from being as impactful as their single-reference analogues. The most important issue is perhaps the intruder-state problem,\(^43\)\(^,\)\(^44\) which occurs when excited configurations (or determinants) become near-degenerate with the reference wave function. In MRPT2 approaches, intruder states lead to diverging first-order excitation amplitudes and characteristic poles in potential energy surfaces.\(^45\)\(^–\)\(^47\) Intruders are commonly treated by shifting the energy denominators,\(^45\)\(^,\)\(^48\) regularizing the amplitudes,\(^49\)\(^,\)\(^50\) modifying the zeroth-order Hamiltonian,\(^51\)\(^,\)\(^52\) and increasing the size of the active space.\(^46\) However, none of these techniques have been satisfactorily generalized to the case of nonperturbative theories (e.g., MRCC), in which intruders usually result in convergence difficulties that render these approaches inapplicable.\(^22\)\(^,\)\(^53\)

Effective Hamiltonian theory is also affected by the problem of redundant wave function parameters.\(^54\)\(^,\)\(^55\) For instance, in the internally-contracted MRCC (ic-MRCC) approach,\(^31\)\(^,\)\(^32\)\(^,\)\(^54\) the basis of excited configurations contains linear-dependent components which, when discarded, introduces dependencies on numerical thresholds. A small numerical threshold induces numerical instabilities, while a large threshold may lead to discontinuous potential energy surfaces.\(^31\) Moreover, eliminating linearly dependent excitations requires the diagonalization of higher-order reduced density matrices, which limits the applicability of these methods to moderate numbers of active orbitals.\(^56\) Solutions to this problem are realized only recently by either employing strongly contracted excitation operators\(^12\)\(^,\)\(^53\)\(^,\)\(^57\) or imposing many-body conditions.\(^19\)\(^,\)\(^34\)\(^,\)\(^58\)

To address the intruder-state and redundancy problems of the effective Hamiltonian formalism, we have recently begun to explore many-body theories based on the similarity renormalization group (SRG).\(^59\)\(^–\)\(^62\) The SRG provides a systematic approach to integrate out high-energy degrees of freedom such that divergences resulting from small energy denominators are suppressed. Inspired by the SRG, we have proposed a novel approach, the driven SRG (DSRG),\(^63\) which combines the main features of the SRG with a computational approach closely related to coupled cluster theory. Later, we introduced a multireference DSRG (MR-DSRG) theory that generalizes the DSRG to multiconfigurational references and investigated a second-order approximation.\(^64\)

\(^a\)Electronic mail: francesco.evangelista@emory.edu
The most important difference between the MR-DSRG and other multireference theories is the use of a continuous unitary transformation of the Hamiltonian controlled by an energy cutoff $\Lambda$. This transformation excludes excitations with energy approximatively smaller than $\Lambda$, and thus, it avoids divergences caused by small denominators (intruder states). The MR-DSRG makes also extensions with energy approximatively smaller than $\Lambda$, and by an energy cutoff $\Lambda$. This transformation excludes excitations unitary transformation of the Hamiltonian controlled and other multireference theories is the use of a continuous formalism, and discuss some future developments of the reference wave function.

We start from an overview of the MR-DSRG formulation and introduce the MR-LDSRG(2) model in Sec. II. Section III presents our pilot implementation and discusses the scaling of the MR-LDSRG(2) approach. Applications of the MR-LDSRG(2) to the singlet ground-state potential energy curves of HF and N$_2$, and the singlet-triplet splitting of $p$-benzyne are reported in Sec. V, where computational details are given in Sec. IV. Finally in Secs. VI and VII, we compare the MR-LDSRG ansatz to other methods based on internally contracted formalism, and discuss some future developments of the MR-DSRG theory.

II. THEORY

A. Basic notation

We define the Fermi vacuum as a multideterminantal wave function $|\Psi_0\rangle$ with respect to which all second quantized operators are normal ordered:

$$|\Psi_0\rangle = \sum_{\mu=1}^d c_\mu |\Phi^\mu\rangle.$$  \hspace{1cm} (1)

In Eq. (1), the set of determinants $\{|\Phi^\mu\rangle\}$ form a complete active space (CAS). The orbital space $\{|\phi^p, p = 1, \ldots, N\}$ is thus partitioned into three subsets: core (C), active (A), and virtual (V). For convenience, we also define two composite spaces: hole (H = C $\cup$ A) and particle (P = A $\cup$ V). The orbital indices corresponding to these spaces are listed in Table I.

The bare Hamiltonian normal ordered with respect to $\Psi_0$ is given by:

$$\hat{H} = E_0 + \sum_{pq} f^p_q \hat{a}^\dagger_q \hat{a}^p + \frac{1}{4} \sum_{pqrs} v^{rs}_{pq} \hat{a}^p \hat{a}^q \hat{a}^r \hat{a}^s,$$  \hspace{1cm} (2)

where $E_0 = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle$ is the reference energy and $\{|\hat{a}^p\rangle\}$ stands for a string of normal-ordered creation ($\hat{a}^1$) and annihilation ($\hat{a}$) operators. In Eq. (2), we have introduced the matrix element of the generalized Fock matrix $f^p_q$:

$$f^p_q = h^p_q + \sum_{rs} v^{rs}_{pq} \gamma^r_s,$$  \hspace{1cm} (3)

where $\gamma^p_q = \langle \Psi_0 | \hat{a}^p_q | \Psi_0 \rangle$, $h^p_q = \langle \phi_q | \hat{H} | \phi_q \rangle$, and $v^{rs}_{pq} = \langle \phi_p \phi_q | \phi_r \phi_s \rangle$ are respectively the one-particle density matrix element of the reference, the one-electron integrals, and the antisymmetrized two-electron integrals. For convenience, we also assume to work with a semicanonical orbital basis such that the core, active, and virtual blocks of the generalized Fock matrix are diagonal.

| Space | Symbol | Dimension | Indices | Description          |
|-------|--------|-----------|---------|----------------------|
| Core  | C      | $N_C$     | $m, n$  | Doubly occupied      |
| Active| A      | $N_A$     | $u, v, w, x, y, z$ | Partially occupied |
| Virtual| V    | $N_V$     | $e, f$  | Unoccupied           |
| Hole  | H      | $N_H$     | $i, j, k, l$ | $H = C \cup A$      |
| Particle| P    | $N_P$     | $a, b, c, d$ | $P = A \cup V$      |
| General| G    | $N$       | $p, q, r, s$ | $G = H \cup V$      |

B. MR-DSRG Theory

In the unitary MR-DSRG ansatz,\textsuperscript{63,64} the bare Hamiltonian ($\hat{H}$) is partially block-diagonalized by a unitary transformation. The unitary operator that performs this transformation is written in an exponential form, $e^{A(s)}$, where $A(s)$ is a $s$-dependent anti-Hermitian operator. The flow variable $s$ is defined in the range $[0, \infty)$ and controls the extent of the DSRG transformation. The DSRG unitary transformation yields an effective (or renormalized) Hamiltonian $\tilde{H}(s)$ (see Refs. 63 and 64 for details), which may be partitioned into a sum of diagonal $\tilde{H}^D(s)$ and non-diagonal $\tilde{H}^N(s)$ components:\textsuperscript{75,76}

$$\tilde{H}(s) = e^{-\tilde{A}(s)} \hat{H} e^{\tilde{A}(s)} = \tilde{H}^D(s) + \tilde{H}^N(s).$$  \hspace{1cm} (4)
The diagonal component contains only the pure excitation and de-excitation diagrams and couples the reference $|\Psi_0\rangle$ to excited configurations of the form $\{\hat{a}_{ij}^{\ddagger}\} |\Psi_0\rangle$. The MR-DSRG transformation [Eq. (4)] is determined by the flow equation:

$$H^N(s) = \hat{R}(s),$$  \hspace{1cm} (5)

where $\hat{R}(s)$ is the so-called source operator, a Hermitian operator that drives the off-diagonal components of $H(s)$ to zero, that is $\lim_{s \to \infty} H^N(s) = 0$. The source operator $\hat{R}(s)$ is required to perform a renormalization transformation, that is, to decouple only those excited configurations that differ from the reference by an energy larger than the cutoff $\Lambda = s^{-1/2}$. These two requirements do not identify a unique form for $\hat{R}(s)$. Therefore, in our work we use a source operator designed to reproduce some of the features of the SRG approach (see below). Once $\hat{R}(s)$ is specified, the MR-DSRG equation implicitly determines the anti-Hermitian operator $\hat{A}(s)$ and the renormalized Hamiltonian [Eq. (4)]. As we shall discuss more in detail in Sec. II C, the DSRG equation should be understood as a collection of many-body conditions, where the coefficients associated to the same normal-ordered second-quantized operators on the left and right side of Eq. (5) are set equal to each other.

The electronic energy for a given reference $\Psi_0$ is computed as the expectation value of the DSRG transformed Hamiltonian $\hat{H}(s)$:

$$E(s) = \langle \Psi_0 | \hat{H}(s) | \Psi_0 \rangle.$$  \hspace{1cm} (6)

The relaxed MR-DSRG energy is obtained using coefficients that diagonalize $\hat{H}(s)$ within the space of reference determinants:

$$\sum_{\mu} \langle \Phi_\mu | \hat{H}(s) | \Phi_\mu \rangle c_\mu = E(s) c_\mu.$$  \hspace{1cm} (7)

Note that computing the relaxed MR-DSRG energy requires the simultaneous solution of the MR-DSRG equation [Eq. (5)] and the energy eigenvalue equation [Eq. (7)]. In addition, we also consider the unrelaxed energy, which is obtained by evaluating $E(s)$ using reference coefficients from a CAS configuration interaction (CASSCI) or CAS self-consistent field (CASSCF) computation. Results from unrelaxed computations will be denoted by the prefix “u” (for example, uMR-DSRG).

C. The linearized MR-DSRG scheme with one- and two-body operators [MR-LDSRG(2)]

The essence of the MR-DSRG framework is to solve the DSRG equation [Eq. (5)] using a many-body formalism. As in the case of configuration interaction and coupled cluster theory, the MR-DSRG equations can be systematically truncated to form a hierarchy of increasingly accurate methods [MR-DSRG($n$), $n = 2, 3, \ldots$]. To this end, the anti-Hermitian operator $\hat{A}(s)$ is written in terms of a cluster operator $[\hat{T}(s)]$ as:

$$\hat{A}(s) = \hat{T}(s) - \hat{T}^\dagger(s),$$  \hspace{1cm} (8)

and the cluster operator $\hat{T}(s)$ is a sum of excitation operators up to rank $n$:

$$\hat{T}(s) = \sum_{k=1}^{n} \hat{T}_k(s),$$  \hspace{1cm} (9)

where each k-fold component $[\hat{T}_k(s)]$ is defined as:

$$\hat{T}_k(s) = \frac{1}{(k!)^2} \sum_{ij \cdots} \sum_{ab \cdots} t_{ij \cdots}^{ab \cdots} \{\hat{a}_{ij}^{\ddagger} \hat{a}_{ab} \cdots\}.$$  \hspace{1cm} (10)

As shown in Eq. (10), $\hat{T}_k(s)$ incorporates strings of $k$ normal-ordered creation and annihilation operators ($\{\hat{a}_{ij}^{\ddagger} \hat{a}_{ab} \cdots\}$), and each operator associates to a tensor $t_{ij \cdots}^{ab \cdots}$ that is antisymmetric with respect to distinct permutations of upper and lower indices. Internal cluster amplitudes that are labeled only by active orbital indices are redundant since they only change the reference coefficients. Therefore, internal amplitudes are set to zero, that is $t_{uv \cdots}^{xy \cdots} = 0$ for $uv \cdots, xy \cdots \in A$.

The left-hand-side of the DSRG equation [Eq. (5)] contains the DSRG Hamiltonian $\hat{H}(s)$, which may be expressed as a series of commutators of $\hat{H}$ and $\hat{A}(s)$ using the Baker–Campbell–Hausdorff (BCH) formula:

$$\hat{H}(s) = \hat{H} + \sum_{k=1}^{\infty} \frac{1}{k!} \left[ \cdots \left[ \hat{H}, \hat{A}(s) \right], \hat{A}(s), \cdots \right].$$  \hspace{1cm} (11)

The DSRG Hamiltonian is a general Hermitian many-body operator and may be expressed in terms of normal-ordered components of different rank:

$$\hat{H}(s) = E(s) + \sum_{k=1}^{N} \hat{H}_k(s).$$  \hspace{1cm} (12)

In Eq. (12) the term $\hat{H}_k(s)$ collects all the k-body components of $\hat{H}(s)$:

$$\hat{H}_k(s) = \frac{1}{(k!)^2} \sum_{pqrs \cdots} H_{pqrs \cdots}^{xy \cdots} \{\hat{a}_{pq}^{\ddagger} \hat{a}_{rs \cdots} \hat{a}_{xy \cdots} \hat{a}_{yz \cdots} \hat{a}_{zt \cdots} \hat{a}_{uv \cdots} \hat{a}_{w} \cdots\},$$  \hspace{1cm} (13)

The source operator that appears on the right-hand-side of Eq. (5) may be expanded in a similar way,

$$\hat{R}(s) = \sum_{k=1}^{N} \hat{R}_k(s),$$  \hspace{1cm} (14)

$$\hat{R}_k(s) = \frac{1}{(k!)^2} \sum_{ij \cdots} \sum_{ab \cdots} r_{ij \cdots}^{ab \cdots} \{\hat{a}_{ij}^{\ddagger} \hat{a}_{ab} \cdots\} + \{\hat{a}_{ij}^{\ddagger} \hat{a}_{ab} \cdots\}. $$  \hspace{1cm} (15)
where the coefficients \( r_{ab...}^{ij...}(s) \) are given by:

\[
r_{ab...}^{ij...}(s) = [\hat{H}_{ab...}(s) + i^{ij...}(s) \Delta_{ab...}^{ij...}] e^{-s(\Delta_{ab...}^{ij...})^2},
\]

(16)

where \( \Delta_{ab...}^{ij...} = \epsilon_i + \epsilon_j + \ldots - \epsilon_a - \epsilon_b - \ldots \) is a generalized Møller–Plesset denominator and \( \epsilon_p = f_p \) is the energy of orbital \( \phi_p \). The source operator defined by Eq. (16) reproduces the unitary transformation achieved by the single-reference SRG expanded to second order. It is important to note that the equation for the source operator given in Eq. (16) is valid only in the semicanonical basis. As discussed in Appendix A, with some extra effort it is possible to formulate an orbital invariant version of the MR-DSRG theory that allows to use natural or other types of noncanonical orbitals.

After inserting the Eqs. (12)–(16) into the DSRG equation [Eq. (5)], we obtain the following set of many-body conditions:

\[
\hat{H}_{ab...}^{ij...}(s) = i^{ij...}(s), \text{ for } i_j \cdots \in \mathbf{H}, \text{ } ab \cdots \in \mathbf{P}.
\]

(17)

In this work we consider the MR-DSRG truncated to one- and two-body operators, that is, we approximate the cluster operator as \( \hat{T} \approx \hat{T}_1 + \hat{T}_2 \). Consequently, the DSRG equations reduce to \( \hat{H}_1^{ij}(s) = r_i^{ij}(s) \) and \( \hat{H}_{ab}^{ij}(s) = r_{ab}^{ij}(s) \). At the same time, to produce a computationally viable method it is also necessary to truncate the BCH expansion of \( \hat{H}(s) \). Since the operator \( \hat{A}(s) \) contains both excitation and de-excitation operators (\( \hat{T} \) and \( \hat{T}^\dagger \)), the BCH expansion of the DSRG Hamiltonian does not terminate, thus, making the exact evaluation of \( \hat{H}(s) \) impractical. This issue also arises in unitary versions of single- and multireference coupled cluster theories. Following the approach of Yanai and Chan, we approximate each commutator that enters into the BCH formula with its one- and two-body components (indicated with the subscript “1,2”):

\[
\hat{H}(s)_{1,2} = \hat{H} + \sum_{k=1}^{\infty} \frac{1}{k!} \left[ \cdots \left[ \hat{H}, \hat{A}(s)_{1,2}, \cdots \right], \hat{A}(s)_{1,2}, \cdots \right].
\]

(18)

This recursive approximation is consistent with the level of truncation of the cluster operator and leads to a practical and efficient computational scheme. We name this truncated MR-DSRG approach as MR-LDSRG(2) where the “L” indicates the linear commutator approximation and “(2)” denotes that the DSRG equations are truncated to one- and two-body operators.

**D. Structure of the MR-DSRG equations**

In this section we compare the structure of the MR-DSRG equations to those of the single-reference coupled cluster (CC) theory. To evaluate the commutators in the DSRG Hamiltonian [Eq. (18)], we use the Mukherjee–Kutzhnigg generalized Wick’s theorem (MK Wick’s theorem). For two normal-ordered second-quantized operators (e.g., \( \{ \hat{X} \} \) and \( \{ \hat{Y} \} \)), the MK Wick’s theorem allows us to express the product \( \{ \hat{X} \} \{ \hat{Y} \} \) as the normal-ordered product \( \{ \hat{X} \hat{Y} \} \) plus a sum over contractions of normal ordered operators:

\[
\{ \hat{X} \} \{ \hat{Y} \} = \{ \hat{X} \hat{Y} \} + \sum_{\text{single pairs}} \{ \hat{X} \hat{Y} \} + \sum_{\text{double pairs}} \{ \hat{X} \hat{Y} \} + \sum_{\text{single 4-legs}} \{ \hat{X} \hat{Y} \} + \cdots.
\]

(19)

When compared to the traditional Wick’s theorem used in single-reference (SR) theories, the MK Wick’s theorem contains two new aspects. Firstly, contrary to the single-reference case in which pairwise contractions introduce a Kronecker delta (\( \delta \)), in the multireference case pairwise contractions give either a one-particle (\( \gamma_1 \)) or one-hole (\( \eta_1 \)) density matrix:

\[
\hat{a}_q \hat{a}_q^\dagger = \gamma_q^p, \quad \hat{a}_q \hat{a}_q^\dagger = \eta_q^p = \delta_q^p - \gamma_q^p.
\]

(20)

(21)

Secondly, new multi-legged contractions appear, each of which contains 2\( k \)-legs (\( k \geq 2 \)) and pairs \( k \) creation operators with \( k \) annihilation operators. These new contractions correspond to elements of the \( k \)-body density cumulant (\( \Lambda_k \)) of the reference \( \Psi_0 \). It is important to note that cumulant contractions span only those orbitals that are partially occupied in the reference. Hence, for a complete active space reference, cumulant contractions only connect operators labeled by active indices.

It is instructive and insightful to compare the structure of the MR-DSRG Hamiltonian obtained with the MK Wick’s theorem with the similarity transformed Hamiltonian of CC theory. In the MR-DSRG, each commutator in the BCH expansion contain contributions of the form

\[
[\hat{H}, \hat{A}] = [\hat{H}, \hat{T} - \hat{T}^\dagger] = \hat{H}\hat{T} - \hat{T}\hat{H} - \hat{H}\hat{T}^\dagger + \hat{T}^\dagger\hat{H}.
\]

(22)

One may identify two classes of terms that arise from the application of the MK Wick’s theorem to each product of operators that appear in Eq. (22). The first class contains only pairwise contractions. These terms have the same structure of the CC contributions, except for the fact that their expressions contain matrix elements of \( \gamma_1 \) and \( \eta_1 \). However, by an appropriate redefinition of the cluster amplitudes, these terms are equivalent to the single-reference coupled cluster equations. The second class of terms that arises from MK Wick’s theorem [Eq. (19)] consists of contractions that involve cumulants. These contractions are not contained in the single-reference CC equations, and they increase the algebraic complexity of multireference internally-contracted approaches. Nevertheless, for CAS-CI and CASSCF references cumulants can only contract second-quantized
operators labeled by active indices, which implies that the computational cost of these additional terms is proportional to a polynomial in the number of active orbitals.

Another point of divergence between the MR-DSRG and CC equations arises from the mixed particle-hole character of the operators labeled by active orbital indices (\( \hat{a}_a \) and \( \hat{a}_b^\dagger \)) that enter in the definition of the cluster operator. These operators do not fall in the traditional categories of vacuum creation and annihilation operators because, in general, they neither create nor annihilate the reference \( \Psi_0 \). Consequently, commutators of the form \([\{ \hat{T} \}, \{ \hat{X} \}]\) cannot be simply expressed as the connected part of \([\{ \hat{T} \}, \{ \hat{X} \}]\), like in the coupled cluster theory. Instead, one must also consider the connected contribution from the product \( \{ \hat{T} \} \{ \hat{X} \} \):

\[
\left[ \{ \hat{X} \}, \{ \hat{T} \} \right] = \left( \{ \hat{X} \} \{ \hat{T} \} - \{ \hat{T} \} \{ \hat{X} \} \right)_{\text{connected}}. \tag{23}
\]

In the evaluation of commutators of the form \([\{ \hat{X} \}, \{ \hat{T} \}]\) several simplifications may apply. For example, single pairwise contractions give a Kronecker delta, while single multi-leg contractions give null contributions.

III. IMPLEMENTATION

The MR-LDSRG(2) method is implemented as a Psi4\textsuperscript{64} plugin augmented with the open-source tensor library AMBIT.\textsuperscript{85} The MR-LDSRG(2) energy and cluster amplitudes are computed via an iterative procedure briefly summarized in Fig. 1. The first step is determining the reference wave function \( |\Psi_0\rangle \) in the semicanonical basis, and computing the one-particle density matrix, and two- and three-body density cumulants. The MR-LDSRG(2) equations are written as a set of iterative equations:

\[
f_a^i,\text{new}(s) = [\hat{H}^a_i, \Sigma(s)] \Delta_a^i s - s(\Delta_a^i)^2, \tag{24}
\]

\[
t_{ab}^{ij, \text{new}}(s) = [\hat{H}_{ab}, \Sigma(s)] \Delta_{ab}^{ij} s - s(\Delta_{ab}^{ij})^2, \tag{25}
\]

which are solved using as a starting guess first-order amplitudes obtained from a DSRG-MRPT\textsuperscript{2} computation.\textsuperscript{64}

Matrix elements of the one- and two-body DSRG transformed Hamiltonians [Eqs. (24) and (25)] are computed by accumulating the nested commutators in Eq. (18):

\[
\hat{H}_{1,2} = \sum_{k=0}^{\infty} \hat{O}_k(s), \tag{26}
\]

where the \( k \)th-nested term \( [\hat{O}_k(s)] \) is obtained from the recursive equation:

\[
\hat{O}_k(s) = \frac{1}{k} [\hat{O}_{k-1}(s), \hat{A}(s)]_{1,2}, \quad k = 1, 2, 3, \ldots, \tag{27}
\]

starting from \( \hat{O}_0 = \hat{H} \). In Appendix B, we report all equations to compute the commutator \( \hat{O}(s) = [\hat{H}, \Sigma(s)]_{1,2} \), which is sufficient to obtain \( \hat{H}(s)_{1,2} \) via Eq. (26).

The MR-LDSRG(2) equations for the energy and amplitudes consist of 39 terms (in the spin orbital formalism). In comparison, SR CC theory with singles and doubles requires 48 diagrams in total, while the ic-MRCC equations have a significantly larger number of terms.\textsuperscript{32}

For small active spaces, the computational cost of MR-LDSRG(2) is dominated by the contribution:

\[
O_{ph}^{ij}(s) \sim \sum_{a} \sum_{b} \sum_{i} \sum_{k} v_{b,k}^{a,q} t_{ij}^{a} \gamma_{i}^{k}, \quad j \in \text{H}, b \in \text{P}, p, q \in \text{G}, \tag{28}
\]

which, after factorization, has a computational cost that scales as \( O(N^3 N_H^2 N_P^2) \). The term with the worst scaling with respect to the number of active orbitals has a cost of \( O(N_H^4 N_V) \), which it is still significantly cheaper that the cost required by the orthonormalization step in projective theories \([O(N_H^3)]\).

In the MR-DSRG, reference relaxation effects are accounted for by solving the eigenvalue equation [Eq. (7)]. To diagonalize the \( \hat{H}_{1,2}(s) \) within the space of reference determinants, we first express \( \hat{H}(s) \) using second quantized operators that are normal ordered with respect to the true vacuum. Specifically, we write the one- and two-
body terms of $\bar{H}(s)$ as:

$$\bar{H}_{1,2}(s) = \bar{H}_0(s) - \sum_{ij} \bar{H}_{ij}^1(s)\gamma_i^j + \frac{1}{2} \sum_{ijkl} \bar{H}_{ijkl}^1(s)\gamma_i^j\gamma_k^l - \frac{1}{4} \sum_{uvxy} \bar{H}_{uvxy}^2(s)\gamma_u^v\gamma_x^y + \sum_{pq} \left[ \bar{H}_{pq}^2(s) - \sum_{ij} \bar{H}_{pqij}^3(s)\gamma_j^i \right] \tilde{a}_{pq}^i,$$

(29)

When the $\bar{H}_{1,2}(s)$ is written in this form, the quantities $[\bar{H}_{pq}^2(s) - \sum_{ij} \bar{H}_{pqij}^3(s)\gamma_j^i]$ may be readily identified as MR-DSRG one- and two-electron integrals, respectively. These quantities can be used to build and diagonalize $\bar{H}(s)$ in the CASCI space and determine the density matrix and cumulants for the new reference. Practically, we find that 5–10 macroiterations are required to converge the energy to less than $10^{-8} \, E_h$.

IV. COMPUTATIONAL DETAILS

The ground-state singlet potential energy curves (PECs) of HF and N$_2$ were computed using the MR-LDSRG(2), Mukherjee MRCC theory with singles and doubles (Mk-MRCCSD), $^{26,28,54,55,86}$ MRCI with singles and doubles (MRCISD), $^{15,87}$ MRCISD with Davidson correction $^{16}$ (MRCISD+Q), and full configuration interaction (FCI). Special treatments were applied to the Mk-MRCCSD computations of N$_2$: (1) Tikhonov regularization $^{20} (\omega = 0.01)$ was used throughout the iterations to aid convergence; (2) the effective Hamiltonian matrix elements between determinants that differ by more than two spin orbitals were neglected. Spectroscopic constants of HF and N$_2$ were obtained by fitting the PECs with a ninth-order polynomial centered around the equilibrium geometry and compared to results from coupled cluster theory with singles and doubles (CCSD), $^{88}$ CCSD with perturbative triples (CCSD(T)) $^{89,90}$ and unitary DSRG with one- and two-body operators [DSRG(2)]. $^{63}$

The singlet-triplet splitting of para-benzylene was studied using the MR-LDSRG(2) theory in combination with two active spaces: CAS(2,2) and CAS(8,8). The former consists of two carbon $\sigma$ orbitals on radical centers, while the latter further includes six carbon $\pi$ orbitals. Optimized geometries of singlet and triplet $p$-benzenes computed at the Mk-MRCCSD/cc-pVTZ level of theory using a CASSCF(2,2) reference were taken from Ref. 91.

All computations utilized Dunning’s correlation consistent double-$\zeta$ (cc-pVDZ) basis set $^{92}$ and semicanonical CASSCF orbitals, obtained by diagonalizing the core, active, and virtual blocks of the generalized Fock matrix. Carbon, nitrogen, and fluorine 1s core orbitals were allowed to relax in the CASSCF computations, but were frozen in all subsequent treatments of electron correlation. We used the MOLPRO 2015.1 package $^{39,94}$ to obtain the MRCISD and FCI energies, and the Psi4 program $^{84}$ for the remaining computations. All FCI energies are provided in the supplementary material.

V. RESULTS

A. Hydrogen fluoride, CAS(2,2)

To investigate the ability of the MR-LDSRG(2) approach to describe single-bond breaking process, we study the ground-state dissociation curve of HF (X $^1\Sigma^+$). Figure 2 presents the energy differences relative to the FCI of several multireference theories as a function of the bond distance ($r_{HF}$). For the MR-LDSRG(2) method, we report the energy computed with both an unrelaxed and a fully relaxed reference (the former indicated with the prefix “u”). In all MR-LDSRG(2) calculations the flow variable is set equal to $s = 0.5 \, E_h^{-1}$, a value that has been shown to provide reliable results at the second-order perturbation level. $^{64}$

![FIG. 2. Energy deviations relative to FCI for the $X^1\Sigma^+$ state of HF computed using various multireference methods based on a CASSCF(2,2) reference and the cc-pVDZ basis set. All MR-LDSRG(2) curves are computed using $s = 0.5 \, E_h^{-1}$ and a fully relaxed reference (the former indicated with the prefix “u”). In all MR-LDSRG(2) calculations the flow variable is set equal to $s = 0.5 \, E_h^{-1}$, a value that has been shown to provide reliable results at the second-order perturbation level.](image-url)

A comparison of the MR-LDSRG(2) curves shows that reference relaxation effects play a significant role at equilibrium and in the recoupling region ($r_{HF} \in [1, 2] \, \text{Å}$). At long distances ($r_{HF} > 2.5 \, \text{Å}$), relaxation effects vanish because the reference coefficients are determined by symmetry, and as a result, both the relaxed and unrelaxed calculations converge to the same limit. Judged from the nonparallelity error (NPE)—defined as the difference between the maximum and minimum signed errors—the unrelaxed (3.36 m$E_h$) and relaxed (4.24 m$E_h$) versions of the MR-LDSRG(2) yield curves that have slightly
larger errors than those computed with the MRCCSD (2.24 mE_h) and Mk-MRCCSD (2.85 mE_h) methods.

In Table II we compare the equilibrium bond length (r_e), harmonic vibrational frequency (ω_c), and the anharmonicity constant (ω_x_e) of HF (X_1Σ^+ one 0) computed with various single-reference and multireference methods. To gauge the s dependence of the MR-LDSRG(2) results we consider both the case s = 0.5 and 1.0 E_h^{-2}. For the uMR-LDSRG(2), the change of s causes a large shift in the values of equilibrium properties. This is demonstrated, for example, by the 22.3 cm^{-1} variation in the harmonic vibrational frequency. As observed in the PECs calculations, properties computed with the relaxed MR-LDSRG(2) are less sensitive to the choice of s.

The shift in harmonic vibrational frequency is only 0.7 cm^{-1}, less than three times the value obtained with the unrelaxed approach. In general, properties computed with the uMR-LDSRG(2) and MR-LDSRG(2) methods are consistently in better agreement with the reference with FCI curve than the Mk-MR-LDSRG(2) curves used s = 0.5 E_h^{-2}. The Mk-MRCCSD curve results from the approximated Mk-MRCCSD computations described in Sec. IV.

Table III also reports results for linear CT (LCT) and quadratic CT (QCT) theory, with and without the inclusion of the exact three-body density matrix. The LCTSD scheme results are directly comparable to those from the MR-LDSRG(2) since both methods use the same commutator expansion and truncate the cluster operators to one- and two-body operators. Interestingly, the LCTSD gives a NPE (1.85 mE_h) that is smaller than the relaxed MR-LDSRG(2) value (3.23 mE_h, s = 0.5 E_h^{-2}). Another significant fact, is that the QCTSD approach—which uses an improved commutator expansion—gives a NPE (3.68 mE_h) larger than the approaches based on a linearized commutator approximation. This observation can be explained by an analysis of the errors introduced by truncating nested commutators up to two-body operators.

We also note that the inclusion of the three-body density matrix improves the performance of both LCT and QCT, but increases the computational scaling to O(N^7) and O(N^8), respectively.

Another interesting comparison can be made between MR-LDSRG(2) and the strongly contracted (SC) and weakly contracted (WC) versions of CT. Both the SC- and WC-CTSD methods have a computational complexity analogous to that of the MR-LDSRG(2) approach, as they avoid diagonalizing the semi-internal excitation overlap metric [O(N^2) step]. The N_2 data summarized in Table IV show that the MR-LDSRG(2) scheme yields results of quality intermediate between that of the WC- and SC-CTSD methods. However, note that these two variants of CT are affected by the intruder-state prob-
the most reliable predictions, which differ from FCI by the CCSD results. The MR-LDSRG(2) method provides a reference DSRG(2), and considerably exceed the quality of perturbative to a nonperturbative treatment of dynamic other encouraging observation is that both going from a.

In our final test case we use the MR-LDSRG(2) to compute the adiabatic singlet-triplet splitting (ΔE_{ST} = E_T − E_S) of p-benzyne.86,91,100,102−110 Our reference value was taken from the photoelectron spectroscopy experiments of Wenthold, Squires, and Lineberger.101 These authors obtained the value ΔE_{ST} = 3.8 ± 0.5 kcal mol⁻¹, but also considered an alternative (but less likely) value of 2.1 kcal mol⁻¹.

Table VI reports the DSRG-MRPT2 and MR-
TABLE VI. Adiabatic singlet-triplet splittings ($\Delta E_{\text{ST}} = E_T - E_S$, in kcal mol$^{-1}$) of p-benzene computed using various multireference methods and the cc-pVDZ basis set. All computational results include a zero-point vibrational energy (ZPVE) correction equal to +0.30 kcal mol$^{-1}$. Geometries and the ZPVE correction are taken from Ref. 91.

| Active Space | Method            | $\Delta E_{\text{ST}}$ |
|--------------|-------------------|-------------------------|
| CAS(2,2)     | CASSCF            | 0.27                    |
|              | DSRG-MRPT2 (s = 0.5) | 2.55                   |
|              | uMR-LDSRG(2) (s = 0.5) | 2.15                   |
|              | MR-LDSRG(2) (s = 1.0) | 2.72                   |
|              | MR-LDSRG(2) (s = 1.0) | 3.51                   |
|              | MR-LDSRG(2) (s = 1.0) | 5.32                   |
|              | MRCISD            | 1.75                    |
|              | MRCISD+Q          | 2.67                    |
|              | Mk-MRCCSD         | 5.23                    |
|              | Mk-MRCCSD(T)      | 4.49                    |
|              | ic-MRCCSD$^a$     | 4.02                    |
|              | ic-MRCCSD(T)$^a$  | 5.06                    |
| CAS(8,8)     | CASSCF            | 2.37                    |
|              | DSRG-MRPT2 (s = 0.5) | 4.22                   |
|              | uMR-LDSRG(2) (s = 0.5) | 4.04                   |
|              | uMR-LDSRG(2) (s = 1.0) | 4.46                   |
|              | MR-LDSRG(2) (s = 0.5) | 4.71                   |
|              | MR-LDSRG(2) (s = 1.0) | 5.50                   |
|              | MRCISD            | 3.54                    |
|              | MRCISD+Q          | 4.18                    |
|              | Mk-MRCCSD$^b$     | 5.23                    |
|              | Mk-MRCCSD(T)$^b$  | 3.86                    |
|              | ic-MRCCSD$^c$     | 4.95                    |
|              | ic-MRCCSD(T)$^c$  | 5.25                    |
| Experiment$^d$ |                  | 3.8 ± 0.4               |

$^a$ From Ref. 100.
$^b$ Approximated value obtained using the same procedure for N$_2$ described in Sec. IV.
$^c$ Ultraviolet photoelectron spectroscopy from Ref. 101.

LDSRG(2) singlet-triplet splitting computed with the cc-pVDZ basis set. All results are shifted by +0.30 kcal mol$^{-1}$ to account for zero-point vibrational energy (ZPVE) corrections.$^{91}$ The singlet-triplet splitting computed with the uMR-LDSRG(2) method shows a marked dependence on the size of the active space and the error is dominated by the CASSCF contribution. This can be seen from the fact that the correlation energy contribution to the splitting (e.g. $\Delta E_{\text{ST}}^\text{uMR-LDSRG(2)} - \Delta E_{\text{ST}}^\text{CASSCF}$) is almost the same for the CAS(2,2) and CAS(8,8) references. For example, at $s = 0.5$ $E_h^{-1}$, the correlation energy contribution to the splitting is 1.88 and 1.67 kcal mol$^{-1}$, respectively. After introducing reference relaxation, the active space dependence is greatly alleviated, and becomes smaller as the flow parameter increases. For the MR-LDSRG(2) at $s = 1$ $E_h^{-1}$, the difference between $\Delta E_{\text{ST}}$ computed with the CAS(2,2) and CAS(8,8) references is only 0.18 kcal mol$^{-1}$.

Our best estimates of $\Delta E_{\text{ST}}$ computed using the MR-LDSRG(2) based on a CASSCF(8,8) reference are 4.71 and 5.50 kcal mol$^{-1}$ for $s = 0.5$ and 1.0 $E_h^{-1}$, respectively. These values are in good agreement with the ic-MRCCSD and ic-MRCCSD(T) results computed with the largest active space: 4.95 and 5.25 kcal mol$^{-1}$, respectively. Notice that $\Delta E_{\text{ST}}$ from MRCISD and MRCISD+Q shows a marked dependence on the size of the active space, while the ic-MRCCSD and ic-MRCCSD(T) results display smaller variations. Interestingly, the CAS(8,8) Mk-MRCCSD(T) singlet-triplet splitting (3.86 m$E_h$) is the one that comes the closest to the experimental value (3.8 m$E_h$). This result is likely to be fortuitous, since the quality of the Mk-MRCC approach is known to degrade as the active space is increased.$^{111,112}$ Another issue to take into consideration is the fact that Mk-MRCC computations have a cost proportional to the number of reference determinants, which makes this approach impractical for large active spaces. Indeed, our p-benzene CAS(8,8) Mk-MRCCSD computations cost about 660 times more than a single CCSD calculation.

D. Evolution of the MR-LDSRG(2) flow

In this section we analyze the evolution of the MR-LDSRG(2) energy as a function of the flow variable $s$. To this end, we consider the ground state of hydrogen fluoride at three bond lengths: 1.0, 1.5, and 2.0 Å. Figure 4 depicts the energy errors of both SR- and MR-LDSRG with respect to the FCI as a function of $s$. Specifically, we consider the unrelaxed uMR-LDSRG(2), the single-reference (SR) DSRG(2), and the fourth-order energy corrected version of the DSRG(2) [$\text{DSRG}(2^*)$].$^{63}$

The top panel of Figure 4 shows that energy error of the single-reference DSRG(2) and DSRG(2$^*$) methods are monotonically decreasing functions of $s$. This behavior is consistent with the flow of the energy in the similarity renormalization group (SRG).$^{113}$ In the limit of $s$ that goes to infinity, the DSRG(2$^*$) energy is almost indistinguishable from the CCSD value, while the DSRG(2) overestimates the correlation energy.

On the contrary, the MR-LDSRG(2) energy does not decrease monotonically with respect to $s$. This behavior was already observed in results from second-order MR-DSRG perturbation theory$^{64}$ and applications of the in medium multireference SRG to nuclear structure problems.$^{114}$ For large values of $s$, the MR-LDSRG(2) fails to converge when $r_{HF} = 1.0$, and 1.5 Å, while there are no issues at 2.0 Å. Convergence problems for large values of $s$ are expected, and can be understood by means of a perturbative analysis of the MR-LDSRG(2) equations. The first-order MR-DSRG amplitudes for doubles
VI. FORMAL COMPARISON OF THE MR-DSRG WITH OTHER MULTIREFERENCE METHODS

In this section we will summarize the similarities and differences between the MR-DSRG formalism and other nonperturbative multireference theories. Readers may immediately recognize the close connection between the MR-DSRG and canonical transformation (CT) theory of Yanai and Chan.36,37 Both methods transform the Hamiltonian unitarily, and evaluate the BCH expansion using a recursive commutator approximation.36,73 However, there are several important distinctions between the MR-DSRG and LCTSD approaches. Firstly, reference relaxation effects were not considered in the formulation of CT theory. However, semi-internal excitations ($\hat{a}_w^{\dagger}$ and $\hat{a}_w$) still allow some degree of indirect reference relaxation in CT theory.

Secondly, the MR-DSRG relies on a set of many-body equations, while the CT scheme uses a projective formalism. More precisely, the CT amplitudes are determined from a set of generalized Brillouin conditions of the form:115,116

$$\langle \Psi_0 | e^{-\hat{A}} \hat{A}^{\dagger} \hat{a}_{ij}^{\dagger} \cdots \hat{a}_{ij}^{\dagger} | \Psi_0 \rangle = 0,$$

where $\hat{A}$ is analogous to the MR-DSRG $\hat{A}(s)$ operator but does not depend on $s$ and it is normal-ordered with respect to the true vacuum. Moreover, since the basis of states $\hat{a}_{ij}^{\dagger} | \Psi_0 \rangle$ is nonorthogonal and linearly dependent, in CT it is necessary to orthogonalize this basis. The most demanding step of the orthogonalization procedure involves semi-internal excitations and scales as $O(N^3_A)$. The MR-LDSRG(2) approach avoids orthogonalization of the excitation manifold by employing many-body conditions [Eq. (17)].19,34,58 and as a result, it has a lower scaling with respect to the size of the active space.

Other approaches closely related to the MR-DSRG include the internally-contracted MRCC theory,31,32 the state-specific partially internally contracted MRCC (pIC-MRCC)34 and the MR equation-of-motion CC (MR-EOMCC) theory of Datta and Nooki.35,79,117,118 As in the case of CT theory, the ic-MRCC formalism is projective, but it relies on a nonunitary transformation of the bare Hamiltonian and does allow for relaxation of the reference wave function.

The pIC-MRCC and MR-EOMCC are two transform and diagonalize approaches. For example, in the MR-EOMCC method, the Hamiltonian is similarity transformed according to:

$$\hat{G} = \{e^Y\}^{-1} e^{-\hat{T}'} \hat{H} e^{\hat{T}'} \{e^Y\},$$

where $\hat{T}'$ contains excitations from $\hat{H}$ to $\hat{V}$, while $\hat{Y}$ contains the non-commuting components of the ic-MRCC excitation operator. The use of normal ordered exponential operators119 $\{\exp(Y)\}$ instead of the traditional
The MR-LDSRG(2) model introduced in this work is based on a cluster operator truncated to one- and two-body terms, while the Baker–Campbell–Hausdorff expansion is approximated with a linearized recursive formula. This model is perhaps one of the simplest intrinsically contracted MR methods available: it contains only 39 terms and has a computational cost that scales as $O(N^2N_F^2N_H^2)$, which is roughly the same as single reference CCSD $[O(N_F^4N_H^4)]$.

The MR-LDSRG(s) has been benchmarked against the FCI ground-state potential energy curves (PECs) of HF and N$_2$, and the experimental singlet-triplet splitting of p-benzene. The relaxed MR-LDSRG(2) PECs of HF and N$_2$ show similar nonparallelity errors, 4.24 mE$_h$ and 4.81 mE$_h$, respectively, and maximum errors of comparable magnitude, 4.65 and 7.60 mE$_h$, respectively. To put these numbers into perspective, we also evaluate the CCSD and CCSD(T) dissociation energy of HF and N$_2$ as $D_e$(HF) = $E$(H$_2$S) + $E$(F$_2$P) − $E$(HF, r$_e$) and $D_e$(N$_2$) = 2 $E$(N$_2$S) − $E$(N$_2$, r$_e$), respectively. At the CCSD level, $D_e$(HF) and $D_e$(N$_2$) deviate from FCI by −1.3 and −12.7 mE$_h$, respectively. The addition of perturbative triples reduces these errors to −0.3 (HF) and −1.6 mE$_h$ (N$_2$). Hence, the accuracy of the MR-LDSRG(2) appears to fall within the range expected for CCSD. For p-benzene, the singlet-triplet gap is predicted to be 4.71 kcal mol$^{-1}$ at the MR-LDSRG(2) ($s = 0.5$) level of theory, a value that is within 1.2 kcal mol$^{-1}$ from the experimentally measured gap and previously reported ic-MRCCSD and ic-MRCCSD(T) results.$^{100}$

We also notice that dependency of the MR-LDSRG(2) energy and properties on the value of the flow variable ($s$) is greatly reduced with respect to the DSRG second-order multireference perturbation theory (DSRG-MRPT2).$^{64}$ For example, when the flow variable $s$ is increased from 0.5 to 1.0 $E_h^{-2}$, the MR-LDSRG(2) equilibrium distances of HF and N$_2$ change by less than 0.0002 Å, while at the DSRG-MRPT2 level they vary by 0.004 and 0.001 Å, respectively. Moreover, it is important to allow the reference wave function to relax in the presence of dynamical correlation, as shown by the conspicuous 1–3 kcal mol$^{-1}$ changes in the p-benzene singlet-triplet splittings. In general, we find that the relaxed MR-LDSRG(2) approach with $s = 0.5$ $E_h^{-2}$ provides a consistent compromise between numerical robustness and accuracy.

Overall, our results suggest that future study should the natural next step would be to explore more accurate MR-DSRG truncation schemes. Perhaps, the largest source of error in the MR-LDSRG(2) is the linear commutator approximation, since it is known to yield correlation energies that are correct only up to third order in perturbation theory. One way to address this issue is to consider a quadratic commutator approximation.$^{95}$ Another aspect to consider is the inclusion of triple excitations via a perturbative correction analogous to the CCSD(T) approach.$^{89}$ In this respect, one of the advantages offered by the MR-DSRG formalism is that it does not require the costly orthogonalization of triple excitations, which
is instead mandatory in methods that project equations onto a set of internally contracted configurations.
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Appendix A: MR-DSRG theory in a general basis

As commented in Ref. 63, the original formulation of the DSRG gives an energy that is not invariant with respect to separate rotations among orbitals that leave the reference unchanged (in the case of the MR-DSRG these are the core, active, and virtual orbitals), unless $s = 0$ or $s \to \infty$. The lack of orbital invariance is due to the structure of the source operator [Eq. (16)]. The original parameterization of the source operator uses a Gaussian function of Møller–Plesset denominators in the original parameterization of the source operator uses a Gaussian function of Møller–Plesset denominators in the canonical basis. When orbitals are rotated to a different basis, the functional form of the source operator changes, thus, breaking orbital invariance. By analyzing the issue of orbital invariance in the second-order SRG approach, we found a simple approach to write a general orbital-invariant DSRG source operator. Without going in details of this derivation, our solution to the orbital invariance issue is to relate the source operator in an arbitrary basis to the original expression in the semicanonical basis via a series of unitary transformations.

To begin with, we need to establish the relationship between a set of general and semicanonical orbitals. If we start from a noncanonical basis $\{\phi^p\}$, the unitary transformation $\psi^{p'} = \sum_p U^p_p \phi^p$ that connects it to the semicanonical basis $\{\psi^p\}$ satisfies the eigenvalue problem for each block of the Fock matrix:

$$F_X U_X = U_X \epsilon_X, \quad X = C, A, V,$$  \hspace{1cm} (A1)

where $F_X$ is the Fock matrix for block $X$ and $\epsilon_X$ is the corresponding diagonal matrix of orbital energies. The direct sum of these block transformations $(U_X)$ yields the unitary matrix $(U)$ that rotates a general basis to the semicanonical basis,

$$U = U_C \oplus U_A \oplus U_V.$$  \hspace{1cm} (A2)

Following the notation of Kong,\textsuperscript{111} we express the matrix element of $U$ and its transpose as $U^T_q$ and $U^T_p$, respectively.

In a general basis obtained by rotating the semicanonical orbitals, the one- and two-body components of the source operator [Eq. (16)] can be rewritten as:

$$r^k_c = \sum_{i' a'} U^a'_{i'} \left[ (\sum_k U^a_k H^k_c U^d_k) + \Delta^a_{i' a'} \sum_k U^a_k t^k_c U^d_k \right] e^{-s(\Delta^i_{i'})^2} U^{k'}_{i'},$$

$$r^{kl}_{cd} = \sum_{i' j' a' b'} U^{a' i'}_{i} U^{b' j'}_{j} \left[ (\sum_{kl} U^d_{a' kl} H^k_c U^d_k U^d_{b' kl}) + \Delta^a_{a' b'} \sum_{kl} U^a_{a' kl} t^k_c U^d_{b' kl} \right] e^{-s(\Delta^i_{i'})^2} U^{k'}_{j'},$$

where the Møller–Plesset denominators $\Delta^i_{i'} = \epsilon_{i'} - \epsilon_{i}$ and $\Delta^a_{a' b'} = \epsilon_{a'} - \epsilon_{a} - \epsilon_{b'}$, are defined in the semicanonical basis.

In practice, to evaluate the MR-DSRG equations, we first evaluate $H^{old}$ and $F^{old}$ in a general basis, transformed them in the semicanonical basis, update the amplitudes using Eqs. (24) and (25), and transform the amplitudes back to the general basis. The resulting algorithm is more expensive than directly solving the DSRG equation [Eq. (5)] in the semicanonical basis since it requires additional steps that scale as $O(N^2 \Delta \beta^3)$. Nevertheless, an orbital invariant formulation of the MR-DSRG allows us to evaluate the renormalized Hamiltonian in other bases that might offer a computational advantage (for example, the natural orbital basis). We have implemented and numerically verified the orbital invariance of this new source operator on the singlet ground state of $N_2$.

Appendix B: Matrix elements of $O(s) = [\hat{H}, \hat{A}(s)]_{1,2}$

Here we present the matrix elements of the linear commutator $O(s) = [\hat{H}, \hat{A}(s)]_{1,2}$ required to evaluate the MR-DSRG transformed Hamiltonian via Eqs. (18) and (27). Since $[\hat{H}, \hat{T}_1(s)] = -[\hat{H}, \hat{T}(s)]$ holds, only terms from $[\hat{H}, \hat{T}(s)]_{1,2}$ need to be derived. As indicated by Eq. (2), we may write the quantity $[\hat{H}, \hat{T}(s)]_{1,2}$ as the sum of four contributions,

$$[\hat{H}, \hat{T}(s)]_{1,2} = [\hat{F}, \hat{T}_1(s)]_{1,2} + [\hat{F}, \hat{T}_2(s)]_{1,2} + [\hat{V}, \hat{T}_1(s)]_{1,2} + [\hat{V}, \hat{T}_2(s)]_{1,2}.$$  \hspace{1cm} (B1)

Table A1 reports all terms resulting from $C(s) = [\hat{H}, \hat{T}(s)]_{1,2}$, expressed in terms of the one-particle density matrix ($\gamma$), the one-hole density matrix ($\eta$), and density cumulants ($\lambda$) of $\Psi_0$.\textsuperscript{66,70,74} For convenience, we adopt the Einstein summation convention, and drop the symbol “($s$)” from the cluster amplitudes. Line 1 corre-
TABLE A1. Equations for the evaluation of the commutator $[\hat{H}, \hat{T}(s)]_2$ expressed using Einstein’s notation. Indices follow the convention introduced in Table I.

| #  | Contribution | Expression |
|----|--------------|------------|
| 1  | $C$          | $+ f_{\alpha \beta \gamma \delta}^{ij} t_{i \beta} t_{j \gamma} + \frac{1}{2} \lambda_{\alpha \beta \gamma \delta} \left( f_{\lambda \mu \nu \sigma}^{ik} t_{i \lambda} t_{k \mu} + v_{\lambda \mu \nu \sigma} t_{i \lambda} t_{k \mu} \right) + \frac{1}{4} \lambda_{\alpha \beta \gamma \delta} ( f_{\lambda \mu \nu \sigma}^{ij} t_{i \lambda} t_{j \mu} + k_{\alpha \beta \gamma \delta} ) + \lambda_{\alpha \beta \gamma \delta} ( f_{\lambda \mu \nu \sigma}^{ij} t_{i \lambda} t_{j \mu} + o_{\alpha \beta \gamma \delta} )$ |
| 2  | $C^p$        | $+ f_{\alpha \beta \gamma \delta}^{ij} t_{i \beta} t_{j \gamma} + \frac{1}{2} \lambda_{\alpha \beta \gamma \delta} \left( f_{\lambda \mu \nu \sigma}^{ik} t_{i \lambda} t_{k \mu} + o_{\lambda \mu \nu \sigma} t_{i \lambda} t_{k \mu} \right) + \frac{1}{4} \lambda_{\alpha \beta \gamma \delta} ( f_{\lambda \mu \nu \sigma}^{ij} t_{i \lambda} t_{j \mu} + o_{\alpha \beta \gamma \delta} )$ |
| 3  | $C^q$        | $- f_{\alpha \beta \gamma \delta}^{ij} t_{i \beta} t_{j \gamma} + \frac{1}{2} \lambda_{\alpha \beta \gamma \delta} \left( f_{\lambda \mu \nu \sigma}^{ik} t_{i \lambda} t_{k \mu} - o_{\lambda \mu \nu \sigma} t_{i \lambda} t_{k \mu} \right) + \frac{1}{4} \lambda_{\alpha \beta \gamma \delta} ( f_{\lambda \mu \nu \sigma}^{ij} t_{i \lambda} t_{j \mu} - o_{\alpha \beta \gamma \delta} )$ |
| 4  | $C_a$        | $+ t_{ij ab} k_{ij} - \lambda_{uv} t_{uv} t_{xy} + \frac{1}{2} \lambda_{uv} ( t_{uv} t_{xy} t_{pq} - t_{uv} t_{pq} t_{xy} )$ |
| 5  | $C^p_a$      | $+ t_{pq} t_{pq} t_{pq} t_{pq} - \lambda_{uv} t_{uv} t_{pq} t_{pq} + \frac{1}{2} \lambda_{uv} ( t_{uv} t_{pq} t_{pq} - t_{uv} t_{pq} t_{pq} )$ |
| 6  | $\mathcal{P}(p, b) C^{ij}_{pb}$ | $\lambda_{ab} f_{p}$ |
| 7  | $\mathcal{P}(q, j) C^{ij}_{ab}$ | $\lambda_{ab} f_{q}$ |
| 8  | $\mathcal{P}(p, a) C^{ij}_{ap}$ | $\lambda_{ab} f_{p}$ |
| 9  | $\mathcal{P}(r, i) C^{ij}_{ir}$ | $\lambda_{ab} f_{r}$ |
| 10 | $C^{ij}_{rs}$ | $+ \frac{1}{2} ( t_{ij ab} t_{rs} + t_{rs ab} t_{ij} )$ |
| 11 | $C^{pq}_{ab}$ | $+ \frac{1}{2} ( t_{ij ab} t_{rs} + t_{rs ab} t_{ij} )$ |
| 12 | $\mathcal{P}(p, b) \mathcal{P}(q, j) C^{ij}_{pb}$ | $t_{ij ab} x_{ij} - v_{ij ab} x_{ij}$ |
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