Polyhedral Analysis of a Polytope from a Service Center Location Problem with a Type of Decision-Dependent Customer Demand

Fengqiao Luo

*Northwestern University, Department of Industrial Engineering and Management Science, Evanston, IL 60202

Abstract

The polytope from a service center location problem with a special location-dependent demand has been investigated in this paper. The location-dependent demand is defined based on a maximum-attraction-principle assumption. Along this direction, the intersection polytope of the capacity constraints and demand constraints yields a novel polyhedral structure. The structure is investigated in this paper via a family of valid and facet-defining inequalities that can reflect the change of demand fulfillment in a neighborhood.
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1. Introduction

We investigate the polytope \( \text{conv}(\chi) \), where \( \chi \) is the set of points satisfying the following linear and mixed-binary constraints:

\[
\chi = \left\{ [x, y] \mid \sum_{i=1}^{m} x_{ij} \leq c_j y_j \quad \forall j \in [n], \right. \\
\left. \sum_{j=1}^{n} x_{ij} \leq \max_{j \in [n]} d_{ij} y_j \quad \forall i \in [m], \\
x_{ij} \geq 0, y_j \in \{0, 1\} \quad \forall i \in [m], \forall j \in [n] \right\},
\]

(1)
where \([m]\) represents the set of indices \(\{1, \ldots, m\}\). Note that \(\text{conv}(\chi)\) is indeed a polytope, which is shown in Proposition [4].

1.1. Motivation and background

The above linear system is motivated from a service center location problem with standard capacity constraints and additional decision-dependent constraints. More specifically, we consider a problem of allocating a set of service centers (facilities) in a region to meet the customer demand from the region. Similarly to the traditional facility location problem, the region consists of customer sites and candidate locations for the service centers. Each customer site has certain demand that needs to be fulfilled by a service center from its neighborhood. Especially, we consider the case that the demand of each customer site is a value which depends on the location pattern of service centers. Suppose there are \(m\) customer sites and \(n\) candidate locations for the service centers. Let \(c_j\) be the capacity of the service center at the location \(j \in [n]\). Let \(d_i(y)\) be the demand from customer site \(i\) for a given service-center-location vector \(y\). In particular, we consider a special type of dependency between the customer demand and the location vector, which is simple but sensible in depicting customers’ behavior in certain situations. We referred it as the maximum attraction principle. To explain this principle, we assume that when there is just one service center been allocated which is opened at \(j \in [n]\), it will attract \(d_{ij}\) amount of customer demand from the site \(i\). If there are multiple service centers opened at different locations, the maximum demand that can be attracted from \(i\) is equal to the maximum \(d_{ij}\) for \(j \in [n]\) that has an opened service center. This principle is formally described by the following equation:

\[
d_i(y) = \begin{cases} 
0 & \text{if } y_j = 0 \text{ for all } j \in [n], \\
d_{ij} & \text{if } y = e_j \text{ for some } j \in [n], \\
\max_{j \in [n]} d_{ij}y_j & \text{for other cases,}
\end{cases}
\]

where \(e_j\) is the \(n\)-dimensional vector with the \(j\)-th entry being 1 and other entries being 0.
The maximum attraction principle matches with our intuition from practice in certain situations. Note that the principle has incorporated the case that customers in site \( i \) are not willing to visit any service centers that are not within a certain range from \( i \). In this case, assume \( F_i \subseteq [n] \) is the subset of candidate locations that some customers from site \( i \) are willing to visit, and then we can set \( d_{ij} = 0 \) for every \( j \in [n] \setminus F_i \). In particular, \( F_i \) can be a subset of candidate locations in a neighborhood of site \( i \), as customers usually will not consider visiting a service center that is beyond a certain distance from their living place. For a given location vector \( y \), let \( F_i(y) = \{ j \in F_i \mid y_j = 1 \} \).

The maximum attraction principle further assumes that within the preferable opened service centers \( F_i(y) \), there exists one service center \( j^* \) (or multiple centers) that is (are) most attractive to the customers from site \( i \) in the sense that \( j^* \in \arg\max_{j \in F_i(y)} d_{ij} \), and the presence of multiple service centers in \( F_i(y) \) including \( j^* \) attracts the same amount of demand from site \( i \) as the presence of just a single service center at \( j^* \). This assumption is also consistent with our intuition in some situations. For example, if all service centers are identical in scale and service quality, the most attractive one to site \( i \) is likely the one that is closest to \( i \). Furthermore, customers who are willing to visit service centers with a longer distance are also willing to visit the one that is closest to their living place.

Notice that the polyhedral properties of the capacity constraints \( \sum_{i=1}^{m} x_{ij} \leq c_j y_j \) in (1) have been well studied in [1]. However, the demand attraction constraints \( \sum_{j=1}^{n} x_{ij} \leq \max_{j \in [n]} d_{ij} y_j \) concerned in this research are novel which brings new features to the polyhedral structure when interacting with the capacity constraints. We focus on investigating the polyhedral structure induced by the demand attraction constraints and the capacity constraints.

1.2. Literature review

The facility location problem [2] is one of the most fundamental problems investigated in operations research. In this problem, a decision maker needs to decide locations of a limited number of facilities (factories, retail centers,
power plants, service centers, etc.), and determine coverage of demand from different sites by the located facilities. The objective is to minimize the facility setup cost and the cost of production and delivery. This problem provides a basic framework to formulate related problems in resource allocation [3], supply chain management [4] and logistics [5, 6], etc. See [7] for a comprehensive review on this topic.

Facility location problems with non-deterministic demand have received plentiful investigation in the framework of stochastic optimization and robust optimization. In the stochastic optimization framework, customer demand are independent random parameters with known probability distributions and the problem can be formulated as a two-stage stochastic program in which the location vector is in the first-stage decision that needs to be made before realization of customer demand [8, 9]. In a special case when the customer demand rates and service rates of each facility are assumed to follow exponential probability distributions, the problem of minimizing long term average cost can be reformulated as a deterministic optimization problem with corresponding Poisson rates to characterize the demand and service. This setting has been applied to an allocation problem of ATMs [10]. The probability distribution of demand can also be used to define chance constraints to ensure a required service level under possible stockout and supply disruption [11, 12, 13, 14]. In the robust optimization framework for facility location problems, the information of demand is partially known to the decision maker, and the goal is to find a robust optimal location vector that optimizes the objective after a worst-case realization of demand information [15]. Following this direction of research, Baron and Milner [10] investigated a robust multi-period facility location problem with box and ellipsoid sets of uncertainty. Gourtani et. al. [17] investigated a distributionally-robust two-stage facility location problem with an ambiguity set defined corresponding to the mean and covariance matrix of a random parameter for expressing the demand. Facility location problems with demand uncertainty have been studied with a variety of novel application background, which includes but not limited to medication coverage and delivery under a large-scale bio-terror attack [11].
medical equipment (defibrillators) location problem to reduce cardiopulmonary resuscitation (CPR) risk [18], humanitarian relief logistics [19], and hazardous waste transportation [20], etc.

In a lot of real world problems, the parameters or the uncertainty of them can interplay with the decision to be made. This behavior is well observed especially in a sequential (multi-stage) decision-making process, in which information about system parameters are gradually revealed and the decisions made up until the current stage can reshape the uncertainty in future [21]. The customer demand could also depend on the location of facilities or service centers as revealed in [22, 23], which motivates the study of the facility location problem with location-dependent demand. As a robustification of it, Basciftci et al. [24] investigated a distributionally-robust facility location problem with decision-dependent ambiguity, where the ambiguity set is defined using disjoined lower and upper bounds on the mean and variance of the candidate probability distributions for customer demand, and these bounds are defined as linear functions of the location vector to admit a tractable MILP reformulation.

Identifying valid and facet-defining inequalities is an essential topic in understanding the polyhedral structure of a mixed-integer set of points [25, 26]. As a by-product, adding some of these inequalities may improve the computational performance of solving the corresponding mixed-integer linear program, as a result of strengthening the formulation [27, 28, 29, 30, 31, 32]. Some standard techniques are well developed to construct the face- and facet-defining inequalities such as lifting and simultaneous lifting [33, 34, 35, 36, 37, 38], lift-and-project [39, 40, 41, 42, 43, 44], and Fourier-Motzkin elimination [45, 46, 47], etc. By applying these techniques, different families of inequalities such as lifted cover inequalities [38, 36], lifted flow-cover inequalities [37], and disjunctive inequalities [48], etc. are constructed for corresponding basic polytopes that are often building blocks in the formulation of various mixed-integer linear programming problems in practice. In many mixed-integer linear programming problems from the application, construction of valid and facet-defining inequalities usually depends on ad hoc observations that identify sources leading to fractional solutions.
The key observation for constructing facet-defining inequalities in this paper is inspired by [49]. The work in [49] has constructed and generalized a family of facet-defining inequalities for the polytope of a standard capacitated facility location problem. Computational performance with the inequalities added to the linear relaxation problems have been investigated in [50, 51]. In the standard capacitated facility location problem considered in [49], the demand of each client site is given as a fixed constant, whereas the customer demand is considered to be decision-dependent in this work.

2. Polyhedral properties of $\text{conv}(\chi)$

We first show in the following proposition that the convex hull $\text{conv}(\chi)$ is indeed polytope.

**Proposition 1.** The convex hull $\text{conv}(\chi)$ is a polytope.

**Proof.** Let $\chi(\hat{y})$ be the subset of $\chi$ with a given binary vector $y$ at value $\hat{y}$. Once the variable $y$ is fixed, the right side of the inequalities $\sum_{i=1}^{m} x_{ij} \leq c_j \hat{y}_j$ and $\sum_{j=1}^{n} x_{ij} \leq \max_{j \in [n]} d_{ij} \hat{y}_j$ becomes a constant, and hence $\chi(\hat{y})$ is a polytope. Notice that the convex hull of $\chi$ can be rewritten as

$$\text{conv}(\chi) = \text{conv} \left( \bigcup_{\hat{y} \in \{0,1\}^n} \chi(\hat{y}) \right).$$

(3)

The right side of (3) is a convex hull of a finite union of polytopes, and hence the result is also a polytope. \qed

Notice that the representation (1) of $\chi$ involves a nonlinear term $\max_{j \in [m]} d_{ij} \hat{y}_j$ of the decision vector $y$, which is inconvenient for the polyhedral analysis. The nonlinear term can be avoided by reformulating $\chi$ in a lifted space. The lifted
reformulation of $\chi$ is given as follows:

$$
\chi^L = \left\{ [x, y, q] \mid \begin{array}{l}
\sum_{i=1}^{m} x_{ij} \leq c_j y_j \quad \forall j \in [n], \\
\sum_{j=1}^{n} x_{ij} \leq \sum_{j \in [m]} d_{ij} q_{ij} \quad \forall i \in [m], \\
\sum_{j=1}^{n} q_{ij} \leq 1 \quad \forall i \in [n], \\
q_{ij} \leq y_j \quad \forall i \in [n], \forall j \in [m], \\
x_{ij} \geq 0, q_{ij} \geq 0, y_j \in \{0, 1\} \quad \forall i \in [m], \forall j \in [n]
\end{array} \right\}.
$$

(4)

**Proposition 2.** The polytope $\chi$ is the projection of $\chi^L$ on to the $[x, y]$ space, i.e., $\text{conv}(\chi) = \text{proj}_{[x,y]}\text{conv}(\chi^L)$.

**Proof.** Notice that both $\chi$ and $\chi^L$ can be represented as the convex hull of a finite number of sub-polytopes as follows:

$$
\text{conv}(\chi) = \text{conv} \left( \bigcup_{q \in \{0,1\}^n} \chi(q) \right),
$$

(5)

$$
\text{conv}(\chi^L) = \text{conv} \left( \bigcup_{q \in \{0,1\}^n} \chi^L(q) \right).
$$

So it suffices to show that $\chi(q) = \text{proj}_x \chi^L(q)$. First, consider any $[\hat{x}, \hat{y}, \hat{q}] \in \chi^L(q)$. To show $[\hat{x}, \hat{y}] \in \chi(q)$, it suffices to verify that $\sum_{j=1}^{n} \hat{x}_{ij} \leq \max_{j \in [n]} d_{ij} \hat{y}_j$ holds for every $i \in [n]$. Indeed, if we let $J_i = \{ j \in [m] \mid \hat{y}_j = 1 \}$, we have

$$
\sum_{j=1}^{n} \hat{x}_{ij} \leq \sum_{j \in [n]} d_{ij} \hat{q}_{ij} = \sum_{j \in J_i} d_{ij} \hat{q}_{ij} + \sum_{j \in [m] \setminus J_i} d_{ij} \hat{q}_{ij} \\
\leq \sum_{j \in J_i} d_{ij} \hat{q}_{ij} + \sum_{j \in [m] \setminus J_i} d_{ij} \hat{y}_j = \sum_{j \in J_i} d_{ij} \hat{q}_{ij} \\
\leq \left( \max_{j \in J_i} d_{ij} \right) \sum_{k \in J_i} \hat{q}_{ik} \leq \max_{j \in J_i} d_{ij} \hat{y}_j = \max_{j \in [n]} d_{ij} \hat{y}_j.
$$

(6)

Therefore, we have shown that $\text{proj}_x \chi^L(q) \subseteq \chi(q)$. Second, consider any $[\hat{x}, \hat{y}] \in \chi(q)$. We need to show that there exists a $\hat{q}$ such that $[\hat{x}, \hat{y}, \hat{q}] \in \chi^L(q)$. We can construct a $\hat{q}$ and the as follows: Let $k_i \in \text{argmax}_{j \in J_i} d_{ij}$. For any $i \in [m]$, let $\hat{q}_{ik_i} = 1$ and $\hat{q}_{ij} = 0$ for all $j \in [m] \setminus \{k_i\}$. Clearly the constraints $\sum_{j=1}^{n} \hat{q}_{ij} \leq 1$ and $\hat{q}_{ij} \leq \hat{y}_j$ are satisfied for each $i \in [m]$ by the way of constructing $\hat{q}$. 
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Furthermore, we have

\[ \sum_{j \in [n]} d_{ij} \hat{q}_{ij} = d_{i,k_i} = \max_{j \in J_i} d_{ij} = \max_{j \in [n]} d_{ij} \hat{q}_{ij} \geq \sum_{j=1}^n \hat{x}_{ij}, \]  

which shows that the constraint \( \sum_{j=1}^n \hat{x}_{ij} \leq \sum_{j \in [n]} d_{ij} \hat{q}_{ij} \) is satisfied, and hence \( \chi(\hat{y}) \subseteq \text{proj}_x \chi^L(\hat{y}) \).

Proposition 2 has revealed a type of equivalence between \( \chi \) and \( \chi^L \). We will hence focus on deriving valid and facet-defining inequalities for \( \chi^L \). As we will see later, these inequalities do not involve the variables \( q \), and hence they are also valid for \( \chi \).

To give an insight on how the valid and facet-defining inequalities are constructed, we consider the quantity \( \sum_{i \in I} \sum_{j \in J} x_{ij} \) for any subsets \( I \subseteq [m] \) and \( J \subseteq [n] \). The capacity and demand attraction constraints imply that \( \sum_{i \in I} \sum_{j \in J} x_{ij} \leq \sum_{j \in J} c_j y_j \) and \( \sum_{i \in I} \sum_{j \in J} x_{ij} \leq \sum_{i \in I} \max_{j \in [n]} d_{ij} y_j \). The upper bound of the quantity \( \sum_{i \in I} \sum_{j \in J} x_{ij} \) depends on which constraint is more restrictive. Figure 1 illustrates a critical situation that if any one of the service centers in \( J \) is not opened, the total attracted demand is greater than the total capacity. While if all service centers in \( J \) are opened, the total attracted demand is less than the total capacity. Based on this critical situation, we can derive a facet-defining valid inequality \( \text{conv}(\chi^L) \) under some mild conditions. The theoretical results on the polyhedral properties of \( \text{conv}(\chi^L) \) are given by Theorem 2 and Theorem 3.

2.1. Technical lemmas for proving facetness

We provide a sequence of technical lemmas that will be used to prove the facet-extension results given in Theorem 1.

**Lemma 1.** Let \( n \) be a positive integer. Then there exist \( n \) linearly independent vectors in any \( n + 1 \) affinely independent vectors.

**Proof.** Suppose \( S = \{v^k\}_{k=0}^n \) are \( n+1 \) affinely independent vectors. If \( \text{span}(S) \geq n \), then there must exist \( n \) linearly independent vectors in \( S \). We now suppose that \( \text{span}(S) \leq n - 1 \). Specifically, suppose \( \text{span}(S) = m \), with \( m \leq \)
Figure 1: An illustration of the competition between the capacity constraints and the demand attraction constraints. In all subfigures, three customer sites are represented as circles which are denoted as S1, S2, S3 (from top to bottom) and two candidate service center locations are represented as squares which are denoted as F1, F2 (from top to bottom). The number in a customer site (circle) indicates the attracted demand, and the number in a service center (square) indicates the capacity. In case (a) only F1 is opened which attracts 2 units of demand from S1 and S2 respectively and 1 unit from S3. In this case the total attracted demand is greater than the total capacity. In case (b) only F2 is opened and the situation is similar to (a). In case (c) two service centers are opened, which attracts 2 units of demand from all customer sites. The total attracted demand is less than the total capacity.

$n - 1$. Then there exist $m$ linearly independent vectors in $S$. We assume that $\{v^k\}_{k=n-m+1}^n$ are linearly independent without loss of generality. It follows that $v^i \in \text{span}\{v^k\}_{k=n-m+1}^n$, $\forall i \in \{0, 1, \ldots, n - m\}$. Therefore, we have $\text{span}\{v^k - v^0\}_{k=1}^n \subseteq \text{span}\{v^k\}_{k=n-m+1}^n$, and hence $\dim\{v^k - v^0\}_{k=1}^n \leq m$, which contradicts to that $\{v^k - v^0\}_{k=1}^n$ are linearly independent.

Lemma 2. Let $\{v_i\}_{i=1}^k$ be affinely independent vectors in $\mathbb{R}^n$ and $\{u_i\}_{i=1}^m$ be linearly independent vectors in $\mathbb{R}^n$. If $\text{span}\{u_i\}_{i=1}^m \cap \text{span}\{v_i\}_{i=1}^k = \{0\}$, then $\{v_i\}_{i=1}^k \cup \{u_i\}_{i=1}^m$ are affinely independent vectors in $\mathbb{R}^n$.

Proof. Consider any coefficients $\{a_i\}_{i=2}^k$ and $\{b_i\}_{i=1}^m$ that satisfy the following equation

$$\sum_{i=2}^k a_i(v_i - v_1) + \sum_{j=1}^m b_j(u_j - v_1) = 0. \quad (8)$$

If $b_j = 0 \ \forall j \in [m]$, then (8) implies $\sum_{i=2}^k a_i(v_i - v_1) = 0$, and hence $a_i = 0 \ \forall i \in$
\{2, \ldots, k\} due to the affinely independence of \(\{v_i\}_{i=1}^k\). Now let \(J = \{j \in [m]: b_j \neq 0\}\) and assume \(|J| \geq 1\), then (8) becomes

\[
\sum_{j \in J} b_j u_j = \sum_{j \in J} b_j v_1 - \sum_{i=2}^k a_i (v_i - v_1).
\] (9)

By linearly independence, we have \(\sum_{j \in J} b_j u_j \neq 0\). Since \(\text{span}\{u_i\}_{i=1}^m \cap \text{span}\{v_i\}_{i=1}^k = \{0\}\), we must have \(\sum_{j \in J} b_j u_j = 0\), which leads to a contradiction. Therefore, we have proved that \(a_i = 0\) \(\forall i \in \{2, \ldots, k\}\) and \(b_j = 0\) \(\forall j \in [m]\), which shows that \(\{v_i\}_{i=1}^k \cup \{u_i\}_{i=1}^m\) are affinely independent vectors.

**Lemma 3.** Let \(l, m, n\) be three non-negative integers such that \(m \geq \max\{n, l\}\) and \(n > 0\). Let \(\{v_k\}_{k=1}^n\), \(\{v'_k\}_{k=1}^l\) and \(\{u_k\}_{k=1}^m\) be three sets of vectors in \(\mathbb{R}^n\). The following properties hold.

(a) If \(\{v_k\}_{k=1}^n\) and \(\{v'_k\}_{k=1}^l\) are \(n + l\) linearly independent vectors, then for any \(r > 0\) there exists an \(0 < \epsilon < r\) such that \(\{u_k + \epsilon v_k\}_{k=1}^n\) and \(\{v'_k\}_{k=1}^l\) are also \(n + l\) linearly independent vectors.

(b) If \(\{v_k\}_{k=1}^n\) are \(n\) affinely independent vectors, \(\{v'_k\}_{k=1}^l\) are \(l\) linearly independent vectors, \(\text{span}\{v'_k: \forall k \in [l]\} \subseteq \text{span}\{u_k: \forall k \in [n]\}\) and \(\text{span}\{v_k: \forall k \in [n]\} \cap \text{span}\{u_k: \forall k \in [n]\} = \{0\}\), then for any \(r > 0\) there exists an \(0 < \epsilon < r\) such that \(\{u_k + \epsilon v_k\}_{k=1}^n\) and \(\{v'_k\}_{k=1}^l\) are \(n + l\) affinely independent vectors.

**Proof.** (a) Note that the set \(\{v_k\}_{k=1}^n \cup \{v'_k\}_{k=1}^l\) contains \(n + l\) linearly independent vectors if and only if \(\det A^T A \neq 0\), where \(A = [v_1, \ldots, v_n, v'_1, \ldots, v'_l]\). It amounts to show that there exists an \(0 < \epsilon < r\) such that \(\det B^T(\epsilon)B(\epsilon) \neq 0\), where \(B(\epsilon) = [u_1 + \epsilon v_1, \ldots, u_n + \epsilon v_n, v'_1, \ldots, v'_l]\). We prove it by contradiction. Assume that \(\det B^T(\epsilon)B(\epsilon) = 0\) for all \(0 < \epsilon < r\). Note that since \(\det B^T(\epsilon)B(\epsilon)\) is a polynomial of \(\epsilon\) on \(\mathbb{R}\), this hypothesis implies that the polynomial \(\det B^T(\epsilon)B(\epsilon)\) has infinite number of real roots. However, only zero polynomial has infinitely many real roots. If we can show that \(\det B^T(\epsilon)B(\epsilon)\) is not a zero polynomial, we deduce a contradiction. The polynomial \(\det B^T(x)B(x)\) can be rewritten as
\[
\det B^\top(x)B(x) = \det \left( [u_1^\top + xv_1^\top, \ldots, u_n^\top + xv_n^\top, v_1'^\top, \ldots, v_l'^\top] \right)^	op
\]
\[
= \det A^\top A x^{2n} + f(x),
\]
where \( f(x) \) is a polynomial of \( x \) with degree at most \( 2n - 1 \). Therefore we have
\[
\lim_{x \to \infty} \frac{\det B^\top(x)B(x)}{x^{2n}} = \det A^\top A \neq 0,
\]
which shows that \( \det B^\top(x)B(x) \) is not a zero polynomial.

(b) We first make the following claim. **Claim:** For any \( r > 0 \) there exists an \( 0 < \epsilon < r \) such that the set \( \{ u_k + \epsilon v_k \}_{k=1}^n \) contains \( n \) affinely independent vectors. **Proof of Claim:** Note that the vectors \( \{ v_k \}_{k=1}^n \) are affinely independent if and only if \( \{ [1, v_k^\top] \}_{k=1}^n \) are linearly independent. Since by assumption we have \( \text{span}\{ v_k : \forall k \in [n] \} \cap \text{span}\{ u_k : \forall k \in [n] \} = \{0\} \), it amounts to show that there exists an \( 0 < \epsilon < r \) such that \( \{ [1, u_k^\top + \epsilon v_k^\top] \}_{k=1}^n \) are linearly independent, which is equivalent to that \( \{ [\epsilon, u_k^\top + \epsilon v_k^\top] \}_{k=1}^n \) are linearly independent. Since we have \( [\epsilon, u_k^\top + \epsilon v_k^\top] = [0, u_k^\top] + \epsilon[1, v_k^\top] \), we can apply the result of Part (a) to conclude the proof of the claim.

Suppose \( \{ u_k + \epsilon v_k \}_{k=1}^n \) are \( n \) affinely independent vectors. We now show that \( \text{span}\{ u_k + \epsilon v_k : \forall k \in [n] \} \cap \text{span}\{ v'_k : \forall k \in [l] \} = \{0\} \). Then by Lemma 2, we can deduce that \( \{ u_k + \epsilon v_k \}_{k=1}^n \) and \( \{ v'_k \}_{k=1}^l \) are \( n + l \) affinely independent vectors. Assume that \( \text{span}\{ u_k + \epsilon v_k : \forall k \in [n] \} \cap \text{span}\{ v'_k : \forall k \in [l] \} \neq \{0\} \). Then there exist coefficients \( \{ \alpha_k \}_{k=1}^n \) and \( \{ \beta_k \}_{k=1}^l \) which are not all zero, such that
\[
\sum_{k=1}^n \alpha_k (u_k + \epsilon v_k) = \sum_{k=1}^l \beta_k v'_k,
\]
which implies that
\[
\epsilon \sum_{k=1}^n \alpha_k v_k = \sum_{k=1}^l \beta_k v'_k - \sum_{k=1}^n \alpha_k u_k.
\]
Since \( \sum_{k=1}^n \alpha_k v_k \in \text{span}\{ v_k : \forall k \in [n] \} \) and \( \sum_{k=1}^l \beta_k v'_k = \sum_{k=1}^n \alpha_k u_k \in \text{span}\{ u_k : \forall k \in [n] \} \), but span\{ \epsilon v_k : \forall k \in [n] \} \cap \text{span}\{ v'_k : \forall k \in [l] \} = \{0\} \) holds by the given hypothesis. It follows that \( \sum_{k=1}^n \alpha_k v_k = 0 \) and hence \( \alpha_k = 0 \ \forall k \in [n] \) and \( \beta_k = 0 \ \forall k \in [l] \), which leads to a contradiction. \( \square \)

**Lemma 4.** (a) Let \( n \) be a positive integer. The following set of vectors are affinely independent: \( U = \{ e^n_i - e^n_{i+1} : \forall i \in [n] \} \) with the convention \( n + 1 \to 1 \),
where $e_i^n$ is a $n$-dimensional vector with the $i$-th entry being 1 and other entries being 0.

(b) Let $\{n_i\}_{i=1}^k$ be $k$ positive integers with $n_i \geq 2 \ \forall i \in [k]$. Consider the following sets of vectors in $\mathbb{R}^N$ with $N = \sum_{i=1}^k n_i$:

$$U_l = \{0^{n_1}, \ldots, 0^{n_l-1}, e_i^{n_l}, 0^{n_l+1}, \ldots, 0^{n_k} : \forall i \in [n_l - 1] \} \ \forall l \in [k],$$

$$V = \{0^{n_1}, \ldots, 0^{n_l-1}, e_i^{n_l}, -e_i^{n_l+1}, 0^{n_l+2}, \ldots, 0^{n_k} : \forall i \in [k] \},$$

with the convention $k+1 \rightarrow 1$. The $N$ vectors in $(\bigcup_{l=1}^k U_l) \cup V$ are affinely independent.

Proof. Part (a) can be easily verified. We now focus on proving Part (b). Without loss of generality, we prove for the case that $n_l \geq 4$ for all $l \in [k]$. It is easy to verify that all vectors in $\bigcup_{l=1}^k U_l$ are linearly independent, and by Part (a), the vectors in $V$ are affinely independent. We claim that $\text{span}(V) \cap \text{span}(\bigcup_{l=1}^k U_l) = \{0^N\}$. If the claim holds then by Lemma 2, the $N$ vectors in $(\bigcup_{l=1}^k U_l) \cup V$ are affinely independent. To prove this claim, we label the vectors in $U_l$ as $u_i$ for $l \in [k]$ and $i \in [n_l - 1]$, and label the vectors in $V$ as $v_l$ for $l \in [k]$. We can verify that $\{v_l\}_{l=1}^{k-1}$ are linearly independent and $v_k = -\sum_{l=1}^{k-1} v_l$. Suppose $\text{span}(V) \cap \text{span}(\bigcup_{l=1}^k U_l) \neq \{0^N\}$ and let $\{\alpha_l | l \in [k], i \in [n_l - 1]\}$ and $\{\beta_l | l \in [k-1]\}$ be the coefficients such that

$$w = \sum_{l \in [k]} \sum_{i \in [n_l-1]} \alpha_l u_i = \sum_{l \in [k-1]} \beta_l v_l \neq 0^N. \quad (11)$$

Consider the $e_i^{n_s}$ entry of $w$ for $s \in [k]$ and $i \in \{2, \ldots, n_l - 1\}$. Evaluating this coefficient based on $\sum_{l \in [k-1]} \beta_l v_l$ implies that the coefficient should be 0. On the other side, evaluating this coefficient based on $\sum_{l \in [k]} \sum_{i \in [n_l-1]} \alpha_l u_i$ implies that it should be equal to $\alpha_{s,i} - \alpha_{s,i-1}$. Therefore, we must have $\alpha_{s,i} = \alpha_{s,i-1}$ for $s \in [k]$ and $i \in \{2, \ldots, n_l - 1\}$. For $l \in [k]$, let $a_l = \alpha_{l,i}$ for $i \in \{2, \ldots, n_l - 1\}$. By matching the coefficient corresponding to the $e_i^{n_s}$ entry of $w$, we get $a_1 = \beta_1$. By matching the coefficient corresponding to the $e_i^{n_l}$ entry of $w$, we get $a_l = 0$ for $l \in [k]$. This shows that $w = 0$, which leads to a contradiction. \qed
Lemma 5. Let $l, m, n$ be three positive integers. Let $u^k \in \mathbb{R}^l \otimes \mathbb{R}^n$ and $v^k \in \mathbb{R}^m \otimes \mathbb{R}^n$ for all $k \in [n]$ be arbitrary vectors with dimension $l \times n$ and $m \times n$, respectively. Let $u' \in \mathbb{R}^l \otimes \mathbb{R}^n$, and $v' \in \mathbb{R}^m \otimes \mathbb{R}^n$ be two arbitrary vectors. Let \( \{w^i\}_{i=1}^n \) be $n$ linearly independent vectors in $\mathbb{R}^n$ with $w^i_j \in \{0,1\}$ \( \forall i, j \in [n] \). Let $J_i = \{ j \in [n] : w^i_j = 1 \}$. Consider the following sets of vectors in the $\mathbb{R}^{l \times n} \oplus \mathbb{R}^{m \times n} \oplus \mathbb{R}^n$ space:

$$U^k = \{ [u^i, v^i, w^i] : \forall k \in [n], \forall i, i' \neq i', \forall j \in J_k \}$$

$$V^k = \{ [u^i, v^i, w^i] : \forall k \in [n], \forall j \in J_k \}$$

$$Y = \{ [u^i, v^i, 1^m] : \forall k \in [n] \}$$

where $1^m$ is the $n$-dimensional vector with all entries being 1, $[e_{ij}, 0, 0] := [e_{ij}^l \otimes e_j^m, 0^m \otimes 0^m]$ and $[0, e_{ij}, 0] := [0^l \otimes e_i^m, e_i^m \otimes 0^m]$. Then the set $S = \bigcup_{k=1}^n (U^k \cup V^k) \cup Y \cup W$ contains $(l + m + 1)n$ affinely independent vectors.

Proof. Since \( \{w^i\}_{i=1}^n \) are $n$ linearly independent binary vectors in $\mathbb{R}^n$, for each $j \in [n]$, there exists an $i \in [n]$ (depending on $j$) such that $j \in J_i$. Therefore, there exists a mapping $\pi : [n] \to [n]$ such that $\pi$ is surjective and $j \in J_{\pi(j)}$. We define the following sets of vectors:

$$U^j = \{ [u^i, v^i, w^i] : \forall j \in [n], \forall i \in [l-1] \}$$

$$V^j = \{ [u^i, v^i, w^i] : \forall j \in [n], \forall i \in [m] \}$$

Clearly, the sets \( \{U^j : \forall j \in [n]\} \) are disjoint and $\cup_{j \in [n]} U^j \subseteq \cup_{k \in [n]} U^k$. Similarly, the sets \( \{V^j : \forall j \in [n]\} \) are disjoint and $\cup_{j \in [n]} V^j \subseteq \cup_{k \in [n]} V^k$. We claim that all vectors in the following sets are affinely independent:

$$U'' = \{ [e_{ij}, 0, 0] - [e_{i+1,j}, 0, 0] : \forall i \in [l-1], \forall j \in [n] \},$$

$$V'' = \{ [0, e_{ij}, 0] : \forall i \in [m], \forall j \in [n] \},$$

$$Y'' = \{ [e_{ij}, 0, 0] - [e_{1,j+1}, 0, 0] : \forall j \in [n] \}.$$
The claim can be proved using Lemma 4(b) and Lemma 2 with following argument. By Lemma 4(b), all vectors in $U'' \cup Y''$ are affinely independent. One can easily verify that all vectors in $V''$ are independent and span $\{U'' \cup Y''\} \cap \text{span}\{V''\} = \{(0,0,0)\}$, and hence by Lemma 2 all vectors in $U'' \cup V'' \cup Y''$ are affinely independent. Then by Lemma 3(b), the following $(l + m + 1)n$ vectors are affinely independent:

$$
U^* = \{[a^{\pi(j)},v^{\pi(j)},w^{\pi(j)}] + [\epsilon e_{i,j},0,0] - [\epsilon e_{i+1,j},0,0] : \forall i \in [l-1], \forall j \in [n]\},
$$

$$
V^* = \{[a^{\pi(j)},v^{\pi(j)},w^{\pi(j)}] + [0,\epsilon e_{i,j},0] : \forall i \in [m], \forall j \in [n]\},
$$

$$
Y^* = \{[u',v',1^n] + [\epsilon e_{1,j},0,0] - [\epsilon e_{1,j+1},0,0] : \forall j \in [n]\},
$$

$$
W = \{[u^k,v^k,w^k] : \forall k \in [n]\}.
$$

Since we have $U^* \cup V^* \cup Y^* \cup W \subseteq S$, it implies that $S$ should contain $(l + m + 1)n$ affinely independent vectors.

2.2. Valid and facet-defining inequalities

Our goal is to construct valid and facet-defining inequalities for the convex hull $C(I,J)$ induced by the subsets $I, J$ of indices for the customer sites and candidate locations, and then show that some of them are also valid and facet-defining inequalities for $\text{conv}(\chi L)$ and $\text{conv}(\chi)$:

$$
C(I,J) = \{[x,y,q] \in \text{conv}(\chi L) \mid y_j = 0 \ \forall j \in [n] \setminus J, x_{ij} = 0, q_{ij} = 0 \ \forall (i,j) \notin I \times J\}. 
$$

(12)

The conversion from the facets of $C(I,J)$ to the facets of $\text{conv}(\chi L)$ is depicted by the following theorem:

**Theorem 1** (Facet extension). Consider the polytope $\text{conv}(\chi L)$ defined in (4) induced by the index subsets $I \subseteq [m]$ and $J \subseteq [n]$. Suppose $\text{conv}(\chi L)$ is in full dimension, i.e., $\text{dim} \text{conv}(\chi L) = (2m+1)n$, and $d_{ij} > 0$ for $i \in [m]$, $j \in [n]$. Suppose an inequality

$$
\sum_{j \in J} \alpha_{j}y_{j} + \sum_{i \in I} \sum_{j \in J} (x_{ij} + \beta_{ij}q_{ij}) \leq \gamma
$$

(13)
with coefficients $\alpha_j$, $\beta_{ij}$ and $\gamma$ define a facet of $C(I,J)$ and it is valid for $\text{conv}(\chi^L)$. If there exists a set $V$ of $(2|I|+1)|J|$ affinely independent points in $C(I,J)$ that are on the plane defined by this inequality and $V$ satisfies the following conditions:

1. For any point $[x,y,q] \in V$, it holds that $y_j \in \{0,1\}$ $\forall j \in J$;

2. $\forall j \in J$ there exists an point $[x^{(j)},y^{(j)},q^{(j)}] \in V$ such that $y_j^{(j)} = 1$ and $\sum_{i \in I} x_{ij}^{(j)} < c_j$;

3. For each $i \in I$, there exists a point $[\tilde{x}^{(i)},\tilde{y}^{(i)},\tilde{q}^{(i)}] \in V$ such that $\sum_{j \in J} q_{ij}^{(i)} < 1$.

Then the inequality (13) defines a facet of $\text{conv}(\chi^L)$.

Proof. We first show that $\text{conv}(\chi^L)$ is of full dimension. Since $\text{conv}(\chi^L)$ is defined by $(2m + 1)n$ variables, we will prove $\dim \text{conv}(\chi^L) = (2m + 1)n$ by constructing $(2m + 1)n + 1$ affinely independent points in $\text{conv}(\chi^L)$ as follows:

$$[0,0,0], \ [0,e_j,0] \ \forall j \in F, \ [0,e_j,e_{ij}] \ \forall i \in S \ \forall j \in F, \ [e_{ij},e_j,e_{ij}] \ \forall i \in S \ \forall j \in F,$$

where $\epsilon$ is a sufficient small positive constant. In particular, $\epsilon < \min\{d_{ij},c_j\}$. It is easy to verify the above $(2m + 1)n + 1$ points are affinely independent points in $\text{conv}(\chi^L)$, and hence $\dim \text{conv}(\chi^L) = (2m + 1)n$. Using a similar argument, we can show that $\dim C(I,J) = (2|I|+1)|J|$. We now focus on proving the theorem.

We refer the inequality $\sum_{j \in J} \alpha_j y_j + \sum_{i \in I} \sum_{j \in J} (x_{ij} + \beta_{ij} q_{ij}) \leq \gamma$ as $\text{ineq}$ in the proof. Since $\text{ineq}$ defines a facet of $C(I,J)$, there exist $(2|I|+1)|J|$ affinely independent points in $C(I,J)$ that are on the plane defined by $\text{ineq}$. We denote this set of the $(2|I|+1)|J|$ affinely independent points as $V$. We will construct additional $(2m + 1)n - (2|I|+1)|J|$ linearly independent points of $\text{conv}(\chi^L)$ that are on the plane defined by $\text{ineq}$. Let $[x,y,q]$ be an arbitrary point in $V$, we
first construct the following set of points:

\[ V^1 = \{ [x, y, q] + [0, e_j, 0] \mid \forall j \in [n] \setminus J \} \]

\[ \cup \{ [x, y, q] + [0, e_j, 0] \mid \forall i \in [m] \setminus I, \forall j \in [n] \setminus J \} \]

\[ \cup \{ [x, y, q] + [\varepsilon e_{ij}, e_j, e_{ij}] \mid \forall i \in [m] \setminus I, \forall j \in [n] \setminus J \}, \]

with \( \varepsilon > 0 \) sufficient small. We can verify that all points in \( V^1 \) are linearly independent points of \( \text{conv}(\chi^L) \) that are on the plane defined by \( \text{ineq} \), and \( |V^1| = (2m - 2|I| + 1)(n - |J|) \). Let \( [x^{(j)}, y^{(j)}, q^{(j)}] \in V \) for every \( j \in J \) be the vector satisfying the condition (2). We construct the following set of points:

\[ V^2 = \{ [x^{(j)}, y^{(j)}, q^{(j)}] + [0, 0, e_{ij}] \mid \forall i \in [m] \setminus I, \forall j \in J \} \]

\[ \cup \{ [x^{(j)}, y^{(j)}, q^{(j)}] + [\varepsilon e_{ij}, 0, e_{ij}] \mid \forall i \in [m] \setminus I, \forall j \in J \}, \]

with sufficient small \( \varepsilon > 0 \). One can verify that all points in \( V^2 \) are linearly independent points of \( C(I, J) \) that are on the plane defined by \( \text{ineq} \), and \( V^2 \) contains \( 2(m - |I|)|J| \) linearly independent points. Finally, we construct the following set of points:

\[ V^3 = \{ [\tilde{x}^{(i)}, \tilde{y}^{(i)}, \tilde{q}^{(i)}] + [0, e_j, \varepsilon e_{ij}] \mid \forall i \in I, \forall j \in [n] \setminus J \} \]

\[ \cup \{ [\tilde{x}^{(i)}, \tilde{y}^{(i)}, \tilde{q}^{(i)}] + [\varepsilon' e_{ij}, e_j, \varepsilon e_{ij}] \mid \forall i \in I, \forall j \in [n] \setminus J \}, \]

where \( [\tilde{x}^{(i)}, \tilde{y}^{(i)}, \tilde{q}^{(i)}] \) is the point satisfying the condition (3) for each \( i \in I \), and \( \varepsilon, \varepsilon' > 0 \) are sufficient small numbers. Again, it is straightforward to verify that all points in \( V^3 \) are linearly independent points of \( \text{conv}(\chi^L) \) that are on the plane defined by \( \text{ineq} \), and \( |V^3| = 2|I|(|n - |J||) \). By looking at the perturbation terms involved in \( V^1 \), \( V^2 \) and \( V^3 \) we see that the vectors in \( V^1 \), \( V^2 \) and \( V^3 \) are linearly independent. Furthermore, since \( \text{span}\{V^1, V^2, V^3\} \cap \text{span}(V) = \{0, 0, 0\} \), then by Lemma 2 all vectors in \( V \cup V^1 \cup V^2 \cup V^3 \) are affinely independent. The number of points we have constructed is

\[ |V| + |V^1| + |V^2| + |V^3| = (2|I| + 1)|J| + (2m - 2|I| + 1)(n - |J|) \]

\[ + 2(m - |I|)|J| + 2|I|(|n - |J||) \]

\[ = 2mn + n, \]

which shows that the \( \text{ineq} \) defines a facet of \( \text{conv}(\chi^L) \). \( \square \)
Theorem 2. Suppose $d_{ij} > 0$ for all $i \in [m], j \in [n]$. The following hold:
(a) For any subsets of indices $I \subseteq [m], J \subset [n]$ and index $j' \in [n] \setminus J$ the following inequality is valid for $\text{conv}(\mathbf{x}^L)$
\[
\sum_{i \in I} \sum_{j \in J \cup \{j'\}} x_{ij} - \left( \sum_{i \in I} \max_{j \in [n]} d_{ij} - \sum_{j \in J} c_j \right) y_{j'} \leq \sum_{j \in J} c_j. \tag{14}
\]
(b) Let $I \subseteq [m]$ and $J \subset [n]$ be two subset of indices, if $\sum_{j \in J} c_j \leq \sum_{i \in I} \max_{j \in J} d_{ij}$, then the following inequality is valid for $\text{conv}(\mathbf{x}^L)$
\[
\sum_{i \in I} \sum_{j' \in [n] \setminus J} x_{ij} - \sum_{j' \in [n] \setminus J} \left( \sum_{i \in I} \max_{j \in [n]} d_{ij} - \sum_{j \in J} c_j \right) y_{j'} \leq \sum_{j \in J} c_j. \tag{15}
\]
Proof. Part (a): It suffices to show the validness for the two cases: $y_{j'} = 0$ and $y_{j'} = 1$. If $y_{j'} = 0$, then we have
\[
\sum_{i \in I} \sum_{j \in J \cup \{j'\}} x_{ij} - \left( \sum_{i \in I} \max_{j \in [n]} d_{ij} - \sum_{j \in J} c_j \right) y_{j'} = \sum_{i \in I} \sum_{j \in J} x_{ij} \leq \sum_{j \in J} \sum_{i \in I} x_{ij} \leq \sum_{j \in J} c_j, \tag{16}
\]
where we use $y_{j'} = 0, y_j \leq 1$ and the constraint $\sum_{i \in [m]} x_{ij} \leq c_j y_j$ to get the above inequalities. For the case of $y_{j'} = 1$, we have
\[
\sum_{i \in I} \sum_{j \in J \cup \{j'\}} x_{ij} - \left( \sum_{i \in I} \max_{j \in [n]} d_{ij} - \sum_{j \in J} c_j \right) y_{j'} = \sum_{i \in I} \sum_{j \in J \cup \{j'\}} x_{ij} - \sum_{i \in I} \max_{j \in [n]} d_{ij} + \sum_{j \in J} c_j \leq \sum_{i \in I} \sum_{j \in [n]} x_{ij} - \sum_{i \in I} \max_{j \in [n]} d_{ij} + \sum_{j \in J} c_j \leq \sum_{i \in I} \sum_{j \in [n]} d_{ij} q_{ij} - \sum_{i \in I} \max_{j \in [n]} d_{ij} + \sum_{j \in J} c_j \leq \sum_{j \in [n]} c_j, \tag{17}
\]
where we use $y_{j'} = 1$, and the constraint $\sum_{j \in [n]} x_{ij} \leq \sum_{j \in [n]} d_{ij} q_{ij}$ in (17).

Part (b): For a feasible point $[x, y, q]$, let $J' = \{ j \in [n] \setminus J \mid y_j = 1 \}$. For any $i \in I$, let $\pi(i) = \arg\max_{j \in J \cup J'} d_{ij}$ where ties are broken arbitrarily. Let $I_j = \{ i \in I \mid \pi(i) = j \}$ for every $j \in J \cup J'$, and by definition the subsets $\{I_j\}_{j \in J \cup J'}$ form a partition of $I$. If $|J'| \leq 1$, then (15) reduces to (14). Therefore without
loss of generality, we assume \(|J'| \geq 2\). The expression on the left can be relaxed as
\[
\sum_{i \in I} \sum_{j \in [n] \setminus J} x_{ij} - \sum_{j' \in [n] \setminus J} \left( \sum_{i \in I} \max_{j \in J \cup \{j'\}} d_{ij} - \sum_{j \in J} c_j \right) y_{j'} \\
\leq \sum_{i \in I} \sum_{j \in J \cup J'} d_{ij} q_{ij} - \sum_{j' \in J' \setminus J} \left( \sum_{i \in I} \max_{j \in J \cup \{j'\}} d_{ij} - \sum_{j \in J} c_j \right). \tag{18}
\]

Notice that we have the following inequalities hold
\[
\sum_{i \in I} \sum_{j \in J \cup J'} d_{ij} q_{ij} \leq \sum_{i \in I} d_{i \pi(i)} = \sum_{j \in J \cup J'} \sum_{i \in I} j \max_{j \in J \cup \{j'\}} d_{ij} - \sum_{j \in J} c_j. \tag{19}
\]

Furthermore, the second term in (15) is evaluated as
\[
\sum_{j \in [n] \setminus J} \left( \sum_{i \in I} \max_{j \in J \cup \{j'\}} d_{ij} - \sum_{j \in J} c_j \right) y_{j'} = \sum_{j \in J'} \sum_{i \in I} \max_{j \in J \cup \{j'\}} d_{ij} - \sum_{j \in J} c_j \tag{20}
\]

The first term in (20) can be decomposed as
\[
\sum_{j \in [n] \setminus J} \sum_{i \in I} \max_{j \in J \cup \{j'\}} d_{ij} \tag{21}
\]

where \(T_1\) and \(T_2\) represent the first and second term on the right side of (19), respectively. The term \(T_1\) is evaluated as
\[
T_1 = \sum_{j \in J'} \sum_{i \in I_j} \max_{j \in J \cup \{j'\}} d_{ij} = \sum_{j \in J} \sum_{i \in I_j} \max_{j \in J \cup \{j'\}} d_{ij} \tag{22}
\]

where we use the fact that for any \(j^* \in J, i \in I_j, \) and \(j' \in [n] \setminus J,\) we have
\[ d_{ij^*} = \max_{j \in J \cup \{j^*\}} d_{ij} = \max_{j \in J} d_{ij}. \] The term \( T_2 \) can be lower bounded as:

\[
T_2 = \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} \\
= \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} \\
= \sum_{j^* \in J'} \sum_{i \in I_{j^*}} d_{ij^*} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} \\
\geq \sum_{j^* \in J'} \sum_{i \in I_{j^*}} d_{ij^*} + (|J'| - 1) \sum_{i \in I} \sum_{j \in J} \max d_{ij}. \tag{23}
\]

Substituting (22) and (23) into (21) yields the following inequalities:

\[
\sum_{j^* \in J'} \sum_{j \in J \cup \{j^*\}} \sum_{i \in I_{j^*}} \max d_{ij} \geq |J'| \sum_{j^* \in J} \sum_{i \in I_{j^*}} \max d_{ij} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} \\
+ (|J'| - 1) \sum_{i \in I} \sum_{j \in J} \max d_{ij} \\
= \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \max d_{ij} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} \\
= \sum_{j^* \in J'} \sum_{i \in I_{j^*}} d_{ij^*} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \sum_{j \in J \cup \{j^*\}} \max d_{ij} \\
+ (|J'| - 1) \sum_{i \in I} \sum_{j \in J} \max d_{ij}, \tag{24}
\]

where we use the fact that \( \{I_{j^*} \mid j^* \in J \cup \{j^*\} \} \) form a partition of \( I \). Substituting (24) into (20) yields

\[
\sum_{j^* \in [n] \setminus J} \left( \sum_{i \in I} \max_{j \in J \cup \{j^*\}} d_{ij} - \sum_{j \in J} c_j \right) y_{j^*} \geq \sum_{j^* \in J} \sum_{i \in I_{j^*}} \max d_{ij} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \max d_{ij^*} \\
+ (|J'| - 1) \sum_{i \in I} \max d_{ij} - |J'| \sum_{j \in J} c_j \\
\geq \sum_{j^* \in J} \sum_{i \in I_{j^*}} \max d_{ij} + \sum_{j^* \in J'} \sum_{i \in I_{j^*}} \max d_{ij^*} - \sum_{j \in J} c_j \tag{25}
\]

where we use the assumption \( \sum_{i \in I} \max_{j \in J} d_{ij} - \sum_{j \in J} c_j \geq 0 \). Substituting (19) and (25) into (18) yields

\[
\sum_{i \in I} \sum_{j \in [n] \setminus J} x_{ij} - \sum_{j^* \in [n] \setminus J} \left( \sum_{i \in I} \max_{j \in J \cup \{j^*\}} d_{ij} - \sum_{j \in J} c_j \right) y_{j^*} \leq \sum_{j \in J} c_j. \tag{26}
\]

This shows that (15) is valid for \( \text{conv}(\chi^L) \). \( \square \)
Theorem 3. Let $I \subseteq [m]$ and $J \subseteq [n]$. Suppose the following conditions are satisfied

$$
\sum_{j \in J} c_j \geq \sum_{i \in I} \max_{j \in J} d_{ij}, \quad \max_{j \in J} d_{ij} = \max_{j \in [n]} \max_{j \in J} d_{ij} \quad \forall i \in I,
$$

(27)

$$
\sum_{j \in J \setminus \{j_0\}} c_j < \sum_{i \in I} \max_{j \in J \setminus \{j_0\}} d_{ij} \quad \forall j_0 \in J.
$$

Then the following inequality defines a facet of $\text{conv}(\chi^L)$

$$
\sum_{i \in I} \sum_{j \in J} x_{ij} + \sum_{j \in J} \left( \sum_{j' \in J \setminus \{j\}} c_{j'} - \sum_{i \in I} \max_{j' \in J \setminus \{j\}} d_{ij'} \right) y_j \leq (|J|-1) \left( \sum_{j \in J} c_j - \sum_{i \in I} \max_{j \in J \setminus \{j_0\}} d_{ij} \right).
$$

(28)

**Proof.** We will first provide an intuition of how the coefficients of the inequality (28) are determined given the condition in (27). Since we restrict the decision variables induced by the subsets $I$ and $J$, a facet-defining valid inequality is likely in the form of

$$
\sum_{i \in I} \sum_{j \in J} x_{ij} + \sum_{j \in J} a_j y_j \leq b.
$$

(29)

We need to determine the coefficients $a_j$ and $b$. Notice that there are $|J| + 1$ coefficients to be determined, and we will set up $|J| + 1$ linear equations corresponding to the following $|J| + 1$ situations: (1) opening service centers at all locations in the subset $J$, (2) opening service centers at all locations in $J \setminus \{j\}$ for all $j \in J$. Notice that (2) contains $|J|$ different situations referred as situation $(2,j)$. In the first situation, all locations in $J$ have service centers. So the maximum value of $\sum_{i \in I} \sum_{j \in J} x_{ij}$ is $\sum_{i \in I} \max_{j \in J} d_{ij}$, i.e., the aggregated demand constraint is binding. Similarly, in the situation $(2,j_0)$, locations in $J \setminus \{j_0\}$ have service centers, and the maximum value of $\sum_{i \in I} \sum_{j \in J} x_{ij}$ is $\sum_{j \in J \setminus \{j_0\}} c_j$, i.e., the aggregated capacity constraint is binding. These observations help us set up the following linear equations to determine $a_j$ and $b$:

$$
\sum_{i \in I} \max_{j \in J} d_{ij} + \sum_{j \in J} a_j = b, \quad (30a)
$$

$$
\sum_{j' \in J \setminus \{j\}} c_{j'} + \sum_{j' \in J \setminus \{j\}} a_{j'} = b \quad \forall j \in J. \quad (30b)
$$
By solving the above linear equation system, we can determine the values of all coefficients:

\[ b = (|J| - 1) \left( \sum_{j \in J} c_j - \sum_{i \in I} \max_{j' \in J} d_{ij'} \right), \]

\[ a_j = \sum_{j' \in J \setminus \{j\}} c_{j'} - \sum_{i \in I} \max_{j' \in J} d_{ij'} \quad \forall j \in J, \]

which leads to the inequality (28).

Now we give a formal proof of that (28) is a facet-defining valid inequality of \( \operatorname{conv}(\chi^L) \). To see the validness, we divide the analysis into four cases: (a) \( y_j = 1 \) for all \( j \in J \); (b) \( y_j = 1 \) and \( y_{j'} = 0 \) for all \( j' \in J \setminus \{j\} \); (c) there exists a \( J_0 \subset J \) satisfying \( 2 \leq |J_0| \leq |J| - 1 \) and \( y_j = 1 \) for all \( j \in J \setminus J_0 \) and \( y_{j'} = 0 \) for all \( j \in J_0 \); (d) \( y_j = 0 \) for all \( j \in J \). The validness of (28) clearly holds in the cases (a) and (b) by the way of determining the coefficients. For the case (d), (28) becomes

\[ \sum_{i \in I} \sum_{j \in J} x_{ij} \leq (|J| - 1) \left( \sum_{j \in J} c_j - \sum_{i \in I} \max_{j' \in J} d_{ij'} \right). \]

It is valid because in this case we have \( \sum_{i \in I} \sum_{j \in J} x_{ij} = 0 \) and \( c_j - \sum_{i \in I} \max_{j' \in J} d_{ij'} > 0 \) by assumption. It remains to verify the validness in the case (c). Substitute \( y_j = 1 \) for \( j \in J \setminus J_0 \) into (28), and notice that we have

\[ (|J| - 1) \left( \sum_{j \in J} c_j - \sum_{i \in I} \max_{j' \in J} d_{ij'} \right) - \sum_{j \in J \setminus J_0} \left( \sum_{j' \in J \setminus \{j\}} c_{j'} - \sum_{i \in I} \max_{j' \in J} d_{ij'} \right) \]

\[ = \sum_{j_0 \in J_0} \sum_{j \in J \setminus \{j_0\}} c_j - (|J_0| - 1) \sum_{i \in I} \max_{j' \in J} d_{ij'} \]

\[ \geq \sum_{j_0 \in J_0} \sum_{j \in J \setminus \{j_0\}} c_j - (|J_0| - 1) \sum_{j \in J} c_j \]

\[ = (|J_0| - 1) \sum_{j \in J_0} c_j + |J_0| \sum_{j \in J \setminus J_0} c_j - (|J_0| - 1) \sum_{j \in J} c_j \]

\[ = \sum_{j \in J \setminus J_0} c_j \sum_{i \in I} \sum_{j \in J} x_{ij}, \]

where the assumed condition is used to get the first inequality above. It proves the validness in this case.

To show that (28) defines a facet of \( \operatorname{conv}(\chi^L) \), we will first show that it defines a facet of \( \mathcal{C}(I, J) \) (see (12)), and apply Theorem 1 to conclude that it also defines
a facet of $\text{conv}(\chi^L)$ via verifying the three conditions in Theorem 1 are satisfied. Let $V = \{[x, y, q] \in C(I, J) \mid [x, y, q] \text{ satisfies (28) as equality}\}$. Clearly, there exists a facet of $C(I, J)$ containing all points in $V$, and suppose this facet is represented in the following general form:

$$
\sum_{i \in I} \sum_{j \in J} \alpha_{ij} x_{ij} + \sum_{j \in J} \beta_j y_j + \sum_{i \in I} \sum_{j \in J} \gamma_{ij} q_{ij} \leq \lambda. \tag{31}
$$

It suffices to show that the above coefficients are different from the coefficients in (28) by a positive constant. Note that all points in $V$ should satisfy (31) as an equality. We are going to propose some specific points from $V$ and plug them into (31) to determine the coefficients. First, we notice that there must exist a vector $[\sum_{j \in J} x^0_{ij}, e_j, q^0] \in V$ such that $x^0_{ij} > 0$, $0 < q^0_{ij} < 1$ for all $(i, j) \in I \times J$, and $\sum_{i \in I} x^0_{ij} < e_j$ for all $j \in J$. It can be deduced that the points $[x^0 + \epsilon e_{ij_1} - \epsilon e_{ij_2}, \sum_{j \in J} e_j, q^0]$ for all $i \in I$, $j_1, j_2 \in J$, $j_1 \neq j_2$, and $[\sum_{j \in J} e_j, x^0 + \epsilon e_{ij_1} - \epsilon e_{ij_2}, q^0]$ for all $i_1, i_2 \in I$, $j \in J$ are also in $V$ for some sufficient small $\epsilon$. Substituting these points into (31) as an equality, we conclude that $\alpha_{ij_1} = \alpha_{ij_2}$ and $\alpha_{ij_1} = \alpha_{ij_2}$, which implies that $\alpha_{ij} = \alpha \forall (i, j) \in I \times J$ for some $\alpha > 0$. Without loss of generality, we can set $\alpha = 1$ since the inequality is invariant under multiplication of a positive constant. Similarly, the exists a point $[x^1, \sum_{J \setminus \{j_0\}} e_j, q^1] \in V$ such that $0 < q^1_{ij} < 1$ for all $(i, j) \in I \times (J \setminus \{j_0\})$. It can be deduced that the points $[x^1, \sum_{J \setminus \{j_0\}} e_j, q^1 + \epsilon e_{ij_1}] \forall (i_1, j_1) \in I \times (J \setminus \{j_0\})$ are all in $V$. Substituting this point into (31) as an equality, we conclude that $\gamma_{ij} = 0$ for all $(i, j) \in I \times (J \setminus \{j_0\})$. Since $j_0$ is arbitrary, we conclude that $\gamma_{ij} = 0$ for all $(i, j) \in I \times J$. Therefore, (31) becomes

$$
\sum_{i \in I} \sum_{j \in J} x_{ij} + \sum_{j \in J} \beta_j y_j \leq \lambda. \tag{32}
$$

Clearly, since the previously considered point $[x^0, \sum_{j \in J} e_j, q^0] \in V$ should satisfy $\sum_{i \in I} \sum_{j \in J} x^0_{ij} = \sum_{i \in I} \max_{j \in J} d_{ij}$ (this can be obtained by substituting the point into (28) as an equality). Then substituting this point into (32) as an equality gives an equation in the same form of (30a). Similarly, substituting the point $[x^1, \sum_{J \setminus \{j_0\}} e_j, q^1] \in V$ into (32) as an equality gives an equation in
the same form of (30b). Therefore the to be determined coefficients \([\beta, \gamma]\) are the solution of (30), which shows that the facet defining valid inequality (32) of \(\mathcal{C}(I, J)\) is exactly (28).

Now we show that (28) is also a facet defining inequality of \(\text{conv}(\chi^L)\) using Theorem 1. To achieve this, we first need to show that (28) is valid for \(\text{conv}(\chi^L)\). The validness of (28) for \(\text{conv}(\chi^L)\) is based on the following two observations: if a subset \(J' \subseteq [n] \setminus J\) of service centers are opened, the maximum attracted demand from a customer site \(i\) is at most \(\max_{j \in J \cup J'} d_{ij} \leq \max_{j \in [n]} d_{ij}\). But \(\max_{j \in [n]} d_{ij} = \max_{j \in J} d_{ij}\) by assumption, which implies that once all places in \(J\) have service centers, the aggregated demand constraint \(\sum_{i \in I} \sum_{j \in J} x_{ij} \leq \sum_{i \in I} \max_{j \in [n]} d_{ij}\) is valid and it is independent of whether or not other places having service centers. Similarly, in the case that places at \(J \setminus \{j_0\}\) have service centers, the aggregated capacity constraint dominates the aggregated demand constraint which is also independent of service center locations at other places due to the fact \(\max_{j \in J \setminus \{j_0\}} d_{ij} \leq \max_{j \in J \cup J' \setminus \{j_0\}} d_{ij}\) for any \(J' \subseteq [n] \setminus J\). It remains to show that there exist \((2|I| + 1)|J|\) affinely independent vectors in \(\mathcal{C}(I, J)\) that satisfy the three conditions in Theorem 1. Since we have already proved that (28) is a facet defining inequality of \(\mathcal{C}(I, J)\), there must exist a set \(V\) of \((2|I| + 1)|J|\) affinely independent vectors in \(\mathcal{C}(I, J)\) that satisfy (28) as an equality. Furthermore, we can make sure that \(V\) includes the following two vectors: \([x^0, \sum_{j \in J} e_j, q^0]\) and \([x^1, \sum_{j \in J \setminus \{j_0\}} e_j, q^1]\) where the two vectors are introduced in the previous analysis of this proof. Notice that \([x^0, \sum_{j \in J} e_j, q^0]\) satisfies the condition (2) of Theorem 1 for all \(j \in J\), and \([x^1, \sum_{j \in J \setminus \{j_0\}} e_j, q^1]\) satisfies the condition (3) of Theorem 1 for each \(i \in I\). This concludes the proof.

Theorem 2 and 3 provide valid and facet-defining inequalities for \(\text{conv}(\chi^L)\). Notice that these inequalities do not involve variables \(q\) introduced to lift \(\chi\). This observation raises a question: are these inequalities also valid and facet-defining for \(\text{conv}(\chi)\)? The following proposition gives an affirmative answer to this question.
Proposition 3. Let \([x,y] \in \mathbb{R}^{m+n}\), \(P\) be a full dimensional polytope in \(\mathbb{R}^m\) represented by a linear-inequality system of variables \(x\), and \(Q\) be a full dimensional polytope in \(\mathbb{R}^{m+n}\) represented by a linear-inequality system of variables \(x,y\). Suppose \(P = \text{proj}_x Q\). If \(\alpha^\top x + \beta \leq 0\) is a valid (facet-defining) inequality of \(Q\), it is also a valid (facet-defining) inequality of \(P\).

Proof. (1) Suppose \(\alpha^\top x + \beta \leq 0\) is a valid inequality of \(Q\). Due to the projection relationship, for any \(x' \in P\), there exists a \([x',y'] \in Q\). Since \(\alpha^\top x + \beta \leq 0\) is valid for \(Q\), we have \(\alpha^\top x' + \beta \leq 0\), which implies that \(\alpha^\top x + \beta \leq 0\) is valid for \(P\). (2) Suppose \(\alpha^\top x + \beta \leq 0\) is a facet-defining inequality of \(Q\). We focus on the case that the facet does not contain the point \([0,0]\). By definition, there exists \(m+n\) linearly independent points \([x^k,y^k] : k \in [m+n]\) satisfying \(\alpha^\top x^k + \beta = 0\). Since every \(y^k\) is a \(n\)-dimensional vector, the set \([x^k] : k \in [m+n]\) contains \(m\) linearly independent vectors. In other words, there exist \(m\) linearly independent vectors on the hyperplane \(\alpha^\top x + \beta = 0\), which shows that \(\alpha^\top x + \beta \leq 0\) defines a facet of \(P\).

Corollary 1. The inequality (14) is valid for \(\text{conv}(\chi)\), the inequality (15) is valid for \(\text{conv}(\chi)\) given that the condition in Theorem 2 is satisfied, and the inequality (28) defines a facet of \(\text{conv}(\chi)\) given that the conditions in Theorem 3 is satisfied.

3. Conclusion

The facet-defining inequalities given in Theorem 4 hold when the parameters of demand and capacity satisfy a certain condition for a subset of client locations and candidate facility locations. The same spirit can be used to construct various conditions that lead to different families of facet-defining inequalities. Identifying the subsets that satisfy the conditions is also a NP-hard problem, which prevents a systematic application of these inequalities in computation at low cost of computing power. This indicates that the facet-defining inequalities identified in this work is of more theoretical interest for understanding the
facility-location polyhedral structure under competing constraints of capacity and demand.
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