Interplay of electric field and disorder in Dirac liquid silicene
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Abstract. Layered materials with buckled structure offer a promising route to explore distinct phases of quantum matter. Using GGA + DMFT we reveal the complex interplay between perpendicular electric field and site-diagonal disorder in the Dirac liquid electronic state of silicene. The electronic structure we derive is promising in the sense that it leads to results that might explain why out-of-plane electric field plus moderate disorder can generate marginal Dirac valleys consistent with scanning tunneling spectroscopy of silicene on Ag substrates.

1 Introduction

Silicene, the silicon-based counterpart of two-dimensional (2D) graphene, has attracted much attention both experimentally and theoretically. [1–14]. Likewise graphene, silicene displays Dirac cones at \( K \) points near the Fermi level \( (E_F) \) arising from the nearly linear band dispersion of \( 3p_z \) (\( \pi \)-symmetry) [1,4] electronic states. The similarity between silicene and graphene arises from the fact that Si and C belong in the same column IV of the periodic table of elements. However, this close relative of graphene have a larger ionic radius which promotes \( sp^3 \) hybridization in contrast to graphene where the \( sp^2 \) hybridization is energetically favorable. As a result, in the 2D honeycomb lattice of Si atoms, the bonding is formed by mixed \( sp^2 \) and \( sp^3 \) hybridizations [4,11]. Hence, the most important structural difference between silicene and graphene lies in that, while the graphene layer forms a regular flat plane, the silicene layer instead takes the form of noncoplanar low-buckled structure, with one of the two sublattices of the honeycomb lattice being displaced vertically with respect to the other, as displayed in Fig. 1. This slightly buckled lattice structure is important for tuning the electronic structure of silicene using perpendicular electric fields and, thus, opening an electrically tunable band gap [4,9] as well as for electric field induced superconducting and localized magnetic states silicene [15,16].

Breaking the sublattice symmetry of the honeycomb lattice leads to massive Dirac fermions [17], which similar to graphene can be enhanced via combined strain and Coulomb correlation effects [18]. Therefore, silicene is a promising candidate to study both massless and massive Dirac fermions under external perturbations like strain and electric field [19,20]. It is, however, expected that by combining many-body electron-electron interactions [10] with out-of-plane electric fields [15,16,21] and local disorder [22–24], a wider range of tunability in the electronic structure of silicene might exist. How will these three (intrinsic or not) factors affect the electronic structure of silicene? To address this question we carried out the correlated band structure calculations [25] to reveal the electronic structure reconstruction of silicene. However, before delving into this problem of fundamental and applied importance, it is worth mentioning that due to larger lattice constant of silicene as compared to graphene, the hopping amplitude \( t \) between the neighboring atoms in silicene is smaller as compared to graphene [10]. While the Hubbard \( U \) in graphene is near to 10.0 eV, the estimate on-site Coulomb repulsion in silicene is 4.77 eV [10], i.e., close to 5.0 eV.

As a side remark, it has been recognized in recent years the importance of understanding the correlated electronic state of honeycomb lattice systems [26], including silicene [10,15,16], bilayer silicene [27], graphene [18,28,29], graphite [30] and Bi-based Dirac fermion systems [31–33]. With this in place, in this work we perform realistic density functional plus dynamical mean-field theory (DFT + DMFT) calculations [25] to explore the role played by intrinsic multi-orbital (MO) electron-electron interactions in silicene and the interplay of electric field and site-diagonal disorder, revealing a marginal Dirac liquid regime in disordered silicene with characteristics akin to quasi-freestanding
Fermi liquid theory for the cuprate oxide superconductors was introduced. Aiming for a phenomenological explanation of strong deviations from a conventional Fermi liquid metal, Varma et al. proposed a momentum independent self-energy arising from charge and spin fluctuations of the form $\Sigma_{mFL}(\omega, T) \sim g^2 \rho^2(0) \left[ \omega \ln \frac{\omega}{\omega_c} - i \frac{2}{\pi} x \right]$, where $g$ is a coupling constant, $\rho(0)$ the bare one-particle density-of-states (DOS) at zero frequency, $x = \max(|\omega|, T)$, and $\omega_c$ is an ultraviolet cutoff. This phenomenological approach assumes that the energy-dependent local self-energy behaves like $\text{Re} \Sigma_{mFL}(\omega) \sim \omega \ln |\omega|$ and $\text{Im} \Sigma_{mFL}(\omega) \sim |\omega|$ in contrast to normal Fermi liquid metals where $\text{Re} \Sigma_{FL}(\omega) \sim -\omega$ and $\text{Im} \Sigma_{FL}(\omega) \sim -\omega^2$ holds true at low energies [39]. Interestingly, an early random phase approximation (RPA) study [40] has shown that Dirac liquid might host similar strange marginal Fermi liquid behavior with an imaginary part that is linear in frequency, meaning that under proper self-energy corrections marginal Fermi liquidness can also emerge in interacting Dirac liquid semimetals. With these caveats in mind, here we derive a quantum critical mechanism for the emergence of an orbital-selective marginal Dirac liquid electronic state in disordered silicene.

2 Theory and results

2.1 GGA results

Our first-principles calculations were performed using DFT as implemented in the SIESTA simulation package. [41,42] The respective Brillouin zone for geometry optimization and convergence of the total energy is sampled by a $20 \times 20 \times 1$ Monkhorst-Pack grid [43]. The $k$-points grid used to evaluate the freestanding silicene DOS in our work is sampled by a $60 \times 60 \times 1$ Monkhorst-Pack grid. Norm-conserving pseudopotentials of Troullier–Martins [44] in Kleinman–Bylander nonlocal form were used to represent the ionic core potential. We use the generalized gradient approximation (GGA), as parameterized by Perdew et al. scheme [45], for the exchange-correlation functional. The Kohn–Sham orbitals [46] are expanded in a linear combination of atomic orbitals of the finite range which is determined by a common confinement energy shift of 0.01 Ry. [47] The precision of the real-space grid integration is determined by a minimal energy cutoff of 200 Ry [48]. To ensure that there is no interaction between successive periodic images a vacuum region of 30 Å was introduced to eliminate any artificial interaction between neighboring supercells along the perpendicular $z$ direction. Finally, to be consistent with earlier band structure studies, the lattice constant [4] and the buckled separation [20] used in our GGA calculation for pristine silicene are, respectively, $a_0 = 3.86 \text{Å}$ and $\Delta_0 = 0.46 \text{Å}$ [2]. With this, in Fig. 2 we display the band structure of freestanding silicene at zero and in the presence of out-of-plane electric field. As expected, at zero field it resembles the band structure of graphene.
in particular, it shows the linear Dirac-type dispersion of electrons near the K point. Moreover, consistent with earlier studies [4,11,20], the main effect of the perpendicular electric field (see inset of Fig. 2) is to open an energy gap at the K point of the hexagonal Brillouin zone due to break of the symmetry between the A and B sublattices of the honeycomb lattice structure. However, the screening of the electric potential by the sublattice polarization of electron states [4] in DFT makes the opening of the band gap relatively small as compared to experiment [9], which in turn might limit the theory prediction for practical application of freestanding silicene [20]. Motivated thereby, below we explore the effect of perpendicular electric fields on the bare electronic structure using DFT+DMFT within the ionic Hubbard model framework [15,16,21].

To make progress, in Fig. 3 we display our orbital-resolved GGA results for the bare electronic structure of freestanding silicene, showing good agreement with earlier calculations [49]. It can be observed in this figure that the bare GGA DOS exhibits degenerate 3p_{x,y} bands crossing the Fermi energy (\(E_F = \omega = 0\)). As seen, the \(sp^2\) bonding-antibonding band gap splitting found in hexagonal carbon-based systems is strongly reshaped in this two-channel electron gas at normal conditions. Within this low-buckled structural phase the \(pz\) orbital is slightly more localized as compared to planar graphene, implying stronger electron interactions within the \(\pi\)-states of silicene. Importantly, our bare GGA results in Fig. 3 are consistent with earlier calculations for freestanding silicene, showing Dirac-like band dispersion and non-vanishing electronic states with \(\sigma\) orbital character at low energies [49]. How this MO electronic state relevant for future valleytronics [19,50] is reshaped by sizable MO electron–electron interactions, electric field and site-diagonal disorder is our focus below.

**2.2 GGA + DMFT model and results**

Within GGA, the one-electron part of the many-body Hamiltonian for silicene is \(H_0 = \sum_{k,a,\sigma} \epsilon_a(k) c_{k,a\sigma}^\dagger c_{k,a\sigma} + \sum_{i,a,\sigma} \epsilon_a^{(0)} n_{i,a\sigma}\), where \(a = x,y,z\) labels the diagonalized 3p-bands, \(\epsilon_a(k)\) is the one-electron band dispersion, which encodes details of the one-electron (GGA) band structure, and \(\epsilon_a^{(0)}\) are on-site orbital energies of silicene, whose bare values are read off from the GGA spectral functions. These are relevant one-particle inputs for MO-DMFT which generates a Dirac liquid semimetal for realistic \(U\) values [10] as shown below. Thus, in light of the sizable electron correlation effects in silicene-based systems [10,15,16,27], local MO many-particle interactions must be included to describe the onset of correlated spectral functions. These constitute the interaction term \(H_{int} = U \sum_{i,a} n_{ia\sigma} n_{ia\bar{\sigma}} + \sum_{ia\neq ib} U' n_{ia\sigma} n_{ib\bar{\sigma}} - J_H \sum_{ia\neq ib} \mathbf{S}_{ia} \cdot \mathbf{S}_{ib}\). Here, \(U' \equiv U - 2J_H\) and \(U'\) is the intra- (inter-) orbital Coulomb repulsion and \(J_H\) is the Hund’s rule coupling. The DMFT self-energy, \(\Sigma_\alpha(\omega)\), requires a solution of the MO
calculations. exact continuos-time quantum Monte Carlo (CT-QMC) shown recently it gives results for the spectral functions and finite temperatures, enabling the study of electronic structure reconstruction of real materials, and as shown recently it gives results for the spectral functions and self-energies in qualitatively accord with numerical exact continuos-time quantum Monte Carlo (CT-QMC) calculations [53, 54].

Since the fundamental problem of the Dirac liquid stability against strong Coulomb interaction is currently under debate [51], in Fig. 3 we display our GGA + DMFT results for fixed $J_H = 0.4$ eV [18, 30], showing that a weak quantum correlated scenario is applicable to silicene. Several interesting features compared to GGA are manifested in Fig. 3: a combined effect of local, MO interactions arising from $U, U'$ and $J_H$ leads to spectral weight redistribution over large energy scales and the formation of an electronic structure similar to topological Kondo systems [55, 56], with concomitant appearance of lower- and upper Hubbard bands at high energies at the $p_z$ orbital sector with increasing $U$. However, the most salient features to be seen in Fig. 3 is the stability of Dirac spectrum against sizable MO electron–electron interactions and the changes in the orbital-resolved self-energy imaginary parts (see insets in Fig. 3), where the emergent Dirac liquid state is characterized by the absence of electronic excitation within the low energy window where $\text{Im} \Sigma_\epsilon (\omega)$ vanishes.

To elucidate the role played by a perpendicular electric field [15, 16, 20], which differentiates the on-site energies of the two sublattices of silicene, we break the sublattice symmetry by adding a scalar potential $\pm \Delta$ in the out-of-plane direction. This potential is known as ionic potential [17, 21, 57], and the corresponding ionic Hamiltonian for silicene reads $H_{\text{ionic}} = H_0 + H_{\text{int}} + \sum_i \left[ \varepsilon_A \sum_{n \sigma} n_{iA \sigma} + \varepsilon_B \sum_{n \sigma} n_{iB \sigma} \right]$. Hence, under the influence of the external electric field the $p_z$ carries hop on a bipartite lattice with two sublattices $A$ and $B$ having different on-site energies $\varepsilon_A = -\Delta$ and $\varepsilon_B = +\Delta$.

In Fig. 4 we show the effect of the external electric field on the total DOS as well as on the $p_z$ electronic states at sites $A$ and $B$ of silicene. Consistent with earlier studies [4, 9, 15, 16], the main effect of the perpendicular field is to break the symmetry between the $A$ and $B$ sublattices and hence to open a band gap in the correlated electronic structure of silicene. As seen, as the field strength increases the on-site energy difference between the two sublattices is enhanced via charge-density-wave (CDW) ordering [58] and, consequently, the gap widens. However, few important features should be noted in our site-resolved DOS of Fig. 4.

Firstly, the self-energies imaginary parts remain close to that found at zero field at low energies. This implies that Dirac liquids are not only stable against strong Coulomb interactions [51] but also to CDW order. The second important feature to be seen in our results is the appearance of a kink in the valence and conduction bands at sites $A$ and $B$, respectively. Insets show the weak influence of $\Delta$ in the site-resolved self-energy imaginary parts. The GGA and the $U = 0.0$ eV result at large $\Delta$ are shown for comparison.

Fig. 4 Site-resolved total GGA + DMFT ($U = 5.0$ eV, $J_H = 0.4$ eV) DOS for electric fields ($\Delta$) applied perpendicular to the silicene hexagonal plane. Notice the field-induced one-particle band gap and the kink in the valence and conduction bands at sites $A$ and $B$, respectively. Insets show the weak influence of $\Delta$ in the site-resolved self-energy imaginary parts. The GGA and the $U = 0.0$ eV result at large $\Delta$ are shown for comparison.
tional state of silicene. Here, we treat the MO problem of silicene within the DFT + DMFT(MO-IPT + CPA) approach [59], which allows for an exact treatment of binary disorder within DMFT [24]. This treatment has been already used to describe electronic phase transitions of doped Mott insulators [60,61], so we do not repeat the equations of the Mott–Anderson problem has already been developed and used in the context of DFT+DMFT for real materials [59–61], so we do not repeat the equations here.

Figure 5 shows the changes in the Dirac liquid electronic structure of silicene for fixed $\Delta$ and $x = 0.25$. The most salient feature to be seen is that strong electronic delocalization occurs upon the incorporation of site-diagonal disorder, suppressing the band gap induced by the external electric field. This is characterized by the appearance of low-energy electronic states near $E_F$. What is the origin of these low-energy features? In a disorder system, incoherent scattering between different carriers in orbital states leads to site- and orbital-dependent shifts of the $p$-bands relative to each other, and renormalized scattering rates [65] due to sizable $\delta$ cause appreciable spectral weight transfer over large energy scales, from high to low energies. This leads to a self-consistent modification of the spectral lineshape, as shown in Fig. 5. In accordance with earlier studies [24,65–68], broadening-induced quantitative changes of the effective electric field strength in the present case relative to disorder-free silicene lead to a reduced band gap lineshape, where enhanced low-energy spectral features within the conduction band states clearly show up above $E_F$. Microscopically, incoherent scattering arising from site-diagonal disordered yields the emergence of reconstructed via disorder pseudogapped spectral functions with similarities akin to marginal Fermi liquids [34,35]. Noteworthy, as seen in the insets of Fig. 5, in disordered silicene the Dirac liquid behavior (with vanishing $\text{Im} \Sigma$ at low energies) is extinguished by sizable local disorder effects. Thus, our incoherent metal is predicted to be the disorder counterpart of the marginal Fermi liquid found in quasi-free-standing graphene [28]. More theoretical and experimental work on dirty Dirac semimetals [69] are called for to establish or refute our prediction.

To further understand the stability of the marginal Dirac liquid electronic state of disordered silicene, in Fig. 6 we display the site-resolved and total GGA + DMFT spectral functions obtained using single-zeta (SZ) and double-zeta plus polarization (DZP) basis sets [70]. This is motivated by the fact that the projected GGA DOS within the SZ basis set used to compute the correlated GGA + DMFT spectral functions above introduces a small energy shift of 0.34 eV in the van Hove singularity at the Dirac band edge above $E_F$ as compared to DZP (see the lower inset of Fig. 6): we found that the precise position of the Dirac band edge in the projected GGA DOS depends on the basis set employed in the calculation, with the DZP result giving more accurate agreement between the projected DOS and the bare bandstructure (Fig. 2) of free-standing silicene. As seen in Fig. 6, the marginal Dirac liquid
Fig. 6 Site-resolved and total GGA + DMFT spectral function obtained using two different first principles basis sets for the projected GGA DOS, showing the stability of the marginal Dirac liquid electronic state against high energy changes of the bare one-particle input to DMFT (MO-IPT + CPA). Lower inset shows the total SZ and DZP GGA DOS of free-standing silicene electronic state is an stable fixed point, in spite the large in energy spectral weight changes in the bare GGA DOS, implying as shown below that this unconventional electronic state is intrinsically linked to the interplay between the site-diagonal disorder and the bare \( V \)-shaped Dirac-like electronic state.

Finally, we recall here that a fundamental important question regarding the electronic structure of silicene is whether the Dirac fermion physics, characteristic of the hexagonal lattice structure, is retained when silicene is grown on substrates. Particularly when silicene is grown on Ag(111) substrate, where spectral features seen in the experiment of the formed superstructures [3,8,11] could be intrinsic or derived from bulk and interface Ag states [49]. As shown in the ab initio study of Ref. [49], the \( p_z \) states (dotted lines in Fig. 7) become delocalized due to strong hybridization with the Ag(111) substrate, losing as a consequence its intrinsic two-dimensional honeycomb character at low energies. Furthermore, according to Ref. [49] the spatial extension of the silicene \( p_z \) states allow them to hybridize with the Ag \( sp \)-states, drastically renormalizing the \( \pi \)-band electronic structure as compared to free-standing silicene. Moreover, due to interorbital rehybridization a small contribution from the planar orbitals (not shown) also emerges at \( E_F \) [49]. Thus, taken together with extant \( dI/dV \) data from Refs. [3,8,11] of silicene on Ag substrates revealing renormalized (strong or not) Dirac-like features, seems to suggest that depending on the grown conditions the Si–Ag hybridization can considerably modify the electronic structure of silicene, particularly the shape and energy position of the Dirac valley. Therefore, to confirm whether the marginal Dirac liquid nature of disordered silicene is preserved when the low-energy linear band dispersion is not included as part of the bare band input to DMFT, in Fig. 7 we show the combined effect of Coulomb interaction \( U = 5.0 \) eV, electric field \( (\Delta = 0.3 \) eV) and site-diagonal disorder \( (\delta = 3.0 \) eV) on the electronic structure reconstruction of \( (4 \times 4) \) silicene, predicting the absence of marginal Dirac liquidness in this and related \( (\sqrt{13} \times \sqrt{13} \) and \( \sqrt{3} \times \sqrt{3} \) ) [49] monolayer superstructures. As seen in this figure, the self-energy imaginary parts do not follow the expected marginal behavior shown in the insets of Fig. 5, giving rise instead to an electronic spectra characteristic of strongly disordered systems treated within CPA [71] (see the main and right lower panel of Fig. 7). Surprisingly, our result for \( \delta = 3.0 \) eV in the left upper panel of Fig. 7 is consistent with extant \( dI/dV \) spectra of Ref. [8], showing strong particle-hole asymmetry and two-band dips followed by shoulders as in experiment, albeit at slightly different energies. This, in turn, confirms that the marginal Dirac liquid regime of free...
Fig. 8 Total GGA + DMFT DOS of free-standing silicene under different disorder \( (\delta) \) and external electric field \( (\Delta) \) conditions. The interplay between various competing effects in silicene is visible: Notice the stability of the Dirac liquid against strong disorder, showing nearly linear dispersion close to the V-valley minimum for \( \delta = 3.0 \text{ eV} \), and the marginal Dirac liquid DOS for \( \Delta = 0.3 \text{ eV} \). Inset shows our results in log-scale: Although at slightly different energies, this electronic structure reconstruction is in good qualitative agreement with scanning tunneling spectroscopy data recorded in silicene on Ag substrates [3]. The GGA total DOS is shown for comparison.

Standing silicene is unstable against strong interaction between silicene and the metal substrate [8], in contrast with \( dI/dV \) data reported in Refs. [3,11] as well as with the linear dispersion seen in angle-resolved photoelectron spectroscopy (ARPES) measurements [5], where the Dirac lineshape is preserved. However, whether the marginal Dirac liquid behavior holds true to other self-organized superstructure phases of silicene grown on Ag or alternative metal substrates remain to be seen in future studies.

3 Discussion and conclusion

The questions that we ask and answer in this work are important for understanding the electronic nature of disordered \( p \)-band Dirac liquids and for engineering silicene on functional substrates for future nanotechnology devices based on field effect transistors [9,12]. An affirmative theoretical answer to electronic structure reconstruction of silicene is shown in Fig. 8, which is in good qualitative agreement with extant STS curves on silicene on Ag substrate [3,9,11]. Our spectral functions in Fig. 8 reproduce the main STS signals, showing overall metallic character and different power law behaviour near the neutrality point, albeit at slightly different energies for the Dirac band minima. According to our results the top atoms feel stronger electric field effects, due to tip effects in STS [72], while the bottom atoms are more prompt to disorder due to their proximity with Ag substrate. Importantly, our GGA + DMFT results capture the most salient features seen in experiment. Particularly interesting is the V-shape form for \( \delta = 3.0 \text{ eV} \), suggesting avoided quantum criticality as recently discussed in the context of disordered Weyl semimetals [73]. Also salient is the strange electronic behavior, characteristic of dirty Dirac semimetals near to quantum criticality [69], found at finite electric field and moderate disorder \( (\delta = 2.0 \text{ eV}) \) which is in good accord with STS data. In this regime our GGA + DMFT result correctly reproduces the shoulder below the Dirac point as well as the spectral lineshape for the top atoms [3,11] of silicene. Taken theory and experiment together, it is interesting that a GGA + DMFT calculation is able to access the emerging band anisotropy of dirty Dirac semimetals near to quantum criticality [69].

In summary, using GGA + DMFT we resolve the nature of the Dirac liquid regime in silicene. Good semi-quantitative accord with key tunneling data in a quantum correlated picture confirms that charge carriers in silicene interact via Coulomb repulsion [10]. Our results show emergent quantum criticality of Dirac fermions in the presence of disorder and translational symmetry breaking on the honeycomb lattice. In this strange Dirac liquid regime the electronic lineshape is in good qualitative agreement with extant scanning tunneling spectroscopy data [3,11], implying that the interplay between disorder and perpendicular electric field plays a major role in understanding the low energy electronic structure of silicene on Ag substrate. Our microscopic description of intrinsic multi-orbital electronic interactions and external perturbations is expected to be generally applicable to disordered \( p \)-band semimetals [74,75] of pivotal importance.
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