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Abstract—Non-orthogonal multiple access (NOMA) is a candidate multiple access scheme in 5G systems to simultaneously accommodate a tremendous number of wireless nodes. On the other hand, RF-enabled wireless energy harvesting is promising technology for self-sustained wireless devices. In this paper, we study a NOMA system where the near user harvests energy from the strong radio signal to power the information decoder. Both constant and dynamic decoding power consumption models are considered. For the constant decoding power model, the achievable rate regions for time switching and power splitting are characterized in closed-form. A generalized scheme is proposed by combining the conventional time switching and power splitting schemes, and its achievable rate region can be found by solving two convex optimization subproblems. For the dynamic decoding power model where the decoding power consumption is proportional to data rate, the achievable rate region can be found by a low-complexity search algorithm. Numerical results show that the achievable rate region of the generalized scheme is larger than those of the time switching scheme and power splitting scheme, and rate-dependent decoder design helps to enlarge the achievable rate region.

Index Terms—Non-orthogonal multiple access, successive interference cancellation, energy harvesting, wireless power transfer, decoding power consumption.

I. INTRODUCTION

With the tremendous increase of mobile users for high-speed video services and machine-type communication nodes for Internet-of-Things (IoT) applications in the coming years, the next generation mobile communication systems (5G) will encounter severe scarcity of radio resources. Non-orthogonal multiple access (NOMA), in which the users access the network in the same frequency band and are distinguished in the power domain, is expected as one of the candidate solutions to greatly enhance the spectral efficiency [1]. The basic idea of NOMA (as proposed in [2]) is that two users, a far user and a near user, access in the same frequency band, and are allocated with higher and lower transmit power, respectively. The far user directly decodes its desired information, while the near user adopts successive interference cancellation (SIC) to firstly decode and subtract the signal of the far user, and then decode the desired information for itself. Inspired by the fact that the near user receives strong radio signal (including desired signal and interference), it is promising to apply RF-enabled wireless energy harvesting technology [3, 4] for this near user, which facilitates the application of self-sustained devices in the IoT networks [5], such as sensor nodes and RFIDs.

NOMA has been extensively studied in the literature. Saito, et al. [2] firstly proposed the concept for 5G, and system-level performance was evaluated in [6], which shows that both network capacity and cell-edge user throughput can be improved compared with the conventional orthogonal multiple access. Uplink NOMA was considered in [7], in which a novel subcarrier and power allocation algorithm was proposed to maximize the users’ sum-rate. Taking user fairness into account, the power allocation problem was studied in [8]. In multiuser scenario, user pairing was introduced, and its impact on the performance was characterized in [9]. Further, since the near user can decode the information of the far user, the authors in [10] proposed a cooperative NOMA scheme, i.e., the near user can serve as a relay to help the far user. The work was further extended to combine simultaneous wireless information and power transfer (SWIPT) [11, 12]. However, the previous work only considers transmit power consumption. In fact, the receiving circuit power consumption cannot be ignored in applications such as wireless sensors [13]. In NOMA system, SIC receiver in the near user consumes more energy than conventional receivers. A constant receive power model with ambient energy source is adopted in [14], which provides an intuition on how to efficiently allocate the harvested energy. Nevertheless, as wireless radio energy is controllable compared with ambient energy, how to split the received signal between energy harvesting and information decoding is an open problem.

For RF-enabled wireless energy harvesting, two types of receiver structures, power splitting receiver and time switching receiver, have been initially proposed in [15] and extensively studied in [16] and [17]. The research on SWIPT further extends to multiuser OFDM systems [18, 19], relay networks [20], and cellular network [21]. Since the receiver can harvest energy from both desired signal and interference, strong interference will benefit wireless energy harvesting. Based on
this, two-user interference channel and multi-user interference channel were studied in [22] and [23], respectively. However, most of the previous works mainly focus on characterizing the rate-energy tradeoff by adjusting the portion of received signal on energy harvesting and information decoding. Again, the harvested energy is mainly used for data transmission rather than receiving.

In this paper, we study a NOMA system composed of a base station (BS) and two users, where the near user is powered by wireless energy harvesting. It splits the received radio signal into two parts for energy harvesting and information decoding, respectively. The harvested energy is used to power the information decoding module. We aim to characterize the achievable rate region \( (R_1, R_2) \) of the near user (with rate \( R_1 \)) and the far user (with rate \( R_2 \)). A generalized energy harvesting scheme based on the conventional time switching and power splitting is proposed. To obtain the achievable rate region, the problem of maximizing the achievable rate of UE 2 given the target rate of UE 1 is formulated and solved under both constant and dynamic decoding power assumptions. With constant decoding power consumption, two special cases, time switching scheme and power splitting scheme, are firstly studied and closed-form solutions are obtained. Then the analysis is extended to the generalized scheme, where the rate maximization is a convex optimization problem, and hence can be efficiently solved by a numerical search algorithm. Numerical results show that the generalized scheme achieves a larger rate region compared with the conventional time switching and power splitting schemes. With dynamic decoding power consumption, both optimal and suboptimal algorithms are proposed, and the achievable rate regions with different parameter settings are analyzed.

The primary contributions of this paper are summarized as follows.

- To the best of our knowledge, this is the first time considering decoding power consumption in wireless powered NOMA system. To characterize the achievable rate region, a rate maximization problem is formulated by maximizing the achievable rate of UE 2 under the constraint of UE 1’s target rate.
- With constant decoding power model, the boundaries of the achievable rate regions for time switching scheme and power splitting scheme are characterized in closed-form. For time switching scheme, there exists a cut-off line on the rate region. The rate pairs on the right side of this cut-off line are not achievable. For power splitting scheme, there is a stringent feasibility requirement on the channel quality of UE 1.
- A generalized energy harvesting scheme is proposed, for which the boundary of the achievable rate region with constant decoding power consumption can be obtained by solving two convex optimization subproblems. It is proved that the optimal solution is the most economical one, i.e., the harvested energy is equal to the information decoding power consumption. It is also shown that the generalized scheme has a larger rate region compared with the conventional schemes.
- With dynamic decoding power model, an exhaustive search algorithm and an efficient suboptimal algorithm is proposed to find the boundary of the achievable rate region. Numerical results show that by trading rate with power consumption, the rate region can be greatly extended compared with that under constant power model.

The rest of the paper is organized as follows. Section II describes the system model and the problem formulation. The problems under constant and dynamic decoding power assumption are analyzed in Sections III and IV respectively. Extensive results and discussions are presented in Section V. Finally, Section VI concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a downlink wireless communication system as shown in Fig. 1 where a BS serves a near user (UE 1) and a far user (UE 2) in the same frequency band. Power domain NOMA scheme is applied in this system, i.e., the BS simultaneously transmits data to both users by superposition coding with different power levels. After receiving the coded signal, UE 2 directly decodes its desired information by viewing the interference from UE 1 as noise. UE 1 applies SIC scheme to improve its performance by firstly decoding and removing the signal for UE 2, and then decoding the desired signal for itself. By adjusting the power allocation between the two users, per-user data rate can be flexibly controlled. UE 1 is also equipped with an energy harvester, in which the energy carried in the radio signal is harvested to power the signal receiving and decoding module. As the received signal strength is weak, UE 2 is powered in other ways such as battery. The model can be extended to multi-user case by grouping users into pairs, each of which consists of a near user and a far user. The user pairs are allocated with orthogonal frequency bands, so that each pair can be managed independently. While how to group users into pairs can refer to [9].
A. Signal Model

The desired signal for UE \( i \in \{1, 2\} \) is denoted by \( x_i \) with mean \( \mathbb{E}[|x_i|^2] = 1 \). The superposition coded signal can be represented as
\[
x = \sqrt{P_1}x_1 + \sqrt{P_2}x_2,
\]
where \( P_i \) is the transmit power for UE \( i \). The received signal at UE \( i \) is
\[
y_i = h_i x + n_i,
\]
\[
y_i = h_i \sqrt{P_1}x_1 + h_i \sqrt{P_2}x_2 + n_i, \quad i = 1, 2,
\]
where \( h_i \) is the channel coefficient from the BS to UE \( i \), \( n_i \) is the additive white Gaussian noise (AWGN) with zero mean and variance \( \sigma^2 \). Assume that \( |h_1|^2 > |h_2|^2 \), and the link quality \( |h_1|^2 \) is good enough so that UE 1 can be powered by wireless energy harvesting.

It is remarkable that only transmit power adaptation is considered in this paper. Since the end-to-end energy transfer efficiency is low in current state-of-art \([24]\), the BS is most likely equipped with multi-antenna to achieve highly directional power transmission, and hence, transmit beamforming needs to be considered. This paper can be viewed as a special case with fixed beamformer. Joint optimization of transmit power and beamformer for multi-antenna case is left for future work.

B. Energy Harvesting Scheme and Constraints

In general, the conventional power splitting scheme may not work as received power may be less than the power consumption of the information decoding module. In this paper, a generalized scheme for energy harvester design is proposed, which combines time switching scheme and power splitting scheme. Specifically, each transmission slot is divided into two sub-slots. In the first sub-slot, UE 1 works as a pure energy harvester and only the information for UE 2 is carried in the radio signal. Denote \( P_2^{(1)} \) as the transmit power for UE 2 in the first sub-slot. The BS’s transmit power is subject to a peak power constraint, i.e.,
\[
P_2^{(1)} \leq P_{\text{max}},
\]
where \( P_{\text{max}} \) is the BS’s power budget. According to information theory, the achievable rate of UE 2 in the first sub-slot can not exceed the channel capacity, i.e.,
\[
R_2^{(1)} \leq \log_2 \left(1 + \frac{|h_2|^2 P_2^{(1)}}{\sigma^2}\right).
\]

In the second sub-slot, UE 1 adopts power splitting scheme, i.e., a portion of signal power, denoted by \( \rho \) \( (0 \leq \rho \leq 1) \), is split to energy harvester, and the other portion, denoted by \( 1-\rho \), is split to information decoder. Denote \( P_1^{(2)} \) and \( P_2^{(2)} \) as the power allocation for the respective users in the second sub-slot. Under the peak power constraint, we have
\[
P_1^{(2)} + P_2^{(2)} \leq P_{\text{max}}.
\]

Since the interference can be completely eliminated by SIC, UE 1 can be viewed as an interference-free receiver. Hence, its achievable rate satisfies
\[
R_1^{(2)} \leq \log_2 \left(1 + \frac{|h_1|^2 (1-\rho) P_1^{(2)}}{\sigma^2}\right).\]

UE 2 decodes its desired signal by viewing the interference from UE 1 as noise. The achievable rate is constrained by
\[
R_2^{(2)} \leq \log_2 \left(1 + \frac{|h_2|^2 P_2^{(2)}}{|h_1|^2 P_1^{(2)} + \sigma^2}\right).
\]

In addition, to guarantee that SIC works, UE 1 should be able to successfully decode the data for UE 2. Thus, besides \( (7) \), \( R_2^{(2)} \) is also constrained by the decoding ability of UE 1, i.e.,
\[
R_2^{(2)} \leq \log_2 \left(1 + \frac{|h_1|^2 (1-\rho) P_2^{(2)}}{|h_1|^2 (1-\rho) P_1^{(2)} + \sigma^2}\right).
\]

Without loss of generality, assume the slot length is normalized to 1. Denote the length of the first sub-slot by \( t \) \((0 \leq t \leq 1)\), and that of the second sub-slot by \( 1-t \). The total harvested energy should be no smaller than the required energy for information decoding, i.e.,
\[
t\xi |h_1|^2 P_2^{(1)} + (1-t)\rho |h_1|^2 (P_1^{(2)} + P_2^{(2)}) \geq (1-t)P_{\text{SIC}},
\]
where \( 0 < \xi < 1 \) is the energy harvesting efficiency, and \( P_{\text{SIC}} \) is the total power consumption for information decoding. In this paper, a linear energy harvesting model (\( \xi \) is constant) is adopted for analytical tractability. This model has been widely used in the literature. Although in practice, the relationship between received power and harvested power maybe non-linear \([25]\), \( \xi \) is approximately constant at low input power regime.

The conventional time switching scheme can be viewed as a special case of the generalized scheme with \( \rho = 0 \), and the conventional power splitting scheme is a special case with \( t = 0 \). Later, we will extensively study generalized scheme as well as the two special cases.

C. Problem Formulation

In this paper, we aim to characterize the achievable rate regions of UE 1 and UE 2 under the proposed schemes, which can be represented as
\[
\mathcal{R} = \{(R_1, R_2) | R_1 = (1-t)R_1^{(2)}, \ R_2 = t R_2^{(1)} + (1-t) R_2^{(2)}, \ \ 0 \leq t \leq 1, 0 \leq \rho \leq 1, \ P_1^{(1)}, P_2^{(1)}, P_2^{(2)} \text{ satisfy (3)-(9)}\},
\]
where all the variables are nonnegative. The achievable rate region can be described by the boundary curve which maps each feasible \( R_1 \) to the maximum of \( R_2 \). Thus, the boundary
Lemma 2. The rate region \((R_1, R_2)\) can be found by maximizing \(R_2\) for each \(R_1 = r\), which is formulated as

\[
\begin{align*}
(P0) \quad \max_{t, \rho, R, P} & \quad tR_2^{(1)} + (1-t)R_2^{(2)} \\
\text{s.t.} & \quad (1-t)R_1^{(2)} = r, \\
& \quad 0 \leq t < 1, 0 \leq \rho < 1,
\end{align*}
\]

where the optimization variables include \(t, \rho, R = [R_1^{(1)}, R_1^{(2)}, R_2^{(2)}]\), and \(P = [P_1^{(1)}, P_1^{(2)}, P_2^{(2)}]\). In addition, as \(r = 0\) is trivial, only the case \(r > 0\) needs to be studied. In this case, it can be easily found that \(t \neq 1\) and \(\rho \neq 1\) according to (11b). Thus, we have \(t < 1\) and \(\rho < 1\) as in (11a) so that the terms \(\frac{1}{1-t}\) and \(\frac{1}{1-\rho}\), which will appear in the following contents are well defined.

Notice that according to (5) and (6), the feasible range of \(r\) can be expressed as \(0 \leq r \leq (1-t)\log_2(1 + \frac{|h_1|^2(1-\rho)P_{\max}}{\sigma^2})\), where \(t\) and \(\rho\) satisfy (9). There is no closed-form feasible range of \(r\) in general, but for some special cases, the range can be explicitly given as detailed in the next section.

In reality, the information decoding power consumption \(P_{\text{SIC}}\) can be modeled either constant or dynamic based on receiver circuit structure and decoding scheme. In the following sections, we will solve the problem \((P0)\) under different power consumption models.

III. CONSTANT DECODING POWER CONSUMPTION CASE

In this section, we characterize the achievable rate region with constant power consumption model. This model has been widely used in the literature (see [25], [27] for example) and well models the iterative decoding scheme with fixed number of iterations in real system. In addition, well-structured results can be obtained based on this model as shown later. These results are helpful for a better understanding of the relation between parameters and performance, and provide some intuitions for the design of real systems.

At first, with constant decoding power consumption, some quick observations on the problem \((P0)\) are summarized as follows.

**Lemma 1. (Equality Constraints)** To achieve the maximum of the problem \((P0)\), the constraints 3, 4, 5, 6, and 7 (or 8) are satisfied with equality.

**Proof.** See Appendix A

Based on Lemma 1, all the optimization variables can be represented in terms of \(t\) and \(\rho\). Specifically, as (5) and (6) are tightly satisfied, \(R_1^{(1)}\) and \(R_2^{(1)}\) become constant. \(R_1^{(1)}\) can be directly written in terms of \(t\) and \(\rho\) according to (11b). As 4 is satisfied with equality, \(P_2^{(2)}\) can be written as a function of \(R_1^{(2)}\) and \(\rho\). With equality in 5, we have \(P_2^{(2)} = P_{\max} - P_1^{(2)}\). Finally, \(R_2^{(2)}\) can also be written in terms of \(t\) and \(\rho\) according to either 7 or 8 based on the following lemma.

**Lemma 2. (Constraint on \(R_2^{(2)}\))** If

\[
|h_2|^2 \leq (1-\rho)|h_1|^2,
\]

i.e., \(R_2^{(2)}\) is constrained by 7. Otherwise, it is constrained by 8.

**Proof.** The lemma is proved by directly comparing the right hand sides of (7) and (8).

To start with, two special cases are considered: time switching scheme and power splitting scheme, where there is only a single variable \(t\) or \(\rho\). Then the analysis is extended to the generalized scheme.

A. Time Switching Scheme

Recall that time switching scheme is a special case of the generalized scheme with \(\rho = 0\). In this case, \((12)\) always holds and hence, \(R_2\) is constrained by 7, and the power constraint 9 degrades to

\[
t\xi|h_1|^2P_{\max} \geq (1-t)P_{\text{SIC}}.
\]

As the constraints (3-7) are all satisfied with equality, the problem \((P0)\) can be reformulated with a single variable \(t\) as

\[
(P1) \quad \max_{t} f_0(t)
\]

\[
\text{s.t.} \quad \frac{P_{\text{SIC}}}{\xi|h_1|^2P_{\max} + P_{\text{SIC}}} \leq t \leq 1 - \frac{r}{\log_2(1 + \frac{|h_1|^2P_{\max}}{\sigma^2})},
\]

where the objective function is

\[
f_0(t) = \log_2 \left(1 + \frac{|h_2|^2P_{\max}}{\sigma^2}\right) - (1-t)\log_2 \left(\frac{|h_1|^2}{|h_1|^2(2^{\xi|h_1|^2P_{\max}$/\sigma^2} - 1) + 1}\right),
\]

the left hand side of (14b) is derived from (13), and the right hand side of (14b) holds as \(r \leq (1-t)\log_2 (1 + \frac{|h_1|^2P_{\max}}{\sigma^2})\).

We have the following lemma.

**Lemma 3. (Monotonicity)** The function \(f_0(t)\) is non-increasing for \(0 \leq t < 1\).

**Proof.** See Appendix B

Based on Lemma 3 the optimal solution of problem \((P1)\) can be directly obtained by taking the minimum value of \(t\). The result is summarized in the following theorem.

**Theorem 1.** The optimal solution for the problem \((P1)\) is

\[
R_{2,TS}^* = \log_2 \left(1 + \frac{|h_2|^2P_{\max}}{\sigma^2}\right) - \frac{\xi|h_1|^2P_{\max}}{\xi|h_1|^2P_{\max} + P_{\text{SIC}}} \log_2 \left(\frac{\left(\frac{|h_1|^2P_{\max} + P_{\text{SIC}}}{\xi|h_1|^2P_{\max}}\right)^{\frac{2}{\xi|h_1|^2P_{\max} + P_{\text{SIC}}} - 1}}{-1\right) + 1\right),
\]

which is achieved when

\[
t = \frac{P_{\text{SIC}}}{\xi|h_1|^2P_{\max} + P_{\text{SIC}}},
\]

The feasible range of \(r\) is

\[
0 \leq r \leq \frac{\xi|h_1|^2P_{\max}}{\xi|h_1|^2P_{\max} + P_{\text{SIC}}} \log_2 \left(1 + \frac{|h_1|^2P_{\max}}{\sigma^2}\right).
\]
In Theorem 1, the feasible range of $r$ is obtained by guaranteeing that the feasible range of $t$ defined by $14b$ is nonempty. Notice that when $17$ holds, $13$ is satisfied with equality. That is, Theorem 1 holds as the amount of harvested energy equals to the required energy for information decoding, which is intuitively the most economical way of dividing the received signal between energy harvesting and information decoding.

Based on Theorem 1, we have the following corollary.

**Corollary 1.** For all $r$ satisfying $18$, we have

$$
P_{SIC} \leq \frac{P_{SIC}}{\xi|h_1|^2P_{\text{max}} + P_{SIC}} R_{2,\text{max}} \leq R_{2,\text{TS}} \leq R_{2,\text{max}},$$

where $R_{2,\text{max}} = \log_2 \left(1 + \frac{|h_2|^2 P_{\text{max}}}{\sigma^2}\right)$.

Corollary 1 tells us that when $R_1 = 0$, $R_{2,\text{TS}}$ achieves its maximum, i.e., all the power resource is allocated to UE 2. However, when $R_1$ equals to the right hand side of $18$, $R_{2,\text{TS}}$ achieves its minimum, which is strictly larger than 0. It means that there is a cut-off line on achievable rate region for time switching scheme. When $R_1$ achieves the maximal value, $R_2$ cannot be further increased by sacrificing $R_2$. This is due to the nature of time switching: to harvest energy, the length of the first sub-slot can never be zero.

**B. Power Splitting Scheme**

In power splitting scheme, we have $t = 0$. In this case, the power constraint $6$ degrades to

$$\rho|\hat{h}_1|^2 P_{\text{max}} \geq P_{\text{SIC}}.$$  

(20)

Based on the above equation, there is a feasibility issue for power splitting scheme, as detailed in the following lemma.

**Lemma 4. (Feasibility)** If

$$|h_1|^2 \leq \frac{P_{\text{SIC}}}{\xi P_{\text{max}}},$$

(21)

there does not exist any achievable rate pair $(R_1, R_2)$ in power splitting mode so that $R_1 > 0$ and $R_2 > 0$.

Lemma 4 is directly obtained from $20$ as if $21$ holds, $20$ cannot be satisfied with any feasible value $0 \leq \rho < 1$. According to the above lemma, power splitting scheme is not applicable if the channel of near user is in deep fading. If $|h_1|^2 > \frac{P_{\text{SIC}}}{\xi P_{\text{max}}}$, the problem (P0) can be reformulated as

$$(\text{P2}) \, \max_{t,\rho} \min_{\rho} \left\{ \log_2 \left(\frac{|h_2|^2 P_{\text{max}} + \sigma^2}{|h_2|^2 P_{\text{TS}} + \sigma^2}\right), \log_2 \left(\frac{|h_1|^2 (1-\rho) P_{\text{max}} + \sigma^2}{|h_1|^2 (1-\rho) P_{1} + \sigma^2}\right) \right\}$$

(22a)

subject to

$$\log_2 \left(1 + \frac{|h_2|^2 (1-\rho) P_{\text{max}}}{\sigma^2}\right) = r,$$

(22b)

and

$$\frac{P_{\text{SIC}}}{\xi|h_1|^2 P_{\text{max}}} \leq \rho < 1,$$

(22c)

where $P_{1}^{(2)}$ in the objective function can actually be represented in terms of $\rho$ based on $22b$, and the solution is summarized in the following theorem.

**Theorem 2.** If $|h_1|^2 > \frac{P_{\text{SIC}}}{\xi P_{\text{max}}}$, the optimal solution for the problem (P2) is

$$R_{2,\text{PS}} = \begin{cases} \log_2 \left(\frac{|h_2|^2 P_{\text{max}} + \sigma^2}{(\xi P_{\text{max}} (h_2 - (\xi P_{\text{max}} - P_{\text{SIC}}) + |h_1|^2) P_{\text{max}} - P_{\text{SIC}} \sigma^2)}\right), & |h_2|^2 \leq |h_1|^2 - \frac{P_{\text{SIC}}}{\xi P_{\text{max}}} \quad \text{(23)} \\ \log_2 \left(1 + \frac{|h_1|^2 P_{\text{max}} - P_{\text{SIC}}}{\xi \sigma^2}\right) - r, & \text{else} \end{cases}$$

which is achieved when

$$\rho = \frac{P_{\text{SIC}}}{\xi|h_1|^2 P_{\text{max}}}.$$  

(24)

The feasible range of $r$ is

$$0 \leq r \leq \log_2 \left(1 + \frac{|h_1|^2 P_{\text{max}} - P_{\text{SIC}}}{\xi \sigma^2}\right).$$

(25)

**Proof.** As the objective function in (22a) is a non-increasing function of $P_{1}^{(2)}$ and $\rho$, and $P_{1}^{(2)}$ is an increasing function of $\rho$, the maximum rate is achieved when $\rho = \frac{P_{\text{SIC}}}{\xi|h_1|^2 P_{\text{max}}}$ and $P_{1}^{(2)} = \frac{P_{\text{SIC}}}{|h_1|^2 P_{\text{max}} - P_{\text{SIC}} \sigma^2}$. Then the closed-form rate $R_{2,\text{PS}}$ is obtained by comparing the two items in the minimization in (22a).

The feasible range of $r$ is obtained according to (22b). \Box

Notice that the optimal is achieved when the harvested energy is equal to the required decoding energy, which is the same with the time switching case. However, the difference is that the power splitting can tradeoff $R_1$ and $R_2$ completely. That is, when $R_1$ gradually decreases to zero, $R_2$ gradually increases to its maximum, and vice versa. In particular, when $|h_2|^2 > |h_1|^2 - \frac{P_{\text{SIC}}}{\xi P_{\text{max}}}$, $R_1$ trades off with $R_2$ linearly. However, power splitting scheme has stringent requirement on the channel gain of UE 1 (see Lemma 4). As a result, it is not applicable when the channel of UE 1 is not good enough.

**C. Generalized Scheme**

For the generalized scheme, based on Lemma 2, the original problem (P0) is divided into two subproblems, as detailed in the following subsections, respectively.

1) **Subproblem with $|h_2|^2 \leq (1 - \rho)|h_1|^2$:** When $|h_2|^2 \leq (1 - \rho)|h_1|^2$, $R_{2}^{(2)}$ is equal to the right hand side of $7$. Thus, the problem can be reformulated as

$$(\text{P3.1}) \, \max_{t,\rho} \log_2 \left(1 + \frac{|h_2|^2 P_{\text{max}}}{\sigma^2}\right) -$$

(26a)

$$\left(1 - t\right) \log_2 \left(\frac{|h_2|^2}{(1 - \rho)|h_1|^2} (\xi P_{\text{max}} - 1) + 1\right)$$

(26b)

subject to

$$1 - \rho \geq \frac{|h_2|^2}{|h_1|^2},$$

(26b)

$$(1 - t) \log_2 \left(1 + \frac{|h_1|^2 (1 - \rho) P_{\text{max}}}{\sigma^2}\right) \geq r,$$

(26c)

$$\frac{t}{1 - t} + \rho \geq \frac{P_{\text{SIC}}}{\xi|h_1|^2 P_{\text{max}}},$$

(26d)

$$0 \leq t < 1, 0 \leq \rho < 1,$$

(26e)

where $26c$ comes from the fact that $P_{1}^{(2)} \leq P_{\text{max}}$, and $26d$ is equivalent to $9$. As the objective function in $26a$ is a
Lemma 5. (Concavity of $f_1(t)$) If $P_{SIC} < \xi|\hat{h}_1|^2P_{\max}$, the function $f_1(t)$ is concave for all $0 \leq t < t_U$. If $P_{SIC} \geq \xi|\hat{h}_1|^2P_{\max}$, $f_1(t)$ is concave for $1 - \frac{\xi|\hat{h}_1|^2P_{\max}}{P_{SIC}} < t < t_U$.

Proof. See Appendix C. \square

Lemma 6. (Concavity of $f_2(t)$) If $P_{SIC} \leq \xi(|\hat{h}_1|^2P_{\max} + \sigma^2)$, the function $f_2(t)$ is concave for $0 \leq t < r$. If $P_{SIC} > \xi(|\hat{h}_1|^2P_{\max} + \sigma^2)$, $f_2(t)$ is concave for $1 - \frac{\xi|\hat{h}_1|^2P_{\max}}{P_{SIC} - \xi\sigma^2} < t < 1$.

Proof. By taking the second derivative, we find that
$$f_2''(t) = -\frac{1}{(1-t)^3} \log \left( \frac{1}{1-t} - \frac{P_{SIC} - \xi\sigma^2}{\xi|\hat{h}_1|^2P_{\max}} \right)^2 \leq 0 \quad (32)$$
holds for both cases. Therefore, the lemma is proved. \square

Based on Lemmas 5 and 6, we have the following conclusion.

Theorem 3. The problem (P3.1c) is a convex optimization problem.

Proof. Since
$$1 - \frac{\xi|\hat{h}_1|^2P_{\max}}{P_{SIC} - \xi\sigma^2} < 1 - \frac{\xi|\hat{h}_1|^2P_{\max}}{P_{SIC}} < t_L,$$ 
and $f_1(t)$ and $f_2(t)$ are all concave functions in the range of $t$ defined by (28c). Hence, the problem (P3.1c) is convex \[23\] Chap. 4]. \square

As (P3.1c) is a convex optimization problem, there exists a unique optimal solution which either satisfies $f'_1(t) = 0$ or is the boundary point defined by (28b) and (28c). However, the equation $f'_1(t) = 0$ is difficult to be directly solved. Instead, by exploring the concavity of the objective and constraints, the optimal solution can be found by a numerical search algorithm as follows.

Firstly, the feasible set of $t$, denoted by $\mathcal{T}$, is determined according to the constraints (28b) and (28c). Denote $t_1 = \max\{0, t_L\}$, $t_2 = t_U$. If $f_2(t_1) \geq r$ and $f_2(t_2) \geq r$, we have $\mathcal{T} = [t_1, t_2]$. If $f_2(t_1) < r$ and $f_2(t_2) \geq r$, due to the concavity of $f_2(t)$, there is a unique $t_3$ that satisfies $f_2(t_3) = r$, which can be found by bisection search \[29\] Chap. 2.1]. Then we have $\mathcal{T} = [t_1, t_3]$. If $f_2(t_1) \geq r$ and $f_2(t_2) < r$, similarly we have $\mathcal{T} = [t_1, t_3]$. While if $f_2(t_1) < r$ and $f_2(t_2) < r$, we firstly find any $t_0$ such that $f_2(t_0) \geq r$, and then find $t_3 \in [t_1, t_0]$ and $t_4 \in [t_0, t_2]$ such that $f_2(t_3) = r$ and $f_2(t_4) = r$. The values of $t_0, t_3$ and $t_4$ can all be found by bisection search. Thus, the feasible set of $t$ is $\mathcal{T} = [t_3, t_4]$.

Secondly, we search over the feasible set $\mathcal{T} = [t_1, t_2]$ to find the optimal value of $f_1(t)$. If $f_1(t_1) < 0$, we have $\max_{t \in [t_1, t_2]} f_1(t) = f_1(t_1)$ due to its concavity. Similarly, if $f_1(t_2) > 0$, we have $\max_{t \in [t_1, t_2]} f_1(t) = f_1(t_2)$. Otherwise, the optimal solution satisfies $f'_1(t) = 0$, which can be found by bisection search as $f'_1(t)$ is monotonic non-increasing. The algorithm is summarized in Algorithm 1. The complexity of the algorithm depends on the complexity of bisection search. In particular, the bisection search terminates when a target accuracy $\epsilon > 0$ is achieved, i.e., $|f_2(t_3) - r| < \epsilon$ for instance. Thus, the complexity is $O(\log\frac{1}{\epsilon})$.

Case (1.2): If $t \geq t_U$ on the other hand, we have $\rho = 0$. Thus, the scheme degrades to time switching, and the rate maximization problem has been solved in Section III-A. According to Theorem 1, the optimal solution is achieved at $t = t_U$, which is also included in the problem (P3.1c). Therefore, we have the following conclusion.

Proposition 1. The problem (P3.1) is equivalent to the problem (P3.1c).

To this end, in the case that $|\hat{h}_2|^2 \leq (1-\rho)|\hat{h}_1|^2$, the original problem degrades to the problem (P3.1c). Hence, it can be efficiently solved by Algorithm 1.

1) Subproblem with $|\hat{h}_2|^2 \geq (1-\rho)|\hat{h}_1|^2$: When $|\hat{h}_2|^2 \geq (1-\rho)|\hat{h}_1|^2$, the problem can be reformulated as

(P3.2) $\max_{t, \rho} \left\{ t \log_2 \left( 1 + \frac{|\hat{h}_2|^2P_{\max}}{\sigma^2} \right) + (1-t) \log_2 \left( 1 + \frac{|\hat{h}_1|^2(1-\rho)P_{\max}}{\sigma^2} \right) - r, \right. \right. \quad (34a)$

s.t. $1 - \rho \leq \frac{|\hat{h}_2|^2}{|\hat{h}_1|^2}, \quad (34b)$

(26c)\(\rightarrow\) (26e).
Based on (33) and Lemma 6, the function \( f_2(t) \) is concave in the feasible range defined by (35c) and (35d). Hence, the problem \((P3.2c)\) is convex as \( f_3(t) \) is the summation of a linear function and a concave function.

Therefore, the problem \((P3.2c)\) can also be solved by a numerical search algorithm similar to Algorithm 1.

**Case (2.2):** If \( t_L \leq 0 \), on the other hand, we have \( \rho = 1 - \frac{|h_1|^2}{\frac{P_{	ext{SIC}}}{\xi |h_1|^2 P_{	ext{max}}}} \), which is in fact considered and solved in the problem \((P3.1)\).

In summary, the optimal solution for \((P0)\) can be obtained depending on the channel coefficients \( h_1, h_2 \) and the target rate of UE 1 \( R_1 = r \). If \( t_L < 0 \), i.e., \( |h_2|^2 < |h_1|^2 - \frac{2c}{\xi P_{	ext{max}}} \), \( R_2 \) is only constrained by the decoding ability of UE 2, and the problem \((P3.2c)\) is infeasible. Hence, the optimal solution of the original problem \((P0)\) is equivalent to that of the subproblem \((P3.1c)\). If \( |h_2|^2 \geq |h_1|^2 - \frac{2c}{\xi P_{	ext{max}}} \), on the other hand, the optimal solution for \((P0)\) is the maximum between the solutions for the subproblems \((P3.1c)\) and \((P3.2c)\). The procedure is detailed in Algorithm 2.

**Algorithm 2 Finding Achievable Rate Region for Generalized Scheme**

**Input:** \( h_1, h_2, R_1 = r \)
**Output:** \( R_2 \)

1. If \( |h_2|^2 < |h_1|^2 - \frac{P_{	ext{SIC}}}{\xi |h_1|^2 P_{	ext{max}}} \) then
   - Find the optimal solution \( R_{2.1} \) of subproblem \((P3.1c)\).
   - Then \( R_2 = R_{2.1} \).
2. Else
   - Find the optimal solution \( R_{2.1} \) of subproblem \((P3.1c)\).
   - Find the optimal solution \( R_{2.2} \) of subproblem \((P3.2c)\).
   - \( R_2 = \max\{R_{2.1}, R_{2.2}\} \).

It is easily found that the optimal solution is achieved when the decoding power constraint \((26d)\) is satisfied with equality, which is the same with previous two cases. Therefore, the most economical way of splitting the power is also optimal for the generalized scheme. Also notice that the condition \( |h_2|^2 < \frac{P_{	ext{SIC}}}{\xi |h_1|^2 P_{	ext{max}}} \) is consistent with Theorem 2. It determines either (7) or (8) is more stringent. It can be seen that (8) is a critical condition for wireless powered NOMA system. Since part of the received radio signal is split to energy harvester, the signal for information decoding is lowered so that the received SINR for UE 2 in SIC may be lower than that in UE 2. The two cases need to be dealt with separately.

**D. Achievable Rate Regions and Discussions**

Based on Theorems 1, 2 and Algorithm 2, the achievable regions of time switching scheme, power splitting scheme and generalized scheme can be depicted. In particular, the line-of-sight pathloss model \( \text{PL} = 30.8 + 24.2 \log_{10}(d) \) (in dB) is adopted \(30\), where \( d \) is the transmission distance, and \( P_{	ext{max}} = 40 \) W. The noise power spectral density is \(-174 \) dBm/Hz, the bandwidth is \(10 \) MHz, thus we have \( \sigma^2 = -104 \) dBm. We also set \( P_{	ext{SIC}} = 80 \) mW and \( \xi = 0.5 \).

Firstly, the transmit distances for the users are set to \( d_1 = 0.5 \) m and \( d_2 = 10 \) m, respectively. In this case, the parameters satisfy \( |h_1|^2 > \frac{2c}{P_{	ext{SIC}}} \) and \( |h_2|^2 < |h_1|^2 - \frac{2c}{\xi P_{	ext{max}}} \). The result is shown in Fig. 2. It can be seen that the proposed
generalized scheme achieves a larger rate region compared with the conventional time switching scheme and power splitting scheme. There is a trade-off between the time switching scheme and the power splitting scheme. When $R_1$ is small, the achievable rate of UE 2 with the time switching scheme is larger than that with the power splitting scheme. When $R_2$ is large, the relation reverses. In addition, the cut-off line for time switching scheme, $R_1 = \frac{\xi |h_1|^2 P_{\text{max}}}{\xi |h_1|^2 P_{\text{max}} + P_{\text{SIC}}} \log_2 (1 + \frac{|h_1|^2 P_{\text{max}}}{\sigma^2})$, is depicted in the figure. The proposed scheme is also compared with a conventional orthogonal multiple access scheme, TDMA. In TDMA, the BS firstly transmits data to UE 2, while UE 1 harvests energy simultaneously. Then the BS transmits data to UE 1. If the harvested energy is not enough, UE 1 applies power splitting scheme to harvest more energy. It can be seen that the proposed scheme performs better than the conventional TDMA scheme.

In Fig. 3 we set $d_2 = 1.2$ m so that $|h_2|^2 > \frac{|h_1|^2 - \frac{P_{\text{SIC}}}{\xi |h_1|^2 P_{\text{max}}}}{\xi |h_1|^2 P_{\text{max}}}$ $> 0$. It can be seen that the boundary curves for the time switching scheme and the generalized scheme overlaps when $R_1 \leq \frac{\xi |h_1|^2 P_{\text{max}}}{\xi |h_1|^2 P_{\text{max}} + P_{\text{SIC}}} \log_2 (1 + \frac{|h_1|^2 P_{\text{max}}}{\sigma^2})$, which means that $\rho = 0$ is optimal. The reason is that in this condition, the decoding ability of UE 1 becomes the bottleneck, i.e., $R_2$ is constrained by the maximum supportable rate of UE 2’s signal decoding in SIC. Hence, all the received power should be split for information decoding in the second sub-slot in order to get a higher SINR. Besides, the boundary curve for the power splitting scheme forms a straight line, which is consistent with Theorem 2.

Further, the infeasible case for power splitting (i.e., $|h_1|^2 < \frac{P_{\text{SIC}}}{\xi |h_1|^2 P_{\text{max}}}$) is illustrated in Fig. 4. In this case, the achievable rate region of the power splitting scheme becomes a straight line with $R_1 = 0$. It can be seen that there is also a cut-off line for the achievable rate region of the generalized scheme. Since the pure power splitting scheme is infeasible, the existence of this line comes from the nature of the time switching scheme, i.e., $t$ is strictly larger than 0. The cut-off line can be expressed as $R_1 = \max_{0 \leq t \leq 1} f_1(t)$.

IV. DYNAMIC DECODING POWER CONSUMPTION CASE

Recently, the relation between decoding performance and number of iterations (proportional to decoding power consumption) has been found. For instance, an iterative decoding method for LDPC code was studied in [31, Fig. 8]. It is shown that to achieve the same error rate, the number of iterations is reduced with the increase of $E_b/N_0$, which corresponds to a decrease of information rate under a fixed SNR. Based on this, dynamic decoding power consumption is considered in this section. It is expected that the achievable rate region can be enlarged compared with dynamic power model. Take the power splitting scheme as an example, the stringent requirement on $h_1$ can be loosen under the dynamic power model, as one can reduce the required decoding power by sacrificing some rate. With this dynamic model, the equality conditions (see Lemma 1) may not hold any more. Consequently, the problem becomes more complex. To solve the problem, both exhaustive search algorithm and low-complex suboptimal algorithm will be proposed.
A. Dynamic Power Model and Problem Formulation

As shown in [32, Theorem 1], the decoding power consumption is lower-bounded as

\[ P_{\text{DEC}} \geq \frac{\omega R}{\sqrt{- \log_2(2p_e)}}, \]  

(37)

where \( \omega \) is a constant parameter related to circuit technology and coding block length, \( R \) is the information rate, and \( p_e \) is the symbol error rate, which is a function of SINR \( \gamma \). Specifically, the symbol error rate for BPSK is expressed as

\[ p_e = Q(\sqrt{\gamma}) = \int_{\sqrt{\gamma}}^{+\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx. \]  

(38)

In this paper, the symbol error rate of BPSK is adopted as an approximation. As BPSK usually achieves the lowest error rate, the approximated decoding power consumption is a lower bound. Although there may be a performance gap in practice, the bound is useful to demonstrate the behavior of NOMA system under dynamic power settings. With this model, the total power consumption of UE 1 is

\[ P_{\text{SIC}} = \frac{\omega R^{(2)}_1}{\sqrt{- \log_2(2Q(\sqrt{\gamma_1}))}} + \frac{\omega R^{(2)}_2}{\sqrt{- \log_2(2Q(\sqrt{\gamma_2}))}} + P_r, \]  

(39)

where \( P_r = \) the constant power consumption of analog receive circuit including filter, low noise amplifier, analog-to-digital converter and so on [13], and

\[ \gamma_1 = \frac{|h_1|^2(1-\rho)P^{(2)}_1}{\sigma^2}, \]  

(40)

\[ \gamma_2 = \frac{|h_1|^2(1-\rho)P^{(2)}_2}{|h_1|^2(1-\rho)P^{(2)}_1 + \sigma^2}. \]  

(41)

In dynamic decoding power case, some constraints are still satisfied with equality as shown in the following lemma.

**Lemma 7. (Equality Constraints)** When the maximum of problem (P0) with dynamic power model (39) is achieved, the constraints (3), (4), and (5) are satisfied with equality.

**Proof.** See Appendix D.

Different from Lemma 1, the equality of (5) and (7) (or (8)) is not guaranteed as the users may sacrifice their data rate to reduce the decoding power. Based on Lemma 7 (P0) can be reformulated as follows with variables \( t, \rho, R^{(2)}_2 \) and \( P^{(2)}_1 \).

(42a)

\[ \begin{align*}
\text{(P4) } & \quad \max_{t, \rho, R^{(2)}_2, P^{(2)}_1} t \log_2 \left( 1 + \frac{|h_2|^2P_{\text{max}}^{(2)}}{\sigma^2} \right) + (1-t)R^{(2)}_2 \\
\text{s.t.} & \quad \log_2(1+\gamma_1) \geq \frac{r}{1-t}, \\
& \quad R^{(2)}_2 \leq \min\{R_{2,1}, R_{2,2}\}, \\
& \quad \xi|h_1|^2P_{\text{max}}^{(2)} \left( \frac{t}{1-t} + \rho \right) \geq \\
& \quad \frac{\omega \rho R^{(2)}_2}{\sqrt{- \log_2(2Q(\sqrt{\gamma_2}))}} + P_r, \\
& \quad 0 \leq t < 1, 0 \leq \rho < 1,
\end{align*} \]

(42b)

\[ \begin{align*}
R_{2,1} & = \log_2 \left( 1 + \frac{|h_1|^2(1-\rho)P^{(2)}_1}{|h_1|^2(1-\rho)P^{(2)}_1 + \sigma^2} \right), \\
R_{2,2} & = \log_2 \left( 1 + \frac{|h_2|^2P^{(2)}_2}{|h_2|^2P^{(2)}_1 + \sigma^2} \right).
\end{align*} \]

(43)

(44)

Notice that the constraint (42d) can be rewritten as

\[ R^{(2)}_2 \leq \frac{\sqrt{- \log_2(2Q(\sqrt{\gamma_2}))}}{\omega} \left( \xi|h_1|^2P_{\text{max}}^{(2)} \left( \frac{t}{1-t} + \rho \right) - \frac{\omega \rho R^{(2)}_2}{\sqrt{- \log_2(2Q(\sqrt{\gamma_1}))}} - P_r \right) \]  

\[ \overset{\text{def}}{=} R_{2,p}. \]  

(45)

Thus, the optimal value of \( R^{(2)}_2 \) can be written as \( R^{(2)}_2 = \min\{R_{2,p}, R_{2,1}, R_{2,2}\} \) which is a function of \( t, \rho, \) and \( P^{(2)}_1 \), .

Due to the existence of \( Q \) function in the power constraint (42d), the problem (P4) is quite complex, and well-structured solution is difficult to be found. In the following subsection, we propose optimal and suboptimal algorithms to solve the problem.

B. Optimal and Suboptimal Algorithms

The optimal algorithm is based on exhaustive search. By exploring the monotonicity of (42b), the search range can be restricted. For a given target \( r \in \left[ \log_2 \left( 1 + \frac{|h_1|^2P_{\text{max}}^{(2)}}{\sigma^2} \right) \right] \), we have

\[ t \leq 1 - \frac{r}{\log_2 \left( 1 + \frac{|h_1|^2P_{\text{max}}^{(2)}}{\sigma^2} \right)} \overset{\text{def}}{=} t_{\text{max}}. \]  

(46)

So the search range of \( t \) is \( t \in [0, t_{\text{max}}] \). Once both \( r \) and \( t \) are given, we have

\[ \rho \leq 1 - \frac{\sigma^2}{|h_1|^2P_{\text{max}}^{(2)} \left( 2^{\frac{r}{t}} - 1 \right)}, \]  

\[ \leq 1 - \frac{\sigma^2}{|h_1|^2P_{\text{max}}^{(2)} \left( 2^{\frac{t}{r}} - 1 \right)} \overset{\text{def}}{=} \rho_{\text{max}}. \]  

(47)
Hence, the search range of $\rho$ is $\rho \in [0, \rho_{\text{max}}]$. Finally, we have

$$P_1^{(2)} \geq \frac{\sigma^2}{|h_1|^2(1-\rho)} (2^{\gamma_{\text{SNR}}}-1) \overset{\text{def}}{=} P_{\text{min}}. \quad (48)$$

Therefore, the search range of $P_1^{(2)}$ is $P_1^{(2)} \in [P_{\text{min}}, P_{\text{max}}]$. Since the constraint (42b) is automatically satisfied in this range, the feasibility only depends on if $R_{2,P}$ is nonnegative.

As $t$, $\rho$ and $P_1^{(2)}$ are continuous variables, to search over the feasible ranges numerically, the feasible regions are discretized by step sizes $\delta t$, $\delta \rho$, and $\delta P$. The selection of the step sizes determines overall search time and accuracy. The optimality is guaranteed with an acceptable accuracy by sufficiently small granularity of discretization.

As the exhaustive search algorithm is time consuming due to its high computational complexity, we further propose a low-complex suboptimal algorithm inspired by the constant decoding power case, where the constraint (6) is satisfied with equality. Assume the equality holds in the dynamic decoding power case, then $P_1^{(2)}$ can be represented in terms of $t$ and $\rho$ based on (42b), i.e., $P_1^{(2)} = P_{\text{min}}$. As a result, the search over $P_1^{(2)}$ can be omitted, and the complexity is greatly reduced from $O(N^3)$ to $O(N^2)$ where $N$ is the number of iterations for each parameter. The algorithm is summarized as Algorithm 3.

The operation $\lfloor x \rfloor$ denotes the maximum integer no larger than $x$. It is shown later in the numerical results that the suboptimal algorithm actually achieves the optimal solution in many cases.

**Algorithm 3 Suboptimal Search Algorithm**

**Input:** $h_1, h_2, R_1 = r$

**Output:** $R_2$

1. Initialize $R_2 = 0$.
2. for all $t = 0, \delta t, 2\delta t, \cdots, \lfloor \frac{P_{\text{max}}}{\sigma^2} \rfloor \delta t$ do
3. for all $\rho = 0, \delta \rho, 2\delta \rho, \cdots, \lfloor \frac{P_{\text{max}}}{\sigma^2} \rfloor \delta \rho$ do
4. Set $P_4^{(2)} = P_{\text{min}}$, and calculate $R_{2,P}$, $R_{2,1}$, and $R_{2,2}$ according to (45), (43), and (44), respectively.
5. if $R_{2,P} \geq 0$ then
6. Calculate $R_{2,\text{temp}} = t \log_2 \left(1 + \frac{|h_1|^2P_{\text{max}}}{\sigma^2}\right) + (1 - t) \min \{R_{2,1}, R_{2,2}, R_{2,P}\}$.
7. if $R_{2,\text{temp}} > R_2$ then
8. Update $R_2 = R_{2,\text{temp}}$.
9. end if
10. end if
11. end for
12. end for

C. Achievable Rate Regions and Discussions

In numerical results, the channel model is the same as Section II-D For the dynamic power consumption model, we set $P_r = 30$ mW and $\omega = 0.044$ so that the maximum power consumption equals to 80 mW for fair comparison. The step sizes for exhaustive search are $\delta t = 10^{-3}$, $\delta \rho = 10^{-3}$ and $\delta P = 0.1$ dB.

In Fig. 5, the distances of the two users are set as $d_1 = 0.5$ m, $d_2 = 10$ m. It can be seen that the relationship among the curves is similar with that in Fig. 2 and the suboptimal algorithm performs the same as the exhaustive search one. However, the achievable rate regions are not convex any more. For instance, there is a inflection point on the curve for the generalized scheme at $R_1 \approx 340$ Mbps. The reason is that in dynamic decoding power case, the problem (P4) may have multiple local optimal points, among which the global optimal one varies for different values of $r$. It is worth noting that a convex rate region can be obtained by time sharing, which is depicted with dotted lines.

In Fig. 6, the distances of the two users are set as $d_1 = 0.75$ m, $d_2 = 10$ m. Different from constant power consumption case where the power splitting scheme is infeasible, a non-zero rate region is achievable in dynamic power consumption case by reducing the decoding power to meet the available harvested energy. Thus, adapting decoding power to data rate helps to enhance the feasibility of the power splitting scheme. In the power splitting case, the suboptimal algorithm performs worse than the optimal one, and is infeasible when $R_1 < 160$ Mbps. The reason is that to keep (42b) satisfied with equality, the decoding power cannot be reduced by increasing SNR of UE 1, as its data rate increases simultaneously.

V. Extended Results and Comparison

In this section, extended numerical results are presented to show the influence of power consumption and energy harvesting efficiency. We fix the parameters $P_{\text{max}} = 40$ W, $\sigma^2 = -104$ dBm, $\omega = 0.044$, $d_1 = 0.5$ m, $d_2 = 10$ m, and change the values of $P_{\text{SIC}}$, $P_r$, and $\xi$. Notice that when $\omega = 0.044$, the maximum power consumption for SIC decoding is approximately 50 mW in our settings. Thus, we set $P_{\text{SIC}} - P_r = 50$ mW so that the comparison between static power model and dynamic power model is fair.

The performance comparison for the generalized scheme with different power consumption is depicted in Fig. 7. It can be seen that the achievable rate region for dynamic power model is larger than that for static power model. In addition,
with the increase of decoding power consumption, the rate regions shrink. It is worth noting that the regions shrink towards $R_1$-axis as only the near user is influenced by the decoding power. Furthermore, only the curve with static power $P_{SIC} = 100$ mW has a cut-off line since $\xi |h_1|^2 P_{max} < 100$ mW. It can be predicted that if $P_{r} \geq 100$ mW, there is also a cut-off line on the curve with dynamic power model.

Fig. 8 shows that the achievable rate regions of the time switching scheme are of the same shape, i.e., there is always a cut-off line. In addition, with the increase of power consumption, the difference between the cut-off lines under static power model and dynamic power model becomes small.

Then, the performance comparison of the power splitting scheme is shown in Fig. 9. Similarly, the rate region for the dynamic decoding power model is larger than that for the constant decoding power model. In addition, when power splitting scheme is infeasible under constant decoding power model, it still works well under dynamic decoding power model. In the dynamic decoding power model, the performance change over power consumption is gradual.

Finally, the influence of energy harvesting efficiency $\xi$ on the rate region is depicted in Fig. 10. It is shown that the rate regions are enlarged with the increase of the energy harvesting efficiency. The result is similar as Fig. 7 because increasing energy harvesting efficiency has similar impact as decreasing power consumption.

VI. CONCLUSIONS

In this paper, we characterized the achievable rate regions of the NOMA system with wireless powered near user for time switching, power splitting and generalized schemes. Under the constant decoding power model, the achievable rate regions of time switching and power splitting are of closed-form expressions. Specifically, there exists a cut-off line on the boundary of the rate region with the time switching scheme, and the boundary of the power splitting scheme is linear if
of equality, the objective (11a) is an decreasing function minimized when (6) is satisfied with equality. The equality of (5) can be proved similarly.

P \text{objective. It contradicts the optimality assumption of } R.

\hat{R} \text{strained by both (7) and (8), it is obvious that equality in (4 ) is larger than the conventional ones. Under the dynamic decoding power model, the region is further expanded with efficient rate-dependent information decoder. Also, the barrier for applying the power splitting scheme, i.e., the feasibility requirement on } h_1 \text{ is broken. UE 1 can support a lower rate with reduced decoding power consumption.}

Possible extensions of this work are as follows. Firstly, perfect channel state information is assumed in this paper for theoretical analysis. In practice, it would be interesting to study the influence of channel training and feedback overhead. Secondly, joint transmit power and beamforming design for multi-antenna case would be an interesting research direction.

APPENDIX A
PROOF OF LEMMA [1]

Since \( R_2^{(1)} \) is only constrained by (4), and \( R_2^{(2)} \) is constrained by both (7) and (9), it is obvious that equality in (4) and (7) (or (8)) should be satisfied for maximization.

The equality of the power constraints (3) and (5) can be proved by contradiction. Take (4) as an example, assume that \( P_2^{(1)} < P_{\text{max}} \) achieves the maximum average rate. Consider a value \( R_2^{(1)} \) that satisfies \( P_2^{(1)} < R_2^{(1)} \leq P_{\text{max}} \). It does not violate the decoding power constraint (2). With \( P_2^{(1)} \), a higher rate \( R_2^{(1)} \) is achieved according to (4), and hence a larger objective. It contradicts the optimality assumption of \( P_2^{(1)} \). The equality of (5) can be proved similarly.

Given the condition that (3)-(5) and (7) (or (8)) are satisfied with equality, the objective (11a) is an decreasing function of \( P_1^{(2)} \). As \( P_1^{(2)} \) is lower bounded by (6), the objective is minimized when (6) is satisfied with equality.

APPENDIX B
PROOF OF LEMMA [3]

Denote \( \alpha = \log_2 \left( 1 + \frac{|h_2|^2 P_{\text{max}}}{\sigma^2} \right), \beta = \frac{|h_2|^2}{|h_1|^2} \). As \( 0 < |h_2|^2 < |h_1|^2 \) by assumption, we have \( 0 < \beta < 1 \). Then \( f_0(t) \) can be rewritten as

\[
    f_0(t) = \alpha - (1 - t) \log_2(\beta 2^{-\frac{|h_1|^2}{h_1^2}} + 1 - \beta). \tag{49}
\]

The first derivative of \( f_0(t) \) at \( t = 0 \) is

\[
    f_0'(0) = \left[ \log_2(\beta 2^{-\frac{|h_1|^2}{h_1^2}} + 1 - \beta) - \frac{\beta 2^{-\frac{|h_1|^2}{h_1^2}}}{(1 - t)(\beta 2^{-\frac{|h_1|^2}{h_1^2}} + 1 - \beta)} \right]_{t=0}
    = \frac{(\beta 2^r + 1 - \beta) \log_2(\beta 2^r + 1 - \beta) - \beta r 2^r}{2^r + 1 - \beta}. \tag{50}
\]

Denote

\[
    g(\beta) = (\beta 2^r + 1 - \beta) \log_2(\beta 2^r + 1 - \beta) - \beta r 2^r, \tag{51}
\]

we have

\[
    g''(\beta) = \frac{(2^r - 1)^2}{(\beta 2^r + 1 - \beta) \ln 2} \geq 0, \tag{52}
\]

which indicates that \( g(\beta) \) is a convex function of \( \beta \). Therefore, the maximum of \( g(\beta) \) is achieved at the boundary points, i.e.,

\[
    g(\beta) \leq \max \{g(0), g(1)\} = 0. \tag{53}
\]

Hence, we have

\[
    f_0'(0) = \frac{g(\beta)}{\beta 2^r + 1 - \beta} \leq 0. \tag{54}
\]

Notice that the second derivative of function \( f_0(t) \) satisfies

\[
    f_0''(t) = -\frac{\beta (1 - \beta) r 2^r 2^{-\frac{|h_1|^2}{h_1^2}} \ln 2}{(1 - t)^2(\beta 2^{-\frac{|h_1|^2}{h_1^2}} + 1 - \beta)^2} \leq 0, \tag{55}
\]

i.e., the first derivative \( f_0'(t) \) is non-increasing. Consequently,

\[
    f_0'(t) \leq f_0'(0) \leq 0, \quad \forall 0 \leq t < 1, \tag{56}
\]

which means that \( f_0(t) \) is a non-increasing function.

APPENDIX C
PROOF OF LEMMA [5]

The proof can be divided into three steps.

1) Simplification: Denote \( \alpha = \log_2 \left( 1 + \frac{|h_2|^2 P_{\text{max}}}{\sigma^2} \right), \beta = \frac{|h_2|^2}{|h_1|^2}, \zeta = \frac{P_{\text{SIC}}}{\xi |h_1|^2 P_{\text{max}}}. \) The function can be rewritten as

\[
    f_1(t) = \alpha - (1 - t) \log_2 \left( \frac{\beta}{1 - \zeta - \frac{1}{2^r - 1}} \right). \tag{57}
\]

Define

\[
    g(x) = \log_2 \left( \frac{\beta}{x - \zeta} (2^r x - 1) + 1 \right). \tag{58}
\]

As \( f_1(t) = \alpha - (1 - t) g(\frac{1}{x - \zeta}), \) according to the property of a function [28, Example 3.20], to prove that the concavity of \( f_1(t) \), we only need to prove the convexity of \( g(x) \) for \( \max \{1, \zeta\} < x < 1 + \zeta \).
2) Convexity of $g(x)$: To prove the convexity of $g(x)$, we introduce two lemmas as follows.

**Lemma 8.** Define

$$g_0(x) = \frac{K}{x-\zeta}(2^{rx} - 1) + 1,$$

where $K > 0$, $\zeta > 0$, $r > 0$, and $x > 1$. If $0 < \zeta < 1$, the function $g_0(x)$ is convex for all $1 \leq x < 1 + \zeta$. If $\zeta \geq 1$, $g_0(x)$ is convex for $x < 1 + \zeta$.

**Proof.** By taking the second derivative of $g_0(x)$, we have

$$g_0''(x) = \frac{K}{(x-\zeta)^3} \left(2^{rx}((r(x-\zeta)\ln 2 - 1)^2 + 1) - 2\right).$$

Denote

$$g_1(x) = 2^{rx}((r(x-\zeta)\ln 2 - 1)^2 + 1) - 2.$$

Since

$$g_1'(x) = 2^{rx}(r\ln 2)^3(x-\zeta)^2 > 0,$$

g_1(x) is an increasing function. We discuss the sign of $g_0''(x)$ for two cases.

(a): If $0 < \zeta < 1$, we have $x - \zeta > 0$ and

$$g_1(x) \geq g_1(1) = 2^r((1-\zeta)\ln 2 - 1)^2 + 1 - 2^{r2\zeta} = g_2(r).$$

Again, we have

$$g_2'(r) = 2^r\ln 2((1-\zeta)\ln 2 - 1)^2 + 1 - (1-\zeta)^2 > 0,$$

i.e., $g_2'(r)$ is an increasing function. Therefore, we have

$$g_2'(r) \geq g_2(0) = 0,$$

which means that $g_1(x) \geq 0$, and hence $g_0''(x) \geq 0$ for all $x > 1$.

(b): If $x > \zeta \geq 1$, we have $g_1(x) > g_1(\zeta) = 2(2^{r\zeta} - 1) > 0$, which again, guarantees that $g_0''(x) \geq 0$. As a result, $g_0(x)$ is convex, and hence, the lemma is proved.

**Lemma 9.** If the convex positive function $g_0(x)$ is logarithmically convex, i.e., $\log_2 g_0(x)$ is convex, we have $g_0(x) + \delta$ is also logarithmically convex for any $\delta > 0$.

**Proof.** Since $\log_2 g_0(x)$ is convex, its second derivative is nonnegative. We have

$$g_0''(x)g_0(x) - (g_0''(x))^2 \geq 0,$$

The second derivative of $\log_2 g_0(x) + \delta$ is

$$g_0''(x)(g_0(x) + \delta) - (g_0''(x))^2 \geq g_0''(x)\delta \geq 0.$$

Therefore, $\log_2 g_0(x) + \delta$ is convex.

As $g(x) = \log_2(g_0(x) + \frac{K}{\zeta} - 1) + \log_2(\frac{\beta}{\gamma})$, based on Lemmas 8 and 9, $g(x)$ is convex if there exists some $K > \beta$ so that $\log_2 g_0(x)$ is convex. The second derivative of $\log_2 g_0(x)$ can be expressed as $\frac{g_0''(x)}{g_0(x)}$, where the denominator

$$g_3(x) = (K2^{rx} + x - \zeta - K)^2(x - \zeta)^2 \ln 2 > 0,$$

and the nominator

$$g_4(x) = (K2^{rx} + x - \zeta - K)^2 + (x - \zeta)^2 (K2^{rx}(r\ln 2)^2(x - \zeta - K) - 2K2^{rx}r\ln 2 - 1),$$

can be viewed as a quadratic function of $K$. If the coefficient of $K^2$ is positive, as $x$ is bounded, there must exist some $K > \beta$ so that $g_4(x) \geq 0$ holds for all $\zeta < x < 1 + \zeta$, which results in $\log_2 g_0(x)$ is convex. Therefore, we only need to prove that $g_4(x) > 0$.

3) Proof of $g_5(x) > 0$: Notice that

$$g_5(x) = (2^{2^{rx} - 1} - 2(x - \zeta)\ln 2 - ((x - \zeta)r\ln 2)2^{rx}r\ln 2).$$

Denote

$$g_6(x) = 2(2^{2^{rx} - 1} - 2(x - \zeta)r\ln 2 - ((x - \zeta)r\ln 2)^2).$$

As

$$g_6(x) = 2(2^{2^{rx} - 1}(r\ln 2)^2 > 0$$

for all $x > \zeta$, $g_6'(x)$ is increasing, i.e.,

$$g_6(\zeta) = 2(2^{2^{rx} - 1} - (x - \zeta)r\ln 2)^r\ln 2 > g_6'(\zeta) > 0.$$ (73)

As a result, $g_6(x)$ is also an increasing function. We have $g_6(x) > g_6(\zeta) > 0$, which further indicates that $g_5'(x) > 0$. Again, we prove that $g_5(x)$ is increasing and therefore, $g_5(x) > g_6(\zeta) > 0$.

By tracing back from step 3) to step 1), the lemma can be proved.

**APPENDIX D**

**PROOF OF LEMMA 8**

The equality of (5) and (4) is the same as Lemma 1. We now prove the equality of (3) by contradiction.

Suppose the strict inequality holds in (3). Since $Q(\sqrt{2})$ is a decreasing function of $\gamma_2$, it is also a decreasing function of $P_2^{(2)}$. Hence, $\sqrt{-\log_2(2Q(\sqrt{2}))}$ is an increasing function of $P_2^{(2)}$. By properly increasing $P_2^{(2)}$ and $R_2^{(2)}$ so that the right hand side of (3) keeps fixed, we can obtain a higher average rate without violating any constraints. It contradicts the optimality assumption, and hence, (3) must be satisfied with equality.
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