Inter-Seasonal Time Series Imagery Enhances Classification Accuracy of Grazing Resource and Land Degradation Maps in a Savanna Ecosystem
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Abstract: In savannas, mapping grazing resources and indicators of land degradation is important for assessing ecosystem conditions and informing grazing and land management decisions. We investigated the effects of classifiers and used time series imagery—images acquired within and across seasons—on the accuracy of plant species maps. The study site was a grazed savanna in southern Kenya. We used Sentinel-2 multi-spectral imagery due to its high spatial (10–20 m) and temporal (five days) resolution with support vector machine (SVM) and random forest (RF) classifiers. The species mapped were important for grazing livestock and wildlife (three grass species), indicators of land degradation (one tree genus and one invasive shrub), and a fig tree species. The results show that increasing the number of images, including dry season imagery, results in improved classification accuracy regardless of the classifier (average increase in overall accuracy (OA) = 0.1632). SVM consistently outperformed RF, and the most accurate model and was SVM with a radial kernel using imagery from both wet and dry seasons (OA = 0.8217). Maps showed that seasonal grazing areas provide functionally different grazing opportunities and have different vegetation characteristics that are critical to a landscape’s ability to support large populations of both livestock and wildlife. This study highlights the potential of multi-spectral satellite imagery for species-level mapping of savannas.
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1. Introduction

Savannas cover over 40% of Africa’s land surface and support large populations of both wildlife and livestock [1]. Savanna ecosystems are characterized by the co-existence of grasses, forbs, and woody vegetation [2]. The percentage cover of these vegetation types shifts with environmental gradients and large herbivore diversity, density, and activity [3]. These landscapes are generally poorly suited to agricultural cultivation, and so the livelihoods of people living in savannas are often dependent on livestock, and therefore grazing resources [4].

In some savannas, seasonal grazing patterns of livestock and wildlife are driven by the spatial and temporal variability of grazing resources [5]. The key resource concept suggests that wildlife and livestock productivity and resilience are controlled by access to heterogenous grazing resources that provide distinct functionality across space and time. Resources may differ in functionality, such as those used for growth and reproduction, which tend to be high-quality; low biomass wet season
resources [6], which contrast with low quality; and high quantity dry season resources, which buffer populations through times of resource scarcity [6,7]. Importantly, the ability of these resources to meet the metabolic and nutritional requirements of both wildlife and livestock is dependent on spatially distinct species composition, which varies in terms of functionality [8].

African savannas can be heavily impacted by the intensity and type of livestock grazing. To avoid negative impacts of livestock grazing and maintain resilient and productive populations of livestock and wild grazers, savanna landscapes must be kept unfenced to prevent habitat loss and fragmentation. In addition, natural resource governance systems must ensure the preservation and generation of this functional heterogeneity [9]. Poor management of livestock production systems is, in many areas, the cause of a decline in vegetation productivity and grazing quality and a loss of vegetation heterogeneity [9,10]. Land degradation can manifest as a long-term loss of productivity, reduction in palatable species, reduction of perennial species, increases in forbs and invasive species, and woody encroachment [2,3,9], leading to decreased sustainability of pastoralist livelihoods and a reduction in wildlife populations [11,12]. For example, pastoralist livelihoods in Kenya are threatened by the loss of grass and forb species, which are preferred by cattle and sheep, while woody species preferred by goats are increasing [9].

Broad-scale losses of valuable plant species and encroachment by woody species has reduced savanna condition and livestock productivity in many areas of Kenya [11,12]. Combating degradation and fragmentation of critical grazing resources through grazing management is currently difficult given a general lack of information on the spatial distribution of both beneficial and deleterious species. Understanding landscape-scale distributions of vegetation types, important species for grazing, and indicators of land degradation is valuable for the sustainable management of environmental and natural resources, as well as for conservation and ecological research [13,14]. Mapping of vegetation at large spatial scales has been facilitated by Earth observation (EO) satellite programs such as NASA’s Landsat program, which offers over 40 years of Earth surface data through imaging spectroscopy. Satellite imaging spectroscopy, the collection of images in multiple spectral bands simultaneously, provides a means of collecting data on the spectral reflectance characteristics of the Earth’s surface and atmosphere [15].

The combination of satellite imagery, machine learning (ML), and classification algorithms has enabled the development of techniques to accurately map a range of landscape characteristics. Classifiers use ML to separate the characteristics of specified classes, such as the spectral characteristics of vegetation types. The learned characteristics of classes can then be used to classify satellite images and thereby produce geographically referenced classification maps [15]. There are two main types of classifier, unsupervised and supervised classification algorithms (SCAs). Unsupervised classifiers separate data into a number of natural clusters defined by the analyst, whereas SCAs require training data, and the algorithm attempts to classify the data according to predefined training classes [16]. SCAs applied to remote sensing imagery needs to be able to classify large volumes of multidimensional data (each spectral band is a dimension) with relatively low volumes of training data, which is frequently imbalanced and noisy [17].

With advancements in the coverage, spatial resolution, and spectral resolution of remote sensing satellites and SCAs, mapping vegetation at the vegetation community or even species level has become feasible [18,19]. Two of the most commonly used SCAs in remote sensing studies are support vector machine (SVM) and random forest (RF) [18,20]. SVM is an attractive classifier for remote sensing studies because of its capacity for regularization with limited training data, and it therefore suffers less from over-fitting than many SCAs [21,22]. Random forest is highly versatile, computationally efficient, and frequently provides the most accurate classification results in model comparison studies using remote sensing imagery [19]. However, RF can suffer from over fitting and cannot be regularized in the way non-decision tree-based SCAs can, although over-fitting can be overcome through a process of pruning trees [19]. Some studies report RF to possess superior accuracy over SVM, while in other studies the opposite has been reported [18,23]. It is likely that sample size, class size equality,
In order to map plant species, the spectral characteristics (known as the spectral signature) of a species must vary more between than within species [28]. Distinct spectral signatures allow the separation of species by SCA and therefore the accurate classification of pixels. The chemical composition and structure of green plant species are often very similar, which results in species exhibiting similar spectral reflectance and scattering properties [29]. Consequently, to detect small differences in the spectral signatures of species, instruments with many contiguous bands at small bandwidths (<20 nm) tend to produce better classification accuracy [13]. The most important regions of the electromagnetic spectrum for distinguishing plant species are the near infra-red (NIR) and short-wave infrared (SWIR) regions [30–33].

One way to enhance the spectral differences between species is to utilize multiple images, taken across a growing season [22,33]. Studies have shown that, when using a single image to map plant species, an image that is taken at peak productivity often produces the most accurate results [20,30,33]. Recently there has been a surge of interest in the use of multiple images acquired across time (time series imagery) on the accuracy of mapping plant species [20,34]. Time series imagery has been used to increase the accuracy of plant species classification, albeit through only a limited number of studies [20,34]. This has been made possible by the spectral characteristics of plant species, which change with their phenological stage (i.e., greening up, flowering, seeding, etc.). Therefore, time series imagery facilitates class discrimination by SCA by exploiting the spectral variation associated with phenology. Studies using time series imagery often focus on species of similar physiognomy and thus do not consider how time series imagery may differently affect tree, shrub, and grass classification accuracy. It is reasonable to predict that the inclusion of imagery across seasons may enhance the classification accuracy of tree and shrub species, but not of grass species. Grasses tend to lose pigmentation rapidly after rains diminish, but woody vegetation such as trees and shrubs do not [35]. Therefore, distinguishing the spectral characteristics of some types of vegetation may be enhanced or diminished by the inclusion of dry season imagery depending on the vegetation type.

Hyperspectral satellite imagery has distinct advantages over multi-spectral imagery for mapping plant species. However, given the coverage, repeat acquisition, spatial resolution, and data availability afforded by recent multi-spectral missions such as Sentinel-2, understanding the accuracy with which multi-spectral imagery and SCA can be used to map important plant species is of great interest. The multi-spectral instrument (MSI) on board the twin Sentinel-2 satellites contains sensors for four narrow bands (<20 nm) at the red edge and NIR region, as well as other bands in the SWIR and visible region [36]. Sentinel-2 is also attractive because of its high revisit time (five days) and spatial resolution of 20 m in the NIR and SWIR bands [36].

Across many African savannas such as in southern Kenya, semi-arid savannas are transitioning in use from traditional pastoralist grazing systems to agro-pastoralism, which is often accompanied by land subdivision, increased sedentarization, and breakdowns in traditional natural resource management structures [37,38]. As these systems undergo rapid changes in their governance and management (and hence ecological structure), aiding local communities and governments in the monitoring of their resources enhances the capability of pastoral communities and wildlife managers to detect and respond to these changes. This study aims to capitalize on the freely available data provided by the Sentinel-2 mission to map several key grazing species and indicators of land degradation in an African savanna ecosystem.

2. Materials and Methods

2.1. Research Questions and Aims

- How does varying the number of images and the seasons of image acquisition affect the accuracy of classifications of plant species using satellite-derived multi-spectral imagery and SCA?
How do SVM and RF differ in their accuracy of classification in response to varying the number of images and the seasons of acquisition?

How does coverage of focal species and control classes vary in relation to the seasonal grazing areas of a semi-arid savanna?

2.2. Study Area

The study area consisted of two adjacent group ranches (communally owned landholdings) in southern Kenya, namely Olkiramatian and Shompole. The ranches were characteristic of semi-arid savanna, with erratic rainfall of 400–600 mm per annum (>33% variation in annual rainfall) [39]. Rainfall was distributed bi-modally, with one long rainy season from March to May and a short rainy season in November to December. Temperatures ranged from 18 °C at night to 45 °C during the day (SORALO, unpublished data). The Olkiramatian and Shompole group ranches were bordered by the Nguruman escarpment to the east and Lake Magadi to the west, and were bisected by the perennial Ewaso Nyiro River. Grazing in both group ranches was managed by a common grazing management system. The Ewaso Nyiro River forms the boundary between two distinct grazing management areas (Figure 1); the wet season grazing area, called the Livestock Zone; and the dry season grazing area, called the Grass Bank [40]. Much of the dry season grazing area has also acted as a community-owned wildlife conservancy since the early 2000s. The conservancy contains a full assemblage of large mammals, with the exception of black rhino (*Diceros bicornis*) [41].

![Figure 1. Map of the study area showing the livestock zone and grass bank grazing areas.](image-url)

The communities living in the group ranches were predominantly Loodokilani Maasai, who seasonally move their livestock and settlements between the livestock zone in the wet season and the grass bank in the dry season and during droughts [42], thereby exploiting grazing heterogeneity by
tracking the gradient of low-biomass high-quality foraging in the east to high-biomass low-quality grazing on the west [40]. Many herbivores including Grant’s gazelle (Nanger granti), impala (Aepyceros melampus), white-bearded wildebeest (Connochaetes taurinus) and zebra (Equus quagga) follow a similar seasonal grazing pattern [43]. The seasonal grazing behavior of wild herbivores is indicative of an ecologically sensible grazing management system and highlights the difference in grazing resources that are present in the seasonal grazing areas [40,43].

2.3. Field Data Collection

Ground reference data were collected by resource assessment field staff from the South Rift Association of Land Owners (SORALO). Ground reference data were collected between March and June 2019. Species (Table 1) were identified [44] and locations were presumed unchanged from the 2018 growing season, as species compositional turnover is unlikely during low rainfall [45]. Locations were identified where each of the focal vegetation species (except Ficus sur) was dominant (>80% coverage) and covered an area greater than 20 × 20 m (the coarsest spatial resolution of utilized spectral bands). GPS (Garmin eTrex 10) was used to plot the coordinates of the center of each plot. For all focal species, the target sample size was between 50 and 150 GPS points. In order to avoid constraining the classification to one of six classes, data for several control classes were also collected. For each of the control classes the target sample size was between 50 and 150 GPS points and control classes were divided into grass control (mixed grass species), mixed vegetation control (mixed species/vegetation type) and general control (bare earth/rock/sparse vegetation). The accuracy of the GPS points was assessed by collecting points in the same location several times within a time interval of 20 min. From this, average distance and standard deviation between points taken at the same location were calculated.

Data for fig trees were collected remotely using high resolution (<2 m) GEI from 2017 or later, with an overlaid Sentinel-2 scene. The overlaid S2 scene was used to avoid collecting data in areas where fig trees had been removed/died since GEI acquisition. The identification of areas of sufficiently large and dense fig coverage was verified by experts familiar with the landscape. Some grass control and mixed vegetation control data were also collected by GEI, using data from June 2018 pertaining to the species composition of distinct sampling points (SORALO unpublished data) [8].

| Species                  | Characteristics                                                                                                                                                                                                 |
|--------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| *Acacia* spp.            | A genus of trees adapted to arid and semi-arid environments. Known to have proliferated in the area over the last 50 years. Increased density of Acacia trees is an indicator of land degradation, resulting in reduced grazing quality. |
| *Cynodon plectostachyus* | A perennial grass identified by local pastoralists in group discussions as one of the top 10 most important grazing species in both wet and dry seasons due to its fast growth, high nutritional content and high biomass [8]. This species occurs at high density, but stands may also contain some other species at a low abundance. |
| *Ficus sur*              | These fig trees are large and occur in clusters with dense tree crowns that can be identified remotely with recent Google Earth imagery (GEI). Fig trees are thought to be declining in the area and provide foraging resources and habitat to several primate species, including the endangered black and white colobus monkey (Colobus guereza). |
| *Prosopis* *juliflora*, *pallida* and hybrids | An invasive shrub and a major threat to communal rangelands in East Africa through its capacity to out-compete native species [46]. Remains green long into the dry season due to an unusually deep taproot. |
| *Sorghum bicolor*        | Critically important high biomass perennial grazing resource that buffers herbivore populations through droughts. Occurs in discrete and dense patches.                                                                 |
| *Sporobolus cordofanus*  | Identified by local pastoralists in group discussions as one of the top 10 most important grazing species during the wet season. The species is annual and the most abundant grass in the region, dominating many grass plains [8]. |
2.4. Image Processing and Band Selection

Sentinel-2 images from across the wet season (March–May 2018) and dry season (June–October 2018) with less than 10% cloud cover were assessed for suitability. The selected images were downloaded and radiometrically corrected from level-1C (top of atmosphere product) to level-2A (bottom of atmosphere product) using the Sen2core processor version 02.05.05 [47].

Cloudy pixels were identified using the Fmask, which was originally developed for Landsat imagery [48]. The Fmask is considered an advancement on the level-1 and Sen2core cloud masks [49]. The Fmask also detects pixels covered by water, and consequently the Fmask was used to detect cloud and water for each image, with both masked from analysis.

Level-2A images containing the bands shown in Table 2 were stacked, and cloud and cloud shadow masks were applied using R version 3.5.3 [50] and the Raster package [51]. Thus, for each date of image acquisition a stack of nine masked rasters was constructed, and for time series image sets the stacks of nine rasters were combined.

Table 2. Sentinel-2 spectral bands utilized in this study [36]. Bands with 10-m resolution were resampled to 20-m resolution during Sen2cor processing to maintain spatial resolution consistency across bands.

| Band          | Central Wavelength (nm) | Band Width (nm) | Spatial Resolution (m) |
|---------------|-------------------------|-----------------|------------------------|
| Band 2—Blue   | 492.4                   | 66              | 10                     |
| Band 3—Green  | 559.8                   | 36              | 10                     |
| Band 4—Red    | 664.6                   | 31              | 10                     |
| Band 5—Red edge | 704.1                 | 15              | 20                     |
| Band 6—Red edge | 740.5                  | 15              | 20                     |
| Band 7—Red edge | 782.8                | 20              | 20                     |
| Band 8A Narrow NIR | 864.7           | 21              | 20                     |
| Band 11 SWIR  | 1613.7                  | 91              | 20                     |
| Band 12 SWIR  | 2202.4                  | 175             | 20                     |

2.5. Classification

RF and SVM algorithms were conducted in R and implemented with the caret package [52]. The caret package was chosen for its utility in model comparison using common syntax.

RF is an ensemble classifier consisting of decision trees; it classifies by bootstrap aggregation, which results in the production of different training subsets and a diversity of trees where each tree provides a classification result for the samples not chosen. Optimizing hyperparameters for RF using the randomForest package [53] and caret package syntax is relatively simple given that there are only two hyperparameters: (1) the number of decision trees, and (2) the number of random variables available at each node (mtry). Accuracy tends to increase with additional decision trees but plateaus after a point. A value of 500 is generally considered to be more than sufficient to reach this plateau when using small reference data with few classes (<10) and small sample sizes (<200) [54]. Optimizing the number of random variables is also relatively simple, with values ranging from 1 to the number of predictor variables (which in this case is the number of bands multiplied by the number of images used in the data set) [54].

The SVM algorithm classifies data by constructing a hyperplane in multi-dimensional feature space that maximally separates the training samples of different classes. SVM requires optimization of the hyperparameters cost (c) and kernel type (linear or radial) [55]. Studies investigating the effect of parameter optimization of SVM for application in remote sensing are contradictory [16]. Some studies report no significant improvement of accuracy with parameter optimization [36], while others report large improvements [16]. Of studies showing significant effects, choice of kernel (linear or radial) have had the largest effect on accuracy [20,57]. A such, we chose to produce SVM models with linear and radial kernels.

Optimization of hyperparameters was conducted using a manual grid containing combinations of values to test. Model accuracy statistics were obtained using 10 repetitions of the 3-fold cross-validation
method. The validation method works by division of the reference data set, where each data set has a corresponding set of held-out samples. For all combinations of hyperparameter values, the model was fit to each of the data subsets and the model was used to predict the held-out samples. Performance is estimated by aggregation of model validation results from the held-out samples [58]. These performance estimates can then be used to evaluate which hyperparameter values should be used to optimize classification. Only three folds were conducted due to the small number of samples per class; this method has been employed in similar studies with small reference data sets [20].

Three image sets were created on which RF, SVM linear kernel and SVM radial kernel classifications were conducted. The number of images included in each of the three predictor data sets is outlined below. Each image contains nine bands (Table 2).

- Wet Season Single Image—one image wet season
- Wet Season Time Series—two images wet season
- Multi-Season Time Series—two images wet season, three images dry season

Models with optimized hyperparameters were replicated 100 times to obtain mean and standard deviation values for model accuracy statistics. Models were trained using 70% of the samples from each class, samples were selected at random each time the model was run and predictors were scaled and centered prior to classification. Confusion matrices were produced for each of the replicates using the remaining 30% of samples in each class. Classification maps were produced by taking the most frequently occurring value at any one pixel from across the 100 classification model predictions. R code, reference data and other methodological details can be found in the link provided in the supplementary material.

3. Results

3.1. Reference Data

For the majority of classes, more than 50 samples were collected (Table 3). Few areas larger than $20 \times 20$ m and with high density were identified for Prosopis and Sorghum bicolor, which limited model training for these classes.

| Class                  | No. Samples |
|------------------------|-------------|
| **Acacia**             | 78          |
| *Cynodon plectostachyus* | 71          |
| *Ficus sur*            | 55          |
| General Control        | 64          |
| Grass Control          | 150         |
| Mixed Vegetation Control | 93         |
| *Prosopis*             | 45          |
| *Sorghum bicolor*      | 20          |
| *Sporobolus cordofanus*| 99          |

The assessment of GPS accuracy revealed that point accuracy varied by mean $= 5.343$ m and SD $= 0.467$ m. Consequently, values were only extracted from pixels containing the ground reference GPS point for model training. The point and associated pixel were assumed to correspond to the most accurate reflectance values of the class, regardless of the point’s position within the pixel area.

3.2. Image Selection

In total, five images were selected for inclusion in this study (Figure 2). Two images were obtained over the rainy season and three images over the dry season. All wet season images were obtained
from mid to late May because this was the only period where cloud coverage did not significantly obscure the study area. The three dry season images were collected with approximate equidistance from each other.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Timeline of image acquisition. The combination of images used for each of the three image sets is also shown.

### 3.3. Classifications

For the RF and svmLinear models, optimal values for mtry and Cost declined with increasing image sets. In contrast, optimized svmRadial values for both Cost and Sigma were stable across all image sets (Table 4).

| Model     | Image Set                      | Hyperparameter Values                                      |
|-----------|--------------------------------|------------------------------------------------------------|
| RF        | Wet season single image        | Number of trees = 500, mtry = 5                           |
| svmLinear | Wet season single image        | Cost = 15                                                  |
| svmRadial | Wet season single image        | Cost = 25, Sigma = 0.1                                     |
| RF        | Wet season time series         | Number of trees = 500, mtry = 4                           |
| svmLinear | Wet season time series         | Cost = 7                                                   |
| svmRadial | Wet season time series         | Cost = 25, Sigma = 0.1                                     |
| RF        | Multiple-season time series    | Number of trees = 500, mtry = 3                           |
| svmLinear | Multiple-season time series    | Cost = 2                                                   |
| svmRadial | Multiple-season time series    | Cost = 25, Sigma = 0.1                                     |

Models were assessed using overall accuracy (OA) and Kappa coefficients. The OA coefficient, expressed as a percentage, represents the probability that a pixel is correctly classified. The Kappa coefficient shows how much better the classifier is compared to expected its accuracy (i.e., random chance). Higher Kappa values represent more-accurate classifications [57]. Kappa coefficients are a more reliable estimate of model accuracy when class sample sizes vary widely [34]. The model with the greatest accuracy according to mean OA and Kappa coefficients was svmRadial, with the multiple-season time series image set (Figure 3), which marginally out-performed the svmLinear multiple-season time series image set in mean OA and Kappa coefficients (svmRadial mean OA = 0.8217, SD = 0.0118; mean Kappa = 0.7923, SD = 0.0135; svmLinear mean OA = 0.803, SD = 0.0135; mean Kappa = 0.7758, SD = 0.0117).
Figure 3. The effect of classifier and image sets on Overall Accuracy (OA) and Kappa coefficients. Distributions of accuracy coefficients were obtained from 100 replicates.

Confusion matrices were produced from the mean entries from 100 model replicates and normalized to show percentages to make classes directly comparable [59]. Normalizing confusion matrices is a common practice in assessing classification map accuracies, but tends to bias user accuracy (UA) and producer accuracy (PA) statistics if sample sizes vary considerably between classes (see Table 3 for class sample sizes). As a consequence of an unbalanced training data set, these statistics were not calculated, and the confusion matrices alone demonstrate class accuracy trends across classifiers and image sets (Figure 4) [60].
The two grazing areas contained similar proportions of *Acacia* and *Sporobolus cordofanus*, and the

| Classifier | Image Set | Wet Season Single Image | Wet-Season Time Series | Multiple-Season Time Series |
|------------|-----------|-------------------------|-------------------------|-----------------------------|
| RF         | svmLinear |                        |                         |                             |
|            | svmRadial |                        |                         |                             |
|            |            |                        |                         |                             |

**Figure 4.** Normalized confusion matrix values for all combinations of classifier and image set. Entries are the percentages of average cell counts from 100 model replicates. A low white to high red color scale was applied to facilitate interpretation.

Figures 5 and 6 show that the grass bank (dry season grazing area) and the livestock zone (wet season grazing areas) varied in the spatial distribution and proportional cover of the focal species and control classes. The grass bank was dominated by mixed vegetation types (trees, shrubs, grass/forbs) and contained large areas of the taller perennial grass *Cynodon plectostachyus* (Figures 5 and 6). Additionally, the grass bank contained the vast majority of the perennial *Sorghum bicolor* found in the study area (Figures 5 and 6). The livestock zone (wet season grazing area) contained large proportions of general control (bare earth and sparse vegetation), grass control (areas dominated by grass but not the focal grass species), mixed vegetation and the invasive shrub *Prosopis* (Figures 5 and 6). The two grazing areas contained similar proportions of *Acacia* and *Sporobolus cordofanus*, and the
majority of *S. cordofanus* was contained within a single continuous zone that spanned both grazing areas (Figures 5 and 6).

![Classification map for the most accurate model (svmRadial with a time series multiple season image set) showing the spatial distribution of classes across the seasonal grazing areas. The most frequent class assigned to a pixel from 100 classification replicates was used as the final mapped pixel value. Important regions of the study area for grazing and sustainability are highlighted by boxes 1 and 2, and white areas are those masked by cloud cover.](image1)

**Figure 5.** Classification map for the most accurate model (svmRadial with a time series multiple season image set) showing the spatial distribution of classes across the seasonal grazing areas. The most frequent class assigned to a pixel from 100 classification replicates was used as the final mapped pixel value. Important regions of the study area for grazing and sustainability are highlighted by boxes 1 and 2, and white areas are those masked by cloud cover.

![Mean pixel counts of each class as a percentage cover of the grass bank and livestock zone seasonal grazing areas. Values are calculated from 100 replicates of the svmRadial classifier with image sets of multiple-season time series. Standard deviation error bars are present but are visibly negligible.](image2)

**Figure 6.** Mean pixel counts of each class as a percentage cover of the grass bank and livestock zone seasonal grazing areas. Values are calculated from 100 replicates of the svmRadial classifier with image sets of multiple-season time series. Standard deviation error bars are present but are visibly negligible.
4. Discussion

4.1. Classifications

This study successfully demonstrates the utility of using multi-season time-series imagery for classifying focal species with high classification accuracy (OA = 0.8217, Kappa = 0.7923). Increasing the number of images and including dry season imagery results in more-accurate classification, regardless of classifier (mean increase in OA = 0.1641, Figure 3). These results indicate that open-access multi-spectral imagery (e.g., Sentinel-2 imagery) has the potential to discriminate between highly similar land cover types and produce accurate and class-rich classification maps. This is likely to be applicable to the production of classification maps across a range of biophysical land cover types that vary in their spectral signatures over time. Improving classification maps of Earth’s biophysical cover is key to data-driven environmental monitoring and natural resource management [61].

The svmRadial classifier with multi-season time-series image sets resulted in the highest OA and Kappa values, and RF consistently produced the lowest OA and Kappa values regardless of image set. The svmRadial and svmlinear classifiers generally produced similar results except with the wet season time series image set, where svmRadial under-performed compared to svmlinear (Figure 3). A large increase in accuracy was expected with the inclusion of multiple images acquired in the wet season; however, unexpected increases in accuracy of a similar size were found when using time series imagery with dry season images (single-image wet season mean OA for all models was >63; time series wet season mean OA for all models was >74; time series multiple season mean OA for all models was >79). These accuracies are comparable to studies using expensive airborne hyperspectral and high spatial resolution imagery to classify plant species and vegetation types [30,34,62–65]. The narrow bandwidth red edge bands (bands 5, 6 and 7) provided by the MSI on Sentinel-2 are comparable to bands found on hyperspectral instruments, which likely facilitated the spectral separation of plant species [66]. Time-series imagery from Sentinel-2 appears to change classification accuracy in ways comparable to the use of single images obtained from hyperspectral and high spatial resolution instruments.

Rapinel et al. (2019) [20] compared the accuracy of classifying grasses with RF, svmlinear and svmRadial using Sentinel-2 images taken at various dates across a year as well as using a time series image set containing all images from all dates (12 total). They found that the most accurate classification was obtained using time series imagery, and that svmlinear out-performed svmRadial and RF (marginally for svmRadial). The present study is generally in agreement with Rapinel et al. (2019) [20], and goes one step further to demonstrate that the inclusion of time series season imagery from within a season (the growth season) increases classification accuracy, although to a lesser extent than when classification is performed on time series imagery that includes images from across seasons (growth and dry seasons). Increasing image numbers in a time series image set is known to increase classification accuracy for plant species [34]. The time series data set used in Schuster et al., (2015) [34] were stacked from the first date of image acquisition onwards, increasing by one image for each image set, and accuracy plateaued after approximately four images. This means it was not possible to show the effect of season on accuracy, as accuracy had plateaued before the end of the growing season. One limitation of the current study is that further time series image sets with greater numbers of images are required to quantify the number of images at which accuracy plateaus. However, it is unlikely that the inclusion of further dry season images would result in an increase in accuracy of comparative size [34].

The confusion matrices show a complex relationship between image sets and accuracy. The majority of classes increased their accuracy with respect to increasing image numbers and with the inclusion of dry season imagery, regardless of classifier. *S. cordofanus* was an exception, with very high classification accuracy across all models and image sets (Figure 4). For all classifiers, the general control class (bare soil and/or sparse vegetation) had reduced accuracy of at least 6% with the multi-season time series image set compared with the wet season time series image set. The misclassification of grass control and general control for models containing dry season imagery (Figure 4) was expected, as areas turn
from grass-dominated to bare earth or sparse vegetation as the dry season progresses. This means that the two classes displayed similar dry season spectral characteristics.

Class accuracy order was generally preserved across all confusion matrices. *S. cordofanus* was consistently classified with the highest accuracy (maximum = 99%, minimum = 95%), and *Prosopis* was consistently classified with the lowest accuracy and was most commonly misclassified as *Acacia* (maximum = 71%, minimum = 28%, Figure 4). *Prosopis*, an invasive shrub, has a particularly deep taproot that allows the plant to remain unusually green into the dry season [67]. This characteristic was expected to result in high classification accuracy in models including dry season imagery, but the results are in clear contrast with this prediction (Figure 4). Misclassification of *Prosopis* is likely to have been a consequence of poor availability of ground reference sites, and a lack of large contiguous patches of *Prosopis*. The accuracy of woody and grass species did not differ in their response to the inclusion of dry season imagery in classifications (Figure 5). This finding is surprising because it indicates that the dry season spectral characteristics of grasses remain sufficiently distinct to enhance classification accuracy despite browning and consumption by herbivores, which occurs rapidly in the study area [40].

4.2. Classification Maps and Grazing

Classification maps demonstrate that the coverage and spatial distribution of classes in the grazing areas varied substantially, and therefore that the habitat and grazing opportunities that the areas provided differed (Figures 4 and 5). Such heterogeneity in species composition (and their functional traits) is an essential characteristic of landscapes that support a diverse assemblage of large herbivores [5,9,68]. Crucially, the large areas of grass control in the livestock zone (that are predominately but not exclusively dominated by annuals), coupled with large areas of *S. cordofanus*, are suitable for grazing in the wet season due to the low biomass but high nutritional content of these areas [8,40]. In Figure 5, two areas with distinct vegetation characteristics are highlighted. Area 1 contained most of the *S. bicolor* coverage in the study area and a high density of *C. plectostachyus*, a highly nutritious and high biomass grass (SORALO, unpublished data). Both grass species served to buffer grazing herbivores through dry seasons and drought, and their distributions were considerably restricted to the grass bank grazing area (Figure 5). Area 2 contained the Ewaso Nyiro Swamp, which is dominated by fig forest, mixed vegetation, and large patches of *Prosopis* (Figure 5). The swamp is generally grazed in the dry season, but is particularly important for grazing wildlife and livestock during droughts when the remaining buffer resources in area 1 are depleted by both livestock and wildlife. Grazing in the swamp is threatened by encroaching patches of the invasive *Prosopis* shrub, which excludes native vegetation (especially in areas of higher soil moisture), and therefore green late season forage such as that found in the swap. Maintaining livestock and wild herbivore access to grazing resources such as those in areas 1 and 2 is crucial to sustaining populations, pastoralist livelihoods and conservation efforts, particularly in light of increasingly prolonged and severe dry seasons [40,43,69].

4.3. Limitations

This study was limited by a lack of sufficiently cloud-free imagery available across the wet season and, as a result, was unable to investigate the relative importance of imagery obtained at the start and middle of the growing season. Earth observation satellites with more frequent revisit time (one to two days) but lower spatial resolution, such as imagery from the Moderate Resolution Imaging Spectroradiometer (MODIS) on NASA’s Terra and Aqua Satellites, have the potential to build cloud-free composites of the missing time frame [70]. However, the spatial resolution of MODIS (minimum spatial resolution = 250 m) is incompatible with the small, patchy nature of the focal species, and therefore pixel level reflectance values from MODIS imagery extracted at GPS training data points are unlikely to be representative of the training data class. Consequently, MODIS and other moderate resolution satellite imagery were not used to compensate for the lack of early growth season imagery.
from Sentinel-2. Another solution to the problem of cloud cover is to use imagery obtained from unmanned aerial vehicles (UAVs) or aircraft below cloud level. Sensors on these platforms have high spatial resolution but limited coverage. Imagery from these platforms can be used to produce classification maps of plant species, although accuracies depend on sensor characteristics [71]. For this study, a multi-platform approach was ruled out due to logistical and cost issues, and because of the difficulties in combining imagery from different platforms, sensors and time frames [72]. Further, the use of multi-spectral satellite imagery for mapping plant species was considered the priority research question. Despite issues with cloud cover, the classification accuracies obtained were sufficient to produce accurate maps of species distribution and demonstrate that just two relatively cloud-free images per growth season are sufficient to produce accurate maps (Figures 3 and 4).

5. Conclusions

This study highlighted the utility of multi-spectral satellite imagery for producing species-level maps at a landscape scale. It also illustrated the positive effect time series imagery can have on classification accuracy. In addition to image sets, accurate classification and mapping of species with Sentinel-2 appeared to depend on the species being mapped and the classifier. Our study area, and savannas across Africa, are changing significantly, and in many regions savannas are experiencing continual degradation and losses in productivity. The techniques used in this study provide an important methodological base for savanna assessment and monitoring across large scales at a low cost. Importantly, our method uses freely distributed imagery and software that can be integrated into existing data platforms for land managers and key decision makers [73].
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