The $\omega^3$ scaling of the vibrational density of states in quasi-2D nanoconfined solids
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The vibrational properties of crystalline bulk materials are well described by Debye theory, which successfully predicts the quadratic $\omega^2$ low-frequency scaling of the vibrational density of states. However, the analogous framework for nanoconfined materials with fewer degrees of freedom has been far less well explored. Using inelastic neutron scattering, we characterize the vibrational density of states of amorphous ice confined inside graphene oxide membranes and we observe a crossover from the Debye $\omega^2$ scaling to an anomalous $\omega^3$ behaviour upon reducing the confinement size $L$. Additionally, using molecular dynamics simulations, we confirm the experimental findings and prove that such a scaling appears in both crystalline and amorphous solids under slab-confinement. We theoretically demonstrate that this low-frequency $\omega^2$ law results from the geometric constraints on the momentum phase space induced by confinement along one spatial direction. Finally, we predict that the Debye scaling reappears at a characteristic frequency $\omega_\times = vL/2\pi$, with $v$ the speed of sound of the material, and we confirm this quantitative estimate with simulations.
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Describing the vibrational and thermodynamic properties of matter is one of the long-standing tasks of solid-state physics. In the case of crystalline bulk solids, the problem has been solved a long-time ago, in 1912, by Peter Debye with his celebrated model. Debye’s theory correctly predicts the quadratic $-\omega^2$ low-frequency scaling of the vibrational density of states (VDOS) of bulk solids and the corresponding $-T^3$ low-temperature scaling of their specific heat, in perfect agreement with many experimental observations.

The Debye model relies only on two fundamental assumptions: (I) the low-energy vibrational dynamics is governed by a set of propagating Goldstone modes, i.e. acoustic phonons, with linear dispersion relation $\omega = \nu k$ and (II) the phase space for the allowed wavevectors is given by a perfect spherical manifold of radius $k_D$, the Debye wavevector. The first assumption is notably violated in liquids in which the late-time (low energy) dynamics is dominated by diffusion, which induces a constant contribution to the density of states observed both in molecular dynamics simulations and in experiments. Additionally, in liquids, normal modes coexist at low energy with a large number of unstable instantaneous normal modes (INMs) which appear as negative eigenvalues of the Hessian or dynamical matrix and they reflect the presence of numerous saddle points in the highly anharmonic potential landscape. Consequently, even when the diffusive contribution is neglected, the density of states in liquids grows linearly with the frequency instead of quadratically as predicted by Debye theory. At the same time, the specific heat does not grow with temperature but rather decreases. Both these peculiar behaviours, which remarkably deviate from Debye’s theory, can be explained in terms of additional low energy degrees of freedom, the unstable INMs. In a nutshell, paraphrasing Stratt, the deviations from Debye’s theory in liquids are simply due to the fact that “liquids are not held together by springs,” and strong anharmonicities play a dominant role. The first assumption of Debye’s theory is also notably violated in glasses, which present additional quasi-localized modes and exhibit well-known anomalies in the vibrational and thermodynamic properties with respect to their ordered counterparts.

Despite the known examples of amorphous systems (liquids and glasses), whether the Debye model, and indeed even the continuum theory of elasticity, work in ordered solids under strong spatial confinement is largely unknown. As we will show, geometric confinement could indeed lead to a violation of the assumption (II) presented above and a deviation from the Debye scaling even in ordered solids, without the need of having additional low energy modes as in liquids or glasses.

Nanometer confinement is ubiquitous in the frontiers of biotechnology, electronic engineering, and material sciences to achieve unprecedented advantage, e.g. applications of graphene or graphene-based materials for electron conduction, seawater desalination and biosensing. Atomic vibrations in confined environments play a crucial role in a plethora of phenomena such as facilitating electron conduction in graphene-based electronic devices, enhancing proton delivery through the ion channel across the cell membrane and conducting energy via the power enzymatic motion of protein molecules. The effects of strong confinement have been investigated in nanoconfined liquids, where liquid-to-solid transitions have been found. More importantly, the role of confinement (specially in nanopores geometries with confinement along two spatial directions) in the VDOS of glasses have been discussed in several works with particular attention to the fate of the boson peak anomaly and to the effects on the glassy relaxation dynamics. In the case of hard confinement, when the dynamics of the confining matrix is slower than that of the confined material, an ubiquitous reduction of the low-frequency part of the VDOS below the boson peak frequency has been observed experimentally in polymers, metallic glasses, glass-forming liquid salol, molecular glass former dibutyl phthalate/ferrocene and liquid crystals. In the alternative scenario of soft confinement, the behavior is opposite and the weight is shifted towards lower frequencies upon confinement, as shown experimentally in propylene glycol, discotic liquid crystals. In the context of amorphous solids, the difference between soft and hard confinement and the importance of the boundary conditions have been established. As we will see, our findings are in qualitative agreement with those of ref. We refer the reader to ref. for a comprehensive review of the influence of spatial confinement on the dynamics of glass-forming systems. Finally, a crossover between 2D and 3D Debye law has been observed experimentally in gold nanostructures and more recently in MD simulations. Although the importance of reduced dimensionality to nanoscience has long been appreciated, most of the previous vibrational studies have focused on 0D or 1D confinement in nanopores and a qualitative deviation from Debye law at low frequency has never been observed. To the best of our knowledge, the effects of nano-confinement on the VDOS of solids confined in slab geometries have not been considered so far and they are indeed the topic of this manuscript.

In this work, we performed both inelastic neutron scattering and molecular dynamics simulations on quasi-2D nanoconfined crystalline and amorphous ice where the length scale of confinement can be well controlled between 7 Å and 20 Å. We found that the low-energy vibrational density of states of the confined solids exhibits a robust $-\omega^3$ power law, faster than the expected $-\omega^2$ Debye’s law (see Fig. 1 for a schematic comparison between the Debye’s result, the linear behavior in liquids and the case of confined solids considered in this work). We further show with a simple analytical model that the deviation from Debye’s law arises from the geometrical constraints on the available wavevector phase space, without any changes in the nature of the low-energy excitations, which are still well-described by propagating plane waves $\omega = vk$ as demonstrated by auxiliary molecular dynamics simulations. Finally, combining molecular dynamic simulations and theoretical arguments, we have been able to show that the crossover between the low-frequency $\omega^3$ scaling and the standard Debye law appears at a characteristic wavevector $k_T = 2\pi n/L$, with $L$ the size of the confined direction. Despite similar studies, claiming a low-energy suppression of the VDOS due to confinement, have been performed in nano-confined amorphous systems, this scaling and its theoretical foundations have been never mentioned nor discussed in the past.

Results
Experimental evidence. Using inelastic neutron scattering, we have measured the VDOS of water at 120 K (solid state) softly confined between graphene oxide membranes (GOM) with different levels of hydration. The detailed information on the sample preparation, the experimental methods and the data analysis are provided in the Methods.

As a reference, in Fig. 2a, we present the inelastic neutron scattering data of the bulk crystalline ice measured in this work and those for bulk high-density amorphous ice (HDA) and bulk low-density amorphous ice (LDA) ice taken from ref. At low frequency, approximately below 4 meV, we observe a leveling-off of the reduced density of states, $g(\omega)/\omega^2$, and a well-defined Debye level, in agreement with the standard Debye model expectation, $g(\omega) \sim \omega^2$. This is further supported by the VDOS of bulk crystalline and disordered ice samples derived from MD simulations (see next section). Hence, the Debye model is a valid description of the low-energy vibrational dynamics in bulk solids, as expected. In sharp contrast, in the sample with lowest
Fig. 1 The low-frequency vibrational density of states (VDOS) for three different kinds of systems. The low-frequency VDOS $g(\omega)$ for ordered crystalline solids with long-range order (a), liquids (b) and slab-confined solids (c). Ordered solids, at low frequency, display a characteristic $\omega^2$ scaling as predicted by Debye theory. Liquids, once the diffusive contribution is removed, shows a peculiar linear scaling due to the presence of unstable instantaneous normal modes. As demonstrated in this work, slab-confined solids, whether amorphous or ordered, exhibits a $\omega^3$ scaling which is visible both in experiments and simulations and it can be explained analytically by considering simple geometric constraints on the wavevector phase space of low-energy phonon modes.

Fig. 2 The $\omega^3$ scaling induced by the confinement of graphene oxide membrane (GOM). a The Debye normalized VDOS $g(\omega)/\omega^2$ for high density amorphous (HDA) ice, low density amorphous ice (LDA) obtained from ref. 48 and bulk crystalline ice measured in this work at 120K. The horizontal dashed lines indicate the Debye level for each sample. The curves have been manually shifted vertically for better presentation and the vertical axes has arbitrary units. b The experimental normalized VDOS $g(\omega)/\omega^2$ for the hydrated GOM sample at $h = 0.1$ g water/gram GOM. The dashed line indicates the low frequency $\sim \omega^3$ scaling due to confinement. The inset shows the original VDOS data in log-log scale. The y-axes are presented in arbitrary units. c The XRD data of GOM sample with different hydration levels. d The scanning electron microscope (SEM) image of the GOM sample which highlights the fuzzy boundaries of the graphene oxide membranes.
hydration level (0.1 g water per gram GOM), where the distance between the neighboring GOM layers is only 7 Å (Fig. 2c), the reduced density of states displays a neat low-frequency linear scaling, thus the original VDOS scales as \( g(\omega) \sim \omega^3 \) (Fig. 2b). The same feature is shown in logarithmic scale in the inset of Fig. 2b. This cubic regime appears robust in a large range of frequencies from \( \approx 1.6 \) meV to \( \approx 5 \) meV. Below 1.6 meV, the measurements are affected by the resolution function of the instrument (0.35 meV upwards to 1 meV or so ref. 49) and thus the corresponding data are not presented. In order to make sure that this anomalous \( \omega^3 \) scaling does not stem from the GOM structure itself, we measured the VDOS of the dry GOM without any water in between (shown in Fig. 3a). The resulting reduced VDOS, presented in Fig. 3a, slowly decreases with frequency and does not present any relevant features. Based on the dependence of the reduced VDOS on the frequency \( \omega \) and the absolute amplitude of the dry sample, one can deduce that the observed anomalous \( \omega^3 \) scaling in hydrated GOM must result from the nano-confined water. Further X-ray diffraction measurements reveal that the water confined in GOM at this hydration level is amorphously packed as no characteristic Bragg peak of the crystalline ice is present (see Fig. 3c). At such low temperature, the translational motion of water molecules is expected to be strongly suppressed in solids. Thus, we name these confined supercooled water molecules without translational freedom as quasi-2D confined amorphous ice.

To further explore this \( \omega^3 \) scaling found in the experimental data, we measured a series of samples with different levels of hydration. The results of the VDOS measurements on the various samples are shown in Fig. 3a, b. A lower hydration level corresponds to a smaller confinement size in the vertical \( z \) direction, where the inter-layer distance inside the membrane can be varied from 7 Å to a few nanometers when increasing \( h \) from 0.1 to 0.7. We have fitted the experimental data with a single power-law function using as the upper value for the fitting window the point at which the VDOS of the bulk ice sample deviates from the Debye law and the shoulder of the higher energy vibrational peak appears, \( \approx 4 \) meV. As shown in Fig. 3b–d, the power law of the low energy VDOS changes gradually from 3 to 2 by varying \( h \) from 0.1 to 0.7. Such an outcome can be rationalized using the following logic. When the hydration level is low, the water molecules are mostly confined between the GOM layers and form a disordered solid phase; increasing the hydration level \( h \), part of the water migrates away from being nano-confined between the layers to some large voids or even to the external surface of the GOM to form bulk crystalline ice, namely ice segregation\(^{50,51}\). This picture is supported by the small-angle X-ray scattering results (see Supplementary Fig. 1). As seen in Fig. 3 the evolution of VDOS for confined ice upon changing the confinement size. a The experimental VDOS normalized by \( \omega^2 \) vs. frequency for bulk ice (green), GOM sample at \( h = 0.7 \) (red), 0.4 (yellow), 0.1 (blue) and the dry GOM (gray), respectively. The horizontal dashed line guides the eyes towards the Debye level for the bulk sample. The diagonal dashed line guides the eye towards the \( g(\omega) \sim \omega^3 \) low frequency scaling. The blue data correspond to those reported in the panel (b) of Fig. 2. b The log-log scale plot of the original non-normalized VDOS corresponds to the data in panel (a). All datasets are fitted in the same energy interval (from 2.4 to 4 meV) and rescaled such that the first data points overlap for better comparison. c The X-ray diffraction data for samples at different hydration levels. d The fitting power of the low frequency VDOS data for different hydration levels (red). The dashed lines indicate the \( \omega^3 \) scaling and the standard quadratic Debye’s law. The DSC data showing the mass proportion of bulk ice for the corresponding hydration levels (blue).
Fig. 4 The molecular dynamics (MD) simulations performed at 120 K. a The snapshot of the structure of the bulk ice sample. For visual purposes, only a few layers are kept. The zoom emphasizes its hexagonal structure. b The snapshot of the structure of the bulk amorphous ice sample. Also here, only a few layers are kept. c The amorphous ice slab sample with size 180 Å and confinement length along the z direction 30 Å. Here, the original structure is kept. d The normalized VDOS in function of frequency obtained from the MD simulations for slab ice (blue), bulk crystalline ice (green), slab amorphous (red) and bulk amorphous ice (yellow). The horizontal dashed lines indicate the Debye level for the bulk systems. The diagonal dashed lines guide the eyes towards the $g(\omega) \sim \omega^3$ low-frequency scaling. The y-axes are presented in arbitrary units.

Before moving on, let us comment on another interesting outcome of the experimental analysis. The bulk sample at 120 K displays a sharp resonance peak in the reduced VDOS at $\approx 7$ meV (Fig. 3a). Despite the similarities with the boson peak anomaly in amorphous systems, most of the literature links its presence to a specific optical mode of the crystalline ice structure. By decreasing the level of hydration, and therefore increasing the strength of confinement, we observe a shift of this peak towards lower frequencies and a broadening of its linewidth. This observation suggests that the effects of confinement decrease the lifetime of this mode and renormalize the energy of the optical modes similarly to what disorder or anharmonicity would do. Indeed, one could argue that confinement is itself a source of anharmonicity. Interestingly, the observed redshift of the spectrum induced by the soft confinement is consistent with the results of ref. 42.

Universality of the phenomenon checked with MD simulations at 120 K. In order to confirm the universality of this power-law $\sim \omega^3$ for nano-confined solids and to prove that, as expected, it is not a peculiar property of the confined amorphous state, we perform all-atom molecular dynamics (MD) simulations on bulk ice, slab ice, supercooled water and slab supercooled water at 120 K, where the thickness of the slab along the z direction is fixed to 3 nm. Supercooled water at such low temperature could be considered as amorphous ice. The different structure between the hexagonal crystalline ice and the amorphous ice is highlighted in panels (a) and (b) of Fig. 4. The geometry of the slab sample is shown in panel (c) of Fig. 4. The details of the simulations can be found in the Methods and Supplementary Note. The results of the simulations are shown in Fig. 4d. Both the amorphous and crystalline ices in the bulk phase show a very clear leveling-off in the reduced density of states at low frequency, signaling the presence of a strong Debye scaling law, $g(\omega) \sim \omega^2$. The Debye level is reasonably lower in the crystalline sample as compared to the bulk amorphous case because of a much larger value of the speed of sound. In the slab (confined) samples (Methods and Supplementary Note), the VDOS from the simulations shows clear differences in the low-frequency regime as compared to the bulk sample: the Debye leveling-off is absent and a $\omega^3$ scaling shows up, consistently with the neutron scattering experimental findings. In summary, the analysis of the MD simulations data confirms the outcomes of the
experiments and it also provides additional evidence for the universality of the phenomenon which does attain to any confined solid regardless of the crystalline or amorphous structure.

**Theoretical explanation and crossover frequency.** We provide a concise analytic derivation of the \( \omega^3 \) scaling observed for nanoconfined solids both in the experimental data and MD simulations. Let us consider a three-dimensional system of linear size \( L \). If the system were confined by atomically smooth and infinitely rigid boundaries (which is not the case for our experimental setup, see Fig. 2d), hard-wall boundary conditions (BCs) would apply, implying a net zero displacement of the systems’ atoms/molecules near the boundary. In turn, the hard-wall BCs would lead to the usual “quantization” of the wavevector of the acoustic (elastic) waves that can propagate in the system: these are standing waves (eigenmodes of the wave equation) with \( k = n\pi/L \), with \( n \) being an integer (see Supplementary Note for more details).

In our system, however, the smooth hard-wall BCs do not apply because the confining boundaries are graphene oxide sheets, in which the basal plane is highly screwed and possesses different and spatially random-distributed oxide groups (hydroxyl, epoxies, and carboxylic groups) (see the scanning electron microscope (SEM) image in Fig. 2d). An additional proof of this fact is provided in Supplementary Fig. 4 using the MD simulations. A crucial consequence of the lack of hard-wall BCs is the fact that the minimum length of wavevector is not \( k = n\pi/L \) and that the wavevector is not discrete but continuous. We have verified this statement using the numerical simulations. There (Supplementary Fig. 4 and Supplementary Note), it is found that the minimum wavevector is \( \approx 1/7 \), indeed smaller than \( \pi/L \). No sign of the discreteness of the spectrum is observed either. Similar conclusions about the fundamental role of the boundary conditions in nano-confined systems have been reached in 35,42.

Going back to the main discussion, the number of states with wavenumber between \( k \) and \( k + dk \), i.e. in a spherical shell in \( k \)-space are given by

\[
dn = \frac{1}{V_k} 4\pi k^2 dk.
\]

where \( V_k = (2\pi)^3/L^3 \) is the \( k \)-state volume occupied by a single wavevector. Assuming a linear low-energy dispersion relation for the vibrational modes \( \omega = v k \), which as we will see persists even at high level of confinement (see Supplementary Fig. 4 and Supplementary Note), one finally obtains the density of states as

\[
g(\omega) = g(k) \frac{dk}{d\omega} = \frac{1}{V} \frac{dn}{dk} \frac{1}{d\omega} \sim \omega^2,
\]

where we omit the numerical prefactor since this is undetermined due to the non-smooth BCs (but importantly frequency independent). The \( \omega^2 \) scaling in Eq. (3) is the famous Debye’s result 1,3. Here, we have considered a single sound mode and we have neglected the existence of different polarizations as in realistic solids. Given the additive property of the density of states \( g(\omega) \), one can easily consider this by simply summing the contributions from the different polarizations as

\[
g(\omega) \approx \sum_p \omega^2
\]

where \( p \) is the index labelling the polarizations. Importantly, the Debye derivation relies on an integration over all directions in the solid angle, reflected in the factor \( 4\pi \) in the above Eq. (1).

Let us now turn to a different situation in which one of the three bulk dimensions is confined but the atoms are still free to vibrate along it. This corresponds exactly to the setup considered in the experimental and simulation parts discussed above. We follow closely the framework presented in 38, and we shall work without hard-wall BCs consistent with the discussion above. In particular, let us consider a geometry which is rotational invariant in the \((x,y)\) plane but in which the \( z \) direction is confined in a range \( z \in [0, L] \). We assume the size of the sample in the \((x,y)\) direction to be much larger than that in the \( z \) direction, \( L_z \ll L_x, L_y \). We use spherical coordinates, measuring the polar angle \( \theta \) from the vertical \( z \)-axis. A pictorial representation of the geometry considered is shown in the panel a of Fig. 5. At a fixed angle \( \theta \), the maximum wavelength allowed is \( \lambda_{\text{max}} = L/\cos \theta \) because of the vertical confinement. Going to momentum space, this translates into a minimum wavevector allowed given by \( 2\pi \cos \theta/L \). This implies that below a certain crossover momentum \( k_\ast = 2\pi/L \), the phase space is reduced by the effects of confinement. In particular, two spheres of radius \( \pi L \) centered at \((0,0,\pm n L)\) have to be excluded, as shown in panel b of Fig. 5. In the non-confined direction, i.e. for \( \theta = \pi/2 \), the macroscopic geometry does not provide any large-distance cutoff and the minimum value of \( k \) is simply zero (ignoring the cutoff imposed by the size of the sample). Importantly, this minimum condition does not arise from the hard-wall BCs but simply from the geometry of the slab sample. The absence of hard-wall BCs is fundamental in allowing wavevectors below \( k_\ast \). Also, the effects of confinement are relevant only for wavevectors below the crossover scale \( k_\ast \). At higher wavevectors, the phase space is not affected since no minimum value of angular dependence appears (see panel b of Fig. 5). This point will result important in the following.

As a result of this geometric constraint on \( k \)-space, below the crossover scale \( k_\ast \), the integration over the polar angles, which gave the \( 4\pi \) factor in Eq. (1), is now replaced by

\[
2 \int_{\cos^{-1}(k/L/2\pi)}^{\pi/2} \sin \theta d\theta \int_0^{2\pi} d\phi = 2L k
\]

where the complete integral in the \( \phi \) angle reflects the SO(2) rotational invariance in the \((x,y)\) plane. We note that the expression in Eq. (4) reduces to the standard Debye result when the wavevector approaches the crossover value \( k_\ast \). In particular, in that limit, the lower limit of integration tends to zero. Hence, we obtain that, below a certain threshold \( k = k_\ast \), the number of states with wavenumber in the range \( \in [k, k + dk] \) is given by

\[
dn \sim L k^3 dk.
\]

which clearly deviates from the Debye result. In Eq. (5), the numerical pre-factors have been neglected since they are not relevant for the present analysis. Following the same steps as before, one can deduce the VDOS at low frequency as

\[
g(\omega) \sim \omega^4
\]

which is our main result of this section.

Equation (6) predicts a fundamental deviation from the Debye \( \sim \omega^3 \) law which arises because of the geometric constraints on the momentum phase space induced by spatial confinement in real space. This analysis is in agreement with the experimental and simulations outcomes of the previous sections and it is able to explain with a simple argument the \( \omega^3 \) universal scaling in solid systems under slab-confinement. Importantly, the same results would not be obtained for geometries with confinement along two spatial directions (cylinder) or three spatial directions (sphere) where, at least at low frequency, Debye’s law is expected to work, as also confirmed in refs. 35,37-39,41,43.

Interestingly, our theoretical framework is also able to predict the crossover scale above which the Debye scaling re-appears. The latter is indeed given by \( k_\ast = 2\pi/L \), or alternatively, making use of the low-energy dispersion relation, by \( \omega_\ast \equiv 2\pi \nu/L \), with \( \nu \) the
characteristic sound speed of the material. Because of the simplicity of the theoretical model, the crossover appears as a sharp transition at which the density of states is continuous but its derivative is not. Obviously, in more realistic situations, we do expect the crossover to be continuous and smoothed out by various effects including thermal fluctuations. In order to test this prediction of the theory, we have performed additional molecular dynamics simulations by dialing the size of the confined direction $z$ from very large (corresponding to a bulk system) to very small (corresponding to a nano-confined quasi-2D system). The results are presented in panel c of Fig. 5 by using a Debye reduced

$$g(a)/\omega^2.$$ In the bulk sample (yellow markers), a clear Debye level-off is visible at low frequencies. By decreasing the size of the confined region $L$, we observe the appearance of a low-frequency $\omega^3$ scaling as reported in the previous sections both in experiments and simulations. Importantly, using the data from simulations we are able to track the frequency at which the scaling of the density of state changes from the cubic scaling to the more standard Debye one (indicated with a × in panel c of Fig. 5). We then plot the position of this crossover scale as a function of the inverse confinement length $2\pi/L$. The data show a clear linear behaviour which is consistent with

$$\omega_\times = v_{\text{fit}} \frac{2\pi}{L} \quad \text{with} \quad v_{\text{fit}} \approx 1500 \text{ m s}^{-1} \quad (7)$$

The fitted value for the sound velocity is in good quantitative agreement with the one extracted directly from the dispersion relation, $v_{TA} \approx 1300 \text{ m s}^{-1}$ within a 14% error (see the inset of Fig. 5d). Here, the reference sound velocity (inset of Fig. 5d) is the transverse mode. If one used the average speed of transverse and longitudinal modes, $3/v^3 = 2/\omega^3_{TA} + 1/\omega^3_{LA}$, with $v_{LA} \approx 3900 \text{ m s}^{-1}$, an even better agreement with the value derived from Eq. (7) will be obtained, as $v \approx 1480 \text{ m s}^{-1}$.

In summary, the results from simulations confirm our theoretical framework and also prove that, despite the simplicity of the model, even its quantitative predictions are accurate.

**Discussion**

In this work, we have reported the experimental observation of a low-frequency anomalous scaling in the vibrational density of states of nano-confined solids which violates the well-known Debye’s law for bulk solid systems. In particular, using inelastic neutron scattering experiments on amorphous ice at 120 K nano-confined inside graphene oxide membranes, we have observed a low-frequency $\omega^3$ scaling law which substitutes the quadratic behaviour expected from Debye theory at low frequencies. This interesting experimental finding has been further confirmed by all-atom molecular dynamics simulations on confined ice in both crystalline and amorphous phases. Moreover, using a simple geometric analytical argument, a generalized law for the vibrational density of states of systems confined along one spatial direction has been derived. The appearance of this scaling is a consequence of the restricted wavevector phase space due to the geometric constraints imposed by confinement, while the nature of the low-energy vibrational modes does not change. Our picture is compatible with the idea that strong confinement produces a depletion of the low-energy part of the VDOS spectrum observed in several amorphous systems confined in nanopores$^{38,39,41,42,46}$, where nevertheless Debye’s law is still obeyed at low frequencies.
Furthermore, our theory predicts that the Debye quadratic scaling re-appears above a characteristic frequency given by \( \omega_c = 2 \nu \), with \( \nu \) being the speed of sound of the material. Using extensive molecular dynamic simulations, we have been able to confirm this prediction proving that our simple theoretical framework is not only able to explain the \( \omega^2 \) scaling but it also provides a good quantitative estimate of its frequency window. Finally, we stress that the nature of this scaling is not linked to the appearance of additional low-energy quasi-localized modes typical of amorphous systems as in54 but it results from the geometric confinement on the phase space of acoustic phonons.

Our analysis provides a universal answer to the fundamental question of the vibrational properties of quasi-2D nanoconfined solids and it paves a new path towards the understanding and study of the mechanical properties of condensed matter systems under confinement55-61. A direct consequence of this \( \omega^2 \) scaling in VDOS is to shift the acoustic modes towards the higher energies. Thus, the phonon-assisted transportation of energy, electron or proton in various electronic devices and biological systems of nano-meter confinement will be inevitably carried out mostly by the high-energy short-wavelength phonon modes.

Many specific functional materials of nano-scale size are built to take advantage of these energy modes and the consequences of this new mechanism are left to be discovered. They may be significant to several fields including nanomechanical systems, transport phenomena at the nano-scale and nano-scale manipulation of biological systems.

Methods

Sample preparation. The GOM sample was synthesized using the modified Hummers’ method52. The GOM sample was first dehydrated by heating it from room temperature to 313 K and then annealed at this temperature for 12 h in a vacuum to the dry condition. The oxidation rate of the GOM sample is 28\%, which is determined by XPS. The dehydrated sample was sealed in a desiccator and vacuum to the dry condition. The oxidation rate of the GOM sample is 28\%, which is determined by XPS. The dehydrated sample was sealed in a desiccator and vacuum to the dry condition. The hydration levels were performed by the DSC1 (METTLER TOLEDO). The samples were determined by measuring the weight before and after the water adsorption.

Differential scanning calorimetry (DSC). Differential scanning calorimetry (DSC) was used to measure the ratio between bulk ice and confined amorphous ice in GOM sample at low temperature. The DSC results of GOM at different hydration levels were performed by the DSC1 (METTLER TOLEDO). The samples were first annealed at 293 K for 5 min, and then cooled down to 213 K at a cooling rate of 2 K/min to obtain the DSC data (see Supplementary Fig. 1). The DSC data were analyzed by the TA Trios software.

Powder X-ray diffraction (PXRD). The powder X-ray diffraction data for GOM at different hydration levels were collected using a Rigaku Mini Flex600 X-ray diffractometer, with a Cu Ka source (\( \lambda = 1.5406 \) Å) operated at 40 kV and 15 mA at a scan rate of 10°/min from 10° to 60°. The PXRD data were analyzed by MDI Jade software.

Small angle X-ray scattering (SAXS). SAXS characterizations were employed to monitor the interlayer distance evolution in GOM with temperature decreasing and ice freezing. The SAXS measurements were carried out at the BL16B1 beamline of the Shanghai Synchrotron Radiation Facility (SSRF). The wavelength of the X-ray was 1.24 Å. The SAXS patterns were collected by using a Pilatus 2M detector with a resolution of 1475 pixels × 1679 pixels and a pixel size of 172 µm × 172 µm. The data acquisition time for SAXS was set as 10 s for each frame. The sample-to-detector distances of the SAXS is 258 mm, respectively.

Scanning electron microscopy (SEM). SEM images were taken by a MIRA 3 FE-SEM with a 5 kV accelerating voltage.

Neutron scattering. The dynamic neutron scattering is described in terms of the intermediate scattering function, \( I(q,t) \), and the incoherent terms \( I_{coh}(q,t) \) and \( I_{inh}(q,t) \):
The VDOS is calculated by the Fourier transform of the oxygen velocity autocorrelation function:

$$C_v(\omega) = \sum_{\omega} C_v(t) \exp(-i\omega t)dt.$$  \hspace{1cm} (14)

The velocity autocorrelation function (VAF) is defined as

$$C_v(t) = \langle v(0) \cdot v(t) \rangle$$  \hspace{1cm} (15)

where \(v(0)\) are the oxygen velocities.

### Data availability

The datasets generated and analysed during the current study are available upon reasonable request by contacting the corresponding authors.
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