Electric current and heat production by a neutral carrier: an effect of the axion
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Abstract A general axion-electrodynamic formalism is presented on the phenomenological level when the environment is dielectric (permittivity and permeability assumed to be constants). Thereafter, a strong and uniform magnetic field is considered in the \( z \) direction, the field region having the form of a long material cylinder (which corresponds to the haloscope setup). If the axion amplitude depends on time only, the axions give rise to an oscillating electric current in the \( z \) direction. We estimate the magnitudes of the azimuthal magnetic fields and the accompanying Joule heating in the cylinder, taking the cylinder to have ordinary dissipative properties. We evaluate and calculate the electric current and the heat production separately, without using the effective approximation, both when there is a strong magnetic field and when there is a strong electric one, showing that with the magnetic field there is a heat production, while with the electric field there is not. The heat generation that we consider, is a nontrivial effect as it is generated by the electrically neutral axions, and has obvious consequences for axion thermodynamics. The heat production can moreover have an additional advantage, since the effect is accumulative and so grows with time. The boundary conditions (in a classical sense) are explained and the use of them in a quantum mechanical context is discussed. This point is nontrivial, accentuated in particular in connection with the Casimir effect. For comparison purposes, we present finally some results for heat dissipation taken from the theory of viscous cosmology.

1 Basics

One of the leading candidates for dark matter in the universe is the pseudoscalar axions, with amplitude \( a = a(x) \), where \( x \) means spacetime [1–3]. One believes that the axions are present everywhere, with very weak interaction with ordinary matter, and they are usually taken to move nonrelativistically, with velocities of order \( 10^{-3} c \). No strong indication is so far present regarding their masses, but the common assumption is that the masses lie within an interval of some decades of moderate \( \mu \text{eV}/c^2 \). The origin of the axions is connected with processes in the very early universe, around inflationary times. Their existence was proposed by Quinn and Peccei in 1977 [4–6], in connection with the strong charge-parity (CP) problem in quantum chromodynamics. In turn, the possible existence of these particles has given rise to the so-called axion electrodynamics, a few examples of which are listed in Refs. [7–21].

An important point is whether one is able to detect the axions experimentally, preferably under terrestrial conditions. It is usual to assume that they are spatially uniformly distributed, thus \( \nabla a = 0 \), but that they vary harmonically in time as \( e^{-i\omega_a t} \), with frequency \( \omega_a \). Choosing \( m_a c^2 = 10 \mu \text{eV} \) as a reasonable value for the mass, we have from \( \hbar \omega_a = m_a c^2 \) that \( \omega_a = 1.52 \times 10^{10} \text{ rad/s} \), thus a low value, in conformity with the picture of the axions as a classical oscillating field. In principle, an interesting idea is to search experimentally for resonances between the axions and the dielectric particles in a long plasma cylinder, in the presence of a strong magnetic field in the axial \( z \) direction. This is the so-called haloscope approach discussed at various places; cf., for instance, Refs. [7–9]. Typical values for resonance frequencies are expected to lie in the region around 100 GHz.

Axion electrodynamics contains many facets, and in the present paper we will be concerned with the oscillating electric current set up in the longitudinal \( z \) direction in a haloscope setup, and the accompanying Joule heating in the cylinder. We consider both the case when there is a strong magnetic field present, and when there is a strong electric field, with the result that only in the magnetic case will there be a heat production in the cylinder. It is notable that such a heat production is accumulative and so grows with time. The
electrodynamic boundary conditions, as taken from classical electrodynamics, are in these cases nontrivial, and the use of them in a quantum mechanical context is discussed. Actually, these issues are closely related to those appearing in connection with the Casimir effect.

Turn now to the mathematical formalism. The fundamental process is the interaction between a pseudoscalar axion and two photons [11]. The Lagrangian describing the electromagnetic field in interaction with the axion field, in the Heaviside-Lorentz system of units with $c = 1,$

$$\mathcal{L} = -\frac{1}{4} F_{\alpha \beta} H^{\alpha \beta} - \frac{1}{4} g_{\gamma \gamma} a(x) F_{\alpha \beta} \tilde{F}^{\alpha \beta}. \quad (1)$$

It is here necessary to include dielectric properties of the surrounding medium. In its rest frame, we will write the constitutive relations as $D = \varepsilon E,$ $B = \mu H,$ with $E$ the electric field and $H$ the magnetic field; $D$ is the electric induction and $B$ is the magnetic flux density. The material constants are the permittivity $\varepsilon$ and the permeability $\mu.$ As is known, there are two field tensors, the basic tensor $F_{\alpha \beta}$ and the dielectric response tensor $H_{\alpha \beta},$ where $\alpha$ and $\beta$ run from 0 to 3. We will use the metric convention $g_{00} = -1.$ The second term in Eq. (1) should be a total derivative (topological invariant) when the axion $a = \text{const},$ what is obviously true for $F_{\alpha \beta}$ as second factor but not the case with $H_{\alpha \beta},$ for instance.

We give the explicit expressions for the basic field tensor, and the dual of the response tensor, in our notation,

$$F_{\alpha \beta} = \begin{pmatrix} 0 & -E_x & -E_y & -E_z \\ E_x & 0 & B_z & -B_y \\ E_y & -B_z & 0 & B_x \\ E_z & B_y & -B_x & 0 \end{pmatrix}, \quad (2)$$

$$H^{\alpha \beta} = \begin{pmatrix} 0 & -D_x & -D_y & -D_z \\ D_x & 0 & -H_z & H_y \\ D_y & H_z & 0 & H_z \\ D_z & -H_y & H_x & 0 \end{pmatrix}. \quad (3)$$

The definition of the dual tensor is $\tilde{F}^{\alpha \beta} = \frac{i}{2} \epsilon^{\alpha \beta \gamma \delta} F_{\gamma \delta},$ with $\epsilon^{0123} = 1.$ The following relations are useful,

$$F_{\alpha \beta} H^{\alpha \beta} = 2 (H \cdot B - E \cdot D), \quad F_{\alpha \beta} \tilde{F}^{\alpha \beta} = -4 E \cdot B. \quad (4)$$

In Eq. (1), $g_{\gamma \gamma}$ is a combined axion-two-photon coupling constant defined as

$$g_{\gamma \gamma} = g_y \frac{\alpha}{\pi f_a}, \quad (5)$$

where $g_y$ is another model-dependent constant of order unity. For definiteness, we will adopt the value $g_y = 0.36$ which follows from the so-called DFS model [22]. Further, $\alpha$ is the fine structure constant, and $f_a$ is the axion decay constant whose value is only insufficiently known. One often assumes $f_a \sim 10^{12} \text{GeV}$ although it is possible that the value is much lower, around $10^9 \text{GeV}.$

We can now write the interaction Lagrangian in the form

$$\mathcal{L}_{\gamma \gamma} = g_{\gamma \gamma} a(x) E \cdot B. \quad (6)$$

Based upon the total Lagrangian (1), the equations of motion equations become

$$\nabla \cdot D = \rho - g_{\gamma \gamma} B \cdot \nabla a, \quad (7)$$

$$\nabla \times H = J + \dot{a} B + g_{\gamma \gamma} \nabla a \times E, \quad (8)$$

$$\nabla \cdot B = 0, \quad (9)$$

$$\nabla \times E = -\dot{B}. \quad (10)$$

Here $(\rho, J)$ are the usual electromagnetic charge and current densities. The dot means time derivative. These equations are in agreement with, for example, Eqs. (2.9) in Ref. [12].

The above equations can be rewritten as

$$\nabla^2 E - \varepsilon \mu \ddot{E} = \nabla (\nabla \cdot E) + \mu \dot{J}, \quad (11)$$

$$\nabla^2 H - \varepsilon \mu \ddot{H} = \nabla \times J - g_{\gamma \gamma} \nabla \times [\dot{a} B + \nabla a \times E]. \quad (12)$$

and further simplifications are achieved if we omit second order derivatives of the axion, that means time derivatives $\dot{a},$ space derivatives $\partial_i \partial_j a,$ as well as the mixed $\partial_i \dot{a}$ (this has to be checked in the actual situation considered). We then obtain as field equations

$$\nabla^2 E - \varepsilon \mu \ddot{E} = \nabla (\nabla \cdot E) + \mu \dot{J},$$

$$\nabla^2 H - \varepsilon \mu \ddot{H} = \nabla \times J - g_{\gamma \gamma} \nabla \times [\dot{a} B + \nabla a \times E]. \quad (13)$$

One may here note, using Eq. (7), that

$$\nabla (\nabla \cdot E) = \frac{1}{\varepsilon} \nabla [\rho - g_{\gamma \gamma} B \cdot \nabla a]. \quad (15)$$

2 Axion-generated oscillating magnetic fields. Joule heating

In this section we will by means of simple arguments consider Joule heating problems, both under terrestrial conditions and under astrophysical ones.

2.1 Terrestrial considerations

Assume that there is strong, static and uniform magnetic field $B_0$ of order $10^9 \text{T},$ directed along the $z$ axis. Take the field region to be a cylinder with radius $R,$ and assume for simplicity the cylinder length to be infinite. We will estimate the magnitudes of field strengths, and Joule heating. In accordance with common assumptions we assume, as mentioned, the axions to be present everywhere, depending on time only.
Some recent references to axion electrodynamics were given above. Moreover, we mention the original and interesting work of Caldwell et al. [23] by introducing a dielectric haloscope in the form of dielectric disks placed in a magnetic field; the new strategy by Lawson et al. [8] consisting in use of a tunable cryogenic plasma; and the idea of Kim et al. [24] involving an effective approximation in Maxwell’s equations. The last-mentioned authors calculated the difference between the electric and magnetic stored energies in the cavity, instead of each of these energies separately.

As mentioned above, we write the time dependence of the axion as \( a(t) = a_0 e^{-i \omega_0 t} \) with \( a_0 \) a constant, and as the axion velocity is so small \((10^{-3})\), its frequency can be put equal to the mass, \( \omega_0 = m_a \). A value of \( m_a = 10 \mu \text{eV} \) seems to be a reasonable choice, given the present uncertainties, so that the axion becomes pictured as a classical field object.

How big is the amplitude \( a_0 \)? We may express \( a(t) \) in terms of the angle \( \theta(t) \) characterizing the QCD vacuum state,

\[
a(t) = f_\theta(\theta(t)), \tag{16}
\]

so that the axion field becomes real, \( a(t) = a_0 \cos \omega_0 t \), and similarly \( \theta(t) = \theta_0 \cos \omega_0 t \). For the amplitude we thus have \( a_0 = f_\theta(\theta_0) \). The axion current density in the z direction becomes (we omit the permeability, which is of order one, \( \mu_a \)) involving an effective approximation in Maxwell’s work of Caldwell et al. [23] by introducing a dielectric halo above. Moreover, we mention the original and interesting references to axion electrodynamics were given above quasi-static conditions [27]. They apply when the frequency of the field is small compared to the inverse mean free time for the microscopic conductivity mechanism and implies, as the polarization current density is neglected, that intricate boundary condition problems noted in Ref. [24] are avoided. In cylindrical coordinates, on the outside, we then get

\[
B_\theta(r > R) = \frac{\mu_0 I_0}{2\pi r} \sin \omega_0 t
\]

\[
= -\frac{6}{r} \times 10^{-2} \times \theta_0 \sin \omega_0 t. \tag{21}
\]

This is very small. Taking \( \theta_0 \sim 10^{-19} \), as mentioned above, we get for the amplitude at \( r = R \)

\[
B_\theta (r = R) \sim 10^{-19} \text{ T}. \tag{22}
\]

SQUID magnetometers are able to measure magnetic fields down to the \( 10^{-15} \text{ T} \) region. Thus, in order to be able to measure the oscillating azimuthal magnetic field by this simple method, \( \theta_0 \) has to be much larger than \( 10^{-19} \).

Let us consider the boundary conditions at \( r = R \) more closely. They are adopted from classical electrodynamics, implying continuity conditions for the tangential components of \( \mathbf{E} \) and \( \mathbf{H} \) at \( r = R \). This appears nonproblematic in the present case, as we can easily calculate the azimuthal magnetic field in the interior,

\[
B_\theta(r < R) = \frac{\mu_0 I_0 r}{2\pi R^2} \sin \omega_0 t, \tag{23}
\]

and so check by comparison with Eq. (21) that \( B_\theta \) is continuous at \( r = R \). However in a general context the boundary problem is more delicate, as one is usually applying a classical quantity such as permittivity in a quantum field theory. The boundary conditions thus get a hybrid character. The issue becomes accentuated in connection with the Casimir effect. A striking example is shown in the Casimir theory of a dielectric ball [28]. The Casimir pressure on the surface is calculated using the radial component of the Maxwell stress tensor, in which case the separation distance between two neighboring spacetime points \( x \) and \( x' \) occurs. In order to handle the formal divergence in the limit \( x \to x' \), one introduces a time splitting such that the difference \( \tau = t - t' \) is small but finite. The important point is that if this cutoff term is kept in the final expression for the pressure, it corresponds to a physical property, namely surface tension. In this way the mathematical trick of time splitting is related to microscopic physics. Actually, if one inserts data for surface tension for usual fluids such as water, it turns out that the distance \( \tau c \) travelled by light during the time interval \( \tau \) is of the same order of magnitude as atomic dimensions,

\[
\tau c \sim 0.1 \text{ nm}. \tag{24}
\]
These considerations indicate that there is a link between quantum field theory and microscopic statistical mechanics, caused by the use of the classical permittivity concept in the boundary conditions in QFT. A more detailed discussion on this issue is given in Ref. [29].

Joule heating. Turn now to the low axion-generated generation of heat. It is natural to construct a “cylindrical-like” object such that its oscillation frequencies are low, in order to match \( \omega_0 \). This is, as mentioned, the haloscope approach. There exists extensive theoretical and experimental works in this direction [7–9,23,24]. Here, we will present only the main idea.

The heat \( Q \) produced per unit length is
\[
Q = \sigma E^2 \pi R^2 = \frac{I_0^2}{\sigma \pi R^2} \sin^2 \omega_0 t. \tag{25}
\]

With \( I_0 = -3 \times 10^5 \theta_0 \) from Eq. (20) we obtain, by choosing \( R = 10 \) cm and \( \sigma = 10^4 \text{ S/m} \) (a typical value for semiconductors), that \( Q \approx 2 \times 10^8 \theta_0^2 \sin^2 \omega_0 t \), with dimension \([Q] = \text{W/m} \). With \( \theta_0 = 10^{-19} \), this value corresponds to a dissipation per unit volume \( q \) equal to
\[
q = \frac{Q}{\pi R^2} \sim 10^{-28} \sin^2 \omega_0 t. \tag{26}
\]

The existence of this dissipation, although small, raises questions of fundamental interest. First, the theory predicts there to be an electric current, produced by neutral particles [30]. Moreover, from a thermodynamic viewpoint one may ask: what is the source generating the heat? It cannot be the field \( B_0 \), because a static magnetic field does not convey heat. So, the energy source must necessarily be the axions themselves. This brings up the question about thermal equilibrium. If the axions are in a state of thermodynamic decay, and have existed for a long time, there should have been several possibilities for them to have disappeared by now. Thermodynamic aspects of the axion physics seem not to be yet well settled. It is likely that this behavior is related to our neglect of backreaction.

2.2 Astrophysical considerations

For comparison purposes, since axions are assumed to be present everywhere, it becomes natural to look at astrophysical objects. In particular, magnetars are known to have strong magnetic fields, in the range of \( 10^8 \) to\( 10^{11} \text{ T} \) (tesla). Let us for definiteness take \( B_0 = 10^{10} \text{ T} \) on the surface of a neutron star of 1.5 sun masses with typical radius \( R = 12 \text{ km} \). Its volume is \( V = (4\pi/3)R^3 = 7.2 \times 10^{12} \text{ m}^3 \). Assume as a rough model that the star has the form of a cubic box with the same volume \( V \), acted upon by this strong field \( B_0 \) directed in the \( z \) direction. An oscillating electric current will occur in the \( z \) direction. Inserting \( B_0 = 10^{10} \text{ T} \) in Eq. (19) we obtain for the current density in the present case \( j(t) = 1.7 \times 10^{14} \times \theta_0 \sin \omega_0 t \). In order to calculate the local dissipation of heat, \( J^2(t)/\sigma \), we need the electrical conductivity \( \sigma \) in a neutron star. This value is very high; from Ref. [31] we quote \( \sigma = 1.7 \times 10^{18} \text{ S/m} \). Then \( J^2(t)/\sigma = 1.7 \times 10^{10} \times \bar{\theta}_0^2 \sin^2 \omega_0 t \), with dimension \( \text{W/m}^3 \).

The rate of heat produced in our 'pulsar' is found by multiplying with \( V \). Moreover, as the number of pulsars observed in our galaxy is about \( N = 2000 \), we find for the total pulsar-generated dissipation, \( Q_{\text{pulsars}} = (J^2(t)/\sigma) V N \). Considering our galaxy as a disk with radius \( 10^{21} \text{ m} \) and thickness \( 10^{19} \text{ m} \), thus with volume \( 3 \times 10^{61} \text{ m}^3 \), we can calculate the mean dissipation \( q_{\text{pulsars}} \) per unit volume,
\[
q_{\text{pulsars}} = 4 \times 10^{-36} \times \bar{\theta}_0^2, \tag{27}
\]

with dimension \( \text{W/m}^3 \). This expression is seen to be much smaller than the expression (26) obtained under extremal terrestrial conditions.

As a second example taken from astrophysics we will consider viscous cosmology. This variant of cosmological theory implies introduction of viscous terms in the fluid’s energy-momentum tensor \( T^{\mu \nu} \) (though bulk viscosity \( \xi \) only, in view of isotropic symmetry). We will assume a one-component cosmic fluid, with energy density \( \rho \). Its development is governed by the Friedmann equations, although in our context it is sufficient to consider the energy-conservation equation only,
\[
\dot{\rho} = -3H(\rho + p) + 9\xi H^2, \tag{28}
\]

where \( \xi \) denotes the bulk viscosity (spatial curvature \( k = 0 \) is assumed), and \( H \) is the Hubble parameter. From this equation it follows that the viscous dissipation comes from the last term to the right. Calling this term \( q_{\text{viscous}} \), we have
\[
q_{\text{viscous}} = 9\xi H^2. \tag{29}
\]

By comparing measured values of \( H(z) \) as function of the redshift \( z \) with theoretical predictions for different input values for \( \xi \), it follows that best agreement is obtained when \( \xi \) is nonvanishing. Cf., for instance, Ref. [32] for a study in this direction. For definiteness we adopt here the following value for \( \xi = \xi_0 \) at present time \([33,34]\),
\[
\xi_0 = 10^5 \text{ Pa s}. \tag{30}
\]

Taking the present-time value of the Hubble parameter to be \( H_0 = 67.74 \text{ km}^{-1}\text{Mpc}^{-1} = 2.20 \times 10^{-18} \text{ s}^{-1} \) we get

\[
q_{\text{viscous}} = 9\xi_0 H_0^2 = 4.3 \times 10^{-30}, \tag{31}
\]

with dimension \( \text{W/m}^3 \). This is a phenomenological quantity derived from experiments, thus independent of any assumption about \( \theta_0 \). Its value is actually not far off the result (26) for extremal terrestrial conditions when \( \theta_0 \sim 10^{-19} \). As mentioned, the important property of Eq. (31) is that it relies upon the Friedmann equations only, and is thus independent of any
assumption about the phase $\theta$ of the axion. Again, this may be related to our neglect of backreaction.

3 Discussion

1. It ought to be emphasized that we have considered axion electrodynamics at the perturbative level; the axion field has been taken to be not a dynamical field. The latter option would imply to consider the detailed motion of the axions, about which no information is available. That would make any estimate on the production of heat with a quantitative value for it, impossible. The point is that what is known is only the average density of axions in the space. At the same time, using an average density of axions, this is equivalent to consider the axion field to have no dependence on time or coordinates in the whole long cylinder. In addition, if one would like to take into account the backreaction of axions, that would take us to the higher orders of perturbation and disable us to make any numerical estimate for the generated heat, as well as for the majority of other effects in physics too.

2. An experimental detection of the axion particles is evidently a demanding task. As mentioned, the haloscope approach may be a feasible method [7–9,23,24], although one must then be able to lower the resonance frequencies $\omega_0$ in a dielectric cylinder so much that there occurs approximate coincidence with the axion frequency $\omega_a \approx 10^{10} \text{ rad/s}$. There are various ways of doing this [23,24]. For instance, in Ref. [23] a special variant of a dielectric haloscope was proposed, aiming to detect axions in the high-mass range $40 – 400 \text{ \mu eV}$. A stack of a large number $N$ of parallel plates ($N \sim 80$) was assumed to be situated parallel to a parallel mirror. This setup implied advantages from a large transverse area, and also from the possibility of making both broadband and narrow-band tests. The axion-induced effects, in general, are very small, as elaborated on in Sec. II where we provided some numerical estimates. The main point is the generation of heat from axion particles being electrically neutral. Our calculation did not make use of the effective approximation, an essential simplifying factor here being our restriction to low (quasi-static) frequencies, whereby the general boundary condition problem is avoided. A noteworthy characteristic property of the heat production is that it accumulates with time.

3. When dealing with the boundary conditions in Sec. II.A we assumed the quasi-static conditions, which are applicable when the field frequency is much less than the inverse microscopic free time. Thereby these conditions become simplified. In general, however, if the usual boundary conditions for dielectric surfaces are simply carried over in a QFT context, delicate issues occur which are not well solved at present (the Casimir effect is a striking example). We discussed also this point briefly, in the same section.

4. Another novel element in our analysis was the comparison with heat generation in cosmological theory, Sec. II.B. We made here use of the bulk viscosity only, which is an assumption compatible with spatial isotropy of the cosmic fluid. The value $\zeta_0 = 10^5 \text{ Pa s}$ that we made use of, appears to conform fairly well with cosmological observations.

5. From Maxwell’s equation (7)–(10) it follows that even by taking a time dependent axion within the entire cylinder, $a = a(t)$, still there is no coupling between axions and the electric field at all. Thus the electric and the magnetic fields behave differently. As a result, no heat production will take place. On a basic level, this breaking of electromagnetic duality is related to the lack of magnetic charges in Maxwell’s equations.

6. Finally, we may consider again the following question: where does the produced heat come from? Recalling the discussion on this point at the end of Sec. II.B, we may summarize and extend: The strong magnetic field $B_0$ can not produce heat. Therefore, the probable source for the heat generation is the axion fluid itself. In turn, this raises however the natural follow-up question: why have not the axions, which have existed for a long time in the universe, already transferred away all excess heat? This is a delicate problem that reduces in the end to basic thermodynamics, and is in our opinion not solved so far. Most likely, this kind of behavior is related to our perturbative description of the axion field. Comparison with the cosmological viscous approach is here helpful. We calculated the heat generation using the classical viscosity concepts, thus without any bearing on the axion field at all. The use of the two viscosity coefficients (shear, and bulk) in viscous fluid dynamics means effectively that one is working to the first order in deviations from thermal equilibrium. The assumption about spatial isotropy in the universe means that only the bulk viscosity remains actual. So, it is clear that the physical reason for cosmological produced heat can be attributed to fundamental thermodynamics with a bulk viscosity present. It is intriguing to wonder if not the same physical property lies at the bottom of the heat generation from axions also, thus within the realm of quantum mechanics.

Acknowledgements We are deeply grateful to Kimball A. Milton and Yuri N. Obukhov for several valuable remarks and suggestions on the manuscript.

Data Availability Statement This manuscript has no associated data or the data will not be deposited. [Authors’ comment: No data contained in this work.]
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Funded by SCOAP3.

References

1. J. Preskill, M.B. Wise, F. Wilczek, Phys. Lett. B 120, 127 (1983)
2. L.F. Abbott, P. Sikivie, Phys. Lett. B 120, 133 (1983)
3. M. Dine, W. Fischler, Phys. Lett. B 120, 137 (1983)
4. R. Peccei, H.R. Quinn, Phys. Rev. Lett. 38, 1440 (1977)
5. R.D. Peccei, R. Helen, Quinn, Phys. Rev. D16, 1791 (1977)
6. S. Weinberg, Phys. Rev. Lett. 40, 223–226 (1978)
7. P. Sikivie, N. Sullivan, D.B. Tanner, Phys. Rev. Lett. 112, 131301 (2014)
8. M. Lawson, A.J. Millar, M. Pancaldi, E. Vitagliano, F. Wilczek, Phys. Rev. Lett. 123, 141802 (2019)
9. S.J. Asztalos et al., Phys. Rev. D 69, 011101(R) (2004)
10. P. Sikivie, Rev. Mod. Phys. 93, 15004 (2021). arXiv:2003.02206 [hep-ph]
11. J.I. McDonald, L.B. Ventura, Phys. Rev. D 101, 123503 (2020). arXiv:2008.12923 [hep-ph]
12. A.J. Millar, G.G. Raffelt, J. Redondo, F.D. Steffen, J. Cosmol. Astropart. Phys. 2017, 061 (2017). arXiv:1612.07057
13. M. Chaichian, I. Brevik, M. Oksanen, Talk given at the 40th Int. Conf. on High Energy Phys. - ICHEP2020 (July 28–August 6, 2020). arXiv:2101.05758 [astro-ph.HE]
14. P.A. Zyla et al. (Particle Data Group), Prog. Theor. Exp. Phys. 2020, 083C01 (2020)
15. A. Arza, T. Schwetz, E. Todarello, arXiv:2004.01669v2 [hep-ph]
16. P. Carena, A. Mirizzi, G. Sigl, Phys. Rev. D 101, 103016 (2020)
17. M. Leroy, M. Chianese, T.D.P. Edwards, C. Weniger, Phys. Rev. D 101, 123003 (2020)
18. I. Brevik, M. Chaichian, M. Oksanen, Eur. Phys. J. C 81, 926 (2021). arXiv:2101.00954 [astro-ph.HE]
19. Z. Qiu, G. Cao, H.G. Huang, Phys. Rev. D 95, 036002 (2017)
20. K. Fukushima, S. Imaki, Z. Qiu, Phys. Rev. D 100, 045013 (2019)
21. I. Brevik, Universe 7, 133 (2021)
22. M. Dine, W. Fischler, M. Srednicki, Phys. Lett. B 104, 199 (1981)
23. A. Caldwell et al., Phys. Rev. Lett. 118, 091801 (2017)
24. Y. Kim et al., Phys. Dark Universe 26, 100362 (2019)
25. P.G. Harris et al., Phys. Rev. Lett. 82, 204 (1999)
26. P.W. Graham, S. Rajendran, Phys. Rev. D 84, 055013 (2011)
27. L.D. Landau, E.M. Lifshitz, Electrodynamics of Continuous Media, 2nd edn. (Pergamon Press, Oxford, 1984)
28. K.A. Milton, Ann. Phys. (NY) 27, 49 (1980)
29. J.S. Høye, I. Brevik, Phys. Rev. A 95, 052127 (2017)
30. In a sense this is reminiscent of the concept of “charge without charge”, introduced by John A. Wheeler in connection with quantum geometrodynamics [J.A. Wheeler, Ann. Phys. (NY) 2, 604 (1957), Geometrodynamics, Academic Press, New York, 1963]. In the present case, one could interpret the effect as if the axion in an external magnetic field behaves as a “particle with electric dipole moment”. This is due to the form of the axion’s electromagnetic coupling. However, a dual interpretation, namely as a “particle with magnetic dipole moment”, when the axion is in an external electric field, can not be used since the Maxwell equations do not have the symmetry with respect to the interchange $H \leftrightarrow E$ (see a further discussion in Sec. III)
31. G. Baym, C. Pethick, D. Pines, Nature 224, 674 (1969)
32. J. Wang, X. Meng, Mod. Phys. Lett. A 29, 390 (2014)
33. I. Brevik, B.D. Normann, Entropy 18, 215 (2016)
34. B.D. Normann, I. Brevik, Symmetry 12, 1085 (2020)