1. Different GAN backbones for dual contrastive loss

In Table 1 we show the consistent and significant advantages of our dual contrastive loss on two other GAN backbones: SNGAN [10] and StyleGAN [6].

2. Self-attention at different generator resolutions

It is empirically acknowledged that the optimal resolution to replace convolution with self-attention in the generator is specific to dataset and image resolution [15]. For the state-of-the-art attention module SAN [16] in Table 3 in the main paper, we find that it achieves the optimal performance at 32×32 generator resolution consistently over all the limited-scale 128×128 datasets, and therefore we report these FIDs.

For the large-scale datasets with varying resolutions in Table 6 in the main paper, we conduct an analysis study on their optimal resolutions as shown in Table 2.

We find there is a specific optimal resolution for each dataset, and the FID turns monotonically deteriorated when introducing self-attention one resolution up or down. We reason that each dataset has its own spatial scale and complexity. If longer-range dependency or consistency counts more than local details in one dataset, e.g., CLEVR, it is more favorable to use self-attention in an earlier layer, thus at a lower resolution. We stick to the optimal resolution and report the corresponding FID for each dataset in Table 6 in the main paper.

3. Different reference-attention configurations

Eq. 8 in the main paper provides the flexibility of how to cooperate between reference and primary images. We empirically explore the other configurations of sources to the key, query, and value components in the reference-attention. The following two equations, Eq. 1 and Eq. 2, correspond to the two configuration variants we compare to.

\[
O_{ref} = \text{attn}(K(T_{pri}), Q(T_{ref}), V(T_{ref})) + T_{pri}
\]  

(1)

\[
O_{ref} = \text{attn}(K(T_{pri}), Q(T_{ref}), V(T_{pri})) + T_{pri}
\]  

(2)
Table 4. Comparisons in FID between StyleGAN2 config E baseline and that with our reference-attention in the discriminator. Our method consistently improves the baseline when dataset size varies between 1k and 30k images. For computationally efficient comparisons, we use each dataset at 128×128 resolution. See Fig. 6 in the main paper for the corresponding plots.

Table 5. Comparisons to the state-of-the-art GANs in various metrics on the large-scale datasets. We highlight the best in **bold** and second best with underline. “w/ attn” indicates using the self-attention in the generator. “Contr” indicates using our dual contrastive loss instead of conventional GAN loss.

Table 6. FID w.r.t. the resolution at which we replace convolution with reference-attention in the discriminator. For computationally efficient comparisons, we use the 30k subset of each dataset at 128×128 resolution.

From Table 3, we validate that Eq. 8 in the main paper is the best setting. We reason that the value embedding is relatively independent of the key and query embeddings. Hence we should encode value from one source, and key and query from the other source. Also, because the value and residual shortcut contribute more directly to the discriminator output, we should feed them with the primary image, and feed the key and query with the reference image to formulate the spatially adaptive kernel.

### 4. Reference-attention at different discriminator resolutions

In Table 6, we analyze the relationship between generation quality and the resolution to replace convolution with reference-attention in the discriminator. We stop investigation to higher resolutions because the training turns easily diverging. We conclude introducing reference-attention at the lowest possible resolution is most beneficial. We reason that the deepest features are the most representative for cooperating between reference and primary images. Also because the primary and reference images are not pre-aligned, the lowest resolution covers the largest receptive field and therefore leads to the largest overlap between the two images that should be corresponded. We stick to the 8×8 resolution for all the experiments involving reference-attention.

### 5. FID w.r.t. data size for reference-attention

We report in Table 4 the detailed values for Fig. 6 in the main paper. Our method consistently improves the baseline when dataset size varies between 1k and 30k images.

### 6. Comparisons to the state of the art in various metrics

We extend Table 6 in the main paper with additional evaluation metrics for GANs, which are proposed and used in StyleGAN [6] and/or StyleGAN2 [7]: Perceptual Path Length (PPL), Precision (P), Recall (R), and Separability (Sep). See Table 5.

Consistent with FID rankings, our attention modules and dual contrastive loss also improve from StyleGAN2 baseline for Precision, Recall, and Separability in most cases. It is worth noting that the rankings of PPL are negatively correlated to all the other metrics, which disqualifies it as an effective evaluation metric in our experiments. E.g., U-Net GAN has the best PPL in most cases but in fact it contradicts against its worst FID and worst visual quality in Fig. 1, 2, 3.
Table 7. Comparisons in FID to StyleGAN2 config E baseline on the limited-scale datasets. Our configurations consistently improve the baseline, the relative improvements of which are even more significant than those on the large-scale datasets. We use the 30k subset of each dataset at 128×128 resolution.

| Method                              | Loss  | CelebA | Animal Face | Bedroom | Church |
|-------------------------------------|-------|--------|-------------|---------|--------|
| StyleGAN2 [7]                       | Adv   | 9.84   | 36.55       | 19.33   | 11.02  |
| StyleGAN2 w/ self-attn-G           | Adv   | 8.60   | 32.72       | 16.36   | 9.62   |
| StyleGAN2 w/ self-attn-G           | Contr | 7.55   | 25.83       | 10.99   | 8.12   |
| StyleGAN2 w/ self-attn-G ref-attn-D| Adv   | 7.48   | 31.08       | 8.32    | 7.86   |
| StyleGAN2 w/ self-attn-G ref-attn-D| Contr | 6.00   | 25.03       | 12.84   | 8.75   |

4, and 5.

7. Comparisons on the limited-scale datasets

Besides comparisons on the large-scale datasets, we also compare to StyleGAN2 [7] baseline on the limited-scale datasets in Table 7. We use the 30k subset of each dataset at 128×128 resolution. We find:

1. Comparing across the first, second, and third rows, self-attention generator, dual contrastive loss, and their synergy significantly and consistently improve on all the limited-scale datasets, more than what they improve on the large-scale datasets: from 18.1% to 23.3% on CelebA [9] and Animal Face [8], from 17.5% to 43.2% on LSUN Bedroom [14], and from 25.2% to 26.4% on LSUN Church [14]. It indicates the limited-scale setting is more challenging and leaves more space for our improvements.

2. Comparing between the first and fourth rows, the reference-attention discriminator improves significantly and consistently on all the datasets up to 57.0% on LSUN Bedroom. We reason that the arbitrary pair-up between reference and primary images results in a beneficial effect similar in spirit to data augmentation, and consequently generalizes the discriminator representation and mitigates its overfitting.

3. However, according to the fifth row, reference-attention discriminator is sometimes not compatible with contrastive learning because they may together overly augment the classification task: contrastive learning for one pair of primary and reference input against a batch of other pairs makes adversarial training unstable. This observation differs from that of pairwise contrastive learning in the unsupervised learning scenario [4, 13, 2, 3] or GAN applications with reconstructive regularization [11].

Even though in this paper our main scope is GANs on large-scale datasets, we believe these findings to be very interesting for researchers to design their networks for limited-scale datasets.

8. Uncurated generated samples

For comparisons to the state of the art, we show more uncurated generated samples in Figure 1, 2, 3, 4, and 5. Our generation significantly outperforms the baselines U-Net GAN [12] and StyleGAN2 [7] in terms of quality, long-range dependencies, and spatial consistency.

9. Self-attention maps

For self-attention maps in the generator, we show more results in Figure 6, 7, 8, and 9. The attention maps strongly align to the semantic layout and structures of the generated images, which enable long-range dependencies across objects.
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Figure 1. Uncurated generated samples at 256×256 for FFHQ dataset [6]. To align the comparisons, we use the same real query images for pre-trained generators to reconstruct. Our generation significantly outperforms the baselines in terms of quality, long-range dependencies, and spatial consistency.
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Figure 2. Uncurated generated samples at 256×256 for LSUN Bedroom dataset [14]. To align the comparisons, we use the same real query images for pre-trained generators to reconstruct. Our generation significantly outperforms the baselines in terms of quality, long-range dependencies, and spatial consistency.
Figure 3. Uncurated generated samples at 256×256 for LSUN Church dataset [14]. To align the comparisons, we use the same real query images for pre-trained generators to reconstruct. Our generation significantly outperforms the baselines in terms of quality, long-range dependencies, and spatial consistency.
Figure 4. Uncurated generated samples at 256×256 for LSUN Horse dataset [14]. To align the comparisons, we use the same real query images for pre-trained generators to reconstruct. Our generation significantly outperforms the baselines in terms of quality, long-range dependencies, and spatial consistency.
Figure 5. Uncurated generated samples at 256×256 for CLEVR dataset [5]. To align the comparisons, we use the same real query images for pre-trained generators to reconstruct. Our generation significantly outperforms the baselines in terms of quality, long-range dependencies, and spatial consistency.
Figure 6. StyleGAN2 + SAN generated LSUN Bedroom [14] samples at 256×256 and their self-attention maps at 32×32 in the generator for the corresponding dot positions. Considering there is an attention weight kernel $w \in \mathbb{R}^{s \times c}$ for each position, we visualize the norm for each spatial position of $w$. The attention maps strongly align to the semantic layout and structures of the generated images, which enable long-range dependencies across objects.

Figure 7. StyleGAN2 + SAN generated LSUN Church [14] samples at 256×256 and their self-attention maps at 32×32 in the generator for the corresponding dot positions. Considering there is an attention weight kernel $w \in \mathbb{R}^{s \times c}$ for each position, we visualize the norm for each spatial position of $w$. The attention maps strongly align to the semantic layout and structures of the generated images, which enable long-range dependencies across objects.
Figure 8. StyleGAN2 + SAN generated LSUN Horse [14] samples at 256×256 and their self-attention maps at 16×16 in the generator for the corresponding dot positions. Considering there is an attention weight kernel $w \in \mathbb{R}^{s \times s \times c}$ for each position, we visualize the norm for each spatial position of $w$. The attention maps strongly align to the semantic layout and structures of the generated images, which enable long-range dependencies across objects.

Figure 9. StyleGAN2 + SAN generated CLEVR [5] samples at 256×256 and their self-attention maps at 16×16 in the generator for the corresponding dot positions. Considering there is an attention weight kernel $w \in \mathbb{R}^{s \times s \times c}$ for each position, we visualize the norm for each spatial position of $w$. The attention maps strongly align to the semantic layout and structures of the generated images, which enable long-range dependencies across objects.