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Abstract

Let \((r_{A,n}(x))_{n \in \mathbb{N}}\) be a sequence of polynomials with coefficients from a field \(K\) satisfying the recurrence relation

\[ r_{A,n}(x) = \sum_{|\alpha| \leq m} t_{\alpha,n}(x)r_{\alpha,A,n}^\alpha(x) \]

of order \(d + 1 \in \mathbb{N}_+\), where \(t_{\alpha,n} \in K[x]\), \(m \in \mathbb{N}_+\) are fixed, \(\alpha \in \mathbb{N}^{d+1}\), \(|\alpha| = \alpha_0 + \ldots + \alpha_d\) and

\[ r_{\alpha,A,n}^\alpha(x) = r_{\alpha,A,n-1}^{\alpha_0}(x)r_{\alpha,A,n-2}^{\alpha_1}(x) \cdots r_{\alpha,A,n-d-1}^{\alpha_d}(x). \]

We show that under mild assumptions on the initial polynomials \(r_{A,0}, \ldots, r_{A,d}\) and the coefficients \(t_{\alpha,n}\), we can give the expression for the resultant \(\text{Res}(r_{A,n}, r_{A,n-1})\). Our results generalize recent result of Ulas concerning the case \(m = 1\) and \(d = 1\).

1 Introduction

Let \(K\) be a field and let \(\mathbb{N}\) denote the set of non-negative integers, \(\mathbb{N}_+\) the set of positive integers, and for given \(k \in \mathbb{N}\) define \(\mathbb{N}_{\geq k}\) as the set of integers greater or equal to \(k\).

The resultant \(\text{Res}(F, G)\) of two polynomials \(F, G \in K[x]\) first appeared in the work of J. J. Sylvester. As an example, he considered equations of the form

\[ ax^2 + bx + c = 0, \]
\[ lx^2 + mx + n = 0, \]

(1)
and the corresponding matrix

\[ A = \begin{bmatrix}
  a & b & c & 0 \\
  0 & a & b & c \\
  l & m & n & 0 \\
  0 & l & m & n
\end{bmatrix}. \]

The determinant \( \det(A) \) (which is equal to the resultant of the polynomials on the left-hand side of the equations \((\Omega)\)) vanishes if and only if the chosen polynomials have a common factor \([5]\). More generally, for arbitrary polynomials \( F, G \in K[x] \) their resultant \( \text{Res}(F, G) = 0 \) if and only if they have a common root in a fixed algebraic closure of \( K \) (definition will be presented in Section \([2]\)). Resultants can be used for solving systems of algebraic equations by reducing the problem to the search for roots of polynomials in one variable \([\Pi \text{ Section 1.3}]\).

We can ask for an expression for the resultants of polynomials given by a recurrence. The classical result in this field is Schur’s formula \([7, \text{Chapter VI}]\). Strictly speaking, let \( (r_n(x))_{n \in \mathbb{N}} \) be a sequence of polynomials defined by the recurrence relation

\[ r_n(x) = (a_n x + b_n) r_{n-1}(x) - c_n r_{n-2}(x), \quad n \geq 2, \]

where \( r_0(x) = 1, \ r_1(x) = a_1 x + b_1 \), and \( a_n, b_n, c_n \in \mathbb{C} \) such that \( a_n c_n \neq 0 \). The resultant of the polynomials \( r_n, r_{n-1} \) is given by the formula

\[ \text{Res}(r_n, r_{n-1}) = (-1)^{n(n-1)/2} \prod_{i=1}^{n-1} a_i^{2(n-i)} c_i^{-(n-i)}. \]

The original result of Schur can be found in \([5]\) (in German).

Recently this result was generalized by Ulas \([8]\). He considered the case when the initial polynomials \( r_0, r_1 \) of the recurrence are not necessarily of degrees 0 and 1, respectively, and the coefficients of this recurrence can be more complicated polynomials. More precisely, for an element \( B \) of the set \( \mathcal{B} = \{(i, j, k, m) \in \mathbb{N}^4 : i \leq j, m \leq k \} \) he defined a sequence of polynomials \( (r_{B,n}(x))_{n \in \mathbb{N}} \) by the recurrence

\[ r_{B,n}(x) = f_n(x) r_{B,n-1}(x) - v_n x^m r_{B,n-2}(x), \quad n \geq 2, \]

where \( v_n \in K \) and \( r_{B,0}, r_{B,1}, f_n \in K[x] \) are of degrees \( i, j, k \), respectively. Under those assumptions, he gave a formula for \( \text{Res}(r_{B,n}, r_{B,n-1}) \).
It might be asked whether the results of Ulas can be further generalized, especially for a polynomial sequence given by a more general (especially non-linear) recurrences. In this paper we extend the theorem presented in [8] to the situation where the sequence \( (r_{A,n}(x))_{n \in \mathbb{N}} \) is described by quite general, non-linear recurrence relation of order \( d + 1 \in \mathbb{N}_+ \). More precisely, we assume that the polynomials in the sequence \( (r_{A,n}(x))_{n \in \mathbb{N}} \) satisfy the following recurrence relation

\[
r_{A,n}(x) = g_n(x)r_{A,n-1}(x) + \sum_{|\alpha| < m} t_{\alpha,n}(x)r_{\alpha,n}^\alpha(x)r_{A,n-1}(x) + v_n x^l r_{A,n-2}(x),
\]

where \( n \geq d + 1, v_n \in K, g_n, t_{\alpha,n} \in K[x], \alpha \in \mathbb{N}^{d+1}, |\alpha| = \alpha_0 + \ldots + \alpha_d \), and

\[
r_{A,n}^\alpha(x) = r_{A,n-1}^\alpha(x)r_{A,n-2}^\alpha(x) \ldots r_{A,n-d-1}^\alpha(x).
\]

We provide some assumptions which allow us to provide the expression for the resultant \( \text{Res}(r_{A,n}, r_{A,n-1}) \), for \( n \geq d + 1 \). According to our best knowledge, our result is the first one which allows to compute the resultants for a broad class of polynomial sequences given by a non-linear recurrence relation of arbitrary (but fixed) order.

Let us describe the content of the paper in some details. In Section 2 we discuss the basic properties satisfied by the resultants. Section 3 is dedicated to the main result of the paper. We give the sufficient assumptions under which we will be able to obtain the formula for the resultant \( R_n = \text{Res}(r_{A,n}, r_{A,n-1}) \), where the sequence \( (r_{A,n}(x))_{n \in \mathbb{N}} \) is given by the recurrence [2]. Lastly, we present the cases for which our theorem is equivalent to Schur’s formula and the work presented by Ulas in [8].

## 2 Resultants and their basic properties

Let \( F, G \) be polynomials in one variable over a field \( K \) such that

\[
F(x) = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_1 x + a_0,
\]

\[
G(x) = b_m x^m + b_{m-1} x^{m-1} + \ldots + b_1 x + b_0,
\]

where \( a_n b_m \neq 0 \). The resultant of the polynomials \( F, G \) is defined as

\[
\text{Res}(F, G) = a_n^m b_m^n \prod_{i=1}^{n} \prod_{j=1}^{m} (\alpha_i - \beta_j),
\]
where \( \alpha_1, \ldots, \alpha_n \) and \( \beta_1, \ldots, \beta_m \) are the roots of \( F \) and \( G \) in a fixed algebraic closure of \( K \), respectively. Equivalently, we can define the resultant of \( F, G \) as the determinant of the Sylvester matrix of dimension \((n + m) \times (n + m)\)

\[
\text{Syl}(F, G) = \begin{bmatrix}
  a_n & a_{n-1} & \cdots & a_1 & a_0 \\
  a_n & a_{n-1} & \cdots & a_1 & a_0 \\
  \ddots & \ddots & \ddots & \ddots & \ddots \\
  b_m & b_{m-1} & \cdots & b_1 & b_0 \\
  b_m & b_{m-1} & \cdots & b_1 & b_0 \\
  \ddots & \ddots & \ddots & \ddots & \ddots \\
  b_m & b_{m-1} & \cdots & b_1 & b_0
\end{bmatrix}.
\]

More precisely, if \( \text{Syl}(F, G) = [c_{i,j}]_{1 \leq i,j \leq n+m} \), then

\[
c_{i,j} = a_{n-j+i}, \quad \text{for} \quad 1 \leq i \leq m,
\]

\[
c_{m+i,j} = b_{m-j+i}, \quad \text{for} \quad 1 \leq i \leq n,
\]

where \( a_i = 0 \) for \( i \notin \{0, \ldots, n\} \) and \( b_j = 0 \) for \( j \notin \{0, \ldots, m\} \).

We now recall some properties of resultants that will be necessary later in this paper. For polynomials \( F, G \) defined above and \( H \in K[x] \), we have that

\[
\text{Res}(F, 0) = 0,
\]

\[
\text{Res}(F, G) = (-1)^{nm} \text{Res}(G, F), \quad (3)
\]

\[
\text{Res}(F, GH) = \text{Res}(F, G) \text{Res}(F, H), \quad (4)
\]

\[
\text{Res}(F, G) = a_m^n \prod_{i=1}^n G(\alpha_i) = (-1)^{nm} b_m^n \prod_{j=1}^m F(\beta_j), \quad (5)
\]

and if \( F(x) = a_0 \) is a nonzero constant polynomial, then

\[
\text{Res}(F, G) = \text{Res}(a_0, G) = \text{Res}(G, a_0) = a_0^m. \quad (6)
\]

The proofs of the above properties can be found in [2, Section 3.6]. Finally, we present the last property for polynomials \( F \) and \( G \) satisfying the equality \( F(x) = q(x)G(x) + r(x) \), which will be crucial in the proof of our main result (Theorem 3.1).
Lemma 2.1. Let $F, G \in K[x]$ be polynomials of the following form:

\[
F(x) = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_1 x + a_0,
\]
\[
G(x) = b_m x^m + b_{m-1} x^{m-1} + \ldots + b_1 x + b_0,
\]
where $\deg F = n \geq m = \deg G$, and suppose that $F(x) = q(x) G(x) + r(x)$ for certain $q, r \in K[x]$, $\deg r = k < m$. Then the resultant of $G, F$ is given by the formula

\[
\text{Res}(G, F) = b_n^{n-k} \text{Res}(G, r).
\] (7)

More on the properties of resultants can be found in [1–4].

3 Main result

The goal of this section is to provide a generalization of Ulas’ theorem [8]. To state our results we first need to introduce some notation. We define the set

\[
\mathcal{A} = \{(i_0, i_1, \ldots, i_d, k, l, m) \in \mathbb{N}^{d+4} : i_d \geq i_{d-1} \geq \ldots \geq i_0, \ k \geq l, m \neq 0\}.
\]

For $A \in \mathcal{A}$ we consider the polynomials

\[
r_{A,0}(x) = \sum_{s=0}^{i_0} p_{s,0} x^s, \quad r_{A,1}(x) = \sum_{s=0}^{i_1} p_{s,1} x^s, \ldots, \quad r_{A,d}(x) = \sum_{s=0}^{i_d} p_{s,d} x^s,
\]
and the recurrence

\[
r_{A,n}(x) = g_n(x) r_{A,n-1}^m(x) + \sum_{|\alpha| < m} t_{\alpha,n}(x) r_{A,n-1}^{\alpha_0}(x) r_{A,n-2}^{\alpha_1}(x) \cdots r_{A,n-d}^{\alpha_d}(x) + v_n x^l r_{A,n-2}^m(x),
\]

where $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_d) \in \mathbb{N}^{d+1}$, $|\alpha| = \alpha_0 + \ldots + \alpha_d$, and

\[
r_{A,n}^{\alpha}(x) = r_{A,n-1}^{\alpha_0}(x) r_{A,n-2}^{\alpha_1}(x) \cdots r_{A,n-d}^{\alpha_d}(x),
\]
\[
g_n(x) = \sum_{s=0}^{k} a_{s,n} x^s,
\]
and $v_n \in K$. We assume that

\[
t_{\alpha,n}(0) = 0,
\]
\[ \text{deg} t_{\alpha,n} < \text{deg} g_n. \]

\[ a_{k,n} \prod_{s=0}^{d} p_{i_{s,s}} \neq 0 \quad \text{for } n \in \mathbb{N}. \]  

(8)

Moreover, if \( i_d = i_{d-1} \) and \( k = l \), then

\[ a_{k,d+1} p_{i_{d,d}}^m + v_{d+1} p_{i_{d-1,d-1}}^m \neq 0. \]  

(9)

The above assumptions allow us to give formulas for the degree of the polynomial \( r_{A,n} \), its leading term, the value \( r_{A,n}(0) \), and lastly, the resultant \( \text{Res}(r_n, r_{n-1}) \). Those expressions depend only on the choice of the element \( A \in A \), the leading and constant terms of the polynomials \( r_d, r_{d-1}, g_n \) and the coefficients \( v_n \) (that are all fixed). We prove the following:

**Theorem 3.1.** Under the above conditions, the resultant \( R_n \) of the polynomials \( r_{A,n}, r_{A,n-1} \) is given by the formula

\[ R_n = (-1)^{s=d+1} m^{n-s} e_A(s) R_d^{n-d} \prod_{s=d+1}^{n} \left( L_{s-1} \gamma_A(s) v_s^{\text{deg} r_{s-1} C_{s-1}} \right)^{m_{n-s}}, \]

where

\[ e_A(n) = \text{deg}(r_{A,n}) \cdot \text{deg}(r_{A,n-1}), \]

\[ \gamma_A(n) = \text{deg}(r_{A,n}) - \text{deg}(v_n x^{i_d} r_{A,n-2}) \]

\[ = \begin{cases} 
  k - l + m(i_d - i_{d-1}) & \text{for } n = d + 1, \\
  m^{n-d-1}(k + i_d(m - 1)) + k - l & \text{for } n \geq d + 2, 
\end{cases} \]

\[ C_n = \begin{cases} 
  1 & \text{for } l = 0, \\
  p_{0,d}^{m_{n-d}} \prod_{s=1}^{n-d-1} a_{0,d+s}^{m_{n-d-s}} & \text{for } l > 0, 
\end{cases} \]

and

\[ L_n = \begin{cases} 
  \left( a_{k,d+1} p_{i_{d,d}}^m + v_{d+1} p_{i_{d-1,d-1}}^m \right)^{m_{n-d-1}} \prod_{s=2}^{n-d} a_{k,d+s}^{m_{n-d-s}} & \text{for } i_d = i_{d-1}, k = l, \\
  p_{i_{d,d}}^{m_{n-d}} \prod_{s=1}^{n-d} a_{k,d+s}^{m_{n-d-s}} & \text{otherwise}. 
\end{cases} \]

Moreover, the degree of \( r_{A,n} \) is equal to

\[ \text{deg}(r_{A,n}) = k \sum_{s=0}^{n-d-1} m^s + i_d m^{n-d} \quad \text{for } n \geq d + 1. \]
Proof. Because $A \in \mathcal{A}$ is fixed, to simplify the notation we omit the index $A$ in $r_{A,n}$ and $r_{A,n}^\alpha$, i.e., we will write $r_n$ instead of $r_{A,n}$ and $r_{A,n}^\alpha$ in place of $r_{A,n}^\alpha$. Under the assumptions on $i_0, \ldots, i_d, k, l$, the degrees of the polynomials $t_{\alpha,n}$, and the conditions (8), (9), we can calculate the degree of the polynomial $r_n$, its leading term $L_n$, and the value of $C_n := r_n(0)$. Let us consider the first step of the recurrence:

$$r_{d+1}(x) = g_{d+1}(x)r_d^m(x) + \sum_{|\alpha| < m} t_{d+1}(x)r_{d+1}^\alpha(x)r_d(x) + v_{d+1}x^l r_d^m(x)$$

$$= r_d(x) \left( g_{d+1}(x)r_d^{m-1}(x) + \sum_{|\alpha| < m} t_{\alpha,d}(x)r_{d+1}^\alpha(x) \right) + v_{d+1}x^l r_d^{m-1}(x).$$

If $i_d > i_{d-1}$ and $k \geq l$, the term $v_{d+1}x^l r_d^{m-1}(x)$ does not affect $\operatorname{deg}(r_{d+1})$. It is also true in the case when $i_d = i_{d-1}$ and $k > l$. Therefore,

$$\operatorname{deg}(r_{d+1}) = i_d + \operatorname{deg} \left( g_{d+1}r_d^{m-1} + \sum_{|\alpha| < m} t_{\alpha,d+1}r_{d+1}^\alpha \right).$$

Due to our assumptions, for each $\alpha$ satisfying $|\alpha| < m$, the degree of the polynomial $g_{d+1}r_d^{m-1}$ is bigger than the degrees of the terms $t_{\alpha,d+1}r_{d+1}^\alpha$. More precisely, we have the equality $\operatorname{deg}(g_{d+1}r_d^{m-1}) = k + (m - 1)i_d$. Hence,

$$\operatorname{deg}(r_{d+1}) = k + i_dm.$$

In the case where $i_d = i_{d-1}$ and $k = l$, by the assumption (9) we obtain the same result. Analogously, we can write

$$r_{d+2}(x) = r_{d+1}(x) \left( g_{d+2}(x)r_d^{m-1} + \sum_{|\alpha| < m} t_{\alpha,d+2}(x)r_{d+2}^\alpha(x) \right) + v_{d+2}x^l r_d^{m}(x),$$

and the degree of $g_{d+2}r_d^{m}$ is greater than the degrees of the other terms in the sum. This implies that

$$\operatorname{deg}(r_{d+2}) = k + m(k + i_dm) = mk + k + i_dm^2,$$

and by induction on $n$ we get

$$\operatorname{deg}(r_{d+n}) = k \sum_{s=0}^{n-1} m^s + i_dm^n \text{ for } n \geq 1.$$
Equivalently, we can write
\[
\deg(r_n) = k \sum_{s=0}^{n-d-1} m^s + i_d m^{n-d} \quad \text{for } n \geq d + 1.
\]

To compute the leading term \(L_n\) of \(r_n\), as before, we consider two cases. The first one is \((i_d > i_{d-1}) \lor (i_d = i_{d-1} \land k > l)\). If \(i_d > i_{d-1}\), then using previous calculations, we know that the degree of the polynomial \(r_{d+1}\) is determined by the term \(g_{d+1} r_{d+1}^m\). Therefore, the leading term \(L_{d+1}\) is equal to \(a_{k,d+1} P_{i_d,d}^m\). Similarly, \(L_{d+2} = a_{k,d+1} \left(a_{k,d+1} P_{i_d,d}^m\right)^m\), and by an easy induction
\[
L_{d+n} = p_{i_d,d}^m \prod_{s=1}^{n} a_{k,d+s}^{m-d} \quad \text{for } n \geq 1.
\]

Equivalently,
\[
L_n = p_{i_d,d}^{m-d} \prod_{s=1}^{n-d} a_{k,d+s}^{m-d-s} \quad \text{for } n \geq d + 1.
\]

For \(i_d = i_{d-1}\) and \(k = l\) we apply the same reasoning, and we get that
\[
L_{d+1} = a_{k,d+1} P_{i_d,d}^m + v_{d+1} P_{i_{d-1},d-1}^m,
\]
\[
L_{d+2} = a_{k,d+2} \left(a_{k,d+1} P_{i_d,d}^m + v_{d+1} P_{i_{d-1},d-1}^m\right)^m,
\]

and in general
\[
L_{d+n} = \left(a_{k,d+1} P_{i_d,d}^m + v_{d+1} P_{i_{d-1},d-1}^m\right)^{m_n-1} \prod_{s=2}^{n} a_{k,d+s}^{m_n-s} \quad \text{for } n \geq 1.
\]

Therefore,
\[
L_n = \left(a_{k,d+1} P_{i_d,d}^m + v_{d+1} P_{i_{d-1},d-1}^m\right)^{m_n-d-1} \prod_{s=2}^{n-d} a_{k,d+s}^{m_n-d-s} \quad \text{for } n \geq d + 1.
\]

In order to find the value of the constant term \(C_n = r_n(0)\) we will consider two cases: \(l > 0\) and \(l = 0\). If \(l > 0\), then from the assumption that \(t_{\alpha,n}(0) = 0\) for all \(n \geq d + 1\) and induction on \(n\) we get
\[
C_{d+n} = p_{0,d}^{n-1} \prod_{s=1}^{n-1} a_{0,d+s}^{m_n-s} \quad \text{for } n \geq 1.
\]
This equality can be equivalently written as
\[ C_n = p_{0,d}^{-n-d} \prod_{s=1}^{n-d-1} a_{0,d+s}^{m-n-d-s} \quad \text{for } n \geq d + 1. \]

When \( l = 0 \), the values of \( C_n \) satisfy the recurrence:
\[ C_n = a_0 C_{n-1}^{m} + v_n C_{n-2}^{m} \]
for \( n \geq d + 2 \), where \( C_d = p_{0,d} \) and \( C_{d+1} = a_{0,d+1} p_{0,d}^{m} + v_{d+1} p_{0,d-1}^{m} \). We are not able to show the exact form of the term \( C_n \) but it is not necessary to prove the theorem.

Now, let \( R_n \) denote the resultant of the polynomials \( r_n, r_{n-1} \), i.e., \( R_n = \text{Res}(r_n, r_{n-1}) \). For \( n = d + 1 \) we have the following chain of equalities:
\[
R_{d+1} = (-1)^{\deg(r_{d+1}) \deg(r_d)} \text{Res}(r_d, r_{d+1})
\]
\[
= (-1)^{i_d(k+i_d m)} \text{Res} \left( r_d, r_d \left( g_{d+1} r_d^{m-1} + \sum_{|\alpha|<m} t_{\alpha,d} r_d^\alpha \right) + v_{d+1} x^l r_d^{m} \right)
\]
\[
\overset{\text{Lemma 2.1}}{=} (-1)^{i_d(k+i_d m)} P_{i_d,d}^{\deg(r_{d+1})-\deg(v_{d+1} x^l r_d^{m-1})} \text{Res}(r_d, v_{d+1} x^l r_d^{m-1})
\]
\[
= (-1)^{i_d(k+i_d m)} P_{i_d,d}^{k+i_d m - (l+i_d m)} \text{Res}(r_d, v_{d+1} x^l r_d^{m-1})
\]
\[
\overset{\text{Lemma 2.1}}{=} (-1)^{i_d(k+i_d m)} P_{i_d,d}^{k-l+i_d m - (i_d - 1)} \text{Res}(r_d, v_{d+1} x^l) \text{Res}(r_d, r_d^{m})
\]
\[
\overset{\text{Lemma 2.1}}{=} (-1)^{i_d(k+i_d m)} P_{i_d,d}^{k-l+i_d m - (i_d - 1)} \text{Res}(r_d, v_{d+1} x^l) \text{Res}(r_d, r_d^{m})
\]
where the numbers above the equals signs correspond to the numbers of the resultant properties in Section 2. In general, the form of the considered recurrence allows us to use the Lemma 2.1. More precisely,

\[ \text{Res}(r_{n-1}, r_n) = L_{n-1}^{\deg(r_n) - \deg(v_n x^l r_{n-2}^{m})} \text{Res}(r_{n-1}, v_n x^l r_{n-2}^{m}). \]

Before we calculate the expression for \( R_n \), we need to find the value of \( \deg(r_n) - \deg(v_n x^l r_{n-2}^{m}) \) for \( n \geq d + 2 \). For \( n = d + 2 \) we have
\[
\gamma_A(d + 2) = \gamma(d + 2) = \deg(r_{d+2}) - \deg(v_n x^l r_d^{m})
\]
\[
= k + km + i_d m^2 - (l + i_d m) = m(i_d (m - 1) + k) + k - l,
\]
and for $n > d + 2$ we obtain
\[
\gamma_A(n) = \gamma(n) = \deg(r_n) - \deg(v_n x^l r_{n-2}^m)
\]
\[
= k \sum_{s=0}^{n-d-1} m^s + i_d m^{n-d} - \left( l + m \left( k \sum_{s=0}^{n-d-3} m^s + i_d m^{n-d-2} \right) \right)
\]
\[
= m^{n-d-1}(k + i_d(m - 1)) + k - l.
\]
Let $e_A(n) = e(n) = \deg(r_n) \cdot \deg(r_{n-1})$, $n \geq 1$. Then
\[
R_n = \text{Res}(r_n, r_{n-1}) \overset{e_1}{=} (-1)^{e(n)} \text{Res}(r_{n-1}, r_n)
\]
\[
\overset{e_2}{=} (-1)^{e(n)} l_{n-1}^{\gamma(n)} \text{Res}(r_{n-1}, v_n x^l r_{n-2}^m)
\]
\[
\overset{e_3}{=} (-1)^{e(n)} l_{n-1}^{\gamma(n)} \text{Res}(r_{n-1}, v_n) \text{Res}(r_{n-1}, x)^l \text{Res}(r_{n-1}, r_{n-2})^m
\]
\[
\overset{e_4, e_5}{=} (-1)^{e(n)} l_{n-1}^{\gamma(n)} v_n^{\deg r_{n-1}} (r_{n-1}(0))^l \text{Res}(r_{n-1}, r_{n-2})^m
\]
\[
= (-1)^{e(n)} l_{n-1}^{\gamma(n)} v_n^{\deg r_{n-1}} C_{n-1}^d R_{n-1}^m,
\]
where the numbers above the equals signs correspond to the numbers of the resultant properties in Section 2. With the convention that $0^0 = 1$, the above equality is also valid for $l = 0$. By repeatedly applying the obtained relation we get
\[
R_n = (-1)^{\sum_{s=d+1}^{n} m^{n-s} e(s)} \text{Res}(r_d, r_{d-1})^{m^{n-d}} \prod_{s=d+1}^{n} \left( l_{s-1}^{\gamma(s)} v_s^{\deg r_{s-1}} C_{s-1}^d \right)^{m^{n-s}}.
\]

The above theorem can be translated to the case of the recurrence relation of order 2. More precisely, for $d = 1$ and an element $A$ from the set
\[
\mathcal{A} = \{(i, j, k, l, m) \in \mathbb{N}^5 : j \geq i, k \geq l, m \neq 0\}
\]
we consider the sequence of the polynomials $(r_{A,n}(x))_{n \in \mathbb{N}}$ defined by the recurrence relation
\[
r_{A,n}(x) = \sum_{s=0}^{m} t_{s,n}(x) r_{A,n-1}^{m-s}(x) r_{A,n-2}^{s}(x)
\]
with the initial conditions
\[
r_{A,0}(x) = \sum_{s=0}^{i} p_s x^s, \quad r_{A,1}(x) = \sum_{s=0}^{j} q_s x^s,
\]
\[
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where for every $n \geq 2$

$$t_{0,n}(x) = a_{k,n}x^k + a_{k-1,n}x^{k-1} + \ldots + a_{1,n}x + a_{0,n},$$
$$t_{m,n}(x) = v_nx^l,$$
$$t_{s,n}(0) = 0 \text{ and } \deg t_{s,n} < \deg t_{0,n} \text{ for } s \in \{1, 2, \ldots, m - 1\}.$$

Moreover, we assume that $p_iq_ja_{k,n} \neq 0$ for every $n \in \mathbb{N}_{\geq 2}$, and $a_{k,2}p_j^m + v_2q_j^m \neq 0$ when $i = j$ and $k = l$. Then we have the following result:

**Corollary 3.2.** Under the above assumptions, for $n \in \mathbb{N}_{\geq 2}$ the resultant $R_n$ of the polynomials $r_{A,n}$, $r_{A,n-1}$ is given by the formula:

$$R_n = (-1)^s \sum_{s=2}^n m^{n-s} e_A(s) \prod_{s=2}^n (L_{A-1}^{\gamma_A(s)} v_s^{\deg r_{A,s-1}} C_{s-1}^l)^{m^{n-s}} R_{m,n-1}^i,$$

where

$$e_A(n) = \deg(r_{A,n}) \cdot \deg(r_{A,n-1}),$$
$$\gamma_A(n) = \deg(r_{A,n}) - \deg(t_{m,n}r_{A,n-2})$$

$$= \begin{cases} 
  k - l + m(j - i) & \text{for } n = 2, \\
  m^{n-2}(k + j(m - 1)) + k - l & \text{for } n \geq 3,
\end{cases}$$

$$C_n = \begin{cases} 
  1 & \text{for } l = 0, \\
  q_0^{m^{n-1}} \prod_{s=2}^n a_{0,n}^{n-s} & \text{for } l > 0,
\end{cases}$$

$$L_n = \begin{cases} 
  (a_{k,2}q_j^m + v_2p_j^m)^{m^{n-2}} \prod_{s=2}^n a_{k,s}^{m^{n-s}} & \text{for } i = j \text{ and } k = l, \\
  q_j^{m^{n-1}} \prod_{s=2}^n a_{k,s}^{m^{n-s}} & \text{otherwise}.
\end{cases}$$

From the statement of the Corollary 3.2 it is easier to see why our result is a generalization of the work [8] and the theorem attributed to Schur. For $d = 1$, $m = 1$ and arbitrary $i, j, k, l \in \mathbb{N}$ we get the result presented by Ulas. When $d = 1$ and $A = (0, 1, 1, 0, 1)$, the form of the considered recurrence relation is the same as in the proof of Schur’s formula.
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