LIFTING GENERIC MAPS TO EMBEDDINGS. THE DOUBLE POINT OBSTRUCTION
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Abstract. Given a generic PL map or a generic smooth fold map $f: N^n \to M^m$, where $m \geq n$ and $2(m+k) \geq 3(n+1)$, we prove that $f$ lifts to a PL or smooth embedding $N \to M \times \mathbb{R}^k$ if and only if its double point locus $\{(x,y) \in N \times N \mid f(x) = f(y), x \neq y\}$ admits an equivariant map to $S^{k-1}$. As a corollary we answer a 1990 question of P. Petersen and obtain some other applications.

We also discuss several criteria for lifting of a non-degenerate PL map or a $C^0$-stable smooth map $f: N^n \to M^m$, where $m \geq n$, to an embedding in $M \times \mathbb{R}$, elaborating on V. Poénaru’s observations. In particular, the existence of such a lift is determined by the equivariant homotopy type of the diagram consisting of the three projections from the triple point locus $\{(x,y,z) \in N \times N \times N \mid f(x) = f(y) = f(z), x \neq y \neq z \neq x\}$ to the double point locus.

The three Appendices, which can be read independently of the rest of the paper, are devoted to stable and generic maps. Appendix B introduces an elementary theory of stable PL maps. Appendix C extends the 2-multi-0-jet transversality theorem over the usual compactification of $M \times M \setminus \Delta_M$.

1. Introduction

A continuous/PL/smooth map $f: N \to M$ is called a topological/PL/smooth $k$-prem (from “projected embedding”) if there exists a map $g: N \to \mathbb{R}^k$ such that $f \times g: N \to M \times \mathbb{R}^k$ is a topological/PL/smooth embedding. When the choice of a category is irrelevant, we will speak simply of “$k$-prems”. A discussion of this definition, including a comparison of the three categories, as well as a number of references on $k$-prems can be found in the companion paper [39].

The main objective of the present paper is to determine algebraically, under some reasonable hypotheses, whether a given map $f$ is a $k$-prem. The main theorem of the present paper is applied in [7] and was originally motivated by that application.

For a space $N$ let $\Delta_N = \{(x,x) \in N \times N\}$ and $\tilde{N} = N \times N \setminus \Delta_N$. We endow $\tilde{N}$ with the factor exchanging involution, and we also endow each sphere $S^n$ with the antipodal involution. By a “map” we will mean a continuous map. Given a map $f: N \to M$, let $\Delta_f = \{(x,y) \in \tilde{N} \mid f(x) = f(y)\}$.

A necessary condition for $f: N \to M$ to be a $k$-prem is the existence of an equivariant map $\tilde{g}: \Delta_f \to S^{k-1}$. Namely, $\tilde{g}(x,y) = \frac{g(y) - g(x)}{|g(y) - g(x)|}$, where $g: N \to \mathbb{R}^k$ is a map such that $f \times g: N \to M \times \mathbb{R}^k$ is an embedding. In general, this condition is not sufficient.
Example 1.1. The 3-fold covering \( f : S^1 \to S^1 \) is not a 1-prem, but there exists an equivariant map \( \Delta_f \to S^0 \). Indeed, \( \Delta_f \) is homeomorphic to \( S^1 \sqcup S^1 \), where the involution permutes the two components.

Also there exists a non-degenerate\(^1\) PL map \( f \) from \( S^1 \) to the triod (=the cone over the three-point set) which is not a 1-prem even though there exists an equivariant map \( \Delta_f \to S^0 \) \([23; \S 5]\). Namely, \( f \) is the composition of the 3-fold covering \( S^1 \to S^1 \) and the unique simplicial surjection from the boundary of the hexagon onto the triod.

However, if \( f \) is a stable\(^2\) PL map of a graph to \( \mathbb{R}^1 \), then \( f \) is a 1-prem if and only if there exists an equivariant map \( \Delta_f \to S^0 \) \([23; \S 4]\) (this is deduced in \([23]\) from the result of \([18]\); in connection with the latter see also \([55], [9]\)). Let us note that there exists a stable PL map of a trivalent tree to \( \mathbb{R}^1 \) which is not a 1-prem \([52]\) (see also \([8; \S 3.1]\)). More examples will be discussed toward the end of this introduction.

Theorem 1. Suppose that \( m \geq n \) and \( 2(m + k) \geq 3(n + 1) \). Let \( f : N^n \to M^m \), where \( N \) is compact, be one of the following:

(a) a generic PL map of a polyhedron to a PL manifold;
(b) a generic smooth fold map\(^3\) between smooth manifolds;
(c) a generic smooth map between smooth manifolds, where \( 3n - 2m \leq k \).

If there exists an equivariant map \( \Delta_f \to S^{k-1} \), then \( f \) is a PL \( k \)-prem in the case of (a) and a smooth \( k \)-prem in the cases of (b) and (c).

In this statement and in what follows we assume the following conventions.

1) The dimension of a manifold or a polyhedron is often indicated by superscript.

2) “Generic” is understood as “satisfying a certain fixed set of conditions that determine an open and dense set of maps” (see \(\S 2\) for the details). This is a slight variation of Gromov’s terminology \([25; 1.3.2(B)]\) (what he calls “generic” will be called “weakly generic” in Appendix \(\C\)).

In order to be able to apply Theorem 1 to specific maps, one may want to know explicitly the dense open sets whose existence it asserts. It is not hard to see (see Propositions 2.1 and 2.2) that parts (a) and (b) are equivalent to their versions with “generic” replaced by “stable”.\(^4\) Also, it is easy to see that part (c) implies its version with “generic” replaced by “stable” (see the proof of Proposition 2.1). The converse implication holds in a wide range of dimensions (in particular, for all \( n \leq 8 \)), since by Mather’s theorem \([32]\) generic smooth maps \( N^n \to M^m \), where \( m \geq n \), are stable if either \( 6m \geq 7n - 7 \), or \( 6m \geq 7n - 8 \) and \( m \leq n + 3 \).

Corollary 1.2. Theorem 1 is true if “generic” is replaced by “stable”.

\(^1\)A PL map is called non-degenerate if it has no point-inverses of dimension \( > 0 \).

\(^2\)Stable PL maps are defined in Appendix B. A PL map \( f \) of a graph in \( \mathbb{R}^1 \) is stable if and only if every point-inverse \( f^{-1}(y) \) contains at most one point \( x \) such that \( f \) does not restrict to a homeomorphism between a neighborhood of \( x \) and a neighborhood of \( y \).

\(^3\)A smooth fold map is a smooth map whose only singularities are of the fold type. In particular, every smooth immersion is trivially a smooth fold map.

\(^4\)Stable smooth maps are discussed in a number of textbooks, including \([22], [10]\). See also Appendix A.
Remark 1.3. In Theorem 1(a) one may also replace “generic” by another explicit condition, which is less restrictive and easier to check than stability (see Remark 3.7, which uses the notation introduced in the first few lines of §3.B).

As for part (c) of Theorem 1, it is reduced to a relative version of (b) by a half-page argument (see §3.A), and we leave it to the interested reader to formulate an explicit list of genericity conditions that are needed for that argument. That list is not going to be short, although it might be possible to make it shorter by extra work. However, the author is not convinced that part (c) is a definitive result; it seems more likely that the real theorem in this direction has yet to be proved (see Remark 1.7).

Remark 1.4. Theorem 1 is obvious for immersions without triple points. In this case, the projection $\pi: N \times N \to N$ embeds $\Delta_f$. Then any extension of the composition $\pi(\Delta_f) \xrightarrow{\pi^{-1}} \Delta_f \xrightarrow{\varphi} S^{k-1} \subset \mathbb{R}^k$ to a PL or smooth map $g: N \to \mathbb{R}^k$ yields a PL or smooth embedding $f \times g: N \hookrightarrow M \times \mathbb{R}^k$.

It is not hard to elaborate on this construction so as to prove Theorem 1 for generic maps without triple points (see Proposition 3.6 for the PL case). Let us note that a generic smooth map without triple points is a smooth fold map.

Remark 1.5. If $k = 1$, then generic maps $N^n \to M^m$, where $2(m + k) \geq 3(n + 1)$, have no triple points. Thus the case $k = 1$ in Theorem 1 is also quite easy.

Remark 1.6. A natural approach to proving Theorem 1 is by trying to adapt Haefliger’s generalized Whitney trick (see [1; VII.4]; see also [56] for an alternative proof). In fact, our proof below can be used to embed a core part of Haefliger’s “standard model” into a generic lift of $f$ in a way that agrees with the projection $M \times \mathbb{R}^k \to M$. However, it is far from clear how one could possibly construct appropriate global Haefliger-style framings especially when $\Delta_f$ is not immersed in $N$.

We prove Theorem 1 by what can be called a new kind of generalized Whitney trick. It contrasts with the Whitney–Haefliger(–Koschorke) approach in that ours describes the desired homotopy essentially by an explicit formula. (The formula is only aware of pairs of points, and may overlook triple-point information; because of this, the homotopy given by the formula has to be slightly perturbed.) Haefliger’s construction is less explicit in that it depends on the choice of an embedding of the “standard model”, whose existence is proved using obstruction theory. However, it is difficult to compare the two versions of generalized Whitney trick directly because they apply under incompatible hypotheses.

Remark 1.7. Theorem 1(c) falls short of the announcements in [34; third remark after Theorem 5] and [36; §1], where it was conjectured to hold under the weaker restriction $4n - 3m \leq k$. (See Remark 4.2 below for an explanation.) The main obstacle in extending Theorem 1(b) to maps with more general singularities is that already in the presence of cusps (i.e., singularities of type $\Sigma^{1,1,0}$) it is no longer easy to maintain the connection between the geometric maps and the configuration space data throughout the proof.

Proposition 1.8. Every stable smooth (PL) map $f: N^n \to M^{2n+1-k}$ is a smooth (PL) $k$-prem.
Proof. We will only discuss the smooth case here; the PL case is proved similarly. Let \( g: N \to M \times \mathbb{R}^k \) be a smooth embedding that is sufficiently \( C^\infty \)-close to the composition \( N \xrightarrow{\iota} M \xrightarrow{\pi} M \times \{0\} \), where \( \iota \) is the inclusion onto \( M \times \{0\} \). Since \( f \) is \( C^\infty \)-stable, we may assume that the composition \( N \xrightarrow{\rho} M \times \mathbb{R}^k \xrightarrow{\pi} M \), where \( \pi \) is the projection, is \( C^\infty \)-left-right-equivalent to \( f \). But then clearly \( g \) itself lifts to a smooth embedding. \( \square \)

In the PL case, one can actually say more:

**Theorem 2.** Every non-degenerate PL map of compact \( n \)-polyhedra is a PL \((n+1)\)-prem.

**Proof.** The given PL map is triangulated by a simplicial map \( f: K \to L \). This in turn yields a simplicial map \( K' \to L' \) between the barycentric subdivisions. For each \( i \)-simplex \( \tau \) of \( L \) let us embed the preimage \( f^{-1}(\hat{\tau}) \) of its barycenter \( \hat{\tau} \) into the \((i+1)\)st coordinate axis \( \langle e_{i+1} \rangle \) of \( \mathbb{R}^{n+1} \). Let us define \( g: K \to \mathbb{R}^{n+1} \) by these embeddings on the vertices of \( K' \) and by extending linearly to each simplex of \( K' \). It remains to show that \( f \times g: |K| \to |L| \times \mathbb{R}^{n+1} \) is injective.

Given distinct points \( x, y \in |K| \) such that \( f(x) = f(y) \), they lie in the interiors of some distinct simplexes \( s, t \) of \( K' \) such that \( f(s) = f(t) \). Now \( s \) is a join \( \hat{\sigma}^{i_0} \ast \cdots \ast \hat{\sigma}^{i_m} \), where \( \sigma^{i_0} \subset \cdots \subset \sigma^{i_m} \) are simplexes of \( K \). Moreover, each \( f(\sigma^{i_k}) = f(\tau^{i_k}) \), where \( \tau^{i_k} \) is the corresponding factor of the similar decomposition \( t = \hat{\tau}^{i_0} \ast \cdots \ast \hat{\tau}^{i_m} \). Since \( s \neq t \), we have \( \sigma^{i_m} \neq \tau^{i_m} \) and consequently \( \hat{\sigma}^{i_m} \neq \hat{\tau}^{i_m} \). Then also \( g(\hat{\sigma}^{i_m}) \neq g(\hat{\tau}^{i_m}) \).

Writing \( r = f(s) = f(t) \), we similarly have \( r = \hat{\rho}^{i_0} \ast \cdots \ast \hat{\rho}^{i_m} \). Thinking of \( r \) as a subset of \( \mathbb{R}^m \), each line \( L_k := \hat{\rho}^{i_k} \times \langle e_{i_k+1} \rangle \) is skew with respect to the affine subspace \( A_k \) of \( \mathbb{R}^m \times \mathbb{R}^{n+1} \) spanned by \( L_0, \ldots, L_{k-1} \) (that is, \( L_k \) and \( A_k \) are disjoint and contain no parallel vectors). Therefore the join \( L_0 \ast \cdots \ast L_m \) is contained in \( \mathbb{R}^m \times \mathbb{R}^{n+1} \), and in fact in \( r \times \mathbb{R}^{n+1} \). Since \( f \times g \) sends \( \hat{\sigma}^{i_m} \) and \( \hat{\tau}^{i_m} \) into distinct points of \( L_m \), it must also send \( x \) and \( y \) to distinct points of \( L_0 \ast \cdots \ast L_m \subset r \times \mathbb{R}^{n+1} \). \( \square \)

**Remark 1.9.** Theorem 2 yields a simple explicit construction of an embedding of a given \( n \)-polyhedron in \( \mathbb{R}^{2n+1} \) (see [40; 1.2] for another simple explicit construction). Indeed, the barycentric subdivision \( K' \) of a given \( n \)-dimensional simplicial complex \( K \) admits a non-degenerate simplicial map onto the \( n \)-simplex \( \Delta^n \) (by sending the barycenter of each \( i \)-simplex of \( K \) to the \((i+1)\)st vertex of \( \Delta^n \) and extending linearly).

The following application of Theorem 1 is deduced from it in §6 by elaborating on some arguments due to P. M. Akhmetiev.

**Theorem 3.** Let \( f: N \to M \) be a stable smooth map between stably parallelizable smooth \( n \)-manifolds, where \( n \not= 1, 2, 3, 7 \). Then \( f \) is an \( n \)-prem.

Akhmetiev himself proved that every \( f \) as above is \( n \)-realizable in the sense that the composition \( N \xrightarrow{f} M \xrightarrow{\iota} M \times \mathbb{R}^n \) with the inclusion \( \iota \) onto \( M \times \{0\} \) is \( C^0 \)-approximable by smooth embeddings [3], [4] (see also [34; §5] and [5] for alternative proofs). It is possible to deduce Theorem 3 from the statement of this original result of Akhmetiev (although the direct proof of Theorem 3 given in §6 is simpler than the one given by
this deduction). Namely, it is proved in [7] using Theorem 1 of the present paper that if \( f : N \to M \) is a stable smooth map between smooth \( n \)-manifolds (resp. a stable PL map from an \( n \)-polyhedron to a PL \( n \)-manifold), where \( n \geq 3 \), then \( f \) is \( n \)-realizable if and only if it is a smooth (resp. PL) \( n \)-prem. In fact, the equivalence of \( k \)-realizability and the \( k \)-prem property is proved in [7] under much weaker hypotheses, which are however strictly stronger than those of Theorem 1. Moreover, there are explicit examples in [7] showing that a map \( f \) as in Theorem 1 can be \( k \)-realizable without being a \( k \)-prem.

Here is another application of Theorem 1 (the proof is in §6).

**Theorem 4.** Let \( N \) be a PL (smooth) \( \mathbb{Z}/2 \)-homology \( n \)-sphere, \( M \) an orientable PL (smooth) \( n \)-manifold, \( n > 2 \). A stable PL (smooth) map \( f : N \to M \) is a PL (smooth) \( n \)-prem if either

(a) \( \deg(f) \) is zero or odd; or

(b) \( f_* : \pi_1(N) \to \pi_1(M) \) is onto.

By a PL \( \mathbb{Z}/2 \)-homology \( n \)-sphere we mean a PL manifold (not just a polyhedral homology manifold) with the same mod2 homology as \( S^n \).

Theorem 4(b) implies, in particular, the following:

**Corollary 1.10.** Stable smooth maps \( S^n \to S^n \) are smooth \( n \)-prems for \( n > 2 \).

For \( n = 2 \) this is also true [34; Proof of the Yamamoto–Akhmetiev Theorem]. In the cases \( n = 3, 7 \) Corollary 1.10 is a rather delicate result, in the sense that some closely related assertions are false:

- the universal covering map of the Poincaré homology sphere is not a 3-prem [34; Example 3];
- a certain stable self-map of the Poincaré homology sphere is not a 3-prem [34; Remark to Theorem 4];
- for \( n = 3, 7 \) there exists an equivariant map \( F : S^n \times S^n \to S^n \times S^n \) such that \( F|_{\tilde{S}^n} \) is transverse to \( \Delta_{S^n} \) and \( (F|_{\tilde{S}^n})^{-1}(\Delta_{S^n}) \) admits no equivariant map to \( S^{n-1} \) [6] (see also Lemma 6.3 below).  

Corollary 1.10 is also a consequence of the author’s previous result that stable smooth maps \( S^n \to S^n \) are \( n \)-realizable for \( n > 2 \) [34] and the aforementioned result of [7], proved using Theorem 1 of the present paper.

Theorem 4(a) yields a negative solution to Petersen’s problem [43; end of §3]: does there exist a 3-dimensional lens space \( L(p, q) \) with \( p \) odd whose universal covering is not a 3-prem? (The condition “with \( p \) odd” is not explicitly stated in Petersen’s question, but is implied by the preceding discussion and certainly by his observation on the preceding page that no even degree covering \( S^3 \to M^3 \) is a 3-prem.)

**Corollary 1.11.** The universal covering of every 3-dimensional lens space \( L(p, q) \) with \( p \) odd is a 3-prem.

---

\(^5\)It is also asserted in the main result of [6] that such equivariant maps \( S^n \times S^n \to S^n \times S^n \) do not exist for \( n \neq 1, 3, 7 \). A proof of this assertion can be found in the present paper, in the proof of Theorem 3 in §6; see also [5] for a different approach.
The following example shows that the restriction $2(m + k) \geq 3(n + 1)$ in Theorem 1 cannot be relaxed.

**Example 1.12.** It is easy to construct a self-transverse immersion $f$ of the Möbius band in $\mathbb{R}^3$ such that $\Delta_f$ is homeomorphic to $S^1$ with the antipodal involution. On the other hand, if $f$ is a self-transverse immersion of an orientable 2-manifold $N$ in $\mathbb{R}^3$, it is easy to see that $\Delta_f$ admits an equivariant map to $S^0$. Nevertheless, there exist self-transverse immersions of orientable 2-manifolds in $\mathbb{R}^3$ that are not 1-prems [21; §2], [2] (see also [16], [51], [8; §3.3]). Below we describe a variant of this construction, which is particularly simple in that it has only one triple point in the case of a surface with boundary, and simultaneously extend it to higher dimensions.

(a) Let us first describe an immersion $\varphi: G \to H$ between graphs with only one triple point such that $\Delta_\varphi$ admits an equivariant map to $S^0$ but $\varphi$ is not a 1-prem.

Our graphs will have loops and multiple edges. Let $H$ consist of one vertex $v$ (of degree 6) and three edges $A, B, C$. Let $G$ consist of three vertices $a, b, c$ (each of degree 4) and the following six edges:

- $A'$ and $B''$ between $a$ and $b$;
- $B'$ and $C''$ between $b$ and $c$;
- $C'$ and $A''$ between $c$ and $a$.

We define $\varphi$ by $\varphi(a) = \varphi(b) = \varphi(c) = v$, $\varphi(A') = \varphi(A'') = A$, $\varphi(B') = \varphi(B'') = B$ and $\varphi(C') = \varphi(C'') = C$.

It is easy to see that $\Delta_\varphi$ admits an equivariant map to $S^0$. However, the pairs $(a, b)$, $(b, c)$ and $(c, a)$ lie in the same component of $\Delta_\varphi$. Hence if $g: G \to \mathbb{R}$ is a map such that $\varphi \times g: G \to H \times \mathbb{R}$ is an embedding, then $g(a) - g(b)$, $g(b) - g(c)$ and $g(c) - g(a)$ must all have the same sign. However, this contradicts the fact that their sum is 0. Thus $\varphi$ is not a 1-prem.

(b) Next we construct an orientable 2n-manifold $M$ with boundary and a self-transverse immersion $f: M \to \mathbb{R}^{3n}$ with only one triple point such that $\Delta_f$ admits an equivariant map to $S^0$ but $f$ is not a 1-prem.

This $f$ will be modeled on $\varphi$, in the sense that $G$ and $H$ will appear as the images of $\Delta_f$ in $M$ and in $\mathbb{R}^3$, respectively, and $\varphi$ will appear as the restriction of $f$.

Let $I = [-1, 1]$, and let us consider three 2n-disks $D_{xy} = I^n \times I^n \times 0$, $D_{yz} = 0 \times I^n \times I^n$ and $D_{xz} = I^n \times 0 \times I^n$ in the three coordinate 2n-planes in $\mathbb{R}^{3n}$. (These disks are going to be neighborhoods of the vertices $a, b, c$ respectively, or rather their images under the immersion.) Let $p_\pm = (\pm 1, 0, \ldots, 0) \in I^n$ and let $x_\pm, y_\pm$ and $z_\pm$ be the images of $p_\pm$ in $I^n \times 0 \times 0$, $0 \times I^n \times 0$ and $0 \times 0 \times I^n$. Let us consider three arcs with interiors outside $I^{3n}$: an arc $J_{xy}$ connecting $x_+ \text{ with } y_-$; an arc $J_{yz}$ connecting $y_+ \text{ with } z_-$; and an arc $J_{xz}$

---

6Let us note that if $g: \mathbb{R}P^2 \to \mathbb{R}$ is the Boy’s surface, then the restriction of $g$ to the image of $\Delta_g$ in $\mathbb{R}P^2$ can be described similarly, except that $A''$ will connect $c$ to itself, $B''$ will connect $a$ to itself, and $C''$ will connect $b$ to itself.

7In fact, this remains true even if the edges $C, C'$ and $C''$ are deleted from $G$ and $H$.

8In fact, $\{(a, b, c)\}$ is the simplest example of what is called a Penrose staircase in Theorem 5.
connecting $z_+$ with $x_-$. (These arcs are going to lie in the edges $A$, $B$, $C$ respectively.) Let $e_i$ be the standard $i$th basis vector in $\mathbb{R}^n$, and let $v_i^x$, $v_i^y$ and $v_i^z$ be its images in $\mathbb{R}^n \times 0 \times 0$, $0 \times \mathbb{R}^n \times 0$ and $0 \times 0 \times \mathbb{R}^n$.

We may assume that $J_{xy}$ lies in the 2-plane through 0 spanned by $v_1^x$ and $v_1^y$, and similarly for $J_{yz}$ and $J_{zx}$. The normal bundle $\lambda$ of $J_{xy}$ in this plane is a line subbundle in the normal bundle $\nu$ of $J_{xy}$ in $\mathbb{R}^{3n}$. Let us note that $\lambda$ is spanned by (a translate of) $v_1^y$ over $x_+$ and by $v_1^x$ over $y_-$. Another line subbundle $\lambda'$ in $\nu$ is spanned by $v_1^z$. The 2-bundle $\lambda \oplus \lambda'$ can also be represented as $\lambda_1 \oplus \lambda_1'$, where $\lambda_1$ and $\lambda_1'$ coincide with $\lambda$ and $\lambda'$ over $x_+$, and then start rotating away from them, eventually (i.e. over $y_-$) rotating through an angle of $\pi/2$. If we do the rotation counterclockwise, then the frame $(v_1^y, v_1^z)$ over $x_+$ is transported along $\lambda_1 \oplus \lambda_1'$ into the frame $(v_1^y, -v_1^z)$ over $y_-$. For each $i > 1$ the vectors $v_i^x$, $v_i^y$ and $v_i^z$ also span line subbundles $\mu_x$, $\mu_y$ and $\mu_z$ of $\nu$. The 3-bundle $\mu_x \oplus \mu_y \oplus \mu_z$ can also be represented as $\mu_i \oplus \mu_i' \oplus \mu_i''$, where $\mu_i$, $\mu_i'$ and $\mu_i''$ coincide with $\mu_x$, $\mu_y$ and $\mu_z$ over $x_+$, and then start rotating around the vector $v_i^x + v_i^y + v_i^z$, so that eventually the three vectors exchange cyclically according to the permutation $(xyz)$. In other words the frame $(v_i^x, v_i^y, v_i^z)$ over $x_+$ is transported along $\mu_i \oplus \mu_i' \oplus \mu_i''$ into the frame $(v_i^y, v_i^z, v_i^x)$ over $y_-$. Let us now connect $D_{xy}$ with $D_{yz}$ by the total space of the $(2n - 1)$-disk bundle over $J_{xy}$ associated to $\lambda_1 \oplus \mu_2 \cdots \oplus \mu_n \oplus \mu_2' \cdots \oplus \mu_n'$. (The union of this total space with $D_{xy}$ and $D_{yz}$ is going to be a neighborhood of the edge $A'$, or rather its image under the immersion.) We also connect $D_{zx}$ with $D_{xy}$ by the total space of the $(2n - 1)$-disk bundle over $J_{xy}$ associated to $\lambda_1' \oplus \mu_2 \cdots \oplus \mu_n \oplus \mu_2' \cdots \oplus \mu_n'$. (This is going to be an immersed neighborhood of $A''$. We similarly connect $D_{xy}$ with $D_{yz}$ and $D_{yz}$ with $D_{zx}$ along $J_{yz}$. (These are going to be immersed neighborhoods of $B'$ and $B''$, respectively.) Also we connect $D_{yz}$ with $D_{zx}$ and $D_{zx}$ with $D_{xy}$ along $J_{zx}$. (These are going to be immersed neighborhoods of $C'$ and $C''$, respectively.)

Thus we obtain an orientable manifold with boundary $M^{2n}$ and a self-transverse immersion $f : M \to \mathbb{R}^{3n}$ with one triple point which extends $\varphi$ so that $\Delta_f = \Delta_\varphi$. Hence $\Delta_f$ admits an equivariant map to $S^0$ but $f$ is not a 1-prem.

(c) Finally we show that the previous construction can be improved so as to get rid of the boundary. Thus we will construct a closed orientable 2n-manifold $W$ and a self-transverse immersion $F : W \to \mathbb{R}^{3n}$ (with several triple points) such that $\Delta_F$ admits an equivariant map to $S^0$ but $F$ is not a 1-prem.

First we note that in the previous construction, $M$ is a 2n-dimensional thickening of the graph $G$, that is, a handlebody with three 0-handles and six 1-handles; and $f$ factors through an immersion $f : (M, \partial M) \to (N, \partial N)$, where $N$ is a 3n-dimensional thickening of the graph $H$, that is, a handlebody with one 0-handle $h$ and three 1-handles $h_i$. Let $B$ be obtained from $N$ by attaching three 2-handles $h_i'$ so that they cancel geometrically the 1-handles $h_i$. (Thus $B$ is homeomorphic to the 3n-ball.) The 2-handles are attached to $N$ along thin tubular neighborhoods $T_i$ of three embedded circles $C_i \subset \partial N$, and it is not hard to ensure that each $C_i \cap h_i$ is an arc disjoint from $f(\partial M)$, and each
$C_i \cap h$ is an arc which meets $f(\partial M)$ transversely (if at all). Thus $f(\partial M)$ lies entirely in $\partial B$ and in the $(3n - 1)$-disks $Q_i := T_i \cap h$. Moreover, each $f(\partial M) \cap Q_i$ consists of parallel copies of an unknotted $(2n - 1)$-disk in the $(3n - 1)$-ball $Q_i$ (since the tubular neighborhood $T_i$ is thin and the intersections of its core circle $C_i$ with $f(\partial M)$ are transversal).

Now the double $2M := M \cup_{\partial M = \partial M} M$ is immersed by $2f$ into $S^{3n} = B \cup_{\partial B = \partial B} B$, but still has boundary, which is embedded by $2f$ into the annuli $2Q_i \cong D^1 \times S^{3n-2}$ which in turn lie in the tori $2T_i \cong S^1 \times S^{3n-2}$. These tori bound the solid tori $2h_i' \cong D^2 \times S^{3n-2}$; and to these solid tori there are attached the $(3n - 1)$-handles $2h_i \cong D^1 \times D^{3n-1}$. The unions $U_i := 2h_i' \cup 2h_i \cong D^1 \times D^{3n-1}$ can also be viewed as $(3n - 1)$-handles, whose bases are our annuli $2Q_i \cong D^1 \times S^{3n-2}$ containing the image of $\partial(2M)$. Now the image of $\partial(2M)$ in each $2Q_i$ consists of parallel copies of an embedded $(2n - 1)$-sphere, which is unknotted in the $(3n - 1)$-sphere $\partial U_i$; consequently they bound parallel $2n$-disks in the $3n$-ball $U_i$. The desired immersion $F$ is the extension of $2f$ by means of these embedded disks. Although the interior of each of these disks intersects the image of $2f(M)$, the intersection corresponds to two new components of $\Delta_F$ which are interchanged by the involution, so the equivariant map $\Delta_{2f} \to S^0$ yields an equivariant map $\Delta_F \to S^0$.

For a space $X$ let $\Delta_X^{(3)} = \{(x, x, x) \in X^3\}$ and $X^{(3)} = \{(x, y, z) \in X^3 \mid x \neq y \neq z \neq x\}$, and for a map $f : X \to Y$ let $\Delta_f^{(3)} = \{(x, y, z) \in X^{(3)} \mid f(x) = f(y) = f(z)\}$.

**Theorem 5.** Let $f : X \to Y$ be a non-degenerate PL map between compact polyhedra. The following are equivalent:

1. $f$ is a PL 1-prem;
2. there exist an equivariant map $\varphi : \Delta_f \to S^0 = \{1, -1\}$ and for each $y \in Y$ a total ordering of $f^{-1}(y)$ such that $x < x'$ if and only if $\varphi(x, x') = 1$;
3. there exists an equivariant map $\varphi : \Delta_f \to S^0$ such that $\varphi^3 : (\Delta_f)^3 \to (S^0)^3$ sends every triple of the form $((x, y), (y, z), (z, x))$ into the complement of $\Delta_S^{(3)}$;
4. $f$ has no Penrose staircases, where a Penrose staircase for $f$ is a finite subset $F \subset \Delta_f^{(3)}$ such that for every equivariant map $\varphi : \Delta_f \to S^0$ there exists an $(x, y, z) \in F$ such that that $\varphi(x, y) = \varphi(y, z) = \varphi(z, x)$;
5. there exist an $S_2$-equivariant map $\Phi : \Delta_f \to \mathbb{R}$ and an $S_3$-equivariant map $\Psi : \Delta_f^{(3)} \to \mathbb{R}^3$ that for every choice of an embedding $j : \{1, 2\} \to \{1, 2, 3\}$ commute with the corresponding projections $\pi_j : \Delta_f^{(3)} \to \Delta_f$ and $\Pi_j : \mathbb{R}^3 \to \mathbb{R}$.

Theorem 5 elaborates on some results found in the literature, most notably in Poénaru’s paper [45]. The implication (3)$\Rightarrow$(2) is implicit in the proof of [45; Lemme 1.5]. The implication (2)$\Rightarrow$(1) for generic smooth immersions between manifolds is implicit in [45; Lemme 1.4] (whose proof is left to the reader); it is proved in [21; Proposition 4] for generic immersions of orientable 2-manifolds in $\mathbb{R}^3$ and in [23] in the general case. See also [17] for a related result.

\(^9\) $S_i$ denotes the symmetric group.
Proof. The implications $(1)\Rightarrow(2)\Rightarrow(3)\Rightarrow(4)$ are trivial.

$(2)\Rightarrow(1)$. Let $K$ and $L$ triangulate $X$ and $Y$ so that $f$ is triangulated by a simplicial map $K \to L$. For each vertex $v$ of $L$ let us pick a monotone embedding of $f^{-1}(v)$ in $\mathbb{R}$. This defines a map $g: X \to \mathbb{R}$ on the vertices of $K$, and we extend it linearly to each simplex of $K$. If $(x, y) \in \Delta_f$, then $x = \sum_i \lambda_i v_i$ and $y = \sum_i \lambda_i w_i$ for some $\lambda_i > 0$ such that $\sum_i \lambda_i = 1$ and some vertices $v_i$ and $w_i$ of $K$ such that $f(v_i) = f(w_i)$ for each $i$. Clearly, each pair $(v_i, w_i)$ lies in the same component of $\Delta_f$ as $(x, y)$. Hence $\varphi(v_i, w_i) = \varphi(x, y)$ for each $i$, and therefore each $g(v_i) - g(w_i)$ is of the same sign as $\varphi(x, y) \in S^0 = \{1, -1\}$. Then $g(x) - g(y) = \sum_i \lambda_i(g(v_i) - g(w_i))$ is also of that sign, and in particular $g(x) \neq g(y)$. Hence $f \times g: X \to Y \times \mathbb{R}$ is injective.

$(3)\Rightarrow(2)$. Given an $y \in Y$, let us define a binary relation $\prec$ on $f^{-1}(y)$ by $x \prec x'$ if $x \neq x'$ and $\varphi(x, x') = 1$. By $(3) <$ is transitive. Hence it is a strict total order.

$(4)\Rightarrow(3)$. Clearly, $\Delta_f$ has only finitely many connected components. Hence there exist only finitely many distinct equivariant maps $\Delta_f \to S^0$. Let us denote them by $\varphi_1, \ldots, \varphi_n$. If $(3)$ does not hold, then each $\varphi_i$ sends some triple $((x_i, y_i), (y_i, z_i), (z_i, x_i))$ into $\Delta_{S^0}^{(3)}$. Then the triples $(x_i, y_i, z_i), i = 1, \ldots, n$, form a Penrose staircase.

$(5)\Rightarrow(3)$. The natural embedding $e: X^{(3)} \to (\tilde{X})^3, e(x, y, z) = ((y, z), (z, x), (x, y))$, yields embeddings $e_f: \Delta_f^{(3)} \to (\Delta_f)^3$ and $e_S: \mathbb{R}^{(3)} \to (\mathbb{R})^3$. Clearly, $\Phi$ and $\Psi$ commute with the projections $\pi_j$ and $\Pi_j$ for each $j$ if and only if $\Phi^3$ and $\Psi$ commute with $e_f$ and $e_S$. On the other hand, if $h: \mathbb{R} \to S^0$ is a homotopy equivalence, then $h^3: (\mathbb{R})^3 \to (S^0)^3$ sends the image of $e_S$ onto the complement of $\Delta_{S^0}^{(3)}$.

$(3)\Rightarrow(5)$. In the notation of the proof of $(5)\Rightarrow(3)$, let us note that $e$ is equivariant with respect to the action of $S_3$ on $(\tilde{X})^3$ given by $\sigma(p_1, p_2, p_3) = (t^p p_{\sigma(1)}, t^p p_{\sigma(2)}, t^p p_{\sigma(3)})$, where $t^p: \tilde{X} \to \tilde{X}$ is the factor exchanging involution if $\sigma$ is odd and the identity if $\sigma$ is even. Hence the composition $\Delta_f^{(3)} \xrightarrow{e_f} (\Delta_f)^3 \xrightarrow{e_S^3} (S^0)^3 \setminus \Delta_{S^0}^{(3)}$ is equivariant with respect to the free action of $S_3$ on $(S^0)^3 \setminus \Delta_{S^0}^{(3)}$ given by $\sigma(e_1, e_2, e_3) = ((-1)^{\sigma}\epsilon_{\sigma(1)}, (-1)^{\sigma}\epsilon_{\sigma(2)}, (-1)^{\sigma}\epsilon_{\sigma(3)})$. Also, the composition $\mathbb{R}^{(3)} \xrightarrow{e_S^3} (\mathbb{R})^3 \xrightarrow{h^3} (S^0)^3 \setminus \Delta_{S^0}^{(3)}$ is an $S_3$-equivariant homotopy equivalence. Hence we obtain the desired $S_3$-map $\Psi$. \hfill $\square$

**Corollary 1.13.** Let $f: X^n \to Y^m$ be a $C^0$-stable smooth map between compact smooth manifolds, where $n \leq m$. Then the assertion of Theorem 5 with “$PL$ 1-prem” replaced by “smooth 1-prem” holds for $f$.

**Proof.** By Verona’s theorem (see Theorem A.1) $f$ is $C^0$-left-right equivalent to a PL map $f'$. Since $n \leq m$, both maps are non-degenerate. By [39; Theorem B] $f$ is a smooth 1-prem if and only if it is a topological 1-prem. The latter is equivalent to $f'$ being a topological 1-prem. Now the assertion follows from Theorem 5. \hfill $\square$

**Problem 1.14.** Let $f: X \to Y$ be a finite-to-one map between compacta. Does the assertion of Theorem 5 with “$PL$ 1-prem” replaced by “topological 1-prem” hold for $f$?

**Remark 1.15.** For a generic smooth immersion $f: X^n \to Y^m$, where $n < m$, a weaker necessary condition than those of Theorem 5 was claimed to be still sufficient for $f$ to
be a 1-prem in the main result of V. Poénaru’s paper [45] (see also [44]). However, A. Gorelov has found a critical error in its proof [24] and more recently has announced a counterexample to the statement of Poénaru’s theorem (private communication). In fact, a non-degenerate PL map between finite graphs for which Poénaru’s condition is not sufficient is constructed in Gorelov’s master’s thesis [23; Example 3.12], and it is not hard to convert this map between graphs to a self-transverse immersion between manifolds similarly to Example 1.12.

2. Generic maps

2.A. Generic smooth maps. In the present paper we adhere to the following understanding of the term "generic". It can be used only in assertions of certain types. First we consider the smooth case. Let $N$ and $M$ be smooth manifolds, where $N$ is compact. The assertion “every generic smooth map $N \to M$ satisfies property $P$” (or any logically equivalent assertion) means “$C^\infty(N, M)$ contains a dense open subset whose elements satisfy property $P$”. The assertion “every generic smooth fold map $N \to M$ satisfies property $P$” (or any logically equivalent assertion) means “the subspace of fold maps in $C^\infty(N, M)$ contains a dense open subset whose elements satisfy property $P$”. Here “fold” can be replaced by any other adjective or adjective phrase, and one can similarly use adjectives or adjective phrases in the PL case, which will be discussed below.

Let us note that, according to our convention, the word “generic” is not an adjective, but a more complex part of speech (which modifies not only a noun phrase but the whole sentence, or even several sentences). One can also understand “generic” as an adjective, whose meaning e.g. in case of “generic smooth maps” would be “satisfying a certain fixed set of conditions that determine an open and dense set of maps in $C^\infty(N, M)$”. A drawback of this reading is that the scope of the implicit existential quantifier in “a certain fixed set” is not clearly specified, which may lead to ambiguity.

**Proposition 2.1.** Theorem 1(b) is equivalent to its modified version where “generic” is replaced by “stable”.

**Proof.** Let $F, S, A \subset C^\infty(N, M)$ consist of all fold maps, of all stable maps and of all corank one maps, respectively. Since $S$ is open, $S \cap F$ is open in $F$. Since $S \cap A$ is dense in $A$ (see Theorem A.2) and $F$ is open, $S \cap F$ is dense in $F$. Thus the modified version of Theorem 1(b) implies the original version.

Conversely, let $G$ be the dense open subset of $F$ given by the statement of Theorem 1(b), and let $f: N \to M$ be a stable smooth fold map. Since $G$ is dense in $F$, there exists a $g \in G$ that is $C^\infty$-left-right equivalent to $f$. Then $f$ is a smooth $k$-prem if and only if $g$ is a smooth $k$-prem; also, there exists an equivariant map $\Delta_f \to S^{k-1}$ if and only if there exists an equivariant map $\Delta_g \to S^{k-1}$. Hence Theorem 1(b) implies its modified version. \[ \square \]

10. The case of non-compact $N$ is discussed in Appendix C but is not needed in the main part of the present paper.
2.B. **Generic PL maps.** Here we assume familiarity with Appendix B.

Let \( N \) and \( M \) be polyhedra, where \( N \) is compact. The assertion “every generic PL map \( N \to M \) satisfies property \( P'' \)” (or any logically equivalent assertion) means “for each triangulations \( K, L \) of \( N, M \) and every stratification map \( \varphi \) between their face posets, \( C(\varphi) \) contains an open dense subset whose elements satisfy property \( P'' \).

The proof of Theorem 1 will also utilize the following definition. Let \( C(\varphi) \) be a stratification map between the face posets of some triangulations \( K, L \) of \( N, M \) and every stratification map \( \varphi \) between the face posets of \( K \) and \( L \), the space \( C(\varphi) \) contains a subset whose elements satisfy property \( P \) and whose intersection with each point-inverse \( F \) of the restriction map \( C(\varphi) \to C(\varphi_0) \) is dense and open in \( F \), where \( \varphi_0 \) denotes the restriction of \( \varphi \) to the face poset of \( K_0 \).”

**Proposition 2.2.** Theorem 1(a) is equivalent to its modified version where “generic” is replaced by “stable”.

**Proof.** Theorem B.1 implies that generic PL maps \( N \to M \) are stable. (In more detail, let \( \varphi \) be a stratification map between the face posets of some triangulations \( K, L \) of \( N, M \). By Theorem B.1 \( S(\varphi) \) is open and dense in \( C(\varphi) \). But every element of \( S(\varphi) \) is a stable PL map, by using the same triangulations.) Hence the modified version of Theorem 1(a) implies the original version.

Conversely, let \( f : N \to M \) be a stable PL map. Then there exist triangulations \( K, L \) of \( P, Q \) and a stratification map \( \varphi \) between the face posets of \( K \) and \( L \) such that \( f \in S(\varphi) \). Assuming the assertion of Theorem 1(a), we get an open dense subset \( G \) of \( C(\varphi) \) such that if \( g \in G \) and there exists an equivariant map \( \Delta_g \to S^{k-1} \), then \( g \) is a PL \( k \)-prem. Since \( G \) is dense and \( f \) is PL-left-right equivalent to some \( f' \in S(\varphi) \), some \( g \in G \) is PL-left-right equivalent to \( f' \) and hence to \( f \). Then \( f \) is a PL \( k \)-prem if and only if \( g \) is a PL \( k \)-prem; also, there exists an equivariant map \( \Delta_f \to S^{k-1} \). Hence Theorem 1(a) implies its modified version. \( \square \)

3. **Proof of Theorem 1 modulo Main Lemma**

3.A. **Proof of Theorem 1 modulo Main Theorem.** The following theorem will be proved later in this section modulo a certain Main Lemma.

**Theorem 3.1** (Main Theorem). Suppose that \( m \geq n \) and \( 2(m + k) \geq 3(n + 1) \).

(a) Let \( M \) be a PL \( m \)-manifold and \( N \) a compact \( n \)-polyhedron, and let \( M_+, N_+ \) be their closed subpolyhedra. Let \( f : N \to M \) be a PL map such that \( f^{-1}(M_+) = N_+ \) and \( f \) is generic on \( N \setminus N_+ \), and let \( f_* = f|_{N_+} \).

Suppose that \( e_* : N_+ \to \mathbb{R}^k \) is a PL map such that \( f_* \times e_* : N_+ \to M_+ \times \mathbb{R}^k \) is an embedding and \( \tilde{e}_* : \Delta_{f_*} \to S^{k-1} \) extends to an equivariant map \( \alpha : \Delta_f \to S^{k-1} \).

Then \( e_* \) extends to a PL map \( e : N \to \mathbb{R}^k \) such that \( f \times e : N \to M \times \mathbb{R}^k \) is an embedding and \( \tilde{e} : \Delta_f \to S^{k-1} \) is equivariantly homotopic to \( \alpha \) keeping \( \Delta_{f_*} \) fixed.
(b) Let $M$ be a smooth $m$-manifold and $N^n$ a compact smooth $n$-manifold, and let $M_*$ and $N_*$ be their codimension zero closed submanifolds. Let $f: N \to M$ be a generic smooth fold map such that $f^{-1}(M_*) = N_*$. Let $f_* = f|_{N_*}$.

Suppose that $e_*: N_* \to \mathbb{R}^k$ is a map such that $f_* \times e_*: N_* \times \mathbb{R}^k \to M_* \times \mathbb{R}^k$ is a smooth embedding and $\tilde{e_*}: \Delta_f \to S^{k-1}$ extends to an equivariant map $\alpha: \Delta_f \to S^{k-1}$.

Then $e_*$ extends to a map $e: N \to \mathbb{R}^k$ such that $f \times e: N \to M \times \mathbb{R}^k$ is a smooth embedding and $\tilde{e}: \Delta_f \to S^{k-1}$ is equivariantly homotopic to $\alpha$ keeping $\Delta_f$ fixed.

Theorem 1(a) is an immediate consequence of the case $M_* = \emptyset$ of Theorem 3.1(a). The case $M_* \neq \emptyset$ will arise from the induction step in the proof of the case $M_* = \emptyset$.

Theorem 1(b) is an immediate consequence of the case $M_* = \emptyset$ of Theorem 3.1(b). The case $M_* \neq \emptyset$ is needed to deduce Theorem 1(c). Before we go into this deduction, let us introduce some notation.

3.B. Immersions and fold maps. For a space $N$ let $\Delta_N^{(3)} = \{(x, y, z) \in N^3 \mid f(x) = f(y) = f(z), x \neq y, y \neq z, z \neq x\}$. Let $\bar{\Delta}_f$ be the closure of $\Delta_f$ in $N^2$ and let $\bar{\Delta}_f^{(3)}$ be the closure of $\Delta_f^{(3)}$ in $N^3$. Let $\Sigma_f$ be the set of points $p \in N$ such that every neighborhood of $p$ contains distinct points $x, y$ satisfying $f(x) = f(y)$. Let $\Sigma_f^{(3)}$ be the set of points $p \in N$ such that every neighborhood of $p$ contains pairwise distinct points $x, y, z$ satisfying $f(x) = f(y) = f(z)$. Then $\Delta_{\Sigma_f} = \bar{\Delta}_f \cap \Delta_N$ and $\Delta_{\Sigma_f}^{(3)} = \bar{\Delta}_f^{(3)} \cap \Delta_N^{(3)}$.

A map $f: N \to M$ is called a (smooth) immersion if every point of $N$ has a neighborhood that is (smoothly) embedded by $f$. Clearly, $f$ is an immersion if and only if $\Sigma_f = \emptyset$. By a fold map we mean a map $f: N \to M$ such that $\Sigma_f^{(3)} = \emptyset$; this includes smooth fold maps, whose only singularities are of the fold type (= of type $\Sigma^{1,0}$, cf. [22]).

Proof of Theorem 1(c). This proof essentially uses Appendix C. Let $X = f^{-1}\left(f\left(\Sigma_f^{(3)}\right)\right)$. Since $f$ is generic, we may assume that $X$ is a compact polyhedron (see Theorem A.1) and that $\dim X = \dim \Sigma_f^{(3)} \leq 3n - 2m - 2$. Let $g: N \to \mathbb{R}^k$ be a generic smooth map and let $h = f \times g: N \to M \times \mathbb{R}^k$. Since $k \geq \dim X + 1$, by Theorem C.12 we may assume that $\Sigma_h$ is disjoint from $X$. Thus $h$ embeds some closed neighborhood $N_*$ of $X$ in $N$ such that $N_*$ is a manifold with boundary, $N_*$ deformation retracts onto $X$, and $N_* = f^{-1}(M_*)$ for some codimension zero submanifold $M_* \subset M$. Let $f_* = f|_{N_*}$ and $e_* = g|_{N_*}$. We may further assume that $\Delta_{f_*}$ equivariantly deformation retracts onto $Y := \Delta_{f_*}$.

We have $\dim Y \leq \dim X \leq 3n - 2m - 2$. Since $3n - 2m - 2 < k - 1$, the map $\tilde{g}|_Y: Y \to S^{k-1}$ is equivariantly homotopic to $\varphi|_Y$, where $\varphi: \Delta_f \to S^{k-1}$ is the given equivariant map. It follows that $\tilde{e_*}: \Delta_{f_*} \to S^{k-1}$ is equivariantly homotopic to $\varphi|_{\Delta_{f_*}}$, and consequently extends to an equivariant map $\alpha: \Delta_f \to S^{k-1}$ which is homotopic to $\varphi$. Let $N'$ be a codimension zero closed submanifold of $N$ containing $N \setminus N_*$ and disjoint from $X$. (If $N_* \cap \partial N = \emptyset$, we may take $N'$ to be simply the closure of $N \setminus N_*$; otherwise
$N'$ has to be slightly larger in order for $\partial N'$ to be a smooth manifold.) Since $f$ is a fold map on $N'$, we can now apply Theorem 3.1(b) to obtain an extension of $e_*$ to a map $e: N \to \mathbb{R}^k$ such that $f \times e: N \to M \times \mathbb{R}^k$ is a smooth embedding (and, in fact, $\tilde{e}$ is equivariantly homotopic to $\varphi$).

3.C. Simple fold maps. By a (smooth) simple fold map we mean a (smooth) fold map $f: N \to M$ that does not intersect its own folds, that is, $(N \times \Sigma_f) \cap \Delta_f = \emptyset$. Clearly, (smooth) immersions are (smooth) simple fold maps, and generic PL (smooth) triple point free maps are (smooth) simple fold maps. Generic PL (smooth) maps $N^n \to M^m$

- have no triple points when $2m \geq 3n + 1$;
- are simple (smooth) fold maps when $2m \geq 3n$;
- are (smooth) fold maps when $2m \geq 3n - 1$, provided that $M$ and $N$ are PL manifolds rather than polyhedra in the PL case.

Let $E_f$ be the set of distinct pairs $(p, q) \in N \times N$ such that every neighborhood of $(p, q)$ contains pairs $(x, y)$ and $(x, z)$ such that $x, y, z$ are pairwise distinct and $f(x) = f(y) = f(z)$. Let $\tilde{E}_f$ be the closure of $E_f$ in $N^2$. Thus $\tilde{\Delta}_f^{(3)} \setminus \Delta_f^{(3)}$ is the union of the images of $\tilde{E}_f$ under the three embeddings of $N \times N$ onto the thick diagonals of $N^3$. Clearly, $\tilde{E}_f \setminus E_f = \Delta_{\Sigma_f^{(3)}}$ and $\tilde{E}_f \subset N \times \Sigma_f$. It is easy to see that if $f$ is a generic (PL or smooth) map, then $E_f = (N \times \Sigma_f) \cap \Delta_f$. Thus a generic PL (smooth) map is a (smooth) simple fold map if and only if $\tilde{E}_f = \emptyset$.

Remark 3.2. Smooth simple fold maps have been studied by A. Szücs. He calls them “maps of singular multiplicity 2” in [57] and “$\Sigma^1$-maps” (not to be confused with “$\Sigma^1$-maps”) in [59] (but “$\Sigma^1$-maps” have a different meaning in a paper by R. Rimányi and A. Szücs published in the same year and in later papers by A. Szücs). Also they would be called “simple $\Sigma^1$-singular maps” in direct analogy with the terminology of [58].

**Lemma 3.3** (Main Lemma). (a) Theorem 3.1(a) holds if $f|_{N \setminus N_*}$ is a simple fold map.
(b) Theorem 3.1(b) holds if $f$ is a smooth simple fold map.

Lemma 3.3(a) is proved in §4 and Lemma 3.3(b) is proved in §5 by building on the proof of Lemma 3.3(a). A sketch of the proof, which applies to both PL and smooth cases, is given in §3.H.

Remark 3.4. The full strength of Lemma 3.3 will be needed to prove Theorem 3.1(b). To prove Theorem 3.1(a), we need Lemma 3.3(a) only in the cases where $f|_{N \setminus N_*}$ is either (i) a triple-point free map or (ii) a trivial covering. It is not hard to prove the case (i) directly, which we will do (see Proposition 3.6) since it helps to understand the general position assumptions that are really needed for Theorem 3.1(a) (see Remark 3.7). However, the case (ii) is not so far from the general case (of simple fold maps), at least from the conceptual viewpoint. From the technical viewpoint, the verification of “being not so far” does take some efforts (which are not in vain since they are anyway needed for the smooth case). One reason to be careful about this verification is that $f$ may have complicated behavior near $N_*$ (since it is assumed to be a simple fold map only
over $N \setminus N_*$, but that is also an issue in the case (ii) (since in that case $f$ is assumed to be a covering only over $N \setminus N_*$) and so in the case (ii) one would anyway need to be careful about some verification of this sort.

3.D. A lemma on isovariant maps. A triangulation of a polyhedron $P$ with a PL action of a finite group $G$ is called equivariant if the action is by simplicial maps and the stabilizer of each simplex equals the stabilizer of each interior point of this simplex; this implies, in particular, that the fixed point set $P^G$ is triangulated by a subcomplex.

An isovariant map is an equivariant map $f : X \to Y$ which does not increase stabilizers of points, i.e. the stabilizer of each $x \in X$ contains the stabilizer of $f(x)$. (Let us note that the reverse inclusion also holds since $f$ is equivariant.) In particular, an equivariant map $\varphi$ of a $\mathbb{Z}/2$-space $X$ into $\mathbb{R}^k$ with $\mathbb{Z}/2$ acting by the central symmetry $x \mapsto -x$ is isovariant if and only if $\varphi^{-1}(0)$ coincides with the fixed point set $X^{\mathbb{Z}/2}$.

**Lemma 3.5.** Let $P$ be a compact $\mathbb{Z}/2$-polyhedron and let $Q$ be an invariant closed subpolyhedron of $P$. Let $\beta : P \to \mathbb{R}^k$ be an isovariant map such that $\beta|_Q$ is a PL map. Then $\beta$ is isovariantly homotopic keeping $Q$ fixed to a PL map.

**Proof.** Let $A$ be an equivariant triangulation of $P$ such that $Q$ is triangulated by a subcomplex of $A$. Let $B$ be the union of all closed simplexes of $A$ that do not intersect $P^{\mathbb{Z}/2}$. Let $B'$ be an equivariant subdivision of $B$ into sufficiently small simplexes, and let us extend it to an equivariant subdivision $A'$ of $A$ without adding new vertices. Let $C$ be the simplicial neighborhood of $P^{\mathbb{Z}/2}$ in $A'$. Let us define $\varphi$ to coincide with $\beta$ on the vertices of $A'$ and by extending linearly to the simplexes of $A'$. Then it is easy see that $\varphi$ is isovariant. (Every simplex of $C$ is a join of a simplex $S$ of $P^{\mathbb{Z}/2}$ and a simplex $T$ of $B'$. Then $\varphi(S) = 0$ and $\varphi(T) \subset \mathbb{R}^k \setminus 0$ by our choice of $B'$. Hence $\varphi^{-1}(0) \cap (S*T) = S$.) Also, $\varphi$ is “conical” on $C$ in the sense that it is the composition of the quotient map $C \to C/P^{\mathbb{Z}/2}$ and a conical map of the cone $C/P^{\mathbb{Z}/2}$ over $\partial C$ into the infinite cone $\mathbb{R}^k$.

Now $\beta|_B$ is isovariantly homotopic to $\varphi|_B$ by the linear homotopy, which keeps $Q$ fixed. Therefore $\beta$ is isovariantly homotopic keeping $Q$ fixed to a map $\gamma$ such that $\gamma|_B = \varphi|_B$. Finally, similarly to the Alexander trick, $\gamma$ is isovariantly homotopic to $\varphi$ by a homotopy $\gamma_t$, $t \in [0,1]$, keeping $B \cup Q$ fixed and such that each $\gamma_t$ coincides with $\gamma$ on $C \setminus tC$ for a certain smaller neighborhood $tC$ of $P^{\mathbb{Z}/2}$, and is “conical” on $tC$.

3.E. The triple point free case. In the case where $f|_{N \setminus N_*}$ is a simple fold map without triple points, Theorem 3.1(a) can be proved by a much simpler construction, which works without any hypotheses on dimensions and genericity:

**Proposition 3.6.** Let $M^m$ be a PL manifold and $N^n$ a compact polyhedron, and let $M_*$, $N_*$ be their closed subpolyhedra. Let $f : N \to M$ be a PL map such that $f^{-1}(M_*) = N_*$ and $f|_{N \setminus N_*}$ is a simple fold map without triple points, and let $f_* = f|_{N_*}$.

Suppose that $e_* : N_* \to \mathbb{R}^k$ is a PL map such that $f_* \times e_* : N_* \to M_* \times \mathbb{R}^k$ is an embedding and $\hat{e}_* : \Delta_f \to S^{k-1}$ extends to an equivariant map $\alpha : \Delta_f \to S^{k-1}$.

Then $e_*$ extends to a PL map $e : N \to \mathbb{R}^k$ such that $f \times e : N \to M \times \mathbb{R}^k$ is an embedding and $\hat{e} : \Delta_f \to S^{k-1}$ is equivariantly homotopic to $\alpha$ keeping $\Delta_f$ fixed.
Let us emphasize that \( f \) is not assumed to be generic here, and \( m, n \) and \( k \) are arbitrary. Let us note that a generic PL map without triple points is automatically a simple fold map.

**Proof.** We are given \( e_* \) and \( \alpha \) and we need to construct \( e \). Let \( f_o = f|_{N \setminus N_*} \). Let us note that \( \Delta_{f_o} = \Delta_f \setminus \Delta_{f_o} \), but \( \Delta^*_f := \Delta_f \setminus \Delta_{f_o} \) may be larger than \( \Delta_{f_o} \). Clearly, \( \Delta^*_f = \Delta_f \cap (N \times N_*) \).

Let \( S_* : \Delta^*_f \to \mathbb{R}^k \) be defined by \( S_*(x, y) = \frac{e(x) + e(y)}{2} \), and let \( S : \Delta_f \to \mathbb{R}^k \) be an arbitrary PL map extending \( S(x, y) = S(y, x) \). Let \( A_* : \Delta^*_f \to \mathbb{R}^k \) and \( A : \Delta_f \to \mathbb{R}^k \) be defined by \( A_*(x, y) = \frac{e(x) - e(y)}{2} \) and \( A(x, y) = ||A_*(x, y)|| \), and let \( a : \Delta_f \to [0, \infty) \) be an arbitrary PL map extending \( a_\ast \) and satisfying \( a(x, y) = a(y, x) \) and \( a(x, y) = 0 \Leftrightarrow x = y \). Let us define \( A : \Delta_f \to \mathbb{R}^k \) by \( A(x, y) = a(y, x) \cdot a(x, y) \) for \( x \neq y \) and by \( A(x, x) = 0 \). Then \( a \) is isovariant and \( A(x, y) = \frac{e(x) - e(y)}{||e(x) - e(y)||} \cdot \frac{||e(x) - e(y)||}{2} = A_*(x, y) \) for all \((x, y) \in \Delta_{f_o}\). Since \( A(x, x) = 0 \), we have \( A|_{\Delta^*_f} = A_* \). Since \( A_* \) is a PL map, by Lemma 3.5 \( A \) is isovariantly homotopic keeping \( \Delta^*_f \) fixed to a PL map \( A' : \Delta_f \to \mathbb{R}^k \).

Let us define \( \varphi : \Delta_f \to \mathbb{R}^k \) by \( \varphi(x, y) = S(x, y) + A'(x, y) \). Then \( \varphi \) is a PL map and \( \varphi(x, y) = S_*(x, y) + A_*(x, y) = e_\ast(y) \) for \((x, y) \in \Delta^*_f\). Let \( \pi : N \times N \to N \) be the projection onto the second factor. Since \( f_o \) is a simple fold map without triple points, \( \pi \) embeds \( \Delta_{f_o} \). Let us define \( e_1 : N_\ast \cup \pi(\Delta_f) \to \mathbb{R}^k \) by \( e_1(y) = e_\ast(y) \) for \( y \in N_\ast \) and by \( e_1(y) = \varphi(x, y) \) for \((x, y) \in \Delta_f\). Let us note that the latter definition agrees with the former when \((x, y) \in \Delta^*_f\), and it follows that \( e_1 \) is well-defined. Let \( e : N \to \mathbb{R}^k \) be any PL map extending \( e_1 \). Since \( f \times e : N \times M \to \mathbb{R}^k \) embeds \( N_\ast \) and \( \pi(\Delta_{f_o}) \), it is an embedding. We have

\[
e_\ast(x, y) = \frac{e(y) - e(x)}{||e(y) - e(x)||} = \frac{\varphi(x, y) - \varphi(y, x)}{||\varphi(x, y) - \varphi(y, x)||} = \frac{A'(x, y) - A'(y, x)}{||A'(x, y) - A'(y, x)||}
\]

and

\[
\frac{A(x, y) - A(y, x)}{||A(x, y) - A(y, x)||} = \frac{\alpha(x, y) - \alpha(y, x)}{||\alpha(x, y) - \alpha(y, x)||} = \frac{2\alpha(x, y)}{||2\alpha(x, y)||} = \alpha(x, y)
\]

for all \((x, y) \in \Delta_f\). Since \( A \) is isovariantly homotopic to \( A' \) keeping \( \Delta^*_f \) fixed, it follows that \( e \) is equivariantly homotopic to \( \alpha \) keeping \( \Delta_{f_o} \) fixed. \( \square \)

### 3.5. Proof of Main Theorem modulo Main Lemma: PL case.

**Proof of Theorem 3.1(a).** Let \( K \) and \( L \) be triangulations of \( N \) and \( M \) such that \( f : K \to L \) is simplicial and \( N_* \) and \( M_* \) are triangulated by subcomplexes. Let \( \tilde{D}_3 \) be the image of the composition \( \tilde{\Delta}_f^{(3)} \subset N^3 \to N \) of the inclusion and the projection onto the first factor. Let \( E \) be the image of the composition \( (\Sigma_f \times N) \cap \tilde{\Delta}_f \subset N^2 \to N \) of the inclusion and the projection onto the first factor. Since \( f \) is generic on \( N \setminus N_* \), we may assume that \( f|_{N \setminus N_*} \) is non-degenerate, that \( \tilde{D}_3 \cap (N \setminus N_*) \) is of dimension \( \leq 3n - 2m \) and \( E \cap (N \setminus N_*) \) is of dimension \( \leq 3n - 2m - 1 \) (in fact, \( \leq 3n - 2m \) would already suffice for our purposes).
Let $\sigma_1, \ldots, \sigma_r$ be the simplexes of $f(\bar{D}_3 \cup E)$ not contained in $M_r$, arranged in an order of increasing dimension. Let $L_i = M_r \cup \sigma_1 \cup \cdots \cup \sigma_i$, and let $K_i = f^{-1}(L_i)$. Let $f_i : K_i \to L_i$ be the restriction of $f$. Thus $f_0 = f_r$.

Let $e_0 = e_*$. Suppose more generally that $e_i : K_i \to \mathbb{R}^k$ is a PL map such that $f_i \times e_i : K_i \to L_i \times \mathbb{R}^k$ is an embedding and $\tilde{e}_i : \Delta_{f_i} \to S^{k-1}$ is equivariantly homotopic to $a|_{\Delta_{f_i}}$ by a homotopy $h_i : \Delta_{f_i} \times I \to S^{k-1}$ that keeps $\Delta_{f_i}$ fixed.

Let $(Q, Q_*) = f^{-1}(\sigma_{i+1}, \partial \sigma_{i+1})$ and let $(F, F_*) = f|_{(Q, Q_*)}$ and $E_* = e_i|_{Q_*}$. Since $f|_{N \setminus N_\ast}$ is non-degenerate, $f$ sends every simplex of $K$ not contained in $N_\ast$ homeomorphically onto some simplex of $L$. Hence the preimage of every open $k$-simplex of $L$ not contained in $M_r$ is a disjoint union of open $k$-simplexes of $K$. In particular, $F$ restricts to a trivial finite-fold (possibly 0-fold) covering $Q \setminus Q_\ast = K_{i+1} \setminus K_i \to \sigma_{i+1} \setminus \partial \sigma_{i+1} = L_{i+1} \setminus L_i$. The map $F_\ast \times E_\ast : Q_\ast \to \partial \sigma_{i+1} \times \mathbb{R}^k$ is an embedding, and $\tilde{E}_\ast : \Delta_{F_\ast} \to S^{k-1}$ extends to an equivariant map $\Phi : \Delta_F \to S^{k-1}$ given by $a|_{\Delta_F}$ along with $H_* := h_i|_{\Delta_{F_\ast} \times I}$, using that the inclusion $\Delta_{F_\ast} \subset \Delta_F$ is a cofibration.\footnote{If $F : Q \to X$ is a PL map, and $R$ is a closed subpolyhedron of $Q$, then $\tilde{R}$ is a closed subpolyhedron of $\tilde{Q}$, and consequently $\Delta_{F|_R} = (F \times F)^{-1}(\Delta_X) \cap \tilde{R}$ is a closed subpolyhedron of $\Delta_F = (F \times F)^{-1}(\Delta_X) \cap \tilde{Q}$.} Since every covering is an immersion, and hence a simple fold map, and since every $s$ such that $s \leq 3n-2m$ satisfies $s+k \geq \frac{3}{2}(s+1)$, by Lemma 3.3(a) $E_\ast$ extends to a PL map $E : Q \to \mathbb{R}^k$ such that $F \times E : Q \to \sigma_{i+1} \times \mathbb{R}^k$ is an embedding and $\tilde{E}_\ast : \Delta_F \to S^{k-1}$ is equivariantly homotopic to $\Phi$ keeping $\Delta_{F_i}$ fixed. Then $E$ is equivariantly homotopic to $a|_{\Delta_F}$ by a homotopy $H$ that extends $H_\ast$.

Clearly, $\Delta_{f_{i+1}} = \Delta_{f_i} \cup \Delta_{f_{i+1}} \Delta_{F_i}$. Thus $e_{i+1} := e_i|_{E_{i+1}}$ is a PL map $K_{i+1} \to \mathbb{R}^k$ such that $f_{i+1} \times e_{i+1} : K_{i+1} \to L_{i+1} \times \mathbb{R}^k$ is an embedding and $\tilde{e}_{i+1} : \Delta_{f_{i+1}} \to S^{k-1}$ is equivariantly homotopic to $a|_{\Delta_{f_{i+1}}}$ by the homotopy $h_{i+1} := h_i \cup H_\ast H$ which obviously keeps $\Delta_{f_i}$ fixed.

Finally, we have $L_r = M_r \cup f(\bar{D}_3 \cup E)$ and consequently $K_r \supset N_r \cup \bar{D}_3 \cup E$. Hence $f|_{N \setminus N_\ast}$ is a simple fold map without triple points, and we can apply Proposition 3.6.

**Remark 3.7.** It is clear from the proof of Theorem 3.1(a) that the hypothesis “$f$ is generic” in Theorem 1(a) can be replaced by the conjunction of the following conditions:

1. $f$ is non-degenerate;
2. $\dim \Delta_{f_i}^{(3)} \leq 3n-2m$;
3. $\dim(\Sigma_f \times N) \cap \Delta_F \leq 3n-2m-1$.

The same conditions but with $f|_{N \setminus N_\ast}$ in place of $f$ work to replace the hypothesis “$f$ is generic on $N \setminus N_\ast$” in Theorem 3.1(a).

**Remark 3.8.** The proof of Theorem 3.1(a) modulo Lemma 3.3(a) almost looks like an induction on Thom–Boardman (or at least Morin) strata (which gets stuck at the penultimate step). Nevertheless, it remains a challenge to make such an induction work in the smooth case.

### 3.G. Proof of Main Theorem modulo Main Lemma: Smooth case.

In order to prove the smooth case of the Main Theorem, we will actually need a slightly strengthened version of the smooth case of the Main Lemma. It is also convenient to state the analogous strengthening of the PL case.

---

**Proof of Main Theorem modulo Main Lemma: Smooth case.**
Addendum 3.9 (to Main Lemma). (a) Let $M, N, f, M_*, N_*$ and $f_*$ be as in Theorem 3.1(a). Let $X$ be the union of $\Delta_f$ and $(\Sigma_f \times N \cup N \times \Sigma_f) \cap \Delta_f$. Suppose that $g: N \to \mathbb{R}^k$ is a PL map, generic on $N \setminus N_*$ and such that $f_* \times (g|_{N_*}): N_* \to M_* \times \mathbb{R}^k$ is an embedding, $\Delta_{f \times g}$ is disjoint from $X$, and the map $\tilde{g}: X \to S^{k-1}$ defined by $\tilde{g}(x, y) = \frac{g(y)-g(x)}{|g(y)-g(x)|}$ extends to an equivariant map $\alpha: \Delta_f \to S^{k-1}$. Then $g$ is homotopic keeping $N_*$ fixed to a PL map $e: N \to \mathbb{R}^k$ such that $f \times e: N \to M \times \mathbb{R}^k$ is an embedding and $\tilde{e}: \Delta_f \to S^{k-1}$ is equivariantly homotopic to $\alpha$ keeping $\Delta_f$, fixed.

(b) Let $M, N, f, M_*, N_*$ and $f_*$ be as in Theorem 3.1(b). Let $X$ be the union of $\Delta_f$ and $(\Sigma_f \times N \cup N \times \Sigma_f) \cap \Delta_f$. Suppose that $g: N \to \mathbb{R}^k$ is a generic smooth map such that $f_* \times (g|_{N_*}): N_* \to M_* \times \mathbb{R}^k$ is a smooth embedding, $\Delta_{f \times g}$ is disjoint from $X$, and the map $\tilde{g}: X \to S^{k-1}$ defined by $\tilde{g}(x, y) = \frac{g(y)-g(x)}{|g(y)-g(x)|}$ extends to an equivariant map $\alpha: \Delta_f \to S^{k-1}$. Then $g$ is homotopic keeping $N_*$ fixed to a map $e: N \to \mathbb{R}^k$ such that $f \times e: N \to M \times \mathbb{R}^k$ is a smooth embedding and $\tilde{e}: \Delta_f \to S^{k-1}$ is equivariantly homotopic to $\alpha$ keeping $\Delta_f$, fixed.

Let us note that Lemma 3.3 is a trivial consequence of Addendum 3.9: if $f$ is a simple fold map, then $(\Sigma_f \times N) \cap \Delta_f = \emptyset$, so $X = \Delta_{f_*}$.

Proof of Theorem 3.1(b). Since $f$ is a fold map, $S := (\Sigma_f \times N) \cap \Delta_f$ is a compact subset of $N \times N \setminus \Delta_N$. Let $\pi$ be the projection of $N \times N$ to the first factor and $t$ be the factor exchanging involution of $N \times N$. Let $N_0 = \pi(S \cup t(S)) \cup N_*$ and $f_0 = f|_{N_0}$.

Since $f$ is generic, $\dim S \leq 3m - 2n$ (in fact, $\dim S \leq 3m - 2n - 1$, but we do not need this). Then it follows from Theorem 3.1(a) and the triangulation theorem (see Theorem A.1) that the given smooth map $e_*: N_* \to \mathbb{R}^k$ extends to a continuous map $e_0: N_0 \to \mathbb{R}^k$ such that $f_0 \times e_0: N_0 \to M \times \mathbb{R}^k$ is a topological embedding and $\tilde{e}_0: \Delta_{f_0} \to S^{k-1}$ is equivariantly homotopic to $\alpha|_{\Delta_{f_0}}$ keeping $\Delta_{f_*}$ fixed.

Let $g: N \to \mathbb{R}^k$ be a generic smooth map such that $g|_{N_*} = e_*$ and $g|_{N_0}$ is sufficiently $C^0$-close to $e_0$, and let $h = f \times g: N \to M \times \mathbb{R}^k$. Since $e_0$ is injective and $S$ is a compact subset of $N \times N \setminus \Delta_N$, we may assume that $\Delta_h$ is disjoint from $X := S \cup t(S) \cup \Delta_f$, and that $\tilde{g}: X \to S^{k-1}$ is equivariantly homotopic to $\alpha|_X$ keeping $\Delta_f$, fixed. Then $\tilde{g}$ extends to an equivariant map $\alpha': \Delta_f \to S^{k-1}$ which is equivariantly homotopic to $\alpha$ keeping $\Delta_f$, fixed.

Then by Addendum 3.9(b) $g$ is homotopic keeping $N_*$ fixed to a map $e: N \to \mathbb{R}^k$ such that $f \times e: N \to M \times \mathbb{R}^k$ is a smooth embedding and $\tilde{e}: \Delta_f \to S^{k-1}$ is equivariantly homotopic to $\alpha$ keeping $\Delta_f$, fixed.

3.H. Proof of Main Lemma: Sketch. Here is an outline of the proof of Lemma 3.3. In this outline, we will assume that $M_* = \emptyset$ in order to simplify notation.

Let us pick a generic lift $h = f \times g: N \to M \times \mathbb{R}^k$ of the given map $f: N \to M$. Let us define $\tilde{g}: \Delta_f \to \mathbb{R}^k$ by $(x, y) \mapsto g(y) - g(x)$. Using the hypothesis, it is not hard to construct a generic equivariant homotopy $\Phi$ from $\tilde{g}$ to a map into $\mathbb{R}^k \setminus \{0\}$. Let $D_\emptyset$ be the image of $\Phi^{-1}(0) \subset \Delta_f \times I$ under the projection $\Delta_f \times I \to \Delta_f$ and let $D$ be the closure of $D_\emptyset$ in $\Delta_f$. Then $D$ is of a small dimension (namely, $2n + 1 - m - k$, which
is less than \( n/2 \) and therefore the projection \( \pi: \tilde{\Delta} \subset N \times N \to N \) embeds \( D \). Also, since \( f \) is a simple fold map, \( \pi \) is an immersion, and hence embeds a closed invariant neighborhood \( U \) of \( D \). Our plan is to homotope \( h \) to an embedding by a homotopy lying over \( f \), with support in \( \pi(U) \), using the configuration level homotopy \( \Phi \) (restricted over \( U \)) and the homeomorphism \( \pi|_U \) between \( U \) and \( \pi(U) \). A preliminary version \( \xi \) of the desired homotopy is given by an explicit formula involving \( \xi_0 = h|_{\pi(U)} \) and \( \Phi \), and does eliminate the existing double points of \( h \); thus \( \xi \) embeds \( \pi(U) \). But, of course, this formula is unaware that \( f \) may have triple and 10-tuple points, and because of this \( \xi \) may accidentally create new double points between \( \pi(U) \) and \( N \setminus \pi(U) \). However, since \( D \) is of small dimension, by a slight perturbation of \( \xi \) we can at least ensure that new double points do not occur between \( \pi(D) \) and \( N \setminus \pi(D) \). Then they also do not occur between a small neighborhood \( \pi(V_\varepsilon^2) \) of \( \pi(D) \) in \( \pi(U) \) and \( N \setminus \pi(V_\varepsilon^2) \), and (using again that \( f \) is a simple fold map) even between a neighborhood \( W_\varepsilon^2 \) of \( \pi(D) \) in \( N \) and \( N \setminus W_\varepsilon^2 \). With enough care this remains true (even with the same \( V_\varepsilon^2 \) and \( W_\varepsilon^2 \), so that we don’t get a circularity!) after we amend \( \Phi \) so that it has support in \( V_\varepsilon^2 \).

Remark 3.10. One naturally wonders if it is not excessive to first define a preliminary version \( \xi \) of the homotopy and then amend\(^{12}\) it (along with \( \Phi \)): isn’t it possible to define \( \xi \) just once, after an appropriate preparation? The amendment is based on the fact that the images of \( \pi(D) \) (of dimension \( < n/2 \)) and \( N \setminus \pi(D) \) (of dimension \( n \)) in \( M \times \mathbb{R}^k \) (of dimension \( m + k \geq 3(n + 1)/2 \)) do not intersect in general position (while lying over \( f \)). If they happen to remain disjoint in general position even after projecting to \( M \), then we could indeed define \( \xi \) just once; but this assumption (namely, \( m \geq 3n/2 \)) would be too restrictive.

We could actually do as follows: first define \( \xi \) on \( \pi(D) \) (by explicit formula), then perturb it into general position (along with \( \Phi \)), and finally extend it over \( \pi(U) \) (by explicit formula). While this seems to be the most logical order of actions, it would require analyzing properties of the construction by explicit formula two times (separately for \( \pi(D) \) and for \( \pi(U) \)), even though the formula is the same. So it is really in order to avoid this repeated analysis that we define \( \xi \) twice on the entire \( \pi(U) \).

4. Proof of Main Lemma: PL case

Here is the proof of Lemma 3.3(a), split into a number of steps.

4A. Construction of \( D \). Let us write \( N_0 = N \setminus N_\ast, M_0 = M \setminus M_\ast \) and \( f_0 = f|_{N_0} \). Since \( f \) is generic on \( N_0 \), we may assume that \( \dim \Delta_{f_0} \leq 2n - m \). Let \( d = 2n - m - k \). Let \( g: N \to \mathbb{R}^k \) be a PL map extending \( e_\ast \) and generic on \( N_0 \), and let \( h = f \times g: N \to M \times \mathbb{R}^k \). Since \( 2n - m < k + d \), \( g \) lifts (with respect to the projection \( \mathbb{R}^{k+d} \to \mathbb{R}^d \)) to a PL map \( G: N \to \mathbb{R}^{k+d} \) extending the composition \( N_\ast \overset{\varepsilon}{\to} \mathbb{R}^k \subset \mathbb{R}^{k+d} \) and such that \( f \times G: N \to M \times \mathbb{R}^{k+d} \) is an embedding. Since \( g \) is generic on \( N_0 \) and \( g|_{N_0} = e_\ast \), we may assume that \( \Delta_h \) is a subpolyhedron of codimension \( \geq k \) in \( \Delta_{f_0} \).

\(^{12}\)Here we are concerned only with amendments that are global, at least on some scale; perturbations into general position do not count as “amendments” here.
Since $f$ is PL, $\tilde{\Delta} f$ is a closed subpolyhedron of $N \times N$ and $\Sigma f$ is a closed subpolyhedron of $N$. Let us note that $\tilde{\Delta} f^* := \tilde{\Delta} f \setminus \tilde{\Delta} f_o$ may be larger than $\tilde{\Delta} f_o$, even though $\Delta f_o = \Delta f \setminus \Delta f_o$. (Clearly, $\tilde{\Delta} f^* = \tilde{\Delta} f^* \cap (N \times N).$) Let us define an isovariant map $\beta: \tilde{\Delta} f \rightarrow \mathbb{R}^k$ by sending $\Delta f$ to $0$ and by $(x, y) \mapsto \alpha(x, y) \cdot ||G(y) - G(x)||$ for $x \neq y$. Let us note that $\beta(x, y) = \frac{g(y) - g(x)}{g(y) - g(x)} \cdot ||g(y) - g(x)|| = g(y) - g(x)$ for $(x, y) \in \tilde{\Delta} f^*$. In particular, $\beta|\tilde{\Delta} f^*$ is a PL map.

By Lemma 3.5 $\beta$ is isovariantly homotopic keeping $\tilde{\Delta} f^*$ fixed to a PL map $\varphi: \tilde{\Delta} f \rightarrow \mathbb{R}^k$. By equivariantly perturbing the images of the vertices of an equivariant triangulation of $\tilde{\Delta} f$ such that $\varphi$ is linear on its simplexes we may assume that $\varphi$ is generic on $\tilde{\Delta} f_o$ (as an equivariant map). The equivariant map $\tilde{\Delta} f \rightarrow \mathbb{R}^k$ defined by $(x, y) \mapsto g(y) - g(x)$ is equivariantly homotopic to $\varphi$ by the linear homotopy $\Phi: \tilde{\Delta} f \times I \rightarrow \mathbb{R}^k$, which keeps $\Delta f^*$ fixed. Thus we have $\Phi(x, y, t) = g(y) - g(x)$ for all $(x, y, t) \in \tilde{\Delta} f \times \{0\} \cup \Delta f \times I$ and $\Phi(\Delta f \times \{0\} \cup \Delta f \times I) \subset \mathbb{R}^k \setminus \{0\}$. Hence $\nabla \circ := \Phi^{-1}(0) \setminus (\Delta N \times I)$ lies in $\Delta f \times [0, 1)$, also $\nabla \circ \cap (\Delta f \times \{0\}) = \Delta h$. Let $\nabla_o$ be the closure of $\nabla \circ$ in $\tilde{\Delta} f \times I$, and let $\nabla$ be its closure in $\tilde{\Delta} f \times I$. Let $D_o$, $D_o$ and $D$ be the images of $\nabla_o$, $\nabla_o$ and $\nabla$ under the projection $\tilde{\Delta} f \times I \rightarrow \tilde{\Delta} f$. Since $\Phi$ is PL, $\nabla$ is a closed subpolyhedron of $\tilde{\Delta} f \times I$ and consequently $D$ is a closed subpolyhedron of $\tilde{\Delta} f$. Since $\Phi$ is generic on $\tilde{\Delta} f \times I$, we may assume that $\nabla \circ$ is of codimension $\geq k$ in $\Delta f \times I$, hence of dimension $\leq d$. Consequently $\nabla$ and $D$ are also of dimension $\leq d$.

Let $\pi: \tilde{\Delta} f \subset N \times N \rightarrow N$ be the composition of the inclusion and the projection onto the first factor and let $\pi_o = \pi|\tilde{\Delta} f_o$ and $\pi_o = \pi|\tilde{\Delta} f_o$.

**Lemma 4.1.**

(a) $\Delta_{\pi_o} \setminus \Delta_{\pi_o}$ is homeomorphic to $\Delta f_o^{(3)}$

(b) $\Delta_{\pi_o} \setminus \Delta_{\pi_o}$ is a union of two homeomorphic copies of $(\Sigma f_o \times N) \cap \Delta f_o$.

(c) $\Sigma_{\pi_o}$ coincides with $(N \times \Sigma f_o) \cap \Delta f_o$ in general position.

(d) $\Sigma_{\pi_o} \setminus \Sigma_{\pi_o}$ coincides with $\Delta f_o^{(3)}$ in general position.

**Proof.** (a). Every point of $\Delta_{\pi_o}$ is of the form $((x, y), (x, z))$, where $(x, y)$ and $(x, z)$ belong to $\Delta f_o$ and $y \neq z$. Thus the projection $N^4 \rightarrow N^3$, $((x, y), (x, z)) \mapsto ((x, y), (x, z))$, sends $\Delta_{\pi_o}$ homeomorphically onto $\Delta f_o^{(3)}$. □

(b). Clearly, $\Delta_{\pi_o} \setminus \Delta_{\pi_o}$ is the union of the images of $(\Sigma f_o \times N) \cap \Delta f_o$ under the two embeddings $N^2 \rightarrow N^2$ given by $(x, y) \mapsto ((x, x), (x, y))$ and $(x, y) \mapsto ((x, y), (x, x))$. □

(c). It is easy to see that $\Sigma_{\pi_o} \subset (N \times \Sigma f_o) \cap \Delta f_o$. In more detail, by definition, $\Sigma_{\pi_o}$ consists of pairs $(p, q) \in \Delta f_o$ whose arbitrary neighborhood in $\Delta f_o$ contains distinct pairs $(x, y)$ and $(x, z)$. Here $f_o(y) = f_o(x) = f_o(z)$, so $q \in \Sigma f_o$. Thus $\Sigma_{\pi_o} \subset (N \times \Sigma f_o) \cap \Delta f_o$.

The reverse inclusion $(N \times \Sigma f_o) \cap \Delta f_o \subset \Sigma_{\pi_o}$ needs general position. Since $f$ is generic on $N_o$, we actually have $\Sigma_{\pi_o} = E f_o = (N \times \Sigma f_o) \cap \Delta f_o$ (see §3.C concerning $E f_o$). □

(d). Let $\Sigma f_o'$ denote the set of points $p \in N_o$ such that every neighborhood of $p$ contains distinct points $x$ and $y$ such that $x \in \Sigma f_o$ and $f_o(x) = f_o(y)$; thus $\Delta_{\Sigma f_o'}$ is the intersection of $\Delta N$ with the closure of $(N \times \Sigma f_o) \cap \Delta f_o$. □
It is easy to see that $\Sigma_{\pi_o} \setminus \Sigma_{\pi_o}$ contains $\Delta_{\pi_o}$ and is contained in $\Delta_{\pi_o} \cup \Delta_{\pi_o'}$; actually, all three sets coincide in general position.

In more detail, clearly $\Sigma_{\pi_o} \setminus \Sigma_{\pi_o}$ coincides with $\Sigma_{\pi_o} \cap \Delta_N$. By definition, the latter consists of pairs $(p, p) \in \Delta_{\pi_o} \cap \Delta_N$ whose arbitrary neighborhood in $\Delta_{\pi_o}$ contains distinct pairs $(x, y)$ and $(x, z)$. The case where $x, y, z$ can be chosen to be pairwise distinct amounts to $p \in \Sigma_{\pi_o}$, and the case where $x$ and $y$ can be chosen to be equal amounts to $p \in \Sigma_{\pi_o}$. This proves the two inclusions.

Finally, since $f$ is generic on $N_o$, $(x, y) \in (N \times \Sigma_{\pi_o}) \cap \Delta_{\pi_o}$ implies $(x, y, y) \in \Delta_{\pi_o}^{(3)}$ and therefore $\Sigma_{\pi_o} \subset \Sigma_{\pi_o}^{(3)}$. \hfill \Box

4.B. $\pi$ embeds $D$. Since $f$ is generic on $N_o$, we may assume that $\dim \Delta_{\pi_o}^{(3)} \leq 3n - 2m$ and that $\dim (\Sigma_{\pi_o} \times N) \cap \Delta_{\pi_o} \leq 3n - 2m - 1$. Hence by Lemma 4.1(a,b) $\Delta_{\pi_o}$ is of dimension at most $3n - 2m$. Therefore so is its closure $\Delta_{\pi_o}^\circ$.

Let $K$ be an equivariant triangulation of $\Delta_f$ and $L$ a triangulation of $N$ such that $\pi: K \to L$ is simplicial and $\Delta_f^\circ$ and $N_*$ are triangulated by subcomplexes. Since $f_o$ is non-degenerate, so is $\pi_o$. Therefore if $\sigma_1, \sigma_2$ are simplexes of $K$ not in $\Delta_f^\circ$ such that $\pi(\sigma_1) = \pi(\sigma_2)$, then they have the same dimension $s$. Moreover, $s \leq \dim \Delta_{\pi_o} = 3n - 2m - 1$. Since $\Phi$ is generic on $\Delta_{\pi_o} \times I$, we may assume that $\nabla \cap \sigma_i \times I$ is of dimension at most $s - (k - 1)$, and therefore so is $D \cap \sigma_i$. Since $2(s - (k - 1)) - s \leq 3n + 2 - 2m - 2k < 0$, we may assume that $\pi$ embeds $D$.

4.C. Construction of $U$. Since $f_o$ is a simple fold map, we conclude from Lemma 4.1(c,d) that $\Sigma_{\pi_o} = \varnothing$. Thus $\pi_o: \Delta_{\pi_o} \to N$ is an immersion.

Since $\pi_o$ immerses $\Delta_{\pi_o}$ and embeds $D_o$, it must in fact embed some $Z/2$-invariant closed neighborhood $U_o$ of $D_o$ in $\Delta_{\pi_o}$.\footnote{Indeed, since $D_o \times D_o$ and $\Delta_{\pi_o}$ are disjoint closed subsets of $\Delta_{\pi_o} \times \Delta_{\pi_o}$, there exists an open neighborhood $U_o'$ of $D_o$ such that $U_o' \times U_o'$ is disjoint from $\Delta_{\pi_o}$. Since $D_o$ is invariant, $U_o'$ contains an invariant closed neighborhood $U_o$ of $D_o$.} It is not hard to choose $U_o$ so that its closure $U$ in $\Delta_f$ is a closed subpolyhedron of $N \times N$, and $U_* := U \setminus U_o$ coincides with $D \setminus D_o$. Since $\pi$ embeds $D$ and $U_o$, and $\pi(U_*) \cap \pi(U_o) \subset N_* \cap N_o = \varnothing$, we get that $\pi$ embeds $U$. (It would in fact suffice for our purposes to know that it embeds $U_o$, but to stay within the PL category it helps to deal with compact polyhedra.)

4.D. Construction of $e_t$. Let us construct a PL homotopy $e_t: \pi(U) \to \mathbb{R}^k$ keeping $\pi(U_*)$ fixed and such that $e_0 = g|_{\pi(U)}$ and $e_t(y) - e_t(x) = \Phi(x, y, t)$ for all $(x, y) \in U$. (We do not need to worry if $e_t$ keeps the entire frontier of $\pi(U)$ fixed, because we will eventually use only the restriction of $e_t$ to a small neighborhood of $\pi(D)$ in $\pi(U)$.)

For each $x \in \pi(U)$ there is a unique $y = y(x) \in \pi(U)$ such that $(x, y) \in U$. The vector $e_t(y) - e_t(x) = \Phi(x, y, t)$ is given for each $t$, and we have some freedom in choosing its endpoints $e_t(x)$ and $e_t(y)$. We may, for instance, endow every point $x \in \pi(U)$ with a "mass" continuously depending on $x$ and choose the endpoints $e_t(x)$ and $e_t(y)$ so that their "center of gravity" does not depend on $t$. For our purposes, it suffices to consider
the constant mass function, so that the center of gravity is the midpoint of the vector. The requirement that this midpoint be fixed under the homotopy can be expressed by

$$\frac{e_t(x) + e_t(y)}{2} = \frac{g(x) + g(y)}{2},$$

where the left hand side can be rewritten as

$$e_t(x) + \frac{1}{2}(e_t(y) - e_t(x)) = e_t(x) + \frac{1}{2}\Phi(x, y, t).$$

Thus we define \(e_t: \pi(U) \to \mathbb{R}^k\) by

$$e_t(x) = \frac{1}{2}(g(x) + g(y) - \Phi(x, y, t))$$

$$= g(x) + \frac{1}{2}(g(y) - g(x) - \Phi(x, y, t)), $$

where \(y \in \pi(U)\) is the unique point such that \((x, y) \in U\). Clearly, \(e_t\) is piecewise linear, \(e_0\) is the restriction of \(g\), and \(e_t(y) - e_t(x) = \Phi(x, y, t)\) for all \((x, y) \in U\); the latter can also be verified directly:

$$e_t(y) - e_t(x) = g(y) - g(x) - \left(\frac{1}{2} + \frac{1}{2}\right)(g(y) - g(x) - \Phi(x, y, t)) = \Phi(x, y, t).$$

Finally, since \(U_* \subset \Delta^*_f\) and \(\Phi(x, y, t) = g(y) - g(x)\) for \((x, y) \in \Delta^*_f\), we have \(e_t(x) = g(x)\) for all \(x \in \pi(U_*)\). Let us note that since \(e_t(y) - e_t(x) = \Phi(x, y, t)\) for \((x, y) \in U\) and \(\Phi(\Delta_f \times \{1\}) \subset \mathbb{R}^k \setminus \{0\}\), \(e_1(x) \neq e_1(y)\) for \((x, y) \in U\).

Remark 4.2. By considering a non-constant mass function, it is not hard to generalize the above construction of \(e_t\) to the case where \(f\) embeds \(\Sigma_f\) but is not necessarily a simple fold map. However, in the case where \(f\) is a simple fold map, below we extend \(e_t\) to a neighborhood of \(\pi(U)\) in \(N\) without creating new double points; this seems to be very difficult to achieve when \(f\) is not a simple fold map. The latter issue was overlooked by the author at the time of the announcements of Theorem 1(c) in [34; third remark after Theorem 5] and [36; §1], which is why those announcements contain the restriction \(4n - 3m \leq k\) (instead of \(3n - 2m \leq k\)).

4.E. Perturbation of \(e_t\). The constraint \(e_t(y) - e_t(x) = \Phi(x, y, t)\) for \((x, y) \in U\) can be used to reconstruct \(\Phi\) from \(e_t\). More precisely, if we amend \(e_t\) into a PL homotopy \(g'_t\) by an amendment with support in \(U\), then this constraint yields a new isovariant PL homotopy \(\Phi' : \Delta_f \times I \to \mathbb{R}^k\) which coincides with \(\Phi\) outside \(U\). Moreover, if \(g'_t\) satisfies \(g'_0 = g|_{\pi(U)}\) and \(g'_1(x) \neq g'_1(y)\) for \((x, y) \in U\), then \(\Phi'\) satisfies \(\Phi'(x, y, 0) = \Phi(x, y, 0)\) and \(\Phi'(\Delta_f \times \{1\}) \subset \mathbb{R}^k \setminus \{0\}\). Also, as long as the amendment preserves the midpoints, that is, \(\frac{1}{2}(g'_i(x) + g'_i(y)) = \frac{1}{2}(g(x) + g(y))\) for all \((x, y) \in U\), then it is compatible with the definition of \(e_t\); that is, if we repeat the definition of \(e_t\) with \(\Phi'\) in place of \(\Phi\), we will get nothing but \(g'_t\). Thus we are free to perturb \(e_t\) keeping the midpoints fixed. Then by arguments similar to equivariant general position we may assume \(e_t\) to be generic on \(\pi(U_0) \times (0, 1]\).

Let us define \(\Xi : \pi(U) \times I \to M \times \mathbb{R}^k\) by \(\Xi(x, t) = (f(x), e_t(x))\). We have \(\Xi(x, 0) = h(x)\) for \(x \in \pi(U)\), where \(h = f \times g : N \to M \times \mathbb{R}^k\) is our original generic lift of \(f\). Since
disjoint open neighborhoods of $\pi D$ and their closures in $\pi(D)$. Let $O$ and $W$ be the images of $(D_x \times N_o) \cap \Delta_f^{(3)}$ under the projections of $D_x \times N_o$ to its factors. Then $\pi(T)$ and $T^*$ are closed subsets of $N_o$ and $\dim T = \dim T^* \leq d + n - m = 3n - 2m - k + 1 < k - 1$. Let us note that since $f_o$ is a simple fold map and $f$ is generic on $N_o$, we have $\Delta_{f_o} = \Delta_f^{(3)}$; consequently $T \subset D_o$. Since $\pi$ embeds $D_o$, $T^*$ is disjoint from $\pi(D_o)$. Then, since $\Delta_h \subset D_o$, $h(T^*)$ is disjoint from $h(\pi(D_o))$, and in particular from $h(\pi(T))$. Since $f|_{\pi(T) \cap T^*}$ is non-degenerate and $e_i$ is generic on $\pi(U_o) \times (0,1]$, we may assume that $\Xi(\pi(T) \times I)$ is disjoint from $h(T^*)$ in $M \times \mathbb{R}^k$.

Indeed, let $Q$ and $R$ be triangulations of $N$ and $M$ such that $f: Q \to R$ is simplicial, and let $\sigma \subset \pi(T)$ and $\tau \subset T^*$ be simplexes of $Q$. If $\Xi(x \times I)$ is not disjoint from $h(y)$, then $f(x) = f(y)$. Hence if $x \in \sigma$ and $y \in \tau$, then $f(\sigma) = f(\tau)$ and $\sigma$, $\tau$ have the same dimension $s < k - 1$. Since $(s + 1) + s < s + k$, we may assume $\Xi(\sigma \times I)$ to be disjoint from $h(\tau)$ in $f(\sigma) \times \mathbb{R}^k$. Indeed, it is easy to see that a generic $(s + 1)$-plane in $\mathbb{R}^{s+k}$, where $k > s + 1$, is disjoint from $\mathbb{R}^s \times \{0\}$ and at the same time maps surjectively onto $\mathbb{R}^s$ under the vertical projection.

Therefore $\Xi(\pi(D_o) \times I)$ is disjoint from $h(N_o \setminus \pi(D_o))$. □

**Lemma 4.4.** There is a closed neighborhood $W_e^D$ of $\pi(D_o)$ in $N_o$ such that $\Delta|_{W_e^D} \subset U$.

It is clear from the proof that the closure $W^e_0$ of $W_e^D$ in $N$ may be assumed to be a subpolyhedron of $N$.

**Proof.** Indeed, let $D_o = \pi^{-1}(\pi(D_o)) \setminus D_o \subset \Delta_f$. Since $\pi(D_o) \subset N_o$, we have $D_o \subset \Delta_{f_o}$, and since $f_o$ is a simple fold map, $D_o \subset \Delta_{f_o}$. Let $T$ and $T^*$ be as in the proof of Lemma 4.3. Then $\pi(D_o^\pi) = \pi(T)$ and $\pi^*(D_o^\pi) = T^*$, where $\pi^*: \Delta_f \subset N \times N \to N$ is the composition of the inclusion and the projection onto the second factor. Let $O$ and $O^*$ be disjoint open neighborhoods of $\pi^*(D_o) = \pi(D_o)$ and of $T^*$ in $N_o$. We may assume that their closures in $N$ are subpolyhedra of $N$. Clearly, $(\pi^*)^{-1}(O)$ and $(\pi^*)^{-1}(O^*)$ are disjoint open neighborhoods of $D_o$ and $D_o^\pi$ in $\Delta_{f_o}$. Then $J := ((\pi^*)^{-1}(O) \cap \text{Int} U) \cup (\pi^*)^{-1}(O^*)$ is an open neighborhood of $D_o \cup D_o^\pi = \pi^{-1}(\pi(D_o))$ in $\Delta_{f_o}$. Then $J$ is also open in $\Delta_f$, so $\Delta_f \setminus J$ is compact, and consequently so is its image $\pi(\Delta_f \setminus J)$. Since $\Delta_{f_o} \setminus J$ is disjoint from $\pi^{-1}(\pi(D_o))$, so is $\Delta_f \setminus J$, and consequently $\pi(\Delta_f \setminus J)$ is disjoint from $\pi(D_o)$. Hence $O' := N_o \setminus \pi(\Delta_f \setminus J)$ is an open neighborhood of $\pi(D_o) \subset N_o$ such that $\pi^{-1}(O') \subset J$. Let $W_o^e$ be a closed neighborhood of $\pi(D_o)$ in $O \cap O'$. Then $W_o^e$ is disjoint from $O^*$ and $\pi^{-1}(W_o^e) \subset J \subset U \subset (\pi^*)^{-1}(O^*)$. Hence $\pi^{-1}(W_o^e) \cap (\pi^*)^{-1}(W_o^e) \subset U$; in other words, $\Delta|_{W_o^e} \subset U$. □

**4.F. Construction of W and W^e.** Let $Z_o^e$ be the closure of $N_o \setminus W_o^e$ in $N_o$. Since $\Xi(\pi(D_o) \times I)$ is disjoint from $h(N_o \setminus \pi(D_o))$, it is disjoint from $h(Z_o^e)$. Let us recall that $\Xi(x,t) = (f(x), \frac{1}{2}g(x) + \frac{1}{2}g(y) - \frac{1}{2}\Phi(x,y,t))$, where $y \in \pi(U)$ is the unique point such
that \((x, y) \in U\). Since \(\Xi(\pi(D_0) \times I)\) and \(h(Z_0^0)\) are disjoint, where \(\pi(D_0)\) and \(Z_0^1\) are disjoint closed subsets of \(N_0\) whose closures in \(N\) are subpolyhedra of \(N\), there exists a PL function \(\epsilon : N \to [0, \infty)\) such that \(\epsilon^{-1}(0) = N_0\) and for each \(x \in \pi(D_0)\) and \(t \in I\) we have \((f(x'), \frac{1}{2}g(x') + \frac{1}{2}g(y') - \frac{1}{2}\Phi(x'', y', t)) \notin h(Z_0^1)\) whenever \(x', x''\) are \(\epsilon(x)\)-close to \(x\) and \(y', y''\) are \(\epsilon(y)\)-close to the unique point \(y \in \pi(U)\) such that \((x, y) \in U\).

Let \(W_0\) be a closed neighborhood of \(\pi(D_0)\) in \(N_0\) which is contained in the open \(\epsilon\)-neighborhood of \(\pi(D_0)\) (that is, the union of the open balls \(B_{\epsilon(x)}(x)\) for all \(x \in \pi(D_0)\)). We may assume that \(W_0 \subset \text{Int} W^0\) and that the closure \(W\) of \(W_0\) in \(N\) is a subpolyhedron of \(N\). Let \(W^0_0\) be a closed neighborhood of \(\pi(D_0)\) in \(\text{Int} W_0\). We may assume that the closure \(W^0\) of \(W^0_0\) in \(N\) is a subpolyhedron of \(N\).

Let \(V^0 = \Delta f_{|W^0}\) and \(V = \Delta f_{|W}\), and let \(A'\) and \(A\) be the closures of \(\Delta f \setminus V^0\) and \(\Delta f \setminus V\) in \(\Delta f\). Similarly, let \(\hat{V}^0 = \Delta f_{|W^0}\) and \(\hat{V} = \Delta f_{|W}\), and let \(\hat{A}'\) and \(\hat{A}\) be the closures of \(\Delta f \setminus \hat{V}^0\) and \(\Delta f \setminus \hat{V}\) in \(\Delta f\). Let us note that \(\pi(\hat{V}) \subset W\), and by our choice of \(\epsilon\) (using \(x'' = x'\) and \(y'' = y'\)), \(\Xi(\pi(\hat{V}) \times I)\) is disjoint from \(h(Z_0^1)\).

4.G. Construction of \(\Phi^+\). Let \(\Phi^+\) be the composition

\[
\tilde{\Delta}_f \times I \xrightarrow{r} \tilde{\Delta}_f \times \{0\} \cup (\hat{V}^0 \cup \hat{A}) \times I \xrightarrow{\Psi} \mathbb{R}^k,
\]

where \(r\) is an isovariant PL retraction such that \(r(x, y, t) = (x', y', t')\) implies \(d(x, x') < \epsilon(x')\) and \(d(y, y') < \epsilon(y')\) and \(\Psi\) is defined by

\[
\Psi(x, y, t) = \begin{cases} 
\Phi(x, y, t), & \text{if } (x, y) \in \hat{V}^0; \\
g(y) - g(x), & \text{if } (x, y) \in \hat{A}; \\
g(y) - g(x), & \text{if } t = 0.
\end{cases}
\]

Then \(\Phi^+\) is an isovariant PL homotopy satisfying \(\Phi^+|_{\hat{V}^0 \times I} = \Phi|_{\hat{V}^0 \times I}\) and \(\Phi^+(x, y, t) = g(y) - g(x)\) for all \((x, y, t) \in \tilde{\Delta}_f \times \{0\} \cup \hat{A} \times I\). Also, since \(\Phi^+(\hat{V}^0 \times \{1\}) \subset \Phi(\Delta f \times \{1\}) \subset \mathbb{R}^k \setminus \{0\}\) and \(\Phi^+(A' \times I) \subset \Phi(\Delta f \times \{1\} \cup \Delta f \times I) \subset \mathbb{R}^k \setminus \{0\}\), we have \(\Phi^+(\Delta f \times \{1\}) \subset \mathbb{R}^k \setminus \{0\}\).

4.H. Construction of \(e^+_t\). Let \(e^+_t : \pi(U) \to \mathbb{R}^k\) be defined similarly to \(e_t\) but using \(\Phi^+\) in place of \(\Phi\):

\[
e^+_t(x) = g(x) + \frac{1}{2}(g(y) - g(x) - \Phi^+(x, y, t)),
\]

where \(y \in \pi(U)\) is the unique point such that \((x, y) \in U\). Then like before, \(e^+_t\) keeps \(\pi(U)\) fixed, \(e^+_0 = g|_{\pi(U)}\) and \(e^+_t(x) - e^+_t(y) = \Phi^+(x, y, t)\) for all \((x, y) \in U\). Also, \(e^+_t(x) = e_t(x)\) for all \(x \in \hat{V}^0\) and \(e^+_t(x) = g(x)\) for all \(x \in \pi(U \cap \hat{A})\).

Let us define \(\Xi^+ : \pi(U) \times I \to M \times \mathbb{R}^k\) by \(\Xi^+(x, t) = (f(x), e^+_t(x))\). Then \(\Xi^+(x, t) = h(x)\) for all \((x, t) \in \pi(U) \times \{0\} \cup \pi(U \cap \hat{A}) \times I\) and \(\Xi^+(x, t) = \Xi(x, t)\) for all \(x \in \pi(\hat{V})\).

Also, since \(e^+_t(x) - e^+_t(y) = \Phi^+(x, y, t)\) for all \((x, y) \in U\) and \(\Phi^+(\Delta f \times \{1\}) \subset \mathbb{R}^k \setminus \{0\}\), we get that \(\Xi^+\) embeds \(\pi(U) \times \{1\}\). Since \(\Xi^+(x, t) = \Xi(x, t)\) for all \(x \in \pi(\hat{V})\), where \(\hat{V} \subset \hat{V}\) and \(\Xi(\pi(\hat{V}) \times I)\) is disjoint from \(h(Z_0^1)\), we also get that \(\Xi^+(\pi(\hat{V}) \times I)\) is disjoint from \(h(Z_0^1)\). Moreover, in fact, \(\Xi^+(\pi(\hat{V}) \times I)\) is disjoint from \(h(Z_0^1)\) due to our choice of \(\epsilon\) (this time using \(x'' \neq x'\) and \(y'' \neq y'\)).
4.1. Construction of $h_t$. Let $Z$ be the closure of $N \setminus W_\circ$ in $N$. Let $\Gamma$ be the composition

$$N \times I \xrightarrow{R} N \times \{0\} \cup (\pi(U) \cup Z) \times I \xrightarrow{\Theta} \mathbb{R}^k,$$

where $R$ is a PL retraction such that $r(x,t) = (x',t')$ implies $d(x,x') < \epsilon(x')$ and $\Theta$ is defined by

$$\Theta(x,t) = \begin{cases} e^+_t(x,t), & \text{if } (x,y) \in \pi(U); \\ g(x), & \text{if } (x,y) \in Z; \\ g(x), & \text{if } t = 0. \end{cases}$$

Let us note that the three cases agree on overlaps, including $\pi(U) \cap Z = (\pi(U) \cap A)$. Clearly, $f \times \Gamma: N \times I \to M \times \mathbb{R}^k$ is an extension of $\Xi^+$. Let us define $g_t: N \to \mathbb{R}^k$ by $g_t(x) = \Gamma(x,t)$, and let $h_t = f \times g_t: N \to M \times \mathbb{R}^k$. Then $h_0 = h$, $h_t|Z = h|Z$ and $h_t(x) = \Xi(x,t)$ for all $x \in \pi(V^\circ)$. Also, $h_1$ embeds $\pi(U)$, and $h_1(\pi(V^\circ))$ is disjoint from $h(Z_t^\circ)$ for each $t \in I$. Moreover, due to our choice of $\epsilon$, in fact, $h_t(W)$ is disjoint from $h(Z_t^\circ)$ for each $t \in I$. In other words, $h_t(W_\circ)$ is disjoint from $h(Z_t^\circ)$ for each $t \in I$, where $Z_t^\circ$ is the closure of $N \setminus W_\circ$ in $N$.

4.4. Verification. Since $\pi(\Delta_h) \subset \pi(D_\circ) \subset \pi(D)$ and $h(\pi(D))$ is disjoint from $h(Z)$, $h$ embeds $Z$. Since $h_t|Z = h|Z$, so does $h_t$ for each $t \in I$. In particular, $h_t$ embeds $Z^\circ$, and $h_t(Z \setminus Z^\circ)$ is disjoint from $h_t(Z^\circ)$. On the other hand, since $N \setminus Z \subset W_\circ$, where $h_t(W_\circ)$ is disjoint from $h(Z_t^\circ)$ and $h|Z_1 = h_t|Z_1$ for each $t \in I$, we get that $h_t(N \setminus Z)$ is disjoint from $h_t(Z_t^\circ)$. Thus $h_t(N \setminus Z_t^\circ)$ is disjoint from $h_t(Z_t^\circ)$. Since $h_t$ also embeds $Z^\circ$, we obtain that $\Delta_{h_t} \cap (N \times Z_t^\circ \cup Z_t^\circ \times N) = \emptyset$ for each $t \in I$. In particular, $\Delta_{h_t} \subset \mathbb{R}^k \times N$. Finally, since $h_1$ embeds $\pi(V^\circ)$, where $V^\circ = \Delta f_{|W^\circ}$, it also embeds $W^\circ$. Consequently, $h_1$ is an embedding.

It remains to verify that $\tilde{g}_1$ is equivariantly homotopic to the given map $\alpha: \Delta_f \to S^{k-1}$. Let $V^\circ = \Delta f_{|W^\circ}$ and let $A^\circ$ be the closure of $\Delta f \setminus V^\circ$ in $\Delta_f$. Since $\Delta_{h_t} \cap (N \times Z_t^\circ \cup Z_t^\circ \times N) = \emptyset$ for each $t \in I$, so in particular $\Delta_{h_t} \cap A^\circ = \emptyset$, there is an equivariant homotopy $\psi_t: A^\circ \to S^{k-1}$, defined by $\psi_t(x,y) = \frac{g_t(x)-g(x)}{\|g_t(x)-g(x)\|}$, such that $\psi_1 = \tilde{g}_1|_{A^\circ}$. Since $\psi_t$ keeps $U \cap A^\circ$ fixed (where $U \cap A^\circ$ contains $U \setminus \operatorname{Int} U$), it extends to an equivariant homotopy $\psi_t^+: \Delta_f \to S^{k-1}$ between $\psi_0^+ := (\tilde{g}_1|_{V^\circ}) \cup \psi_0$ and $\psi^+_1 := \tilde{g}_1$. But it is easy to see (using that $V \subset V^\circ \subset U$) that $\psi_t^+$ coincides with the composition $\Delta_f \xrightarrow{\Phi^+|_{\Delta f \times \{1\}}} \mathbb{R}^k \setminus \{0\} \to S^{k-1}$. It follows from the definition of $\Phi^+$ that the latter is equivariantly homotopic to the composition $\Delta_f \xrightarrow{\Phi|_{\Delta f \times \{1\}}} \mathbb{R}^k \setminus \{0\} \to S^{k-1}$. But latter is in turn equivariantly homotopic to $\alpha$ by the construction of $\Phi$. \hfill \Box

4.4. Proof of Addendum. To prove Addendum 3.9(a), we proceed as in the above proof of Lemma 3.3(a), with the following modifications.

The map $g$ is now not chosen at random but given. By the hypothesis $\Delta_h$ is disjoint from $X$. Also, since $\alpha$ extends $\tilde{g}$, we may assume that $\Phi$ keeps $X$ fixed. Then $D$ will be disjoint from $X$. Then we may also choose $U$ to be disjoint from $X$. Then, although $f_\circ$ is no longer assumed to be a simple fold map, the same constructions still work. \hfill \Box
5. Proof of Main Lemma: Smooth case

In this section we will assume familiarity with Appendix C (with the exception of Theorem C.9 and its consequences, which are not needed now).

The proof of Lemma 3.3(b) and Addendum 3.9(b) is generally similar to the proof of Lemma 3.3(a) and Addendum 3.9(a), with many straightforward modifications. We will discuss only substantial modifications.

5.A. Boundary constraints. Compared to the PL case, \( f \) is assumed to be generic not just on \( N \setminus N_\ast \), but on the entire \( N \). This means, in particular, that \( f \) may be assumed to be transverse to \( \partial M_\ast \). Then whatever is given on \( N_\ast \) can be extended over a small neighborhood of \( N_\ast \) in \( N \). Due to this, \( \pi(D) \) will be entirely contained in \( N \setminus N_\ast \), and so we no longer need to care about the intersection of \( \pi(U) \) with \( N_\ast \). (The solution we used in the PL case, to keep this intersection to a minimum, would actually not suffice for the smooth case, had we still assumed \( f \) to be generic only on \( N \setminus N_\ast \).) Due to this simplification, we will no longer discuss the behaviour at the boundary in what follows.

5.B. Making \( \varphi \) smooth. The construction of the isovariant map \( \varphi: \hat{\Delta}_f \to \mathbb{R}^k \) is modified as follows. Since the manifold with boundary \( \hat{\Delta}_f \), the given map \( \alpha: \Delta_f \to S^{k-1} \) is equivariantly homotopy equivalent to its interior \( \Delta_f \), the restriction of \( \alpha \) to \( \Delta_f \) is equivariantly homotopic to the restriction of a smooth map \( \hat{\alpha}: \hat{\Delta}_f \to S^{k-1} \). On the other hand, let \( \hat{G}: \hat{\Delta}_f \to S^{k+d-1} \times [0, \infty) \) be as in Lemma C.8, and let \( \kappa: \hat{\Delta}_f \to [0, \infty) \) be the composition of \( \hat{G} \) and the projection onto \([0, \infty)\). Since \( \kappa \) is smooth, so is \( \hat{\varphi} := \hat{\alpha} \times \kappa: \hat{\Delta}_f \to S^{k-1} \times [0, \infty) \).

Let \( \hat{\mathbb{R}}^k \) be the blowup of \( \mathbb{R}^k \) at 0; thus the map \( S^{k-1} \times [0, \infty) \to \hat{\mathbb{R}}^k \), \((x, s) \mapsto sx\), factors as a composition \( S^{k-1} \times [0, \infty) \xrightarrow{Q} \hat{\mathbb{R}}^k \xrightarrow{R} \mathbb{R}^k \). Also let \( \hat{\Delta}_f \) be the image of \( \hat{\Delta}_f \) in the blowup of \( N \times N \) along \( \Delta_N \). Then the projection \( \hat{\Delta}_f \to \Delta_f \) factors as a composition \( \hat{\Delta}_f \xrightarrow{q} \hat{\Delta}_f \xrightarrow{r} \Delta_f \). Since \( \varphi \) is equivariant, it descends to a map \( \hat{\varphi}: \hat{\Delta}_f \to \hat{\mathbb{R}}^k \), which is easily seen to be smooth. Since \( f \) is a corank one map, \( r \) is a diffeomorphism, and consequently \( \hat{\varphi} \) descends to a smooth map \( \varphi: \hat{\Delta}_f \to \mathbb{R}^k \), as illustrated in the diagram:

\[
\begin{array}{ccc}
\hat{\Delta}_f & \xrightarrow{\varphi} & S^{k-1} \times [0, \infty) \\
\downarrow q & & \downarrow Q \\
\hat{\Delta}_f & \xrightarrow{\hat{\varphi}} & \hat{\mathbb{R}}^k \\
\downarrow r & & \downarrow R \\
\Delta_f & \xrightarrow{\varphi} & \mathbb{R}^k.
\end{array}
\]

5.C. Analyzing \( \varphi \) at \( \Sigma_f \). Let us compute \( d\varphi(x, x)(v) \) for each \( x \in \Sigma_f \) and each unit vector \( v \in T_x N \) in the kernel of \( df_x \), where the tangent bundle \( T_N: T N \to N \) is identified with the normal bundle \( \nu \) of \( \Delta_N \subset N^2 \). By Lemma C.7 there exists a smooth curve \( \delta: \mathbb{R} \to N \) such that \( \delta(0) = x \), \( \delta'(0) = v \) and \( f(\delta(t)) = f(\delta(-t)) \) for each \( t \in \mathbb{R} \). Let
\[ \gamma = \delta \times \delta : \mathbb{R} \to N \times N \quad \text{and let} \quad \tilde{\gamma} : \mathbb{R} \to \tilde{N} \quad \text{be the lift of} \quad \gamma. \quad \text{Then} \]
\[ d\varphi(x,v)(v) = d\varphi(x,v)(\varphi'(0)) = (\varphi\gamma)(0) = \lim_{t \to 0^+} (\varphi(t) - 0) = \lim_{t \to 0^+} \varphi(\delta(t), \delta(-t)) \]
\[ = \lim_{t \to 0^+} \frac{|G\delta(t) - G\delta(t)|}{t} \cdot \alpha(\delta(t), \delta(-t)) \leq \lim_{t \to 0^+} \frac{|G\delta_{-t} - G\delta(t)|}{t} \cdot |\tilde{\alpha}(\gamma(t))| \]
\[ = -2(\varphi\gamma)(0) \cdot \tilde{\alpha}(\gamma(0)) = -2|dG_x(\varphi'(0))| \cdot \tilde{\alpha}(x,v) = -2|dG_x(v)| \cdot \tilde{\alpha}(x,v). \]

5.D. Perturbing \( \Phi, \Phi^+ \) and \( g_1 \). When perturbing \( \varphi \) along with the map \( e_1 : \pi(U) \to \mathbb{R}^k \) so that \( \varphi(x,y) = e_1(y) - e_1(x) \) for \((x,y) \in U\), the following conditions must be preserved: \( \varphi \) is smooth and isovariant, and the restriction of \( d\varphi \) to \( \ker df \) is a monomorphism of bundles. It is not hard to ensure that \( \varphi^+ := \Phi + \Delta \times \{1\} \) also satisfies these conditions by slightly perturbing it keeping \( \tilde{V} \cup \Lambda \) fixed. Also, it is not hard to ensure that \( g_1 \) is smooth by slightly perturbing it keeping \( \pi(U) \cup Z \) fixed.

5.E. Injectivity of the differential. Let us compute \( d(g_1)(v), \) where \( x \in \Sigma_f \cap \pi(U) \) and \( v \in T_xN \) is a unit vector in the kernel of \( df_x \). We may assume that \( \gamma((0,1)) \subset U \) and so \( \delta((-1,1)) \subset \pi(U) \), so that we can use the constraint \( g_1(y) - g_1(x) = \varphi^+(x,y) \) for \((x,y) \in U\).
\[ d(g_1)(v) = d(g_1)(\delta'(0)) = (g_1 \delta)'(0) = \lim_{t \to 0} \frac{g_1\delta(t) - g_1\delta(-t)}{2t} = -\lim_{t \to 0} \frac{\varphi^+\delta(t) - \varphi^+\delta(-t)}{2t} \]
\[ = -\frac{1}{2} \lim_{t \to 0^+} \frac{\varphi^+\gamma(t) - 0}{t} = -\frac{1}{2} (\varphi^+\gamma)'(0) = -\frac{1}{2} d\varphi^+(\varphi'(0)) = -\frac{1}{2} d\varphi^+(v). \]

But \( d\varphi^+(v) \neq 0 \) since the restriction of \( d\varphi^+ \) to \( \ker df \) is a monomorphism. Hence \( d(g_1)(v) \neq 0 \). Thus \( f \times g_1 \) is a smooth embedding. \( \square \)

6. Proofs of Theorems 3 and 4

Proof of Theorem 3. Since \( N \) is stably parallelizable, the tangent bundle of \( \tilde{N} \) is isomorphic to \( n\lambda \), where \( \lambda \) is the line bundle associated with the two-fold cover \( \tilde{N} \to \tilde{N}/t \) (see Lemma 6.1). On the other hand, since \( M \) is stably parallelizable, the normal bundle of \( \Delta_f/t \) in \( \tilde{N}/t \) is stably isomorphic to \( n\lambda_f \), where \( \lambda_f \) is the restriction of \( \lambda \) over \( \Delta_f/t \) (see Lemma 6.2). Therefore \( \Delta_f/t \) is stably parallelizable.

By Proposition 1.8 \( f \) lifts to an embedding \( g : M \to N \times \mathbb{R}^{n+1} \). This yields an equivariant map \( \tilde{g} : \Delta_f \to S^{n-1} \). We may assume that \( \tilde{g} \) is transverse to the equatorial \( S^{n-1} \). Let \( F \) be the composition \( M \xrightarrow{\pi} N \times \mathbb{R}^{n+1} \xrightarrow{\pi} N \times \mathbb{R} \), where \( \pi \) is the projection onto the vertical line. Then \( \Delta_F = \tilde{g}^{-1}(S^{n-1}). \) Consequently \( \Delta_F/t = \tilde{g}^{-1}(\mathbb{R}P^{n-1}) \), where \( \tilde{g} : \Delta_f/t \to \mathbb{R}P^n \) is determined by \( \tilde{g} \) and therefore is the classifying map of the bundle \( \lambda_f \). Hence \( \lambda_f \) is the pullback of the tautological line bundle \( \gamma \) over \( \mathbb{R}P^n. \) Since \( \mathbb{R}P^{n-1} \) is Poincaré dual to \( w_1(\gamma) \), we obtain that \( [\Delta_F/t] \) is Poincaré dual to \( w_1(\lambda_f) \).
On the other hand, since the normal bundle of \( \mathbb{R}P^n \) in \( \mathbb{R}P^n \) is isomorphic to \( \gamma \), the normal bundle of \( \Delta_F/t \) in \( \Delta_f/t \) is isomorphic to \( \lambda \). Since \( \Delta_f/t \) is stably parallelizable, we get that \( \tau \oplus \lambda \) is stably trivial, where \( \tau \) is the tangent bundle of \( \Delta_F/t \). Hence by [29; Lemma 3.5] \( \tau \oplus \lambda \) is trivial. Then by the Hirsch theorem (see [50, 49]) \( \Delta_F/t \) immerses in \( \mathbb{R}^n \). Since \( n \neq 1, 3, 7 \), this implies that \( w_i^{-1}((\Delta_f/t)) = 0 \) (see [34; Lemma 9]). Also we have \( w_1(\Delta_F/t) = w_1(\lambda_F) \), where \( \lambda_F \) is \( \lambda \) restricted over \( \Delta_F/t \), so \( w_i^{-1}(\lambda_F) = 0 \). Since \( [\Delta_F/t] \) is Poincaré dual to \( w_1(\lambda_f) \), it follows that \( w_1(\lambda_f)^n = 0 \). Then \( \Delta_f \) admits an equivariant map to \( S^{n-1} \) (see Lemma 6.3).

Lemma 6.1. If \( N \) is a stably parallelizable \( n \)-manifold, then the tangent bundle of \( \tilde{N}/t \) is stably isomorphic to \( n\lambda \), where \( \lambda \) is the line bundle associated with the double cover \( \tilde{N} \to \tilde{N}/t \).

The case \( N = S^n \) is discussed in [5; Lemma 3.1].

Proof. Since \( N \) is stably parallelizable, \( Q := N \times \mathbb{R} \) is parallelizable [29; proof of Lemma 3.4]. The total space \( T_{Q/t} \) of the tangent bundle \( T_{Q/t} \) is naturally identified with a submanifold of \( T_{Q/t} \). The points of the latter are of the form \( \{(x, y, u, v), (y, x, v, u)\} \), where \( u \in T_xQ \) and \( v \in T_yQ \). If \( e_0, \ldots, e_n \) are the basis vectors of a framing of \( \tau_Q \), then \( T_{Q/t} \) is the Whitney sum \( e_0 \oplus \cdots \oplus e_n \oplus \lambda_0 \oplus \cdots \oplus \lambda_n \) of its line subbundles \( e_i \) with basis vectors \( \{(x, y, e_i, e_i), (y, x, e_i, e_i)\} \) and line subbundles \( \lambda_i \) with basis vectors \( \{(x, y, e_i, -e_i), (y, x, -e_i, e_i)\} \). Clearly, each \( e_i \) is trivial and each \( \lambda_i \) is isomorphic to the line bundle associated with the double cover \( \tilde{Q} \to \tilde{Q}/t \). It is also easy to see, by a similar construction, that the normal bundle of \( \tilde{N}/t \) in \( \tilde{Q}/t \) is isomorphic to \( \epsilon \oplus \lambda \). Hence \( \tau_{\tilde{N}/t} \oplus \epsilon \oplus \lambda \simeq (n+1)\epsilon \oplus (n+1)\lambda \). By adding a bundle \( \lambda^\perp \) such that \( \lambda \oplus \lambda^\perp \) is trivial to both sides of the equation, we conclude that \( \tau_{\tilde{N}/t} \) is stably isomorphic to \( n\lambda \).

Lemma 6.2. Let \( M \) be a stably parallelizable smooth \( n \)-manifold, \( N \) a smooth \( n \)-manifold and \( f : N \to M \) a self-transverse map. Then the normal bundle \( \nu_f \) of \( \Delta_f/t \) in \( \tilde{N} \) is stably isomorphic to \( n\lambda \), where \( \lambda \) is the line bundle associated with the double cover \( \Delta_f \to \Delta_f/t \).

The case \( M = \mathbb{R}^n \) is discussed in [5; §3] (see also [7; §4]).

Proof. Since \( N \) is stably parallelizable, \( Q := N \times \mathbb{R} \) is parallelizable [29; proof of Lemma 3.4]. Let \( R = N \times \mathbb{R} \) and let \( F = f \times \text{id}_\mathbb{R} : R \to Q \). Let \( e_0, \ldots, e_n \) be the basis vectors of a framing of the normal bundle of \( \Delta_Q \) in \( Q \times Q \) such that the differential of the factor exchanging involution of \( Q \times Q \) sends each \( e_i \) to \( -e_i \). Then by pulling back the \( e_i \) we obtain an equivariant framing of the normal bundle \( \nu_F \) of \( \Delta_F \) in \( \tilde{R} \); that is, an isomorphism \( \nu_F \simeq (n+1)\epsilon \) which is equivariant with respect to the differential of the factor exchanging involution on \( \tilde{R} \) and the sign involution \( v \mapsto -v \) on \( (n+1)\epsilon \). It follows that the normal bundle of \( \Delta_F/t \) in \( \tilde{R}/t \) splits as \( \lambda_0 \oplus \cdots \oplus \lambda_n \), where each \( \lambda_i \) is isomorphic to the line bundle associated with the double cover \( \tilde{Q} \to \tilde{Q}/t \). On the other hand, it is easy to see, by a similar construction, that the normal bundle of \( \Delta_f/t \) in \( \Delta_f/t \) is isomorphic to \( \lambda \). Hence \( \nu_f \oplus \lambda \simeq (n+1)\lambda \). By adding a bundle \( \lambda^\perp \) such that \( \lambda \oplus \lambda^\perp \) is trivial to both sides of the equation, we conclude that \( \nu_f \) is stably isomorphic to \( n\lambda \).
Let \( \Delta \) be a space with a free involution \( t \). Its Yang index is the maximal \( k \) such that \( w_1(\lambda)^k \neq 0 \), where \( \lambda \) is the line bundle associated with the 2-covering \( \Delta \to \Delta/t \).

**Lemma 6.3.** If \( \Delta \) is an \( n \)-manifold with a free involution \( t \), it admits an equivariant map to \( S^{n-1} \) with the antipodal involution if and only if it has Yang index \( < n \).

**Proof.** The “only if” part is trivial, since \( S^{n-1} \) has Yang index \( < n \).

The first obstruction to the existence of an equivariant map \( \Delta \to S^{n-1} \) is \( \epsilon(\lambda)^n \in H^n(\Delta/t; \mathbb{Z}_\lambda^{\otimes n}) \), where \( \mathbb{Z}_\lambda \) is the integral local coefficient system corresponding to \( \lambda \), and \( \epsilon(\lambda) \in H^1(\Delta/t; \mathbb{Z}_\lambda) \) is the Euler class of \( \lambda \), which is induced from the generator of \( H^1(\mathbb{R}P^\infty; \mathbb{Z}_\lambda) \simeq \mathbb{Z}/2 \) under a classifying map of \( \lambda \); this obstruction is complete (see [35; §2]). Since \( \Delta \) is a manifold, \( H^n(\Delta/t; \mathbb{Z}_\lambda^{\otimes n}) \) contains no elements of order 4. Hence \( \epsilon(\lambda)^n = 0 \) iff its mod 2 reduction \( w_1(\lambda)^n = 0 \).

**Lemma 6.4.** [34; proof of Corollary to Theorem 5] Let \( N \) be a \( \mathbb{Z}/2 \)-homology \( n \)-sphere and \( \Delta \subset \tilde{N} \) an \( n \)-dimensional closed \( \mathbb{Z}/2 \)-invariant submanifold. \( \Delta \) has Yang index \( < n \) if and only if every (compact) \( \mathbb{Z}/2 \)-invariant component of \( \Delta \) projects with an odd degree to the first factor of \( N \times N \).

All results of [34] referred to in this section are proved there in the smooth category, but remain true in the PL category by the same arguments, without substantial modifications (apart from using PL transversality in place of smooth transversality).

**Proof of Theorem 4.** By Corollary 1.2 and Lemmas 6.3 and 6.4, we only need to show that every \( \mathbb{Z}/2 \)-invariant component of \( \Delta_f \) projects with an even degree to the first factor of \( N \times N \). Under the assumptions of part (a), this follows immediately from [34; Theorem 2] and [34; diagram (\(*) \) in the introduction].

For (b), let \( f_0 : N_0 \to M_0 \) be the map whose mapping cylinder is the universal covering of the mapping cylinder of \( f \). (So \( \pi_1(M_0) = 1 \) and \( \pi_1(N_0) = \ker(f_*) \).

Let us first consider the case where \( \pi_1(M) \) is finite. Each component \( C \) of \( \Delta_f \) is covered by some component \( C_0 \) of \( \Delta_{f_0} \) with finite degree. By [34; Theorem 3], \( C_0 \) projects with zero degree to the (first, say) factor of \( N_0 \times N_0 \). Hence \( C \) projects with zero degree to the first factor of \( N \times N \).

Now if \( \pi_1(M) \) is infinite, let \( C \) be a component of \( \Delta_f \). Let \( p \) be a regular point of \( f \) and let \( b \) be some point of \( S := f^{-1}(p) \cap C \). If \( \ell \subset C \) is a path with endpoints in \( S \), let \( \alpha_\ell \in \pi_1(M, p) \) be the class of its image under the composition \( \Delta_f \subset N \times N \xrightarrow{\pi} N \xrightarrow{f} M \). Let \( S_0 \) be the set of those points of \( S \) that can be joined with \( b \) by a path \( \ell \subset C \) such that \( \alpha_\ell = 1 \). If \( g_1, \ldots, g_i \in \pi_1(M, p) \) and \( S_i \subset S \) are defined and \( S_i \neq S \), pick a point \( q \in S \setminus S_i \) and a path \( \ell \subset C \) joining \( q \) with \( b \); set \( g_{i+1} = \alpha_\ell \) and define \( S_{i+1} \) to consist of those points of \( S \) that can be joined with \( b \) by a path \( \ell \) such that \( \alpha_\ell \in \{1, g_1, \ldots, g_{i+1}\} \). This process terminates at some finite stage \( \ell \leq |S| \).

The outcome is that \( S = f^{-1}(p) \cap C \) is now in bijection with \( \bigsqcup_{\ell \leq |S|} f^{-1}(g_\ell \hat{p}) \cap C_0 \), where \( \hat{p} \) is a lift of \( p \), and \( \hat{C}_0 \) is the component of \( \Delta_{f_0} \) that covers \( C \) and contains the point
\hat{b} that corresponds to \(b\) under the identification \(f^{-1}(p) = f_0^{-1}(\hat{p})\). Indeed, the points of \(g_{i+1}(\hat{S}_{i+1} \setminus \hat{S}_i)\) are in \(\hat{C}_0\) and those of \(g_{i+1}(\hat{S} \setminus \hat{S}_{i+1})\) are not in \(\hat{C}_0\) by the construction of \(S_{i+1}\). If a point \(g_{i+1}(\hat{q})\) of \(g_{i+1}(\hat{S}_i)\) in \(\hat{C}_0\), then \(q\) can be joined with \(b\) by a path \(\ell_{qb} \subset C\) such that \(\alpha_{\ell_{qb}} = g_{i+1}\). Hence every point of \(S_{i+1} \setminus S_i\) can be joined with \(q\) by a path \(\ell\) going first to \(\hat{b}\), then to \(\hat{q}\) via the reverse of \(\ell_{qb}\), and finally back to \(\hat{b}\) so that \(\alpha_{\ell} = g_{i+1}g_{i+1}^{-1}g_j\) for some \(j \leq i\), which is a contradiction.

As a consequence, the degree of the composition \(C \to N \to M\), as computed at \(b\), equals \(r\) times the degree of the projection \(C_0 \to N_0 \to M_0\), as computed at \(\hat{b}, g_1\hat{b}, \ldots, g_r\hat{b}\). Here we understand that if \(C_0\) and \(M_0\) are non-compact, but the composition is a proper map, the degree is defined via cohomology with compact support (or locally-finite homology) and so may be nonzero. [34; Theorem 3] was stated in the case where \(N_0\) is compact, but the proof works for proper maps of non-compact manifolds as well. Thus \(C_0 \to N_0\) has degree 0, and therefore so does either \(C \to N\) or \(N \to M\). In the former case the proof is completed similarly to the case of finite \(\pi_1(M)\), and in the latter we refer to part (a). \(\square\)

**Appendix A. Stable smooth maps**

Continuous maps \(f, g:\ N \to M\) between \(C^r\)-manifolds are called \(C^r\)-left-right equivalent, where \(r \in \{0, 1, \ldots, \infty\}\), if there exist \(C^r\)-self-homeomorphisms \(\varphi\) of \(N\) and \(\psi\) of \(M\) such that the following diagram commutes:

\[
\begin{array}{ccc}
N & \xrightarrow{\varphi} & N \\
\downarrow f & & \downarrow g \\
M & \xrightarrow{\psi} & M
\end{array}
\]

A smooth (i.e. \(C^\infty\)) map \(f: N \to M\) between smooth (i.e. \(C^\infty\)) manifolds is called \(C^r\)-stable if it has a neighborhood in \(C^\infty(N, M)\) whose every member is \(C^r\)-left-right equivalent to \(f\). By a stable smooth map we mean a \(C^\infty\)-stable one.

**Theorem A.1** (Triangulation Theorem). Let \(M\) and \(N\) be smooth manifolds, where \(N\) is compact. Then there exists a dense open set \(S \subset C^\infty(N, M)\) such that every \(f \in S\) is \(C^0\)-stable and \(C^0\)-left-right equivalent to a PL map (with respect to some smooth triangulations of \(M\) and \(N\)).

R. Thom and J. Mather proved that the set of \(C^0\)-stable smooth maps \(N \to M\) contains a dense open subset of \(C^\infty(N, M)\) (see [20]), and A. Verona proved that \(C^0\)-stable smooth maps are triangulable [60]. Here is another approach:

**Proof.** By Shiota’s theorem [53] a smooth map \(f: N \to M\) is \(C^0\)-left-right equivalent to a PL map if it is Thom stratified. By [20; IV.3.3] \(f\) is Thom stratified if it belongs to the set \(S\) of smooth maps that are multi-transverse to a certain Whitney stratification of a suitable jet space. By [20; IV.1.1 and IV.4.1] \(S\) is open and dense in \(C^\infty(N, M)\). Also, all members of \(S\) are \(C^0\)-stable [20; IV.4.4]. \(\square\)
A smooth map $f: N^n \to M^m$, $n \leq m$, is called a corank one map, if $\dim(\ker df_x) \leq 1$ at every point $x \in N$. In particular, every smooth fold map is a corank one map. The set of corank one maps is open in $C^\infty(N, M)$. If $2m \geq 3(n - 1)$, corank one maps are also dense in $C^\infty(N, M)$ (see [22; VI.5.2]).

**Theorem A.2** (Corank One Stability Theorem). Let $M^m$ and $N^n$ be smooth manifolds, where $N$ is compact, $m \geq n$. Let $A$ be the set of all corank one maps $N \to M$ and $S$ be the set of all $C^\infty$-stable maps $N \to M$. Then $S \cap A$ is open and dense in $A$.

This result is well-known (see [28; §2.1], [22; VII.6.4]), but I did not find a conclusive writeup of the proof the literature.

**Proof.** Let $T$ be the set of all Thom–Boardman maps $N \to M$ that are self-transverse (=“have normal crossings” in the terminology of [22]). Then $T$ is dense in $C^\infty(N, M)$ [22; VI.5.2]. Since $A$ is open, $T \cap A$ is dense in $A$. For each $f \in T \cap A$ we have $\Sigma^j_1,...,m = \emptyset$ if $i_1 > 1$, and hence (see [14; 2.18]) also if some $i_j > 1$. Hence each $x \in N$ belongs to some $\Sigma^j_1,...,1,0$ (which includes $\Sigma^0_1$). Then by Morin’s theorem [41] $f$ has stable germs at all $x \in N$. In particular, they are infinitesimally stable (see definition in [22]). Since $f$ is also self-transverse, it has infinitesimally stable multi-germs at all $y \in M$ [31; 1.6]. Hence $f$ is infinitesimally stable (see e.g. [22; V.1.5 and V.1.6]) and therefore stable (see [22]). Thus $T \cap A \subset S$. Since $T \cap A$ is dense in $A$, so is $S \cap A$. Clearly, $S$ is open in $C^\infty(N, M)$, so $S \cap A$ is open in $A$. \qed

**Appendix B. Stable PL maps**

**B.A. PL transversality.** A subpolyhedron $Y$ of a polyhedron $X$ is said to be collared in $X$ if some neighborhood of $Y$ in $X$ is homeomorphic to $Y \times [0, 1]$ by a PL homeomorphism that extends id: $Y \to Y \times \{0\}$.

A PL map $f: P \to Q$ between polyhedra is said to be PL transverse to a triangulation $L$ of $Q$ if $f^{-1}(\partial \sigma)$ is collared in $f^{-1}(\sigma)$ for each simplex $\sigma$ of $L$. The map $f$ is called PL transverse to a subpolyhedron $R$ of $Q$ if $f$ is PL transverse to some triangulation $L$ of $Q$ such that $R$ is triangulated by a subcomplex of $L$.

Let $K$ and $L$ be simplicial complexes. A semi-linear map $f: K \to L$ is a PL map $|K| \to |L|$ between their underlying polyhedra that sends every simplex of $K$ into some simplex of $L$ by an affine map. Every semi-linear map $f: K \to L$ determines a monotone map $[f]$ between the face posets\(^{15}\) of $K$ and $L$, defined by sending every simplex $\sigma$ of $K$ to the minimal simplex of $L$ containing $f(\sigma)$. Two semi-linear maps $f, g: K \to L$ will be called combinatorially equivalent if $[f] = [g]$, or in other words if $f^{-1}(\sigma) = g^{-1}(\sigma)$ for every simplex $\sigma$ of $L$.

If $f, g: K \to L$ are combinatorially equivalent semi-linear maps, then $f$ is PL transverse to $L$ if and only if $g$ is PL transverse to $L$. In this case the monotone map $[f]$

---

\(^{14}\)Indeed, $f$ is a corank one map if and only if $j^1 f(N)$ is disjoint from the closed subset $\bigcup_{i \geq 2} \Sigma^i$ of $J^1(N, M)$ (see [22]).

\(^{15}\)By “face poset” we mean the poset of all nonempty faces.
between the face posets of $K$ and $L$ is called a stratification map. If $L'$ is a simplicial subdivision of a simplicial complex $L$, and $id: |L'| \to |L|$ is regarded as a semi-linear map $s: L' \to L$, then the monotone map $|s|$ is a stratification map.

Since composition of stratification maps is a stratification map [37; 13.4] (see also §15; “Amalgamation” on p. 23 and “Extension to polyhedra” on p. 35]), a PL map $P \to |L|$ that is transverse to $L'$ must also be transverse to $L$. Conversely, if a PL map $f: P \to |L|$ is transverse to $L$, it is PL-left-right equivalent to a PL map that is transverse to $L'$ (see [15; Theorem II.2.1 and “Extension to polyhedra” on p. 35]). Using a generalization of these results from simplicial complexes to cone complexes (see [15], [37]) and a result of M. M. Cohen [17] it is not hard to show (see [15; §II.4]) that every PL map $f: P \to |L|$ is PL-left-right equivalent to a PL map that is transverse to $L$.

**B.B. Stable PL maps.** If $K$ is a simplicial complex, a linear map $f: K \to \mathbb{R}^m$ is a PL map $|K| \to \mathbb{R}^m$ whose restriction to every simplex of $K$ is the restriction of an affine map. Let $C(K, \mathbb{R}^m)$ be the subspace of $C^0(|K|, \mathbb{R}^m)$ consisting of all linear maps. Let $S(K, \mathbb{R}^m)$ be the set of all linear maps $f: K \to \mathbb{R}^m$ such that $f$ has a neighborhood in $C(K, \mathbb{R}^m)$ whose every member is PL-left-right equivalent to $f$.

More generally, given simplicial complexes $K$ and $L$ and a monotone map $\varphi$ between their face posets, let $C(\varphi)$ be the subspace of $C^0(|K|, |L|)$ consisting of all semi-linear maps $f: K \to L$ such that $[f] = \varphi$. Let $S(\varphi)$ be the set of all semi-linear maps $f: K \to L$ such that $f$ has a neighborhood in $C(\varphi)$ whose every member is PL-left-right equivalent to $f$. If $L$ triangulates $\mathbb{R}^m$ and $\varphi$ is a constant map onto some $m$-simplex, then $C(\varphi)$ is an open subspace of $C(K, \mathbb{R}^m)$, and $S(\varphi) = S(K, \mathbb{R}^m) \cap C(\varphi)$.

**Theorem B.1.** Let $K$ and $L$ be simplicial complexes, where $K$ is finite, and $\varphi$ be a monotone map between their face posets. Then $S(\varphi)$ is open and dense in $C(\varphi)$.

**Proof.** The definition of $S(\varphi)$ implies that it is open in $C(\varphi)$.

Let us call a map $\nu$ from a finite set $F$ to an affine space $V$ a general position map if for each $G \subset F$ the affine subspace of $V$ spanned by $\nu(G)$ is of dimension $\min(\#G - 1, \dim V)$. In other words, $\nu$ is required to be injective, unless $\dim V = 0$; not to send any three points into the same affine line, unless $\dim V \leq 1$; not to send any four points into the same affine plane, unless $\dim V \leq 2$; and so on. Each of these conditions determines an open and dense subset of $C^0(F, V)$, and hence their intersection, which is the set of all general position maps $F \to V$, is also open and dense in $C^0(F, V)$.

Let $G(\varphi)$ be the subset of $C(\varphi)$ consisting of all semi-linear maps $f: K \to L$ such that for each simplex $\sigma$ of $L$ the restriction of $f$ to set of vertices of the subcomplex $f^{-1}(\sigma)$ of $K$ is a general position map into the affine space spanned by $\sigma$. Since $K$ is finite, it is easy to see that $G(\varphi)$ is open and dense in $C(\varphi)$.

---

[16] The definition of PL-left-right equivalence repeats that of $C^*$-left-right equivalence (see Appendix A), with “$C^*$” replaced by “PL” throughout.

[17] If $f: K_1 \to K_2$ is a simplicial map between simplicial complexes, then $|f|: |K_1| \to |K_2|$ is transverse to the dual cone complex $K^*_2$ (see [37; 16.2]).
For every semi-linear map $f: K \to L$ there is a standard construction yielding subdivisions $K'_f$, $L'_f$ of $K$, $L$ with respect to which $f$ is simplicial (see [63]). It is not hard to see that if $f \in G(\varphi)$, then there is a neighborhood $U$ of $f$ in $C(\varphi)$ such that $K'_f$ and $L'_f$ are isomorphic (as simplicial complexes) to $K'_g$ and $L'_g$ for every $g \in U$. Then $g$ is PL-left-right equivalent to $f$. Hence $G(\varphi) \subset S(\varphi)$, and therefore $S(\varphi)$ is dense in $C(\varphi)$. \hfill \Box

**Corollary B.2.** If $K$ is a simplicial complex, $S(K, \mathbb{R}^m)$ is open and dense in $C(K, \mathbb{R}^m)$.

A PL map $f: P \to Q$ between polyhedra will be called **stable** if there exist triangulations $K$, $L$ of $P$, $Q$ and a stratification map $\varphi$ between their face posets such that $f$ is PL-left-right equivalent to a member of $S(\varphi)$. In particular, stable PL maps $[K] \to \mathbb{R}^m$ include all members of $S(K, \mathbb{R}^m)$.

**Remark B.3.** (a) There is an alternative approach to stable PL maps. By using the $C^1$ topology on semi-linear maps (see [42]) one can do without fixing a triangulation of the domain. However, a triangulation of the target still needs to be fixed, and hence PL transversality still needs to be used in this approach.

(b) A classical approach to general position arguments for PL maps from a compact polyhedron to a PL manifold $M$ is to cover $M$ by coordinate charts, and achieve desired general position properties separately in each chart (see [63]). Since the transition maps are not linear but PL, it seems to be difficult to formulate this approach in invariant terms (such as stability), even for a fixed atlas.

**B.C. Examples of stable PL maps.**

**Proposition B.4.** Every PL embedding $f: P \to Q$ between polyhedra, where $P$ is compact, is stable.

**Proof.** Upon replacing $f$ by a PL-left-right equivalent embedding we may assume that it is PL transverse to some triangulation $L$ of $Q$. Let $K$ be a triangulation of $P$ such that $f$ is a semi-linear map $K \to L$. Let $g: K \to L$ be a semi-linear map with $[g] = [f]$ that is $\epsilon$-close to $f$ in the sup metric. Since $K$ is finite and $f$ sends disjoint simplexes of $K$ to disjoint subsets of $Q$, so does $g$, as long as $\epsilon$ is sufficiently small. But if $g(p) = g(q)$, where the minimal simplexes $\sigma$, $\tau$ of $K$ containing $p$ and $q$ share a common face $\rho = \sigma \cap \tau$, then we have $\sigma = \rho \ast \sigma'$ and $\tau = \rho \ast \tau'$ and it is easy to see that either $g(\sigma)$ meets $g(\tau')$ or $g(\sigma')$ meets $g(\tau)$. Thus $g$ is an embedding. By a similar argument, the linear homotopy between $f$ and $g$ is an isotopy. Moreover, if $h_i$ denotes the semi-linear map $K \to L$ which agrees with $g$ on the first $i$ vertices of $K$ and with $f$ on the remaining ones, so that $h_0 = f$ and $h_k = g$, where $k$ is the number of vertices of $K$, then by similar arguments each $h_i$ is an embedding, and the linear homotopy between $h_i$ and $h_{i+1}$ is an isotopy. Each $[h_i] = [f]$, hence every such isotopy is covered by a PL ambient isotopy (even if $Q$ is not a manifold). Thus $g$ is PL-left-right equivalent to $f$. \hfill \Box

**Example B.5.** Let $N^n$ and $M^m$ be PL manifolds, where $N$ is compact and $m \geq n$, and let $f: N \to M$ a PL map. As long as $f$ is non-degenerate, for each $x \in N$ there
is a PL map \( \text{lk}(x, f) : \text{lk}(x, N) \rightarrow \text{lk}(f(x), M) \), which is well-defined up to PL-left-right equivalence; and for each \( y \in M \) there is a PL map \( \text{lk}(y, f) : \bigcup_{f(x)=y} \text{lk}(x, N) \rightarrow \text{lk}(y, M) \), which is also well-defined up to PL-left-right equivalence.

(a) If \( m \geq 2n + 1 \), it follows from Proposition B.4 that \( f \) is stable if and only if it is an embedding.

(b) If \( m = 2n \), it follows by similar arguments that \( f \) is stable if and only if it is an immersion (i.e., locally injective) with a finite set \( \Delta \) of transverse double points (i.e. points \( y \in M \) such that \( \text{lk}(y, f) \) is PL-left-right equivalent, not necessarily preserving the orientations, to the Hopf link \( \partial I^n \times \{0\} \cup \{0\} \times \partial I^n \subset \partial(I^n \times I^n) \), where \( I = [-1, 1] \).

(c) If \( m = 2n - 1, n > 2 \), similar techniques work to show that \( f \) is stable if and only if \( M \) contains a finite subset \( \Sigma \) such that \( \text{lk}(y, f) \) is a stable PL map \( S^{n-1} \rightarrow S^{2n-2} \) (see (b)) for each \( y \in \Sigma \), and \( f \rvert_{\Sigma} : N \setminus f^{-1}(\Sigma) \rightarrow M \setminus \Sigma \) is an immersion with an embedded curve \( \Delta \) of transverse double points (i.e. points \( y \in M \) such that \( \text{lk}(y, f) \) is PL-left-right equivalent to the suspension over the Hopf link, \( S^0 \times S^{n-2} \cup S^0 \times S^{-n-2} \rightarrow S^0 \times S^{2n-3} \)). Let us note that stable PL maps \( N^2 \rightarrow \mathbb{R}^4 \) have a normal Euler class [12].

(c') If \( (n, m) = (2, 3) \), similarly \( f \) is stable if and only if \( M \) contains disjoint finite subsets \( \Sigma \) and \( T \) such that \( \text{lk}(y, f) \) is a stable PL map \( S^1 \rightarrow S^2 \) for each \( y \in \Sigma \) and is PL-left-right equivalent to the Borromean ornament (see [38]) for each \( y \in T \); and \( f \rvert_{\Sigma} : N \setminus f^{-1}(\Sigma \cup T) \rightarrow M \setminus (\Sigma \cup T) \) is an immersion with an embedded curve \( \Delta \) of transverse double points.

(c'') If \( (n, m) = (1, 1) \), it is easy to see that \( f \) is stable if and only if \( N \) contains a finite subset \( S \) such that \( f \rvert_S \) is an embedding and \( f \rvert_{N \setminus S} \) is an immersion.

(d) If \( (n, m) = (2, 2) \), it is not hard to see that \( f \) is stable if and only if \( N \) contains an embedded finite graph \( G \) with vertex set \( V \) such that \( f \rvert_V \) is an embedding, \( f \rvert_{G \setminus V} \) is a stable PL map into \( M \setminus f(V) \) (see (b)), \( f \rvert_{N \setminus G} \) is an immersion, and \( \text{lk}(x, f) \) is a stable PL map \( S^1 \rightarrow S^1 \) (see (c'')) for each \( x \in V \) and is PL-left-right equivalent to the suspension over some map \( S^0 \rightarrow S^0 \) for each \( x \in G \setminus V \).

**Example B.6.** Let \( P^n \) be a polyhedron and \( f : P \rightarrow \mathbb{R} \) a PL map. For each \( x \in P \) let \( L^+(x) = \text{lk}(x, f^{-1}([y, \infty))) \) and \( L^-(x) = \text{lk}(x, f^{-1}((-\infty, y)), \) where \( y = f(x). \) Thus \( L^+(x) \cup L^-(x) = \text{lk}(x, P) \) and \( L^+(x) \cap L^-(x) \) coincides with \( L^0(x) := \text{lk}(x, f^{-1}(y)) \). Let us call \( f \) link-regular at \( x \) if \( L^0(x) \) is collared in \( L^+(x) \) and in \( L^-(x), \) or in other words if \( f \rvert_{L^0(x)} \) is PL transverse to \( \{f(x)\} \). Let us call \( f \) regular at \( x \) if each of \( L^+(x) \) and \( L^-(x) \) is PL homeomorphic to the cone over \( L^0(x) \) keeping \( L^0(x) \) fixed, or equivalently (see [37, 12.3]) if \( f \rvert_{L(x, P)} \) is PL transverse to \( \{f(x)\} \).

It is not hard to see that the following conditions are equivalent for a PL map \( P \rightarrow \mathbb{R}, \) where \( P \) is a compact polyhedron:

(1) \( f \) is stable;
(2) \( f \) is a link-submersion and \( P \) contains a finite set \( S \) such that \( f|_S \) is an embedding and \( f|_{P \setminus S} \) is a PL submersion;
(3) \( f \) is PL-left-right equivalent to a linear map \( K \to \mathbb{R} \) that embeds every 1-simplex. Stable maps \( P \to \mathbb{R} \) have been used in discrete differential geometry [11] and in discrete Morse theory [13].

Remark B.7. The theory of stable PL maps, as outlined above, is clearly in a very early stage of development. In particular, implicit in the definition of a stable PL map are several questions about the status of the obvious modifications of this definition. One may also wonder about a multi-0-jet transversality theorem (cf. §C.B below) for stable PL maps. Presumably this situation has some similarity with the state of the theory of stable smooth maps in the times of Whitney and Thom, i.e. before Boardman, Mather and others who brought more clarity to that field.

Appendix C. Extended 2-Multi-0-Jet Transversality

The main result of this Appendix, Corollary C.10, addresses the case \( s = 2, r = 0 \) of the informal problem raised by C. T. C. Wall in 1971: “Is there any natural way to ‘fill the hole along the diagonal’ [in the \( s \)-multi-\( r \)-jet transversality theorem] and get a transversality theorem in the completed space (so one could, for example, combine injectivity [of a generic smooth map \( N^n \to M^m \) in the range \( m \geq 2n + 1 \)] with the immersion result [in the range \( m \geq 2n \)]?” [61; p. 192].

One special case of our Corollary C.10 was essentially proved by F. Ronga, but our proof of this case is somewhat different; in fact, we give two proofs somewhat different from each other and from Ronga’s (see Theorem C.1 and subsequent remarks).

An application of another special case of Corollary C.10 is obtained in §C.J, and is one of the results of Appendix C that are applied in the main part of the paper.

The general case of Wall’s problem will hopefully be addressed in a future paper by the author. A related problem is also mentioned in a 1976 paper by Wall [62; p. 761].

C.A. Weakly generic maps. A subset of topological space \( X \) is called massive if it is a countable intersection of dense open sets. By Baire’s category theorem, a massive subset of a complete metric space is dense. In particular, since \( C^\infty(N, M) \) with the metric (compact-open-like) topology is completely metrizable (see [26; discussion following 3.4.4]), its massive subsets are dense in it. Although \( C^\infty(N, M) \) with the strong topology (also known as the Whitney topology or the Mather topology) is not metrizable if \( N \) is non-compact, its massive subsets are also dense in it (see [26; discussion following 3.4.4], [22; II.3.3]). Let us note that for compact \( N \), the two topologies on \( C^\infty(N, M) \) coincide (see [26]). A key technical advantage of the strong topology is that if \( W \) is a closed subset of \( M \), then the set of smooth maps \( N \to M \) that are transverse to \( W \) is open and dense in the strong topology, but only massive in the metric topology (see [26; 3.2.1]). The same applies to jet transversality (see [26; 3.2.8 and Exercise 3.8(b)]).

The assertion “every generic smooth map \( N \to M \) satisfies property \( P \)” (or any logically equivalent assertion) will mean “\( C^\infty(N, M) \) with the strong topology contains an
open dense subset whose elements satisfy property $P$”. The assertion “every weakly
generic smooth map $N \to M$ satisfies property $P$” (or any logically equivalent
assertion) will mean “$C^\infty(N, M)$ with the strong topology contains a massive subset whose
elements satisfy property $P$”.\footnote{“Weakly generic” corresponds to “generic” in the terminology of Gromov’s book \cite[1.3.2(B)]{gromov1999}.} The choice of strong topology has only technical significance,
because in the end we are only interested in the case of compact $N$.

C.B. 2-Multi-0-Jet Transversality Theorem. Let $N$ be a closed smooth $n$-manifold,
$M$ a smooth $m$-manifold, $m \ge n$, and let $f: N \to M$ be a smooth map. The graph
$\Gamma_f: N \to N \times M$, defined by $x \mapsto (x, f(x))$, is an embedding. Therefore the diagonal
$\Delta_N = \{(x, x) \mid x \in N\}$ is the preimage of $\Delta_{N \times M}$ under $\Gamma_f \times \Gamma_f: N^2 \to (N \times M)^2$. Let
$\tilde{\Gamma}_f: \tilde{N} \to \tilde{N} \times \tilde{M}$ be the restriction of $\Gamma_f \times \Gamma_f$ to the deleted product $\tilde{N} = N \times N \setminus \Delta_N$.
Clearly, the image of $\tilde{\Gamma}_f$ lies in $\tilde{N} \times M \times M = N \times M \setminus \Delta_N \times \tilde{M}$.

Let recall the 2-multi-0-jet Transversality Theorem \cite[II.4.13]{fulton1998}: if $L$ is a smooth
submanifold of $\tilde{N} \times M \times M$ and $f: N \to M$ is a weakly\footnote{If $L$ is closed and $L \subset K \times M$, where $K \subset \tilde{N}$ is compact, then “weakly” can be omitted (see \cite[Proof of Lemma II.4.14]{fulton1998}).} generic smooth map, then $\tilde{\Gamma}_f$ is transverse to $L$. An immediate consequence of this theorem is that $\Delta_f$ is a smooth
$(2n - m)$-manifold; indeed, $\Delta_f = \tilde{\Gamma}_f^{-1}(L)$, where $L = \tilde{N} \times \Delta_M$. Moreover, $f$ is self-
transverse, that is, the restriction of $f \times f: N^2 \to M^2$ to $\tilde{N}$ is transverse to $\Delta_M$, or,
equivalently, for any two distinct points $x, y \in N$ with $f(x) = f(y)$ the tangent space
$T_{(x,y)}M$ is generated by $df_x(T_xN)$ and $df_y(T_yN)$.

It is necessary to restrict $\Gamma_f \times \Gamma_f$ to $\tilde{N}$ in the 2-multi-0-jet Transversality Theorem.
Indeed, $\Gamma_f \times \Gamma_f$ is not transverse to $L := N^2 \times \Delta_M$ unless $f$ is an immersion, since
$(\Gamma_f \times \Gamma_f)^{-1}(L) = \Delta_f \cup \Delta_N$ is not a manifold unless $f$ is an immersion. (Here $\Delta_f = \{(x, y) \in \tilde{N} \mid f(x) = f(y)\}$.) One way of explaining this failure is that $N^2$ is, in a sense,
wrong compactification of $\tilde{N}$.

C.C. Fulton–MacPherson and Axelrod–Singer compactifications of $\tilde{N}$. Let $N$
be a closed smooth manifold and let $\tau: N^2 \to N^2$ be the factor exchanging involution.
Let $R$ be a $\tau$-invariant tubular neighborhood of $\Delta_N$ in $N^2$, and let $\nu: R \to \Delta_N$
be an equivariant normal bundle projection. The closure $Q$ of $N^2 \setminus R$ in $N^2$ is a manifold with
boundary, and $\nu$ extends to an equivariant smooth map $\varphi: N^2 \to N^2$ that restricts to a
homeomorphism between $Q \setminus \partial Q$ and $\tilde{N}$. Hence $\tilde{N}$ is the interior of a $\mathbb{Z}/2$-manifold
($\tilde{N}, \tilde{\tau}$) which is equivariantly homeomorphic to $Q$. The quotient of $\tilde{N}$ by the restriction
of $\tilde{\tau}$ to $\partial \tilde{N}$ is a closed manifold $\tilde{\tilde{N}}$.

The manifolds $\tilde{N}$ and $\tilde{\tilde{N}}$ are well-defined up to equivariant homeomorphism keeping
$\tilde{N}$ fixed (indeed, $\tilde{N}$ is nothing but the blowup of $N^2$ along $\Delta_N$) and are special cases of the
Axelrod–Singer and Fulton–MacPherson compactifications of configuration spaces
(see \cite{axelrod1985, macpherson1988}); in our case of interest they were known long before (see \cite{fulton1988}). Since $\nu$ is isomorphic to the tangent disk bundle of $N$, the Axelrod–Singer corona $\tilde{N} \setminus \tilde{\tilde{N}}$
is homeomorphic to the total space $SN$ of the spherical tangent bundle of $N$, and the Fulton–MacPherson corona $\tilde{N} \setminus \hat{N}$ is homeomorphic to the total space $PN$ of the projective tangent bundle of $N$. In fact, using $\varphi$, we obtain the commutative diagram

$$
\begin{array}{ccc}
SN & \longrightarrow & \hat{N} \\
\downarrow & & \downarrow \\
PN & \longrightarrow & \tilde{N} \\
\downarrow & & \downarrow \\
N & \longrightarrow & N^2
\end{array}
$$

To avoid excessive notation, we will identify $\tilde{N} \setminus \hat{N}$ with $SN$ and $\hat{N} \setminus \tilde{N}$ with $PN$.

A continuous curve $\gamma: [-1, 1] \to N^2$ with $\gamma^{-1}(\Delta_N) = 0$ lifts to a continuous curve $\hat{\gamma}: [-1, 1] \to \hat{N}$ if and only if $\gamma$ is differentiable at 0; and $\hat{\gamma}(0) = (\gamma(0), \langle df_0(1) \rangle) \in PN$.

If $N$ is a non-compact smooth manifold without boundary, all of the above applies, except that $\tilde{N}$ and $\hat{N}$ cannot be called “compactifications” (but they can be called completions, as long as we fix some complete Riemannian metric on $N$ or at least a uniform equivalence class of such metrics). If $N$ is a smooth manifold with boundary, one can define $\tilde{N}$ and $\hat{N}$ by considering the double of $N$, that is, $N \cup \partial N$.

**C.D. Complete self-transversality.** Given a smooth map $f: N \to M$ between smooth manifolds, let $\hat{\Gamma}_f: \hat{N} \to \hat{N} \times \hat{M}$ be the extension of $\tilde{\Gamma}_f: \tilde{N} \to \tilde{N} \times \tilde{M}$ by means of the “projective differential” $PN \to P(N \times M)$, given by

$$(x, \ell) \mapsto \left( (x, f(x)), \langle v + df_x(v) | v \in \ell \rangle \right),$$

where $x \in N$ and $\ell$ is a 1-subspace of $T_xN$.

The closure of our old friend $\tilde{N} \times \Delta_M$ in $\tilde{N} \times \tilde{M}$ can be written as $\hat{N} \times \Delta_M$ and intersects $P(N \times M)$ in $PN \times M$. The preimage $\hat{\Gamma}_f^{-1}(PN \times M)$ coincides with the following subset of $PN$,

$$\hat{\Sigma}_f := \{ (v) \subset T_xN \mid x \in N, v \in \ker df_x \}.$$ 

Consequently $\hat{\Gamma}_f^{-1}(\hat{N} \times \Delta_M)$ coincides with the following subset of $\hat{N}$,

$$\hat{\Delta}_f := \Delta_f \cup \hat{\Sigma}_f.$$ 

The map $f: N \to M$ is called completely self-transverse if it is smooth and $\hat{\Gamma}_f$ is transverse to $\hat{N} \times \Delta_M$. (The word “completely” may remind us of the completions.) Thus if $f$ is completely self-transverse, $\hat{\Delta}_f$ is a submanifold of $\hat{N}$.

**Theorem C.1.** Let $N^n$ and $M^m$ be smooth manifolds, where $m \geq n$ and $N$ is compact. Then the set of completely self-transverse maps is open and dense in $C^\infty(N, M)$.

Theorem C.1 is an easy consequence of a result by Ronga [47; 2.5(i)] (see also [48]). As the present author was unaware of Ronga’s work, Theorem C.1 was also announced in [34; comments after Proposition 1]. Its proof given below is extracted from an unfinished
2004 manuscript by the author and is somewhat different from Ronga’s proof (Ronga’s proof is more explicit, whereas ours is coordinate free), although both proofs quote the same cases of the Jet Transversality Theorem.

In §C.1 below we also prove a generalization of Theorem C.1, whose proof on the one hand reuses much of the proof of Theorem C.1, but on the other hand provides alternative arguments elsewhere. This resulting third proof of Theorem C.1 is logically shorter in that it builds directly on the proof of the Jet Transversality Theorem instead of being content with sorting out its consequences.

**C.E. Full 1-transversality.** Let \( \mathcal{P}_N: PN \to N \) denote the projectivization of the tangent bundle \( T_N: TN \to N \), and let \( \gamma \) be the tautological line bundle over \( PN \), which is associated with its double covering by the total space \( SN \) of the spherical tangent bundle. Then \( \gamma \) can be viewed as a subbundle of \( \mathcal{P}_N^*T_N \), and the differential \( df: T_N \to T_M \) yields a map of bundles \( df^{PN}: \mathcal{P}_N^*T_N \to \mathcal{P}_N^*f^*T_M \) over \( PN \). The restriction of \( df^{PN} \) to \( \gamma \) can be regarded as a section of the Hom-bundle \( \eta: \text{Hom}(\gamma, \mathcal{P}_N^*f^*T_M) \to PN \). The zero set of this section \( sf: PN \to E(\eta) \) clearly coincides with \( \tilde{\Sigma}_f \). If \( sf \) is transverse to the zero section, the map \( f \) is called **fully 1-transverse**, following Porteous [46]. Thus if \( f \) is fully 1-transverse, \( \tilde{\Sigma}_f \) is a submanifold of \( PN \).

**Lemma C.2.** \( f \) is completely self-transverse if and only if it is self-transverse and fully 1-transverse.

**Proof.** Clearly, \( f \) is self-transverse if and only if \( \tilde{\Gamma}_f \) is transverse to \( \tilde{N} \times \Delta_M \).

On the other hand, let \( p_1, p_2 \) denote the projections onto the factors of \( N \times M \). Since \( p_1\tilde{\Gamma}_f = \text{id}_N \) and \( p_2\tilde{\Gamma}_f = f \), we have \( \Gamma_f^*p_1^*\mathcal{P}_N = \mathcal{P}_N \) and \( \Gamma_f^*p_2^*\mathcal{P}_M = f^*\mathcal{P}_M \). With these identifications, \( U := E(\Gamma_f^*\mathcal{P}_{N\times M}) \setminus E(f^*\mathcal{P}_M) \) is an open tubular neighborhood of \( E(\mathcal{P}_N) \) in \( E(\Gamma_f^*\mathcal{P}_{N\times M}) \). Since the normal bundle of \( E(T_N) \) in \( E(\Gamma_f^*T_{N\times M}) = E(T_N \oplus f^*T_M) \) is isomorphic to \( E(T_N f^*T_M) \), and the normal bundle of \( R^{2^n} \) in \( RP^{n+m} \) at \( \ell \in RP^n \) is canonically identified with \( \text{Hom}(\ell, \mathbb{R}^m) \), the normal bundle \( \nu: U \to PN \) of \( E(\mathcal{P}_N) \) in \( E(\Gamma_f^*\mathcal{P}_{N\times M}) \) can be identified with the Hom-bundle \( \eta: \text{Hom}(\gamma, \mathcal{P}_N^*f^*T_M) \to PN \).

The bundle projection \( \nu: U \to PN \), which discards the \( M \)-component of the tangent line, has the zero section \( PN \) as well as the section \( \tilde{\Gamma}_f|_{PN}: \tilde{PN} \to i^*(P(N \times M) \setminus p_2^*P_M) \), where \( i: \Gamma_f(N) \to N \times M \) is the inclusion. Under the above identification of \( \nu \) with \( \eta \) this section \( \tilde{\Gamma}_f|_{PN} \), which is given by the formula \((*)\), gets identified with \( sf \). Thus \( f \) is fully 1-transverse if and only if \( \tilde{\Gamma}_f|_{PN}: PN \to i^*P(N \times M) \) is transverse to \( i^*p_1^*PN \). Since \( \tilde{N} \times \Delta_M \) meets \( P(N \times M) \) transversely in \( PN \times M \), which in turn meets \( i^*P(N \times M) \) transversely in \( i^*p_1^*PN \), the latter is equivalent to saying that \( \tilde{\Gamma}_f \) is transverse to \( \tilde{N} \times \Delta_M \) at each point of \( PN \times M \). \( \square \)

**C.F. 1-Jet Transversality Theorem.** The space \( J^1(N, M) \) of 1-jets from \( N \) to \( M \) is the total space of the vector bundle \( \mathcal{J}^1(N, M): \text{Hom}(p_1^*T_N, p_2^*T_M) \to N \times M \), where \( p_1, p_2 \) denote the projections onto the factors of \( N \times M \). The differential \( df \) can be viewed as a section \( sf: N \to J^1(N, M) \) of the bundle \( J^1(N, M) \to N \times M \to N \). The 1-jet Transversality Theorem (see [26; 3.2.8], [22; II.4.9]) says that if \( L \) is a smooth
submanifold of $J^1(N, M)$ and $f$ is a weakly\footnote{If $L$ is closed, then “weakly” can be dropped (see \cite{26; 3.2.8}, \cite{22; II.3.4 and II.4.5}).} generic smooth map $N \to M$, then $s_{df}$ is transverse to $L$. An immediate consequence of this theorem is that for a weakly generic $f: N \to M$, the set $\Sigma_f^i := \{ x \in N \mid \dim(\ker df_x) = i \}$ is a (not necessarily closed) smooth submanifold of $N$ of codimension $i(m - n + i)$, as long as $m \geq n$. Indeed, $\Sigma_f^i = s_{df}^{-1}(\Sigma^i)$, where $\Sigma^i \subset J^1(N, M)$ is the (generally non-closed) submanifold of all linear maps $L: T_xN \to T_yM$, $(x, y) \in N \times M$, of rank $r := n - i$; and a fiber of the normal bundle of $\Sigma^i$ at some $L \in \Sigma^i \cap \text{Hom}(T_xN, T_yM)$, can be identified (see \cite{22; proof of II.5.3}) with the coset $C_L := L + \text{Hom}(\ker L, \text{coker } L) \subset \text{Hom}(T_xN, T_yM)$, which has dimension $(n - r)(m - r)$. Following Porteous \cite{46}, we will say that $f$ is $i$-transverse if $s_{df}$ is transverse to $\Sigma^i$. Note that this condition is only non-vacuous for finitely many values of $i$, namely when $i(m - n + i) \leq n$.

**Lemma C.3.** \cite{47; 2.2} If $f$ is $i$-transverse for all $i$, then it is fully $1$-transverse.

Lemma C.3 and the 1-jet Transversality Theorem imply that weakly generic maps are fully $1$-transverse. One application of Lemma C.3 is discussed in [33].

**Proof.** The section $s_f: PN \to \text{Hom}(\gamma, P_N^* f^* T_M)$ is transverse to the zero section if and only if the section $\hat{s}_f: PN \to \text{Hom}(P_N^* T_N, P_N^* f^* T_M)$, given by $df_{PN}$, is transverse to the subbundle $\Pi := \text{Hom}(P_N^* T_N/\gamma, P_N^* f^* T_M)$. On the other hand, $s_{df}: N \to J^1(N, M)$ factors through a section of the bundle $\Gamma_f^1 J^1(N, M): \text{Hom}(T_N, f^* T_M) \to N$. Now $\hat{s}_f$ is the induced section of the induced bundle $P_N^* \text{Hom}(T_N, f^* T_M) \to PN$, and it follows that $s_{df}$ is transverse to $\Sigma^i$ if and only if $\hat{s}_f$ is transverse to $\hat{\Sigma}^i := P_N^* \Gamma_f^1 \Sigma^i$.

We have $\Pi \subset \bigcup_i \hat{\Sigma}^i$, and each $\Pi^i := \Pi \cap \hat{\Sigma}^i$ is a (not necessarily closed) submanifold of $P_N^* \text{Hom}(T_N, f^* T_M)$. By the definition of transversality, to prove that $\hat{s}_f$ is transverse to $\Pi$ it suffices to show that $\hat{s}_f$ is transverse to each $\Pi^i$. By the above, $\hat{s}_f$ is transverse to each $\hat{\Sigma}^i$ since $f$ is assumed to be $i$-transverse. So it remains to show that $\hat{s}_f$ restricted to each $\hat{\Sigma}_f^i := \hat{s}_f^{-1}(\hat{\Sigma}^i) = P_N^{-1}(\Sigma_f^i)$ is transverse to $\Pi^i$ (as a map into $\hat{\Sigma}^i$).

Let $\ell$ be a $1$-subspace of $T_xN$ for some $x \in N$, and let $L = \hat{s}_f(\ell)$. Assuming that $L \in \Pi^i$, we have $\dim(\ker df_x) = i$ and $\ell \subset \ker df_x$. Let $K_\ell$ denote the tangent space at $\ell$ to the fiber of $P_N$ over $x$, that is, $K_\ell$ is the kernel of $d(\text{Hom}(\gamma, P_N)): T_\ell(PN) \to T_\ell N$. We claim that $d(\hat{s}_f)_\ell(\Pi_1)$ and $T_\ell \Pi_1^i$ span $T_\ell \hat{\Sigma}^i$. Indeed, direct computation shows that $\Pi^i$ has codimension $r$ in $\hat{\Sigma}_f^i$.\footnote{Namely, the fiber of $\hat{\Sigma}^i$ over $(x, \ell) \in PN$ consists of $n \times m$ matrices of rank $r$, and so has dimension $mn - (n - r)(m - r)$. The fiber of $\Pi^i$ over $(x, \ell)$ consists of $(n - 1) \times m$ matrices of rank $r$, and so has dimension $m(n - 1) - (m - r)(n - 1 - r) = mn - (m - r)(n - r)$. On the other hand, $K_\ell$, which is a tangent space of $\mathbb{R}^{Pn-1}$, can be identified with $\text{Hom}(\ell, T_xN/\ell)$. If $v_1, \ldots, v_r \in K_\ell$ are representatives of a basis for $K_\ell/\text{Hom}(\ell, \ker df_x/\ell)$, where $r = n - i$ is the rank of $df_x$, we claim that the $r$ vectors $d(\hat{s}_f)_\ell(v_i) + T_\ell \Pi_1^i$ are linearly independent in $T_\ell \hat{\Sigma}_f^i/T_\ell \Pi_1^i$. Indeed, every nontrivial linear combination $\sum_1^r \alpha_j d(\hat{s}_f)_\ell(v_j)$ can be written as $d(\hat{s}_f)_\ell(v)$, where $v = \sum_1^r \alpha_j v_j \neq 0$. This $v$ is the tangent vector to a great circle arc from $\ell$ to a nearby point $\ell' \in \mathbb{R}^{Pn-1}$ such that $\ell' \not\in \ker df_x$. Then $\hat{s}_f(\ell') \not\in \Pi^1$, and it follows that $d(\hat{s}_f)_\ell(v) \not\in T_\ell \Pi_1^i$.}
Proof of Theorem C.1. Let $S$ be the set of all maps $N \to M$ that are self-transverse and $i$-transverse for all $i$ such that $i(m - n + i) \leq n$. By the 1-Jet Transversality and the 2-Multi-0-Jet Transversality theorems (see [22]) $S$ is massive, and in particular dense in $C^\infty(N, M)$. By Lemmas C.2 and C.3 $S$ lies in the set $T$ of all completely self-transverse maps $N \to M$. Hence $T$ is also dense in $C^\infty(N, M)$.

On the other hand, the set $U$ of all maps $\hat{N} \to \hat{N} \times M$ that are transverse to $\hat{N} \times \Delta_M$ is open in $C^\infty(\hat{N}, \hat{N} \times M)$ (see e.g. [22; Proposition II.4.5]). By definition, $T = \varphi^{-1}(U)$, where $\varphi: C^\infty(N, M) \to C^\infty(\hat{N}, \hat{N} \times M)$ is given by $f \mapsto \hat{f}$. It is easy to see that $\varphi$ is continuous. Hence $T$ is open. 

C.G. Behavior of $\hat{\Delta}_f$ at $\hat{\Sigma}_f$. If $f$ is a completely self-transverse map, then $\hat{\Delta}_f$ is a submanifold of $\hat{N}$; and also its intersection $\hat{\Sigma}_f$ with $PN$ is a submanifold of $PN$ by Lemma C.2. The following lemma shows that this is not merely a coincidence.

Lemma C.4. $\hat{\Gamma}_f$ is transverse to $P(N \times M)$ for every smooth map $f: N \to M$.

Proof. We have $\hat{\Gamma}_f^{-1}(P(N \times M)) = PN$. For each $(x, \ell) \in PN$ we can find a smooth curve $\gamma: \mathbb{R} \to N$ such that $\gamma(0) = x$ and $\langle \gamma'(0) \rangle = \ell$. Then $\delta: \mathbb{R} \to N^2$ given by $\delta(t) = (\gamma(t), \gamma(-t))$ is a smooth curve which lifts to a smooth curve $\hat{\delta}: \mathbb{R} \to \hat{N}$ with $\hat{\delta}(0) = (x, \ell)$. Since $\delta$ is not tangent to $\Delta_N$ at $\delta(0)$ and $\delta = p\Gamma_f^2\delta$, where $p: (N \times M)^2 \to N^2$ is the projection, $\Gamma_f^2\delta$ is not tangent to $\Delta_{N \times M}$ at $\Gamma_f^2(0)$. Consequently its lift $\hat{\Gamma}_f\hat{\delta}: \mathbb{R} \to \hat{N} \times \hat{M}$ is not tangent to $P(N \times M)$ at $\hat{\Gamma}_f\hat{\delta}(0)$. This suffices, since $P(N \times M)$ has codimension one in $\hat{N} \times \hat{M}$. 

Corollary C.5. If $f: N \to M$ is a completely self-transverse map, then

(a) $\hat{\Delta}_f$ intersects $PN$ transversely;
(b) $\hat{\Delta}_f$ coincides with the closure of $\Delta_f$ in $\hat{N}$;
(c) the image of $\hat{\Delta}_f$ in $N^2$ coincides with $\hat{\Delta}_f$;
(d) the image of $\hat{\Sigma}_f$ in $N$ coincides with $\Sigma_f$.

Here $\hat{\Delta}_f$ is the closure of $\Delta_f$ in $N \times N$.

Proof. Obviously, Lemma C.4 $\Rightarrow$ (a) $\Rightarrow$ (b) $\Rightarrow$ (c) $\Rightarrow$ (d). 

Corollary C.6. If $f: N \to M$ is a corank one completely self-transverse map, then $\hat{\Delta}_f$ is a smooth submanifold of $N \times N$ and $\Sigma_f$ is a smooth submanifold of $N$.

Let us note that although $\hat{\Delta}_f$ intersects $\Delta_N$ in the submanifold $\Delta_{\Sigma_f}$, this intersection is never transverse for $n > 1$, since $\Sigma_f$ has codimension one in $\Delta_f$.

It is a well-known folklore result that $\hat{\Delta}_f$ is a smooth submanifold of $N \times N$ and $\Sigma_f$ is a smooth submanifold of $N$ for every stable corank one map $f$. It can be derived from Morin’s canonical forms [41] for stable corank one germs (cf. [27; §9]); see also [30; 2.14(i) and 2.16] for a complex algebraic version with $m > n$.

---

22Let us note that stable maps are completely self-transverse, since the latter are dense in $C^\infty$ by Theorem C.1 and self-transversality is preserved by $C^\infty$-left-right equivalence.
Proof. Since $f$ is completely self-transverse, $\hat{\Delta}_f$ is a smooth submanifold of $\hat{N}$. Also, Lemma C.2 implies that $\Sigma_f$ is a smooth submanifold of $PN$ and $P_N: PN \rightarrow N$ restricts to a submersion on $\Sigma_f$. On the other hand, since $f$ is a corank one map, $P_N: PN \rightarrow N$ is injective on $\hat{\Sigma}_f$, and consequently the blowdown map $\pi: \hat{N} \rightarrow N^2$ is injective on $\hat{\Delta}_f$. It follows that $P_N$ restricts to a smooth embedding on $\Sigma_f$, and, using Corollary C.5(a), that $\pi$ restricts to a smooth embedding on $\hat{\Delta}_f$. Finally, by Corollary C.5(c,d) the images of these two embeddings coincide with $\Sigma_f$ and $\hat{\Delta}_f$. 

Lemma C.7. If $f: N \rightarrow M$ is a completely self-transverse map, then for each pair $(x, \ell) \in \hat{\Sigma}_f$ there exists a smooth curve $\gamma: \mathbb{R} \rightarrow N$ such that $\gamma(0) = x$, $\langle \gamma'(0) \rangle = \ell$ and $f(\gamma(t)) = f(\gamma(-t))$ for each $t \in \mathbb{R}$.

Proof. $\hat{\Sigma}_f$ is the fixed point set of the smooth involution on $\hat{\Delta}_f$, which at each point of $\hat{\Sigma}_f$ is locally equivalent to the orthogonal reflection $(x_1, x_2, \ldots, x_k) \mapsto (-x_1, x_2, \ldots, x_k)$ in $\mathbb{R}^k$, where $k = 2n - m$. Hence there exists an equivariant (with respect to the involution $x \mapsto -x$ on $\mathbb{R}$) smooth curve $\beta: \mathbb{R} \rightarrow \hat{\Delta}_f$ such that $\beta(0) = (x, \ell)$. Let $\pi: \hat{N} \rightarrow N^2$ be the blowdown map and $p: N^2 \rightarrow N$ the projection onto the first factor. Let $\gamma = p\beta$. Then $\pi\beta(t) = (\gamma(t), \gamma(-t)) \in \hat{\Delta}_f$, so $f(\gamma(t)) = f(\gamma(-t))$ for each $t \in \mathbb{R}$. Also $\ell = \left(\lim_{t \rightarrow 0} \frac{\gamma(t) - \gamma(-t)}{2t}\right) = \langle \gamma'(0) \rangle$. 

C.H. Extended Gauss map. If $f: N \rightarrow M$ a completely self-transverse map between manifolds without boundary, then clearly $\Delta_f$ is a smooth manifold whose boundary is a double cover of $\Sigma_f$.

Lemma C.8. Let $N, M$ be smooth manifolds, $f: N \rightarrow M$ a completely self-transverse map and $G: N \rightarrow \mathbb{R}^k$ a smooth map such that $f \times G: N \rightarrow M \times \mathbb{R}^k$ is a smooth embedding. Then $\hat{G}: \hat{\Delta}_f \rightarrow S^{k-1} \times [0, \infty)$, defined by $\hat{G}(x, y) = \left(\frac{G(y) - G(x)}{||G(y) - G(x)||}, \frac{G(y) - G(x)}{||G(y) - G(x)||}\right)$ for $(x, y) \in \Delta_f$ and by $\hat{G}(x, v) = \left(\frac{dG_{x,v}(v)}{||dG_{x,v}(v)||}, 0\right)$ for $(x, v) \in \Sigma_f$, is a smooth map.

Proof. Let us first consider the case where $N = M \times \mathbb{R}^k$ and $f$ and $G$ are the projections $p: M \times \mathbb{R}^k \rightarrow M$ and $q: M \times \mathbb{R}^k \rightarrow \mathbb{R}^k$ so that $f \times G = \text{id}_{M \times \mathbb{R}^k}$. It is easy to see $\hat{q}$ (defined similarly to $\hat{G}$) is the composition of the natural map $\Delta_p \rightarrow \Delta_c$, where $c: \mathbb{R}^k \rightarrow \{0\}$ is the constant map, and the obvious retraction of $(\mathbb{R}^k)^c$ onto its anti-diagonal. In the general case, $f \times G$ induces a smooth embedding $\hat{N} \rightarrow (M \times \mathbb{R}^k)^c$, which in turn restricts to a smooth embedding $G_*: \Delta_f \rightarrow \Delta_p$. Now $G$ factors into the composition $\Delta_f \xrightarrow{G_*} \Delta_p \xrightarrow{\Delta} S^{k-1} \times [0, \infty)$.

C.I. The extended 2-multi-0-jet transversality theorem.

Theorem C.9. Let $N$ and $M$ be smooth manifolds and let $L$ be a smooth submanifold of $P(N \times M) \setminus N \times PM$. Let $X_L$ be the set of smooth maps $f: N \rightarrow M$ whose “projective differential” $\hat{G}_f|_{PN}: PN \rightarrow P(N \times M) \setminus N \times PM$ is transverse to $L$. Then $X_L$ is massive, and if $L$ is closed, then also open in $C^\infty(N, M)$ with the strong topology.
Proof. By the proof of Lemma C.2, \( \hat{\Gamma}_f|_{\mathcal{P}_N} \) is identified with the section \( s_f \) of the bundle \( \text{Hom}(\gamma, \mathcal{P}_N^* f^* T_M) \to PN \) given by the composition \( \gamma \subset \mathcal{P}_N^* T_N \xrightarrow{df^{PN}} \mathcal{P}_N^* f^* T_M \). In particular, \( L \) is identified with a submanifold of the total space \( \text{Hom}(\gamma, \mathcal{P}_N^* f^* T_M) \). Let \( \hat{L} \) be the preimage of \( L \) in \( \text{Hom}(\mathcal{P}_N^* T_N, \mathcal{P}_N^* f^* T_M) \) under the restricting map. Clearly, \( s_f \) is transverse to \( L \) if and only if the section \( \hat{s}_f : PN \to \text{Hom}(\mathcal{P}_N^* T_N, \mathcal{P}_N^* f^* T_M) \), given by \( df^{PN} \), is transverse to \( \hat{L} \). On the other hand, \( s_{df} : N \to J^1(N, M) \) can be identified with a section of the bundle \( \Gamma_f^* J^1(N, M) : \text{Hom}(T_N, f^* T_M) \to N \), and \( \hat{s}_f \) is the induced section of the induced bundle \( \mathcal{P}_N^* \text{Hom}(T_N, f^* T_M) \to PN \).

By the proof of the Jet Transversality theorem [22; II.4.9] (see also [26; 3.2.8]), for each \( w \in N \) there exists a neighborhood \( B \) of the origin in the vector space \( \text{Hom}(\mathbb{R}^n, \mathbb{R}^m) \) of all linear maps \( \mathbb{R}^n \to \mathbb{R}^m \) and a smooth homotopy \( g_b : N \to M, b \in B \), such that \( g_0 = f \), each \( \frac{g_b}{N \setminus U} = f|_{N \setminus U} \) for some fixed compact neighborhood \( U \) of \( w \), and the smooth map \( \Phi : N \times B \to \text{Hom}(T_N, f^* T_M) \) defined by \( \Phi(x, b) = (dg_b)_x \) sends some neighborhood of \( (w, 0) \) by a diffeomorphism onto some neighborhood of \( df_w \). Then the induced map \( \mathcal{P}\Phi : PN \times B \to \mathcal{P}_N^* \text{Hom}(T_N, f^* T_M) \), defined by \( \mathcal{P}\Phi(x, \ell, b) = (x, \ell, \Phi(x, b)) = (dg_b)^{PN}_x \), sends some neighborhood of \( (w, \ell, 0) \) by a diffeomorphism onto some neighborhood of \( df^{PN}_{w, \ell} \) for each \( \ell \in P_w N \). In particular, \( \mathcal{P}\Phi \) is transverse to \( \hat{L} \) at \( df^{PN}_{w, \ell} \) for each \( \ell \in P_w N \). Let us note that \( s_{dg_b}(x) = \Phi(x, b) \) and \( \hat{s}_{dg_b}(x, \ell) = \mathcal{P}\Phi(x, \ell, b) \). By [22; II.4.7] we get that \( B \) contains a dense subset \( B_0 \) such that \( \hat{s}_{dg_b} \) is transverse to \( \hat{L} \) for each \( b \in B_0 \). Let \( b_1, b_2, \ldots \in B_0 \) converge to 0, and set \( f_i = g_{b_i} \). Then each \( \hat{s}_{f_i} \) is transverse to \( \hat{L} \) and \( f_i \to f \) in the strong topology due to \( f_i|_{N \setminus U} = f|_{N \setminus U} \). Thus \( X_L \) is dense.

Let \( S \subset C^\infty(N, \text{Hom}(T_N, f^* T_M)) \) be the subspace consisting of all sections of the bundle \( \text{Hom}(T_N, f^* T_M) \to N \). The map \( C^\infty(N, M) \to S \) given by \( f \mapsto s_{df} \) is continuous (see [22; II.3.4]), and one can check that so is the map \( S \to C^\infty(PN, \mathcal{P}_N^* \text{Hom}(T_N, f^* T_M)) \), given by sending every section of \( \text{Hom}(T_N, f^* T_M) \to N \) to the induced section of the induced bundle \( \mathcal{P}_N^* \text{Hom}(T_N, f^* T_M) \to PN \). The subset of \( C^\infty(PN, \mathcal{P}_N^* \text{Hom}(T_N, f^* T_M)) \) consisting of all maps that are transverse to \( \hat{L} \) is open if \( \hat{L} \) is closed (see [22; II.4.5]), and is massive in general (see [22; proof of II.4.9]). Hence the set of smooth maps \( f : N \to M \) such that \( \hat{s}_f \) is transverse to \( \hat{L} \) is open in \( C^\infty(N, M) \) if \( \hat{L} \) is closed, and massive in general. As noted above, this set coincides with \( X_L \), and \( L \) is closed if \( L \) is closed. \( \square \)

From Theorem C.9, Lemma C.4 and the 2-Multi-0-Jet Transversality Theorem we immediately obtain

**Corollary C.10.** Let \( N \) and \( M \) be smooth manifolds and let \( L \) be a smooth submanifold of \( N \times M \setminus \Delta_N \times \hat{M} \). Let \( X_L \) be the set of smooth maps \( f : N \to M \) such that \( \hat{\Gamma}_f \) is transverse to \( L \). Then \( X_L \) is open, and if \( L \) is closed, then \( f \) also open in \( C^\infty(N, M) \) with the strong topology.

The case \( L = N \times \Delta_M \) was already covered in Theorem C.1. Next we note an application which needs a different \( L \).

**C.1.** Taking \( \Sigma_f \) off a polyhedron.
Let us fix some triangulation of $Q$. Then $Q$ is the union of its open simplexes $\sigma_i$, which are smooth submanifolds of $PN$. This union is countable (and even finite if $N$ is compact). Hence by Theorem C.9 the set $S$ of maps $f: N \to M$ such that $\hat{\Gamma}_f|_{PN}$ is transverse to each $L_i := \sigma_i \times M$ is massive, and in particular dense in $C^\infty(N, M)$. Since each $\dim L_i \leq \dim Q \times M < 2m$ and $\dim P(N \times M) - \dim PN = 2m$, the image of $\hat{\Gamma}_f|_{PN}$ is disjoint from each $L_i$ and hence from $Q \times M$ for each $f \in S$. In fact, $f \in S$ if and only if the image of $\hat{\Gamma}_f|_{PN}$ is disjoint from $Q \times M$. We have $Q \times M = PN \times M \cap R$, where $R$ is the preimage of $Q$ under the projection $P(N \times M) \setminus N \times PM \to PN$. Hence $f \in S$ if and only if $\hat{\Gamma}_f^{-1}(PN \times M) = \hat{\Sigma}_f$ is disjoint from $\hat{\Gamma}_f^{-1}(R) = Q$.

It remains to show that $S$ is open in $C^\infty(N, M)$. Since $Q \times M$ is a closed subset of $P(N \times M) \setminus N \times PM$, the set of maps $PN \to P(N \times M) \setminus N \times PM$ whose image is disjoint from $Q \times M$ is an open subset of $C^\infty(PN, P(N \times M) \setminus N \times PM)$. On the other hand, the map $C^\infty(N, M) \to C^\infty(PN, P(N \times M) \setminus N \times PM)$ given by $f \mapsto \hat{\Gamma}_f|_{PN}$ is continuous by the proof of Theorem C.9. Hence $S$ is open.

**Theorem C.12.** Let $f: N^m \to M^m$ be a smooth map between smooth manifolds, where $N$ is compact, $m \geq n$, such that $f$ is i-transverse for all $i$. Let $P^p$ be a closed subpolyhedron of $N$ contained in $\Sigma_f$ and suppose that $k \geq p + j$, where $j = j(p)$ is the maximal number such that $p \leq (j+1)n - jm - j^2$. Then for every generic smooth map $g: N \to \mathbb{R}^k$ the set $\Sigma_{f \times g}$ is disjoint from $P$, where $f \times g: N \to M \times \mathbb{R}^k$ is the joint map.

Let us note that $j(p) \leq 1$ for all $p$ due to $p \leq \dim \Sigma_f = 2n - m - 1$. Thus $j(p) = 1$ for each $p > 3n - 2m - 4$.

**Proof.** The projection $\hat{\Sigma}_{f \times g} \to \Sigma_{f \times g}$ is surjective and is a restriction of the projection $\hat{\Sigma}_f \to \Sigma_f$. Hence $\Sigma_{f \times g}$ is disjoint from $P$ if and only if $\hat{\Sigma}_{f \times g}$ is disjoint from the preimage $Q$ of $P$ under the projection $\hat{\Sigma}_f \to \Sigma_f$. Clearly, $\hat{\Sigma}_{f \times g} = \hat{\Sigma}_f \cap \hat{\Sigma}_g$. So $Q$ is disjoint from $\Sigma_{f \times g}$ if and only if it is disjoint from $\Sigma_g$. Thus we need to show that for every generic smooth map $g: N \to \mathbb{R}^k$ the manifold $\Sigma_g$ is disjoint from $Q$. To prove this, by Lemma C.11 it suffices to show that $\dim Q < k$.

Indeed, let $Q_i$ be the preimage of $P_i := P \cap \Sigma^i_f$ under the same projection. We have $\dim Q_i = \dim P_i + i - 1$. For each $i \leq j$ we have $\dim Q_i \leq p + i - 1 \leq p + j - 1 < k$. Since $f$ is i-transverse, $\dim \Sigma^i_f \leq n - i(m - n + i) = (i + 1)n - im - i^2$ (see §C.F). In particular, $\dim \Sigma^{i+1}_f \leq \dim \Sigma^i_f$. Also, the definition of $j$ implies that $p > \dim \Sigma^{j+1}_f$. Then for each $i > j$ we have $\dim P_i \leq \dim \Sigma^i_f \leq \dim \Sigma^{j+1}_f - j + 1 - i \leq p + j - i$. Hence $\dim Q_i \leq p + j - 1 < k$. Thus $\dim Q < k$. 

\[\square\]
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