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ABSTRACT
The proliferation of big data has brought an urgent demand for privacy-preserving data publishing. Traditional solutions to this demand have limitations on effectively balancing the tradeoff between privacy and utility of the released data. Thus, the database community and machine learning community have recently studied a new problem of relational data synthesis using generative adversarial networks (GAN) and proposed various algorithms. However, these algorithms are not compared under the same framework and thus it is hard for practitioners to understand GAN’s benefits and limitations. To bridge the gaps, we conduct so far the most comprehensive experimental study that investigates applying GAN to relational data synthesis. We introduce a unified GAN-based framework and define a space of design solutions for each component in the framework, including neural network architectures and training strategies. We conduct extensive experiments to explore the design space and compare with traditional data synthesis approaches. Through extensive experiments, we find that GAN is very promising for relational data synthesis, and provide guidance for selecting appropriate design solutions. We also point out limitations of GAN and identify future research directions.
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1. INTRODUCTION
The tremendous amount of big data does not automatically lead to be easily accessed. The difficulty in data access is still one of the top barriers of many data scientists, according to a recent survey [32]. In fact, organizations, such as governments and companies, have intention to publish data to the public or share data to partners in many cases, but they are usually restricted by regulations and privacy concerns. For example, a hospital wants to share its electronic health records (EHR) to a university for research purpose. However, the data sharing must be carefully reviewed to avoid disclosure of patient privacy, which usually takes several months without guarantee of approval [31].

To address the difficulties, privacy-preserving data publishing has been extensively studied recently to provide a safer way for data sharing [14, 57, 21, 8, 62, 63]. However, the existing solutions suffer from the limitations on effectively balancing privacy and utility of the released data [44]. Therefore, efforts have been made recently in the database and machine learning communities to apply generative adversarial networks (GAN) to relational data synthesis [16, 57, 58, 44, 11, 18, 39]. The main advantages of GAN are as follows. First, different from the conventional methods [14, 57, 58, 44] that inject noise to the original data, GAN utilizes neural networks to generate “fake” data directly from noise. Thus, there is no one-to-one relationship between real and synthetic data, which reduces the risk of re-identification attacks [44]. Moreover, the adversarial learning mechanism of GAN enables the synthetic data to effectively preserve utility of the original data for supporting downstream applications, such as classification and clustering.

However, compared with the success of using GAN for image generation [40], GAN-based relational data synthesis is still in its infancy stage. Despite some very recent attempts [16, 57, 58, 44, 11, 18, 39], as far as we know, the proposed methods are not compared under the same framework and thus it is hard for practitioners to understand GAN’s benefits and limitations. To bridge the gaps, in this paper, we provide a comprehensive experimental study that examines applying GAN to relational data synthesis. We introduce a general framework that can unify the existing solutions for GAN-based data synthesis. Based on the framework, we conduct extensive experiments to systematically investigate the following two key questions.

Firstly, it remains an unresolved question on how to effectively apply GAN to relational data synthesis. It is worth noting that relational data has its own characteristics that
make the adoption very challenging. (i) Relational data has mixed data types, including categorical and numerical attributes. (ii) Different attributes have correlations. (iii) Many real-world datasets have highly imbalanced data distribution. Thus, the state-of-the-art GAN design for image synthesis (e.g., DCGAN [18]) may not perform well for relational data. We review the existing solutions that realize GAN, including neural network design and training strategies, and define a design space by providing a categorization of the solutions. Through exploring the design space, we systematically evaluate the solutions on datasets with various types and provide insightful experimental findings.

The second question is whether GAN is more helpful than the existing approaches to relational data synthesis. To answer this, this paper considers various baseline approaches, including a representative deep generative model, variational auto-encoder (VAE) [34, 50], and the state-of-the-art data synthesis approach using statistical models [62, 63]. To provide a comprehensive comparison, we evaluate their performance on both privacy and the utility of the synthetic data. Moreover, we also examine whether GAN can support provable privacy protection, i.e., differential privacy [23]. Based on the comparison, we analyze the benefits and limitations of applying GAN to relational data synthesis.

To summarize, we make the following contributions.

1. We conduct so far the most comprehensive experimental study for applying GAN to relational data synthesis. We formally define the problem and review the existing approaches (Section 2). We introduce a unified framework and define a design space that summarizes the solutions for realizing GAN (Sections 3, 4 and 5), which can help practitioners to easily understand how to apply GAN.

2. We empirically conduct a thorough evaluation to explore the design space and compare with the baseline approaches (Section 6). We make all codes and datasets in our experiments public at Github1. We provide extensive experimental findings and reveal insights on strength and robustness of various solutions, which provide guidance for an effective design of GAN.

3. We find that GAN is highly promising for relational data synthesis, as it empirically provides better tradeoff between synthetic data utility and privacy. We point out its limitations and identify research directions (Section 8).

2. RELATIONAL DATA SYNTHESIS

2.1 Problem Formalization

This paper focuses on a relational table $T$ of $n$ records, i.e., $T = \{t_1, t_2, \ldots , t_n\}$. We use $T[j]$ to denote the $j$-th attribute (column) of table $T$ and $t[j]$ to denote the value of record $t$’s $j$-th attribute. In particular, we consider both categorical (nominal) and numerical (either discrete or continuous) attributes in this paper. We study the problem of synthesizing a “fake” table $T'$ from the original $T$, with the objective of preserving data utility and protecting privacy.

(1) Data utility is highly dependent to the specific need of the synthetic data for downstream applications. This paper focuses on the specific need on using the fake table to train machine learning (ML) models, which is commonly considered by recent works [18, 54, 55]. This means that an ML model trained on the fake table should achieve similar performance as that trained on $T$. For simplicity, this paper considers classification models. We represent the original table as $T = [X; Y]$, where each $x_i \in X$ and each $y_i \in Y$ respectively represent features and label of the corresponding record $t_i$. We use $T$ to train a classifier $f : X \rightarrow Y$ that maps $x_i \in X$ to its predicted label $f(x_i)$. Then, we evaluate the performance of $f$ on a test set $T_{test} = [X_{test}; Y_{test}]$ using a specific metric $Eval(f|T_{test})$. Some representative metrics include F1 score and Area Under the ROC Curve (AUC). Similarly, we can train a classifier $f'$ on the synthetic table $T'$ and evaluate the classifier on the same $T_{test}$ to obtain its performance $Eval(f'|T_{test})$. The utility of $T'$ is measured by the difference between these two classifiers’ performance metrics, i.e.,

$$\text{Diff}(T, T') = |Eval(f|T_{test}) - Eval(f'|T_{test})|.$$ (1)

Example 1 (Synthetic Data Utility). Consider an example table $T$ in Figure 1 where label income has two unique values: 0 (income $\leq 50K$) and 1 (income $> 50K$). We use $T$ to train a synthesizer $G$ and generate a fake table $T'$ via $G$. We train models $f$ and $f'$ to predict income on $T$ and $T'$ respectively, and evaluate these models on a test table $T_{test}$. We measure the performance difference of these two models as $\text{Diff}(T, T')$ between the original $T$ and synthetic table $T'$. Intuitively, the lower the difference $\text{Diff}(T, T')$ is, the better the synthetic table preserves the data utility.

(2) Privacy risk evaluation for synthetic table $T'$ is also an independent research problem. This paper adopts two commonly-used metrics in the existing works [15, 39, 41], namely hitting rate and distance to the closest record (DCR). Intuitively, the metrics measure the likelihood that the original data records can be re-identified by an attacker.

**Synthetic data generation for Clustering.** For example, suppose that a hospital wants to ask a CS team to develop a clustering algorithm that discovers groups of similar patients. It can first share the synthetic data to the team for ease of algorithm development. Then, it deploys the developed algorithm in the hospital to discover groups on the original data. In this case, the data utility is that a clustering algorithm should achieve similar performance on both original table $T$ and fake table $T'$. Let $C = \{c_1, c_2, \ldots , c_k\}$ and $C' = \{c'_1, c'_2, \ldots , c'_k\}$ respectively denote the sets of clusters discovered by a clustering algorithm on $T$ and $T'$. We can use a standard evaluation metric for clustering, such as normalized mutual information (NMI), to examine the quality of $C$ and $C'$. Then, the utility of $T'$ for clustering is measured by the difference between these two metrics, i.e., $\text{Diff}_{\text{Clust}}(T, T') = |\text{Eval}(C|T) - \text{Eval}(C'|T')|$, where $\text{Eval}(C|T)$ (Eval$(C'|T')$) is the evaluation metric for clusters $C$ (C') from original table $T$ (fake table $T'$). Intuitively, we prefer a smaller $\text{Diff}_{\text{Clust}}$ for preserving the utility.

![Figure 1: An example relational table.](image-url)

---

1https://github.com/ruclty/Daisy

| age | gender | education | occupation | income |
|-----|--------|-----------|------------|--------|
| 38  | Male   | HS-grad   | Handlers-cleaners | $\leq$50K |
| 53  | Male   | 11th      | Handlers-cleaners | $\leq$50K |
| 28  | Female | Bachelors | Prof-specialty   | $\leq$50K |
| 37  | Female | Masters   | Exec-managerial  | $\leq$50K |
| 30  | Male   | HS-grad   | Transport-moving | $>50K$  |
| 43  | Female | Bachelors | Sales          | $>50K$  |
Synthetic data generation for approximate query processing (AQP) [15, 54]. For example, suppose that a user wants to perform data exploration or visualization on a large dataset. To reduce latency, some work [54] introduces a lightweight approach that utilizes synthetic data in the client to quickly answer aggregate queries, without communicating with the server. To support this, the synthetic data should preserve the utility that answers aggregate queries as accurately as possible to the original data $T$. To formally measure the data utility, we adopt the relative error difference [54], as defined as below. For each aggregate query $q$, we compute the relative error $e'$ over the synthetic table $T'$, and the relative error $e$ over a fixed size sample obtained from $T$. Then, we compute the relative error difference as the absolute difference between these two errors, $\text{Diff}_{AQP}(T, T'|q) = |e - e'|$. Given a workload with a set $Q$ of queries, we compute the average $\text{Diff}_{AQP}(T, T') = \frac{\sum_{q \in Q} \text{Diff}_{AQP}(T, T'|q)}{|Q|}$.

2.2 Related Works for Data Synthesis

Data synthesis has been extensively studied in the last decades, and the existing approaches can be broadly classified into statistical model and neural model. The statistical approach aims at modeling a joint multivariate distribution for a dataset and then generating fake data by sampling from the distribution. To effectively capture dependence between variables, existing works utilize copulas [35, 36], Bayesian networks [62, 63], Gibbs sampling [35] and Fourier decompositions [12]. Synopsis-based approaches, such as wavelets and multi-dimensional sketches, build compact data summary for massive data [19, 55], which can be then used for estimating joint distribution. As the statistical models may have limitations on effectively balancing privacy and data utility, neural models have been recently emerging to synthesize relational data. Existing works aim to use deep generative models to approximate the distribution of an original dataset. To this end, some studies devise deep de-noising autoencoders [29] and variational autoencoders (VAE) [54], while more attentions are paid on generative adversarial networks (GAN) [10, 67, 58, 41, 11, 18, 39, 59, 38]. However, despite the aforementioned attempts on GAN-based relational data synthesis, existing works have not systematically explored the design space, as mentioned previously. Thus, this paper conducts an experimental study to systematically investigate the design choices and compare with the state-of-the-art statistical approaches for data synthesis. Note that, besides data synthesis, private data release can also be achieved by anonymization [14, 37, 52] and perturbation [21, 8]. However, the existing study [44] has shown that GAN-based data synthesis outperforms these techniques.

2.3 Generative Adversarial Networks (GAN)

Generative adversarial networks (GAN) [26, 40], are a kind of deep generative models, which have achieved breakthroughs in many areas, such as image generation [49, 44, 17], and sequence generation [51, 65]. Typically, GAN consists of a generator $G$ and a discriminator $D$, which are competing in an adversarial process. The generator $G(\theta_g)$ takes as input a random noise $z \in \mathbb{R}^d$ and generates synthetic samples $G(z) \in \mathbb{R}^d$, while the discriminator $D(t; \theta_d)$ determines the probability that a given sample comes from the real data instead of being generated by $G$. Intuitively, the optimal $D$ could distinguish real samples from fake ones, and the optimal $G$ could generate indistinguishable fake samples which make $D$ to randomly guess. Formally, $G$ and $D$ play a minimax game with value function $V(G, D)$, i.e., $\min_G \max_D V(G, D) = \mathbb{E}_{t \in \mathcal{P}_{data}}[ \log D(t)] + \mathbb{E}_{z \in \mathcal{P}_{z}}[1 - \log D(G(z))]$, where $p_{data}$ is the distribution of the real sample transformed from our relational table $T$ and $p_z$ is the distribution of the input noise $z$.

3. GAN-BASED SYNTHESIS OVERVIEW

Relational data has its own characteristics that make the adoption of GAN to data synthesis challenging. First, relational data has mixed data types, and thus it is non-trivial to transform a record into the input of GAN. Second, different attributes in relational data usually have correlations. It remains challenging to enable the generator to capture such correlations. Third, most real-world data has highly imbalanced label distribution. This increases the difficulty of relational data synthesis, especially for records with minority labels. To address these challenges, we introduce a framework that unifies the existing solutions for applying GAN to relational data synthesis.

3.1 Framework of GAN-based Synthesis

Figure 2 shows a unified framework of GAN-based relational data synthesis. It takes a relational table $T$ as input and generates a table $T'$ of synthetic data in three phases.

Phase I - Data Transformation. This phase aims at preparing input data for the subsequent GAN model training. Specifically, it transforms each record $t \in T$ with mixed attribute types into a sample $t \in \mathbb{R}^d$ of numerical values, which can be then fed into neural networks in GAN.

Phase II - GAN Model Training. This phase aims at training a deep generative model $G$. Specifically, $G$ takes as input a random noise $z \in \mathbb{R}^d$ and generates synthetic sample $t' = G(z) \in \mathbb{R}^d$. Meanwhile, a sampler picks a sample $t_i$ from the data prepared by the previous phase. Then, fed with both real and synthetic samples, our discriminator $D$ determines the probability that a given sample is real. By iteratively applying minibatch stochastic gradient descent, parameters of both $G$ and $D$ are optimized, and thus $G$ could be improved towards generating indistinguishable samples that fool $D$. One key technical issue here is to design effective neural networks for $G$ that can capture correlations among attributes. Moreover, considering imbalanced label distribution of real datasets, our framework also supports conditional GAN [45] that also feeds a target label to both generator and discriminator as their input, so as to “guide” them for generating records with the label.

Phase III - Synthetic Data Generation. This phase utilizes $G$, which is well trained in the previous phase, to generate a synthetic table $T'$. It repeatedly feeds $G$ with the prior noise $z$ (as well as target label), which generates a set of synthetic samples $\{t'\}$. Next, it adopts the same data transformation scheme used in Phase I to convert the samples back into records that then compose $T'$.

Example 2 (Framework). Considering our example in Figure 1, the framework transforms each record into a sample. Suppose that we adopt ordinal encoding for categorical attributes. The first record is transformed to $[38, 0, 0, 0, 0]$. Then, it uses the transformed samples to train the GAN model for obtaining an optimized generator $G$. It leverages $G$ to generate samples, e.g., $[40, 1, 2, 1, 1]$, and transforms the samples back to synthetic records, e.g., $\{40, \text{Female}, \text{Bachelors}, \text{Prof-specialty}, > 50K\}$. 

3
3.2 Categorization of Design Choices

We provide a categorization of design solutions for each component in our framework, as summarized in Figure 3.

Data transformation. We examine how to encode categorical attributes to numerical values, and normalize numerical attributes to appropriate ranges that fit neural networks. We consider widely-used encoding schemes for categorical attributes, i.e., ordinal or one-hot encoding, and normalization schemes for numerical attributes, i.e., simple normalization or normalization using Gaussian Mixture Model (GMM). We will take exploration of more sophisticated transformation schemes as a future work. Moreover, as different neural networks have different requirements for the input, sample $t$ can be in the form of either matrix or vector. More details of data transformation are in Section 4.1.

Neural networks. Existing works for relational data synthesis consider three representative neural networks. (1) Inspired by the success of image synthesis, some apply DCGAN [18], and use Convolutional Neural Networks (CNN) for $G$ and $D$, in which $G$ is a deconvolution process and $D$ is a convolution process [10, 14]. (2) Following the original GAN [26], some studies [18, 57] use multilayer perceptron (MLP) consisting of multiple fully-connected layers. (3) Some approaches utilize a sequence generation mechanism that generates attributes separately in sequential time-steps [58], and use recurrent neural networks, such as long short-term memory (LSTM) networks [24, 59] for $G$. Note that different neural networks have different forms of input: CNN takes matrix-formed samples, while MLP and LSTM uses vector-formed samples. This paper focuses on comparing the aforementioned representative neural networks under the same framework. We will take an exploration of more sophisticated models, such as Bidirectional LSTM [27], as a future work. More details can be referred to Section 5.1.

Training algorithm. Minibatch-based stochastic gradient descent (SGD) strategy is applied for GAN training. This paper focuses on investigating mode collapse [31, 32], a well-recognized challenge in GAN training. To this end, we evaluate different training algorithms with various loss functions and variants of SGD optimizer, such as Adam and RMSProp.

This paper invests two alternatives to train GAN: (1) the vanilla training algorithm [26] with an improved loss function and (2) Wasserstein GAN (WGAN) training [10]. See Section 5.2 for more details of these algorithms.

Conditional GAN. The imbalanced label distribution in real-world data may result in insufficient training for records with minority labels [57]. Thus, some studies [57] apply conditional GAN to data synthesis. We examine the adoption of conditional GAN that encodes a label as a condition vector $c$ to guide $G(D)$ to generate (discriminate) samples with the label. We evaluate the performance of GAN with/without label as a condition. Moreover, we also investigate different sampling strategies (i.e., SAMPLER in Figure 3) random sampling as commonly used in GAN training, and label-aware sampling that gives fair opportunity for samples with different labels. See Section 5.3 for more details.

Differential privacy. We consider differential privacy [23], a well-adopted formalization of data privacy, to evaluate whether GAN can still be effective to preserve data utility while providing provable privacy protection. Intuitively, although $G$ does not access the real data $T$ (only $D$ accesses $T$ via SAMPLER), $G$ may still implicitly disclose privacy information as the gradients for optimizing $G$ is computed based on $D$. Thus, we adopt the DPGAN model [24] in the GAN training process, as elaborated in Section 5.3.

4. DATA TRANSFORMATION

Data transformation converts a record $t$ in $T$ into a sample $t \in \mathbb{R}^d$. To this end, it processes each attribute $t[j]$ in $t$ independently to transform $t[j]$ into a vector $t_j$. Then, it generates $t$ by combining all the attribute vectors. Note that the transformation is reversible: after generating synthetic sample $t'$ using $G$, we can apply these methods to reversely convert $t'$ to a fake record.

Categorical attribute transformation. We consider two commonly-used encoding schemes.

1) **Ordinal encoding** assigns an ordinal integer to each category of categorical attribute $T[j]$, e.g., starting from 0 to $|T[j]| - 1$ ($|T[j]|$ is domain size of $T[j]$). After ordinal encoding, $T[j]$ is equivalent to a discrete numeric attribute.

2) **One-hot encoding** first assigns each category of categorical attribute $T[j]$ with an integer, starting from 0 to $|T[j]| - 1$. Then, it represents each category as a binary vector with all zero values, except that the index of the integer corresponding to the category is set as one.
Numerical attribute transformation. We normalize values in a numerical attribute to $[-1, 1]$, to enable neural networks in $G$ to generate values in the attribute using $\tanh$ as an activation function.

1) Simple normalization takes $\mathcal{T}[j], \max$ and $\mathcal{T}[j], \min$ to respectively denote the maximum and minimum values of attribute $\mathcal{T}[j]$. Given an original value $v$ in $\mathcal{T}[j]$, it normalizes the value as $v_{\text{norm}} = -1 + 2 \cdot \frac{v - \mathcal{T}[j], \min}{\mathcal{T}[j], \max - \mathcal{T}[j], \min}$.

2) GMM-based normalization. Some studies [57, 58] propose to consider the multi-modal distribution of a numerical attribute $\mathcal{T}[j]$, to avoid limitations of simple normalization, such as gradient saturation. They utilize a Gaussian Mixture model (GMM) to cluster values of $\mathcal{T}[j]$, and normalize a value by the cluster it belongs to. They first train a GMM with $s$ components over the values of $\mathcal{T}[j]$, and then utilizes the probability that $v$ comes from component $i$, normalized $v$ as $v_{\text{gmm}} = \frac{e^{-d(v, \mu_i)}}{\sum_{k=1}^{s} e^{-d(v, \mu_k)}}$, where $k = \arg \max \pi_i$.

Combination of multiple attributes. Once all attributes in $\mathbf{t}$ are transformed by the above schemes, we need to combine them together to generate sample $\mathbf{t}$.

1) Matrix-formed samples. For CNN-based neural networks, we follow the method in [11] to convert attributes into a square matrix. For example, a record with 8 attributes is converted into a $3 \times 3$ square matrix after padding one zero. Note that this method requires each attribute is transformed into one value instead of a vector (otherwise, the vector of an attribute may be split in the matrix). Thus, one-hot encoding and GMM-based normalization are not applicable.

2) Vector-formed samples. For MLP-based and LSTM-based neural networks, we concatenate all the attribute vectors to generate a sample vector, i.e., $\mathbf{t} = \mathbf{t}_1 \oplus \mathbf{t}_2 \oplus \ldots \oplus \mathbf{t}_m$. Obviously, this method is compatible to all the attribute transform schemes described above.

Example 3 (Data Transformation). Let’s consider the last record shown in Figure 1. When transforming the record into a matrix-formed sample, we can only apply ordinal encoding and simple normalization and obtain a square matrix $(0.2, 1, 2), (4, 1, 0), (0, 0, 0))$. In contrast, when transforming the record into a vector-formed sample, we may choose to use one-hot encoding and GMM-based normalization, and obtain $(-0.7, 0.1, 0.1, 0.0, 1.0, 0.0, 0.0, 0.1, 0.1)$, where the underlines indicate different attributes.

5. GAN MODEL DESIGN

5.1 Neural Network Architectures

We describe the basic idea of neural networks evaluated in this paper, and leave more details in our report [24].

CNN: convolutional neural networks. CNN is utilized in the existing works for data synthesis [16, 44]. Generator $G$ takes as input a prior noise $\mathbf{z}$, which is also denoted by $\mathbf{h}_0$. It then uses $L$ de-convolution layers $\{h'_0\}$ (i.e., fractionally strided convolution) to transform $\mathbf{z}$ to a synthetic sample in the form of matrix, where $h'^{l}_{0} = \text{ReLU}((\mathbf{BN})(\mathbf{DeConv}(h'^{l-1}_{0})))$ and $\mathbf{t} = \tanh(\mathbf{DeConv}(h'^{L}_{0}))$. Discriminator $D$ takes as input a real/fake sample $\mathbf{t}$ in matrix form, which is also denoted by $h^0_t$. It applies $L$ convolution layers $\{h'_0\}$ where $h'^{l+1}_{0} = \text{LeakyReLU}((\mathbf{BN})(\mathbf{h}'^{l}_{0}))$ and $\text{Conv}$ is a convolution function. Finally, $D$ outputs a probability indicating how likely $\mathbf{t}$ is real, i.e., $\mathbf{f} = \text{sigmoid}((\mathbf{BN})(\mathbf{h}'^{L}_{0}))$.

MLP: fully connected neural networks. MLP is used in the existing works [18, 57]. In this model, $G$ takes as input noise $\mathbf{z}$, which is also denoted by $\mathbf{h}_0^{(0)}$, and utilizes $L$ fully-connected layers. Each layer is computed by $h^{l+1}_{t} = \varphi(\mathbf{FC}(h^{l}_{t}) + \mathbf{h}^{l+1}_{t})(\mathbf{h}^{l+1}_{t})$, where $\mathbf{FC}(h^{l}_{t}) + \mathbf{h}^{l+1}_{t}(\mathbf{h}^{l+1}_{t}) = \mathbf{W}h^{l}_{t} + \mathbf{b}$ with weights $\mathbf{W}$ and bias $\mathbf{b}$, $\varphi$ is the activation function (we use ReLU in our experiments), and $\mathbf{BN}$ is the batch normalization [29]. Discriminator $D$ is an MLP that takes a sample $\mathbf{t}$ as input, and utilizes multiple fully-connected layers and a sigmoid output layer to classify whether $\mathbf{t}$ is real or fake.

One issue here is how to make the output layer in $G$ attribute-aware. We propose to generate each attribute vector $\mathbf{t}_i$ depending on the transformation method on the corresponding attribute $\mathcal{T}[j]$, e.g., using $\tanh$ and $\text{softmax}$ for simple normalization and one-hot encoding respectively. In particular, for GMM-based normalization, we adopt the following method in [57]. We first use $\tanh(\mathbf{FC}(h^{l}_{t}))$ to generate $v_{\text{gmm}}$ and then use $\text{softmax}(\mathbf{FC}(h^{l}_{t}))$ to generate a one-hot vector indicating which component $v_{\text{gmm}}$ belongs to. After generating $\{\mathbf{t}_i\}$ for all attributes, we concatenate them to obtain $\mathbf{t}$ as a synthetic sample.

LSTM: recurrent neural networks. The basic idea is to formalize record synthesis as a sequence generation process [58]: it models a record $\mathbf{t}$ as a sequence and each element of the sequence is an attribute $t_j$. It uses LSTM to generate $\mathbf{t}$ at multiple timesteps, where the $j$-th timestep is used to generate $t_j$. Let $h^0$ and $f^0$ respectively denote the hidden state and output of the LSTM at the $j$-th timestep. Then, we have $h^{l+1} = \text{LSTMCell}(z,f^l,h^l)$ and $f^{l+1} = \text{tanh}(\mathbf{FC}(h^{l+1}) + f^{l+1} + h^{l+1})$, where $h^0$ and $f^0$ are initialized with random values. To realize discriminator $D$, we use a typical sequence-to-one LSTM [53].

Similar to MLP, we make the output layer in $G$ attribute-aware by considering transformation method for each attribute. In particular, for $t[j]$ transformed by GMM based normalization, we use two timesteps to generate its sample $t[j]$, and concatenate these two parts.

5.2 GAN Training and Mode Collapse

We use the vanilla GAN training algorithm [26] (VTrain) to iteratively optimize parameters $\theta_D$ in $D$ and $\theta_G$ in $G$. In each iteration, it trains $D$ and $D$ alternately. As the algorithm may not provide sufficient gradient to train $G$ in the early iterations [26], existing work [58] introduces the KL divergence between real and synthetic data to warm up model training. Let $KL(\mathcal{T}[j], \mathcal{T}[j])$ denote the KL divergence regarding attribute $\mathcal{T}[j]$ between the sampled real examples $\{t^{(i)}[j]\}_{i=1}^{m}$ and synthetic samples $\{G(z^{(i)})[j]\}_{i=1}^{m}$. Based on this, we optimize $G$ by considering the original KL di-
### Table 1: Comparison of training algorithms.

| Algorithm | Loss | Optimizer | Sampling | DP |
|-----------|------|-----------|----------|----|
| VTrain    | Eq (2) | Adam | random | ×  |
| WTrain    | Eq (3) | RMSProp | random | ×  |
| CTrain    | Eq (4) | Adam | label-aware | ×  |
| DPTrain   | Eq (3) | RMSProp | random | √  |

Verifications regarding all attributes, i.e.,

\[ \mathcal{L}_G = \mathbb{E}_{z \sim p(z)}[\log(1 - D(G(z)))] + \sum_{j=1}^{T} \text{KL}(T[j], T'[j]). \]  

(2)

**Mode Collapse.** We investigate mode collapse [5][12], a well-recognized challenge in GAN training. Mode collapse would result in similar, or even nearly duplicated records in synthetic table \( T' \). The reason is that generator \( G \) would generate a limited diversity of samples, regardless of the input noise. Then, as synthetic records are transformed from the samples (see Section [4]), many records will have the same values for most of the attributes as well as the labels. As a result, the synthetic table \( T' \) would fail to preserve the data utility of original table \( T \). For example, a classifier trained on \( T' \) may perform badly, and it sometimes achieves very low F1 scores on the test set. A deep investigation further shows that, when mode collapse happens, \( G \) cannot get sufficient gradient in training iterations and the training algorithm fails to decrease the loss of \( G \). In this case, \( G \) won’t converge and may overfit to a few training records.

We study how to avoid mode collapse by examining the following two strategies. The first one is to utilize the training algorithm of Wasserstein GAN (WTrain) [11], which is commonly used for addressing mode collapse in image synthesis. Different from VTrain, WTrain removes the sigmoid function of \( D \) and changes the gradient optimizer from Adam to RMSProp. It uses the loss functions as

\[
\mathcal{L}_D = -\mathbb{E}_{t \sim p\text{data}(t)}[D(t)] + \mathbb{E}_{z \sim p(z)}[D(G(z))],
\]

\[
\mathcal{L}_G = -\mathbb{E}_{z \sim p(z)}[D(G(z))].
\]

(3)

The second strategy is to still use the vanilla GAN training algorithm VTrain, but simplify the neural network of discriminator \( D \). The idea is to make \( D \) not trained too well, and thus avoid the chance of gradient disappearance of generator \( G \). Specifically, based on some theoretical analysis [20][9], if \( D \) is perfectly trained, the loss of \( G \) would become a constant and the gradient of \( G \) will be vanishing. In order to avoid such circumstance, we may choose to use a relatively simple neural network to realize \( D \), e.g., reducing the numbers of layers or neurons in the neural network.

### 5.3 Conditional GAN

The basic idea of conditional GAN is to encode label as a condition vector \( c \in \mathbb{R}^d \) and feed \( c \) to both generator and discriminator as an additional input. We respectively represent the generator and the discriminator as \( G(z; c; \theta_g) \in \mathbb{R}^d \) and \( D(t; c; \theta_d) \). Then, generator \( G \) would like to generate samples conditioned on \( c \) which can perfectly fool discriminator \( D \), while \( D \) wants to distinguish real samples with condition \( c \) from synthetic ones, i.e.,

\[
\min_{G} \max_{D} V(G, D) = \mathbb{E}_{t \in p\text{data}(t)}[\log D(t; c)]
+ \mathbb{E}_{z \in p(z)}[1 - \log D(G(z; c))].
\]

(4)

### Table 2: Real datasets for our evaluation: #Rec, #C, #N, and #L are respectively numbers of records, numerical attributes, categorical attributes, and unique labels.

| Dataset | Domain | #Rec | #N | #C | #L | Skewness |
|---------|--------|------|----|----|----|----------|
| low-dimensional (#Attr ≤ 20) |
| HR105 [4] | Physical | 17,698 | 8 | 0 | 2 | skew |
| Digit5 [3] | Computer | 10,992 | 16 | 0 | 10 | balanced |
| Adult [1] | Social | 31,292 | 6 | 8 | 2 | skew |
| CoverType [1] | Life | 116,204 | 10 | 2 | 7 | skew |
| high-dimensional (#Attr > 20) |
| SAT [7] | Physical | 9,455 | 36 | 0 | 6 | balanced |
| Anuran [2] | Life | 7,195 | 22 | 0 | 10 | skew |
| Census [3] | Social | 142,222 | 9 | 30 | 2 | skew |
| Bing [5] | Web | 500,000 | 7 | 23 | - | - |

One obstacle is that, due to the highly imbalanced label distribution, the minority label may not have sufficient training opportunities. To overcome the obstacle, we introduce label-aware data sampling in model training (CTrain). The idea is to sample minibatches of real examples by considering labels as a condition, instead of uniformly sampling data. Specifically, in each iteration, the algorithm considers every label in the real data, and for each label, it samples records with corresponding label for the following training of \( D \) and \( G \). Using this method, we can ensure that data with minority labels also have sufficient training opportunities.

### 5.4 Differential Privacy Preserving GAN

We apply DPGAN [56] to enable our data synthesizer to support differential privacy. The basic idea is to add noise to the gradients used to update parameters \( \theta_d \) to make discriminator \( D \) differentially private, since \( D \) accesses the real data and has the risk of disclosing privacy information. Then, according to the post-processing property of differential privacy, a differentially private \( D \) will also enable \( G \) differentially private, as parameters \( \theta_g \) are updated based on the output of \( D \). Overall, DPGAN follows the framework of Wasserstein GAN training with minor modifications (DPTrain). See the original paper [56] for more details.

**Algorithm comparison.** All the algorithms in Sections 5.2 and 5.3 share the same optimization framework, i.e., minibatch stochastic gradient descent, but use different strategies. Table 1 compares the algorithms in loss function, gradient optimizer, sampling and differential privacy (DP) supporting. We also present the pseudo-codes of all training algorithms in our technical report [24] due to the space limit.

### 6. EVALUATION METHODOLOGY

#### 6.1 Datasets

To consider various characteristics of relational data, e.g., mixed data types, attribute correlation and label skewness, we use 8 real datasets from diverse domains, such as Physical and Social. The datasets are representative that capture different data characteristics, as summarized in Table 2. First, they have different numbers of attributes (#Attr), which may affect the performance of data synthesis. For simplicity, we consider low-dimensional (#Attr ≤ 20) and high-dimensional (#Attr > 20). Second, they have different attribute types. For both high- and low-dimensional datasets, we differentiate them into numerical with only numerical attributes and mixed with both numerical and categorical attributes. Third, they have different label skew-
ness. We consider a dataset is skew if the ratio between numbers of records with the most popular and the rarest labels is larger than 9. We use four low-dimensional datasets, HTRU2, Digits, Adult and CovType. Among them, HTRU2 and Digits only contain numerical attributes, while Adult and CovType have both numerical and categorical attributes. Moreover, the datasets, except Digits, are skew in label distribution. For high-dimensional datasets, we use two numerical datasets, SAT and Anuran and two mixed datasets, Census and Bing, and both balanced and skew cases are considered. In particular, Bing is a Microsoft production workload dataset, which is used for evaluating AQP in the existing work [20]. Thus, we only use the Bing dataset for AQP in our experiments. Due to the space limit, we leave more details of the datasets in our technical report [24].

To provide in-depth analysis on synthesis performance by varying degrees of attribute correlation and label skewness, we also use two sets of simulated datasets.

1) SDataNum datasets are used to evaluate data synthesis for records with purely numerical attributes. We follow the simulation method in [7] to first generate 25 two-dimensional variables, each of which follows Gaussian distribution \( f(x, y) = N(\mu_x, \mu_y, \sigma_x, \sigma_y) \) where the means \( \mu_x, \mu_y \) are randomly picked from the set of two-dimensional points, \((u, v) | u, v \in \{-4, -2, 0, 2, 4\}\) and standard deviation \( \sigma_x, \sigma_y \sim \text{uniform}(0.5, 1) \). Then, we iteratively generate records, in which each record is randomly sampled from one of the 25 Gaussian variables, and assigned with a binary label.

In the simulation, we control attribute correlation by varying correlation coefficient \( \rho_{xy} = \text{cov}(x, y)/\sqrt{\sigma_x \sigma_y} \) in each Gaussian distribution. We consider two degrees of attribute correlation by setting the coefficients to 0.5 and 0.9 respectively. We also control label skewness by varying the ratio between positive and negative labels assigned to the records. We consider two settings on skewness: balanced with ratio 1:1 and skew with ratio 1:9.

2) SDataCat datasets are used to evaluate the synthesis of records with purely categorical attributes. We generate 5 categorical attributes as follows. We first construct a chain Bayesian network with 5 nodes linked in a sequence, each of which corresponds to a random variable. Then, we generate each record by sampling from the joint distribution modeled by the network, and assign it with a binary label.

We control attribute correlation by varying the conditional probability matrix associated with each edge in the Bayesian network. Specifically, we let the diagonal elements to be a specific value \( p \) and set the remaining ones uniformly. Intuitively, the larger the \( p \) is, the higher dependencies the attributes possess. For example, in an extreme case that \( p = 1 \), each attribute (except the first one) deterministically depends on its previous attribute in the network. In such a manner, we consider two degrees of attribute correlation by setting \( p = 0.5 \) and \( p = 0.9 \) respectively. Moreover, similar to SDataNum datasets, we also consider balanced and skew settings for label skewness on these datasets.

6.2 Evaluation Framework

We implement our GAN-based relational data synthesis framework, as shown in Figure 2 using PyTorch [12].

To evaluate the performance of the data synthesis framework, we split a dataset into training set \( T_{\text{train}} \), validation set \( T_{\text{valid}} \) and test set \( T_{\text{test}} \) with ratio of 4:1:1 respectively, following the existing works for relational data synthesis. Next, we train a data synthesizer realized by our GAN-based framework on the training set \( T_{\text{train}} \) to obtain the optimized parameters of discriminator and generator as follows. We first perform hyper-parameter search, which will be described later, to determine the hyper-parameters of the model. Then, we run a training algorithm for parameter optimization. We divide the training iterations in the algorithm evenly into 10 epochs and evaluate the performance of the model snapshot after each epoch on the validation set \( T_{\text{valid}} \). We select the model snapshot with the best performance and generate a synthetic relational table \( T' \).

After obtaining \( T' \), we compare it with the original table \( T_{\text{train}} \) on both data utility and privacy protection.

**Evaluation on data utility for classification.** We train a classifier \( f' \) on the fake table \( T' \), while also training a classifier \( f \) on the training set \( T_{\text{train}} \). In our experiments, we consider the following four types of classifiers for evaluation. (1) Decision Tree (DT): We adopt 2 decision trees with max depth 10 and 30 respectively. (2) Random Forest (RF): We adopt two random forests with max depth 10 and 20 respectively. (3) AdaBoost (AB): It uses an iterative algorithm to train different classifiers (weak classifiers), then gathers them to form a stronger final classifier for classification. (4) Logical Regression (LR): A generalized linear regression model which uses gradient descent method to optimize the classifier for classification.

We evaluate the performance of a trained classifier \( f' \) on the test set \( T_{\text{test}} \). We use the F1 score, which is the harmonic average of precision and recall, as the evaluation metric for the classifier. In particular, for binary classifier, we measure the F1 score of the positive label, which is much fewer but more important than the negative label. For the multi-class classifier, we measure the F1 score of the rare label, which is more difficult to predict than others. We evaluate the performance of a data synthesizer by measuring the difference \( \text{Diff} \) of the F1 scores between \( f' \) and \( f \), as defined in Section 2.4. The smaller the difference is, the better \( T' \) is for training. Note that we also consider area under the receiver operating characteristic curve (AUC) as evaluation, and obtain similar trends with that of F1 score.

**Evaluation on data utility for clustering.** We evaluate the performance of the well-known clustering algorithm K-Means on both \( T_{\text{train}} \) and \( T' \). Note that we exclude the label attribute from the features fed into K-Means and instead use it as the gold-standard. We use normalized mutual information (NMI) to evaluate the clustering performance. NMI measures the mutual information, i.e., reduction in the entropy of gold-standard labels that we get if we know the clusters, and a larger NMI indicates better clustering performance. After obtaining NMI scores from both the clustering results on \( T_{\text{train}} \) and \( T' \), we compute the absolute difference of the scores as \( \text{Diff}_{\text{NMI}} \), which is defined in Section 2.4, and use \( \text{Diff}_{\text{NMI}} \) to measure the utility of \( T' \) for clustering.

**Evaluation on data utility for AQP.** We use the fake table \( T' \) to answer a given workload of aggregation queries. We follow the query generation method in [8] to generate 1,000 queries with aggregate functions (i.e., count, avg and sum), selection conditions and groupings. We also run the same queries on the original table \( T_{\text{train}} \). For each query, we measure the relative error \( e' \) of the result obtained from \( T' \) by comparing with that from \( T_{\text{train}} \). Meanwhile, following the method in [24], we draw a fixed size random sample set (1% by default) from the original table, run the queries on this sample set, and obtain relative error \( e \) for each query. To
eliminate randomness, we draw the random sample sets for 10 times and compute the averaged $e$ for each query. Then, as mentioned in Section 2.1, we compute the relative error difference $\text{Diff}_e$ and average the difference for all queries in the workload, to measure the utility of $\mathcal{T}'$ for AQP.

**Evaluation on privacy protection.** We adopt the following two metrics, which are widely used in the existing works [15, 59, 41] for privacy evaluation.

1) **Hitting Rate:** It measures how many records in the original table $\mathcal{T}_{\text{train}}$ can be hit by a synthetic record in $\mathcal{T}'$. To measure hitting rate, we first randomly sample 5000 synthetic records from $\mathcal{T}'$. For each sampled record, we measure the proportion of records in $\mathcal{T}_{\text{train}}$ that are similar to this synthetic record. We regard two records are similar if and only if 1) the values of each categorical attribute are the same, and 2) the difference between values of each numerical attribute is within a threshold. In our experiment, this threshold is set as the range of the attribute divided by 30.

2) **Distance to the closest record (DCR):** This measures whether the synthetic data is weak from re-identification attacks [15, 59]. Given a record $t$ in the original table $\mathcal{T}_{\text{train}}$, we find the synthetic record from $\mathcal{T}'$ that is closest to $t$ in Euclidean distance. Note that a record with DCR=0 means that $\mathcal{T}'$ leaks its real information, and the larger the DCR is, the better the privacy protection is. To measure DCR, we calculate the distance after attribute-wise normalization to make sure each attribute contributes to the distance equally. We sample 3000 records from the original table $\mathcal{T}_{\text{train}}$, and find the nearest synthetic record in $\mathcal{T}'$ for each of these records. Then, we compute the the average distance between the real record to its closest synthetic record.

### 6.3 Data Synthesis Methods

**GAN-based methods.** We implement the design choices shown in Figure 3. We use the code provided by [44] to implement the CNN-based model. We use the hyper parameters provided by the code to train the model. Moreover, the code provides three privacy settings. When evaluating the ML training utility, we choose the settings of the weakest privacy protection to achieve the best synthetic data utility. On the other hand, We implement the MLP-based and LSTM-based models by ourselves using PyTorch to enable the flexibility of adapting different transformation schemes for comprehensive evaluation. Also, we implement the variants of training algorithms, conditional GAN and DPGAN.

**Statistical methods.** We compare GAN with a state-of-the-art statistical data synthesis method PrivBayes (or PB for simplicity) [22, 23], using the source code downloaded from [2]. As PB has theoretical guarantee on differential privacy [23], we vary the privacy parameter $\epsilon$ to examine the tradeoff between privacy protection and data utility. According to the original papers [22, 23], we run PB in multiple times and report the average result.

**Variational Autoencoder (VAE).** We implement variational autoencoder (VAE), which is another representative deep generative model [24, 59] for relational data synthesis. We adopt the loss function that consists of both the reconstruction loss and the KL divergence [29]. We use binary cross-entropy (BCE) loss for categorical attributes and mean squared error (MSE) loss for numerical attributes.

### 6.4 Hyper Parameter Search

*https://github.com/mahmoodm2/tableGAN

**Table 3:** Evaluating different neural networks of generator $G$ on synthetic data utility for classification, where CLF stands for classifier. For low-dimensional datasets with less attributes, LSTM with appropriate transformation achieves much less F1 differences than MLP and CNN. For high-dimensional datasets with more attributes, the performance advantage of LSTM over MLP becomes less significant.

| CLF | CNN | MLP | LSTM |
|-----|-----|-----|-----|
| DT10 | 0.414 | 0.067 | 0.084 |
| DT30 | 0.486 | 0.074 | 0.092 |
| RF10 | 0.247 | 0.038 | 0.047 |
| RF20 | 0.216 | 0.025 | 0.035 |
| LR   | 0.064 | 0.013 | 0.023 |

*https://sourceforge.net/projects/privbayes/

Hyper parameter search is very important for neural networks. We adopt the method in a recent empirical study for GAN models [40] for hyper parameter search. Given a GAN model, we firstly generate a set of candidate hyper parameter settings. Then, we train the model for several times, and at each time, we randomly select a hyper parameter setting and evaluate the trained model on the validation set $\mathcal{T}_{\text{valid}}$. Based on this, we select the hyper parameter setting that results in a model with the best performance.

All the experiments are conducted on a server with 2TB disk, 40 CPU cores (Intel Xeon CPU E5-2630 v4 @ 2.20GHz), one GPU (NVIDIA TITAN V) and 512GB memory, and the version of Python is 3.6.5.

### 7. EVALUATION RESULTS

#### 7.1 Evaluating GAN-based Framework

This section explores the design space of our GAN-based framework. We focus on synthetic data utility for classification, and report privacy results and data utility for clustering and AQP in next sections.

#### 7.1.1 Evaluation on Neural Networks
First, each attribute is generated from a separated noise mechanism in LSTM, which generates a record attribute instead, it generates an attribute based on the understanding of previous attributes, i.e., the hidden state. Second, LSTM does not generate an attribute from scratch. For ease of presentation, we use LSTM with one-hot encoding and GMM-based normalization as default setting.

7.1.2 Evaluation on GAN Training

We evaluate the robustness of MLP-based and LSTM-based generator wrt. hyper parameters. Given a setting of parameters, we divide the training iterations evenly into 10 epochs and generate a snapshot of synthetic table after each epoch. Then, we evaluate the F1 score of a classifier trained on each synthetic table snapshot. Figure 1 shows the results on datasets Adult and CovType. Note that we find similar trends on other datasets, and include result in [24]. We have a surprising observation that the LSTM-based generator performs badly in some hyper parameter settings. For example, on the Adult dataset, the F1 score drops sharply to 0 after the few early epochs in 4 out of 6 hyper parameter settings. After sampling records from inferior synthetic table snapshots, we find the reason is mode collapse: generator G only produces nearly duplicated samples, rather than outputting diverse synthetic records. MLP-based generator is robust against various hyper parameter settings, and it achieves moderate results on F1 score, although its best case is worse than that of LSTM-base generator.

Finding 2: MLP is more robust against hyper parameter settings and achieves the moderate results, while LSTM is more likely to result in mode collapse if its hyper parameters are not well tuned.

We also examine the following training strategies to alleviate mode collapse: (i) VTRAIN (with KL divergence), (ii) Wasserstein GAN training (WTRAIN) and (iii) VTRAIN with simplified discriminator D (SIMPLIFIED). As shown in Figure 4 Wasserstein GAN does not have advantage over vanilla GAN training, which is different from the image synthesis scenarios. SIMPLIFIED achieves better performance than VTRAIN. For example, on the Adult dataset, SIMPLIFIED reduces F1 difference compared with VTRAIN on most classifiers. We also report a result of SIMPLIFIED against various hyper-parameters in [24] and find it more robust in avoiding mode collapse. The reason is that SIMPLIFIED makes D not trained too well, and thus avoids the chance of gradient disappearance of generator G.

Finding 3: Vanilla GAN training with simplified discriminator is shown effective to alleviate mode collapse, and outperforms Wasserstein GAN training in preserving data utility.

7.1.3 Evaluation on Conditional GAN

This section investigates if conditional GAN is helpful to address the challenge of imbalance label distribution. We compare the original GAN, conditional GAN trained by random data sampling and conditional GAN trained by label-aware data sampling, which are denoted by VGAN, CGAN-V and CGAN-C respectively, on the skew datasets Adult, CovType, Census and Anuran. As shown in Figure 5, CGAN-V gains very limited improvements over VGAN, and sometimes it performs worse than VGAN. This is because that VTRAIN uses the

Figure 4: Evaluating GAN model training on various hyper-parameter settings. MLP-based generator is more robust against various hyper parameters, while LSTM is likely to result in mode collapse.

We evaluate the neural networks, CNN, MLP and LSTM that realize the generator G in our framework. For MLP and LSTM, we fix the discriminator D as MLP. We also evaluate the LSTM-based discriminator and obtain inferior result (the result is included in our technical report [24]).

We first evaluate the data utility for classification model training. Due to the space limit, we report the results on two low-dimensional (#Attr ≤ 20) datasets Adult and CovType, and two high-dimensional ones SAT and Census, and we find similar results on other datasets. Tables 3(a), 3(b), and 3(c) report the experimental results on data utility for classification model training, where sn, gn, od, and ht respectively denote simple normalization, GMM-based normalization, ordinal encoding and one-hot encoding. Note that CNN is not evaluated on CovType and SAT, as the original code in [14] is not designed for multi-class classification.

On the datasets Adult and CovType with less attributes, LSTM achieves the best performance in most of the cases, i.e., achieving 7% - 90% less F1 difference than the second best model MLP. This suggests the sequence generation mechanism in LSTM, which generates a record attribute by attribute, is more adequate for relational data synthesis. First, each attribute is generated from a separated noise z, which avoids the disturbance among different attributes. Second, LSTM does not generate an attribute from scratch. Instead, it generates an attribute based on the "understanding" of previous attributes, i.e., the hidden state h and previous output f, and thus it would be capable of capturing column correlation. Nevertheless, on datasets Census and SAT with more attributes, the performance advantage of LSTM is less significant. The reason is that, with more attributes, it becomes more difficult for LSTM to capture correlation among attributes, which implies that more effective models should be invented for data synthesis.

CNN achieves the inferior performance in data synthesis, which is different from image synthesis [15]. This is because matrix input of CNN is only compatible with simple normalization and ordinal encoding, which is not effective for relational data. Moreover, convolution/deconvolution operation in CNN is usually effective for data with feature locality. For example, features, which are locally close to each other in the matrix of an image, may also be semantically correlated. However, relational data does not have such locality.

Finding 1: LSTM with appropriate transformation schemes generates the best synthetic data utility for classification. Nevertheless, with the increase of the number of attributes, the performance advantage achieved by LSTM becomes less significant.

We evaluate the robustness of MLP-based and LSTM-based generator wrt. hyper parameters. Given a setting of parameters, we divide the training iterations evenly into 10 epochs and generate a snapshot of synthetic table after each epoch. Then, we evaluate the F1 score of a classifier trained on each synthetic table snapshot. Figure 1 shows the results on datasets Adult and CovType. Note that we find similar trends on other datasets, and include result in [24]. We have a surprising observation that the LSTM-based generator performs badly in some hyper parameter settings. For example, on the Adult dataset, the F1 score drops sharply to 0 after the few early epochs in 4 out of 6 hyper parameter settings. After sampling records from inferior synthetic table snapshots, we find the reason is mode collapse: generator G only produces nearly duplicated samples, rather than outputting diverse synthetic records. MLP-based generator is robust against various hyper parameter settings, and it achieves moderate results on F1 score, although its best case is worse than that of LSTM-base generator.

Finding 2: MLP is more robust against hyper parameter settings and achieves the moderate results, while LSTM is more likely to result in mode collapse if its hyper parameters are not well tuned.

We also examine the following training strategies to alleviate mode collapse: (i) VTRAIN (with KL divergence), (ii) Wasserstein GAN training (WTRAIN) and (iii) VTRAIN with simplified discriminator D (SIMPLIFIED). As shown in Figure 4 Wasserstein GAN does not have advantage over vanilla GAN training, which is different from the image synthesis scenarios. SIMPLIFIED achieves better performance than VTRAIN. For example, on the Adult dataset, SIMPLIFIED reduces F1 difference compared with VTRAIN on most classifiers. We also report a result of SIMPLIFIED against various hyper-parameters in [24] and find it more robust in avoiding mode collapse. The reason is that SIMPLIFIED makes D not trained too well, and thus avoids the chance of gradient disappearance of generator G.

Finding 3: Vanilla GAN training with simplified discriminator is shown effective to alleviate mode collapse, and outperforms Wasserstein GAN training in preserving data utility.
random strategy to sample each minibatch of real records. Due to the label imbalance, records with minority labels may have less chances to be sampled, leading to insufficient training opportunities for the minority labels. On the contrary, CGAN-C solves this problem by sampling records conditioned on given labels. This label-aware sampling method can provide fair training opportunities for data with different labels.

Finding 4: Conditional GAN plus label-aware data sampling is helpful to address imbalance label distribution and improves the utility of synthetic data.

7.1.4 Effect of Sample Size for Synthetic Data
This section evaluates whether the sample size $|\mathcal{T}'|/|\mathcal{T}_{\text{train}}|$ of synthetic table would affect the utility. Table 4 reports the F1 difference $\text{Diff}$ when varying the ratio between sizes of synthetic $\mathcal{T}'$ and real $\mathcal{T}_{\text{train}}$ tables. We observe that, with the increase of sample size, the performance of classifier is improved, as more samples can be used for training the classifier. However, the improvement is not very significant due to the fact that increasing synthetic data size does not actually inject more information: synthetic tables with varying sizes are from a generator $G$ with the same set of parameters.

7.2 Comparing Data Synthesis Methods
This section compares GAN with VAE and PB, which are described in Section 6.3. Note that we use the conditional GAN as the default setting of GAN.

7.2.1 Evaluation on Synthetic Data Utility
Figure 5 shows the experimental results on synthetic data utility on our real datasets. First, with the increase of privacy parameter $\epsilon$, the result of PB becomes better. This is because $\epsilon$ is used to control the privacy level: the larger the $\epsilon$, the lower the privacy level. Second, VAE achieves moderate results, but the generated synthetic data is still worse than that synthesized by GAN. This is similar to the case in image synthesis [22]: the images synthesized by VAE is worse than that generated by GAN. This is because the low dimensional latent variable in VAE may not be sufficient to capture complex relational data.

Our GAN-based framework significantly outperforms PB and VAE on preserving data utility for classification. For example, the F1 difference achieved by GAN is 45 – 98% and 10 – 90% smaller than that achieved by PB with the lowest privacy level ($\epsilon = 1.6$) on the Adult and CovType datasets respectively. This is mainly attributed to their different data synthesis mechanisms. PB aims at approximating a joint multivariate distribution of the original table, which may not perform well if the data distribution is complex. In contrast, GAN utilizes the adversarial training mechanism to optimize generator $G$. The result shows that the adversarial mechanism is useful for synthesizing relational data.

Finding 5: GAN significantly outperforms VAE and PB on synthetic data utility. For some classifiers, the F1 difference of the synthetic data wrt. the original data achieved by GAN is smaller than that of VAE and PB by an order of magnitude.

7.2.2 Evaluation on Privacy
Table 5 compares GAN with PB on protecting privacy against the risk of re-identification, measured by Hitting Rate and DCR introduced in Section 6.2. First, on the Adult dataset, GAN achieves lower hitting rate than PB. For example, even compared with PB with the highest privacy level $\epsilon = 0.1$, GAN reduces the hitting rate by 30%. On the CovType dataset, GAN achieves very low hitting rate 0.5%, i.e., only 25 out of 5000 sampled synthetic record can hit similar records in the original table. We notice that, on the CovType dataset, the hitting rate of GAN is higher than that of PB. This is because most of the attributes on CovType are numerical attributes and PB discretizes the domain of each numerical attribute into a fixed number of equi-width bins [22] [33], and thus a synthetic numerical value is seldom similar to the original one. Second, considering the metric DCR, GAN provides comparable overall performance to PB, and even outperforms PB with moderate privacy levels ($\epsilon = 0.8$ or 1.6). The results validate our claim that GAN can reduce the risk of re-identification as there is no one-to-one relationship between real and synthetic records.

Finding 6: Empirically, the GAN-based data synthesis framework shows better tradeoff between synthetic data utility and protecting privacy against the risk of re-identification, as there is no one-to-one relationship between original and synthetic records.
We evaluate the current solution DPGAN for GAN with differential privacy (DP) guarantee. Figure 6 reports the experimental results on varying privacy level $\epsilon$. We can see that DPGAN cannot beat PB at almost all privacy levels on the Adult and CovType datasets. This is because DPGAN adds noise to the gradients for updating parameters of $D$ and then uses $D$ to update parameters of $G$. This process may make the adversarial training ineffective, as $D$ now has limited ability to differentiate real/fake samples. The experimental result also implies better solutions for DP preserving GAN need to be invented.

Finding 7: The current solution for differential privacy (DP) preserving GAN cannot beat traditional data synthesis methods with DP guarantees.

### 7.3 Evaluation on Simulated Datasets

This section evaluates the effect of attribute correlation by using the simulated datasets, and the results on performance and efficiency are reported in Table 8. We can see that LSTM-based generator achieves the best performance on datasets with various degrees of attribute correlation. This shows that the sequence generation mechanism in LSTM is effective and outperforms the other models. In contrast, LSTM is less efficient than MLP and CNN, as LSTM uses a more complicated neural network structure to generate each record attribute by attribute.
attributes to the records within in the same group. For AQP, as observed from Table 10, GAN achieves less relative error difference than VAE and PB on preserving data utility. This is because that GAN, if effectively trained, is more capable of generating synthetic data that well preserves the statistical properties of the original table. Thus, the synthetic data could answer the query workload with less errors. We also notice that, on the AQP benchmarking dataset Bing, VAE achieves comparable results with GAN, i.e., 0.632 vs. 0.422 on relative error difference. The results show that VAE may also be promising for supporting AQP, considering it may be more easy and efficient to train than GAN. Some existing work [19] studies more sophisticated techniques to optimize VAE, such as partitioning the data and using multiple VAE models, adding rejection criteria for data sampling, etc. We will leave a more thorough comparison with such new techniques in the future work.

Finding 8: GAN is also very promising for preserving the utility of original data for supporting the applications of clustering and AQP.

8. CONCLUSION & FUTURE DIRECTION

In this paper, we have conducted a comprehensive experimental study for applying GAN to relational data synthesis. We introduced a unified framework and defined a design space of the solutions that realize GAN. We empirically conducted a thorough evaluation to explore the design space and compare GAN with conventional approaches to data synthesis. Based on our experimental findings, we summarize the following key insights that provide guidance to the practitioners who want to apply GAN to develop a relational data synthesizer.

Overall Evaluation for GAN. GAN is very promising for relational data synthesis. It generates synthetic data with very good utility on classification, clustering and AQP (Findings 5 and 8). Moreover, it also achieves competitive performance on protecting privacy against the risk of re-identification (Finding 6). However, GAN has limitations on providing provable privacy protection: the current solution cannot produce superior data utility when preserving differential privacy (Finding 7).

Neural Network Selection. For ordinary users with limited knowledge on deep learning, we suggest to use MLP to realize GAN, as MLP is more robust and can achieve moderate results without parameter tuning (Finding 2). For expert users who want to spend sufficient efforts to finetune parameters, we recommend LSTM that can achieve the best performance (Finding 1), given proper training strategies as discussed below, and data transformation schemes.

Model Training Strategy. We provide guidelines to users on how to train GAN models. To avoid mode collapse, we introduce solutions to boost model training, including adding KL divergence in the loss function for warm-up and using simplified discriminator to avoid gradient vanishing in generator (Finding 3). We leverage conditional GAN for datasets with imbalanced data distribution (Finding 4).

Relational Data Representation. Data transformation that converts original records to recognized input of GAN does affect the overall performance, which shows that representation of relational data is important. This may imply an interesting future work that co-trains GAN and record representation through a hybrid optimization framework.

We also identify several future directions in GAN-based relational data synthesis that may be worthy of exploration.

(1) Providing provable privacy protection. We have shown that GAN has limitations on providing provable privacy protection, i.e., differential privacy. Although enabling GAN to support differential privacy is a hot research topic in ML [56, 30], this problem is very challenging, because adding noises to the adversarial training in GAN may drastically affect parameter optimization in G and D. Therefore, it calls for new solutions to equip GAN-based data synthesis with provable privacy protection.

(2) Capturing attribute correlations. LSTM achieves good performance as its sequence generation mechanism can implicitly capture attribute correlations. The DB community has long studied how to model attribute correlations explicitly by providing solutions like functional dependency [10]. Despite some preliminary attempt [16], it still remains an unsolved question that how to combine techniques from the two communities to improve the synthetic data quality for the GAN-based framework.

(3) Supporting more utility definitions. This paper studies synthetic data utility for training classifiers, evalu-
ating clustering algorithms and supporting AQP. However, relational data synthesis should support a variety of applications, including ML tasks over time-series data and data synthesis for supporting AQP with theoretical bounds.
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APPENDIX

A. DETAILED GAN MODEL DESIGN

This section presents more details of our GAN model design. We first present the design of neural network architectures in Section A.1 and then provide the pseudo-codes of the training algorithms in Section A.2.

A.1 Neural Network Architectures

A.1.1 CNN: convolutional neural networks.

CNN is utilized in the existing works for relational data synthesis [16, 44], which is inspired by the well-known DCGAN [38], as illustrated in Figure 11(a). One characteristic of these works is that they use a matrix instead of a vector to represent a real/fake sample \( t \). To this end, they use ordinal encoding and simple normalization to respectively preprocess categorical and numerical attributes. Then, they convert the preprocessed records into a square matrix padded with zeros. For example, consider the first record in our example table in Figure 1. The record is firstly preprocessed into \((-0.2, 0, 0, 0, 0, 0)\) using ordinal encoding and simple normalization. Then, it is converted into a \(3 \times 3\) matrix with four values are padded with zeros. Based on this, the GAN model can be trained using the converted square matrices. Generator \( G \) takes as input a prior noise \( z \), which is denoted by \( h^0 \), and uses \( L \) de-convolution layers \( \{ h_{l+1} \} \) (i.e., fractionally strided convolution) to transform \( z \) to a synthetic sample in the form of matrix, i.e.,

\[
\begin{align*}
    h^0 & = \text{ReLU}((\text{BN}(\text{DeConv}(h^0)))) \\
    t & = \tanh(\text{DeConv}(h^1))
\end{align*}
\]

where DeConv is de-convolution function. Figure 10(a) illustrates a de-convolution process that converts \( t \) to a \(16 \times 16\) matrix that represents a synthetic sample.

Discriminator \( D \), as shown in Figure 10(b), takes as input a real/fake sample \( t \) in matrix form, which is denoted by \( h^0 \). It applies \( L \) convolution layers \( \{ h_{l+1} \} \) to convert \( t \) to a probability indicating how likely \( t \) is real, i.e.,

\[
\begin{align*}
    h^{l+1} & = \text{LeakyReLU}(\text{BN}(\text{Conv}(h^l)))) \\
    f & = \text{sigmoid}(\text{BN}(\text{Conv}(h^L))))
\end{align*}
\]

where Conv is a convolution function.

A.1.2 MLP: fully connected neural networks.

MLP is used in the existing works for relational data synthesis [16, 57]. Figure 11 provides generator \( G \) and discriminator \( D \) realized by MLP. Specifically, \( G \) takes as input a prior noise \( z \), which is also denoted by \( h^0 \), and utilizes \( L \) fully-connected layers, where each layer is computed by

\[
\begin{align*}
    h^{l+1} & = \phi(\text{BN}(\text{FC}[h^{l} | \rightarrow | h^{l+1}](h^l))),
\end{align*}
\]

where \( \text{FC}[h^{l} | \rightarrow | h^{l+1}](h^l) \) is a fully-connected layer that converts \( h^l \) to \( h^{l+1} \) with weights \( W^l \) and bias \( b^l \), \( \phi \) is the activation function (we use ReLU in our experiments), and BN is the batch normalization [29].

The challenge here is how to make the output layer in \( G \) attribute-aware. More formally, \( G \) needs to output a synthetic sample \( t = t_1 \oplus t_2 \oplus \ldots \oplus t_m \), where \( t_j \) corresponds to the \( j \)-th attribute. Note that, for simplicity, we also use notation \( t \) to represent fake samples if the context is clear. We propose to generate each attribute vector \( t_j \) depending on the transformation method on the corresponding attribute \( \mathcal{T}[j] \), i.e.,

\[
\begin{align*}
    t_j = \left\{ \begin{array}{ll}
    \text{tanh}(\text{FC}[h^{L} | \rightarrow | h^{L}](h^L)), & (C_1) \\
    \text{tanh}(\text{FC}[h^{L} | \rightarrow | h^{L} \oplus \text{softmax}(\text{FC}[h^{L} | \rightarrow | t_{j-1}](h^L))]), & (C_2) \\
    \text{softmax}(\text{FC}[h^{L} | \rightarrow | t_{j-1}](h^L))), & (C_3) \\
    \text{sigmoid}(\text{FC}[h^{L} | \rightarrow | h^{L}]), & (C_4)
\end{array} \right.
\end{align*}
\]

where \( C_1 \) to \( C_4 \) respectively denote the cases of using simple normalization, mode-specific normalization, one-hot encoding and ordinal encoding as transformation on the attribute \( \mathcal{T}[j] \) (see Section A.1). For example, consider \( C_4 \), the GMM-based normalization, we first use \( \text{tanh}(\text{FC}[h^{L} | \rightarrow | h^{L}]) \) to generate \( v_{\text{gmm}} \) and then use \( \text{softmax}(\text{FC}[h^{L} | \rightarrow | t_{j-1}](h^L))) \) to generate a one-hot vector indicating which component \( v_{\text{gmm}} \) belongs to. After generating \( \{ t_j \} \) for all attributes, we concatenate them to obtain \( t \) as a synthetic sample.

Figure 11(b) shows the NN structure of our discriminator \( D \). Discriminator \( D \) is an MLP that takes a sample \( t \) as input, and utilizes multiple fully-connected layers and a sigmoid output layer to classify whether \( t \) is real or fake.

A.1.3 LSTM: recurrent neural networks.

Existing work also utilizes LSTM, a representative variant of RNN, to realize \( G \) [55]. The basic idea is to formalize
Algorithm 1: $V_{\text{Train}} (m, \alpha_d, \alpha_g, T)$

Input: $m$: batch size; $\alpha_d$: learning rate of $D$; $\alpha_g$: learning rate of $G$; $T$: number of training iterations

Output: $G$: Generator; $D$: Discriminator

1. Initialize parameters $\theta_d^{(0)}$ for $D$ and $\theta_g^{(0)}$ for $G$

2. for training iteration $t = 1, 2, \ldots, T$
   
   /* Training discriminator $D$ */
   
   3. Sample $m$ noise samples $\{z(i)\}_{i=1}^{m}$ from noise prior $p_z(z)$
   
   4. Sample $m$ samples $\{t(i)\}_{i=1}^{m}$ from real data $p_{\text{data}}(t)$
   
   5. $g_{t} \leftarrow \nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^{m}[\log D(t(i)) + \log (1 - D(G(z(i))))]$
   
   6. $\theta_d^{(t)} \leftarrow \theta_d^{(t-1)} + \alpha_d \cdot \text{Adam} \left( \theta_d^{(t-1)}, g_{t} \right)$

   /* Training generator $G$ */

   7. Sample $m$ noise samples $\{z(i)\}_{i=1}^{m}$ from noise prior $p_z(z)$
   
   8. $g_{t} \leftarrow \nabla_{\theta_g} \frac{1}{m} \sum_{i=1}^{m}[\log (1 - D(G(z(i))))]$
   
   9. $\theta_g^{(t)} \leftarrow \theta_g^{(t-1)} - \alpha_g \cdot \text{Adam} \left( \theta_g^{(t-1)}, g_{t} \right)$

10. return $G, D$

Algorithm 2: $W_{\text{Train}} (m, \alpha_d, \alpha_g, T_d, T_g, c_p)$

Input: $m$: batch size; $\alpha_d$: learning rate of $D$; $\alpha_g$: learning rate of $G$; $T_d$: number of iterations for $D$; $T_g$: number of iterations for $G$; $c_p$: clipping parameter

Output: $G$: Generator; $D$: Discriminator

1. Initialize parameters $\theta_d^{(0)}$ for $D$ and $\theta_g^{(0)}$ for $G$

2. for training iteration $t = 1, 2, \ldots, T_d$
   
   /* Using $T_d$ iterations to train $D$ */
   
   3. for training iteration $t_1 = 1, 2, \ldots, T_g$

   4. Sample noise samples $\{z(i)\}_{i=1}^{m}$ from noise prior $p_z(z)$
   
   5. Sample samples $\{t(i)\}_{i=1}^{m}$ from real data $p_{\text{data}}(t)$
   
   6. $g_{t} \leftarrow \nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^{m}[D(t(i)) - D(G(z(i))) - c_p]$
   
   7. $\theta_d^{(t)} \leftarrow \theta_d^{(t-1)} + \alpha_d \cdot \text{RMSProp} \left( \theta_d^{(t-1)}, g_{t} \right)$

   / * Training generator $G$ */

   8. Sample noise samples $\{z(i)\}_{i=1}^{m}$ from noise prior $p_z(z)$
   
   9. $g_{t} \leftarrow \nabla_{\theta_g} \frac{1}{m} \sum_{i=1}^{m}[\log D(t(i)) - \log (1 - D(G(z(i)))) - c_p]$
   
   10. $\theta_g^{(t)} \leftarrow \theta_g^{(t-1)} + \alpha_g \cdot \text{RMSProp} \left( \theta_g^{(t-1)}, g_{t} \right)$

12. return $G, D$

Figure 12: Generator implemented by LSTM.

A record synthesis as a sequence generation process: it models a record $t$ as a sequence and each element of the sequence is an attribute $t_j$. It uses LSTM to generate $t$ at multiple timesteps, where the j-th timestep is used to generate $t_j$, as illustrated in Figure 12. Let $h^1$ and $f^1$ respectively denote the hidden state and output of the LSTM at the j-th timestep. Then, we have

$$h^{j+1} = LSTMCell(z, f^j, h^j),$$

$$f^{j+1} = \tanh(FC_{[h^{j+1}]}(f_{j+1})(h^{j+1})),$$

where $h^0$ and $f^0$ are initialized with random values.

Next, we compute attribute $t_j$ by considering transformation method of the corresponding attribute. Specifically, for simple normalization, one-hot encoding and ordinal encoding, we compute $t_j$ as follows.

$$t_j = \left\{ \begin{array}{ll} \text{simple normalization} & \text{if } j \text{ is the attribute to be computed} \\ \text{softmax} & \text{if } j \text{ is the attribute to be computed} \\ \text{sigmoid} & \text{if } j \text{ is the attribute to be computed} \end{array} \right.$$

In the case that attribute $t_j$ is transformed by GMM-based normalization, we use two timesteps to generate its sample $t_j$: the first timestep $j_1$ generates the normalized value $v_{g_{j_1}} = \text{tanh} (\text{FC}_{[f_{j_1}]})$, while the second timestep $j_2$ generates a vector that indicates which GMM component $v_{g_{j_2}}$ comes from, i.e., $\text{softmax} (\text{FC}_{[f_{j_2}]})$. Then, we concatenate these two parts to compose $t_j$.

Note that we can use a typical sequence-to-one LSTM to realize the discriminator $D$.

A.2 Training Algorithms

This section presents the pseudo-code of the training algorithms introduced in Sections 3.2.5.3 and 5.3.4.

A.2.1 Vanilla GAN Training

We apply the vanilla GAN training algorithm [26] ($V_{\text{Train}}$) to iteratively optimize parameters $\theta_d$ in $D$ and $\theta_g$ in $G$.

$$\theta_d \leftarrow \theta_d + \alpha_d \nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^{m}[\log D(t(i)) + \log (1 - D(G(z(i))))],$$

$$\theta_g \leftarrow \theta_g - \alpha_g \nabla_{\theta_g} \frac{1}{m} \sum_{i=1}^{m}[\log (1 - D(G(z(i))))],$$

where $m$ is the minibatch size and $\alpha_d$ ($\alpha_g$) is learning rate of $D$ ($G$).

Algorithm presents the pseudo-code of the vanilla training algorithm [26]. It takes as input size $m$ of minibatch, learning rates $\alpha_d$ and $\alpha_g$ of discriminator $D$ and generator $G$, and number $T$ of training iterations, and iteratively optimize parameters $\theta_d$ in $D$ and $\theta_g$ in $G$. In each iteration, the algorithm trains discriminator $D$ and generator $G$ alternately. First, it fixes $G$ and trains $D$ by sampling $m$ noise samples $\{z(i)\}_{i=1}^{m}$ from $p(z)$ and $m$ real examples $\{t(i)\}_{i=1}^{m} \sim p_{\text{data}}(t)$ and updating $\theta_d$ with the Adam optimizer [33]. Second, it fixes $D$ and trains $G$ by sampling another set of noise samples and updating parameters $\theta_g$.

A.2.2 Wasserstein GAN Training

We also evaluate Wasserstein GAN [10] for training our data synthesizer ($W_{\text{Train}}$). Different from the original GAN, Wasserstein GAN removes the sigmoid function of $D$. 
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Algorithm 3: CTrain \((m, \alpha_d, \alpha_g, T, \Omega)\)

**Input:** \(m\): batch size; \(\alpha_d\): learning rate of \(D\); \(\alpha_g\): learning rate of \(G\); \(T\): number of training iterations; \(\Omega\): label domain in real data.

**Output:** \(G\): Generator; \(D\): Discriminator

1. Initialize parameters \(\theta_d^{(0)}\) for \(D\) and \(\theta_g^{(0)}\) for \(G\).
2. for training iteration \(t = 1, 2, \ldots, T\) do
   1. for each label \(y \in \Omega\) do
      1. Encode label \(y\) as condition vector \(c\)
      2. /* Training discriminator \(D\) */
      3. Sample \(m\) noise samples \(\{\mathbf{z}^{(i)}\}_{i=1}^m\) from prior \(p_z(\mathbf{z})\)
      4. Sample \(m\) samples \(\{\mathbf{t}^{(i)}\}_{i=1}^m\) with label \(y\) from real data \(p_{data}(\mathbf{t}|y)\)
      5. \(\mathbf{g}_1 \leftarrow \nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^m \left[ \log D(t^{(i)}|c) + \log (1 - D(G(z^{(i)}|c), c)) \right] \)
      6. \(\theta_d^{(t)} \leftarrow \theta_d^{(t-1)} + \alpha_d \cdot \text{Adam}(\theta_d^{(t-1)}, \mathbf{g}_1)\)
   3. /* Training generator \(G\) */
   4. Sample \(m\) noise samples \(\{\mathbf{z}^{(i)}\}_{i=1}^m\) from prior \(p_z(\mathbf{z})\)
   5. \(\mathbf{g}_2 \leftarrow -\nabla_{\theta_g} \frac{1}{m} \sum_{i=1}^m \log (1 - D(G(z^{(i)}|c), c)) \)
   6. \(\theta_g^{(t)} \leftarrow \theta_g^{(t-1)} - \alpha_g \cdot \text{Adam}(\theta_g^{(t-1)}, \mathbf{g}_2)\)
5. end for
6. end for
7. return \(G\) \(D\);

Algorithm 4: DTrain \((m, \alpha_d, \alpha_g, T_d, T_g, c_p, c_p, \sigma_n)\)

**Input:** \(m\): batch size; \(\alpha_d\): learning rate of \(D\); \(\alpha_g\): learning rate of \(G\); \(T_d\): number of iterations for \(D\); \(T_g\): number of iterations for \(G\); \(c_p\): clipping parameter; \(c_p\): bound on the gradient; \(\sigma_n\): noise scale

**Output:** \(G\): Generator; \(D\): Discriminator

1. Initialize parameters \(\theta_d^{(0)}\) for \(D\) and \(\theta_g^{(0)}\) for \(G\)
2. for training iteration \(t = 1, 2, \ldots, T_g\) do
   1. /* Using \(T_d\) iterations to train \(D\) */
   2. for training iteration \(t_d = 1, 2, \ldots, T_d\) do
      1. Sample noise samples \(\{\mathbf{z}^{(i)}\}_{i=1}^m\) from prior \(p_z(\mathbf{z})\)
      2. Sample samples \(\{\mathbf{t}^{(i)}\}_{i=1}^m\) from real data \(p_{data}(\mathbf{t})\)
      3. for each \(i\) do
         1. \(\mathbf{g}_1^{(i)}(t^{(i)}_t, z^{(i)}_t) \leftarrow \nabla_{\theta_d}[D(t^{(i)}_t) - D(G(z^{(i)}_t))]\)
         2. \(\mathbf{g}_1^{(i)} \leftarrow \frac{1}{m} \sum_{i=1}^m \mathbf{g}_1^{(i)}(t^{(i)}_t, z^{(i)}_t) + \text{RMSProp}(\theta_d^{(t-1)}, \mathbf{g}_1)\)
      4. \(\theta_d^{(t)} \leftarrow \text{clip}(\theta_d^{(t-1)} - c_p, c_p)\)
   2. /* Training generator \(G\) */
   3. Sample noise samples \(\{\mathbf{z}^{(i)}\}_{i=1}^m\) from prior \(p_z(\mathbf{z})\)
   4. \(\mathbf{g}_2^{(i)}(t^{(i)}_t, z^{(i)}_t) \leftarrow -\nabla_{\theta_g}[D(G(z^{(i)}_t))]\)
   5. \(\theta_g^{(t)} \leftarrow \text{RMSProp}(\theta_g^{(t-1)}, \mathbf{g}_2^{(i)})\)
5. end for
6. end for
7. return \(G\), \(D\);

and changes the gradient optimizer from Adam to RMSProp. It uses the loss functions of \(D\) and \(G\) as

\[
\mathcal{L}_D = -E_{t \sim p_{data}()}[D(t)] + E_{z \sim p(z)}[D(G(z))]
\]

\[
\mathcal{L}_G = -E_{z \sim p(z)}[D(G(z))].
\]

Algorithm 2 presents the training algorithm in Wasserstein GAN. Wasserstein GAN removes the sigmoid function of \(D\) and changes the gradient optimizer from Adam to RMSProp. It uses the loss functions of \(D\) and \(G\) as shown in Equation (5). Algorithm 2 takes as input size \(m\) of mini-batch, learning rates \(\alpha_d\) and \(\alpha_g\) of discriminator \(D\) and generator \(G\), and number training iterations \(T_d\) and \(T_g\) and a clipping parameter \(c_p\). It uses \(T_g\) iterations to optimize \(G\). In each \(G\)’s training iteration, it first uses \(T_d\) iterations to train \(D\), and then trains \(G\). In particular, it clips the parameters \(\theta_d\) of \(D\) into an interval \([-c_p, c_p]\) after each training iteration of \(D\).

A.2.3 Conditional GAN Training

Algorithm 3 presents the algorithm for training conditional GAN. Basically, it follows the framework of the vanilla GAN training in Algorithm 1 with a minor modification of label-aware sampling. The idea is to avoid that the minority label has insufficient training opportunities due to the highly imbalanced label distribution. Specifically, in each iteration, the algorithm considers every label in the real data, and for each label, it samples records with corresponding label for the following training of \(D\) and \(G\). Using this method, we can ensure that records with different labels have “fair” opportunities for training.

A.2.4 DPGAN Training

Algorithm 4 presents the training algorithm for DPGAN. Basically, it follows the framework of Wasserstein GAN training in Algorithm 2 with minor modifications (DTrain). When training \(D\), for each sampled noise \(z^{(i)}\) and real example \(t^{(i)}\), it adds Gaussian noise \(N(0, \sigma^2_{\mathbf{c}_p} I)\) to the gradient \(\nabla_{\mathbf{g}_d}[D(t^{(i)}) - D(G(z^{(i)})]\), where \(\sigma_n\) is the noise scale and \(c_p\) is a user-defined bound on the gradient of Wasserstein distance with respect to parameters \(\theta_d\) (see the original paper [5] for details of \(c_p\)).

B. ADDITIONAL EXPERIMENTS

B.1 Detailed Dataset Information

We describe the detailed information of the eight datasets we used in our experiments.

(1) HTRU2 dataset is a physical dataset that contains 17,898 pulsar candidates collected during the High Time Resolution Universe Survey. This dataset has 8 numerical attributes, which are statistics obtained from the integrated pulse profile and the DM-SNR curve, and a binary label (i.e., pulsar and non-pulsar). The label distribution is balanced.

(2) Digits dataset contains 10,992 pen-based handwritten digits. Each digit has 16 numerical attributes collected by a pressure sensitive tablet and processed by normalization methods, and a label indicating the gold-standard number from 0 - 9. The label distribution is balanced.

(3) Adult dataset contains personal information of 41,299 individuals extracted from the 1994 US census with 8 categorical attributes, such as Workclass and Education and 6 numerical attributes, such as Age and Hours-per-Week. We use attribute Income as label and predict whether a person has income higher than 50K per year (positive) or not (negative), where the label distribution is skewed, i.e., the ratio between positive and negative labels is 0.34.

(4) CovType dataset contains the information of 116,204 forest records obtained from US Geological Survey (USGS) and US Forest Service (USFS) data. It includes 2 categorical attributes, Wild_area and Soil_type, and 10 numerical attributes, such as Elevation and Slope. We use attribute Cover-type with 7 distinct values as label and predict forest cover-type from other cartographic variables. The label distribution is also very skewed, e.g., there are 46% records with label 2 while only 6% records with label 3.
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The label distribution is very skew: there are 3 labels with 10 unique values that indicates the corresponding species. The label distribution is balanced in the dataset.

Numerical attributes, which are derived from the audio recordings of the 9 pixels in a neighborhood, and uses a dataset from the life domain for anuran species recognition through their calls. It has 22 numerical attributes, which are derived from the audio records belonging to specimens (individual frogs), and associates a label with 10 unique values that indicates the corresponding species. The label distribution is very skew: there are 3478 records with label 2 and 68 with label 9.

The Census dataset contains weighted census data extracted from the 1994 and 1995 Current Population Surveys. We use demographic and employment variables, i.e., 9 numerical and 30 categorical attributes, as features, and total-person-income as label. We remove the records containing null values and then obtain 142,522 records with very skew label distribution, i.e., 5% records with income larger than 50K vs. 95% with income smaller than 50K.

The Bing dataset is a Microsoft production workload dataset, which contains the statistics of Bing Search and is used for evaluating AQP. We sample 500,000 records with 23 categorical and 7 numerical attributes. As the dataset does not have any attribute used as label, we only use the dataset for evaluating performance of data synthesis on AQP.

### B.2 Additional Evaluation on Mode Collapse

This section shows the results of GAN model training on various hyper-parameter settings on other datasets and the performance of SIMPLIFIED strategy to avoid mode collapse.

Figure 16 shows the results of GAN model training on various hyper-parameter settings on datasets Census and SAT, which is similar with the results in figure 4. Figure 17 and 18 show the performance of the SIMPLIFIED strategy on various hyper-parameter settings, we find that mode collapse can be effectively alleviated by replacing the simplified D, for example, on the Adult dataset, V_TRAIN enables the LSTM-based generator to be more robust to hyper parameters and the chances of mode collapse are largely reduced. Moreover, compared with the MLP-based generator, it achieve much higher scores on F-measure.

### B.3 Additional Evaluation on Synthetic Data Utility

This section shows the results of evaluation on synthetic data utility on the other datasets. Figure 19 shows the results of synthetic data utility on datasets Anuran, Digits and HTRU2, which has a similar trend to Figure 7 and we find that GAN-based framework still work well on the simulated datasets SDataNum and SDataCat from the results in figure 15.

### B.4 Evaluating LSTM Discriminator

This section evaluates LSTM-based discriminator D for GAN-based relational data synthesis on the Adult dataset. Note that we use a typical sequence-to-one LSTM to realize D. Table 11 reports the experimental results. We can see that, compared with MLP-based discriminator D reported in Table 5(a), the F1 difference is significantly higher. Considering classifier DT10 as an example, the F1 difference increases by 18 – 416% when changing MLP to LSTM for realizing discriminator. We also find similar results in other datasets. Therefore, we use MLP to implement discriminator in our experiments reported in Section 7.

### B.5 Synthetic Data Distribution

![Figure 13: Evaluating value distribution of synthetic numerical attributes (SDataNum).](image1)

![Figure 14: Evaluating value distribution of synthetic categorical attributes (SDataCat).](image2)

![Figure 15: Comparison of different approaches to relational data synthesis on data utility for classification.](image3)

![Table 11: Evaluating LSTM-based discriminator on synthetic data utility (adult dataset).](table1)

| Classifier | MLP                     | LSTM                    |
|-----------|-------------------------|-------------------------|
|          | F1 Diff      |          | F1 Diff      |          |
| DT10      | 0.059 ± 0.014 | 0.234 ± 0.159 | 0.065 ± 0.014 | 0.234 ± 0.159 |
| DT20      | 0.044 ± 0.012 | 0.228 ± 0.131 | 0.046 ± 0.012 | 0.228 ± 0.131 |
| RF10      | 0.120 ± 0.012 | 0.305 ± 0.164 | 0.122 ± 0.012 | 0.305 ± 0.164 |
| RF20      | 0.107 ± 0.012 | 0.298 ± 0.155 | 0.109 ± 0.012 | 0.298 ± 0.155 |
| Autoencoder | 0.093 ± 0.012 | 0.301 ± 0.170 | 0.095 ± 0.012 | 0.301 ± 0.170 |
| LR        | 0.085 ± 0.012 | 0.294 ± 0.164 | 0.087 ± 0.012 | 0.294 ± 0.164 |

![Figure 16: Evaluating value distribution of synthetic numerical attributes (SDataNum).](image4)

![Figure 17: Evaluating value distribution of synthetic categorical attributes (SDataCat).](image5)

![Figure 18: Evaluating value distribution of synthetic numerical attributes (SDataNum).](image6)
B.5.1 Evaluation on Data Transformation

We also find that data transformation in preprocessing does affect the overall utility of synthetic data. GMM-based normalization and one-hot encoding achieve the best performance in most of the cases. To provide in-depth analysis, we further examine whether the value distribution of a synthetic attribute is similar to that of its counterpart real attribute. We report the results on SDataNum and SDataCat to purely evaluate numerical and categorical attributes respectively.

Figure 13 shows the distribution for categorical attributes using the violin plots. LSTM with \( \pi \) can generate the attribute having the most approximate distribution to their counterpart real attribute, and it is remarkably effective for the attribute with multi-modal distribution. This is attributed to the Gaussian Mixture model used in this method, which is more powerful to represent multi-modal attributes.

Moreover, it also outperforms MLP with \( g_n \). This is because LSTM uses two time steps to generate normalized value \( v_{gmm} \) and components probabilities \( \{ \pi^{(i)} \} \) separately, which is shown more effective than generating them together in MLP. Figure 13 shows the distribution for categorical attributes. We can see that one-hot is significantly better than ordinal embedding. This is because values in a categorical attribute usually do not have ordinal relationships, and thus a single number is insufficient for attribute representation.

Finding: Data transformation does affect overall utility of synthetic data: GMM-based normalization performs better than simple normalization, especially for numerical attributes with multi-modal distribution; One-hot encoding is better than ordinal encoding for categorical attributes.