A Node Ranking Method Based on Multiple Layers for Dynamic Protein Interaction Networks
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ABSTRACT Constructing dynamic protein interaction networks (DPIN) is a common way to improve identification accuracy of essential proteins. The existing methods usually aggregate DPIN into a single-layer network where all nodes are sorted by their importance. This treatment makes the dynamic information about proteins in multiple layers lost in the single layer, and thus affects the identification accuracy of essential proteins. This paper proposes a node ranking method based on multiple layers for DPIN to address the problem. First, we calculate the centrality values of all nodes for each time-specific layer, then work out the centrality score of each node by dividing the total of its centrality values across all layers by its layer activity, and finally sort the importance of all nodes by their centrality scores. Different from the methods based on single layer, our method makes full use of centrality values of each protein in time-specific layers, and thus can more effectively utilize the dynamic information of proteins. To evaluate the effectiveness of the node ranking method based on multiple layers, we apply ten network-based centrality methods on multiple layers and compare the results with those on a single layer. Then the predictive performance of the ten centrality methods are validated in terms of sensitivity, specificity, positive predictive value, negative predictive value, F-measure and accuracy. The experimental results for the identification of essential proteins show that the node ranking method based on multiple layers is superior to those based on a single layer and can help to identify essential proteins more accurate.

INDEX TERMS Essential proteins, dynamic protein interaction networks, multiple layers, centrality methods, node ranking.

I. INTRODUCTION
Proteins are divided into essential proteins and non-essential proteins [1], [2]. A protein is said to be essential if its knock-out results in lethality or infertility for an organism. Studies have shown that essential proteins are also related with human disease genes [3]. Therefore, the identification of essential proteins is of great significance for discovering drug targets, developing new drugs, and promoting the development of the biomedical industry. A lot of experimental technologies have been proposed to identify essential proteins, such as gene knockouts [4], RNA interference [5] and conditional knockouts [6]. However, these experiment methods are time-consuming and expensive.

The rapid development of modern high-throughput technologies has accumulated large quantities of omics data [7], [8], [9], which provide new opportunities for predicting essential proteins, protein complexes and functional module from large molecular networks. A series of computational methods have been developed to predict essential proteins based on the properties of protein interaction networks (PIN) [10], [11], [12]. Jeong et al. [10] proposed a centrality-lethality rule and found that the most highly connected proteins in the cell are the most important for...
its survival, and demonstrated that there is a high correlation between the topological characteristics of nodes in PIN and their biological importance. With the further research on computational methods based on topological networks, a large number of centrality methods have proposed to predict essential proteins, such as betweenness centrality (BC) [11], local average connection centrality (LAC) [12] and closeness centrality (CC) [13].

Generally, a static protein interaction network (SPIN) is constructed by using the protein-protein interactions obtained from different experiments or databases. Unfortunately, most of the network-based methods are sensitive to the reliability of the constructed PIN [14]. To improve the reliability of PINs, some researchers tried to construct dynamic protein interaction networks (DPIN) by integrating a variety of biological information into the SPIN [15], [16], [17], [18], [19], [20]. Gene expression data can be used to analyze the activity of genes over time, thus the combination of protein interaction data and gene expression data has become a common method for constructing DPIN [21], [22], [23], [24], [25], [26], [27]. Xiao et al. [22] constructed an active PIN based on the SPIN and gene expression data for the identification of essential proteins. Li et al. [24] integrated gene expression data, subcellular localization and the SPIN to identify essential proteins. Zhang et al. [25] refined the DPIN by using gene expression information and subcellular localization information for predicting essential proteins. Moreover, DPINs have been used for the identification of protein complexes and functional modules [26], [27].

A common way of ranking the importance of protein nodes in a DPIN is to aggregate multiple layers of the DPIN into a single-layer network and calculate centrality values of the nodes in the single-layer network [18], [19], [21], [24], [25]. Thus the dynamic information about nodes (or edges) in different layers is lost in the single layer when calculating centrality values. This makes the aggregated single-layer network has less time-specific information than the DPIN, and hence affects the estimation accuracy of centrality methods.

In this paper, we propose a node importance ranking method based on multiple layers for the DPIN to address this problem. We use a centrality method to calculate the centrality value of each node for each layer of the DPIN. Since different layers have different network topologies, a node often has different centrality values for different layers. Second, we compute the activity of layer for each node, which is the number of layers where the node is active. Third, the centrality score of each node is computed by dividing the total of its centrality values across all layers by its layer activity. Finally, the importance of all nodes is sorted by their centrality scores, and the nodes with high placement are regarded as essential. Different from the existing node ranking methods, our method directly calculates the centrality values of nodes based on multiple layers rather than a single layer, which ensures that the time-specific biological knowledge inherent in each layer is used effectively when calculating centrality scores.

To verify the effectiveness of the node ranking method based on multiple layers, we apply ten network-based centrality methods (DC [10], BC [11], LAC [12], CC [13], LC [28], CR [29], LID [30], TP [31], ClusterC [32] and MNC [33]) on multiple layers of the DPIN (M-DPIN) and compare the results with those on a single layer (i.e. the SPIN and the aggregated single layer of the DPIN (A-DPIN)). The predictive performance of the ten centrality methods are evaluated in terms of prediction accuracy, sensitivity, specificity, positive predictive value, negative predictive value, F-measure and accuracy [30], [31], [32], [33], [34]. The experimental results for the identification of essential proteins show that the node ranking method based on multiple layers is superior to those based on a single layer. It has been illustrated that the proposed method can help to identify essential proteins more accurately.

II. METHODS

A. DYNAMIC PROTEIN INTERACTION NETWORKS

A static protein interaction network (SPIN) is an undirected graph $G_S = (V_S, E_S)$, where

1) $V_S$ represents the set of all proteins;
2) $E_S$ represents the set of all interactions between proteins.

Let $T = \{t_1, t_2, \ldots, t_m\}$ be $m$ observation time points, and let $g_{i}^{h}$ denote the gene expression value of protein $v_i$ at time $t_h$. The activity threshold $\tau_i$ of protein $v_i$ is used to judge the activity of a protein according to its gene expression value curve, and is defined in [17]:

$$\tau_i = \mu_i + k \times \frac{\sigma_i^2}{1 + \sigma_i^2}$$  \hspace{1cm} (1)

where $\mu_i$ and $\sigma_i$ respectively are the mean and standard deviation of gene expression values of protein $v_i$, and the parameter $k$ is not constant, which can be adjusted in the range of $(0, 3)$.

The activity $a_i^h$ of protein $v_i$ in the time $t_h$ can be computed by

$$a_i^h = \begin{cases} 1 & g_i^h \geq \tau_i \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

where $a_i^h = 1$ (i.e. the protein $v_i$ is active at time $t_h$) if its gene expression value $g_i^h$ is not less than the activity threshold $\tau_i$; otherwise 0.

Dynamic interaction protein networks (DPIN) is a set of subworknets $G = \{G_1, G_2, \ldots, G_l, \ldots, G_m\}$ on $T$, and $G_l = (V_l, E_l)$ is a subnetwork observed at time $t_l$, where

1) $V_l = V_S$;
2) $E_l = \{(v_i, v_j) \in E_S | a_i^h = a_j^h = 1\}$.

For any edge $(v_i, v_j)$ in the SPIN, if there is a time point $t_h \in T$, such that both $v_i$ and $v_j$ are active at $t_h$, then the edge $(v_i, v_j)$ is in the subnetwork $G_h$.
Let $G_A = (V_A, E_A)$ be the aggregated single-layer network of the DPIN (A-DPIN), where

1) $V_A = V_S$;
2) $E_A = \{(v_i, v_j) \in E_S | \exists t_h \in T, (v_i, v_j) \in E_h\}$.

For any edge $(v_i, v_j)$ in the SPIN, if there is a time point $t_h \in T$, such that $(v_i, v_j) \in E_h$, then the edge $(v_i, v_j)$ is retained in A-DPIN.

**B. NODE RANKING**

The layer activity of a node $v_i$, denoted by $l_i$, represents the number of subnetworks where the node $v_i$ is active, and is computed by

$$l_i = \sum_{h=1}^{m} a_i^h$$  \hspace{1cm} (3)

Let $c_i^h$ be the centrality value of $v_i$ in subnetwork $G_h$, which can be calculated by using a centrality method. Then the centrality score $s_i$ of $v_i$ in the DPIN is defined by

$$s_i = \sum_{h=1}^{m} a_i^h \times c_i^h$$  \hspace{1cm} (4)

where $s_i$ is the quotient of the sum of centrality values of node $v_i$ in all active subnetworks divided by its layer activity.

The steps for ranking nodes based on multiple layers of DPIN (M-DPIN) are as follows:

1) Construct static protein interaction network $G_S$ according to protein-protein interaction data;  
2) Compute the activity threshold of each node and determining its activity at each time point according to gene expression data;  
3) Accord to 1) and 2), deriving the subnetworks $G_1$, $G_2$, ..., $G_m$ from $G_S$;  
4) Calculate the centrality value of each node in each subnetwork by using a centrality method;  
5) Calculate the layer activity of each node by formula (3), and its centrality score for the M-DPIN by formula (4);  
6) Sort centrality scores of all nodes in descending order, then taking the top 100 - top 600 ranked nodes as essential proteins, and finally calculating the identification accuracy.

As shown in Table 1, we calculate the degree centrality values (for the A-DPIN) and degree centrality scores (for the M-DPIN) of proteins YGL004C, YDR335W, YER179W, YPR181C, YJR093C and YKR002W. These protein nodes have the same degree in the A-DPIN, but in fact, the degrees of these nodes in different layers (subnetworks) usually are different. Therefore, the centrality values in the A-DPIN cannot effectively reflect the variation existing in different layers that is caused by the dynamics of gene expression. Nevertheless, in the M-DPIN, the degree centrality scores of these nodes tend to be distinguishable. This is because they are obtained by averaging the centrality values in different layers where they are active.

**III. RESULTS**

**A. EXPERIMENTAL DATA**

All the experiments in this study are based on the protein-protein interaction data of S. cerevisiae, which is now the...
most complete data in all species and has widely been used in the validation of essential protein discovery methods. The protein-protein interaction data used in the experiment was downloaded from the database DIP [35]. Up to now, the known essential proteins are mainly from following databases [36]: DEG, MIPS, SGD, SGDP, containing 1,130 known essential proteins in DIP database. The gene expression data was downloaded from GSE3431 [37], with a total of 6,667 gene expression level data. Each data consists of expression values at 36 observation time points.

B. NETWORK-BASED CENTRALITY METHODS
Up to now, there have been many network-based methods to predict essential proteins. We select ten classic centrality methods and then use them to calculate the centrality values of nodes in all single-layer networks (including the SPIN, the aggregated single-layer network of the DPIN and
TABLE 2. Comparison of the number of essential proteins identification in SPIN, A-DPIN and M-DPIN.

| Centrality | SPIN | A-DPIN | M-DPIN | Improvement at Top 600 compared with |
|------------|------|--------|--------|-----------------------------------|
| Top100-Top600 | Top100-Top600 | Top100-Top600 | SPIN | A-DPIN |
| BC | 48 83 123 164 207 247 | 46 90 132 173 222 262 | 57 112 159 205 250 286 | 15.79% | 9.16% |
| ClusterC | 27 77 121 172 195 250 | 32 91 144 186 222 287 | 61 117 169 212 255 310 | 24.00% | 8.01% |
| LID | 82 142 199 251 303 347 | 79 142 208 257 308 350 | 87 162 226 279 334 375 | 8.07% | 7.14% |
| CC | 49 90 134 178 225 263 | 45 96 135 180 214 255 | 71 133 186 225 265 306 | 16.35% | 20.00% |
| CR | 48 88 126 164 205 248 | 49 91 129 174 210 249 | 57 111 162 208 255 301 | 21.37% | 20.88% |
| DC | 57 103 152 203 256 298 | 56 115 169 217 263 310 | 74 131 194 248 295 341 | 14.43% | 10.00% |
| LC | 49 84 122 163 205 246 | 46 86 132 171 221 256 | 58 111 153 204 249 283 | 15.04% | 10.55% |
| LAC | 82 143 195 251 300 346 | 81 145 204 257 313 359 | 91 159 222 270 324 369 | 6.65% | 2.79% |
| TP | 55 106 150 194 236 282 | 54 111 166 215 259 307 | 75 137 193 247 295 343 | 21.63% | 11.73% |
| MNC | 73 138 194 258 307 344 | 75 140 208 268 317 348 | 79 162 224 287 339 373 | 8.43% | 7.18% |

All subnetworks of the DPIN). The centrality values of nodes from all subnetworks will be further processed to obtain the centrality scores of nodes by using the proposed method. The selected ten centrality methods based on network separately are degree centrality (DC) [10], betweenness centrality (BC) [11], close centrality (CC) [13], load centrality (LC) [28], local average connection centrality (LAC) [12], cycles ration (CR) [29], local interaction density centrality (LID) [30], topological centrality (TP) [31], cluster coefficient centrality (ClusterC) [32] and maximum neighbor component centrality (MNC) [33], which are defined respectively as follows:

\[ DC(i) = \text{deg}(i) \] (5)

\[ BC(i) = \sum_{k \in V, k \neq i} \frac{\rho(k, i, j)}{\rho(k, j)}, \quad k \neq i \neq j \] (6)

\[ CC(i) = \frac{n - 1}{\sum_{i \neq j} \rho(i, j)} \] (7)

\[ LC(i) = \sum_{s, d \in V} \theta_{s, d}(i) \] (8)

\[ LAC(i) = \frac{\sum_{i \in S} \text{deg}_{C_i}(j)}{\text{deg}(i)} \] (9)

\[ CR(i) = \begin{cases} 0, & c_{ij} = 0 \\ \sum_{j, c_{ij} > 0} c_{ij}, & c_{ij} > 0 \end{cases} \] (10)

\[ LID(i) = \frac{|E_{ab, int}(i)|}{|V_{nb, int}(i)|} \] (11)

\[ TP(i) = \sum_{j=1}^{N} \left( m_j \times e^{-\frac{(\rho(i, j))^2}{\sigma^2}} \right) \] (12)

\[ ClusterC(i) = \frac{E(i)}{\text{deg}(i) \times (\text{deg}(i) - 1)/2} \] (13)

\[ MNC(i) = |\text{maximum connected component of } v_i| \] (14)

Among them, \( \text{deg}(i) \) is the degree of vertex \( v_i \). Where \( \rho(k, i, j) \) is the number of shortest paths from \( v_k \) through \( v_i \) to \( v_j \). Let \( \rho(k, j) \) be the number of shortest paths from \( v_k \) to \( v_j \). \( \theta_{s, d} \) is a quantity of a commodity that is sent from \( v_s \) to \( v_d \). \( \theta_{s, d}(i) \) is the amount of commodity forwarded by \( v_i \). Where \( S_i \) denotes the neighbor vertex set of \( v_i \). Let \( Z_{ij} = |S_i \cap S_j| \) be the number of triangles containing the edge \((v_i, v_j)\), that is the intersection of the neighbor set of \( v_i \) and the neighbor set of \( v_j \) the number of elements, and \( C_i \) be the derived subgraph \( G[S_i] \) of \( G \) with respect to \( S_i \), \( \text{deg}^C(i) \) is the degree of \( v_i \) in \( C_i \). Where \( S \_C \) is the set of the shortest cycles associated with \( v_i \), and \( S \_C = \bigcup_{i \in V} S \_C \) is the set of all shortest cycles of \( G \). Where \( C_{ij} \) denotes the number of cycles in \( S \_C \) that contain the vertex \( v_{ij} \). \( C_{ij} \) denotes the number of cycles in \( S \_C \) that pass through both \( v_i \) and \( v_j \). \( |E_{NB, INT}(i)| \) is the composition of the neighbor vertices of \( v_i \) the number of edges, \( |V_{NB, INT}(i)| \)
is the number of non-isolated vertices among the neighbor vertices of \( v_i \). Where \( m_j = 1 \), and \( \sigma \) is the constant value 0.9428. Where \( E(\cdot) \) is the number of neighbors of \( v_i \). Where \( |\cdot| \) is an operator to count the number of elements in a set.

C. PREDICTION OF ESSENTIAL PROTEINS FOR SPIN, A-DPIN AND M-DPIN

We rank the importance of nodes for the SPIN and the aggregated single layer of the DPIN (A-DPIN) by using
ten known centrality methods and for multiple layers of DPIN (M-DPIN) by using the proposed node ranking method. Then we calculate and compare the number of essential proteins at the Top 100, Top 200, Top 300, Top 400, Top 500 and Top 600. The experimental results on the DIP database are shown in Figure 1 and Table 2.

It can be seen from Figure 1 that compared with the SPIN and A-DPIN, the M-DPIN can improve the number of essential proteins identification of these centrality methods, especially for the path-based and degree-based centrality methods (such as BC, CC and DC). This indicates that the node ranking method based on multiple layers is superior to the existing methods based on the single layer.

**TABLE 3.** The comparison of SN, SP, F, PPV, NPV and ACC of ten centrality methods applied on SPIN, A-DPIN and M-DPIN.

| Network | Centrality | SN  | SP  | PPV | NPV  | F   | ACC  |
|---------|------------|-----|-----|-----|------|-----|------|
| SPIN    | BC         | 0.389 | 0.809 | 0.389 | 0.809 | 0.525 | 0.709 |
|         | ClusterC   | 0.422 | 0.819 | 0.422 | 0.819 | 0.557 | 0.725 |
|         | LID        | 0.467 | 0.834 | 0.467 | 0.834 | 0.599 | 0.746 |
|         | CC         | 0.386 | 0.808 | 0.386 | 0.808 | 0.522 | 0.708 |
|         | CR         | 0.368 | 0.803 | 0.368 | 0.803 | 0.505 | 0.699 |
|         | DC         | 0.441 | 0.825 | 0.441 | 0.825 | 0.575 | 0.734 |
|         | LC         | 0.386 | 0.808 | 0.386 | 0.808 | 0.522 | 0.708 |
|         | LAC        | 0.474 | 0.836 | 0.474 | 0.836 | 0.604 | 0.749 |
|         | TP         | 0.416 | 0.818 | 0.416 | 0.818 | 0.551 | 0.722 |
|         | MNC        | 0.463 | 0.832 | 0.463 | 0.832 | 0.595 | 0.744 |

|         | BC         | 0.367 | 0.802 | 0.367 | 0.802 | 0.504 | 0.699 |
|         | ClusterC   | 0.458 | 0.831 | 0.458 | 0.831 | 0.590 | 0.742 |
|         | LID        | 0.467 | 0.834 | 0.467 | 0.834 | 0.599 | 0.746 |
|         | CC         | 0.355 | 0.798 | 0.355 | 0.798 | 0.491 | 0.693 |
|         | CR         | 0.383 | 0.807 | 0.383 | 0.807 | 0.520 | 0.706 |
|         | DC         | 0.451 | 0.829 | 0.451 | 0.829 | 0.584 | 0.739 |
|         | LC         | 0.367 | 0.802 | 0.367 | 0.802 | 0.504 | 0.699 |
|         | LAC        | 0.470 | 0.834 | 0.470 | 0.834 | 0.601 | 0.748 |
|         | TP         | 0.420 | 0.819 | 0.420 | 0.819 | 0.555 | 0.724 |
|         | MNC        | 0.467 | 0.834 | 0.467 | 0.834 | 0.599 | 0.746 |

|         | BC         | 0.411 | 0.816 | 0.411 | 0.816 | 0.546 | 0.719 |
|         | ClusterC   | 0.466 | 0.833 | 0.466 | 0.833 | 0.598 | 0.746 |
|         | LID        | 0.480 | 0.837 | 0.480 | 0.837 | 0.610 | 0.752 |
|         | CC         | 0.440 | 0.825 | 0.440 | 0.825 | 0.574 | 0.733 |
|         | CR         | 0.445 | 0.827 | 0.445 | 0.827 | 0.579 | 0.736 |
|         | DC         | 0.479 | 0.837 | 0.479 | 0.837 | 0.609 | 0.752 |
|         | LC         | 0.408 | 0.815 | 0.408 | 0.815 | 0.544 | 0.718 |
|         | LAC        | 0.477 | 0.837 | 0.477 | 0.837 | 0.608 | 0.751 |
|         | TP         | 0.477 | 0.837 | 0.477 | 0.837 | 0.608 | 0.751 |
|         | MNC        | 0.485 | 0.839 | 0.485 | 0.839 | 0.615 | 0.755 |
As shown in Table 2, among the ten centrality methods, the predictive performance of BC, ClusterC, CC, CR, DC, LC and TP at Top 600 in the M-DPIN increased over 10%, compared with those in the SPIN and A-DPIN. Taking the typical centrality measure DC as an example, its application on M-DPIN are added 43 and 31 essential proteins respectively, compared to the case applied on SPIN and A-DPIN when predicting the Top 600 essential candidates. These indicate that node ranking method can improve the path-based and degree-based centrality methods better.

D. VALIDATED BY USING THE JACKKNIFING METHODOLOGY

To evaluate the effectiveness of M-DPIN more generally, we further use the jackknifing methodology. It can be seen from Figure 2 that as the number of essential candidates...
The comparison of the number of essential proteins identified by ten centrality methods in SPIN, A-DPIN and M-DPIN under the database BioGRID.

Increases, we can see that the essential proteins’ recognition rate of the six centrality methods of BC, CC, CR, DC, LC and TP are gradually widening the gap with SPIN and A-DPIN. And compared with the SPIN and A-DPIN, the M-DPIN can improve the number of essential proteins identification of these centrality methods, especially for the path-based and degree-based centrality methods (such as BC, CC and DC). These indicate that the proposed method based on multiple layers is superior to the existing methods based on the single layer.

E. Validated by Six Evaluation Methods

We use the sensitivity (SN), specificity (SP), F-measure (F), positive predictive value (PPV), negative predictive value (NPV), and accuracy rate (ACC) for the validation of essential protein discovery methods in the SPIN, A-DPIN and M-DPIN, respectively.

Let TP denote the number of true positives, TN denote the number of true negatives. FP is the number of false positives and FN is the number of false negatives. In this study, true positives means essential proteins correctly predicted as
essential. True negatives means non-essential proteins correctly predicted as non-essential. False positives represents non-essential proteins incorrectly predicted as essential. False negatives denotes essential proteins incorrectly predicted as non-essential.

The SN, SP, F, PPV, NPV, and ACC are separately defined as follows:

\[
SN = \frac{TP}{TP + FN} \quad (15)
\]
\[
SP = \frac{TN + FP}{2 \times SN \times SP} \quad (16)
\]
\[
F = \frac{SN + SP}{2} \quad (17)
\]
\[
PPV = \frac{TP}{TP + FP} \quad (18)
\]
\[
NPV = \frac{TN + FN}{TN + FP} \quad (19)
\]
\[
ACC = \frac{TP + TN + FN + FP}{TP} \quad (20)
\]

In the DIP, there are 4,746 proteins, including 1,130 essential proteins and 3,616 non-essential proteins. So we let TP denotes the number of essential proteins in the top 1,130 proteins. FN is the number of essential proteins in the bottom 3,616 proteins when the 4,746 proteins are ranked in descending order by centralities. Therefore, we can get that TN is the number of non-essential proteins in the bottom 3,616 proteins, and FP is the number of non-essential proteins in the top of 1,130 proteins. At this time, the SN and PPV values of each centrality method are the same, and the SP and NPV values are the same. The six evaluated methods’ value of the ten methods applied on SPIN, A-DPIN and M-DPIN were calculated as shown in Table 3.

It can be seen from Table 3, we can see that the sensitivity, specificity, F-measure, positive predictive value, negative predictive value, and accuracy rate of the ten methods applied on our method based on multi-layer protein interaction networks are consistently higher than those on SPIN and A-DPIN, which indicates that the node ranking method can improve the identification accuracy of these centrality methods better.

F. ANALYSIS OF THE PARAMETER K

In order to analyze the effect of parameter \(k\) on the A-DPIN and M-DPIN, we set the range of parameter \(k\) to \([0, 3]\), and test the number of essential proteins at the Top 1,130 (for database DIP) to select the best value of \(k\) for most of centrality methods. The experimental results are shown in Figure 3.

In Figure 3, the green line is always straight, because the SPIN is independent of \(k\). So we use it only as a reference. It is easy to find that in most cases, the curve of the number of identified essential proteins for the M-DPIN is higher than those for the SPIN and A-DPIN. When \(k = 2\), the most of centrality methods can reach a peak for the M-DPIN, such as ClusterC, LID, CR, DC, LAC and TP. Therefore, we take \(k = 2\) as the default value of the parameter for the M-DPIN.

G. VALIDATED BY THE DATABASE BIOGRID

In order to further validate the effectiveness of our method, we conducted experiments in the BioGRID [38] database, which contains 5,616 proteins and 52,833 pairs of protein interactions, and 1,199 are known to be essential proteins. We apply ten network-based centrality methods on the M-DPIN and compare the results with these of the same methods applied on the static network (SPIN) and the aggregated single-layer network (A-DPIN). The number of essential proteins identified in SPIN, A-DPIN and M-DPIN is counted as the Top 1%, Top 5%, Top 10%, Top 15%, Top 20% and Top 25%, as shown in Figure 4.

It can be seen from Figure 4, the number of essential proteins at the Top 1%, Top 5%, Top 10%, Top 15%, Top 20% and Top 25% in M-DPIN is almost higher than SPIN and A-DPIN, which indicates the effectiveness of our method based on the multiple layers for identifying essential proteins.

IV. CONCLUSION

The construction of the DPIN by integrating gene expression data into the SPIN is a common method for the improvement of the identification accuracy of essential proteins. This method usually needs to aggregate all layers of the DPIN into a single-layer network, and then calculate centrality values in the single-layer network by using a centrality method. Since the different states in different layers of the DPIN are aggregated into a state in the single-layer network, and thus the dynamic information about the node (or the edge) in different layers is lost in the single layer. This makes the aggregated single-layer network (A-DPIN) has less accurate than the M-DPIN, and hence affects the estimation accuracy of centrality methods.

In this paper, we propose a node ranking method based on multiple layers for the DPIN to address this problem. Different from the existing node ranking methods, our method calculates the centrality score of each node by averaging its centrality values in all active layers, which ensures that the time-specific biological knowledge inherent in each layer is used effectively when calculating centrality scores. To evaluate that the node ranking method based on multiple layers for the DPIN is more suitable to be used in the identification of essential proteins, we apply ten network-based essential protein discovery methods on multiple layers of the DPIN and compare the results with those on a single layer (i.e. the SPIN and the aggregated single layer of the DPIN). The experimental results for the identification of essential proteins show that the node ranking method based on multiple layers is superior to those based on a single layer. This shows our method can more effectively utilize the dynamic information of proteins than those methods based on single layer.

As future work, it would be interesting to evaluate the importance of a node in the DPIN by utilizing dynamic information of each time-specific layer more effectively.
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