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1 Introduction

1.1 Introduction and objectives

Historical introduction

The field of Casimir effect, or fluctuation induced forces, was started by two seminal papers published in 1948. In the first one [1], Casimir and Polder calculated the energy between two polarizable neutral atoms in the retarder limit (considering a finite speed of light $c$). In the second one [2], Casimir studied the energy between two perfect metal plates facing each other. These calculations were the generalization of London energies [3] when a finite velocity of light $c$ is taken into account. In addition, these forces were predicted by Van der Waals in the context of the equation of state of gases which has his name [4]. Since them, this effect has been studied along the years with an exponential growth in the number of papers published.
For a historical review of this field of knowledge, see [5][6], and see [7][8][9][10][11][12][13][14] as a short list of recent reviews in the field.

The description of this effect is as follows: Two neutral polarizable atoms in vacuum placed at a distance $d$ from each other, attract because the vacuum fluctuations induce polarizabilities in them, as a consequence, the induced polarizations interact and an attractive force between the neutral atoms appears. When effects due to finite speed of light $c$ are not important, the force is proportional to $\frac{\hbar \omega_R}{d^7}$, where $\hbar$ is the reduced Planck constant, and $\omega_R$ is the frequency of resonance of the atoms. This is the result obtained by London [3]. When the effect of finite $c$ becomes important, we are in the so called retarded limit, where the decay of the force with the distance is more pronounced (the force decays with $d^{-8}$ instead of $d^{-7}$), and is proportional to $\hbar c \alpha_1 \alpha_2$, where $\alpha_i$ is the electric polarizability of the $i^{th}$ atom. As this force depends on the induced polarizations, it is expected a dependence with the temperature. In fact, when $\lambda T = \frac{\hbar c}{k_B T}$ tends to zero (it is the so called classical limit, or high temperature regime), the force is proportional to $k_B T$ and reduces the decay to $d^{-7}$ again.

Casimir energy had a theoretical importance in the early times of Quantum Field Theory (QFT) as a consequence of the reality of the zero point energy [7].

Lifshitz extended the Casimir calculus of perfect metal plates at zero temperature to the more general case of dielectric plates at any finite temperature [15], which is one of the most famous and more used formulas of Casimir effect even nowadays. In contrast to the description of Casimir effect as a consequence of the zero point energy, Lifshitz proposed that this effect comes from fluctuating sources of the electromagnetic field inside the interacting objects.

There were another important contributions in the field, the result of Boyer [16] of the Casimir energy of an spherical shell has also an historical importance, as the derivation of Balian and Duplantier [17][18], just to cite a couple of them.

In Ref. [19], the multiscattering formalism was derived for the first time. It was later used by Kardar [20], and nowadays it leads to its modern form [21][22][23][24][25], which accounts with $N$ dielectrics of any geometry and nature at any given temperature $T$. The multiscattering formalism will be briefly introduced in Chap. 5, because it will
be widely used in the part II of this Thesis.

In the second part of this Thesis, we center our study in the multiscattering formalism of the EM Casimir effect.

**Numerical and Analytical Approximations to Casimir Effect**

Several approaches have been proposed to obtain reliable results of Casimir effect. The Pairwise Summation Approximation (PWS in the literature, PSA here) \[15\][26][27], which consists of the assumption of a pairwise behavior of Casimir energy. Then, the Casimir energy between two objects is obtained as the sum of the relative Casimir energy between their constituents. It can be demonstrated that PSA is a good approximation in the diluted limit \[28\], but it gives spurious infinities when it is applied to metals. The Proximity Force Approximation (PFA) \[29][30][31][32\], or Derjaguin Approximation, consists of assuming that the surface of each arbitrary body consists of infinitesimal plates. Then the Casimir energy between the objects is the surface integral of these infinitesimal Casimir results. It is a valid approximation when objects are close together and their curvature radius are small. The great disadvantage of PFA is that it is an uncontrolled approximation. It is not clear at a quick glance the orientation of the infinitesimal plates, there are several criteria which lead to different results \[33\]: (i) Plates perpendicular to the union axis between the center of the two objects; (ii) Minimum distance between the points; or (iii) plates perpendicular to the union axis between the center of one object with the nearest point of the surface of the other. Semiclassical approximations to Casimir effect lead to PFA results \[30\], and Optical Paths approximation \[34][35\] lead also to results of the same nature. From the stress–tensor formalism of Casimir effect, several numerical methods have been proposed \[36\], but the modern formulation of Multiscattering formalism has led to several new methods \[37][33\]. For a modern review in numerical calculations of Casimir effect, see \[13\].
Experimental Results

Early experiments carried out in the late 50’s provided at best a qualitative support for an attractive force [38], but they were quantitative inconclusive, because of an experimental error of 100%. The difficulty of the experiments has multiple causes. The first of all is that Casimir force is weak, and it has a microscopic nature (in general), because its proportionality to $\hbar c$. The second one is that the experimentalists have to take into account a plethora of corrections associated to the phenomenon, as the rugosity of materials, their dielectric properties, finite temperature effects, . . . and, finally, there is the difficulty to obtain the desired geometry of two microscopic parallel plates near to contact, but without being in touch.

In 1997, Lamoreaux [39] with a torsion pendulum, and in 1998, U. Mohideen and A. Roy [40] measured the Casimir force between a plate and a sphere with a cantilever. Several experiments followed to that one and started a new era of interest in Casimir effect experiments and theory p. e. [41].

Several more experiments have been performed in agreement with the theory: Casimir levitation [42], Casimir effect in critical systems [43], . . .

Ubiquity of Casimir Effect

Even from the early times, Casimir effect has been considered a consequence of the quantum fluctuations of the EM field. Casimir himself claimed that, speaking with Böhr about this phenomena, Böhr claimed that this effect must have something to do with the zero-point energy [5].

In fact, this effect has always been related with fluctuating fields and with the Van der Waals force, proposed by Van der Waals himself to justify the existence of Phase transitions in classical Statistical Physics [44].

After that, it has been proposed the existence of Casimir force between objects immersed in fluctuating fields as: QED, critical systems [45], systems in their thermodynamical equilibrium [46], fluids [47], granular media [48], out of equilibrium systems [49][50][51], avalanches [52], capilar Casimir effect [53][54], colloids [43], . . .
All these systems share a property, there are fluctuating fields which induce an effective force between intrusions.

In the first part of this Thesis, we propose a dynamical formulation of Casimir effect from Langevin PDE’s which models the fluctuations of the background field. This approach is not new in the sense that it has been used previously to model the Casimir effect in systems in thermodynamic equilibrium, as the case of liquid crystals [46]. Our formulation allows us to identify what these systems of different nature have in common, which is the existence of fluctuations, and thus it make explicit the relationship of the Casimir force with them. In fact, it allows to define the Casimir force as the response of a fluctuating medium to the breakdown of the translation symmetry because of the presence of intrusions in that medium.

Related Physical Phenomena

In this Thesis, our study is centered in the Casimir effect which appears between static intrusions in a surrounding field, which is placed in a steady state induced by a noise. This is equivalent to assume quasi-static systems in Thermodynamics, but it does not have to be true when the intrusions move, because the assumption that we have placed in a steady state is broken. The simple non–free motion of a particle in a medium can break the status of thermodynamic equilibrium.

Therefore, we do not study the case when the intrusions have a non zero velocity [55], when the steady state changes with time [56], or about other possible out of equilibrium situations [57].

Casimir effect is not the only physical phenomena associated to fluctuations.

In fact, there exists the Dynamical Casimir effect [58][59], which consists of the generation of thermal photons of accelerated intrusions (recently measured in [60]), it is also proposed a vacuum friction of intrusions at constant velocity from each other [55].

There also exists the Brownian motion of intrusions, also originated by fluctuations of the surrounding field, but independent of the Casimir effect. In fact, we could say that, if Brownian particles interact, it is due to the Casimir effect, because the fluctuations of the surrounded field can generate the erratic motion of the Brownian particle
at the same time that the constriction of such fluctuations induce a Casimir force between the particles. It also appears induced conductivity because of the proximity of objects [57], and a plethora of other phenomena associated to fluctuations, as the problem of Dark energy, constrictions to modifications of Newton’s Law of gravitation...

As we will see in the second part of this Thesis, Casimir effect is a generalization of Statistical Physics when we include the effect of boundaries in our system.

1.2 Structure of the thesis dissertation

The research presented here is structured in two blocks that conform the two parts of this Thesis:

- Part I: The dynamic formalism of Casimir effect is presented and studied here. This model complements the already known models in equilibrium systems, but this let us extend the study of Casimir effect to non–equilibrium systems. Then it allows us to define the Casimir force as the response of a fluctuanting medium to the breakdown of the translation symmetry because of the presence of intrusions in that medium.

    – In Chapter 2, we present the dynamical formalism of Casimir forces between intrusions originated from the fluctuations of the surrounding media, which is necessary to extend the study of Casimir effect to non–equilibrium systems. In fact, it is explained why, in general non equilibrium steady states, we need such dynamical formalism and we define the stochastic variable Stochastic Casimir force over a given α body, which let us, by the use of stochastic calculus, define the mean value of this stochastic variable as the Casimir force itself. As an advantage, such formalism avoids the appearance of spurious divergences in the theory, because quantities independent of the distance between objects are automatically removed. As a particular example, we study the Casimir force between parallel plates immersed in a reaction–difussion media, and the case of parallel plates immersed in a
nematic liquid crystal with an attenuation term because of the presence of an external magnetic field, in equilibrium and out of equilibrium cases. We also study the Casimir force between parallel plates immersed in a system whose fluctuations follow a non Hermitian evolution, something forbidden in equilibrium systems. The theory recovers the classical equilibrium Casimir force as a particular case, and admits generalizations to non–linear dynamics of the background (critical phenomena, Ginzburg–Landau, KPZ, . . . ) and to more general noises (multiplicative noises, Levy noises, . . . ).

– In Chapter 3, by the use of the Stochastic formulation of QFT, also called Parisi–Wu formalism, we extend the dynamic formalism of Casimir effect to the important case of electromagnetic field subject to quantum fluctuations. As an example, we use this formalism to obtain the Casimir force between two perfect metal pistons of arbitrary given section at any temperature, and the limits of short and long distances. These results are consistent with results in certain limits of the literature. The use of the dynamical formalism also let us to obtain the variance of the Casimir force between pistons at a any given temperature. This result is more difficult to obtain from other formulations of the theory of Casimir effect. As a conclusion, this Chapter show us how Casimir effect appears in QED because of quantum fluctuations of EM field on an explicit form, and it is nothing else but a particular case of fluctuation–induced forces. In addition to that, we obtained the explicit equivalence between the Stress–Tensor formalism of Casimir effect, the partition function formalism, and the dynamic formalism of Casimir effect in the particular case of equilibrium presented in this Thesis.

– In Chapter 4, we present another generalization of the dynamical formalism. Already in Chapter 2 it was shown how to generalize the dynamical formalism to non–linear fields and to other kind of more general noises, but the generalization presented here is in the temporal evolution of the fluctuations. We want to know what happens if a steady state is reached from a dynamic whose order of the temporal dynamic is greater than one and how
would be modified the Casimir force in such non equilibrium steady state. As a result, we obtained the two point correlation function of the field in such steady states, and therefore we were able to obtain the Casimir force between parallel plates in those systems. It is important to note that this is not a useless result, when fluctuations are of an external origin, they can affect to fields whose temporal evolution was described by temporal derivatives of order greater than one, as it is the case of classical Electromagnetic field subject to random currents described by a white noise. Such case is qualitative different of the Parisi–Wu formalism studied in Chapter 3.

• Part II: The multiscattering formalism of EM Casimir effect is studied here in order to obtain results with a physical importance.

  – In Chapter 5, we give a short introduction to the multiscattering formalism, required to understand how this formalism is derived and how we use it in the following Chapters.

  – In Chapter 6, we study the superposition principle in Casimir effect and the appearance of nonmonotonicities in the Casimir force between two objects because of the presence of a third one in the system. Is it the Casimir force over an object equal to the sum of pairwise Casimir force of this object with the rest $N - 1$ objects of the system?. The answer is not. Casimir force does not follow a superposition principle, neither to usual EM for example. In particular, with a modified multiscattering formalism (which takes into account the images of the objects), we obtained how the Casimir force between two neutral atoms and between two perfect metal spheres varies when a perfect metal plate is placed in the system. As a result, the Casimir force between compact objects, and between a compact object and the plate not only depends on the distance with the third object, but also it is nonmonotonous with such distance. Sometimes, force increases with the distance (but it do not reverse sign) because of the presence of a third object in the system.
– In Chapter 7, we derive the Pairwise Summation Approximation (PSA here, PWS in the literature) for the EM field from the multiscattering formalism. PSA is the tree level of a Born expansion of the Casimir effect in the dielectric properties of the objects. This approach allows us to reobtain several results of the theory, for example the limits of high and low temperature of the Casimir energy between two objects. But we also obtain new results, as the energy of two objects at any given temperature and the magnetic contribution to PSA. We have also studied the superposition principle, which is obtained at the tree level of PSA, but broken by its first perturbation. From this formalism we do not only reobtain the \( N \) point potential formalism of Power and Thirunamachandran, but we also are able to extend such formalism to magnetic couplings and finite temperature cases. Last, but not least, we study the Casimir effect between dielectric with magneto–electric coupling in general, and between Topological Insulators (TI) in special. These new state of matter materials leads to attractions, repulsions and even to the appearance of equilibrium distance points. By the use of PSA, we obtain a good approximation of the Casimir energy between objects with a general magnetoelectric coupling, in particular for TI, and we derive a criteria for the appearance of all the behaviors described here.

– In Chapter 8, we study the entropy for a system of two metal spheres with three different models: perfect metal model, plasma model and Drude model. This work is motivated by the appearance of negative entropies because of Casimir effect between two Drude plates and between a sphere and a plate, both perfect metal. As a result, we obtained that an interval of negative entropies appears between perfect metal spheres and for some parameters of the plasma model, for a range of distances and temperatures. In the case of perfect metal spheres, there exists a minimum critical distance from which this anomalous behavior disappears. For Drude spheres and for plasma model with large enough penetration length this effect simply does not appear. A thermodynamical study of this system is performed and, as
a consequence, we claim that the only consequence of this range of negative entropies is a nonmonoticity of the Casimir force with the temperature.

– In Chapter 9, we obtain the Casimir energy for a system not studied before, it is the case of non–parallel cylinders. To do so, we obtain the translation matrix of non parallel and translated cylindrical coordinates basis, for the scalar and EM fields. In this system, the energy does not longer scale with the length $L$ of the cylinders, but with the cosecant of the angle $\theta$ between their axis. For perfect metal cylinders in the high $T$ limit, we find a case when the theorem of existence of a trace–class operator generator of Casimir energy is not applicable and is not fulfilled [61]. Anyway, we are able to avoid this anomalous result evaluating the force instead of the energy in this case.

The main results of this Thesis are summarized in the conclusions Section.
I

Casimir effect in systems subject to noise
In this Chapter we present a mathematical model for the evaluation of fluctuation induced forces which appears in objects immersed in fluctuating media. We discuss the interest and the generality of these systems. They are ubiquitous in nature, as well as previous work in the literature. This will lead to understand why we call to the forces acting between bodies mediated by a fluctuating medium as Casimir forces. We will see that in the case where we have an environment in thermodynamic equilibrium, we could use all the tools of Statistical Physics and Thermodynamics to study this phenomenon, so partition functions, free energies and thermodynamic formalism will be used, whereas if we consider a medium in a steady state but outside the thermodynamic equilibrium, thermodynamics potentials are meaningless. The partition function, characteristic of the problem, may be useless or even unsolvable, so we only have the option of a dynamic system formalism.
There are many systems in nature which are subjected to fluctuations, of thermal or quantum origin. For such systems, under certain physical conditions, Casimir forces, created by the confinement of fluctuations, exist and have been calculated (see, e.g., [12]). The usual way to obtain the Casimir forces uses equilibrium techniques and is therefore valid only for systems in thermodynamic equilibrium. This means that the fluctuations must satisfy a fluctuation–dissipation theorem that guarantees the existence of an equilibrium state, as discussed below. Casimir forces for these systems are calculated in the spirit of the original work of H. G. Casimir for the electromagnetic case [2]. The method takes as a starting point the Hamiltonian of the system, from which the partition function $Z = \int \exp(-\beta H)$ is calculated, either directly or using functional integration [21]. In the calculation of the partition function one must take into account the boundary conditions, that is, the macroscopic bodies which are immersed in the system. The partition function of the system will have different values for different configurations, e.g., different separations of the objects. Once the partition function has been obtained, its logarithm provides the free energy $F$. The final step required to obtain the Casimir force is the calculation of the pressure as the difference in the free energy when the configurations of the macroscopic bodies change (for example, changing their position, distance or sizes). For instance, in the usual Casimir case of forces between two flat parallel plates at separation $L$, the force per unit area is given by $F_C/A = -\partial F/\partial L$.

The second approach also takes as a starting point the Hamiltonian of the system. However, in this approach the Casimir force is derived not from the free energy but from the stress tensor $T$, which is integrated over the surface of the macroscopic bodies and then averaged over the thermal Boltzmann distribution of the associated Hamiltonian $\exp(-\beta H)$. The approach based on the stress tensor has been taken by several authors [62][49][63][64]. In fact, both approaches are equivalent and valid for equilibrium systems only, as will be demonstrated in Sect. 3.6. The reason is that both are based on properties which are only valid in equilibrium situations. The former uses the thermodynamic relation for the pressure as the derivative of the free energy with respect to the volume, and the latter uses the Boltzmann distribution function, which
is only valid for systems in equilibrium.

On the other hand, other authors have developed a dynamical approach \cite{46,49,65,56}. Here the starting point is an evolution equation for the considered field(s), supplemented with a noise source term, so that the evolution of the field takes the form of a Langevin equation. Once this equation is solved, the field is inserted into the expression for the pressure and the average over the noise is taken. As we will see in the next Section, if the noise is of internal origin, say thermal or quantum, this description reduces to the equilibrium one, because of the fluctuation–dissipation theorem. However, the noise does not necessarily have to be internal but can have an external origin \cite{66}, for instance, a system in a fluctuating temperature gradient \cite{67}, subjected to external energy injection such as vibration \cite{68} or electrically driven convection \cite{69}, light incident on a photosensitive medium \cite{70}, or spatially and/or temporally correlated noise, as considered in Ref. \cite{49}. Recently, Ref. \cite{71} generalized this method to a nonequilibrium temperature gradient. In none of these cases can the equilibrium approach be applied. Also, the internal dynamics cannot satisfy the condition of detailed balance, and therefore the internal noise is not described by the fluctuation–dissipation relation. In both cases, it is only possible to calculate Casimir forces via the dynamical approach. In all these nonequilibrium cases a common feature shared with the equilibrium Casimir force is that the origin is the limitation of the fluctuation spectrum at large wavelengths. They are, therefore, conceptually different from other fluctuation-induced phenomena such as ratchets or Brownian motors that act at small length scales.

The plan of this Chapter is as follows. We start in Sect. 2.1 by presenting the Langevin equation subjected to a general noise. We stress the differences between the cases when the Langevin equation derives from an energy functional or not, and discuss the implications of the fluctuation–dissipation theorem. Section 2.2 derives the Casimir force from the stress tensor, while Sect. 2.3 calculates the actual Casimir force by substituting the solution of the Langevin equation into the stress tensor.

The subsequent Sections 2.4, 2.5, and 2.6 are devoted to the application of the formalism to different physical systems and different nonequilibrium conditions, that is, different ways of violating the fluctuation–dissipation theorem. In particular, Sect. 2.4
studies a reaction–diffusion system with three types of noise: (1) a noise uncorrelated in space and time, (2) a noise exponentially correlated in time, and (3) a spatially homogeneous noise, only fluctuating in time. Section 2.5 is devoted to the study of a liquid crystal, with an equilibrium noise, satisfying the fluctuation–dissipation theorem and therefore in an equilibrium situation. We continue with a temporally correlated noise and finish the Section with a maximally correlated noise. Finally, to illustrate the power of the method, we apply it to a two-field system where the evolution equation is non-Hermitian in Sect. 2.6. Usual approaches, based on equilibrium properties, have no applicability in this case. We finish with some conclusions.

The contents of this Chapter is based on the work published in [72].

2.1 Equilibrium and nonequilibrium fluctuations

The most widely used tool to study the dynamics of fluctuations is the Langevin equations and its related Fokker–Planck equation. There is a wide literature on this subject, in particular using Langevin equations; see, for example, Refs. [73][74][75][76][77].

Let us consider a linear stochastic differential equation for the field \( \phi(r, t) \),

\[
\partial_t \phi = -\mathcal{M} \phi + \xi(r, t),
\]

(2.1)

which is a generalization of the Langevin equation to spatially extended systems. In this equation, \( \mathcal{M} \) is an operator (usually differential) that can be Hermitian or non-Hermitian. The operator does not depend on the field \( \phi \), so the Langevin equation (2.1) is linear. To simplify notation, we have assumed Langevin equations without memory, but the generalization to memory kernels is direct.

For the important case of critical fluctuations, which leads to the so called Critical Casimir effect, the correct associated Langevin equation is a Ginzburg-Landau equation with a white additive noise term, then the hypothesis of linearity of \( \mathcal{M} \) operator fails in this case. It has consequences in the study of critical Casimir effect with this formalism, but the linearity of \( \mathcal{M} \) is enough general to restrict us to this hypothesis, as will be shown.
The term $\xi(r, t)$ is a Gaussian noise that represents the random or stochastic force acting over the field $\phi$, and therefore it is the source of fluctuations for $\phi$. It is customary to assume that the noise is Gaussian, and its averages are

$$\langle \xi(r, t) \rangle = 0,$$

$$\langle \xi(r, t) \xi(r', t') \rangle = Q \delta(r-r') \delta(t-t') = h(r-r') \delta(t-t'),$$

where $Q$ is a Hermitian operator that can contain differential and integral terms. Differential terms characterize noise of conserved quantities, and integral terms noises with spatial correlations. The application of this operator to the Dirac delta function produces the spatial correlation distribution $h$. The noise here is uncorrelated in time, although temporal correlations will also be considered below.

Equation (2.1) admits a solution for an initial condition $\phi^0(r)$ as

$$\phi(r, t) = e^{-Mt} \phi^0(r) + e^{-Mt} \int_0^t d\tau e^{M\tau} \xi(r, \tau).$$

In the limit $t \to \infty$, $\phi(r, t)$ reaches a stationary state iff $e^{-Mt} \phi^0 \to 0$. This implies that the eigenvalues of $M$ must have positive real parts.

From the Langevin equation, one can construct a functional Fokker–Planck equation for the probability distribution $P$ of the field $\phi$. The technique is standard (see, e.g., [74]), and its solution (which is not normalizable) is a Gaussian of the form

$$P[\phi] = \frac{1}{\sqrt{|K|}} e^{-\frac{1}{2} \int d\phi K \phi},$$

where the Hermitian operator $K$ is the solution of the functional Lyapunov equation [77]

$$\mathcal{M}K + K^{-1} \mathcal{M}^+ = Q,$$

where $\mathcal{M}^+$ denotes the adjoint of $\mathcal{M}$. The probability distribution $P[\phi]$ depends both on the matrix $\mathcal{M}$ and also on the intensity of the fluctuations $Q$ via Eq. (2.5).

Unfortunately, although it is known that the Lyapunov equation (2.5) is solvable for finite dimensional systems [78], to the infinite dimensional case is unknown by us whether a general solution of equation (2.5) exists, or even if can be solved analytically. While this question were without an answer, we will not be able to solve the equation.
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(2.5) analytically, so that we are not capable to obtain an analytical closed form for the $\mathcal{K}$ operator as a function of $\mathcal{M}$ and $\mathcal{Q}$.

The partition function, or the normalization constant of the probability distribution $P[\phi]$, is defined as the integral over the whole space of definition of our random variable, which in the case of the field $\phi$ can be written as the functional integral

$$Z = \int \mathcal{D}\phi(r,t)P[\phi(r,t)] = \int \mathcal{D}\phi(r,t) \frac{1}{\sqrt{|\mathcal{K}|}} e^{-\frac{1}{2} \int dr \phi \mathcal{K} \phi}, \quad (2.6)$$

For all the above, we have a situation in which, for steady states in general, we know there exists a well defined partition function, but despite knowing that this is solvable as a Gaussian functional integral, it is not useful to us, because in general we do not know the functional $\mathcal{K}$.

What happens now if the system is at equilibrium? For this case there exists an energy functional $F$ (that can be either the entropy [73], a Lyapunov functional [79], the Hamiltonian, or a free energy [80], · · · ) which is an integral over space of a local functional $\mathcal{F}$, which depends on the field $\phi$ and its gradients. The evolution equation for $\phi$ can be obtained by generalization to the continuum of the Thermodynamics of irreversible process (see, e.g., Chapter VII of [73]). This theory relates the time evolution of the fields with its conjugated variables $\Phi$, or the so-called thermodynamic forces, as

$$\partial_t \phi = -\mathcal{L}\Phi + \xi(r,t). \quad (2.7)$$

Here $\mathcal{L}$ is the (symmetric) Onsager operator, which is a generalization to continuum of the Onsager matrix of transport coefficients. It is also called the dissipation matrix. The second law of Thermodynamics requires that the real parts of the Onsager operator eigenvalues are positive in order to guarantee local increase of entropy. The fields $\Phi$ appearing in (2.7) are the conjugated variables of $\phi$ and can be derived from the functional $F$ as

$$\Phi = \frac{\delta F}{\delta \phi}. \quad (2.8)$$

If the fluctuations are small and the system is far from a phase transition, we can assume that $\delta F/\delta \phi$ is linear in the field $\phi$. This implies that $F[\phi]$ is bilinear in the field.
$\phi$: 

$$F[\phi] = \int dr \mathcal{F}(\phi, \nabla \phi, \ldots) \equiv \frac{1}{2} \int dr \phi \mathcal{G} \phi, \quad (2.9)$$

and the equation above defines the operator $\mathcal{G}$. Although the definition of $\mathcal{F}$ may not be unique, $\mathcal{G}$ is unique. For instance the two local energy functions $\mathcal{F}_1 = |\nabla \phi|^2/2$ and $\mathcal{F}_2 = -\phi \Delta \phi/2$ yield the same $\mathcal{G}$ operator: $\mathcal{G} = \Delta$. In addition to that, $\mathcal{G}$ must be positive definitive in order to guarantee the existence of a minimum of the free energy. It can also be chosen to be Hermitian, because the antisymmetric part (if there is any) does not contribute to the free energy. In this way, the corresponding Langevin equation far away of a Phase Transition is linear in $\phi$. Therefore, we can write that

$$\frac{\delta F}{\delta \phi} = \mathcal{G} \phi. \quad (2.10)$$

Combination of Eqs. (2.7) and (2.10) allows us to write the evolution equation for $\phi$ as

$$\partial_t \phi = -\mathcal{L} \mathcal{G} \phi + \xi(\mathbf{r}, t). \quad (2.11)$$

If the system is at equilibrium, the well-known Fluctuation–Dissipation Theorem \cite{81} imposes that the intensity of the noise, given by $Q$, must be related to the Onsager operator $\mathcal{L}$ by

$$Q = k_B T (\mathcal{L} + \mathcal{L}^+). \quad (2.12)$$

Equation (2.11) is formally equal to Eq. (2.1), with the operator $\mathcal{M}$ given by $\mathcal{M} = \mathcal{L} \mathcal{G}$. As both $\mathcal{G}$ and $(\mathcal{L} + \mathcal{L}^+)$ are Hermitian and definitive positive, it can be shown that the eigenvalues of $\mathcal{M}$ have positive real parts, even though $\mathcal{M}$ can be non-Hermitian or undefined (as in the case of the linear hydrodynamic equations) (see \cite{73}, Chapter V) \cite{82}. In both equilibrium and nonequilibrium dynamics we will assume that the real part of the spectrum of $\mathcal{M}$ is strictly positive, i.e., there are no neutral modes as happens when there is continuous symmetry breaking \cite{83} or critical phenomena \cite{84}--\cite{85}.

In equilibrium, the fluctuation–dissipation relation has drastic consequences for the solution of the Langevin equation associated to Eq. (2.11). The equation (2.5) is now written

$$\mathcal{L} \mathcal{G} \mathcal{K}^{-1} + \mathcal{K}^{-1} \mathcal{G} \mathcal{L}^+ = k_B T (\mathcal{L} + \mathcal{L}^+), \quad (2.13)$$
which admits the solution $K = \beta G$. Once substituted into Eq. (2.4), the probability distribution is given by the exponential of the functional $F$ multiplied by $\beta = (k_B T)^{-1}$. More precisely,

$$P[\phi] = \frac{1}{Z} e^{-\beta F[\phi]},$$  \hspace{1cm} (2.14)

where $Z$ is the partition function or the normalization constant of $P[\phi]$. Given this probability distribution $P[\phi]$, we can now calculate the average of any dynamical variable $A(\phi)$ as

$$\langle A \rangle = \int \mathcal{D}\phi A(\phi) P[\phi].$$ \hspace{1cm} (2.15)

In particular, the average of the functional $F$ can be calculated as

$$\langle F \rangle = -\frac{\partial \ln(Z)}{\partial \beta}.$$ \hspace{1cm} (2.16)

Equations (2.14) and (2.16) are only valid for equilibrium systems, for which an energy functional exists and the fluctuation–dissipation theorem is valid. However, if the system is out of equilibrium, the probability distribution is not the exponential of $F$ and therefore its average is not given in terms of the partition function $Z$.

### 2.2 Casimir forces from the average stress tensor

How is this discussion related to the calculation of Casimir forces? The Casimir force is normally calculated for equilibrium situations, that is, when the noise is of thermal origin and the fluctuation–dissipation theorem is satisfied. One way to calculate the Casimir force is by the evaluation of the stress tensor $T_{ij}$. From the functional $F$, the stress tensor is calculated as [86]

$$T_{ij} = 1_{ij} F - \nabla_i \phi \frac{\partial F}{\partial \nabla_j \phi} - 2 \nabla_{ik} \phi \frac{\partial F}{\partial \nabla_{kj} \phi} + \ldots$$

$$T \equiv \mathcal{T}[\phi, \phi, \mathbf{r}],$$ \hspace{1cm} (2.17)

which allows the definition of the symmetric bilinear stress tensor operator $\mathcal{T}$. For isotropic systems, the local stress is simply given by the diagonal components of the stress tensor, or by one-third of its trace. Usual forms of $\mathcal{T}$ are $\lambda \phi(\mathbf{r})^2$ times the
identity matrix or a tensorial product of gradient as in liquid crystals, but it can be also nonlocal, as in [87].

Because of the intrinsically fluctuating nature of the fields, the stress tensor has to be averaged over the random fields $\xi(r, t)$ or the probability distribution (2.4). Once we have the averaged stress tensor, the Casimir force over a body $\alpha$ of surface $S_\alpha$ is obtained as the sum over all the points of the surface of the local pressure over each point because the external fluctuating medium, it is

$$F_C = -\oint_{S_\alpha} \langle T(r) \rangle \cdot \hat{n} dS.$$  \hspace{1cm} (2.18)

In components it is written as

$$F^i_C = -\oint_{S_\alpha} \langle T^{ij}(r) \rangle \cdot \hat{n}_j dS,$$  \hspace{1cm} (2.19)

where the integral extends over the surface of the embedded bodies and the vector $\hat{n}$ is a unit vector normal to the surface, pointing inward the body.

As in the original Casimir calculation, the geometry that will be considered throughout this paper consists of two parallel, infinite plates, perpendicular to the $x$-axis, separated by distance $L_x$ (Fig. 3.2). In this geometry, the Casimir force per unit area on the plates is then the difference between the normal stress on the interior and exterior side, where the latter is obtained by taking the limit $L'_x \to \infty$. The force per unit area on the left plate is

$$F_C/A = \left[ \langle T_{xx}(x = 0; L_x) \rangle - \lim_{L'_x \to \infty} \langle T_{xx}(x = 0; L'_x) \rangle \right].$$  \hspace{1cm} (2.20)

The interpretation is that, if $F_C/A$ is negative, the plates repel each other, while if it is positive, an attraction between the plates appears. Note that this is not the conventional interpretation of signs.

Let us discuss Eq. (2.19) for equilibrium and nonequilibrium situations. In the former case, i.e., a system in equilibrium, the average of the stress tensor can be taken in two ways: as an average over the probability distribution given by Eq. (2.14), or as an average over the fluctuating term $\xi(r, t)$. Equilibrium Thermodynamics guarantees that both averages are the same. In contrast, in a system out of equilibrium, we are
left with one option, the average over the noise $\xi(r, t)$, because $K$ cannot be obtained in general. As mentioned, the system can be out of equilibrium if the fluctuation–dissipation relation is not satisfied. In this case, there still exists a functional $F$ (from which the Langevin equation is constructed), and the stress tensor can be defined via Eq. (2.17). Then, the average in (2.19) has to be taken over the noise. Finally, a more complex situation is when the Langevin equation is in its most general form, i.e., Eq. (2.1), without $M$ deriving from an Onsager matrix and a functional $F$. In this case, the stress tensor cannot be constructed from Eq. (2.17), and one must appeal to other considerations in order to construct a stress tensor. One can use a microscopic analysis of momentum transfer, kinetic theory, or invoke, for instance, the existence of a hydrostatic pressure from which the Casimir force can be derived. We will assume, therefore, that it will always be possible to build the stress tensor operator $\mathcal{T}$ and, then, compute the Casimir force.

2.3 Computation of Casimir forces

In this Section we will develop a formalism, valid for both equilibrium and nonequilibrium systems, that allows us to compute the average stress tensor and therefore the Casimir force. We will assume that the dynamics close to the stationary state is described by the dynamical equation (2.1), where the noise term is assumed to be
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Gaussian with vanishing mean. We assume that the noise has temporal and spatial correlations, but no cross–correlations,

$$\langle \xi(\mathbf{r},t)\xi^*(\mathbf{r'},t')\rangle = h(\mathbf{r} - \mathbf{r'})c(t - t').$$

(2.21)

Note that we have assumed a dynamical model whose deterministic part is local in time (no memory) but that the noise can have some memory. This possibility is not allowed by the fluctuation–dissipation theorem, and therefore the system is automatically put out of equilibrium. A necessary condition to recover equilibrium is a local correlation in time, although this condition is not sufficient, as shown in Sect. 2.1.

To solve (2.1) we construct the left and right eigenvalue problems of $\mathcal{M}$ with the appropriate boundary conditions over the immersed bodies. Although we will consider the case of two parallel plates, the formalism developed in this Section is completely general. The left and right eigenvalue problems read

$$\mathcal{M}f_n(\mathbf{r}) = \mu_n f_n(\mathbf{r}),$$

(2.22)

$$\mathcal{M}^*g_n(\mathbf{r}) = \mu_n^* g_n(\mathbf{r}),$$

(2.23)

with the boundary conditions provided by $\mathcal{M}$ (which are the same as those of $\mathcal{L}$ if the dynamics derives from a free energy functional). The left and right eigenfunctions are orthogonal under the scalar product, i.e., $\langle g_n | f_m \rangle = \int d\mathbf{r} g_n^*(\mathbf{r}) f_m(\mathbf{r})$; that is, under appropriate normalization, $\langle g_n | f_m \rangle = \delta_{nm}$. We can project the field and the noise over the left eigenvalues

$$\phi(\mathbf{r},t) = \sum_n \phi_n(t) f_n(\mathbf{r}), \quad \xi(\mathbf{r},t) = \sum_n \xi_n(t) f_n(\mathbf{r}),$$

(2.24)

where $\phi_n(t) = \langle g_n | \phi(t) \rangle$ and $\xi_n(t) = \langle g_n | \xi(t) \rangle$. By inserting these expressions (2.24) into the evolution equation (2.1) we get the evolution equation of each mode $\phi_n(t)$ as

$$\partial_t \phi_n(t) = -\mu_n \phi_n(t) + \xi_n(t).$$

(2.25)

In order to solve this equation, we obtain its correspondent Green function

$$(\partial_t + \mu_n) G(t,t') = \delta(t - t'),$$

(2.26)
which is

\[ G(t, t') = e^{-(t-t')\mu_n} \Theta(t - t'), \quad (2.27) \]

then the analytical solution of (2.25) is

\[ \phi_n(t) = \int_{-\infty}^{\infty} dt' G(t, t') \xi_n(t'). \quad (2.28) \]

The first term \( e^{-\mu_n t} \phi_n(0) \) is a transient term that vanishes for times longer than \( t \gg 1/\text{Re}(\mu_n) \), so that the average of each mode over the noise \( \xi \) is zero in this limit.

To compute the average stress tensor at each point, we need to compute \( \langle T'[\phi, \phi, \mathbf{r}] \rangle \).

Expanding on the eigenvalue basis we get that, in the steady state,

\[ \lim_{t \to \infty} \langle T(\mathbf{r}, t) \rangle = \lim_{t \to \infty} \sum_{m,n} \langle \phi_n(t) \phi_m^*(t) \rangle \mathbf{T}_{nm}(\mathbf{r}), \quad (2.30) \]

where \( \mathbf{T}_{nm}(\mathbf{r}) = \mathbf{T}[f_n, f_m^*, \mathbf{r}] \).

The cross-average of the mode amplitudes is obtained from (2.29) and in the stationary regime \([t \gg 1/\text{Re}(\mu_n), 1/\text{Re}(\mu_m)]\) can be written as

\[ \lim_{t \to \infty} \langle \phi_n(t) \phi_m^*(t) \rangle = \lim_{t \to \infty} e^{-((\mu_n + \mu_m)t)} \int_{-\infty}^{t} d\tau_1 \int_{-\infty}^{t} d\tau_2 e^{\mu_n \tau_1 + \mu_m \tau_2} \langle \xi_n(\tau_1) \xi_m^*(\tau_2) \rangle. \quad (2.31) \]

Therefore, we need to calculate the correlation of the \( n \) and \( m \) components of the noise

\[ \langle \xi_n(\tau_1) \xi_m^*(\tau_2) \rangle = \int d\mathbf{r}_1 \int d\mathbf{r}_2 g_n^*(\mathbf{r}_1) g_m(\mathbf{r}_2) \langle \xi(\mathbf{r}_1, \tau_1) \xi^*(\mathbf{r}_2, \tau_2) \rangle. \quad (2.32) \]

Substituting Eq. (2.21) into Eq. (2.32) and the result into Eq. (2.31), we obtain (see Appendix 2.8.2),

\[ \lim_{t \to \infty} \langle \phi_n(t) \phi_m^*(t) \rangle = h_{nm} \frac{\tilde{c}(\mu_n) + \tilde{c}(\mu_m^*)}{\mu_n + \mu_m^*}, \quad (2.33) \]

where

\[ h_{nm} = \int d\mathbf{r}_1 \int d\mathbf{r}_2 g_n^*(\mathbf{r}_1) h(\mathbf{r}_1 - \mathbf{r}_2) g_m(\mathbf{r}_2) = \langle g_n | \mathcal{Q} g_m \rangle \quad (2.34) \]

and \( \tilde{c} \) is the Laplace transform of \( c \). Finally, the local average of the stress tensor in the stationary regime, where transients have been eliminated and the value of the stress...
2.3 Computation of Casimir forces

tensor is independent of time, is given by

\[ \langle T(r) \rangle = \sum_{nm} \bar{c}(\mu_n) + \bar{c}(\mu_m^*) h_{nm} T_{nm}(r). \]  

(2.35)

This expression is generally divergent when summed over all eigenfunctions. This divergence comes from the highest eigenvalues (corresponding to small wavelengths) and is due to consider the mesoscopic dynamics given by Eq. (2.1), valid for all wavelengths. However, it is only valid above a certain minimal distance (the atomic or molecular length, for example). There are some techniques to avoid this divergence. For instance, a short-wavelength cutoff could be introduced as in Ref. [50], but here we will use regularization techniques similar to the Riemann zeta function used in the electrodynamic case [2].

Using the previous expression, the conditions under which Casimir forces exist in an equilibrium system can be deduced. As mentioned above, if the dynamics is local in time, the fluctuation–dissipation theorem implies that the noise terms must not have memory either, then \( c(t - t') = \delta(t - t') \) and therefore \( \bar{c}(\mu) = 1/2 \). Also, the equilibrium relation between noise autocorrelation and Onsager matrices given in Eq. (2.12) implies that \( h_{nm} = k_B T (\mu_n + \mu_m^*) \langle g_n | G^{-1} g_m \rangle \), and therefore the equilibrium average stress tensor simplifies to

\[ \langle T_{eq}(r) \rangle = k_B T \sum_{n,m} \langle g_n | G^{-1} g_m \rangle T_{nm}(r). \]  

(2.36)

If the free energy functional \( F \) depends only on \( \phi \) but not on its derivatives, the stress tensor operator \( T_{nm}(r) \) turns out to be isotropic and is given by \( T_{nm}(r) = f_n G f_m^* I_{3 \times 3} \) (2.17). Then, thanks to the completeness of the basis, the stress tensor can be further simplified to \( \langle T_{eq}(r) \rangle = k_B T \delta(r) \). This expression, once properly regularized, gives a stress that is independent of system size; that is, the stress is not renormalized by the fluctuations in a size-dependent way and therefore no Casimir force can be developed. On the contrary, if the stress tensor is not isotropic, as in the case of liquid crystals, the result is not trivial and Casimir forces can develop, as shown in [88].

All these equations provide expressions for the average fields and fluctuations, expressed in terms of the eigenvalues and eigenvectors of the problem, which encode the information of the evolution equation together with the boundary conditions.
To summarize, in this Section we have proven that the Casimir force over a body is given by

$$F_C = -\sum_{nm} \tilde{c}(\mu_n) + \tilde{c}(\mu_n^*) \mu_n + \mu_n^* \cdot h_{nm} \oint_S T_{nm}(r) \cdot \hat{n} dS,$$

(2.37)

which is the main result of this Thesis. It shows how to derive the Casimir force from the dynamical equations for the field $\phi$ subjected to any kind of noise. It is obtained by diagonalizing the evolution operator of the field, and projecting the noise correlation and the stress tensor over the set of eigenfunctions. This approach provides the Casimir force for both equilibrium and nonequilibrium systems.

Equation (2.37) shows the well-known nonadditive character of the Casimir force: neither the eigenvalues nor the eigenfunctions for different boundary conditions are easily related. They cannot be written as a sum of the eigenvalues and eigenfunctions of each different problem. This behavior is studied in Chapters 6 and 7 of this Thesis for the electromagnetic case.

The rest of the Chapter deals with applications of Eq. (2.37) to different physical systems, in both equilibrium and nonequilibrium situations.

### 2.4 Reaction–diffusion systems

To show how this formalism works, we calculate the Casimir pressure between two plane, infinite plates separated by distance $L_x$ immersed in a medium described by a quadratic free energy

$$F[\phi] = \int d\mathbf{r} \frac{f_0}{2} \phi^2(\mathbf{r}).$$

(2.38)

The multiplicative constant $f_0$ can be absorbed into $\phi$, and we will eliminate it in what follows. The dynamics is described by two transport processes: relaxation and diffusion; that is, the Onsager operator is $\mathcal{L} = \lambda - D\nabla^2$, where $\lambda$ and $D$ are the transport coefficients (and consequently, positive) associated with the two irreversible processes of relaxation and diffusion, respectively. The resulting equation is

$$\frac{\partial \phi}{\partial t} = -\lambda \phi + D\nabla^2 \phi + \xi(\mathbf{r}, t).$$

(2.39)
Fluctuation–dissipation is satisfied if the noise is delta correlated in time and the space correlation function is

\[ h(r) = 2k_B T(\lambda - D \nabla^2) \delta(r). \quad (2.40) \]

As the energy functional for this system is \( \phi^2/2 \), without terms with spatial derivatives, the stress tensor is identical to the local energy functional. Also, the dynamic operator is Hermitian, implying that eigenvalues are real and that there is no need to distinguish between left and right eigenfunctions. In order to obtain Casimir forces the appropriate boundary conditions are of Neumann type, as Dirichlet boundary condition would imply trivial vanishing forces.

We need to solve the eigenfunction problem for the spatial part of the dynamics given by Eq. (2.22) in order to calculate the average of the fields that will lead to the Casimir pressure over the plates. So, we have to solve the eigenfunction problem given by Eq. (2.22) with \( M = \lambda - D \nabla^2 \) obeying Neumann boundary conditions (no-flux boundary conditions), \( \partial_x \phi(0, y, z) = \partial_x \phi(L_x, y, z) = 0 \).

The normalized eigenfunctions are characterized by three indices \( n_x, n_y, \) and \( n_z \), denoted as a whole by \( n \), and their form is

\[ f_n(x) = \sqrt{\frac{\pi}{V}} e^{i k_x \cdot r} \quad \text{if } n_x = 0 \]
\[ f_n(x) = \sqrt{\frac{2}{V}} \cos(k x) e^{i k \cdot r} \quad \text{if } n_x \geq 1. \quad (2.41) \]

Here, \( r = y\hat{y} + z\hat{z} \) and \( k = k_y \hat{y} + k_z \hat{z} \). The eigenvalues are

\[ \mu_n = D \left( k_x^2 + k_y^2 + k_z^2 + k_0^2 \right), \quad (2.42) \]

where \( k_x = \frac{\pi}{L_x} n_x, \) \( k_y = \frac{\pi}{L_y} n_y, \) and \( k_z = \frac{\pi}{L_z} n_z, \) with \( n_x = 0, 1, 2, \ldots \) and \((n_y, n_z) \in \mathbb{Z}^2\. \)

The quantity \( k_0^{-1} = \sqrt{D/\lambda} \) is the characteristic correlation length of the system.

The average stress is then

\[ \langle T_{xx}(r) \rangle = \frac{1}{2D} \sum_{nm} \frac{h_{nm} \left[ \overline{c}(\mu_n) + \overline{c}(\mu_m) \right]}{k_n^2 + k_m^2 + 2k_0^2} f_n(r)f_m^*(r). \quad (2.43) \]

This expression needs to be regularized, otherwise it is divergent. The divergence, as explained in [50] [48], is due to the application of the mesoscopic model (2.39) up
to very large wavevectors. Conceptually, the stress could be regularized by considering generalized hydrodynamic models valid for high wavevectors leading to finite stresses, but as the Casimir forces have their origin in the limitation of the fluctuation at small wavevectors, this is not necessary and other procedures are available. There are various regularization methods that allow the isolation of the divergent term that is independent of the plate separation and therefore cancels out in the computation of the Casimir force. The regularization method used in this manuscript is based on the Elizalde function detailed in the Appendix 2.8.1.

To obtain quantitative predictions, we consider specific cases for the noise correlations.

2.4.1 Uncorrelated noise in time and space

We first consider the case of a noise with vanishing correlation time and length, and intensity $\Gamma$, i.e.,

$$\langle \xi(\vec{r}, t)\xi(\vec{r}', t') \rangle = \Gamma \delta(\vec{r} - \vec{r}') \delta(t - t'). \quad (2.44)$$

This noise correlation, without the $-\nabla^2 \delta(\vec{r})$ term, automatically puts the system out of equilibrium (2.12), as $Q \neq \mathcal{L} + \mathcal{L}^\dagger$. The addition of such a term would have led to a stress that was independent of plate separation, not producing a Casimir force [65]. Therefore, we consider the effect of the nonequilibrium noise (2.44) on Casimir forces. In this case, $h_{nm}(\tilde{c}(\mu_n) + \tilde{c}(\mu_m)) = \Gamma \delta_{nm}$ and the double sum in (2.43) is reduced. On the surface of a plate and applying the limit $L_y, L_z \to \infty$, the stress is given by

$$\langle T_{xx}(0) \rangle = \frac{\Gamma}{16\pi^2 L_x D} \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} dk_z \sum_{n_x \in \mathbb{Z}} \frac{1}{\left(\frac{\pi n_x}{L_x}\right)^2 + k_y^2 + k_z^2 + k_0^2}, \quad (2.45)$$

where polar coordinates in the $y$- and $z$-components have been used. Note that the original sum over $n_x$ in (2.44) runs only over $\mathbb{N}$, but the form of the normalizations of the eigenfunctions (2.41) allows extension of the sum over $\mathbb{Z}$ with a prefactor of $1/2$.

This expression is divergent, so it must be regularized. In order to do so, we use
the Chowla–Selberg expression shown in Eq. (2.100). The parameters are \( s = 1 \), \( \alpha = \pi / L_x \), and \( \omega^2 = k^2 + k_0^2 \). The first term in the sum of (2.100) equals \( L_x / \sqrt{k^2 + k_0^2} \), which combined with the prefactor in Eq. (2.45) yields a term which is independent of \( L_x \), and therefore its contribution to the stress tensor cancels in virtue of Eq. (2.20). It must be remarked that the size-independent term is actually divergent if the continuous model is assumed to be valid for any wavevector. Then, we are left with the infinite sum of modified Bessel functions \( K_{1/2} \). This sum can be performed analytically, with the result

\[
F_C / A = \frac{\Gamma}{4\pi D} \int_0^\infty dk \frac{k}{\sqrt{k^2 + k_0^2}} \frac{1}{e^{2\sqrt{k^2 + k_0^2}L_x} - 1} = -\frac{\Gamma k_0}{8\pi D} \ln(1 - e^{-2k_0L_x}) - \frac{k_0 L_x}{k_0 L_x}.
\] (2.46)

Let us note that, because the divergence was eliminated, we could have interchanged the integral with the summation of the modified Bessel functions to obtain the same result. At distances long compared with the correlation length, that is \( L_x \gg k_0^{-1} \), the force decays as

\[
F_C / A = \frac{\Gamma}{8\pi D} e^{-2k_0L_x}.
\] (2.47)

In the opposite limit, when the plates are at a distance much smaller than the correlation length, or \( L_x \ll k_0^{-1} \), the force is

\[
F_C / A = -\frac{\Gamma}{8\pi D L_x} \log(k_0 L_x).
\] (2.48)

Equation (2.46), as well as Eq. (2.48), shows that the Casimir force diverges if the correlation length tends to infinity, i.e., if \( k_0 \to 0 \). This result was obtained in [50] using a regularizing kernel technique. The force, as well as short and long distance limits are plotted in Fig. 2.2.

Eq. (2.46) shows that Casimir force diverges if correlation length tends to infinity (\( k_0 \to 0 \)). This is a general property of Casimir forces in Fluctuation–Reaction systems, and its origin is the fact that, when \( k_0 \to 0 \), does not exist any counter-term which could dampens the field fluctuations in (2.39). The total mass, defined as \( M(t) = \int d r \phi(\mathbf{r}, t) \) perform an unbounded random walk. This problem disappears if we add higher order terms to the dynamics, as a \( \phi^4 \) and/or a \( |\nabla \phi|^4 \) term in the energy functional, as done
in Ginzburg Landau theory of Critical Phenomena [80]. In this case, it also would be needed Renormalization Group techniques [89].

2.4.2 Temporally correlated noise

We next consider the case of a noise that is delta correlated in space but has exponential correlation in time

$$\langle \xi (\mathbf{r}, t) \xi (\mathbf{r}', t') \rangle = \Gamma \delta (\mathbf{r} - \mathbf{r}') \left( \frac{a}{2} \right) e^{-a|t - t'|},$$

(2.49)

where the factor $(1 + \frac{a}{2})$ allows both the white noise limit $(a \to \infty)$ and the quenched noise limit $(a \to 0)$ to be taken. Again, the delta correlation in space leads to a term
\[ \langle T_{xx}(0) \rangle = \frac{(1 + \frac{a}{2})}{2V} \sum_n \frac{1}{\mu_n + a} \cdot \frac{1}{\mu_n}. \] 

(2.50)

If \( a > 0 \), we can factorize the quotient as

\[ \langle T_{xx}(0) \rangle = \frac{(1 + \frac{a}{2})}{2aV} \sum_n \left[ \frac{1}{\mu_n} - \frac{1}{\mu_n + a} \right], \] 

(2.51)

with \( \mu_n = k_x^2 + k_y^2 + k_z^2 + k_0^2 \) as before. We note that this stress is the difference between the Casimir stress of two systems with a white temporal noise (2.45) of intensity \((1 + a)\Gamma/a\), the first one with \( k_0^2 = \frac{\lambda}{D} \) and the second one with \( k_1^2 = \frac{\lambda}{D} + \frac{a}{D} \). Then, the stress on the plate is

\[ \langle T_{xx}(0) \rangle = -\frac{\Gamma (1 + \frac{a}{2})}{4a\pi DL_x} \ln \left( \frac{1 - e^{-2k_0 L_x}}{1 - e^{-2k_1 L_x}} \right). \] 

(2.52)

The Casimir force per unit surface on the plate is given just by this expression, because the stress on the unbounded side vanishes [as shown by taking the limit \( L_x \to \infty \) in Eq. (2.52)]. Finally, we can reobtain the white noise limit if \( a \to \infty \).

The case \( a \to 0 \) corresponds to the quenched limit, where static sources of noise are randomly distributed in space. The average normal stress at the wall is

\[ \langle T_{xx}(0) \rangle = \frac{\Gamma}{2V} \sum_n \frac{1}{\mu_n}. \] 

(2.53)

Taking the limit \( L_y, L_z \to \infty \) and using polar coordinates,

\[ \langle T_{xx}(0) \rangle = \frac{\Gamma}{4\pi D^2} \int_0^\infty dk \sum_{n_x \in \mathbb{Z}} \left( \frac{\pi n_x}{L_x} \right)^2 \left( k_x^2 + k_0^2 \right)^{-2}. \] 

(2.54)

Although this expression is finite and does not require a regularization procedure, the size-independent contribution can be eliminated using the same regularization procedure as before, using Eq. (2.100) with \( s = 2 \). The result is

\[ F_C/A = \frac{\Gamma}{4\pi D^2} \int_0^\infty dk \frac{k}{\omega^3} \frac{e^{2\omega L_x} (2\omega L_x + 1) - 1}{(e^{2\omega L_x} - 1)^2}, \] 

(2.55)

where \( \omega = \sqrt{k_x^2 + k_0^2} \). After carrying out the integral, we obtain

\[ F_C/A = \frac{\Gamma}{4\pi D^2 k_0} \frac{1}{e^{2k_0 L_x} - 1}. \] 

(2.56)
We remark that this system is not dynamically fluctuating, because the noise is quenched and the transients have been eliminated. Nevertheless, it creates a Casimir force whose origin is the same as previously considered in the sense that the presence of the second plate limits the spectrum of possible fluctuations, and therefore the renormalized stresses on the two sides of the plate are different.

2.4.3 Maximally spatially correlated noise

As a final case, we consider the situation in which the medium is perturbed externally by a spatially homogeneous noise, with vanishing correlation time. This could be the case when a rapidly fluctuating external field is applied to the medium.

$$\langle \xi (r, t) \xi (r', t') \rangle = \Gamma \delta (t - t').$$  \hspace{1cm} (2.57)

Applying the same computation procedure as in the other cases, the average local stress on each side of the plates is

$$\langle T_{xx}(0) \rangle = \frac{\Gamma}{2D} \frac{1}{2k_0^2} = \frac{\Gamma}{4\lambda},$$  \hspace{1cm} (2.58)

which is independent of the plate separation. Therefore, the Casimir force vanishes in this case.

2.5 Liquid crystals

The existence of Casimir forces in liquid crystals has been known for some time now [88]. In this Section we apply the formalism presented in Sect. 2.1 to a nematic crystal, obtaining the known Casimir force for an equilibrium situation, and expressions for the force for some nonequilibrium conditions. The free energy functional of a nematic liquid crystal [90] can be written in terms of a planar field $\phi$ as

$$F = \int dr \left[ \frac{\kappa_1}{2} \phi^2 + \frac{\kappa_2}{2} (\nabla \phi)^2 \right],$$  \hspace{1cm} (2.59)

where we have assumed that the director vector is written in terms of the field $\phi$ as $\hat{n} = (\sin \phi, 0, \cos \phi)$, together with the one-constant approximation (proportional to
The first term in Eq. (2.59) comes from a magnetic field directed along the z-axis, whose intensity is absorbed into $\kappa_1$.

The simplest dynamical model is obtained with a single relaxational transport coefficient, with the Onsager operator $L = \lambda$, leading to

$$\frac{\partial \phi}{\partial t} = -\lambda \kappa_1 \phi + \lambda \kappa_2 \nabla^2 \phi + \xi,$$

(2.60)

which is identical in form to (2.39), but with three main differences: the form of the fluctuation–dissipation relation to be in equilibrium, the stress tensor, and the possible boundary conditions that produce Casimir forces. Fluctuation–dissipation is realized, according to Sect. 2.1, if the noise satisfies

$$\langle \xi(\mathbf{r}, t) \xi(\mathbf{r}', t') \rangle = 2k_B T \lambda \delta(\mathbf{r} - \mathbf{r}') \delta(t - t'),$$

(2.61)

i.e., is purely nonconservative.

Due to the presence of the gradient terms in the free energy functional (2.59), the stress tensor is not isotropic, and therefore even in equilibrium Casimir forces can appear. Using Eq. (2.17) the $xx$ component of the stress tensor is

$$T_{xx} = \frac{\kappa_1}{2} \phi^2 + \frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial y} \right)^2 + \frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial z} \right)^2 - \frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial x} \right)^2.$$

(2.62)

It is then possible to develop Casimir forces by imposing either Dirichlet or Neumann boundary conditions. Dirichlet boundary conditions are equivalent to the strong anchoring conditions, i.e., $\phi = 0$ over the surfaces, and will be the case studied here. Casimir forces with Neumann boundary conditions can be easily extracted from the Dirichlet ones.

In this case of Dirichlet boundary conditions, the eigenfunctions of the operator $\mathcal{M} = \lambda [\kappa_1 - \kappa_2 \nabla^2]$ are given by $f_n(\mathbf{r}) = \sqrt{\frac{2}{\pi}} \sin (k_x x) e^{ik_y y} e^{ik_z z}$ with eigenvalues

$$\mu_n = \lambda \kappa_2 (k_x^2 + k_y^2 + k_z^2 + k_0^2),$$

(2.63)

where $k_x = \frac{\pi}{L_x} n_x$, $k_y = \frac{2\pi}{L_y} n_y$, $k_z = \frac{2\pi}{L_z} n_z$, and $k_0 = \sqrt{\frac{\kappa_1}{\kappa_2}}$, with indices $n_x \in \mathbb{N}$ and $(n_y, n_z) \in \mathbb{Z}^2$. 
Because of the boundary conditions, the \( xx \) component of the stress tensor at the plates is simply given by

\[
T_{xx}(0) = -\frac{\kappa_2^2}{2} \left( \frac{\partial \phi}{\partial x} \right)^2.
\] (2.64)

As in the case of the reaction–diffusion system, we will consider different types of noise correlations that, as will be shown below, produce Casimir forces of different character.

### 2.5.1 Uncorrelated noise in time and space

We consider an uncorrelated noise as described by (2.44). This case can be considered as in equilibrium with a temperature given by

\[
\Gamma = \frac{2k_B T \lambda}{V \lambda}.
\]

Again the double sum in Eq. (2.37) can be reduced, and the stress tensor on the surface of a plate is given by

\[
\langle T_{xx}(0) \rangle = -\frac{\Gamma}{2V \lambda} \sum_n \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2 + k_0^2}.
\] (2.65)

Applying the limit \( L_y, L_z \to \infty \), we obtain

\[
\langle T_{xx}(0) \rangle = -\frac{\Gamma}{16\pi^2 L_x \lambda} \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} dk_z \sum_{n_x \in \mathbb{Z}} \frac{ \left( \frac{n_x}{L_x} \right)^2 }{ k_x^2 + k_y^2 + k_z^2 + k_0^2 }.
\] (2.66)

Using polar coordinates and regularizing the resulting expression using Eqs. (2.103) and (2.100) with \( s = 1 \),

\[
\frac{F_C}{A} = \frac{\Gamma}{4\pi \lambda} \int_0^{\infty} dk \frac{\sqrt{k^2 + k_0^2}}{e^{2\sqrt{k^2 + k_0^2} L_x} - 1} = \frac{\Gamma}{16\pi \lambda L_x^3} \left[ \text{Li}_3(e^{-2k_0 L_x}) + 2k_0 L_x \text{Li}_2(e^{-2k_0 L_x}) + 2k_0^2 L_x^2 \text{Li}_1(e^{-2k_0 L_x}) \right]
\] (2.67)

where \( \text{Li}_s(z) = \sum_{n=1}^{\infty} \frac{z^n}{n^s} \) is the polylogarithm function. This force, as well as the short and long distance limits are plotted in Fig 2.3. At distances long compared with the correlation length, that is \( L_x \gg k_0^{-1} \), the force decays as

\[
\frac{F_C}{A} = \frac{\Gamma k_0^2}{8\pi \lambda L_x^3} e^{-2k_0 L_x}.
\] (2.68)

In the opposite limit, when the plates are at a distance much smaller than the correlation length, or \( L_x \ll k_0^{-1} \), the force is

\[
\frac{F_C}{A} = \frac{\Gamma}{16\pi \lambda L_x^3} \zeta(3).
\] (2.69)
This result has already been obtained in the context of liquid crystals in [46] if we use the fluctuation–dissipation theorem. It is also the high-temperature limit of the electromagnetic Casimir force between two perfect metal plates [14].

2.5.2 Temporally correlated noise

We consider the temporally correlated noise described in Eq. (2.49). By using the eigenfunctions of the Dirichlet problem, the stress tensor over a plate takes the value

\[
\langle T_{xx}(0) \rangle = -\frac{\kappa_2 \Gamma (1 + \frac{9}{2})}{V} \sum_n \frac{1}{\mu_n + a \mu_n} k_n^2.
\]  

(2.70)
For any $a \neq 0$, the same factorization method as used in Sect. 2.4.2 can be used, leading
to a Casimir force per unit surface equal to

$$\frac{F_C}{A} = \frac{(1 + \frac{a}{2})}{8\pi a \lambda L_x^3} \left[ \text{Li}_3(e^{-2k_0 L_x}) + 2k_0 L_x \text{Li}_2(e^{-2k_0 L_x}) + 2k_0^2 L_x^2 \text{Li}_1(e^{-2k_0 L_x}) \right. \
\left. - \text{Li}_3(e^{-2k_1 L_x}) - 2k_1 L_x \text{Li}_2(e^{-2k_1 L_x}) - 2k_1^2 L_x^2 \text{Li}_1(e^{-2k_1 L_x}) \right],$$

(2.71)

where $k_0^2 = \frac{a}{\kappa_2}$ and $k_1^2 = \frac{a}{\kappa_2} + \frac{a}{\lambda \kappa_2}$. In the limit of infinite correlation length we have

$$k_0 \to 0 \text{ and } k_1 \to \sqrt{\frac{a}{\lambda \kappa_2}},$$

from which we obtain

$$\frac{F_C}{A} = \frac{(1 + \frac{a}{2})}{8\pi a \lambda L_x^3} \left[ \zeta(3) - \text{Li}_3(e^{-2k_1 L_x}) - 2k_1 L_x \text{Li}_2(e^{-2k_1 L_x}) - 2k_1^2 L_x^2 \text{Li}_1(e^{-2k_1 L_x}) \right].$$

(2.72)

The presented result should be compared with [49], where the same system was studied, but a different answer was given [91]. At long distances it decays as in the case of white



noise (2.69) with a prefactor $(1 + \frac{a}{2})/a$.

For $a \to 0$, we obtain the quenched limit of the stress tensor at the plates

$$\langle T_{xx}(0) \rangle = \frac{-\Gamma}{4\pi \lambda^2 \kappa_2 L_x} \int_0^\infty dk \sum_{n_x \in \mathbb{Z}} \frac{(\frac{n_x \pi}{L_x})^2}{(\frac{n_x \pi}{L_x})^2 + k^2 + k_0^2}.$$

(2.73)

This expression is regularized using Eqs. (2.103) and (2.100) with $s = 2$, resulting in

$$\frac{F_C}{A} = \frac{\Gamma}{4\pi \lambda^2 \kappa_2 L_x} \int_0^\infty dk \frac{k}{\omega} \frac{(1 - e^{2\omega L_x} + 2\omega L_x e^{2\omega L_x})}{(e^{2\omega L_x} - 1)^2},$$

(2.74)

where $\omega = \sqrt{k^2 + k_0^2}$. This integral can be carried out to obtain the Casimir force as

$$\frac{F_C}{A} = \frac{\Gamma}{4\pi \lambda^2 \kappa_2 L_x} \frac{k_0 L_x}{e^{2k_0 L_x} - 1}.$$

(2.75)

In the limit of infinite correlation length we have

$$\frac{F_C}{A} = \frac{\Gamma}{8\pi \lambda^2 \kappa_2 L_x},$$

(2.76)

and in the limit of small correlation length ($k_0 L_x \gg 1$) we obtain

$$\frac{F_C}{A} = \frac{\Gamma k_0}{4\pi \lambda^2 \kappa_2} e^{-2k_0 L_x}.$$

(2.77)
2.5 Liquid crystals

2.5.3 Maximally spatially correlated noise

As a final case we consider a noise that is rapidly fluctuating in time but that is homogeneous in space, described by the correlation (2.57). In this case, \( h_{nm} \) is not diagonal but is given by

\[
h_{nm} = 2\Gamma \frac{[1 - (-1)^{nx}][1 - (-1)^{mx}]}{\pi^2 n_x m_x} \delta_{n_x,0} \delta_{m_x,0} \delta_{m_x,0}.
\] (2.78)

The stress on the plates is then given by

\[
\langle T_{xx}(0) \rangle = -\frac{2\Gamma \lambda \pi}{n^2} \sum_{n_x,m_x=1}^{\infty} \frac{[1 - (-1)^{nx}][1 - (-1)^{mx}]}{n_x^2 + m_x^2 + 2\left(k_0 L_x\right)^2}.
\] (2.79)

As in the double summation above only odd values of \( n \) and \( m \) are summed, it can be expressed in terms of the Elizalde zeta function over odd numbers, defined as

\[
Z_I(\alpha, \beta, \omega, s) = \sum_{n,m \in \mathbb{Z}} \frac{1}{(\alpha^2(2n + 1)^2 + \beta^2(2m + 1)^2 + \omega^2)^s},
\] (2.80)

which can be written in terms of four Elizalde zeta functions. Using the asymptotic expansion of the Elizalde zeta functions given in Eq. (2.93) with \( p = 2 \) and \( s = 1 \), the Casimir force can be expressed as an infinite sum of Bessel functions \( K_0(x) \) with different values of \( x \). The divergent terms, given by the first term in Eq. (2.93), are independent of \( L_x \), so the final expression is finite and given by

\[
F_C/A = -\frac{\Gamma}{\lambda} \sum_{(n,m) \neq (0,0)} \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \begin{bmatrix}
K_0 \left(2\sqrt{2} k_0 L_x \sqrt{n^2 + m^2}\right) \\
-\frac{1}{2} K_0 \left(2\sqrt{2} k_0 L_x \sqrt{\frac{n^2}{4} + m^2}\right) \\
-\frac{1}{2} K_0 \left(2\sqrt{2} k_0 L_x \sqrt{n^2 + \frac{m^2}{4}}\right) \\
+\frac{1}{4} K_0 \left(2\sqrt{2} k_0 L_x \sqrt{\frac{n^2}{4} + \frac{m^2}{4}}\right)
\end{bmatrix}.
\] (2.81)

Two limiting cases can be considered to clarify this result. First, in the limit of long distances \( k_0 L_x \gg 1 \), the Casimir force is given by

\[
F_C/A = \frac{\Gamma}{2\lambda} \sqrt{\frac{2\pi}{k_0 L}} e^{-\sqrt{2} k_0 L},
\] (2.82)

whereas in the opposite limit of long correlation length \( k_0 L \ll 1 \), the result is

\[
F_C/A = -\frac{\Gamma}{\lambda} \log (k_0 L),
\] (2.83)
with $\alpha = \frac{1}{16} (7 + 12\sqrt{5} - 20\sqrt{2}) \approx 0.346784$, obtained as a Taylor expansion of the associated two dimensional Abel–Plana formula of Eq. (2.81). In the limit of infinite correlation length this result diverges. Eq (2.81), and the limits of long a short correlation length are represented in Fig. 2.4.
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**Figure 2.4**: Casimir force in a liquid crystal subject to a spatially correlated noise in dimensionless units of distance $x = k_0 L$ over a plate immersed in a liquid crystal subject to a spatially correlated noise of intensity $\Gamma$ in the presence of another plate at a distance $L$. The exact result is the black curve (Eq. (2.81)). The short (Eq. (2.83)) and long (Eq. (2.82)) distance limits are the red and blue curve respectively.

### 2.6 Two non hermitian fields system

In the two systems we have considered so far (reaction–diffusion 2.4 and liquid crystals 2.5), the dynamics is described by a Hermitian operator and therefore the potential of the method described herein is not fully evident. In this Section, we build a more complex system, described by a model with two fields (which could be temperature...
and concentration, for example) coupled in a non-symmetric way. For simplicity and
to be concrete we will consider that the fields $\psi_1$ and $\psi_2$ are scalar, subject to Neumann
boundary conditions, and with eigenfunctions described by the Fourier modes (2.41).

In Fourier space, the dynamic equation is

$$\frac{\partial}{\partial t} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = - \begin{pmatrix} \alpha_k & 0 \\ \beta_k & \gamma_k \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} + \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix}. \quad (2.84)$$

The noises are assumed to be white with different correlation intensities (allowing one
of them to be set equal to zero later) and no cross-correlation

$$\langle \xi_1(r, t) \xi_1(r', t') \rangle = \Gamma_1 \delta(r - r')\delta(t - t'),$$
$$\langle \xi_2(r, t) \xi_2(r', t') \rangle = \Gamma_2 \delta(r - r')\delta(t - t'),$$
$$\langle \xi_1(r, t) \xi_2(r', t') \rangle = 0. \quad (2.85)$$

Finally, the stress tensor is assumed to be isotropic, depending only on the fields as

$$T_{xx} = \kappa_1\psi_1^2 + \kappa_2\psi_2^2. \quad (2.86)$$

As the dynamic matrix is non-Hermitian, the left and right eigenmodes are different,
being given by

$$f_{1,k}(r) = \sqrt{\frac{2}{V}} \cos(k_x x) e^{i k_\parallel \cdot r_\parallel} \begin{pmatrix} 1 \\ \frac{\beta_k}{\alpha_k - \gamma_k} \end{pmatrix},$$
$$f_{2,k}(r) = \sqrt{\frac{2}{V}} \cos(k_x x) e^{i k_\parallel \cdot r_\parallel} \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$
$$g_{1,k}(r) = \sqrt{\frac{2}{V}} \cos(k_x x) e^{i k_\parallel \cdot r_\parallel} \begin{pmatrix} 1 \\ 0 \end{pmatrix},$$
$$g_{2,k}(r) = \sqrt{\frac{2}{V}} \cos(k_x x) e^{i k_\parallel \cdot r_\parallel} \begin{pmatrix} -\frac{\beta_k}{\alpha_k - \gamma_k} \\ 1 \end{pmatrix}. \quad (2.87)$$

with eigenvalues

$$\mu_{1,k} = \alpha_k, \quad \mu_{2,k} = \gamma_k. \quad (2.88)$$
Using these eigenmodes, the different elements needed \( h_{nm} \) (2.34) to compute the Casimir pressure are

\[
h_{ik,jq} = \delta_{kq} \begin{pmatrix}
\Gamma_1 & -\Gamma_1 \frac{\beta_k}{\alpha_k - \gamma_k} \\
-\Gamma_1 \frac{\beta_k}{\alpha_k - \gamma_k} & \Gamma_2 - \Gamma_1 \frac{\beta_k^2}{(\alpha_k - \gamma_k)^2}
\end{pmatrix},
\]

\[
T_{ik,jq} = \delta_{kq} \begin{pmatrix}
\kappa_1 + \kappa_2 \frac{\beta_k^2}{(\alpha_k - \gamma_k)^2} & \kappa_2 \frac{\beta_k}{\alpha_k - \gamma_k} \\
\kappa_2 \frac{\beta_k}{\alpha_k - \gamma_k} & \kappa_2
\end{pmatrix}.
\] (2.89)

After simple algebra, the stress tensor on the plates is obtained as

\[
\langle T_{xx}(0) \rangle = \frac{2}{V} \sum_k \left[ \frac{\Gamma_1 (\lambda_1 + Dk^2)(\lambda_2 + Dk^2)}{2\alpha_k} \frac{\Gamma_1 \kappa_2}{(\alpha_k - \gamma_k)^2} \frac{2\Gamma_1 \kappa_2}{(\alpha_k - \gamma_k)} \frac{2\Gamma_1 \kappa_2}{(\alpha_k - \gamma_k)^2} \right],
\] (2.90)

which for specific models (that is, specific values of \( \alpha_k, \beta_k, \) and \( \gamma_k \)) could be computed and regularized to obtain the Casimir force on the plates.

To show the kind of results that can be obtained we consider the simple reaction–diffusion two-field model \( \alpha_k = \lambda_1 + Dk^2, \beta_k = \lambda_2, \) and \( \gamma_k = \lambda_2 + Dk^2, \) with noise intensities \( \Gamma_1 = \Gamma \) and \( \Gamma_2 = 0, \) representing the system

\[
\frac{\partial \psi_1}{\partial t} = -\lambda_1 \psi_1 + D\nabla^2 \psi_1 + \xi,
\]

\[
\frac{\partial \psi_2}{\partial t} = -\lambda_2 \psi_2 + D\nabla^2 \psi_2 - \lambda_1 \psi_1.
\] (2.91)

Caution should be taken to avoid the case \( \lambda_1 = \lambda_2, \) for which the dynamic matrix is not diagonalizable and a Jordan block appears. The method developed in this article is not directly applicable, but the generalization is simple. Also, neither \( \lambda_1 \) or \( \lambda_2 \) can vanish, because there is no damping term to make the nonconservative noise vanish and the fields would perform an unbounded random walk. Furthermore, we assume that the stress only depends on \( \psi_2, \) i.e., \( T_{xx} = \kappa \psi_2^2. \) Therefore, any eventual Casimir force is produced by the fluctuations of the second field which are produced by the coupling with the first field. The stress on the plates is finally

\[
\langle T_{xx}(0) \rangle = \frac{\Gamma \kappa \lambda_{12}^2}{2V} \sum_k \left[ (\lambda_1 + Dk^2)(\lambda_2 + Dk^2)(\lambda_1 + \lambda_2 + 2Dk^2) \right]^{-1}.
\]

As \( \lambda_1 \neq \lambda_2, \) we can apply partial fraction decomposition to obtain

\[
\langle T_{xx}(0) \rangle = \frac{\Gamma \kappa \lambda_{12}^2}{2DV(\lambda_1 - \lambda_2)^2} \sum_k \left[ \frac{1}{k^2 + k_1^2} + \frac{1}{k^2 + k_2^2} - \frac{2}{k^2 + k_3^2} \right],
\]
where $k_1^2 = \lambda_1/D$, $k_2^2 = \lambda_2/D$, and $k_3^2 = (\lambda_1 + \lambda_2)/2D$. Then, we can perform each infinite sum as in the case of scalar white noise to obtain the Casimir force as

$$\langle T_{xx}(0) \rangle = -\frac{\Gamma \kappa \lambda_1^2}{4\pi DL_x (\lambda_1 - \lambda_2)^2} \ln \left( \frac{(1 - e^{-2k_1 L_x})(1 - e^{-2k_2 L_x})}{(1 - e^{-2k_3 L_x})^2} \right).$$

It is interesting to note that, if $\lambda_1 = 0$ and/or $\lambda_2 = 0$, this Casimir force diverges.

### 2.7 Discussion and conclusions

In this Chapter, we have developed a formalism to study Casimir forces in classical systems out of equilibrium based on the stochastic dynamical equations of the system under study. The equilibrium case is recovered as a particular limit where the fluctuation–dissipation theorem is valid.

In particular, we study the interaction which appears between intrusions in a medium subject to any kind of noise. The study is restricted to additive noise and non quantum systems. The method only relies on the stochastic evolution equation of the field in the medium, and information about the interaction between the medium and the intrusions, as given by the boundary conditions of the fields at the surface of the bodies. No assumptions are made regarding any characteristic of the noise, which could be internal of external, thermal or induced, white or colored, additive or multiplicative, and even non-Gaussian.

This formalism reduces to the classical thermal Casimir effect when the medium is subjected to an additive Gaussian white noise with autocorrelation amplitude $Q = k_BT(L+L^+)$ and its dynamics is described by a Hermitian operator, as shown in (2.36).

Eq. (2.37) is the main result of the Chapter. It can be used to obtain the Casimir force (or fluctuation induced forces) for the steady state of any system, in Equilibrium or not equilibrium situations, described by a noise term which can be correlated or not in space, colored or white in time and for any geometry in principle. Furthermore, as shown in Sect. 2.6, it is possible study systems whose dynamics would be given by non Hermitian evolution equations, or even by dynamical operators explicitly time dependent [64] [56]. In principle, we can study time dependent Casimir forces with
this formalism. Eq. (2.37) can be also used as a numerical computation tool of Casimir forces in realist situations: Eigenvalues problem can be numerically solved for any geometry and, after introduce the results of this problem in Eq. (2.37) and perform the numerical sum, we obtain a numerical result for the Casimir force. All this procedure must be done carefully in order to avoid spurious numerical divergences. In fact, an implementation of the problem can be easily done with a Finite Element Method implementation software. First of all, we would solve numerically the eigenvalue problem of the geometry over study with the boundary condition of each body and, to carry out the (divergent) series over eigenvalues, we add a regularization kernel to the series. The introduction of the regularizing kernel transform the considered divergent series into an asymptotic series. Therefore we have to carry out this sum with the specific techniques of the asymptotic series to obtain the correct result of the series [92]. We also used the formalism presented here to probe that Casimir forces nulls in equilibrium isotropic systems, and it is generally non zero for any other situation.

We have obtained an exact formula for the Casimir force felt by a body (2.37), which shows how to derive the Casimir force for any geometrical configuration and noise. Equation (2.37) can be used to obtain non-equilibrium induced self forces over asymmetric bodies, as shown in [51]. It can also provide a numerical tool useful to evaluate Casimir forces for complicated geometries.

Along this Chapter, we have used the formula to obtain the force between parallel plates in different media (in a reaction–diffusion model 2.4 and in liquid crystals 2.5) under the influence of different kinds of Gaussian noises, i.e., white noise to recover the thermal case already studied in the literature, and noises with nonzero spatial or temporal correlation lengths, where different forces appears.

Finally we have shown an example of the evaluation of Casimir forces in a system with non-Hermitian evolution dynamics, which was an intractable problem until the development of the formalism presented herein.
2.8 Appendix

2.8.1 Appendix A: Elizalde zeta function

The computation of the Casimir forces makes use of the asymptotic expansion of the Elizalde zeta function, which is defined as [93]

\[ Z_p(s, A, \omega) = \sum_{n \in \mathbb{Z}^p} \frac{1}{(n^T \cdot A \cdot n + \omega^2)^s}, \quad (2.92) \]

we are mainly interested in the case of diagonal matrix \( A \). This function admits an asymptotic expansion valid for all complex \( s \) [94]

\[
\begin{align*}
Z_p(s, A, \omega) &= \frac{\pi^\frac{p}{2} \Gamma(s - \frac{p}{2})}{\Gamma(s) \sqrt{|A|}} \omega^{p-2s} \\
&\quad + \frac{2\pi^s \omega^\frac{p}{2} - s}{\Gamma(s) \sqrt{|A|}} \sum_{n \in \mathbb{Z}^p} (m^T A^{-1} m)^{\frac{2s-p}{2}} K_{s-\frac{p}{2}} \left( 2\pi \omega \sqrt{m^T A^{-1} m} \right). \quad (2.93)
\end{align*}
\]

where \( K_p(z) \) is the inhomogeneous Bessel function of the second kind or Macdonald function. When \( p = 2 \), this is called the Chowla–Selberg formula. The demonstration of this formula is as follows. Using the known integral

\[
\int_0^\infty dt \, t^{s-1} e^{-at} = \frac{\Gamma(s)}{a^s}, \quad (2.94)
\]

Elizalde zeta function \( (2.92) \) can be written as

\[
Z_p(s, a, \omega) = \frac{1}{\Gamma(s)} \int_0^\infty dt \, t^{s-1} \sum_{n \in \mathbb{Z}^p} e^{-t \omega^2} e^{-t(n^T \cdot A \cdot n)}, \quad (2.95)
\]

We also need the Poisson theorem

\[
\sum_{n \in \mathbb{Z}^p} \delta(x - n) = \sum_{m \in \mathbb{Z}^p} e^{2\pi i m \cdot x}. \quad (2.96)
\]

If we multiply on both sides of the equality by \( f(x) = e^{-t(n^T \cdot A \cdot n)} \), and perform an integration over \( x \in \mathbb{R}^p \), we obtain

\[
\sum_{n \in \mathbb{Z}^p} e^{-t(n^T \cdot A \cdot n)} = \frac{\pi^\frac{p}{2} t^{\frac{p}{2} - \frac{p}{2}}}{\sqrt{|A|}} \sum_{m \in \mathbb{Z}^p} e^{-\frac{\pi^2}{2} m^T \cdot A^{-1} \cdot m}. \quad (2.97)
\]
After the substitution of (2.97) into (2.95), and separating the term \( m = 0 \), we obtain

\[
Z_p(s, a, \omega) = \frac{1}{\Gamma(s)} \int_0^\infty dt \, t^{s-1} e^{-t\omega} \frac{\pi^{\frac{p}{2}} t^{-\frac{p}{2}}}{\sqrt{|A|}} \left[ 1 + \sum_{m \in \mathbb{Z}^p} e^{-\frac{\pi^2}{2} t m^r \cdot \mathbf{A} - \frac{p}{2} m^2} \right].
\] (2.98)

Finally, after carrying out the \( t \)-integral with

\[
\int_0^\infty dt \, t^{\nu - 1} e^{-\alpha t - \beta t} = 2 \left( \frac{\alpha}{\beta} \right)^{\frac{\nu}{2}} \nu \frac{\pi}{\alpha} K_{\nu} \left( 2 \sqrt{\frac{\alpha \beta}{\nu}} \right),
\] (2.99)

and simplifying the result, we obtain Eq. (2.93). We are mainly interested in the case \( p = 1 \) with \( \alpha > 0 \), for which

\[
Z_1(s, \alpha, \omega) = \sum_{n \in \mathbb{Z}} \frac{1}{(\alpha^2 n^2 + \omega^2)^{\frac{s}{2}}} = \sqrt{\frac{\pi \Gamma(s - \frac{1}{2})}{\Gamma(s) \alpha}} \omega^{-2s} + \frac{4 \pi^s}{\Gamma(s) \alpha} \sum_{n=1}^\infty \left( \frac{n}{\alpha \omega} \right)^{s-\frac{1}{2}} K_{s-\frac{1}{2}} \left( 2 \pi \frac{n}{\alpha} \right).
\] (2.100)

When studying Casimir forces between plates with Dirichlet boundary conditions, the following series needs to be computed

\[
Y_1(s, \alpha, \omega) = \sum_{n \in \mathbb{Z}} \frac{\alpha^2 n^2}{(\alpha^2 n^2 + \omega^2)^{\frac{s}{2}}},
\] (2.101)

It is straightforward to obtain

\[
\sum_{n \in \mathbb{Z}} \frac{\alpha^2 n^2}{(\alpha^2 n^2 + \omega^2)^{\frac{s}{2}}} = \sum_{n \in \mathbb{Z}} \frac{1}{(\alpha^2 n^2 + \omega^2)^{s-1}} - \omega^2 \sum_{n \in \mathbb{Z}} \frac{1}{(\alpha^2 n^2 + \omega^2)^{s}},
\] (2.102)

and therefore

\[
Y_1(s, \alpha, \omega) = Z_1(s - 1, \alpha, \omega) - \omega^2 Z_1(s, \alpha, \omega).
\] (2.103)

### 2.8.2 Appendix B: Derivation of Eq. (2.33)

In this Appendix we will obtain an expression for the cross-average of the mode amplitudes \( \phi_n(t) \) in the steady state given in Eq. (2.33) and derived from Eq. (2.31)

\[
\lim_{t \to \infty} \langle \phi_n(t) \phi_m^*(t) \rangle = \lim_{t \to \infty} e^{-\mu_n t + \mu_m t} \int_{-\infty}^t d\tau_1 \int_{-\infty}^t d\tau_2 e^{\mu_n \tau_1 + \mu_m \tau_2} \langle \xi_n(\tau_1) \xi_m^*(\tau_2) \rangle.
\] (2.104)

The problem is reduced to the evaluation of the cross-average of the noise amplitudes \( \xi_n(t) \) and \( \xi_m(t) \)

\[
\langle \xi_n(\tau_1) \xi_m^*(\tau_2) \rangle = \int d\mathbf{r}_1 \int d\mathbf{r}_2 g_n^*(\mathbf{r}_1) g_m(\mathbf{r}_2) \langle \xi(\mathbf{r}_1, \tau_1) \xi^*(\mathbf{r}_2, \tau_2) \rangle.
\] (2.105)
Spatial and temporal noise correlations factorizes. We can use that to solve (2.105) obtaining
\[\langle \xi_n(\tau_1)\xi^*_m(\tau_2) \rangle = c(\tau_1 - \tau_2) \int dr_1 \int dr_2 g_n^*(r_1)h(r_1 - r_2)g_m(r_2) = c(\tau_1 - \tau_2)h_{nm}, \quad (2.106)\]
where \(h_{nm}\) is defined. Applying this result in (2.104), the cross-average of the mode amplitudes in the steady state is
\[\lim_{t \to \infty} \langle \phi_n(t)\phi^*_m(t) \rangle = \lim_{t \to \infty} \int_{-\infty}^{t} d\tau_1 \int_{-\infty}^{t} d\tau_2 e^{-\mu_n(t-\tau_1) - \mu_m^*(t-\tau_2)}c(\tau_1 - \tau_2)h_{nm}\]
\[= \int_{0}^{\infty} dz_1 \int_{0}^{\infty} dz_2 e^{-\mu_n z_1 - \mu_m^* z_2}c(z_1 - z_2)h_{nm}, \quad (2.107)\]
where the change of variables \(z_1 = t - \tau_1\) and \(z_2 = t - \tau_2\) has been applied. After performing a second change of variables \(u = z_1 - z_2\) and \(v = (z_1 + z_2)/2\), and using the parity \(c(z) = c(-z)\), we obtain
\[\lim_{t \to \infty} \langle \phi_n(t)\phi^*_m(t) \rangle = h_{nm} \int_{-\infty}^{\infty} du \int_{|u|/2}^{\infty} dv e^{-\mu_n (v+u/2) - \mu_m^* (v-u/2)}c(u)\]
\[= h_{nm} \int_{-\infty}^{\infty} du c(u) e^{-(\mu_n - \mu_m^*)u/2} \int_{|u|/2}^{\infty} dv e^{-(\mu_n + \mu_m^*)v} \]
\[= h_{nm} \int_{-\infty}^{\infty} du c(u) e^{-(\mu_n - \mu_m^*)u/2} \int_{|u|/2}^{\infty} dv e^{-(\mu_n + \mu_m^*)v} \]
\[= \frac{h_{nm}}{\mu_n + \mu_m^*} \left[ \int_{0}^{\infty} du c(u) e^{-\mu_n u} + \int_{0}^{\infty} du c(u) e^{-\mu_m^* u} \right].\]
If we define \(\tilde{c}(p)\) as the Laplace transformation of \(c(t)\), we obtain Eq. (2.33)
\[\lim_{t \to \infty} \langle \phi_n(t)\phi^*_m(t) \rangle = h_{nm} \frac{\tilde{c}(\mu_n) + \tilde{c}(\mu_m^*)}{\mu_n + \mu_m^*}. \quad (2.108)\]
Stochastic quantization and Casimir forces.

In this Chapter we show how the stochastic quantization method developed by Parisi and Wu can be used to obtain electromagnetic (EM) Casimir forces starting from the dynamical approach presented in Chapter 2 of this Thesis. Both quantum and thermal fluctuations are taken into account by a Langevin equation for the field. The method allows the Casimir force to be obtained directly, derived from the stress tensor instead of the free energy. It only requires the spectral decomposition of the Laplacian operator in the given geometry. As an application, we compute the Casimir force on the plates of a finite piston of arbitrary cross section. Fluctuations of the force are also directly obtained, and it is shown that, in the piston case, the variance of the force is twice the force squared.

Fluctuation-induced (Casimir) forces [2][14] are currently attracting renewed attention, probably because of the accessibility of small systems at the nano- and micro-scale,
as it is in these small systems where Casimir forces are revealed. However, techniques
to calculate forces for complicated geometries, beyond the usual ones with high de-
grees of symmetry, are scarce. Recently, a powerful technique to calculate EM Casimir
forces [21][22] has been proposed. It is based on a multiscattering technique and has
been successfully applied to many configurations, such as plates, cylinders, spheres,
wedges, etc. [95]

Casimir forces have their origin in fluctuations of EM fields. With that idea in
mind, a method that takes as its starting point the Langevin equation describing the
evolution of systems subjected to fluctuations has recently been proposed [72]. This
method was applied to thermal fluctuations, and one of its advantage is that it is
applicable to systems in or out of equilibrium. However, its application to EM Casimir
forces of quantum origin has not yet been developed.

The goal of this Chapter is to apply the Langevin equation method to calculate
forces of quantum origin. The method is based on the stochastic quantization method
developed by Parisi and Wu [96][97]. They construct a Langevin equation for a given
field subjected to thermal fluctuations. However, this Chapter will show how quantum
fluctuations arise naturally within that method.

The plan of this Chapter is as follows. We start in Sect. 3.1 by presenting the
Stochastic quantization procedure or Parisi–Wu formalism, which let us define the
quantum fluctuations of the EM field. In Sect. 3.2 we dynamic formalism of Casimir
effect is applied to the EM field subject to quantum–thermal fluctuations. As a result, a
formula of the Casimir force over a given object is obtained. In Sect. 3.3, the developed
formalism is applied to the faces of a perfect metal metal piston of arbitrary cross
section. As a result, the Casimir force over each plate is obtained for all temperatures.
The short and large distance limits are studied in the zero and high temperature limits.
In Sect. 3.5, the variance of the Casimir force is defined and obtained for the system
under study. We finish with some conclusions and three appendix. In Appendix A
(Sect. 3.8.1), the intermediate calculations to obtain a formula for the Casimir force
over a face of the arbitrary shape piston are presented. In Appendix B (Sect. 3.8.2),
the formula of the variance of the Casimir force is obtained for linear surrounding field
in equilibrium. Finally, in Appendix C (Sect. 3.6), we present the equivalence between three formalism of Casimir effect: (1) the Partition function formalism; (2) the Stress–Tensor formalism and; (3) the Dynamical formalism presented in this Thesis.

The contents of this Chapter is based on the work published in [98].

### 3.1 Parisi-Wu formalism

The Casimir force is calculated in [72] via the stress tensor, $T$, which must be averaged over the probability distribution of the fields $\phi$. Such a probability distribution $\rho = P[\phi]$ is given by:

$$\rho = \frac{1}{Z} e^{-S[\phi]/\hbar}, \quad (3.1)$$

where $S[\phi]$ is the action of the scalar or EM field with zero mass, Wick-rotated in the time variable $(t = i\tau)$ [14][99][100], i.e.,

$$S[\phi] = -\frac{1}{2} \int_0^{\beta \hbar} d\tau \int d\mathbf{r} \phi^* \left( \frac{1}{c^2} \frac{\partial^2}{\partial \tau^2} + \nabla^2 \right) \phi, \quad (3.2)$$

where $\beta = 1/k_B T$ and $Z$ is the partition function $Z = \int \mathcal{D}\phi \mathcal{D}\phi^* e^{-\beta S[\phi]}$. For the bosonic case, the field $\phi$ must obey periodic boundary conditions in time, that is, $\phi(\tau + \beta \hbar, \mathbf{r}) = \phi(\tau, \mathbf{r})$. The stress tensor is normally a bilinear form in the field $T = \mathcal{T}[\phi^*, \phi, \mathbf{r}]$, the expression that defines the stress tensor operator $\mathcal{T}$.

Herein we use the formalism of Parisi and Wu [96] to evaluate the average of the stress tensor in an alternative way. The idea of Parisi and Wu consists in a formulation of quantum mechanics or quantum field theory in terms of a stochastic process. More precisely, a Langevin equation for the field $\phi$ is written as an evolution equation in an auxiliary time, which we will call pseudo-time, $s$. In this description, the field depends on the new pseudo-time variable: $\phi(\tau, \mathbf{r}) \rightarrow \phi(\tau, \mathbf{r}; s)$. The Langevin equation takes the form [101]

$$\partial_s \phi(\tau, \mathbf{r}; s) = -\frac{\delta S[\phi]}{\delta \phi} + \eta(\tau, \mathbf{r}; s)$$

$$= \left( \frac{1}{c^2} \frac{\partial^2}{\partial \tau^2} + \nabla^2 \right) \phi + \eta(\tau, \mathbf{r}; s). \quad (3.3)$$
The term $\eta(\tau, r; s)$ is the source of fluctuations, given by a Gaussian white noise satisfying the fluctuation–dissipation relation [81]

$$\langle \eta(\tau, r; s) \rangle = 0,$$

$$\langle \eta(\tau, r; s) \eta(\tau', r'; s') \rangle = 2k_BT\delta(\tau - \tau')\delta(r - r')\delta(s - s').$$

The associated Fokker–Planck equation (also called advanced Kolmogorov Equation) in pseudo-time $s$ for the probability distribution $\rho$ is

$$\partial_s \rho - \frac{\delta}{\delta \phi} \left[ \frac{\delta S[\phi]}{\delta \phi} + \frac{1}{\beta} \frac{\delta}{\delta \phi} \right] \rho = 0,$$

where we have used the properties of the Gaussian noise given in Eq. (3.4). The steady state in pseudo-time is reached in the limit $s \to \infty$, where $\partial_s \rho = 0$, then $\rho$ obeys in the steady state

$$\frac{\delta}{\delta \phi} \left[ \frac{\delta S[\phi]}{\delta \phi} + \frac{1}{\beta} \frac{\delta}{\delta \phi} \right] \rho = 0.$$ 

Eq. (3.7) is a linear variational equation in $\rho$, which admits the solution

$$\rho = \frac{1}{Z} e^{-\beta S[\phi]}.$$ 

Then the solution of the Langevin equation in the stationary limit $s \to \infty$ reproduces the probability distribution given by Eq. (3.1) [99].

Having an expression for the stress tensor and a Langevin equation for the field, we can follow the procedure recently developed in [72] to obtain the Casimir force. The field $\phi$ is written as (and a similar decomposition for the noise $\eta$ with coefficients $\eta_{nm}$):

$$\phi(\tau, r; s) = \sum_{n,m} \phi_{nm}(s)g_m(\tau)f_n(r),$$

where $f_n$ and $g_m$ are the eigenfunctions:

$$\nabla^2 f_n(r) = -\lambda_n^2 f_n(r) \quad \frac{1}{c^2} \frac{\partial^2}{\partial \tau^2} g_m(\tau) = -\omega_m^2 g_m(\tau),$$

which are orthogonal under the $L^2$ scalar product in space or time. The above expression indicates that $f_n(r)$ and $\lambda_n^2$ encode the spatial configuration of the system, that is, the position of the bodies and their boundary conditions. In a similar fashion, $g_m(\tau)$
and $\omega_m^2$ contain the (Wick-rotated) time dependence. As we are considering a bosonic field that obeys periodic boundary conditions in $\tau$, the eigenvalues are $\omega_m = 2\pi m / \beta \hbar c$, $m \in \mathbb{Z}$, and the normalized eigenfunctions are $g_m(\tau) = \exp(i\omega_m \tau) / \sqrt{\beta \hbar}$. Then, the coefficients $\phi_{nm}$ satisfy the differential equation

$$
\frac{d\phi_{nm}(s)}{ds} = - \left[ \lambda_n^2 + \omega_m^2 \right] \phi_{nm}(s) + \eta_{nm}(s),
$$

which can be integrated to give

$$
\phi_{nm}(s) = \int_{-\infty}^{s} d\sigma e^{(\lambda_n^2 + \omega_m^2)(\sigma - s)} \eta_{nm}(\sigma),
$$

where the noise coefficients satisfy, from Eq. (3.4)

$$
\langle \eta_{nm}(s) \eta^{*}_{n'm'}(s') \rangle = 2k_B T \delta(s - s') \delta_{nn'} \delta_{mm'}.
$$

## 3.2 Casimir forces from the average stress tensor

The formalism developed in [72] allows the average stress tensor to be calculated by substituting expression (3.8) into the stress tensor and taking the average over the fluctuations, $\eta(\tau, r; s)$, in the limit $s \to \infty$.

$$
\langle T(r) \rangle = \lim_{s \to \infty} \langle T[\phi(s), \phi(s), r] \rangle = \lim_{s \to \infty} \sum_{n_1,m_1} \sum_{n_2,m_2} \langle \phi_{n_1,m_1}(s) \phi_{n_2,m_2}^*(s) \rangle T[f_{n_1}, f_{n_2}^*, r].
$$

(3.13)

The two functions $\phi_{nm}$ are replaced by their values in terms of the fluctuations, given by Eq. (3.11), resulting into a double integral over two pseudo-times. Then, the average $\langle T(r) \rangle$ is carried out using Eq. (3.12), that eliminates one integral, with the final result:

$$
\langle T(r) \rangle = \frac{1}{\beta} \sum_{nm} \frac{T_{nm}}{\lambda_n^2 + \omega_m^2},
$$

(3.14)

where $T_{nm}(r) = T[f_n, f_m^*, r]$.

Furthermore, the sum over the temporal eigenvalues, $\omega_m$, can be carried out to obtain the result

$$
\langle T(r) \rangle = \frac{\hbar c}{2} \sum_n \frac{T_{nn}}{\lambda_n} \left[ 1 + \frac{2}{e^{\beta \hbar c \lambda_n} - 1} \right],
$$

(3.15)
which can be related with the quantum fluctuation–dissipation theorem for the EM field [102]. Finally, to obtain the Casimir force over a certain body, the stress tensor must be integrated over the surface $\Omega$ that defines the object

$$ F_C = \oint_{\Omega} \langle T(r) \rangle \cdot dS. \quad (3.16) $$

Equation (3.15) is the main result of this Chapter. It gives an expression for the quantum Casimir force including the effects of a finite, non-vanishing temperature, in terms of the eigenvalues and eigenfunctions of the Laplacian operator. This expression has been easily obtained using the stochastic quantization approach to a quantum field, together with the formalism of the Langevin equation calculation of fluctuation-induced forces [72].

Let us note that, as it occurs in most of the calculations of the Casimir Force, the expression for $\langle T(r) \rangle$ in Eq. (3.15) is generally divergent at every point of space $r$ if the sum over eigenvalues runs to infinity. However, the expression for the force, that is obtained integrating over the surface of the body, Eq. (3.16), is finite in the sense of divergent series, as numerical calculations show. It means that the integration over the body regularizes the divergences of the averaged stress tensor. If we assume that such regularization is carried out mode by mode, we can interchange the integration over the surface and the summation over eigenvalues, to obtain,

$$ F_C = \frac{\hbar c}{2} \sum_n \frac{1}{\lambda_n} \left[ 1 + \frac{2}{e^{\beta \hbar \lambda_n} - 1} \right] \oint_{\Omega} T_{nn}(r) \cdot dS. \quad (3.17) $$

which is a finite result. Therefore, the interchange of the integral and summation regularizes the Casimir force, avoiding the use of ultraviolet cutoffs.

As we show herein, this provides a new method to calculate Casimir forces for a given geometry by diagonalizing the Laplace operator. So, this approach is suitable for numerical calculations of Casimir forces in complicated, realistic geometries. Moreover, this method provides the force directly, not as a difference of the free energy with respect to a reference state, which is somehow difficult to establish. Also, it can be used as a starting point for a perturbative theory for, e.g., non-flat geometries, rough surfaces or similar problems.
3.3 Perfect metal pistons of arbitrary cross section

The expression for the Casimir force, Eq. (3.15), allows one to evaluate the quantum limit, that is, by setting the temperature equal to zero, where the second summand inside the brackets in Eq. (3.15) vanishes, i.e.,

$$\lim_{T \to 0} \langle T(r) \rangle = \frac{\hbar c}{2} \sum_n \frac{T_{nn}}{\lambda_n}. \quad (3.18)$$

In the opposite, classical limit, when $\hbar \to 0$, a Taylor expansion of the square bracket in Eq. (3.15) gives

$$\lim_{\hbar \to 0} \langle T(r) \rangle = k_B T \sum_n \frac{T_{nn}}{\lambda_n^2}. \quad (3.19)$$

This expression for the Casimir force has been used for classical systems [72], such as liquid crystals [46] or reaction–diffusion systems [50]. The two limits, quantum (3.18) and thermal (3.19), show that the driving force of the fluctuations has different origin. In the first case, the presence of the factor $\hbar$ indicates the quantum nature of the fluctuations, whereas in the second case, the factor $k_B T$ reveals its thermal origin.

3.3 Perfect metal pistons of arbitrary cross section

Let us consider a piston of arbitrary cross section, area $A$ and perimeter $P$ made of a perfectly conducting metal surface [103]. Two flat conducting plates of the same cross section of the piston are placed at a distance $L$ apart along the $x$ direction. The plates are perpendicular to the surface of the cylinder. We have represented the geometry under study for the particular case of a circular piston in Fig. 3.1 We calculate the Casimir force for these plates by applying the formalism developed in this Chapter. First, we solve the eigenvalue problem for the EM field and apply Eqs. (3.14) and (3.16) to obtain the force. For the EM field the normal component of the stress tensor reads

$$T_{xx} = E_x^2 + B_x^2 - \frac{1}{2} E^2 - \frac{1}{2} B^2, \quad (3.20)$$

which has to be averaged over the noise and then integrated over the surface of the plates, as shown in Eq. (3.16) and Fig. 3.1. These technical calculations are left to the Appendix A 3.8.1 of this Chapter. For perfectly conducting plates, the boundary
conditions are: \( \mathbf{E} \times \mathbf{n} = 0 \) and \( \mathbf{B} \cdot \mathbf{n} = 0 \), where \( \mathbf{n} \) is the normal vector at the surface. In this geometry, the EM field can be decomposed into transverse electric (TE) and transverse magnetic (TM) modes, which are discussed independently [104].

In Coulomb gauge (\( \nabla \cdot \mathbf{A} = 0 \)), the electric \( \mathbf{E} \) and magnetic \( \mathbf{B} \) fields are derived from the potential vector as \( \mathbf{E} = -\partial_t \mathbf{A} \) and \( \mathbf{B} = \nabla \times \mathbf{A} \).

For the TM modes, the magnetic field is transversal to the \( x \) direction, and the vector potential \( \mathbf{A} \) for TM modes can be written (in Coulomb gauge) as

\[
\mathbf{A}_{\text{TM}} = (-C \nabla_{\perp}^2 D, \partial_x C \partial_y D, \partial_x C \partial_z D) e^{-i\omega t},
\]

\[
\mathbf{E}_{\text{TM}} = i\omega (-C \nabla_{\perp}^2 D, \partial_x C \partial_y D, \partial_x C \partial_z D) e^{-i\omega t},
\]

\[
\mathbf{B}_{\text{TM}} = -\omega^2 (0, -C \partial_z D, C \partial_y D) e^{-i\omega t}.
\]

Here \( \omega^2 = k_x^2 + \lambda_n^2 \), where the fields \( C(x) \) and \( D(\mathbf{r}_\perp) \) satisfy

\[
\partial_x^2 C(x) = -k_x^2 C(x), \quad \text{(Neumann BC on } x = 0, L) \]

\[
\nabla_{\perp}^2 D_n(\mathbf{r}_\perp) = -\lambda_n^2 D_n(\mathbf{r}_\perp), \quad \text{(Dirichlet BC on } S),
\]

where \( S \) is the surface of the cylinder and \( \mathbf{r}_\perp = (y, z) \). For the TE set, the electric field is transversal to \( x \), so the vector potential is

\[
\mathbf{A}_{\text{TE}} = i\omega (0, -S \partial_z N, S \partial_y N) e^{-i\omega t},
\]

\[
\mathbf{E}_{\text{TE}} = \omega^2 (0, -S \partial_z N, S \partial_y N) e^{-i\omega t},
\]

\[
\mathbf{B}_{\text{TE}} = i\omega (S \nabla_{\perp}^2 N, -\partial_x S \partial_y N, -\partial_x S \partial_z N) e^{-i\omega t}.
\]
where the functions $S(x)$ and $N(r_\perp)$ satisfy Eqs. (3.22) with the opposite boundary conditions: Dirichlet for $S(x)$ and Neumann for $N(r_\perp)$. However, in this case, we must exclude the constant eigenfunction, with eigenvalue $\lambda_n^2$ equal to zero, as it gives that $A_{TE} = 0$ and then $E_{TE} = B_{TE} = 0$.

Substitution of the TE modes into the expression for the stress tensor, and integration over one side of the plates gives, after a long but straightforward calculation left to the Appendix A 3.8.1, left to an expression of the Casimir force over one side of the piston as

$$\int_{1\text{ side}} \langle T_{xx}^{TE} \rangle \, dS_x = -\frac{1}{\beta L} \sum_{m \in \mathbb{Z}} \sum_{n = 1}^{\infty} \sum_{n} \frac{k_x^2}{\omega_m^2 + k_x^2 + \lambda_n^2},$$

(3.24)

where $k_x^2 = (n_x \pi / L)^2$, and $\omega_m$ are the Matsubara frequencies defined after Eq. (3.9). This expression is one of the main results of this Chapter, because we use it to derive the Casimir force from noise averages instead zeta regularizations or optical paths. For the TM modes, one obtains exactly the same expression, but $\lambda_n$ are the eigenvalues of the two-dimensional (2D) Laplacian with Neumann boundary conditions. We will denote the complete set of eigenvalues of the Laplacian with Neumann (excluding the zero eigenvalue) and Dirichlet boundary conditions by the index $p$. The expression above is the equivalent of Eq. (3.14) when the spectrum can be split into a longitudinal and transversal part, that is, $\lambda_n^2 = k_x^2 + \lambda_p^2$. These series are divergent, but the net Casimir force, which is the difference between the force on the two sides of the plate, is finite.

The sum over the variable $n_x$ in Eq. (3.24) can be carried out with the help of the Chowla–Selberg summation formula [93]. This formula extracts the divergent, $L$-independent part of the summation, which cancels when the integral in Eq. (3.24) is performed for both sides of the piston, resulting in

$$F_C = -k_B T \sum_p \sum_{m \in \mathbb{Z}} \sum_{n=1}^{\infty} \sqrt{m^2 \Lambda^2 + \lambda_p^2} e^{-2Ln} \sqrt{m^2 \Lambda^2 + \lambda_p^2}. \quad (3.25)$$

Here, $\Lambda = 2\pi k_BT / \hbar c$ is the inverse thermal wavelength. If we carry out the sum over $n$, the force results on the more compact form

$$F_C = -k_B T \sum_p \sum_{m \in \mathbb{Z}} \frac{\sqrt{m^2 \Lambda^2 + \lambda_p^2}}{e^{2Ln} \sqrt{m^2 \Lambda^2 + \lambda_p^2} - 1}. \quad (3.26)$$
In Ref. [105] it was obtained a formula for the free energy of the configuration considered here, that, after differentiation with respect to the distance between the plates, leads to the force above. We can proceed to evaluate the Casimir force at $T = 0$, that is, the purely EM case without thermal corrections. This case is obtained by noting that, when $T \to 0$ (equivalent to the limit $\Lambda \to 0$ in Eq. (3.25)), the sum over $m$ can be replaced by an integral by the use of Abel–Plana formula [106]. Computing the integral for finite $\Lambda$ and taking the limit $\Lambda \to 0$, the result is

$$F_C = -\frac{\hbar c}{2\pi} \sum_{p,n} \lambda_p^2 [K_0(2nL\lambda_p) + K_2(2nL\lambda_p)],$$

(3.27)

where $K_\alpha(x)$ is the modified Bessel function of order $\alpha$. This expression gives the finite or regularized Casimir force between two plates at distance $L$. The precise geometry of the plates enters into the double set of eigenvalues of the Laplacian (with Neumann and Dirichlet boundary conditions) $\lambda_p$.

### 3.3.1 Short distance limit

For short distances, however, the summation above can be calculated without explicitly knowing the eigenvalues of the Laplacian. Such eigenvalues must scale with the inverse of the typical size of the piston. So, for distances $L$ much smaller than the section of the piston, we can replace the sum over the eigenvalues, $\lambda_p$, by an integral, using the asymptotic expression for the density of states of the Laplacian in two dimensions for each set of Dirichlet or Neumann BC [103][107]:

$$\rho(k) = \frac{A}{2\pi} k\theta(k) + \eta \frac{P}{4\pi} \theta(k) + \chi \delta(k),$$

(3.28)

where $\theta(k)$ is the step function, $A$ is the area of the piston, $P$ its perimeter, $\eta = +1$ for Neumann BC and $\eta = -1$ for Dirichlet BC and $\chi$ depends on the curvature of the perimeter and on the number and angle of vertices as

$$\chi = \frac{1}{24} \sum_i \left[ \frac{\pi}{\alpha_i} - \frac{\alpha_i}{\pi} \right] + \frac{1}{12} \sum_j \kappa(\gamma_j) d\gamma_j,$$

(3.29)

where $\alpha_i$ is the angle of each piston’s vertex and $\kappa(\gamma_j)$ is the curvature of each smooth section of the perimeter. The resulting integrals can be performed to obtain the Casimir
force contribution of each mode as
\[
F_{TE}^{T=0} = -\hbar c \left[ \frac{\pi^2}{480L^4} A + \frac{\zeta(3)}{32\pi L^3} P + \frac{\pi}{24L^2} (\chi - 1) \right],
\]
\[
F_{TM}^{T=0} = -\hbar c \left[ -\frac{\pi^2}{480L^4} A - \frac{\zeta(3)}{32\pi L^3} P + \frac{\pi}{24L^2} \chi \right],
\]
(3.30)

where the contribution of the zero eigenvalue for the Neumann BC problem must be explicitly dropped because, as discussed above, it does not contribute to the Casimir force. The global Casimir force is the sum of the two polarizations contributions [103]
\[
F_{T=0} = F_{T=0}^{TE} + F_{T=0}^{TM} = -\hbar c \left[ \frac{\pi^2}{240L^4} A + \frac{\pi}{24L^2} (2\chi - 1) \right],
\]
(3.31)

which reduces to the well-known result of the EM Casimir force for infinite parallel plates [2].

### 3.3.2 Large distance limit

In the opposite limit, when \( L \) is much larger than the typical size of the plate, the argument of the Bessel functions in Eq. (3.27) is much larger than one. Because of the exponential behavior of the Bessel functions, only the smallest eigenvalue \( \lambda_1 \) contributes to the sum, with the result
\[
F_{T=0} = -\frac{\hbar c}{2\sqrt{\pi L}} g_1 \lambda_1^{3/2} e^{-2L\lambda_1},
\]
(3.32)

result directly proportional to the degeneration \( g_1 \) of \( \lambda_1 \). Here, a counterintuitive result is obtained. One would expect that the thin piston would tend to the known one-dimensional (1D) Casimir force, but instead an exponential decay of the force is found. The known 1D result would be obtained if the zero eigenvalue were considered. However, this eigenvalue is excluded, as it leads to a vanishing eigenfunction. Therefore, the 1D Casimir force cannot be obtained as the limit from three dimensions (3D) to 1D.

At intermediate distances, that is, \( L \) comparable to the size of the plates, one must solve the eigenvalue problem. To illustrate the intermediate behavior and the transition from Eq. (3.31) to (3.32), we study the case of a circular cylinder of radius \( R \). In this
case, the eigenvalues are the zeros of the Bessel function $J_\nu(r)$ and its derivative, with degeneration $g_n = 2$ except in their lower zero ($\lambda_D = 2.40482$ for the Dirichlet problem, and $\lambda_N = 0$ for the Neumann case) The dependence with the radius of the cylinder is $\lambda^2_p(R) = \lambda^2_p(R = 1)/R^2$, so the Casimir force as expressed in Eq. (3.27) is a function of $L/R$ when the force is multiplied by $R^2$. Figure 3.2 shows the results for the Casimir force, Eq. (3.27), when $N = 1, N = 10, N = 100, N = 1,000$ and $N = 10,000$ eigenvalues (taking into account their degeneration). We have also plotted the two limiting results: (i) the 3D Casimir force (3.31), valid for $L \ll R$ with an algebraic behavior: $F_C R^2 \propto (L/R)^{-4}$ (solid line), (ii) the far distance limit, given by Eq. (3.32) with the smallest eigenvalue $\lambda^2_1(R) \simeq \left(\frac{1.84118}{R}\right)^2 = 3.38996/R^2$ with degeneracy $g_1 = 2$, that is valid for $L \gg R$ (dotted line). The transition between both regimes is observed at $L \simeq R$. As expected, when few eigenvalues are summed, for instance $N = 10$, the resulting force is only valid in the limit of long distances. As the number of eigenvalues increase, the numerical result approaches the 3D Casimir force. For $N = 1,000$ eigenvalues, we have excellent results for $L/R > 0.05$. We remark, however, that the full curve can be obtained by only considering $N \approx 100$ eigenvalues for large distances and matching this numerical result with the asymptotic expression (3.31) for short distances, with a crossover distance $L \approx 0.3R$.

3.4 Thermal Casimir force

In a similar fashion, we can calculate the thermal Casimir force when $\hbar \to 0$, or $\Lambda \to \infty$. Then, in Eq. (3.25), only the term with $m = 0$ is different from zero. The sum over $n$ can be done, with the result

$$F_{\hbar=0} = -k_B T \sum_p \frac{\lambda_p}{e^{2L \lambda_p} - 1}. \tag{3.33}$$

For short ($L \ll R$) and long ($L \gg R$) distances, Eq. (3.33) reads

$$F_{\hbar=0} = -k_B T \left[ \frac{\zeta(3)}{4\pi L^3} A + \frac{1}{2L} (2\chi - 1) \right],$$

$$F_{\hbar=0} = -k_B T g_1 \lambda_1 e^{-2L \lambda_1}, \tag{3.34}$$
3.5 Fluctuation of Casimir forces

The Casimir force has its origin in fluctuations, so it is a fluctuating quantity itself. The formalism developed in this Chapter allows the calculation of fluctuations of the force, defined as

\[
s^2_F = \oint_{\Omega} \oint_{\Omega} \left< \left[ T(r_1) \cdot dS_1 \right] \left[ T(r_2) \cdot dS_2 \right] \right> - F_C^2.
\]  

(3.35)
Calculation of $\sigma_F^2$ requires the correlation of a product of four noises, $\eta$, which, because of the Gaussian nature of $\eta$, factorizes into three products of pairs of noises, as given by Eq. (3.4).

For the piston geometry considered in this Chapter, the fluctuations of the force can be obtained by evaluating Eq. (3.35), technical details are left to Appendix B 3.8.2 of this Chapter. In this case, and because of the geometry of the problem, each of the summands that appear in the four-point correlations of the noise gives $F_C^2$. Therefore, the fluctuations of the force, for any temperature and cross section, are simply

$$\sigma_F^2 = 2F_C^2.$$  \hspace{1cm} (3.36)

Similar fluctuations have been obtained for a purely thermal force [108] and measured in [68] by means of numerical simulation in a hydrodynamical system. The fact that the fluctuation of the force is as large as the force itself is a signature of fluctuation-induced forces.

### 3.6 Equivalence between dynamical approach to Casimir effect, Stress Tensor formalism and Partition function formalism

In this Section, we demonstrate the equivalence of the dynamical formalism of Casimir effect in the particular case of equilibrium systems with the Stress–Tensor formalism [109] of Casimir effect and with the partition function formalism, from which the multiscattering formalism is derived [21].

As seen in Chaper 2 of this Thesis, for equilibrium systems, the fluctuations of the surrounding field follows the next Langevin PDE given in Eq. (2.11):

$$\partial_t \phi = -\mathcal{L}\mathcal{G}\phi + \xi (r,t),$$  \hspace{1cm} (3.37)

where $\mathcal{L}$ is the Onsager operator associated with transport coefficients, $\mathcal{G}$ is the density functional of the energy functional of our problem given in Eq. (2.9), it is

$$F[\phi] = \frac{1}{2} \int dv \phi \mathcal{G}\phi = \int dv \mathcal{F},$$  \hspace{1cm} (3.38)
and $\xi(r,t)$ is a zero mean Gaussian equilibrium noise, with autocorrelation (Eqs. (2.2) and (2.12))

$$\langle \xi(r,t)\xi(r',t') \rangle = k_B T (\mathcal{L} + \mathcal{L}^+) \delta(r-r') \delta(t-t'). \quad (3.39)$$

In this model, $\phi$ is constrained because of the boundary conditions of each $\alpha$ intrusion, which in the more general linear case are of Robin type:

$$(D_\alpha \phi(s) + N_\alpha \partial_n \phi(s)) |_{s \in S_\alpha} = 0, \quad (3.40)$$

where $S_\alpha$ is the surface of each $\alpha$ intrusion, and $D_\alpha$ and $N_\alpha$ are constants which defines the kind of boundary condition of the surface $S_\alpha$ ($D_\alpha = 0$ and $N_\alpha \neq 0$ for Neumann Boundary Conditions, $N_\alpha = 0$ and $D_\alpha \neq 0$ for Dirichlet Boundary Conditions and $N_\alpha \neq 0$ and $D_\alpha \neq 0$ for general Robin Boundary Conditions). Then we can define the spatial eigenproblem

$$\mathcal{L}_G f_n(r) = \mu_n f_n(r), \quad (D_\alpha f_n(s) + N_\alpha \partial_n f_n(s)) |_{s \in S_\alpha} = 0, \quad (3.41)$$

where $\mathcal{L}_G$ is a hermitian operator because our system is in equilibrium, then the right eigenvalue is $g_n(r) = f_n^*(r)$, and $\langle f_n^* | f_m \rangle = \int_{\Omega} \text{d}r f_n^*(r)f_m(r) = \delta_{nm}$.

It can be demonstrated that the partition function of our problem is (Eqs. (2.6) and (2.14))

$$Z = \int \mathcal{D} \phi e^{-\beta F[\phi]}. \quad (3.42)$$

As $F[\phi]$ is a quadratic functional over $\phi$, $Z$ is a Gaussian functional integral, then the functional integral can be carried out to give [22]

$$Z = \frac{1}{\sqrt{|G|}}. \quad (3.43)$$

As we have a system in equilibrium at a constant temperature, we can define the Helmholtz free energy of the system in terms of the partition function of the system as

$$-\beta \mathcal{F} = \log (Z) = -\frac{1}{2} \log |G|. \quad (3.44)$$

Using this determinant in term of the eigenvalues of the linear operator $\mathcal{G}$, and the properties of the logarithm, the Helmholtz free energy is [110][111]

$$\mathcal{F} = \frac{k_B T}{2} \sum_{n=1}^{\infty} \log (\lambda_n), \quad (3.45)$$
where the functional determinant is well defined here because the spectral zeta regularization principle is used here. The quantities $\lambda_n$ are defined in the eigenproblem

$$G f_n(r) = \lambda_n f_n(r), \quad (D_\alpha f_n(s) + N_\alpha \partial_n f_n(s))|_{s \in S_n} = 0,$$

(3.46)

where we have assumed that operators $L G$ and $G$ share eigenfunctions (that is the case in the examples considered in this Thesis), and the relationship between $\lambda_n$ and $\mu_n$ is assumed to be $\mu_n = L_n \lambda_n$, where $L f_n = L_n f_n$. These assumptions will be understood at the end of the Section.

From Eq. (3.45), we define the Casimir force as

$$F_C = -\partial_L F = \frac{k_B T}{2} \sum_{n=1}^{\infty} \partial_L \lambda_n.$$  

(3.47)

The problem is to obtain an expression for the derivative of an eigenvalue in terms of an internal parameter. To do so, we need an integral representation of the eigenvalue $\lambda_n$, that can be easily obtained from the eigenvalue problem. If we left–multiply the eigenvalue problem by $f^*_m(r)$ and carry out an integration over all the space, the eigenvalue can be written as

$$\lambda_n = \int_\Omega d r f^*_n(r) G f_n(r) = 2 \int_\Omega d r [F[f_n]].$$

(3.48)

Following [46], let us consider the variation of $\lambda_n$ under a displacement $\delta \vec{\ell}$. If we have into account that a displacement $\delta \vec{\ell}$ of a surface implies not only a variation of the field in the bulk, but also a variation of the bulk itself,

$$\delta \lambda_n = 2 \int_\Omega d r \left[ \frac{\partial F}{\partial f_n} \delta f_n + \frac{\partial F}{\partial \nabla f_n} \delta \nabla f_n \right] + 2 \oint_{\partial \Omega} ds \hat{n} \cdot \delta \vec{\ell} F.$$  

(3.49)

We integrate by parts the second summand of the volume integral, obtaining

$$\delta \lambda_n = 2 \int_\Omega d r \left[ \frac{\partial F}{\partial f_n} - \nabla \left( \frac{\partial F}{\partial \nabla f_n} \right) \right] \delta f_n + 2 \oint_{\partial \Omega} ds \hat{n} \cdot \left[ \frac{\partial F}{\partial \nabla f_n} \delta f_n + \delta \vec{\ell} F \right].$$

(3.50)

The integrand of the volume integral vanishes, because the equilibrium state is a minimum of the free energy, and the integrand is the Euler–Lagrange equations of the field derived from the energy functional of our problem given in Eq. (3.38). In addition to that, we can approximate at first order in $\delta \vec{\ell}$ that

$$\delta f_n(L) = f_n(L + \delta \vec{\ell}) - f_n(L) = \nabla f_n(L) \cdot \delta \vec{\ell} + O(\delta \vec{\ell}^2),$$

(3.51)
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Then

$$\delta \lambda_n = 2 \oint_{\partial \Omega} ds \, \hat{n}_\mu \cdot \left[ \delta^{\mu \nu} F - \nabla^\mu f_n \frac{\partial \bar{F}}{\partial \nabla^\nu f_n} \right] \cdot \delta \ell_\nu. \quad (3.52)$$

We observe that the tensor operator under brackets is the stress tensor as defined in Eq. (2.17), then

$$\frac{\delta \lambda_n}{\delta \ell_\nu} = 2 \oint_{\partial \Omega} ds \, \hat{n}_\mu \cdot \mathbf{T}^{\mu \nu}[f_n, f^*_n, s]. \quad (3.53)$$

Using this result in Eq. (3.47), we arrive to our final result

$$F^\nu_C = -\partial_L \mathcal{F} = \sum_{n=1}^{\infty} \frac{k_B T}{\lambda_n} \oint_{\partial \Omega} ds \, \hat{n}_\mu \cdot \mathbf{T}^{\mu \nu}[f_n, f^*_n, s], \quad (3.54)$$

which is the Eq. (2.37) for equilibrium systems.

Note that, when $L \neq 1$, the Casimir force is in this case, following Eq. (2.37):

$$F_C = -\sum_{n=1}^{\infty} \frac{k_B T (L_n + L^*_n)}{\mu_n + \mu^*_n} \oint_{\partial \Omega} ds \, \hat{n}_\mu \cdot \mathbf{T}^{\mu \nu}[f_n, f^*_n, s]. \quad (3.55)$$

Using the imposed assumption $\mu_n = L_n \lambda_n$, the Casimir force is in this case, following Eq. (2.37):

$$F_C = -\sum_{n=1}^{\infty} \frac{k_B T}{\lambda_n} \oint_{\partial \Omega} ds \, \hat{n}_\mu \cdot \mathbf{T}^{\mu \nu}[f_n, f^*_n, s], \quad (3.56)$$

which is the same force as the one given in in Eq. (3.54), but with the opposite criterium of sign because of the criteria of signs given in Eq (2.20). Note that if the operator $\mathcal{G}$ is isotropic in space then its eigenvalues cannot have any information about the geometry of the system ($\lambda_n \neq f(L)$), and therefore the Casimir force vanishes in this special case, as explained in Sect. 2.3 of this Thesis.

If we use the spectral representation of the Green function of the problem

$$\mathcal{G}(r, r') = \sum_n \frac{f^*_n(r) f_n(r')}{\lambda_n}, \quad (3.57)$$

we recover the Stress–Tensor formalism of equilibrium Casimir effect with the Fluctuation–Dissipation Theorem already applied [109]. Then, in this Section we have demonstrated the equivalence between the Stress–Tensor formalism, the partition function formalism (from which the multiscattering formalism is derived) and the dynamical approach to equilibrium Casimir effect.
3.7 Conclusions

We have shown in this Chapter that stochastic quantization together with the Langevin formalism provides a new approach to calculate Casimir forces in the quantum electrodynamics (QED) case, including thermal effects. The starting point is the calculation of the Casimir force via the stress tensor, which is a function of the fluctuating fields. Parisi and Wu derived a Langevin equation to describe the dynamics of such fields, which can be integrated to give an expression for the force. The method presented herein is quite simple, and avoids some technical complication of other approaches. Moreover, it calculates the force directly, instead of the free energy. Another advantage is that it provides a numerical method to calculate the Casimir force in complicated geometries, such as those of interest for microelectromechanical systems (MEMS) devices. The method only requires spectral decomposition of the Laplacian operator in the given geometry, and summation of the eigenvalues and the value of the eigenfunction along the boundary of the object, as shown in Eqs. (3.15) and (3.16). Quantum \((T \to 0)\) and classical \((\hbar \to 0)\) limits are recovered by Eqs. (3.18) and (3.19) respectively.

In addition, the equivalence of the dynamical formalism in equilibrium cases with the partition function formalism and with the stress-tensor formalism have been obtained and, thanks to the use of the dynamical formalism applied here, we have been able to define a variance of the Casimir force and to give a general expression of it. This formula have let us to obtain the variance of the arbitrary section perfect metal piston at any temperature.

3.8 Appendices

3.8.1 Appendix A: Derivation of averaged stress tensor over the piston surface

In this appendix we will obtain the integral over one side of the piston of the average over the noise of the stress energy tensor given in Eq. (3.24) as a sum over \(n_x\) and \(\lambda_n\). Because of the system geometry, it is evident that \(y\) and \(z\) components are zero, then
the Casimir force (3.16) over one side of the piston is defined as
\[ F_{C,x} = \int_{\mathcal{P}} \left\langle T_{xx} \right\rangle \, ds = \int_{\mathcal{P}} ds \left( E_x^2 + B_x^2 - \frac{1}{2} E^2 - \frac{1}{2} B^2 \right), \]
(3.58)
where \( \mathcal{P} \) is the surface of one side of the piston. The total Casimir force is the sum of the contributions of both sides of the piston. Then we need the two point correlation function of \( A \), which is obtained from Eq. (3.14) as
\[ \left\langle A_i(r) A_j(r') \right\rangle = \frac{1}{\beta} \sum_{nm} \frac{1}{\omega_m^2 + \lambda_n^2} \frac{a_{i,n}(r)a_{j,n}^*(r')}{\|a_n\|^2}, \]
(3.59)
where \( a_{i,n}(r) \) is the \( i \) component of the eigenvector \( \Delta a_n(r) = -\lambda_n^2 a_n(r) \). Then, for the electric and magnetic fields we have
\[ \left\langle E_i(r) E_j(r') \right\rangle = \frac{1}{\beta} \sum_{nm} \frac{1}{\omega_m^2 + \lambda_n^2} \frac{e_{i,n}(r)e_{j,n}^*(r')}{\|a_n\|^2}, \]
(3.60)
\[ \left\langle B_i(r) B_j(r') \right\rangle = \frac{1}{\beta} \sum_{nm} \frac{1}{\omega_m^2 + \lambda_n^2} \frac{b_{i,n}(r)b_{j,n}^*(r')}{\|a_n\|^2}, \]
(3.61)
where \( e_n(r) = -i\omega a_n(r) \) and \( b_n(r) = \nabla \times a_n(r) \). These expressions are the Quantum Fluctuation–Dissipation theorem for the EM field [102].

From (3.22) and its equivalent result for TM modes, it is immediate to obtain that the functions \( C(x) \) and \( S(x) \) of TM and TE modes respectively, are \( S(x) = \sin(k_xx) \) and \( C(x) = \cos(k_xx) \), with \( k_x^2 = (n_x \pi / L)^2 \). Then, for \( Z(x) = S(x) = C(x) \), we obtain
\[ \int_0^L dx Z^2(x) = \frac{L}{2}. \]
(3.62)
In addition to that, if \( g_n \) is solution of the eigenproblem \( \nabla_\perp^2 g_n = -\lambda_{\perp,n}^2 g_n \) over the surface of one side of the piston \( \mathcal{P} \), then a product with \( g_{i,n}^* \) and an integration over \( \mathcal{P} \) gives
\[ \lambda_{\perp,n}^2 = \frac{1}{\|g_n\|^2} \int_{\mathcal{P}} ds (\nabla_\perp g_n)^2, \]
(3.63)
where the norm \( \|g_n\| \) is defined as
\[ \|g_n\|^2 = \int_{\mathcal{P}} ds |g_n|^2. \]
(3.64)
We separate the study in polarizations because the geometry of the system does not mix them.
**TE modes**

The norm of $A_{TE}$ is defined as

$$
\| A_{TE} \|^2 = \int_0^L dx \int_P ds |A_{TE}|^2. \tag{3.65}
$$

Then, having into account Eq. (3.23), it is easy to obtain

$$
\| A_{TE} \|^2 = \frac{L}{2} \lambda^2 \omega^2. \tag{3.66}
$$

We obtain $\int_P \langle E_{TE,x} \rangle^2 ds = 0$ because we are working with TE modes, and $\int_P \langle B_{TE,x} \rangle^2 ds = \int_P \langle E_{TE} \rangle^2 ds = 0$ because these integrals are proportional to $\sin(k_x x)$ over the plate. The contribution of the magnetic field is

$$
\int_P ds \langle B_{TE} \rangle^2 = \frac{1}{\beta} \sum_{nm} \frac{1}{\omega_m^2 + \lambda_n^2} \int_P ds b_n(s) b_n^*(s) \| a_n \|^2. \tag{3.67}
$$

We study this case in detail as an example of the calculations involved in this Appendix. The rest of integrals are obtained on a similar way. Using Eq. (3.23), we obtain

$$
\int_P ds b_n(s) b_n^*(s) = \omega^2 k_x^2 \int_P ds \left[ \left( \partial_y N \right)^2 + \left( \partial_z N \right)^2 \right] = \omega^2 \lambda^2 \int_P ds (\nabla^2 N). \tag{3.68}
$$

where $S(x) = \sin(k_x x)$, then over the plate we have $S(x) = 0$ and

$\partial_x S(x) = \lim_{x \to 0} k_x \cos(k_x x) = k_x$. Then

$$
\int_P ds b_n(s) b_n^*(s) = \omega^2 k_x^2 \int_P ds \left[ \left( \partial_y N \right)^2 + \left( \partial_z N \right)^2 \right] = \omega^2 k_x^2 \int_P ds (\nabla^2 N). \tag{3.69}
$$

Using Eq. (3.63), the integral is carried out to

$$
\int_P ds b_n(s) b_n^*(s) = \omega^2 k_x^2 \lambda^2. \tag{3.70}
$$

Finally, using Eqs. (3.66) and (3.70) in Eq. (3.67), we obtain the contribution to the Casimir force of the TE polarization as

$$
F_{C,x}^{TE} = -\frac{1}{2} \int_P ds \langle B_{TE} \rangle^2 = -\frac{1}{\beta L} \sum_{nm} \frac{k_x^2}{\omega_m^2 + \lambda_n^2}. \tag{3.71}
$$
TM modes

The norm of $A_{TM}$ is, using the definition of Eq. (3.65) and Eq. (3.21):

$$\| A_{TM} \|^2 = \frac{L}{2} \lambda \omega^2. \quad (3.72)$$

Obviously, $\int_{P} \langle B_{TM,x} \rangle^2 ds = 0$ because we are working with TM modes. The rest of integrals over one side of the piston are obtained as

$$\int_{P} \langle E_{TM,x} \rangle^2 ds = \frac{2}{\beta L} \sum_{nm} \frac{\lambda^2}{\omega_m^2 + \lambda^2_n}, \quad (3.73)$$

$$\int_{P} \langle E_{TM} \rangle^2 ds = \frac{2}{\beta L} \sum_{nm} \frac{\lambda^2}{\omega_m^2 + \lambda^2_n}, \quad (3.74)$$

$$\int_{P} \langle B_{TM} \rangle^2 ds = \frac{2}{\beta L} \sum_{nm} \frac{\omega^2}{\omega_m^2 + \lambda^2_n}, \quad (3.75)$$

where we have used that $C(x) = \cos(k_x x)$, then over the plate $C(0) = 1$ and $\partial_x C(0) = \lim_{x \to 0} -k_x \sin(k_x x) = 0$. Then, the contribution to the Casimir force of the TM polarization, having into account all non zero contributions is

$$F_{TM}^{C,x} = -\frac{1}{\beta L} \sum_{nm} \frac{k_x^2}{\omega_m^2 + \lambda^2_n}. \quad (3.76)$$

Eqs. (3.71) and (3.76) are used to obtain the Casimir force over a piston shown in Eq. (3.25).

3.8.2 Appendix B: Derivation of the fluctuations of the force.

In this appendix we are going to obtain a formula for the variance of the Casimir force from Eq. (3.35) and derive the result given in Eq. (3.36) for pistons.

In the model presented here, the dynamics of the fluctuations of the medium is given by the SDE (Eqs. (2.1) and (3.3))

$$\partial_s \phi = \left( \frac{1}{\epsilon^2} \frac{\partial^2}{\partial \tau^2} - \mathcal{M} \right) \phi + \eta(\tau, r, s), \quad (3.77)$$

where $\eta(\tau, r, s)$ is a zero mean Gaussian noise with autocorrelation

$$\langle \eta(\tau, r, s) \eta(\tau', r', s') \rangle = \Gamma \delta (\tau - \tau') \delta (r - r') \delta (s - s'). \quad (3.78)$$
Therefore, Eq. (3.77) generalizes the SDEs given in Eq. (3.3) when \( \mathcal{M} = -\Delta \) and in Eq. (2.1) when we consider the pseudo-time as the real time \( s = t \) and we drop the dependence on \( \tau \).

We have assumed that each object is subject to an stochastic force \( \mathbf{F} \), which is a stochastic variable defined as

\[
\mathbf{F}^i = \oint_s \mathbf{T}^{ij} \cdot \mathbf{n}_j ds,
\]

and whose mean is the so defined Casimir force (Eq. (2.19))

\[
\mathbf{F}_C^i = \langle \mathbf{F}^i \rangle = \oint_s \langle \mathbf{T}^{ij} \rangle \cdot \mathbf{n}_j ds.
\]

The average is performed over the stress tensor because we are assuming that the surface of the bodies does not fluctuate. Then the variance of the Casimir force is defined as the variance of the stochastic force \( \mathbf{F} \) as

\[
\sigma^2_{F_i} = \left( \oint_s \mathbf{T}^{ij} \cdot \mathbf{n}_j ds \oint_r \mathbf{T}^{ik} \cdot \mathbf{n}_k dr \right) - \left( \oint_s \mathbf{T}^{ij} \cdot \mathbf{n}_j ds \right)^2.
\]

In the case of scalar EM fields, \( \mathbf{T}^{ij} \) is bilinear in the field, then the integrand of the Casimir force is proportional to the two point correlation function. We also need the four points correlation function in order to obtain the variance. In this derivation, we will assume that the spatial operator \( \mathcal{M} \) is an hermitian operator, then its eigenvalues \( \mu_n \) are real and left and right eigenfunctions are equal, then we have the spatial and temporal eigenproblems

\[
\mathcal{M} f_n(r) = \mu_n f_n(r), \quad \frac{1}{c^2} \frac{\partial^2}{\partial \tau^2} g_m(\tau) = -\omega_m g_m(\tau),
\]

which are a generalization of Eq. (3.9) as explained above. This eigenvalue expansion let us factorize the general solution of Eq. (3.77) in the same way as in Eq. (3.8) as

\[
\phi(\tau, r; s) = \sum_{n,m} \phi_{nm}(s) g_m(\tau) f_n(r),
\]

the same factorization must be applied to the noise. We can apply this factorization to Eq. (3.77) to obtain

\[
\partial_s \phi_{nm} = - \left[ \omega_m^2 + \mu_n \right] \phi_{nm} + \eta_{nm}(s).
\]
whose general solution is
\[ \phi_{nm}(s) = \int_{-\infty}^{s} d\sigma e^{(\omega_m^2 + \mu_n)(\sigma-s)} \eta_{nm}(\sigma). \] (3.85)

The four points correlation function in the steady state is defined as
\[ \langle \phi(r_1, \tau_1) \phi(r_2, \tau_2) \phi(r_3, \tau_3) \phi(r_4, \tau_4) \rangle = \lim_{s \to \infty} \sum_{n,m_1,n_2,m_2} \sum_{m_3,n_3,m_4} \sum_{n_4,m_4} \left( \prod_{k=1}^{4} \phi_{n_k,m_k}(s) \right) \times \]
\[ \times \prod_{k=1}^{4} f_{n_k}(r_k) g_{m_k}(\tau_k), \] (3.86)

where the average of the product of four modes over the noise is obtained by the use of Eq. (3.85) as
\[ \lim_{s \to \infty} \left( \prod_{k=1}^{4} \phi_{n_k,m_k}(s) \right) = \lim_{s \to \infty} \int_{-\infty}^{s} d\sigma_1 \int_{-\infty}^{s} d\sigma_2 \int_{-\infty}^{s} d\sigma_3 \int_{-\infty}^{s} d\sigma_4 \times \]
\[ \times e^{(\omega_1^2 + \mu_1)(\sigma_1-s)} e^{(\omega_2^2 + \mu_2)(\sigma_2-s)} e^{(\omega_3^2 + \mu_3)(\sigma_3-s)} e^{(\omega_4^2 + \mu_4)(\sigma_4-s)} \times \]
\[ \times \langle \eta_{n_1m_1}(-1) \eta_{n_2m_2}(\sigma_2) \eta_{n_3m_3}(\sigma_3) \eta_{n_4m_4}(\sigma_4) \rangle. \] (3.87)

Eq. (3.87) depends on the average over the noise of the product of four factorization terms of the noise itself. The four point correlation of the modes of the noise is obtained by the use of the definition given in Eq. (3.85) as
\[ \langle \eta_{n_1m_1}(-1) \eta_{n_2m_2}(\sigma_2) \eta_{n_3m_3}(\sigma_3) \eta_{n_4m_4}(\sigma_4) \rangle = \]
\[ \int dr_1 \int dr_2 \int dr_3 \int dr_4 \int_{0}^{\beta} d\tau_1 \int_{0}^{\beta} d\tau_2 \int_{0}^{\beta} d\tau_3 \int_{0}^{\beta} d\tau_4 \times \]
\[ \times f_{n_1}(r_1) f_{n_2}(r_2) f_{n_3}(r_3) f_{n_4}(r_4) g_{m_1}(\tau_1) g_{m_2}(\tau_2) g_{m_3}(\tau_3) g_{m_4}(\tau_4) \times \]
\[ \times \langle \eta(r_1, \tau_1, \sigma_1) \eta(r_2, \tau_2, \sigma_2) \eta(r_3, \tau_3, \sigma_3) \eta(r_4, \tau_4, \sigma_4) \rangle. \] (3.88)

Having into account that \( \xi(r, t) \) is a Gaussian noise, the four points correlation function of the noise is given as
\[ \langle \eta(1) \eta(2) \eta(3) \eta(4) \rangle = \langle \eta(1) \eta(2) \rangle \langle \eta(3) \eta(4) \rangle + \langle \eta(1) \eta(3) \rangle \langle \eta(2) \eta(4) \rangle + \langle \eta(1) \eta(4) \rangle \langle \eta(2) \eta(3) \rangle, \] (3.89)

where we have used the compact notation \( \eta(i) = \eta(r_i, \tau_i, \sigma_i) \). Then, we use the auto-correlation noise given in Eq. (3.78) to obtain
\[ \langle \eta(1) \eta(2) \eta(3) \eta(4) \rangle = \Gamma^2 \delta(1-2) \delta(3-4) + \Gamma^2 \delta(1-3) \delta(2-4) + \Gamma^2 \delta(1-4) \delta(2-3), \] (3.90)
where we have used the compact notation \( \tilde{\delta}(i-j) = \delta(r_i - r_j)\delta(\tau_i - \tau_j)\delta(\sigma_i - \sigma_j). \)

With the result given by Eq. (3.90), we can carry out the integration over the space of Eq. (3.88) by the use of the spatial Dirac delta to obtain

\[
\langle \eta_{h_1m_1}(\sigma_1)\eta_{h_2m_2}(\sigma_2)\eta_{h_3m_3}(\sigma_3)\eta_{h_4m_4}(\sigma_4) \rangle = \\
\Gamma^2 \delta_{n_1n_2} \delta_{m_1m_2} \delta_{n_3n_4} \delta_{m_3m_4} \delta(\sigma_1 - \sigma_2)\delta(\sigma_3 - \sigma_4) \\
+ \Gamma^2 \delta_{n_1n_3} \delta_{m_1m_3} \delta_{n_2n_4} \delta_{m_2m_4} \delta(\sigma_1 - \sigma_3)\delta(\sigma_2 - \sigma_4) \\
+ \Gamma^2 \delta_{n_1n_4} \delta_{m_1m_4} \delta_{n_2n_3} \delta_{m_2m_3} \delta(\sigma_1 - \sigma_4)\delta(\sigma_2 - \sigma_3). \tag{3.91}
\]

With the last result given in Eq. (3.91), we can carry out the integrals over the pseudo-time \( s \) of Eq. (3.87) obtaining the last intermediate step of the calculation as

\[
\lim_{s \to \infty} \left( \prod_{k=1}^{4} \phi_{n_k,m_k}(s) \right) = \\
\Gamma^2 \frac{\delta_{n_1n_2}\delta_{m_1m_2}\delta_{n_3n_4}\delta_{m_3m_4}}{\left[ (\omega_{m_1}^2 + \mu_{n_1}) + (\omega_{m_2}^2 + \mu_{n_2}) \right] \left[ (\omega_{m_3}^2 + \mu_{n_3}) + (\omega_{m_4}^2 + \mu_{n_4}) \right]} \\
+ \Gamma^2 \frac{\delta_{n_1n_3}\delta_{m_1m_3}\delta_{n_2n_4}\delta_{m_2m_4}}{\left[ (\omega_{m_1}^2 + \mu_{n_1}) + (\omega_{m_3}^2 + \mu_{n_3}) \right] \left[ (\omega_{m_2}^2 + \mu_{n_2}) + (\omega_{m_4}^2 + \mu_{n_4}) \right]} \\
+ \Gamma^2 \frac{\delta_{n_1n_4}\delta_{m_1m_4}\delta_{n_2n_3}\delta_{m_2m_3}}{\left[ (\omega_{m_1}^2 + \mu_{n_1}) + (\omega_{m_4}^2 + \mu_{n_4}) \right] \left[ (\omega_{m_2}^2 + \mu_{n_2}) + (\omega_{m_3}^2 + \mu_{n_3}) \right]} \tag{3.92}
\]

Then the four points correlation function defined in Eq. (3.86) results in

\[
\langle \phi(r_1, \tau_1)\phi(r_2, \tau_2)\phi(r_3, \tau_3)\phi(r_4, \tau_4) \rangle = \\
\frac{\Gamma^2}{4} \sum_{n_1m_1} \sum_{n_2m_2} \frac{f_{n_1}(r_1)f_{n_2}(r_2)f_{n_3}(r_3)f_{n_4}(r_4)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})} g_{m_1}(\tau_1)g_{m_2}(\tau_2)g_{m_3}(\tau_3)g_{m_4}(\tau_4) \\
+ \frac{\Gamma^2}{4} \sum_{n_1m_1} \sum_{n_2m_2} \frac{f_{n_1}(r_1)f_{n_2}(r_2)f_{n_3}(r_3)f_{n_4}(r_4)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})} g_{m_1}(\tau_1)g_{m_2}(\tau_3)g_{m_3}(\tau_2)g_{m_4}(\tau_4) \\
+ \frac{\Gamma^2}{4} \sum_{n_1m_1} \sum_{n_2m_2} \frac{f_{n_1}(r_1)f_{n_2}(r_2)f_{n_3}(r_3)f_{n_4}(r_4)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})} g_{m_1}(\tau_1)g_{m_2}(\tau_4)g_{m_3}(\tau_2)g_{m_4}(\tau_3). \tag{3.93}
\]

Here, we assume that \( \tau_1 = \tau_2 = \tau_3 = \tau_4 = \tau \), then the dependence on \( g_{m_k}(\tau) \) is
simplified to
\[
\langle \phi(r_1, \tau) \phi(r_2, \tau) \phi(r_3, \tau) \phi(r_4, \tau) \rangle = \frac{\Gamma^2}{4} \sum_{n_1 m_1 n_3 m_3} \frac{f_{n_1}(r_1) f_{n_1}(r_2) f_{n_3}(r_3) f_{n_3}(r_4)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_3}^2 + \mu_{n_3})} + \frac{\Gamma^2}{4} \sum_{n_1 m_1 n_2 m_2} \frac{f_{n_1}(r_1) f_{n_1}(r_3) f_{n_2}(r_2) f_{n_2}(r_4)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})} + \frac{\Gamma^2}{4} \sum_{n_1 m_1 n_2 m_2} \frac{f_{n_1}(r_1) f_{n_1}(r_4) f_{n_2}(r_2) f_{n_2}(r_3)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})}. \tag{3.94}
\]

We are interested in the special case with \( r_1 = r_2 = r \) and \( r_3 = r_4 = r' \), then
\[
\langle \phi(r, \tau) \phi(r, \tau) \phi(r', \tau) \phi(r', \tau) \rangle = \frac{\Gamma^2}{4} \sum_{n_1 m_1 n_2 m_2} \frac{f_{n_1}(r) f_{n_1}(r) f_{n_2}(r') f_{n_2}(r')}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})} + \frac{\Gamma^2}{2} \sum_{n_1 m_1 n_2 m_2} \frac{f_{n_1}(r) f_{n_1}(r') f_{n_2}(r') f_{n_2}(r)}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})}. \tag{3.95}
\]

Finally we obtain from Eqs. (3.95) and (3.81) the variance as
\[
\sigma_F^2 = \frac{\Gamma^2}{2} \sum_{n_1 m_1 n_2 m_2} \frac{1}{(\omega_{m_1}^2 + \mu_{n_1}) (\omega_{m_2}^2 + \mu_{n_2})} \oint_r \mathcal{T}[f_n(r), f_m(r)] \cdot dr \oint_{r'} \mathcal{T}[f_m(r'), f_n(r')] \cdot dr',
\]
where the second term in Eq. (3.81) has been simplified with the first term of Eq. (3.95).

It is an integral formula of the the variance of the Casimir force over a given body, one
of the main results of this Thesis. It is possible to carry out the sums over \( m_1 \) and \( m_2 \)
using \( \omega_m = \frac{2\pi \nu}{n_c m} \) with \( m \in \mathbb{Z} \) and \( \Gamma = 2k_B T \), obtaining
\[
\sum_{m \in \mathbb{Z}} \frac{2k_B T}{\omega_m^2 + \mu} = \frac{\hbar c}{\sqrt{\mu}} \left[ 1 + \frac{2}{e^\frac{\hbar c}{k_B T} - 1} \right]. \tag{3.97}
\]
Therefore, the variance can be written as
\[
\sigma_F^2 = \frac{1}{2} \sum_n \sum_m \frac{\hbar c}{\sqrt{\mu_n}} \left[ 1 + \frac{2}{e^\frac{\hbar c}{k_B T} - 1} \right] \frac{\hbar c}{\sqrt{\mu_m}} \left[ 1 + \frac{2}{e^\frac{\hbar c}{k_B T} - 1} \right] \times \oint_r \mathcal{T}[f_n(r), f_m(r)] \cdot dr \oint_{r'} \mathcal{T}[f_m(r'), f_n(r')] \cdot dr', \tag{3.98}
\]
and the low (quantum) and high (classic) temperature limits of this formula are straightforward to obtain as
\[
\lim_{T \to 0} \sigma_F^2 = \frac{(\hbar c)^2}{2} \sum_n \sum_m \frac{1}{\sqrt{\mu_n \mu_m}} \oint_r \mathcal{T}[f_n(r), f_m(r)] \cdot dr \oint_{r'} \mathcal{T}[f_m(r'), f_n(r')] \cdot dr'. \tag{3.99}
\]
\[ \lim_{\hbar \to 0} \sigma_F^2 = 2(k_B T)^2 \sum_n \sum_m \frac{1}{\mu_n \mu_m} \oint_r \mathcal{T}[f_n(r), f_m(r)] \cdot dr \oint_{r'} \mathcal{T}[f_m(r'), f_n(r')] \cdot dr'. \]  

(3.100)

In the special case \( \mathcal{M} = -\Delta \), we have \( \mu_n = \lambda_n^2 \). As a particular case, we obtain the variance of the Casimir force of a perfect metal piston of arbitrary section. In this particular case, \( f_n(r) = f_n(r') \) and they are constant over each side of the piston. In addition to that, \( \mathcal{T}[f_n(r), f_m(r)] \) is a bilinear form for the EM field, then we can swap \( n \) and \( m \) indices because they are dummy indices to obtain

\[
\sigma_F^2 = 2 \sum_n \sum_m \frac{\hbar c}{2\lambda_n} \left[ 1 + \frac{2}{e^{\frac{\hbar c \lambda_n}{k_BT}} - 1} \right] \frac{\hbar c}{2\lambda_m} \left[ 1 + \frac{2}{e^{\frac{\hbar c \lambda_m}{k_BT}} - 1} \right] \times \\
\times \oint_r \mathcal{T}[f_n(r), f_n(r)] \cdot dr \oint_{r'} \mathcal{T}[f_m(r'), f_m(r')] \cdot dr'. 
\]  

(3.101)

This result admits the simplification

\[
\sigma_F^2 = 2 \left( \sum_n \frac{\hbar c}{2\lambda_n} \left[ 1 + \frac{2}{e^{\frac{\hbar c \lambda_n}{k_BT}} - 1} \right] \oint_r \mathcal{T}[f_n(r), f_n(r)] \cdot dr \right)^2. 
\]  

(3.102)

Using the definition of Casimir force given in Eq. (3.80), we obtain that, for any temperature and for pistons of arbitrary section, the variance of the Casimir force is twice the Casimir force itself

\[
\sigma_F^2 = 2F_{C,x}^2, 
\]  

(3.103)

which is the result presented in Eq. (3.36), valid for all perfect metal pistons with arbitrary section and for any given temperature. The same result for the variance is obtained for classical systems by the application of the same procedure as shown above to Eq. (3.100) for any given spatial (linear) operator \( \mathcal{M} \) whose eigenvalues are \( \mu_n \).

As in the case of evaluation of Casimir forces, we do not need any cutoff to obtain a finite result for the variance of the Casimir force.

The interchange of the integral and summation regularizes the variance Casimir force on the same fashion as the Casimir force was regularized too, avoiding also in this case the use of ultraviolet cutoffs. Other regularizations, that in some cases may lead to non–universal forces or fluctuations are, for instance, the subtraction of the vacuum stress tensor [112] or by averaging the stress tensor over a finite area or a finite time [113][114].
Therefore, we have found an universal form for the fluctuations, as opposite to other authors [108][115]. The difference has its origin in that we do not compute the stress fluctuations or the fluctuations of the force on each side of a plate. Rather, we first compute the total fluctuating force on the body (which is finite) and then we compute its variance.
Stochastic quantization and Casimir forces.
In this Chapter we present another application of our model of evaluation of fluctuation induced forces to a generalization of Langevin dynamics.

Generalizations of Stochastical Differential Equations is an active field in last years. For example, the Langevin Difference Equation has an evident interest in numerical simulations. The replacement of Gaussian noises by Lévi noises is a fundamental tool in the study of turbulence and generalizations of Fluctuation–Dissipation theorem. Also the study of multiplicative noises have interest in noise–induced phase transitions.

The generalization presented here has a different nature. We will obtain the two
point correlation function of a field whose temporal dynamic is described by a general
differential functional, i.e. by a linear functional on temporal derivatives of an integer
order greater or equal to one (that is the case considered before). The case of fractional
derivatives is left to a future work [101].

Usual Langevin equations are a fundamental tool in the study of equilibrium and
non equilibrium Thermodynamics, but there exist cases when Langevin equations can-
ot describe the relaxation dynamics of our systems. The case of the electromagnetic
field subject to stochastic sources is a simple first example, note that it is a different
problem from the case considered in Chapter 3, where a first order temporal derivative
describes the evolution of the field in a virtual time, while in this case, a second order
temporal derivative (characteristic of the wave equation) describes the evolution of the
filed, and its sources are described by a white noise.

We will begin with a description of the dynamics in Sect. 4.1, followed by the
derivation of the Green function of the field in Sect. 4.2. In Sect. 4.3, we will obtain
the two point correlation function in the steady state and compare it with the Green
function of the spatial part of the dynamics. In Sect. 4.4, as an example of the generality
of the proposed model of evaluation of Casimir forces, we will obtain the Casimir force
between two parallel plates immersed in these fluctuating media. We finish this Chapter
with a Discussion in Sect. 4.5.

The contents of this Chapter have not been published anywhere.

4.1 Langevin equation with higher temporal derivatives

Let us consider the generalization of the linear stochastic differential equation (2.1) for
the field \( \phi(r, t) \),

\[
F(\partial_t)\phi(r, t) = -M\phi(r, t) + \xi(r, t),
\]

where \( M \) is a spatial linear operator and \( F(\partial_t) \) is an entire function in \( \partial_t \). The term
\( \xi(r, t) \) is a Gaussian noise. Here we assume that \( \xi(r, t) \) is a zero mean Gaussian white
noise characterized by the autocorrelation
\[ \langle \xi(r, t) \xi^*(r', t') \rangle = \Gamma \delta(r - r') \delta(t - t'). \]  

(4.2)

Generalization to colored Gaussian noises can be performed following the same reasoning that in Chapter 2 adapted to the formalism presented here.

When \( F(x) = x \), we recover the usual Langevin dynamics given in Eq. (2.1), and the two point correlation function of the field in the steady state is given by
\[ \lim_{t \to \infty} \langle \phi(r, t) \phi^*(r', t) \rangle = \Gamma \sum_{\vec{k}} f_n(r) g_n^*(r') \mu_n, \]  

(4.3)

where \( f_n(r) \) are the solutions of the spatial left and right eigenproblem
\[ \mathcal{M} f_n(r) = \mu_n f_n(r), \]  

(4.4)

\[ \mathcal{M}^+ g_n(r) = \mu_n^* g_n(r). \]  

(4.5)

### 4.2 Green function of the Generalized Langevin Equation

As an intermediate step of the derivation of the two point correlation function of the field \( \phi \) in the steady state, we need the Green function of Eq. (4.22) without noise. This Green function obeys
\[ [F(\partial_t) + \mathcal{M}] G(r, r', t, t') = \delta(r - r') \delta(t - t'). \]  

(4.6)

After a symmetric Fourier transformation on time \( t \) (\( t' \) is not transformed) and factorizing the spatial part of the dynamics by the use of the expansion of eigenfunctions given by Eq. (4.4), we obtain that the Fourier transform on time \( t \) of the expansion terms of the Green function obeys
\[ [F(-i\omega) + \mu_n] \hat{G}_n(r, r', \omega, t') = \frac{e^{i\omega t'}}{\sqrt{2\pi}} f_n(r) g_n^*(r'), \]  

(4.7)

where the expansion of spatial Dirac delta on eigenfunctions has been used. Then the complete Green function can be written as the sum of fractions
\[ \hat{G}(r, r', \omega, t') = \frac{e^{i\omega t'}}{\sqrt{2\pi}} \sum_{n \in \mathbb{Z}} \frac{f_n(r) g_n^*(r')}{F(-i\omega) + \mu_n}. \]  

(4.8)
As a crucial step, we use the Mittag–Leffler theorem \[106\]. So that these fractions can be decomposed as a sum of simple fractions in \(\omega\), obtaining

\[
\hat{G}(r, r', \omega, t') = \frac{e^{i\omega t'}}{\sqrt{2\pi}} \sum_{n \in \mathbb{Z}} \sum_{m=1}^{M} \frac{R_n^m}{-i\omega + \omega_n^m} \left( f_n(r) \right) g_n^*(r').
\]

Here:

- \(\{\omega_n^m\} \subset \mathbb{Z}\) is the countable family of solutions of the dispersion relation of the problem \(F(-i\omega) = \mu_n\) for each spatial mode, i.e., they are poles of \(\hat{G}\) in the variable \(\omega\).

- \(\{R_n^m\} \subset \mathbb{Z}\) are the correspondent residue for each pole \(\omega_n^m\) of \(\hat{G}\). It is important to observe that, if \(F(-i\omega)\) has units of \(s^{-n}\), then the Green function has units \(s^n\). As a consequence, these residue must have units of \(s^{n-1}\) because of dimensional coherence.

Then we have obtained the Green function in the temporal frequency space. We have to invert the Fourier transform in order to obtain the Green function in the correct representation in time as

\[
G(r, r', t, t') = \sum_{n \in \mathbb{Z}} \sum_{m=1}^{M} \left[ R_m^n e^{-\omega_m^n(t-t')\theta(\text{sign}(\Re[\omega_m^n]) (t - t'))} \right] f_n(r) g_n^*(r'),
\]

where the tilde means that modes with real part equal to zero contribute with a \(1/2\) weight. This is the main result of the Section. We observe that these Green functions do not explode at infinite time because modes are splitted in three families depending of the sign of their real part:

- If \(\Re[\omega_m^n] > 0\), then this mode is relevant for all \(t > t'\).

- If \(\Re[\omega_m^n] < 0\), then this mode is relevant for all \(t < t'\).

- If \(\Re[\omega_m^n] = 0\), then the inverse Fourier transform gives an undamped term \(\frac{1}{2} \theta(t - t')\).
When $F(x)$ is an entire function on $x$ with a zero of order $N > 1$, the Mittag-Leffler theorem \[106\] says that the fraction that we obtained in Eq. (4.8) can be expanded to

$$
\frac{e^{i\omega t'}}{\sqrt{2\pi}} \frac{1}{(-i\omega + \omega_N)^N} \approx \sum_{n=1}^{N} \frac{R_{N,n}}{(-i\omega + \omega_N)^n},
$$

whose inverse Fourier transform results in

$$
\mathcal{F}^{-1} \left[ \frac{e^{i\omega t'}}{(-i\omega + \omega_N)^N} \right] (t) = e^{-\omega_N (t-t') \theta(\text{Re} \{\omega_N\})} \sum_{n=1}^{N} R_{N,n} \frac{(t-t')^{n-1}}{(n-1)!}.
$$

In the important particular case of the usual Langevin equation with first order temporal derivative, the known Green function can be derived as a special case of Eq. (4.10) as

$$
G(r, r', t, t') = \sum_{n \in \mathbb{Z}} e^{-\omega_n (t-t')} f_n(r) g^*_n(r').
$$

### 4.3 Correlation function in the steady state

Once the Green function of the generalized Langevin equation has been derived, we are able to obtain the correlation function of the field in the steady state. This is the key quantity to obtain, because the average of any measurable quantity in the steady state of the field $\phi$ can be written in terms of this correlation function.

We can write the general solution of the generalized Langevin equation (4.22) in terms of the Green function of the field (4.10) as

$$
\phi(r, t) = \int_{-\infty}^{\infty} dt' \int \, dr' G(r, r', t, t') \xi(r', t').
$$

The correlation function in the steady state is defined as

$$
\langle \phi(r) \phi^*(r') \rangle = \lim_{t \to \infty} \lim_{t' \to t} \langle \phi(r, t) \phi^*(r', t') \rangle.
$$

This average must be obtained from

$$
\langle \phi(r, t) \phi^*(r', t') \rangle = \left\langle \int \, dr'' \int_{-\infty}^{\infty} dt'' G(r, r'', t, t'') \xi(r'', t'') \int \, dr''' \int_{-\infty}^{\infty} dt''' \xi^*(r''', t''') G^*(r', r''', t', t''') \right\rangle.
$$
By the use of Eq. (4.2), this integral can be reduced to

\[ \langle \phi(r, t)\phi^*(r', t') \rangle = \Gamma \int dr'' \int dt'' G(r, r'', t, t'')G^*(r', r'', t', t''). \]  

(4.17)

Using Eq. (4.10) and carrying out the integrations in time and space (where the orthogonality of \( f_n(r) \) has been used), we obtain that the two point correlation function is

\[ \langle \phi(r, t)\phi^*(r', t') \rangle = \sum_{n \in \mathbb{Z}} \sum_{m=1}^{M'} \sum_{m'=1}^{M'} R_m^n R^*_{m'} f_n(r) f^*_n(r') \times \]

\[ \times \int dt' \left[ e^{-\omega^n_m(t-t')} e^{-\omega^{n'}_{m'}(t-t')} \theta(\text{sign}(\text{Re} [\omega^n_m])) (t - t') \right] \theta(\text{sign}(\text{Re} [\omega^{n'}_{m'}])) (t - t') \].

Finally, by the use of the definition of the correlation function in the steady state given in Eq. (4.15), we obtain after a straightforward calculus

\[ \langle \phi(r)\phi^*(r') \rangle = \Gamma \sum_{n \in \mathbb{Z}} \sum_{\omega_m^n \geq 0} \sum_{\omega_{m'}^{n'} \geq 0} \sum_{m=1}^{M'} \sum_{m'=1}^{M'} R_m^n R^*_{m'} f_n(r) f_n(r') \]

\[ \times \int dt' \left[ e^{-\omega^n_m(t-t')} e^{-\omega^{n'}_{m'}(t-t')} \theta(\text{sign}(\text{Re} [\omega^n_m])) (t - t') \right] \theta(\text{sign}(\text{Re} [\omega^{n'}_{m'}])) (t - t') \].

(4.18)

where the tilde means that modes with real part equal to zero contribute with a 1/2 weight. Modes with \( \text{Re} [\omega^n_m] < 0 \) do not contribute to the final result because we have assumed causality when we imposed the condition \( t' > t \). When \( \text{Im} [\omega^n_m] \neq 0 \), having into account that the sum is symmetrical in \( \{m, m'\} \), the result is reduced to

\[ \langle \phi(r)\phi^*(r') \rangle = \Gamma \sum_{n \in \mathbb{Z}} \sum_{\omega_m^n \geq 0} \sum_{\omega_{m'}^{n'} \geq 0} \sum_{m=1}^{M'} \sum_{m'=1}^{M'} \text{Re} [R_m^n R^*_{m'}] \left( \omega^n_m + \omega^{n'}_{m'} \right) + \text{Im} [R_m^n R^*_{m'}] \left( \omega^n_m - \omega^{n'}_{m'} \right) \]

\[ \frac{f_n(r) f_n(r')}{(\omega^n_m + \omega^{n'}_{m'})^2 + (\omega^n_m - \omega^{n'}_{m'})^2} \].

(4.19)

where we have splitted the modes in real and imaginary parts, \( \omega_m^n = \omega_{m'}^{n'} + i\omega_{m'}^{n''} \).

Equation (4.20) is the main result of this Chapter. When modes with \( \text{Re} [\omega^n_m] = 0 \) appear, we have to take into account that they contribute with a 1/2 weight, and terms with \( \text{Re} [\omega^n_m] = \text{Re} [\omega_{m'}^{n'}] = 0 \) do not contribute at all, because \( \lim_{x \to 0} \frac{x}{x^2 + y^2} = 0 \).

In the important particular case of the usual Langevin equation with first order temporal derivative, the correlation function in the steady state can be derived as a special case of Eq. (4.19) as

\[ \langle \phi(r)\phi^*(r') \rangle = \Gamma \sum_{n \in \mathbb{Z}} f_n(r) f_n^*(r') \]

\[ \frac{1}{\mu_n + \mu_n^*}. \]
4.4 Casimir force between infinite parallel plates

Another interesting case is the correlation function of a field subject to the wave equation in the presence of white noise, in this case we have

\[ \frac{\partial^2}{\partial t^2} \phi(r, t) - \Delta \phi(r, t) = \xi(r, t). \] (4.22)

In the temporal frequency domain, the inverse of the wave operator admits the factorization

\[ -\frac{c^2}{\omega^2 - c^2 k^2_n} = \frac{c^2}{2c|k_n|} \left[ \frac{1}{\omega + c|k_n|} - \frac{1}{\omega - c|k_n|} \right], \] (4.23)

then \( \omega_n^2 = c|k_n| \) are the positive modes of the dispersion relation, and \( R_m^n = -\frac{c}{2|k_n|} \) is its correspondent residue, then the correlation function in the steady state is given by

\[ \langle \phi(r) \phi^*(r') \rangle = \frac{\Gamma c}{8} \sum_{n \in \mathbb{Z}} \frac{f_n(r)f_n^*(r')}{|k_n|^3}, \] (4.24)

where \( k_n > 0 \) is imposed because causality. Similar results can be obtained for even greater orders of the temporal derivative. It is easy to verify that, if \( F(x) = \left( \frac{c}{c_p} \right)^p \) and we include a mass term \( m^2 \phi \) in the left part of Eq.(4.22), then the correlation function in the steady state has the form

\[ \langle \phi(r) \phi^*(r') \rangle = \frac{\Gamma c_p}{C(p)} \sum_{n \in \mathbb{Z}} \frac{f_n(r)f_n^*(r')}{(k_n^2 + m^2)^{2-\frac{1}{p}}}, \] (4.25)

where \( C(p) \) is a non monotonous increasing function in \( p \), too complicated to be shown here. For \( p = \{1, \cdots, 6\} \) it is easy to obtain \( C(p) = \{2, 8, 18, 32, 50, 36\} \).

4.4 Casimir force between infinite parallel plates

As an application of the developed formalism, we are going to calculate the Casimir force between infinite parallel plates, located at \( x = 0 \) and \( x = L \), immersed in a medium \( \phi(r, t) \), whose fluctuations in the steady state are described by the generalized Langevin equation

\[ \left( \frac{\partial}{\partial t} \right)^p = \kappa_2 \Delta \phi - \kappa_1 \phi + \xi(r, t), \] (4.26)

where \( \xi(r, t) \) is a white Gaussian noise of intensity \( \Gamma \) and \( p \) is a positive integer. We assume that our plates vanish the fluctuations of \( \phi \) over their surfaces, then \( \phi \) is subject
to Dirichlet boundary conditions over the surface of each plate. In addition to that, we assume that the free energy is the one of a nematic liquid crystals in presence of an external magnetic field given in Eq. (2.59). Then the stress tensor and the used eigenfunctions are the ones given in Sect. 2.5, but the average of the stress tensor over the surface of a plate is given in terms of the two point correlation function in the steady state of this stochastical process, given in Eq. (4.25).

The stress tensor on the surface of a plate is given by (see Eqs. (2.65) and (2.66))

$$\langle T_{xx}(0) \rangle = -\frac{\Gamma}{VC(p)} \sum_n \frac{k_x^2}{(k_x^2 + k_y^2 + k_z^2 + k_0^2)^{2 - \frac{1}{p}}}.$$  \hfill (4.27)

Applying the limit $L_y, L_z \to \infty$, we obtain

$$\langle T_{xx}(0) \rangle = -\frac{\Gamma}{8\pi^2 C(p)L_x} \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} dk_z \sum_{n_x \in \mathbb{Z}} \left( \frac{\pi n_x}{L_x} \right)^2 \left( \frac{\pi n_x}{L_x} \right)^2 + k_y^2 + k_z^2 + k_0^2 \right)^{2 - \frac{1}{p}}.$$ \hfill (4.28)

Using polar coordinates and regularizing the resulting expression using Eqs. (2.103) and (2.100) with $s = 2 - \frac{1}{p}$, we obtain an infinite series on modified Bessel functions, which cannot be carried up to a closed analytical result in general. In any case, it is possible to obtain a closed expression for the limits of large and small adimensional variable $x = k_0L$. At long distances compared with the correlation length, that is $L \gg k_0^{-1}$, the force decays as

$$F_C/A = \frac{\Gamma k_0e^{-2Lk_0}}{4\pi C(p) \Gamma \left( \frac{2}{p} - \frac{1}{p} \right)} \left( \frac{k_0}{L} \right)^{1/p}.$$ \hfill (4.29)

In the opposite limit, when the plates are at a distance much smaller than the correlation length, or $L \ll k_0^{-1}$, the force is

$$F_C/A = \frac{\Gamma \sin \left( \frac{\pi}{p} \right) \Gamma \left( \frac{2}{p} \right) \zeta \left( 1 + \frac{2}{p} \right)}{2^{1+2/p} \pi^2 (p-1) C(p) L^{1+\frac{2}{p}}}.$$ \hfill (4.30)

If $p = 1$, we recover the results given (2.68) and (2.69) respectively. For the interesting case $p = 2$, we obtain, at long distances compared with the correlation length $L \gg k_0^{-1}$, the force

$$F_C/A = \frac{\Gamma k_0e^{-2Lk_0}}{16\pi} \sqrt{\frac{k_0}{L}},$$ \hfill (4.31)
and in the opposite limit $L \ll k_0^{-1}$, the force is

$$F_C/A = \frac{\Gamma}{192L^2}.$$  \hspace{1cm} (4.32)

### 4.5 Discussion

In this Chapter we have derived the Casimir force between parallel plated immersed in a medium whose fluctuations are described by a Langevin equation with a complex temporal evolution differential term. The result obtained here is an example of the kind of calculus for Casimir forces that we can perform within the dynamic formalism of Casimir forces developed in this Thesis.

Obviously, the Langevin equation showed here describes out of equilibrium systems, because the fluctuations in equilibrium require a first order temporal derivative to describe the temporal evolution of such fluctuations.

We have also found that the two point correlation function in the steady state is an essentially different object of the Green function of such field. These two functions are related both each other only for Hermitian systems whose temporal evolution is described by a first order temporal derivative.

The shape of the obtained Green functions is interesting. When an eigenvalue could produce a divergence (in the infinite future or past), the Green function cancels its contribution in the problematic section of time either future or past. Therefore, spatial operators $\mathcal{M}$ with negative eigenvalues can be treated in this formalism.

It is important to remark that in this Chapter we do not claim that some kind of steady state is reached for the systems studied here. We have studied what would be the Casimir force between plates if such steady state exists and it is described by a generalized Langevin equation in temporal derivatives.
Extension of Langevin formalism to higher temporal derivatives and its application to Casimir effect.
Multiscattering formalism of Casimir effect
“Nature’s great book is written in mathematical language.”
Galileo Galilei
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Introduction to the multiscattering formalism of Casimir effect

In this Chapter we present a short introduction to the multiscattering formalism of Casimir effect. This formalism was first introduced by Bulgac et. al. in [116]. It was generalized to the electromagnetic (EM) Casimir effect by Emig et. al. in [21] and [22].

This formalism is general, and let us to obtain the Casimir energy of a system of $N$ generalized dielectrics of arbitrary shape for any given temperature. In particular, Casimir energy between perfect metal parallel plates [2] and the more general Lifshitz formula [14] are derived from this formalism. London energy [3], and retarded limit of Van der Waals energy given by Casimir and Polder in [1], and the more general case of Feinberg and Sucher potential [117] are covered too. The Casimir energy of a system inside a container can also be obtained [118].
The contents of this Chapter is not an original work of the author of this Thesis. It is a theoretical introduction of the multiscattering formalism of Casimir effect, needed to perform the (original) results obtained in following Chapters of this Thesis. This introduction is based on [21][22][119].

5.1 Partition function description of the problem

The system under study is described as follows. There is a thermal bath at a given temperature $T$ (the case $T = 0$ is included), within which there are $N$ stationary dielectrics. The EM action is

$$S [A_\mu] = \frac{1}{2} \int dx^\lambda A^*_\mu (x^\lambda) \left[ \frac{1}{c^2} \partial_\mu^2 - \Delta \right] A_\mu (x^\lambda),$$  \hspace{1cm} (5.1)

and the boundary conditions of the EM fields are the continuity across the surface of the dielectric of the transversal components of $E$ and $H$ fields

$$E_{in} \times \hat{n} = E_{out} \times \hat{n}, \quad H_{in} \times \hat{n} = H_{out} \times \hat{n}.$$  \hspace{1cm} (5.2)

Having into account that these boundary conditions are linear in electric and magnetic fields, and that these fields have a linear relationship with the potential vector $A^\mu$, then the partition function of the constrained $A^\mu$ field can be written symbolically as

$$Z = \int \mathcal{D}A^\mu (x^\lambda) \prod_{\alpha=1}^{N} \delta \left[ C_\alpha A^\mu (x^\lambda) \right] e^{\frac{i}{\hbar} \int dx^\lambda A^*_\mu (x^\lambda) \left[ \frac{1}{c^2} \partial_\mu^2 - \Delta \right] A^\mu (x^\lambda)}.$$  \hspace{1cm} (5.3)

The functional Dirac delta for each dielectric $\alpha$ can be written, by means a functional Fourier transformation, as a functional integral over the induction currents $j_\mu^\alpha (x^\lambda)$ inside the volume and surface of each dielectric $\alpha$. The origin of $j_\mu^\alpha (x^\lambda)$ are the imposed boundary conditions over the surface of each dielectric.

$$\delta \left[ C_\alpha A^\mu (x^\lambda) \right] = \int \mathcal{D} j_\mu^\alpha (x^\lambda) e^{\frac{i}{\hbar} \int dx^\lambda j_\mu^* (x^\lambda) A^\mu (x^\lambda)}.$$  \hspace{1cm} (5.4)

Then the partition function of our problem is

$$Z = \int \mathcal{D}A^\mu (x^\lambda) \prod_{\alpha=1}^{N} \int \mathcal{D} j_\mu^\alpha (x^\lambda) e^{\frac{i}{\hbar} \int dx^\lambda A^*_\mu (x^\lambda) \left[ \frac{1}{c^2} \partial_\mu^2 - \Delta \right] A^\mu (x^\lambda) + \frac{i}{\hbar} \sum_{\alpha=1}^{N} \int dx^\lambda j_\mu^\alpha (x^\lambda) A^\mu (x^\lambda)}.$$  \hspace{1cm} (5.5)
In order to carry out the functional integrals that appear in Quantum Field Theory (QFT), we must apply a Wick rotation of them, which also let us impose the temperature of the thermal bath explicitly. This rotation also connect the QFT with Statistical Physics by means of the Matsubara formalism \[100\]. Then we apply the Wick rotation by a change of variable to an adimensional imaginary time \(x^0 = i \tau\). Then the EM action (5.1) Wick rotated is transformed to

\[
\frac{i}{\hbar} S[A_\mu]_{x^0 = i \tau} = - \frac{1}{2 \hbar c} \int_0^{\beta \hbar c} d \tau \int d \mathbf{x} A_\mu^* \left[ \partial_0^2 + \Delta \right] A^\mu = - \frac{1}{2 \hbar c} S_E. \tag{5.6}
\]

Note that the same Wick transformation was applied in Chap. 3 of this Thesis, where the Parisi–Wu formalism was used to derive the Casimir force in the EM field. Because of Matsubara formalism, bosonic fields (as EM or scalar field) are periodic in the interval \(x^0 \in [0, \beta \hbar c]\), then we can Fourier expand over this interval to obtain

\[
A^\mu(x^0, \mathbf{x}) = \sum_{n \in \mathbb{Z}} A_n^\mu(\mathbf{x}) e^{i \kappa_n x^0}. \tag{5.7}
\]

Periodicity condition over \(x^0\) imposes \(\kappa_n = \frac{2\pi}{\beta \hbar c} n\), with \(n \in \mathbb{Z}\). In addition to that, if \(n \neq 0\), then \(A_{-n}^\mu(\mathbf{x}) = A_{n}^{\mu*}(\mathbf{x})\), then we can factorize the functional differential to

\[
\mathcal{D}A^\mu(x^0, \mathbf{x}) = \mathcal{D}A_0^\mu(\mathbf{x}) \prod_{n=1}^{\infty} \mathcal{D}A_n^\mu(\mathbf{x}) \mathcal{D}A_{-n}^{\mu*}(\mathbf{x}), \tag{5.8}
\]

while the euclidean action is expanded to the infinity series

\[
S_E = \beta \hbar c \sum_{n=0}^{\infty} \left( \int d \mathbf{x} A_n^{\mu*}(\mathbf{x}) \left[ \kappa_n^2 + \Delta \right] A_{\mu,n}(\mathbf{x}) + \sum_{\alpha=1}^{N} \int d \mathbf{x} j_{\alpha,n,\mu}(\mathbf{x}) A_n^\mu(\mathbf{x}) + \text{c.c.} \right), \tag{5.9}
\]

where \(\text{c.c.}\) means the complex conjugate of the written expression. Then the partition function is factorized in Matsubara frequencies

\[
\mathcal{Z} = \prod_{n=0}^{\infty} \mathcal{Z}_n, \tag{5.10}
\]

where each partition function has the general form

\[
\mathcal{Z}_{n \neq 0} = \int \mathcal{D}A_n^\mu(\mathbf{x}) \mathcal{D}A_{n}^{\mu*}(\mathbf{x}) \prod_{\alpha=1}^{N} \int \mathcal{D}j_{n,\alpha,\mu}(\mathbf{x}) \mathcal{D}j_{n,\alpha,\mu}^{*}(\mathbf{x}) \times
\]

\[
eq e^{-\frac{i}{\hbar} \int d \mathbf{x} A_n^{\mu*}(\mathbf{x}) (\kappa_n^2 + \Delta) A_{\mu,n}(\mathbf{x}) + \sum_{n=0}^{\infty} \int d \mathbf{x} j_{n,\alpha,\mu}(\mathbf{x}) A_n^\mu(\mathbf{x}) + \text{c.c.}}. \tag{5.11}
\]
Here some caution is needed with the zero Matsubara frequency, because in this case we have just a real field without complex conjugate contribution. This will result in a 1/2 weight in its contribution to the Casimir effect. We can carry out these Gaussian integrals in $A^{\mu}_{n}(x)$ to obtain

$$\int D A^{\mu}_{n}(x) D A^{\mu*}_{n}(x)e^{-\frac{\beta}{2} \int dx A^{*}_{n,\mu}(x)(\kappa^{2}_{n}+\Delta)A^{\mu}_{n}(x)-j^{*}_{n,\mu}(x)A^{\mu}_{n}(x)+c.c.} =$$

$$\frac{1}{|\kappa^{2}_{n}+\Delta|} e^{-\frac{1}{\kappa^{2}} \int dx \int dy j^{*}_{n,\mu}(x)G_{0}(x,y,\kappa_{n})j_{\mu}(y)+c.c.},$$  (5.12)

where $G_{0}(x,y,\kappa_{n})$ is the dyadic Green function, which takes into account the continuity condition of the induction currents. It can be written for imaginary frequency as

$$G_{0}(x,x',\kappa_{n}) = G_{0}(x,x',\kappa) - \frac{1}{\kappa^{2}} \nabla \otimes \nabla' G_{0}(x,x',\kappa),$$  (5.13)

where $G_{0}(x,x',\kappa) = \frac{1}{4\pi} e^{-|x-x'|/\kappa}$ is the Wick rotated Green function for the scalar field.

Then Eq. (5.11) is reduced to

$$Z_{\mu \neq 0} = \prod_{\alpha=1}^{N} \int D j^{\alpha}_{n,\mu}(x_{\alpha}) D j^{\alpha*}_{n,\mu}(x_{\alpha}) e^{-\frac{\beta}{2} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \int dx_{\alpha} \int dx_{\beta} [j^{*}_{n,\mu}(x_{\alpha})G_{0}(x_{\alpha},x_{\beta,\kappa_{n}})j_{\mu}(x_{\beta})+c.c.]}.$$  (5.14)

### 5.2 Free energy of the system

To solve Eq. (5.14), we apply a multipolar expansion of the dyadic Green function in a given base with label $\ell$ as

$$G_{0}(x,x',\kappa_{n}) = \sum_{\ell} C_{\ell} [M^{out}_{\ell}(x,\kappa_{n}) \otimes M^{in}_{\ell}(x',\kappa_{n}) - N^{out}_{\ell}(x,\kappa_{n}) \otimes N^{in}_{\ell}(x',\kappa_{n})],$$  (5.15)

where we are assuming that $x > x'$. The quantities $M_{\ell}(x,\kappa_{n}) = \nabla \times [\phi_{\ell}(x,\kappa_{n})x]$ and $N_{\ell}(x,\kappa_{n}) = \frac{1}{\kappa} \nabla \times M_{\ell}(x,\kappa_{n})$ are the vector multipoles at imaginary frequency, which correspond to the two polarizations of the EM field. TM polarization is given by $M_{\ell}(x,\kappa_{n})$, while TE polarization is given by $N_{\ell}(x,\kappa_{n})$. $\phi_{\ell}(x,\kappa_{n})$ is the scalar multipole in the same coordinate system. We can find this Dyadic Green functions and their multipolar expansions for different coordinate systems in [22][95][120][121].
5.2 Free energy of the system

And we apply a change of variable from induction currents to external multipoles moments. These external multipoles moments for an object $\alpha$ are defined in terms of the induction currents as

$$Q^a_{M,\ell}(\kappa_n) = \int dx_\alpha j_\alpha(x_\alpha) M^\text{in}_\ell(x_\alpha, \kappa_n), \quad Q^a_{E,\ell}(\kappa_n) = \int dx_\alpha j_\alpha(x_\alpha) N^\text{in}_\ell(x_\alpha, \kappa_n).$$

(5.16)

We will also need the internal multipole moments, defined as

$$\phi^a_{M,\ell}(\kappa_n) = \int dx_\alpha j_\alpha(x_\alpha) M^\text{out}_\ell(x_\alpha, \kappa_n), \quad \phi^a_{E,\ell}(\kappa_n) = \int dx_\alpha j_\alpha(x_\alpha) N^\text{out}_\ell(x_\alpha, \kappa_n).$$

(5.17)

Then, following the formalism developed in [21][22][122][119], the action of the problem given in Eq. (5.14) as

$$-\frac{1}{2\beta} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} S_{\alpha\beta} = -\frac{1}{2\beta} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \int dx_\alpha \int dx_\beta \left[ j^*_\alpha,\beta(x_\alpha) G_0(x_\alpha, x_\beta, \kappa_n) j^\beta_\beta(x_\beta) + c.c. \right],$$

(5.18)

is transformed in terms of external multipole moments as

$$-\frac{1}{2\beta} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} S_{\alpha\beta} = -\frac{1}{\beta} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} Q^a_\alpha M^{\alpha\beta} Q^b_\beta,$$

(5.19)

with $M$ matrix defined as

$$M^{\alpha\beta} = (T^\alpha)^{-1}\delta^{\alpha\beta} + \left(1 - \delta^{\alpha\beta}\right) U^{\alpha\beta}.$$  

(5.20)

The $M^{\alpha\beta}$ matrix contains all the information of our system. Diagonal terms contain the inverse of scattering $T$ matrix of each object, which take into account the geometry and dielectric properties of the considered object. Non diagonal terms contain translation $U$ matrices, which take into account the relative positions and orientations between objects. If these objects are immersed inside a container, the formalism changes a bit [123][22][124].

After applying the change of variable to external multipole to the partition function, Eq. (5.14) is transformed to

$$Z_{n\neq 0} = \prod_{P=E,M} \prod_{\alpha=1}^{N} \prod_{\ell=1}^{\infty} \int DQ^P_{P,\ell}(\kappa_n) DQ^P_{P,\ell}(\kappa_n) e^{-\frac{1}{\beta} Q^\alpha_{P,\ell} M^{\alpha\beta}(\kappa_n) Q^b_{P,\ell}}.$$ 

(5.21)
This is a Gaussian integral, which can be carried out to give

$$Z_{n \neq 0} = \frac{1}{|M^{\alpha\beta}(\kappa_n)|}. \quad (5.22)$$

For the zero Matsubara frequency, we have

$$Z_{n=0} = \frac{1}{\sqrt{|M^{\alpha\beta}(0)|}}, \quad (5.23)$$

because $A^{\alpha}_{n=0}(x)$ is real.

Helmholtz free energy is defined in terms of the partition function as

$$e^{-\beta F} = Z = \prod_{n=0}^{\infty} Z_n \quad \Rightarrow \quad F = -\frac{1}{\beta} \sum_{n=0}^{\infty} \log(Z_n), \quad (5.24)$$

where we have factorized $Z$ in Matsubara frequencies given in Eq. (5.10). Using Eqs. (5.22) and (5.23), we obtain

$$F_T = \frac{1}{\beta} \sum_{n=0}^{\infty} \log |M^{\alpha\beta}(\kappa_n)|, \quad (5.25)$$

where the prime indicates that the zero Matsubara frequency has a $1/2$ weight. Casimir energy is the excess of free energy because of the relative distance between objects. As a consequence, we regularize Eq. (5.25) eliminating the contribution to the free energy which does not depend on the distance. If we subtract to Eq. (5.25) the energy when the objects are infinitely far away from each other, the Casimir energy is defined as

$$F_T = \frac{1}{\beta} \sum_{n=0}^{\infty} \log |M^{\alpha\beta}(\kappa_n)| - \frac{1}{\beta} \sum_{n=0}^{\infty} \log |M^{\alpha\beta}_{\infty}(\kappa_n)|, \quad (5.26)$$

with the definition $M^{\alpha\beta}_{\infty}(\kappa_n) = \lim_{|X_{\alpha\beta}| \to \infty} M^{\alpha\beta}(\kappa_n)$. This is a diagonal matrix whose determinant is equal to $|M^{\alpha\beta}_{\infty}(\kappa_n)| = \prod_{n=1}^{N} |T^{\alpha}|^{-1}$, because non-diagonal components are zero ($\lim_{|X_{\alpha\beta}| \to \infty} U^{\alpha\beta}(\kappa_n) = 0$). It is easy to see that Helmholtz free energy can be written as

$$F_T = \frac{1}{\beta} \sum_{n=0}^{\infty} \log |1 - \mathbb{N}(\kappa_n)|, \quad (5.27)$$

where $\mathbb{N}^{\alpha\beta}(\kappa_n)$ is a characteristic matrix of the system that goes to zero when $\kappa_n \to \infty$.

The $(1 - \mathbb{N}^{\alpha\beta})$ matrix can be written as

$$(1 - \mathbb{N}^{\alpha\beta}) = \delta^{\alpha\beta} + (1 - \delta^{\alpha\beta}) T^{\alpha} U^{\alpha\beta}. \quad (5.28)$$
5.2 Free energy of the system

By the use of Abel–Plana formula [106], this Casimir energy can be written as

$$\mathcal{F}_T = \frac{\hbar c}{2\pi} \int_0^\infty d\kappa \log |1 - N(\kappa)| - \frac{\hbar c}{2\pi} \int_0^\infty \frac{d\kappa}{e^{\beta\hbar\kappa} - 1} \frac{1}{2i} \log \left( \frac{|1 - N(i\kappa)|}{|1 - N(-i\kappa)|} \right).$$  \hspace{1cm} (5.29)

In the zero temperature limit ($T \to 0$), we obtain the celebrated formula for the quantum Casimir energy

$$\mathcal{F}_0 = \frac{\hbar c}{2\pi} \int_0^\infty d\kappa \log |1 - N(\kappa)|,$$ \hspace{1cm} (5.30)

while in the classical limit ($\hbar \to 0$), equivalent to the high temperature limit ($T \to \infty$), the Casimir energy is given by the zeroth Matsubara frequency contribution

$$\mathcal{F}_{cl} = \frac{k_B T}{2} \log |1 - N(0)|.$$ \hspace{1cm} (5.31)

In the following chapters, we will use the formulas showed above and variations of them to study different properties of EM Casimir, as the appearance of negative entropy because the Casimir effect between metal spheres, different geometries as the case of non-parallel cylinders or even different limits, as the Pairwise Summation Approximation.
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Three-body Casimir effects and non-monotonic forces

In this Chapter, we study the not pairwise additive behavior of Casimir interactions. This non pairwise additive property leads to collective effects that we study for a pair of objects near a conducting wall. We employ a scattering approach [119] to compute the interaction in terms of fluctuating multipoles. The wall can lead to a non-monotonic force between the objects. For two atoms with anisotropic electric and magnetic dipole polarizabilities we demonstrate that this non-monotonic effect results from a competition between two and three body interactions. By including higher order multipoles we obtain the force between two macroscopic metallic spheres for a wide range of sphere separations and distances to the wall.
A hallmark property of dispersion forces is their non-additivity which clearly distinguishes them from electromagnetic forces between charged particles [125]. Work on the interactions between multiple objects is limited mostly to atoms or small particles which are described well in dipole approximation [126]. This approximation cannot be used for macroscopic objects at separations that are comparable to their size since higher order multipole fluctuations have to be included [127][21]. In such situations, also other common “additive” methods such as proximity or two-body-interaction approximations fail. Three-body effects for macroscopic bodies have been studied in quasi two-dimensional (2D) geometries that are composed of parallel perfect metal cylinders of quadratic [109] or circular [128][129] cross section and parallel sidewalls. For this setup non-monotonic forces have been found and interpreted as resulting from a competition between electric and magnetic polarizations which are decoupled for quasi 2D geometries of perfect metal structures. In this Chapter we investigate collective 3-body effects between compact objects, including anisotropic polarizabilities, and a wall in three dimensions using the multiscattering approach [21][119][22]. This allows us to observe the influence of polarization coupling and anisotropy on non-monotonic effects.

We consider the retarded Casimir interaction between a pair of atoms with anisotropic electric and magnetic polarizabilities near a conducting wall, see Fig. 6.1. We identify a competition between 2- and 3-body effects and prove that this leads to a non-monotonic dependence of the force between the atoms on the wall separation $H$ for each of the four possible polarizations of fluctuations (electric/magnetic and parallel/perpendicular to the wall) separately. For isotropic polarizabilities we find that only the force component due to electric fluctuations is non-monotonic in $H$.

For atoms, magnetic effects are almost always rather small in the retarded limit. Contrary to this, for conducting macroscopic objects contributions from electric and magnetic multipole fluctuations are comparable. To study the effect of higher-order multipoles, we consider also two perfect metal spheres near a wall, see Fig. 6.1. Based on consistent analytical results for large separations and numerical computations at smaller distances we find a non-monotonic dependence of the force between the spheres on $H$. Unlike for atoms, this effect occurs at sufficiently large sphere separations only.
Figure 6.1: Geometry of the two-sphere/atom and sidewall system. Shown are also the mirror images (grey) and two- and three-body contributions (solid and dashed curly lines, respectively).

We follow this plan for the Chapter: In Sect. 6.1 we present the formalism used to describe the system of 2 compact objects (asymmetric atoms or perfect metal spheres) in presence of a perfect metal plate. It is a variation of the multiscattering formalism [21][22] presented in [119], where the multiscattering formalism and image method are used together. In Sect. 6.2 the appearance of nonmonotonic forces between anisotropic atoms because the presence of a perfect metal plate is studied. In Sect. 6.3 we study the appearance of nonmonotonic forces between perfect metal spheres in the presence of a perfect metal plate, analytically and numerically, and how this effect is modified with the distance between the spheres and with the plate. Finally, the relevance of the effect presented here is discussed in Sect. 6.4.

The contents of this Chapter is based on the work published in [130].

6.1 General approach

As presented in Ref. [119] the Casimir energy of two bodies in the presence of a perfectly conducting sidewall can be obtained using the scattering approach by employing the method of images, which introduces fluctuating currents on the mirror bodies. The
Casimir energy of the original system is then given by the energy of the original and the image objects and it can be expressed as an integral over imaginary wave number,

$$\mathcal{E} = \frac{\hbar c}{2\pi} \int_0^\infty d\kappa \log |M M_{\infty}^{-1}|$$

(6.1)

with the matrix

$$M = \begin{pmatrix} T^{-1} + U^{I,11} & U^{12} + U^{I,12} \\ U^{21} + U^{I,21} & T^{-1} + U^{I,22} \end{pmatrix},$$

(6.2)

which is given by the T-matrix that relates the regular and scattered electromagnetic (EM) fields for each body, and by the U-matrices that describe the interaction between the multipoles of object $\alpha$ and object $\beta$, $U^{\alpha\beta}$, and between the multipoles of object $\alpha$ and the image of object $\beta$, $U^{I,\alpha\beta}$. The T-matrices depend only on the properties of the individual bodies such as polarizability, size, and shape. The U-matrices depend only on the distance vector between the objects and decay exponentially with distance and wave number $\kappa$. The matrix $M_{\infty}$ accounts for the subtraction of the object’s self-energies and hence follows from $M$ by taking the limit of infinite separations, i.e., by setting all U-matrices to zero. For a multipole expansion the matrix elements are computed in a vector spherical basis for the EM field with partial wave numbers $l \geq 1$, $m = -l, \ldots, l$ [119].

In the following we study the force $F = -\partial \mathcal{E}/\partial L$ between the two objects at separation $L$ and hence eliminate the contributions to the energy that depend only on the sidewall separation $H$, see Fig. 6.1. We expand the determinant of Eq. (6.1) as

$$|M| |M|_{\infty}^{-1} = |1 + TU^{I}| |1 + TU^{I}| \times$$

$$\times |1 - (1 + TU^{I})^{-1}T(U^{21} + U^{I,21})(1 + TU^{I})^{-1}T(U^{12} + U^{I,12})|.$$  

(6.3)

The first two determinants on Eq. (6.3) yield together twice the interaction energy between a single object and the sidewall, since $U^{I} \equiv U^{I,11} = U^{I,22}$ describes the multipole coupling between one object and its image and hence depends only on $H$. Hence, we consider only the energy $\mathcal{E}_{\infty}$ that corresponds to the last determinant of Eq. (6.3) and provides the potential energy of the two objects in the presence of the sidewall so that $F = -\partial \mathcal{E}_{\infty}/\partial L$. In the absence of the sidewall, $H \to \infty$, the matrices $U^{I,\alpha\beta}$ all
vanish and $\mathcal{E}_{\infty}$ simplifies to the energy between two spheres [21]. For an interpretation in terms of multiple scatterings, it is instructive to use the relation $\log |A| = \text{Tr} \log(A)$ and to Taylor expand the logarithm and the inverse matrices,

$$\mathcal{E}_{\infty} = -\frac{\hbar c}{2\pi} \int_0^\infty dk \sum_{p=1}^\infty \frac{1}{p} \text{Tr} \left( \sum_{n=0}^\infty (-1)^n (\mathbb{T}\mathbb{U}^I)^n \mathbb{T}(\mathbb{U}_{21} + \mathbb{U}_{I,21}) \times \sum_{n'=0}^\infty (-1)^{n'} (\mathbb{T}\mathbb{U}^I)^{n'} \mathbb{T}(\mathbb{U}_{12} + \mathbb{U}_{I,12}) \right)^p. \quad (6.4)$$

The trace acts on an alternating product of $\mathbb{T}$- and $\mathbb{U}$-matrices which describe scattering and free propagation of EM fluctuations, respectively. Multiple scatterings between an object and its image ($\mathbb{T}\mathbb{U}^I$) are followed by a propagation to the other object–image pair, either to the object ($\mathbb{U}_{21}$) or its image ($\mathbb{U}_{I,21}$), between which again multiple scatterings occur before the fluctuations are scattered back to the initial object or its image ($\mathbb{U}_{12}$ or $\mathbb{U}_{I,12}$) and the process repeats. This expansion is useful for small objects or large separations.

### 6.2 Two atoms

First, we consider the case of two identical, ground state atoms near a wall, see Fig. 6.1. The separation between the atoms is $L$ and the separation of each of them from the wall is $H$. In dipole approximation, the retarded limit of the interaction is described by the static electric ($\alpha_z$, $\alpha_\parallel$) and magnetic ($\beta_z$, $\beta_\parallel$) dipole polarizabilities of the atoms which can be different in the directions perpendicular ($z$) and parallel ($\parallel$) to the wall. The $\mathbb{T}$-matrix of the atoms is diagonal and has finite elements only for the dipole channel (partial waves with $l = 1$), given by

$$T_{10}^E = \frac{2}{3} \alpha_z \kappa^3, \quad T_{1m}^E = \frac{2}{3} \alpha_\parallel \kappa^3 \quad (6.5)$$

for electric and

$$T_{10}^M = \frac{2}{3} \beta_z \kappa^3, \quad T_{1m}^M = \frac{2}{3} \beta_\parallel \kappa^3 \quad (6.6)$$

for magnetic polarization with $m = \pm 1$. For atoms, the polarizability is much smaller than $L^3$, and hence it is sufficient to compute the interaction to second order in the polarizabilities. This amounts to neglecting all terms other than $p = 1$ and $n = n' = 0$. 

in Eq. (6.4). The resulting energy $\mathcal{E}_{2\parallel}(L)$ is then compared to the well-known Casimir–Polder (CP) interaction energy between two atoms (without the wall),

$$
\mathcal{E}_{2\parallel}(L) = -\frac{\hbar c}{8\pi L^4} \left[ 33\alpha_\parallel^2 + 13\alpha_z^2 - 14\alpha_\parallel\beta_z + 33\beta_\parallel^2 + 13\beta_z^2 - 14\beta_\parallel\alpha_z \right],
$$

which corresponds to the sequence $\mathcal{T}\mathcal{U}^{21}\mathcal{T}\mathcal{U}^{12}$ in Eq. (6.4). The total interaction energy is

$$
\mathcal{E}_{2\parallel}(L, H) = \mathcal{E}_{2\parallel}(L) + \mathcal{E}_{2\\setminus}(D, L) + \mathcal{E}_3(D, L)
$$

with $D = \sqrt{L^2 + 4H^2}$. The 2-body energy $\mathcal{E}_{2\\setminus}(D, L)$ comes from the sequence $\mathcal{T}\mathcal{U}^{12}\mathcal{T}\mathcal{U}^{12}$ in Eq. (6.4) and hence is the usual CP interaction between one atom and the image of the other atom (see Fig. 6.1). The change in the relative orientation of the atoms with $\ell = L/D$ leads to the modified CP potential

$$
\mathcal{E}_{2\\setminus}(D, L) = -\frac{\hbar c}{8\pi D^4} \left[ 26\alpha_\parallel^2 + 20\alpha_z^2 - 14\ell^2(4\alpha_\parallel^2 - 9\alpha_\parallel\alpha_z + 5\alpha_z^2) + 63\ell^4(\alpha_\parallel - \alpha_z)^2 \right] + 26\beta_\parallel^2 + 20\beta_z^2 - 14\ell^2(4\beta_\parallel^2 - 9\beta_\parallel\beta_z + 5\beta_z^2) + 63\ell^4(\beta_\parallel - \beta_z)^2.
$$

The 3-body energy $\mathcal{E}_3(D, L)$ corresponds to the matrix products $\mathcal{T}\mathcal{U}^{21}\mathcal{T}\mathcal{U}^{12}$ and $\mathcal{T}\mathcal{U}^{12}\mathcal{T}\mathcal{U}^{12}$ in Eq. (6.4) and hence describes the collective interaction between the two atoms and one image atom. It is given by

$$
\mathcal{E}_3(D, L) = \frac{4\hbar c}{\pi} \frac{1}{L^3D^4(\ell + 1)^5} \left[ (3\ell^6 + 15\ell^5 + 28\ell^4 + 20\ell^3 + 6\ell^2 - 5\ell - 1) (\alpha_\parallel^2 - \beta_\parallel^2) \right] - (3\ell^6 + 15\ell^5 + 24\ell^4 - 16\ell^2 - 5\ell - 1) (\alpha_z^2 - \beta_z^2) + 4 (\ell^4 + 5\ell^3 + \ell^2) (\alpha_z\beta_\parallel - \alpha_\parallel\beta_z).
$$

For isotropic electric polarizable atoms this result agrees with that of Ref. [126]. It is instructive to consider the two limits $H \ll L$ and $H \gg L$. For $H \ll L$ one has $D \to L$ and the 2-body potentials are identical, $\mathcal{E}_{2\\setminus}(L, L) = \mathcal{E}_{2\parallel}(L)$. The 3-body energy becomes

$$
\mathcal{E}_3(L, L) = -\frac{\hbar c}{4\pi L^7} \left[ -33\alpha_\parallel^2 + 13\alpha_z^2 + 14\alpha_\parallel\beta_z + 33\beta_\parallel^2 - 13\beta_z^2 - 14\beta_\parallel\alpha_z \right].
$$

The total energy $\mathcal{E}_{\parallel\parallel}$ is now twice the energy of Eq. (6.7) plus the energy of Eq. (6.11), and hence

$$
\lim_{H \ll L} \mathcal{E}_{\parallel\parallel}(L, H) = -\frac{\hbar c}{8\pi L^7} \left[ 13(2\alpha_z)^2 + 33(2\beta_\parallel)^2 - 14(2\beta_\parallel)(2\alpha_z) \right].
$$
6.2 Two atoms

Then, $E_{oo}$ becomes the CP potential of Eq. (6.7) with the replacements $\alpha_z \to 2\alpha_z$, $\alpha_\parallel \to 0$, $\beta_z \to 0$, $\beta_\parallel \to 2\beta_\parallel$, as can be observed in Fig. 6.3. The 2-body and 3-body contributions add constructively or destructively, depending on the relative orientation of a dipole and its image which together form a dipole of zero or twice the original strength (see Figs. 6.2 and 6.3). For $H \gg L$ the leading correction to the CP potential of Eq. (6.8) comes from the 3-body energy which in this limit becomes (up to order $H^{-6}$)

$$E_3(H, L) = \frac{\hbar c}{\pi} \left[ \frac{\alpha_z^2 - \alpha_\parallel^2}{4L^3H^4} - \frac{\beta_z^2 - \beta_\parallel^2}{4L^3H^4} + \frac{9\alpha_z^2 - \alpha_z^2 - 2\alpha_z\beta_z}{8LH^6} - \frac{9\beta_\parallel^2 - \beta_\parallel^2 - 2\beta_\parallel\alpha_z}{8LH^6} \right]. \quad (6.13)$$

The signs of the polarizabilities in the leading term $\sim H^{-4}$ can be understood from the relative orientation of the dipole of one atom and the image dipole of the other atom, see Fig. 6.2. If these two electric dipoles are almost perpendicular to their distance vector they contribute attractively to the potential between the two original atoms, but if these electric dipoles are almost parallel to their distance vector they yield a repulsive contribution. Contrary to the electric behavior, if these two magnetic dipoles are almost perpendicular to their distance vector they contribute repulsively to the potential between the two original atoms, but if these magnetic dipoles are almost parallel to their distance vector they yield a attractive contribution. For isotropic polarizabilities, the leading term of Eq. (6.13) vanishes and the electric part $\sim H^{-6}$ of the 3-body energy is always repulsive, while the magnetic contribution $\sim H^{-6}$ of the 3-body energy is always attractive.

The above results show how the force between the two particles varies with $H$. If the two particles have only either $\alpha_z$ or $\beta_\parallel$ polarizability, their attractive force is reduced when they approach the wall from large $H$ due to the repulsive 3-body interaction, as shown in Fig. 6.3. At close proximity to the wall, the fluctuations of the dipole and its image add up to yield a force between the particles that is enhanced by a factor of 4 compared to the force for $H \to \infty$. Corresponding arguments show that the force between particles with either $\alpha_\parallel$ or $\beta_z$ polarizability is enhanced at large $H$ and reduced to zero for $H \to 0$. This proves that the force between particles which both have either of the four polarizabilities is always non-monotonic. The situation can be different if
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more than one polarizability is finite, especially for isotropic particles. In the latter case all contributions (electric, magnetic, mixed) are enhanced for $H \to 0$ and only the electric term is reduced at large $H$ so that only the electric part gives a non-monotonic force (Fig. 6.3). In general, the monotonicity property depends on the relative strength and anisotropy of the electric and magnetic polarizabilities.

![Figure 6.2: Typical orientations of electric (E) and magnetic (M) dipoles and image dipoles for $H/L \to 0$ and $H/L \to \infty$.](image)

![Figure 6.3: Contributions to the energy between 2 atoms described by Eqs. (6.5) and (6.6), splitted in contributions of electric polarizabilities (left figure) and magnetic polarizabilities (right figure). In blue, the perpendicular to the plate ($z$) contribution, in red the parallel to the plate ($\parallel$) contribution and, in black, the energy for isotropic polarizabilities. The limits for $H \ll L$ (dotted curve), $H \gg L$ (dashed curve) and the limit $H \to \infty$ (dot-dashed curve) are also plotted. As the limits for $H \ll L$ and $H \gg L$ show, all figures plotted here are nonmonotonous with $H$, except the case of isotropic magnetic polarizabilities (black curve of the right plot).](image)
6.3 Two macroscopic metallic spheres

6.3.1 Analytical results

Secondly, we study two macroscopic perfect metallic spheres of radius $R$ for the same geometry as in the case of atoms where the lengths $L$ and $H$ are measured now from the centers of the spheres, see Fig. 6.1. The $T$-matrix is diagonal and the elements

\[ T^M_{lm} = (-1)^l \frac{\pi}{2} \frac{I_{l+1/2}(\kappa R)}{K_{l+1/2}(\kappa R)} \]

(6.14)

\[ T^E_{lm} = (-1)^l \frac{\pi}{2} \frac{I_{l+1/2}(\kappa R) + 2\kappa R I'_{l+1/2}(\kappa R)}{K_{l+1/2}(\kappa R)} \]

(6.15)

are given in terms of the modified Bessel functions $I_\nu, K_\nu$. First, we expand the energy in powers of $R$ by using Eq. (6.4) which implies that we expand the $T$-matrices for small frequencies but use the exact expressions for the $U$-matrices. For $R \ll L, H$ and arbitrary $H/L$ the result for the force can be written as

\[ F = \frac{\hbar c}{\pi R^2} \sum_{j=6}^{\infty} f_j(H/L) \left( \frac{R}{L} \right)^{j+2}. \]

(6.16)

The functions $f_j$ can be computed exactly. We have obtained them up to $j = 11$ and the first three are (with $s \equiv \sqrt{1 + 4h^2}$)

\[ f_6(h) = -\frac{1}{16h^8} \left[ s^{-9}(18 + 312h^2 + 2052h^4 + 6048h^6 + 5719h^8) + 18 - 12h^2 + 1001h^8 \right] \]

\[ f_7(h) = 0 \]

\[ f_8(h) = -\frac{1}{160h^{12}} \begin{bmatrix} s^{-11}(6210 + 140554h^2 + 1315364h^4 + 6500242h^6) \\ +s^{-11}(17830560h^8 + 25611168h^{10} + 15000675h^{12}) \\ -6210 - 3934h^2 + 764h^4 - 78h^6 + 71523h^{12} \end{bmatrix} \]

(6.17)

The coefficient $f_7$ of $R^7$ vanishes since a multipole of order $l$ contributes to the $T$-matrix at order $R^{2l+1}$ so that beyond the two-dipole term $\sim R^6$ the next term comes from a dipole ($l = 1$) and a quadrupole ($l = 2$), yielding $f_8$. For $H \gg L$ one has $f_6(h) = -1001/16 + 3/(4h^6) + O(h^{-8})$, $f_8(h) = -71523/160 + 39/(80h^6) + O(h^{-8})$ so that the wall induces weak repulsive corrections. For $H \ll L$, $f_6(h) = -791/8 + 6741h^2/8 + O(h^4)$,
$f_8(h) = -60939/80 + 582879h^2/80 + \mathcal{O}(h^4)$ so that the force amplitude decreases when the spheres are moved a small distance away from the wall. This proves the existence of a minimum in the force amplitude as a function of $H/R$ for fixed, sufficiently small $R/L$, see Fig. 6.4. We note that all $f_j(h)$ are finite for $h \to \infty$ but some diverge for $h \to 0$, e.g., $f_0 \sim f_{11} \sim h^{-3}$, making them important for small $H$.

![Figure 6.4: Functions $f_6(h)$ (left figure) and $f_8(h)$ (right figure) (Eq. (6.17)) as a function of $h = H/L$. The black curve is the exact function. The series expansion for $H \ll L$ (blue curve), $H \gg L$ (red curve) are also plotted, and the limits $h \to 0$ (dashed blue curve), and $h \to \infty$ (dashed red curve) are also represented to show the nonmonotonicity of $f_6(h)$ and $f_8(h)$.](image)

### 6.3.2 Numerical results

To obtain the interaction at smaller separations or larger radius, we have computed the energy $E_{\infty}$ and force $F = -\partial E_{\infty}/\partial L$ between the spheres numerically. For the energy, we have computed the last determinant of Eq. (6.3) and the integral over $\kappa$ of Eq. (6.1) numerically. The force is obtained by polynomial interpolation of the data for the energy. The matrices are truncated at a sufficiently large number of partial waves (with a maximum truncation order $l_{\text{max}} = 17$ for the smallest separation) so that the relative accuracy of the values for $E_{\infty}$ is $\approx 10^{-3}$. The data for $H/R = 1$ are obtained by extrapolation in $l_{\text{max}}$. The results are shown in Figs. 6.5 and 6.6. In order to show the effect of the wall, the figures display the energy and force normalized to the results for two spheres without a wall. Fig. 6.5 shows the energy and force as a function of the (inverse) separation between the spheres for different fixed wall
distances. The proximity of the wall generally increases the interaction energy and the force between the two spheres. The effect is more pronounced, the further the two spheres are separated. For sufficiently large $H/R$, the energy and force ratios are non-monotonic in $L$ and can be slightly smaller than they would be in the absence of the wall. Fig. 6.6 shows the force between the two spheres as a function of the wall distance for fixed $L$. When the spheres approach the wall, the force first decreases slightly if $R/L \lesssim 0.3$ and then increases strongly under a further reduction of $H$. For $R/L \gtrsim 0.3$ the force increases monotonically as the spheres approach the wall. This agrees with the prediction of the large distance expansion. The expansion of Eq. (6.16) with $j = 10$ terms is also shown in Fig. 6.6 for $R/L \lesssim 0.2$. Its validity is limited to large $L/R$ and not too small $H/R$; it fails completely for $R/L > 0.2$ and hence is not shown in this range.

![Figure 6.5](image_url)

**Figure 6.5:** Numerical results for the potential energy (dashed curves) and force (solid curves) between two spheres as function of $R/L$ for different sidewall separations $H/R$. Both force and energy are normalized to their values in the absence of the sidewall. Inset: Magnification of behavior for small $R/L$. 
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6.4 Discussion

In this Chapter we have demonstrated that nonmonotonicities of Casimir force appears not only between cylinders \[109][128][129], but also between compact objects. In particular, nonmonotonicities of Casimir force appears between two atoms and between two perfect metal spheres, in presence of a perfect metal plate. For perfect metal spheres, there exists a critical distance from which this nonmonotonicity of the force disappears, although the variation (enhancement in this case) of the force between the spheres continues because the perfect metal plate contribution is not pairwise additive. As shown by Eq. (6.3), Casimir energy between three objects is not pairwise additive, but the effect of the inclusion of a third object in the system is not a simple enhancement of the force between objects (although in general this seems to be the case). We have shown here that, depending of the relative distance between the three objects, the effect of the non–pairwise behavior can be either an increase or a decrease of the force between objects, when it is compared with the isolated case.

The results presented here for isotropic atoms are potentially relevant to the interaction between trapped Bose-Einstein condensates and a surface \[131] at close surface separations. The results for macroscopic spheres could be important for the design of
nano-mechanical devices where small components operate in close vicinity to met- 
llic boundaries. Generally, the wall-induced enhancement of the interaction can make 
the experimental observation of Casimir forces between small particles more feasible. 
The dependence on the anisotropy of polarizabilities applies not only to atoms but to 
general polarizable objects and suggests interesting effects for objects of non-spherical 
shape, e.g. spheroids.
In this Chapter, we obtain the Pairwise Summation Approximation (PSA) of the Casimir energy from first principles in the soft dielectric and soft diamagnetic limit, this analysis let us find that the PSA is an asymptotic approximation of the Casimir energy valid for large distances between the objects. We also obtain the PSA for the electromagnetic (EM) coupling part of the Casimir energy, so we are able to complete the PSA limit for the first time for the complete electromagnetic field.
7.1 Introduction

Since 1948, when Casimir introduced the energy that got his name [2], calculation formulas have been looked for. Many analytical and numerical methods have been proposed, such as the zeta function technique, the heat kernel method, semiclassical methods or Green function (local) methods just to mention a few of them [14]. However, exact results have been obtained only for some simple geometries.

The asymptotic analysis of Casimir energies has also a long history. In fact, Casimir himself and Polder in year 1948 gave the first asymptotic formula for the Casimir energy between two electrically neutral bodies in terms of their electric induced dipoles [1]. Some time later, a generalization of that formula, known as the Pairwise Summation Approximation (PSA) was derived [15] for electric media. The main assumption is a linear superposition of the Casimir–Polder interactions between the induced polarizabilities of each element of volume body. Then, the PSA energy is expressed as an integral over the two object’s volumes and it is proportional to the objects polarizabilities. The formula has been recently reobtained by R. Golestanian in [26] and by K. A. Milton et. al. in [132] in the soft dielectric limit.

Besides, a new asymptotic method for calculating Casimir energies in term of the induced multipoles of the interacting bodies has been proposed in [21] and [116]. This formula provides a procedure for the calculation of the Casimir energy between $N$ arbitrary shaped compact objects [130].

In this Chapter, the asymptotic calculation of the electromagnetic Casimir energy and a presentation of a systematic asymptotic expansion procedure for the integral dipole formula on higher orders is presented. We will reobtain the classical results of Casimir and Polder [1], and of Feinberg–Sucher in [117] in the rarefied or soft dielectric and soft diamagnetic limit.

The result we obtain here is a generalization of Milton et. al. one [132] but assuming that the bodies are soft diamagnetic as well as soft dielectric. For this purpose, we will use the multi-scattering expansion of the Casimir energy formalism given in [21]. To our knowledge, it is the first time this formalism is used to derive the PSA. We
obtain that the PSA is the first order of a perturbation expansion in the difference between the electric and magnetic permeability constants of the objects respect the electric and magnetic permeability constants of the medium were the objects are placed. The interest of this result is that we obtain this pairwise summation formula for the complete electromagnetic Casimir energy which is derived as an asymptotic limit of an exact and free of divergences formula. That means that now we can establish the range of validity for that approximation. In fact, we will justify why this formula is valid in the far distance objects limit. This derivation also gives us a perturbative procedure for corrections of this approximation and posterior expansions to more than two objects or finite temperature cases.

We will follow this plan for the Chapter: Using the soft dielectric and soft diamagnetic approximation, in Sect. 7.2 we will obtain the PSA of Casimir energy for the zero temperature case starting from the exact Casimir energy formula given in [21]. We will also study the far distance limit to reobtain the asymptotic Casimir energies given in [1] and [117]. In Sect. 7.3 we will obtain PSA Casimir energy formulas for any temperature, studying the high and low temperature limits. In Sect. 7.4 we will study the PSA Casimir energy for the three bodies system and for the general $N$ bodies system. We will obtain a kind of superposition principle of Casimir energy in the PSA approximation. Finally, in Sect. 7.5 we will study the first perturbation energy term to the PSA approximation and we will discuss about the nature of the PSA limit of the Casimir energy.

The contents of this Chapter is based on the work published in [28], [133] and [134].

### 7.2 Diluted limit at zero temperature

Our objective is the calculation of the complete electromagnetic Casimir energy between two bodies in the soft dielectric limit. For this purpose, we will use the Casimir energy formula between two compact bodies at temperature $T = 0$, given in [21] as

\[
E = \frac{\hbar c}{2\pi} \int_{0}^{\infty} dk \log |1 - N|.
\]
Where \( k \) is the frequency, \( \mathbb{1} \) is the identity matrix, \( N \) is the matrix \( N = T_1 U_{12} T_2 U_{21} \). Here, \( T_\alpha \) is the T scattering matrix of the \( \alpha \)-body under the electromagnetic field, and \( U_{\alpha \beta} \) is the propagation matrix of the electromagnetic field from \( \alpha \)-body to \( \beta \)-body. We will use the position representation instead the multipole representation used in [21], so we can identify \( U_{\alpha \beta} = G_{0\alpha \beta} \), where \( G_{0\alpha \beta} \) is the free dyadic Green function.

Taking into account that \( \log |A| = \text{Tr} \log(A) \) and that \( \log(1-x) = -\sum_{p=1}^{\infty} \frac{x^p}{p} \), we transform Eq. (7.1) into

\[
E = -\frac{\hbar c}{2\pi} \sum_{p=1}^{\infty} \frac{1}{p} \int_0^{\infty} dk \text{Tr} \left( N^p \right).
\]  

(7.2)

Equation (7.2) is an asymptotic expansion of Eq. (7.1) in the \( p_{\text{max}} < \infty \) case, which means that our calculus will be valid in the large bodies distance limit. The T operator is related with the potential \( V \) (we will see what \( V \) is later) by the Lippmann - Schwinger equation, that can be written as [135]

\[
T = (1 - VG_0)^{-1} V.
\]  

(7.3)

Applying a Born expansion to Eq. (7.3), we can obtain an approximation of the T operator in the soft dielectric and soft diamagnetic limit as

\[
T = \sum_{n=0}^{\infty} (VG_0)^n V \simeq V.
\]  

(7.4)

This approximation is more valid for weaker \( V \), so here is where the soft dielectric and soft diamagnetic limit is applied.

Now we will study the lowest expansion order. In the lowest expansion order (\( p = 1 \) and \( T = V \)) we get the asymptotic approximation of the Casimir energy between two bodies as

\[
E = -\frac{\hbar c}{2\pi} \int_0^{\infty} dk \text{Tr} \left( V_1 G_{012} V_2 G_{021} \right).
\]  

(7.5)

We can separate the magnetic and electric part of each body potential (which is a diagonal operator in positions space, because it is local) and each field contribution in the free dyadic Green function.
7.2 Diluted limit at zero temperature

To define the potential $V_i$, we use the generalized constitutive relations of materials with magnetoelectric coupling

$$D = \epsilon E + \alpha H,$$
$$B = \beta E + \mu H.$$

(7.6)

In general, $\alpha_{ij} = \beta_{ij}$, because a linear magnetoelectric coupling is allowed only in materials odd under time reversal or odd under inversion ($\alpha_{ij} \rightarrow -\alpha_{ij}$). The magnetoelectric polarizability $\alpha_{ij}$ is zero otherwise. The potential of each body can be defined as the difference of energy of the EM field because the existence of this body. Having into account that the energy of the EM is defined as

$$E = \frac{1}{2} \int_{\Omega} dx^\mu \left( E \cdot D + H \cdot B \right),$$

(7.7)

where $D = \epsilon_0 E$ and $H = \mu_0 B$ in the vacuum, the EM energy in presence of $N$ generalized dielectrics is

$$S = \frac{1}{2} \int_{\Omega} dx^\mu \left( \epsilon_0 E^2 + \mu_0 H^2 \right) + \sum_{i=1}^{N} \Delta S_i.$$

(7.8)

We use the generalized constitutive relations given in Eq. (7.6) to obtain the excess of energy because the existence of each dielectric as

$$\Delta S_i = \frac{1}{2} \int_{\Omega_i} dx^\mu \left( \epsilon_i E, H \right) \begin{pmatrix} \frac{(\epsilon_i - \epsilon_0)}{\alpha_i} & \frac{\alpha_i}{(\mu_i - \mu_0)} \end{pmatrix} \begin{pmatrix} E \\ H \end{pmatrix},$$

(7.9)

then the potential is defined as

$$V_i = \begin{pmatrix} \tilde{\epsilon}_i \\ \beta_i \tilde{\mu}_i \end{pmatrix} \chi_i (r),$$

(7.10)

where $\tilde{\epsilon}_i = \epsilon_i - \epsilon_0$, $\tilde{\mu}_i = \mu_i - \mu_0$ in the vacuum and $\chi_i (r)$ is the characteristic function of the $i$–body volume (1 inside the body and 0 in the rest of the space). The definition presented here let us define the potential $V_i$ when the medium is not the vacuum and when the objects are not isotropic (think for example in uniaxial and biaxial crystals [136]). Note that we represent the electromagnetic properties of the objects
by their potential energy instead the complement representation by their boundary conditions [18]. It will let us to obtain the PSA as an integral over the volume of the bodies as required by the PSA. The contributions of the free dyadic Green function are obtained in the Appendix in Eq. (7.113) - (7.116).

As seen in Eq. (7.113) - (7.116) of the Appendix, operators are defined over three different linear spaces: 1) An \(EH\) - space, whose components are the electric and the magnetic field; 2) over the space coordinates, because we are working with a vector and a pseudovector; and 3) over positions. We must solve the trace over these three spaces: \(EH\) - space, vector coordinate space and position space. First we solve the trace in the \(EH\) - space for the important case of non–magnetoelectric coupled objects and we obtain:

\[
E = -\frac{\hbar c}{2\pi} \int_0^\infty dk \text{Tr} \left( V_1^E G_{012}^E V_2^E G_{021}^E + V_1^F G_{012}^F V_2^H G_{021}^H + V_1^H G_{012}^H V_2^E G_{021}^E + V_1^H G_{012}^H V_2^H G_{021}^H \right) \tag{7.11}
\]

We identify each term with this obvious notation:

\[
E = E_{EE} + E_{EH} + E_{HE} + E_{HH}. \tag{7.12}
\]

7.2.1 Purely electric and purely magnetic Casimir energy

The purely electric case has been solved by K. A. Milton et. al. in [27].

Using Eq. (7.113) and Eq. (7.12), we have to solve:

\[
E_{EE} = -\frac{\hbar c}{2\pi} \int_0^\infty dk \text{Tr} \left( V_1^E G_{012}^E V_2^E G_{021}^E \right). \tag{7.13}
\]

Replacing each potential by its value and assuming isotropy, it is followed that they are proportional to the identity matrix. Then we can drop them for the coordinates trace, but not for the spatial positions trace:

\[
E_{EE} = -\hat{\epsilon}_1 \hat{\epsilon}_2 \frac{\hbar c}{2\pi} \int_0^\infty dk \int d\mathbf{r}_1 \int d\mathbf{r}_2 \chi_1 \chi_2 \text{Tr} \left( G_{012}^E G_{021}^E \right). \tag{7.14}
\]
Using Eq. (7.113) of the Appendix and \( R = |\mathbf{r} - \mathbf{r}'| \) we have, in matrix form:

\[
G_{\text{EE}}^{ij}(R, k) = -(3 + 3kR + k^2R^2) \frac{e^{-kR}}{4\pi R^5} \begin{pmatrix}
R_1^2 & R_1R_2 & R_1R_3 \\
R_2R_1 & R_2^2 & R_2R_3 \\
R_3R_1 & R_3R_2 & R_3^2
\end{pmatrix}
+ \left( 1 + kR + k^2R^2 \right) \frac{e^{-kR}}{4\pi R^5} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

(7.15)

So the trace in spatial coordinates is easily solved as

\[
\text{Tr} \left( G_{\text{EE}}^{ij} G_{\text{EE}}^{ji} \right) = (6 + 12kR + 10k^2R^2 + 4k^3R^3 + 2k^4R^4) \frac{e^{-2kR}}{(4\pi)^2 R^6}.
\]

(7.16)

We can simplify our calculus using the dimensionless variable \( u = kR \) to factorize spatial and frequency contributions of Eq. (7.14)

\[
E_{\text{EE}} = -\hat{\epsilon}_1 \hat{\epsilon}_2 \frac{2\hbar c}{(4\pi)^3} \int d\mathbf{r}_1 \int d\mathbf{r}_2 \frac{\lambda_1 \lambda_2}{R^7} \int_0^\infty du e^{-2u} \left( 6 + 12u + 10u^2 + 4u^3 + 2u^4 \right).
\]

(7.17)

Finally, using \( \int_0^\infty du u^n e^{-au} = \frac{n!}{a^{n+1}} \), the following result is obtained:

\[
E_{\text{EE}} = -23\hat{\epsilon}_1 \hat{\epsilon}_2 \frac{\hbar c}{(4\pi)^3} \int_1^2 \int_{|\mathbf{r}_1 - \mathbf{r}_2|} \frac{d\mathbf{r}_1 d\mathbf{r}_2}{|\mathbf{r}_1 - \mathbf{r}_2|^7}.
\]

(7.18)

We obtain the same result as in [27] because the dyadic Green function used in [27] is the pure electric part of the Green function matrix we use here.

Having into account that the pure magnetic part of the Green function matrix is equal to the pure electric part \( G_{\text{HH}}^{ij}(R, k) = G_{\text{EE}}^{ij}(R, k) \), the calculus of the purely magnetic part of the Casimir energy is similar to the electric one. Consequently we obtain the following result for the purely magnetic part of the Casimir energy:

\[
E_{\text{HH}} = -23\hat{\mu}_1 \hat{\mu}_2 \frac{\hbar c}{(4\pi)^3} \int_1^2 \int_{|\mathbf{r}_1 - \mathbf{r}_2|} \frac{d\mathbf{r}_1 d\mathbf{r}_2}{|\mathbf{r}_1 - \mathbf{r}_2|^7}.
\]

(7.19)

To our knowledge, this is the first place where this result is obtained.
7.2.2 Coupled electromagnetic Casimir energy

Here we are going to calculate the contribution of the electromagnetic coupling part of the Casimir energy. Using Eq. (7.114) and Eq. (7.12), we have to solve:

\[ E_{EH} = -\frac{\hbar c}{2\pi} \int_0^\infty dk \text{Tr} \left( V_1^E G_{012}^{EH} V_2^H G_{021}^{HE} \right). \]  

(7.20)

Replacing each potential by its value and assuming isotropy, it is followed that they are proportional to the identity matrix. Then we can drop them for the coordinates trace, but not for the spatial positions trace:

\[ E_{EH} = -\tilde{\epsilon}_1 \tilde{\mu}_2 \frac{\hbar c}{2\pi} \int_0^\infty dk \int d\mathbf{r}_1 \int d\mathbf{r}_2 \chi_1 \chi_2 \text{Tr} \left( G_{012}^{EH} G_{021}^{HE} \right). \]  

(7.21)

Using Eq. (7.114) of the Appendix and \( R = |\mathbf{r} - \mathbf{r}'| \) we have, in matrix form:

\[ G_{0ij}^{EH}(R, k) = -k \frac{\partial G_0}{\partial R} \epsilon_{ij} \partial_k R = G_0(R, k) \frac{k}{R} \left( k + \frac{1}{R} \right) \begin{pmatrix} 0 & R_3 & -R_2 \\ -R_3 & 0 & R_1 \\ R_2 & -R_1 & 0 \end{pmatrix}, \]  

(7.22)

so the trace in spatial coordinates is easily solved:

\[ \text{Tr} \left( G_{012}^{EH} G_{021}^{HE} \right) = -2k^2 G_0^2(R, k) \left( k + \frac{1}{R} \right)^2. \]  

(7.23)

We can simplify our calculus using the dimensionless variable \( u = kR \) to factorize spatial and frequency contributions of the formula

\[ E_{EH} = \tilde{\epsilon}_1 \tilde{\mu}_2 \frac{4\hbar c}{(4\pi)^3} \int d\mathbf{r}_1 \int d\mathbf{r}_2 \frac{\chi_1 \chi_2}{R^7} \int_0^\infty du e^{-2u} (u^4 + 2u^3 + u^2). \]  

(7.24)

Finally, using \( \int_0^\infty du u^n e^{-au} = \frac{n!}{a^{n+1}} \), the final result is obtained as

\[ E_{EH} = 7\tilde{\epsilon}_1 \tilde{\mu}_2 \frac{\hbar c}{(4\pi)^3} \int d\mathbf{r}_1 \int d\mathbf{r}_2 \frac{\chi_1 \chi_2}{R^7}. \]  

(7.25)

There is an antisymmetry between \( G^{EH} \) and \( G^{HE} \) shown in Eq. (7.114) and Eq. (7.115) of the Appendix, that is \( G_{0ij}^{EH}(R, k) = -G_{0ji}^{HE}(R, k) \). Therefore, we can obtain the coupling between the magnetic part of the first object and the electric part of the second one in a similar way. Then, we can obtain the coupling between the magnetic part of the first object and the electric part of the second one:

\[ E_{HE} = 7\tilde{\epsilon}_2 \tilde{\mu}_1 \frac{\hbar c}{(4\pi)^3} \int_1^2 \frac{d\mathbf{r}_1 d\mathbf{r}_2}{|\mathbf{r}_1 - \mathbf{r}_2|^{1/7}}, \]  

(7.26)
These two cross contributions to the Casimir energy in the soft dielectric and diamagnetic limits are the main result of this Chapter. It is interesting to note the sign change in this part of the Casimir energy with respect to the other contributions. Then, these terms can invert the typical attractive nature of the Casimir energy to repulsive in this limit for objects with very different electromagnetic nature. Finally, thanks to these new two terms, we obtain the complete electromagnetic Casimir energy between two objects in the soft dielectric and diamagnetic limit for the first time. Then the global asymptotic electromagnetic Casimir energy is finally obtained:

$$E = -\frac{\hbar c}{(4\pi)^3}\gamma \int_1 \int_2 \frac{dr_1 dr_2}{|r_1-r_2|^7}, \quad (7.27)$$

where $\gamma = 23\tilde{\epsilon}_1\tilde{\epsilon}_2 - 7\tilde{\epsilon}_1\tilde{\mu}_2 - 7\tilde{\epsilon}_2\tilde{\mu}_1 + 23\tilde{\mu}_1\tilde{\mu}_2$ is the complete multiplicative constant, taking into account all the electromagnetic effects in this limit, nor just electric effects, where $\gamma$ would be $23\tilde{\epsilon}_1\tilde{\epsilon}_2$.

### 7.2.3 Asymptotic Casimir energy

We can also obtain from Eq. (7.27) (always in the soft electric and magnetic limit) the first asymptotic energy order for two objects. These formulas are the first order of a multipolar expansion of the integrand in Eq. (7.27) in the coordinate system of each object. That means that we have to assume that the distance between the objects is much greater than their characteristic lengths $R_\alpha$, that is $R_\alpha \ll R$. In this limit we can separate the problem into two scales and we can replace $|r_1-r_2| = R$, where $R$ is assumed to be a constant. Then the integral can be easily solved in this limit to:

$$E \simeq -\frac{\hbar c}{(4\pi)^3} \gamma \frac{V_1 V_2}{R^7}, \quad (7.28)$$

where $V_\alpha$ is the volume of the $\alpha$-object. As it is demonstrated in the Appendix B 7.10, in the soft limit order we can approximate the electric and magnetic polarizabilities as $\alpha^E = \tilde{\epsilon} \frac{V}{4\pi}$ and $\alpha^H = \tilde{\mu} \frac{V}{4\pi}$. In [137] it was derived $\alpha^E$ for an sphere. By using the same method with the approximation of that the effective field over the dielectric is equal to the induced field in the soft limit, we arrive at $\alpha^E = \tilde{\epsilon} \frac{V}{4\pi}$ for any arbitrary shaped object. Equation (7.27) simplifies into

$$E \simeq -\frac{\hbar c}{4\pi R^7} \left(23\alpha_1^E \alpha_2^E + 23\alpha_1^H \alpha_2^H - 7\alpha_1^E \alpha_2^H - 7\alpha_1^H \alpha_2^E\right). \quad (7.29)$$
This is the soft response limit of the Feinberg and Sucher potential [117]. It coincide as well with the soft response limit of the asymptotic Casimir energy obtained in [21] for spheres. The presented scheme looks as we would use a local two point potential (where we substitute the polarizabilities of the bodies by their local susceptibilities) as in the present case with the potential given in Eq. (7.27), and integrate over the volume of each body to obtain the PSA of the Casimir energy. If we also study the asymptotic distance limit of the PSA, then we reobtain the Feinberg and Sucher potential in the soft response limit, now proportional to the polarizabilities of the objects instead the susceptibilities.

7.3 Diluted limit at any temperature $T$

In this Section we will calculate the Casimir energy in the diluted limit at any finite temperature. Then we will focus on different approximations to low an high temperature limits, recovering the zero temperature case showed before and giving new formulas of the PSA for any temperature. We begin this study with the Casimir energy formula (7.1) for any temperature:

$$E = k_B T \sum_{n=0}^{\infty} \log |1 - N(k_n)|, \quad (7.30)$$

with Matsubara frequencies $k_n = 2\pi \frac{k_B T}{\hbar c} n = \Lambda n$. The tilde means that the $n = 0$ case is weighted by a 1/2 factor. As usual, we apply the Born approximation to the $T$ matrix scattering obtaining at first order $T_\alpha = V_\alpha$ (where $\alpha$ labels the body in interaction). We apply again that $\log |A| = \text{Tr} \log(A)$ and $\log(1 - x) = - \sum_{p=1}^{\infty} \frac{x^p}{p}$, then we transform Eq. (7.30) into:

$$E = - k_B T \sum_{p=1}^{\infty} \frac{1}{p} \sum_{n=0}^{\infty} \text{Tr} (N^p(\Lambda n)) . \quad (7.31)$$

At first order in $p$ we obtain:

$$E = - k_B T \sum_{n=0}^{\infty} \text{Tr} (N(\Lambda n)) = - k_B T \sum_{n=0}^{\infty} \text{Tr} (T_1 U_{12} T_2 U_{21}) . \quad (7.32)$$

As we are working in the positions representation space instead in the multipolar representation space, we have to represents the operators $T_\alpha$ and $U_{\alpha\beta}$ in the positions
space. For that issue, we have into account that $U_{\alpha \beta}$ matrices represent the field propagation between two points. Then they are represented by the free vacuum Green function of the interaction field. Using the Born approximation, we obtain the next formula for the diluted approximation of the Casimir energy:

$$E \simeq E_T = -k_B T \sum_{n=0}^{\infty} \text{Tr} (V_1 G_{012} V_2 G_{021}).$$ (7.33)

As we did with (7.5), we can separate the magnetic and electric part of each body potential and each field contribution in the free dyadic Green function. We trace over the $EH$ space obtaining:

$$E_T = -k_B T \sum_{n=0}^{\infty} \text{Tr} \left( V_1^E G_{012}^E V_2^E G_{021}^E + V_1^H G_{012}^H V_2^H G_{021}^H \right).$$ (7.34)

As before, we identify each term with this obvious notation:

$$E_T = E_{EE} + E_{EH} + E_{HE} + E_{HH}.$$ (7.35)

### 7.3.1 Purely electric and purely magnetic energy

Using Eq. (7.113) and Eq. (7.116) of the Appendix, we can solve the trace over the coordinates of $E_{EE}$ and, similarly, of $E_{HH}$. The matricial form of the purely electric part of the dyadic Green function and of the purely magnetic part of the dyadic Green function are:

$$G_{0ij}^{EE}(R, k) = -R_i R_j \left( 3 + 3kR + k^2 R^2 \right) \frac{e^{-kR}}{4\pi R^5} + \delta_{ij} \left( 1 + kR + k^2 R^2 \right) \frac{e^{-kR}}{4\pi R^3},$$ (7.36)

Where $R = r_\alpha - r_\beta$. The trace in spatial coordinates is easily solved obtaining:

$$E_{EE} = -k_B T \sum_{n=0}^{\infty} \epsilon_1^{'} \epsilon_2^{'} \int_1^2 \int_1^2 \frac{e^{-2kR}}{(4\pi)^2 R^6} \left[ 6 + 12kR + 10k^2 R^2 + 4k^3 R^3 + 2k^4 R^4 \right].$$ (7.37)

Replacing $k$ by $\Lambda n$ we obtain:

$$E_{EE} = -\frac{k_B T}{(4\pi)^2} \epsilon_1^{'} \epsilon_2^{'} \int_1^2 \int_1^2 \frac{e^{-2\Lambda Rn}}{R^6} \sum_{n=0}^{\infty} e^{-2\Lambda Rn} \times$$

$$\times \left[ 6 + 12\Lambda Rn + 10\Lambda^2 R^2 n^2 + 4\Lambda^3 R^3 n^3 + 2\Lambda^4 R^4 n^4 \right].$$ (7.38)
Having into account that \( \sum_{n=0}^{\infty} e^{-an} = \frac{1}{1-e^{-a}} \), it is easily deduced:

\[
\partial^t \sum_{n=0}^{\infty} e^{-an} = \sum_{n=0}^{\infty} (-n)^t e^{-an} = \partial^t_a (1 - e^{-a})^{-1}.
\] (7.39)

Denoting \( \lambda = R\Lambda \), we can carry out the sum obtaining:

\[
E_{EE} = \frac{-k_B T}{(4\pi)^2} \hat{\epsilon}_1 \hat{\epsilon}_2 \int_1^2 \frac{d\mathbf{r}_1 d\mathbf{r}_2}{R^6} \frac{1}{(e^{2\lambda} - 1)^5} \times \left[ e^{2\lambda} \left( -9 + 12\lambda + 10\lambda^2 + 4\lambda^3 - 4\lambda^4 \right) + e^{4\lambda} \left( 6 + 36\lambda - 10\lambda^2 - 12\lambda^3 + 22\lambda^4 \right) + e^{6\lambda} \left( -9 + 12\lambda + 10\lambda^2 + 4\lambda^3 + 2\lambda^4 \right) + 3e^{10\lambda} + 3 \right].
\] (7.40)

We obtain a similar result for the purely magnetic Casimir energy replacing \( \hat{\epsilon}_1 \hat{\epsilon}_2 \) by \( \hat{\mu}_1 \hat{\mu}_2 \).

### 7.3.2 Coupled magnetic - electric Casimir energy terms

We perform the same calculations using (7.114) and (7.115) of the Appendix as for the purely electric case. The trace over spatial coordinates is already done in (7.23), so we obtain the formula for the coupling terms of the Casimir energy just replacing the integral in (7.24) by a sum:

\[
E_{EH} = \frac{2k_B T}{(4\pi)^2} \hat{\epsilon}_1 \hat{\mu}_2 \int_1^2 \frac{d\mathbf{r}_1 d\mathbf{r}_2}{R^6} \sum_{n=0}^{\infty} e^{-2kn} \left( R^4 k^4 + 2R^3 k^3 + R^2 k^2 \right).
\] (7.41)

Here \( k_n = 2\pi \frac{k_B T}{\hbar} n = \Lambda n \) are the Matsubara frequencies. After solving this sum and denoting \( \lambda = R\Lambda \), we obtain:

\[
E_{EH} = \frac{2k_B T}{(4\pi)^2} \hat{\epsilon}_1 \hat{\mu}_2 \int_1^2 \frac{d\mathbf{r}_1 d\mathbf{r}_2}{R^6} \frac{\lambda^2}{(e^{2\lambda} - 1)^5} \times \left[ e^{2\lambda} \left( 1 - 2\lambda + \lambda^2 \right) + e^{4\lambda} \left( -1 - 6\lambda + 11\lambda^2 \right) + e^{6\lambda} \left( -1 + 6\lambda + 11\lambda^2 \right) + e^{8\lambda} \left( 1 + 2\lambda + \lambda^2 \right) \right].
\] (7.42)

Replacing \( \hat{\epsilon}_1 \hat{\mu}_2 \) by \( \hat{\mu}_1 \hat{\epsilon}_2 \), we obtain the formula for \( E_{HE} \). These formulas for the Casimir energy in the diluted limit are valid for any temperature, but they are too much complicate for analytical analysis at any temperature. Therefore, we study the limits at high and low temperatures.
7.3 Diluted limit at any temperature $T$

### 7.3.3 Low and zero temperature limit

Here we will recover the zero temperature limit of the diluted limit. Then we will make a perturbative analysis valid for low temperatures. We can make it easily by expanding the Taylor series in $\lambda = R\Lambda$ of the integrand and studying just the first orders deleting the rest ones. By using (7.40) and (7.42), we reobtain (7.27) for the zero temperature case. We need to take the fifth order series term of the Taylor expansion of Eq. (7.40) and Eq. (7.42) to get the next non zero perturbation term of the Casimir energy as

$$
\frac{\Delta_5E_{EE}}{\tilde{\epsilon}_1\tilde{\epsilon}_2} = \frac{\Delta_5E_{HH}}{\tilde{\mu}_1\tilde{\mu}_2} = \frac{-22\pi^3}{945}k_BT\left(\frac{k_BT}{\hbar c}\right)^5\int_1^2 d\mathbf{r}_1d\mathbf{r}_2 R,
$$

(7.43)

$$
\frac{\Delta_5E_{EH}}{\tilde{\epsilon}_1\tilde{\mu}_2} = \frac{\Delta_5E_{HE}}{\tilde{\mu}_1\tilde{\epsilon}_2} = \frac{-2\pi^3}{189}k_BT\left(\frac{k_BT}{\hbar c}\right)^5\int_1^2 d\mathbf{r}_1d\mathbf{r}_2 R,
$$

(7.44)

because $\Delta_1E = \Delta_2E = \Delta_3E = \Delta_4E = 0$, where $\Delta_nE$ is the n-th order correction term to the low temperature expansion.

### 7.3.4 High temperature and classical limit

In this Section we will obtain the high temperature limit of the Casimir energy in the diluted limit, whose first term will be the classical limit of the Casimir energy. To obtain this limit, instead of solving the sum in Eq. (7.37) and Eq. (7.41), we will just keep the first term of the sum. Then the classical limit of the Casimir energy in the diluted limit reads the first sum term:

$$
\frac{E_{cl}^{EE}}{\tilde{\epsilon}_1\tilde{\epsilon}_2} = \frac{E_{cl}^{HH}}{\tilde{\mu}_1\tilde{\mu}_2} = -3\frac{k_BT}{(4\pi)^2} \int_1^2 d\mathbf{r}_1d\mathbf{r}_2 R^6,
$$

(7.45)

$$
\frac{E_{cl}^{EH}}{\tilde{\epsilon}_1\tilde{\mu}_2} = \frac{E_{cl}^{HE}}{\tilde{\mu}_1\tilde{\epsilon}_2} = 0.
$$

(7.46)

And the first perturbation to that limit is the next sum term:

$$
\frac{\Delta_1E_{cl}^{EE}}{\tilde{\epsilon}_1\tilde{\epsilon}_2} = \frac{\Delta_1E_{cl}^{HH}}{\tilde{\mu}_1\tilde{\mu}_2} = \frac{-k_BT}{(4\pi)^2} \int_1^2 d\mathbf{r}_1d\mathbf{r}_2 R^6 e^{-2\Lambda R} \left(6 + 12\Lambda R + 10\Lambda^2 R^2 + 4\Lambda^3 R^3 + 2\Lambda^4 R^4\right),
$$

(7.47)
\[ \frac{\Delta_1 E^c_{EH}}{\epsilon_1 \mu_2} = \frac{\Delta_1 E^c_{HE}}{\mu_1 \epsilon_2} = \frac{2k_B T}{(4\pi)^2} \int \int \frac{d\mathbf{r}_1 d\mathbf{r}_2}{R^6} e^{-2R\Lambda} \left( R^4 \Lambda^4 + 2R^3 \Lambda^3 + R^2 \Lambda^2 \right). \] 

(7.48)

Where \( \Delta_1 E^c \) is the first correction to the classic limit of the Casimir energy \( E^c \). With these results we see that we lose the coupling between electric and magnetic energy terms in the classical limit.

Finally we must remark that, if we take the asymptotic distance approximation as in Sect. 7.2.3, we reobtain the results given in [115] in the soft response limit.

7.4 PSA for three bodies system

In this Section we are going to calculate the Casimir energy between three bodies in the Pairwise Summation approximation. In this asymptotic limit we will obtain that the energy of the system will be the addition of the PSA energy of each pair of objects. This linear behavior of the Casimir energy was expected in that approximation although we know that it is in general false [130]. We begin this study from the Casimir Energy formula for three objects given in [122][130]:

\[ E = \frac{\hbar c}{2\pi} \int_0^\infty dk \log \left( \frac{|M|}{|M|_\infty} \right). \] 

(7.49)

The \( M \) matrix (whose coefficients are non commutative matrices) is:

\[ M = \begin{pmatrix} T_1^{-1} & -U_{12} & -U_{13} \\ -U_{21} & T_2^{-1} & -U_{23} \\ -U_{31} & -U_{32} & T_3^{-1} \end{pmatrix}. \]

(7.50)

So, using the logarithm product rule, the Casimir energy between three bodies is

\[ E_3 = \frac{\hbar c}{2\pi} \int_0^\infty dk \log |1 - N_{12}| + \frac{\hbar c}{2\pi} \int_0^\infty dk \log |1 - N_{13}| + \frac{\hbar c}{2\pi} \int_0^\infty dk \log |1 - \mathbb{R}|. \] 

(7.50)

Here the \( N \) matrix is \( N_{\alpha\beta} = T_{\alpha} U_{\alpha\beta} T_{\beta} U_{\beta\alpha} \), and:

\[ \mathbb{R} = (1 - N_{13})^{-1} (T_3 U_{32} + N_{31}) (1 - N_{12})^{-1} (T_2 U_{23} + N_{21}). \] 

(7.51)
Expanding the inverses we obtain the double series
\[ R = \sum_{n_1=0}^{\infty} (N_{13})^{n_1} (T_3 U_{32} + N_{31}) \sum_{n_2=0}^{\infty} (N_{12})^{n_2} (T_2 U_{23} + N_{21}). \] (7.52)
The lowest order of the Born series of the \( R \) matrix will come from the first order expansion series making \( n_1 = n_2 = 0 \), that is
\[ R \simeq (T_3 U_{32} + N_{31}) (T_2 U_{23} + N_{21}). \] (7.53)
In addition to that, we just consider the sum term with the minimum number of \( T \) matrices products, because that will be the lowest order expansion in susceptibilities of the \( R \) matrix. That means that we reduce the highly non linear \( R \) matrix to
\[ R \simeq (T_3 U_{32} T_2 U_{23}) = N_{23}. \] (7.54)
Replacing Eq. (7.54) in Eq. (7.50), we obtain the next PSA of the Casimir energy between three objects:
\[ E_3 = \frac{\hbar c}{2\pi} \int_0^{\infty} dk \log |1 - N_{12}| + \frac{\hbar c}{2\pi} \int_0^{\infty} dk \log |1 - N_{13}| + \frac{\hbar c}{2\pi} \int_0^{\infty} dk \log |1 - N_{23}|. \] (7.55)
Therefore we obtain that the PSA approximation of the Casimir energy between three objects is the sum of the PSA energy of each pair of objects. In other words, we rederive a kind of superposition law of energies in the diluted PSA limit as expected, because the usual presentation of the PSA approximation is the assumption that we have a superposition behavior in that asymptotic limit. Here we have justified the validity of that approximation.

If we take the asymptotic distance limit to Eq. (7.55), we will obtain a superposition of two bodies PSA energies in the asymptotic limit. The nonlinearity of the Casimir energy must be given by higher orders expansion terms even for systems with three bodies. The same superposition behavior is expected for the general \( N \) body case, and it will be proven in the next Section.

### 7.4.1 PSA for general \( N \) bodies system

In this Section we are going to generalize the PSA energy of three bodies given by Eq. (7.55). For this purpose we are going to use an iterative procedure which will give
us the new terms to include to the PSA of the Casimir energy of \( n - 1 \) bodies when we include another new object to our system. Let us represent the \( \mathbf{M} \) matrix of Eq. (7.49) as the sum of its diagonal and its non-diagonal parts as [122]:

\[
\mathbf{M}_{\alpha\beta} = \delta_{\alpha\beta} T^{-1}_\alpha + (\delta_{\alpha\beta} - 1) U_{\alpha\beta},
\]

or symbolically as

\[
\mathbf{M} = T^{-1} + \mathbb{U},
\]

then it is easy to find that the inverse of \( \mathbf{M} \) is the next perturbative series

\[
\mathbf{M}^{-1} = T \sum_{n=0}^\infty (-\mathbb{U}T)^n.
\]

On the other hand, the \( \mathbf{M} \) matrix of the \( N \) objects system is related with the \( \mathbf{M} \) matrix of the \( N - 1 \) objects system by block matrices in the next way

\[
\mathbf{M}_N = \begin{pmatrix}
\mathbf{M}_{N-1} & -\mathbb{U}_{N-1,\gamma} \\
-\mathbb{U}_{\gamma,N-1} & T^{-1}_N
\end{pmatrix}.
\]

Where \( \gamma \) index goes from 1 to \( N - 1 \). With this result we calculate \( |\mathbf{M}_N| \) obtaining

\[
|\mathbf{M}_N| = |\mathbf{M}_{N-1}| |T_N|^{-1} |1 - T_N \mathbb{U}_{\gamma,N-1} \mathbf{M}^{-1}_{N-1} \mathbb{U}_{N-1,\gamma}|.
\]

In the PSA approximation is valid the substitution \( \mathbf{M}^{-1} \simeq T \), where \( T \) is a diagonal matrix whose \( N - 1 \) diagonal elements are \( T_\gamma \) with \( \gamma \) index defined as before. Then, using this approximation we can approximate the \( \mathbf{M}_N \) determinant as:

\[
|\mathbf{M}_N| = |\mathbf{M}_{N-1}| |T_N|^{-1} |1 - T_N \mathbb{U}_{\gamma,N-1} T \mathbb{U}_{N-1,\gamma}|.
\]

Where we multiply by blocks the matrix of the last determinant obtaining

\[
|\mathbf{M}_N| = |\mathbf{M}_{N-1}| |T_N|^{-1} \left| \begin{pmatrix}
\mathbb{N}_{1N} & 0 & \ldots & 0 \\
0 & \mathbb{N}_{2N} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathbb{N}_{N-1,N}
\end{pmatrix} \right|.
\]

(7.61)
Finally, we obtain the desired result:
\[
|M_N| = |M_{N-1}| |T_N|^{-1} \prod_{\gamma=1}^{N-1} |1 - N_{\gamma|N}|. \tag{7.62}
\]
The other needed matrix is
\[
|M_\infty,N| = |M_{\infty,N-1}| |T_N|^{-1}. \tag{7.63}
\]
And with the initial conditions:
\[
|M_1| = |M_{\infty,1}| = |T_1|^{-1}, \tag{7.64}
\]
we obtain these determinants in a closed form as
\[
|M_N| = \prod_{k=1}^{N} |T_k|^{-1} \prod_{l=2}^{N-1} \prod_{m=1}^{l-1} |1 - N_{lm}| \tag{7.65}
\]
and
\[
|M_{\infty,N}| = \prod_{k=1}^{N} |T_k|^{-1}. \tag{7.66}
\]
Taking the logarithms of Eq. (7.49), the Casimir energy for the N bodies system is approximated as
\[
E_N = \frac{\hbar c}{2\pi} \int_0^\infty dk \sum_{l=2}^{N} \sum_{m=1}^{l-1} \log |1 - N_{lm}| \tag{7.67}
\]
in the PSA limit. Eq. (7.67) is the generalization of Eq. (7.55) for the N body case, and it show us that in the PSA limit, we always obtain a superposition principle of the two body PSA Casimir energy despite the fact that Casimir energy is not a nonadditive interaction. We will obtain the non-linear effects in the next orders of the expansion.

This result is qualitatively different of the usual PSA procedure of integrating each point of a N point potential over the volume of each object. The reason is simple, a N point potential is proportional to N polarizabilities [138], but in the soft limit approximation, the lower allowed term is proportional to two polarizabilities. Therefore we should study the \((N-1)\) expansion term to obtain the first one proportional to N polarizabilities. So in a consistent calculation of PSA energies for three or more objects, the asymptotic approximation of the PSA energy in the soft material approximation is different of the N point potential function. In the next Section we will find where the contribution of the three point potential is relevant in the diluted limit.


7.5 Second order expansion of diluted limit

In this Section we are going to study the second order expansion of the PSA in the diluted limit. This is a complicated long calculus so, instead of the complete electromagnetic case, we will restrict ourselves to the purely electric case. That means that we will ignore the magnetic properties of the bodies. It could be interesting to show the complete study of that series term, but it is a long calculation to show here. However, it possesses theoretical utility, as it shows the lack of the superposition principle in the Casimir energy calculations. The next results have been done with the help of Mathematica [139].

Again we start from the Casimir energy between two compact objects as given by Eq. (7.2). We studied the first order expansion of the energy in Sect. 7.2. Now we are interested in the next order expansion term in polarizabilities, so we maintain the study of the fist term of Eq. (7.2) taking just the case \( p = 1 \). In addition to that, we take the second order approximation of the Born series of the \( T \) matrix:

\[
T = \sum_{n=0}^{\infty} (VG_0)^n V \simeq V + VG_0 V.
\] (7.68)

Applying the linearity of the trace and taking our attention just to the second order expansion in polarizabilities (that is, to the third order term in polarizabilities), we obtain the following result for the second order of the diluted limit result:

\[
E_2 = -\frac{\hbar c}{2\pi} \int_0^\infty dk \text{Tr} (V_{1'} G_{0'1'} V_{12} U_{21'}) - \frac{\hbar c}{2\pi} \int_0^\infty dk \text{Tr} (V_{1'} U_{12} V_{2'} G_{02'} V_{2'2} U_{21'}).
\] (7.69)

We will center our study just on the first integral of (7.69), because the analysis of these two integrals is the same. First we make the trace over the \( EH \) space, which is automatic here because we have canceled the magnetic properties of the bodies. In other words, we are not studying the coupling between electric and magnetic induced dipoles. After that we trace over the space coordinates, so we need the matricial form of the electric part of the dyadic Green function given in Eq. (7.113) of the Appendix, where \( \mathbf{R} = \mathbf{r} - \mathbf{r}' \). We will need to define the function:

\[
\mathcal{R}[\alpha, \beta, \mu](k) = R_{\alpha\beta}^2 \left( 1 + k R_{\alpha\beta} + k^2 R_{\alpha\beta}^2 \right) + (3 + 3k R_{\alpha\beta} + k^2 R_{\alpha\beta}^2) R_{\alpha\beta}^2.
\] (7.70)
When performing this integral, a term proportional to $7.5$ second order expansion of diluted limit can at least obtain a tractable formula. This limit consists of keeping only the interval for all the points of the 1 body. But these singularities can be removed with the

\[ E_{2a} = -\frac{\hbar c}{2\pi} \int_1 dR_1 \int_2 dR_2 \int_{l_1} dR_1' \int_{l_1'} dR_1'' \int_0^\infty dk \cdot e^{-k(R_{l2} + R_{l2'})} \cdot e^{-k(R_{l1} + R_{l1'})} \times [R[1, 2]_x(k)R[2, 1']_x(k)R[1', 1]_x(k)] + \mathcal{R}[1, 2]_y(k)R[2, 1']_y(k)R[1', 1]_y(k) + \mathcal{R}[1, 2]_z(k)R[2, 1']_z(k)R[1', 1]_z(k). \] (7.71)

Here the space integrations are performed just over the body volumes because it is there where dielectric and diamagnetic potentials are defined. It is possible to perform the $k$ integral, because we have an exponential multiplied by a polynomial integrated between zero and infinity. It is not shown here because it contains 216 sum terms.

For any finite temperature we also obtain a long result, but in the classical limit we can at least obtain a tractable formula. This limit consists of keeping only the $k = 0$ mode. In that case we obtain the result

\[ E_{2a}^{cl} = -\frac{k_B T}{128\pi^3} \int_1 dR_1 \int_2 dR_2 \int_{l_1} dR_1' \int_{l_1'} dR_1'' \cdot e^{\tilde{\epsilon}_1 \tilde{\epsilon}_2 \tilde{\epsilon}_1'} \times [\mathcal{R}[1, 2]_x(0)\mathcal{R}[2, 1']_x(0)\mathcal{R}[1', 1]_x(0)] + \mathcal{R}[1, 2]_y(0)\mathcal{R}[2, 1']_y(0)\mathcal{R}[1', 1]_y(0) + \mathcal{R}[1, 2]_z(0)\mathcal{R}[2, 1']_z(0)\mathcal{R}[1', 1]_z(0). \] (7.72)

Where $\mathcal{R}[\alpha, \beta]_i(0) = (R_{\alpha\beta}^2 + 3R_{\alpha\beta i}^2)$, so we can write:

\[ E_{2a}^{cl} = -\frac{k_B T}{128\pi^3} \int_1 dR_1 \int_2 dR_2 \int_{l_1} dR_1' \int_{l_1'} dR_1'' \cdot e^{\tilde{\epsilon}_1 \tilde{\epsilon}_2 \tilde{\epsilon}_1'} \times [(R_{12}^2 + 3R_{12x}^2) (R_{21'}^2 + 3R_{21'x}^2) (R_{11'}^2 + 3R_{11'x}^2)] + (R_{12}^2 + 3R_{12y}^2) (R_{21'}^2 + 3R_{21'y}^2) (R_{11'}^2 + 3R_{11'y}^2) + (R_{12}^2 + 3R_{12z}^2) (R_{21'}^2 + 3R_{21'z}^2) (R_{11'}^2 + 3R_{11'z}^2). \] (7.73)

When performing this integral, a term proportional to $R_{11'}^{-5}$ and another one to $R_{1l}^{-3}$ appear. These terms can be problematic because $R_{l1} = 0$ belongs to the integration interval for all the points of the 1 body. But these singularities can be removed with the
appropriate regularization procedure. Note that if we make \( l' = 3 \) in Eq. (7.69), this integral would also be one of the contributions of the second term expansion of a three objects system. In that case we have not got any problem in the volumes integration for this term and this expansion term looks quite similar to the local analog of the three points potential given in [138]. In fact, in the three (or more) bodies system that term is the first term that breaks the superposition behavior founded in 7.4. Replacing the \( k^2 \) term by the operator \( -\Delta \) in Eqs. (7.113) and (7.116) of the Appendix, and replacing the \( k \) term by the operator \( \sqrt{-\Delta} \) in Eqs. (7.115) and (7.114) of the Appendix, which is a change valid on shell because \( G_0(R, k) = e^{-kR}/4\pi R \), we recover the formalism of Power and Thirunamachandran [138] in the soft dielectric and soft diamagnetic limit. This scheme let us take into account not only electric phenomena as in [138], but also magnetic and electro-magnetic coupling effects so as an extension to finite temperature cases. Taking this argument into account, we can understand the structure of the perturbation terms of the PSA limit of the electromagnetic Casimir energy between \( N \) bodies. The Casimir energy in the PSA limit has the structure of a series of infinity terms whose \( n \)-order term is the sum of integrals over \( n + 2 \) bodies (which can be repeated or not) of the \( (n + 2) \) points local em potential. Each series term come from the expansions made in Eq. (7.2) and in Eq. (7.4) and is proportional to the product of \( n + 2 \) permittivities. If we take the asymptotic distance limit of these integrals, we will obtain a series of \( n \) points EM potential now with polarizabilities instead susceptibilities as in [138], but in the soft response limit. When we use perturbations of the tree term of the Born expansion, it appears divergent terms in the integrand as seen in Eq. (7.73). These singularities can be removed with the appropriate regularization procedure [140].

7.6 PSA for objects with general magneto–electric coupling

In this Section, we extend the study of PSA to materials with a general magneto–electric linear coupling with the electromagnetic field, we use the potential \( V_i \) given in
7.7 PSA for Topological Insulators

Eq. (7.10) to obtain the PSA Casimir energy of frequency independent dielectric with magnetoelectric couplings at zero temperature as

\[ E = \frac{-\hbar c}{(4\pi)^3} \gamma_0 \int_1^2 \int_2 \frac{d\mathbf{r}_1 d\mathbf{r}_2}{|\mathbf{r}_1 - \mathbf{r}_2|^7}, \]  

(7.74)

where

\[ \gamma_0 = \frac{23\tilde{\epsilon}_1 \tilde{\epsilon}_2 - 7\tilde{\mu}_1 \tilde{\mu}_2 - 7\tilde{\mu}_1 \tilde{\mu}_2 + 23\alpha_1 \alpha_2 + 7\alpha_1 \beta_2 + 23\beta_1 \alpha_2 + 7\beta_1 \beta_2. \]  

(7.75)

This result extend the Feinberg and Sucher potential [117] to objects with magnetoelectric couplings, but only in the diluted limit. In the high temperature limit, the PSA of Casimir energy is

\[ E = \frac{-k_B T}{(4\pi)^2} \gamma_{cl} \int_1^2 \int_2 \frac{d\mathbf{r}_1 d\mathbf{r}_2}{|\mathbf{r}_1 - \mathbf{r}_2|^6}, \]  

(7.76)

where

\[ \gamma_{cl} = 3\tilde{\epsilon}_1 \tilde{\epsilon}_2 + 3\tilde{\mu}_1 \tilde{\mu}_2 + 3\alpha_1 \beta_2 + 3\beta_1 \alpha_2. \]  

(7.77)

It is also possible to obtain results valid at any fixed temperature from Eq. (7.30), the results are Eq. (7.40), but with \((\alpha_1 \beta_2 + \beta_1 \alpha_2)\) instead \(\tilde{\epsilon}_1 \tilde{\epsilon}_2\), and Eq. (7.42), but with \((-\alpha_1 \alpha_2 - \beta_1 \beta_2)\) instead \(\tilde{\epsilon}_1 \tilde{\mu}_2\). Then the correction terms to high and low temperature cases are given by Eqs. (7.43), (7.44), (7.47) and (7.48), being careful with the sign for terms proportional to \(\alpha_1 \alpha_2\) and \(\beta_1 \beta_2\).

As we can see, if magnetoelectric couplings have different signs and are strong enough to compensate the usual electric and magnetic coupling of dielectrics, a repulsive Casimir energy between objects can be achieved in the diluted limit. We will study the appearance of this repulsion in a more physical system of Topological Insulators in the next Section.

7.7 PSA for Topological Insulators

Recently, in [141], A. Grushin and A. Cortijo demonstrated the existence of an equilibrium distance between topological insulators with opposite topological polarizabilities sign between parallel plates. This result was extended for all temperatures in [133],
leading to a reduction of the equilibrium distance with the temperature until the disappearance of the equilibrium distance in the high temperature regime. Regions of Casimir repulsion for all distances were also reported for some values of $w = \frac{\omega_e}{\omega_R}$ and $|\theta|$ (where $w$ is the ratio between the oscillator strength $\omega_e$ and the resonant frequency $\omega_R$ of the material, while $\theta$ is the magnetoelectric topological susceptibility, their definition is given below). In this part of the article, we apply the formalism developed in the previous Section to TI.

Following [141] and [133], the electromagnetic response of three-dimensional topological insulators, which determines the reflection coefficients, is governed by the Lagrangian

$$\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_\theta = E \cdot D + B \cdot H.$$  \hspace{1cm} (7.78)

The first term of Eq. (7.78) reads $\mathcal{L}_0 = \frac{1}{2} (\varepsilon E - \mu^{-1} B)$, and it is the usual electromagnetic term, which gives the usual constitutive relations of dielectrics without magnetoelectric couplings. The second term of Eq. (7.78) is a nontrivial axionic [142] or topological magnetoelectric term which gives rise to the topological magnetoelectric [143] [144] term in the Lagrangian $\mathcal{L}_\theta = \frac{\alpha \theta}{2\pi} E \cdot B$, where $\alpha$ is the fine structure constant ($\alpha = \frac{e^2}{\hbar c}$) and $\theta$ is the magnetoelectric topological susceptibility. Therefore, the constitutive relations of TI are easily obtained from the Lagrangian of TI given in Eq. (7.78) as

$$D = \varepsilon E + \alpha \left( \frac{\theta}{\pi} \right) B,$$

$$H = \mu^{-1} B - \alpha \left( \frac{\pi}{\theta} \right) E.$$  \hspace{1cm} (7.79)

Time-reversal symmetry indicates that $\theta = 0, \pi (\text{mod } 2\pi)$ being $\theta = \pi$ the case for TI and $\theta = 0$ the case for trivial insulators. When the boundary of the considered object is included, the action corresponding to the Lagrangian Eq. (7.78), $S_0 + S_\theta$, is a fair description of the TI only when a time-reversal breaking perturbation is induced on the surface to gap the surface states [143]. In this work we consider that the time-reversal perturbation is a magnetic coating of small thickness $l$ compared with the rest scales of the problem (therefore we will neglect its contribution to Casimir effect) which gaps the surface states. In the described situation, $\theta$ is quantized in odd integer values of $\pi$. 

such that

\[ \theta = (2n + 1)\pi, \quad (7.80) \]

where \( n \in \mathbb{Z} \), determined by the nature of the magnetic coating, but independent of the absolute value of the magnetization of the coating. Positive or negative values of \( \theta \) are related to different signs of the magnetization on the surface \([145]\), which we consider is perpendicular to the surface of the body. Being a topological contribution, \( \theta \) is defined in the bulk as a constant whenever the bulk Brillouin zone is defined \([144]\). Following the discussion in \([133]\), we assume that the frequency dependent dielectric function \( \epsilon(\omega) \) is described by an oscillator model of the form:

\[ \epsilon(i\kappa) = \epsilon_0 + \sum_i \frac{\omega_{e,i}^2}{\omega_{R,i}^2 + \gamma_{R,i}c\kappa + c^2\kappa^2}, \quad (7.81) \]

In this model, \( \omega_{R,i} \) is the resonant frequency of the \( i \)th oscillator, while \( \omega_{e,i} \) accounts for the oscillator strength. The damping parameter \( \gamma_{R,i} \) satisfies \( \gamma_{R,i} \ll \omega_{R,i} \), playing therefore a secondary role. As there are few experimental results of \( \epsilon(i\kappa) \) for TI, we will assume that there is just one resonance and do not take into account the contribution of the damping constant, therefore the dielectric function considered here has the form:

\[ \epsilon(i\kappa) = \epsilon_0 + \frac{w^2}{1 + \frac{\omega^2}{\omega_{R}^2} \kappa^2}, \quad (7.82) \]

where \( w = \frac{\omega_{e}}{\omega_{R}} \). In addition to that, we assume \( \mu = \mu_0 \).

In order to apply the formalism developed in the last Section, we need the fields \( \mathbf{D} \) and \( \mathbf{B} \) as a function of \( \mathbf{E} \) and \( \mathbf{H} \), then

\[
\mathbf{D} = \left( \epsilon + \mu\alpha^2 \left( \frac{\theta}{\pi} \right)^2 \right) \mathbf{E} + \mu\alpha \left( \frac{\theta}{\pi} \right) \mathbf{H},
\]

\[
\mathbf{B} = \mu\alpha \left( \frac{\theta}{\pi} \right) \mathbf{E} + \mu\mathbf{H}, \quad (7.83)
\]

where \( \alpha \) is the fine structure constant \( (\alpha = \frac{e^2}{\hbar c}) \). Note that the PSA can be widely applied to TI, because it is expected that the magnetoelectric topological susceptibility \( \theta \) was small (and the magnetoelectric coupling proportional to the fine structure constant), and the interesting behavior of TI because of the Casimir effect appears also for the soft dielectric response of the TI.
The case of multiple resonances or any other more exact model of $\epsilon(i\kappa)$ [141] and magnetoelectric coupling (which could have into account the contribution of the surface of the TI to the magnetoelectric response) can be easily performed within the formalism presented here.

Because of the frequency dependence of $\epsilon(i\kappa)$ for TI, it is not possible to obtain the integrand of the PSA energy at zero temperature in a closed form in terms of simple functions. Then the PSA Casimir energy at zero temperature for topological insulators is given by the integral

$$E_0^{PSA} = -\frac{hc}{(4\pi)^3} \int_1 \int_2 \frac{dr_1 dr_2}{|r_1 - r_2|^7 \gamma_0},$$  \hspace{1cm} (7.84)

where $\gamma_0$ now depends on the distance between points of the TI and on the dielectric properties of both TI as

$$\gamma_0 = w_1^2 w_2^2 x f_1(x) + 60 \alpha_1 \alpha_2 + 23 \alpha_1^2 \alpha_2^2 + (\alpha_1^2 w_2^2 + \alpha_2^2 w_1^2) x f_2(x),$$  \hspace{1cm} (7.85)

where $\alpha_i = \frac{q_i}{\pi}$, $w = \frac{\omega}{\omega_R}$, $x = \frac{w_1 c}{|r_1 - r_2|}$ is the adimensional distance and $f_1(x)$ and $f_2(x)$ the next functions:

$$f_1(x) = \frac{2}{\sqrt{\pi}} \left( 6 x G_{1,3}^{3,1} \left( x^2 \mid 0, \frac{1}{2}, 1 \right) + 3 G_{1,3}^{3,1} \left( x^2 \mid \frac{1}{2}, \frac{1}{3} \right) + 5 G_{1,3}^{3,1} \left( x^2 \mid 1, \frac{1}{3} \right) \right),$$  \hspace{1cm} (7.86)

$$f_2(x) = \frac{2}{\sqrt{\pi}} \left( 6 x G_{1,3}^{3,1} \left( x^2 \mid 0, 0, \frac{1}{2} \right) + 6 x G_{1,3}^{3,1} \left( x^2 \mid 0, \frac{1}{2}, 1 \right) + 3 G_{1,3}^{3,1} \left( x^2 \mid \frac{1}{2}, \frac{1}{3}, \frac{1}{3} \right) \right),$$  \hspace{1cm} (7.87)

where $G_{pq}^{mn} \left( x \mid a_1, \ldots, a_p, b_1, \ldots, b_q \right)$ are the Meijer G functions. Eqs. (7.86) and (7.87) and their limits at short and large $x$ are plotted in Fig. 7.1. All coefficients of $\gamma_0$ are positive ($x f_1(x)$, $x f_2(x)$, 23 and 60, because $f_1(x)$ and $f_2(x)$ are smooth positive functions in the real positive axis, as seen in Fig. 7.1) for any value of $\theta_1$ and $\theta_2$. 


At short distances we can approximate $f_1(x) \approx 3\pi$ and $f_2(x) \approx 6\pi$, then $\gamma_0$ can be approximated by

$$\gamma_0 = 60\bar{\alpha}_1\bar{\alpha}_2 + 23\bar{\alpha}_1^2\bar{\alpha}_2^2.$$  \hspace{1cm} (7.88)

If $\text{sign}(\theta_1) = -\text{sign}(\theta_2)$, this energy becomes positive (i.e. repulsive) for all

$$\theta_1\theta_2 < -\frac{60\pi^2}{23\bar{\alpha}^2}.$$  \hspace{1cm} (7.89)

For diluted materials, this condition is beyond the positive energy condition $|\theta_1\theta_2| < \frac{\pi^2}{\bar{\alpha}^2}\sqrt{\varepsilon_1(0)\varepsilon_2(0)} < \frac{60\pi^2}{23\bar{\alpha}^2}$ [146], then we can consider it is always fulfilled for diluted dielectrics.

At large distances we can approximate $f_1(x) \approx \frac{23}{x}$ and $f_2(x) \approx \frac{23}{x}$, then $\gamma_0$ can be approximated by

$$\gamma_0 = w_1^2w_2^2 + \bar{\alpha}_1^2\bar{\alpha}_2^2 + \bar{\alpha}_1^2w_2^2 + \bar{\alpha}_2^2w_1^2 + \frac{60}{23}\bar{\alpha}_1\bar{\alpha}_2.$$  \hspace{1cm} (7.90)

If $\text{sign}(\theta_1) = -\text{sign}(\theta_2)$ and $w_1 = w_2 = w$, the energy becomes positive (i.e. repulsive).
for all
\[ w^2 < \frac{23}{46} \left( -\bar{\alpha}_1^2 - \bar{\alpha}_2^2 + \sqrt{\bar{\alpha}_1^4 + \bar{\alpha}_2^4 - \frac{240}{23} \bar{\alpha}_1 \bar{\alpha}_2 - \frac{46}{23} \bar{\alpha}_1^2 \bar{\alpha}_2^2} \right). \] (7.91)

As a consequence, there are several different regimes for the system in the quantum limit. When sign(\(\theta_1\)) = sign(\(\theta_2\)), the Casimir energy is enlarged because of the contribution of topological charge \(\theta\), but when sign(\(\theta_1\)) = -sign(\(\theta_2\)), different regimes appear.

When sign(\(\theta_1\)) = -sign(\(\theta_2\)) and for low enough absolute values of \(\theta_1\) and \(\theta_2\), the condition given in Eq. (7.89) is fulfilled while the condition given in Eq. (7.91) is not, then we have a repulsive Casimir energy at short distances and an attractive Casimir energy at large distances, then there must exist an stable equilibrium distance in this case.

But if the condition given in Eq. (7.91) is also fulfilled, the magnitude of the positive arguments of Eq. (7.85) is not large enough to compensate the repulsion because topological charges \(\theta\), then we obtain repulsion for all distances.

In the high temperature limit, another result is obtained. In this case the PSA gives the Casimir energy as
\[ E_{PSA}^{cl} = -\frac{3k_B T}{(4\pi)^2} \gamma_{cl} \int_1 \int_2 \frac{dr_1 dr_2}{|r_1 - r_2|^6}, \] (7.92)
where, contrary to the zero temperature case, \(\gamma_{cl}\) does not depend on the distance between points, and it is given by
\[ \gamma_{cl} = w_1^2 w_2^2 + \bar{\alpha}_1^2 w_2^2 + \bar{\alpha}_2^2 w_1^2 + \bar{\alpha}_1^2 \bar{\alpha}_2^2 + 2\bar{\alpha}_1 \bar{\alpha}_2. \] (7.93)

Depending on the values of \(w\) and |\(\theta|\), we obtain either repulsion for all distances or attraction for all distances. The condition to be fulfilled in order to obtain repulsion in the classical limit when \(w_1 = w_2 = w\) is
\[ w^2 < \frac{1}{2} \left( -\bar{\alpha}_1^2 - \bar{\alpha}_2^2 + \sqrt{\bar{\alpha}_1^4 + \bar{\alpha}_2^4 - 8\bar{\alpha}_1 \bar{\alpha}_2 - 2\bar{\alpha}_1^2 \bar{\alpha}_2^2} \right). \] (7.94)

In Fig. 7.2, we represent the behavior of the PSA energy as a function of \(\theta\) and \(w\) when \(w_1 = w_2\) and \(\theta_1 = \theta = -\theta_2\) in the quantum and in the classical limit, having into account that there is a forbidden region because of the positive energy condition [146].
In both cases we find different regions of parameters of repulsion for all distances, but in the quantum limit there is a region of existence of an equilibrium distance, while in the classical limit a region of attraction for all distances appears.

Figure 7.2: Attraction versus Repulsion in the classical limit \((T \to \infty)\) and in the quantum limit \((T \to 0)\) as a function of \(w\) and \(|\theta|\). For the Classical limit, the green region shows repulsion for all distances and the rest of phase space shows attraction for all distances. For the quantum limit, the red and green regions show repulsion for all distances and the white region shows parameters for which an equilibrium distance appears. Several curves of constant adimensional equilibrium distance \(\tilde{d}_{eq} = \frac{\omega R}{|r_1 - r_2|}\) are also plotted. The black region is a forbidden region for the parameters due to the positive energy condition \(|\tilde{\alpha}| < \sqrt{\epsilon(0)}\) [146].

It is expected that at finite temperatures the equilibrium distance found in the quantum limit would be reduced when temperature increases, and Fig. 7.2 suggests that behavior, but we have let this study as a future work.
7.7.1 Casimir energy between spheres and plates

A claim would be done to the method performed here. It is a method just valid in the
diluted limit. Then the results presented here are general results in the geometry of
the bodies, but not in the dielectric response of materials.

In this Section we will use the PSA formulas presented in the previous Chapter
to obtain the Casimir energy to specific systems. In particular, we study the sphere–
plate system because of its experimental relevance and the two infinite plates system
to compare the PSA results with the exact ones. Both systems were studied at zero
temperature.

We were not able to obtain analytical results, so a numerical method has been
implemented.

The two infinite parallel TI plates have been already studied in [141]. Our interest
here is to compare the results obtained by the PSA with the exact ones. We impose
$\theta_1 = -\theta_2 = \pi$ in order to obtain an equilibrium distance, and different $w$ from $w = 0.2$
to $w = 0.6$. The obtained results of PSA and the exact ones are compared in Fig. 7.3,
where we find that PSA tends to overestimate the magnitude of the Casimir energy
the more the larger $w$. This fact reflects the nature of the approximation made in
PSA, where we must assume the diluted limit is valid. On the other side, an excellent
approximation of the equilibrium distance between plates is obtained, then the PSA
gives a good qualitative result.

We have also used the PSA to study the sphere-plate system because of its ex-
perimental relevance in Casimir effect experiments. In this case, we also impose
$\theta_1 = -\theta_2 = \pi$ and $w = 0.45$ for both plate and sphere in order to obtain an equi-
librium distance at $T = 0$ (see Fig. 7.2). We vary the dimensionless radius of the
sphere $\bar{R}_s = \frac{\omega R_s}{c}$ from $\bar{R}_s \to 0$ until $\bar{R}_s = 1$ to observe its effect in the equilibrium
distance. In Fig. 7.4, the PSA energy per unit of volume of the sphere is plotted as a
function of the distance between the nearest points of the plate and the sphere. As a
result, an equilibrium distance has been obtained for all the studied sphere radii. This
equilibrium distance reduces when the radius increases until reaching a constant value.
The appearance of an equilibrium distance is easy to understand because of the nature of the integrand in PSA calculations at zero temperature. As discussed in Eq. (7.85), from a given distance, the points of the sphere nearer to the plate tend to increase the Casimir energy (giving a repulsive contribution), while the rest of points of the sphere tend to reduce this energy (giving an attractive contribution). As at short distances Eq. (7.85) diverges as $\frac{1}{d}$ and $\int_0^d \frac{dx}{x^2}$ diverges, it is evident that there is always a distance where repulsion compensates attraction, reaching the system an equilibrium distance.
Figure 7.4: Dimensionless PSA Casimir energies in the sphere-plate TI system per unit of volume of the sphere $\bar{e} = \frac{c^3 E}{\hbar \omega R V}$ with $\theta_1 = -\theta_2 = \pi$ and $w = 0.45$ as a function of the dimensionless distance between the plate and the contact point of the sphere $\bar{h} = \bar{d} - \bar{R}_s$, where $\bar{d}$ is the dimensionless distance from the surface of the plate to the center of the sphere. Positive energies are the whole curves, while negative energies are the dashed curves. The equilibrium distance for each sphere radius is represented by a point. These points are joined by a soft line to have an idea of the dependence of the equilibrium distance with the radius of the sphere.

7.8 Conclusions

In this Chapter, we have calculated the full electromagnetic Casimir energy in the diluted limit between two bodies using the formalism given in [21] reobtaining the energy given in [132] in the pure electric case. Although this formalism fails in the perfect metal case, it is valid for soft dielectric and diamagnetic bodies and for bodies with magnetoelectric coupling. This formalism has been generalized to finite temperatures cases (giving exact results at finite temperatures) and extended for an arbitrary number of bodies. We have shown that the Casimir energy, which is a nonadittive interaction, has a superposition behavior in the first expansion of the PSA and how this superposition behavior is broken when the integration of different $N$ point potentials appears...
in the perturbation series to contribute in the whole energy as the next perturbation terms of the PSA.

This formalism let us reobtain known results of the literature as particular cases. For example, high and low temperature correction terms were obtained in [115] from a functional formalism, here we have obtained the exact result at any finite temperature. In addition to that, we obtain a generalization of the $N$ point potentials formalism of Power and Thirunamachandran [138] valid for diamagnetic objects and at finite temperatures.

The extension of this formalism to anisotropic materials is straightforward, although we have not done it here, it is shown how to do it for the case where it would be needed.

We have also used the results derived here to study the Casimir energy for a two infinity TI plates, to compare the PSA with the exact results given in [141]. As a result, we found that PSA gives better quantitative results for lower $w$, as expected, because PSA works better in the diluted limit. On the other side, we obtain an excellent approximation of the equilibrium distance between plates, therefore we obtain good qualitative results for all $\theta$ and $w$ studied. We have also used the PSA to study the Casimir energy between an infinite TI plate and a TI sphere because of the experimental relevance of this geometry.

The results presented in this article are valid for objects of arbitrary shape, but in the diluted limit. Then we have a systematic procedure to calculate Casimir energies valid for bodies with soft dielectric, soft diamagnetic and soft magnetoelectric response.

7.9 Appendix A: Obtention of the matricial Green function

Here we have calculated the Casimir energy using a matricial Green function for the electromagnetic fields instead of the dyadic Green function used in [21]. In this Appendix we will see that both formalisms are equivalent just using as field sources the induced polarization and magnetization vectors instead of the induced currents into
the bodies. The induced currents into the bodies are \([104]\):

\[
\mathbf{j} = -i\mathbf{k}\mathbf{P} + \nabla \times \mathbf{M}.
\]  
(7.95)

We introduce this linear change of variable in the partition function, so there is not any new relevant term in the action of the problem. This action will be transformed in the next way:

\[
S = \int d\mathbf{x} \mathbf{j} \mathcal{G}_0 \mathbf{j},
\]  
(7.96)

\[
S = \int d\mathbf{x} k^2 \mathcal{G}_0 \mathbf{P} + \int d\mathbf{x} \nabla \times \mathcal{M}_0 \nabla \times \mathbf{M} + \int d\mathbf{x} ik \mathcal{G}_0 \mathbf{P} \nabla \times \mathbf{M} - \int d\mathbf{x} \nabla \times \mathcal{M}_0 ik \mathbf{P}.
\]  
(7.97)

Where

\[
\mathcal{G}_0 = \left[ \delta_{ij} - \frac{1}{k^2} \nabla_i \nabla_j \right] G_0,
\]  
(7.98)

is the Green dyadic function. We integrate by parts each action term obtaining:

\[
S_{EE} = \int d\mathbf{x} k^2 \mathcal{G}_0 \mathbf{P},
\]

\[
= \int d\mathbf{x} \mathbf{P}_i \left[ k^2 \delta_{ij} - \nabla_i \nabla_j \right] G_0 \mathbf{P}_j,
\]

\[
= \int d\mathbf{x} \mathbf{P}_i G_{ij}^{EE} \mathbf{P}_j,
\]  
(7.99)

\[
S_{EH} = \int d\mathbf{x} ik \mathcal{G}_0 \nabla \times \mathbf{M},
\]

\[
= \int d\mathbf{x} ik \mathbf{P}_i \left[ \delta_{ij} - \frac{1}{k^2} \nabla_i \nabla_j \right] G_0 \epsilon_{j\alpha\beta} \nabla_{\beta} \mathbf{M}_{\alpha},
\]  
(7.100)

\[
S_{EH} = \int d\mathbf{x} \mathbf{P}_i \left[ ik \epsilon_{i\alpha\beta} \nabla_{\beta} \right] G_0 \mathbf{M}_{\alpha} + \int d\mathbf{x} \mathbf{P}_i \left[ ik \frac{1}{k^2} \nabla_i \nabla_j \epsilon_{j\alpha\beta} \nabla_{\beta} \right] G_0 \mathbf{M}_{\alpha}.
\]  
(7.101)

The second term is zero:

\[
\epsilon_{j\alpha\beta} \nabla_{\beta} \mathbf{M}_{\alpha} \nabla_{\beta} G_0 = \mathbf{M} \cdot \nabla \times \nabla G_0 = \mathbf{M} \cdot \mathbf{0} = 0.
\]  
(7.102)
So we finally get:

\[ S_{EH} = \int d\bar{x} \bar{P}_i \left[ -ik\epsilon_{ij\beta} \nabla^{\beta} \right] G_0 M^j, \]
\[ = \int d\bar{x} \bar{P}_i G_{ij}^{EH} M^j. \]  

(7.103)

\[ S_{HE} \] is similar to \( S_{EH} \), but with a changed sign because of the complex conjugation of the induced current into the action:

\[ S_{HE} = -\int d\bar{x} \nabla \times \bar{M}_0 ik \bar{P}, \]  

(7.104)

\[ S_{HE} = \int d\bar{x} \bar{M}_i G_{ij}^{HE} \bar{P}^j = \int d\bar{x} \bar{M}_i \left[ -G_{ij}^{EH} \right] \bar{P}^j. \]  

(7.105)

And the last term:

\[ S_{HH} = \int d\bar{x} \nabla \times \bar{M}_0 \nabla \times M, \]  

(7.106)

\[ S_{HH} = \int d\bar{x} \epsilon^{\alpha\beta} \nabla_{\alpha} \bar{M}_\beta \left[ \delta_{ij} - \frac{1}{k^2} \nabla_i \nabla^j \right] G_0 \epsilon_{jab} \nabla^{\alpha} M^b, \]  

(7.107)

\[ S_{HH} = \int d\bar{x} \epsilon^{\alpha\beta} \bar{M}_\alpha \nabla_{\beta} \left[ \delta_{ij} - \frac{1}{k^2} \nabla_i \nabla^j \right] G_0 \epsilon_{jab} M^a \nabla^{\beta}, \]  

(7.108)

\[ S_{HH} = \int d\bar{x} \bar{M}_\alpha \left( \epsilon^{\alpha\beta} \nabla_\beta \delta_{ij} G_0 \epsilon_{jab} \nabla^{\beta} \right) M^a - \int d\bar{x} \bar{M}_\alpha \left( \epsilon^{\alpha\beta} \nabla_\beta \frac{1}{k^2} \nabla_i \nabla^j G_0 \epsilon_{jab} \nabla^{\beta} \right) M^a, \]  

(7.109)

Using \( \epsilon^{\alpha\beta} \delta^i_j \epsilon_{jab} = \delta^a_b \delta^\beta_\alpha - \delta^a_\alpha \delta^\beta_b \) and \( \nabla_b \nabla^b G_0 = k^2 G_0 \), we get the next result:

\[ \left( \epsilon^{\alpha\beta} \nabla_\beta \delta_{ij} G_0 \epsilon_{jab} \nabla^{\beta} \right) = \left[ \delta^a_b \delta^\beta_\alpha - \delta^a_\alpha \delta^\beta_b \right] \nabla_\beta \nabla^b G_0, \]
\[ = \left[ \delta^a_b \nabla_b \nabla^b - \nabla_a \nabla^a \right] G_0, \]
\[ = \left[ \delta^a_b k^2 - \nabla_a \nabla^a \right] G_0. \]  

(7.110)

The other term requires even a more tedious work, but it is easy to obtain that

\[ -\frac{1}{k^2} \epsilon^{\alpha\beta} \epsilon_{jab} \nabla_\beta \nabla_i \nabla^j \nabla^b G_0 = 0, \]  

(7.111)
because this differential operator is zero. So $S_{HH}$ is

$$S_{HH} = \int d\bar{M}_\alpha \left( \epsilon^{\alpha \beta} \nabla'_\beta \delta_{ij} G_0 \epsilon_{jab} \nabla'^b \right) M^a,$$

$$= \int d\bar{M}_\alpha \left[ \delta^\alpha_a k^2 - \nabla_a \nabla'^a \right] G_0 M^a,$$

$$= \int d\bar{M}_i G_{ij}^{HH} M_j. \quad (7.112)$$

After a Wick rotation, we obtain the used form of the matricial Green function, which components are, using $G_0(R, k) = e^{-kh}/4\pi R$ and $R = |\mathbf{r} - \mathbf{r'}|$

$$G_{ij}^{EE}(R, k) = \left[ k^2 \delta_{ij} + \nabla_i \nabla'_j \right] G_0(R, k), \quad (7.113)$$

$$G_{ij}^{EH}(R, k) = -k \epsilon_{ijk} \nabla_k G_0(R, k), \quad (7.114)$$

$$G_{ij}^{HE}(R, k) = k \epsilon_{ijk} \nabla_k G_0(R, k), \quad (7.115)$$

$$G_{ij}^{HH}(R, k) = \left[ k^2 \delta_{ij} + \nabla_i \nabla'_j \right] G_0(R, k). \quad (7.116)$$

Which are the results used in Eq. (7.5). It is also possible to obtain the same result from fluctuation - dissipation theorem, as made in [147].

### 7.10 Appendix B: Dielectric polarizability in the diluted limit

In this Appendix we are going to demonstrate that, in the diluted limit, the dielectric polarizability is given by

$$\alpha^E = \tilde{\epsilon} \frac{V}{4\pi}. \quad (7.117)$$

Following [137], the macroscopic induced polarization vector $\mathbf{P}$ of a given dielectric is defined as

$$\mathbf{P} = \chi_E \mathbf{E}, \quad (7.118)$$

where $\mathbf{E}$ is the external applied electric field and $\chi_E$ is the electric susceptibility of the dielectric, defined as $\epsilon = 1 + 4\pi \chi_E$. Then $\chi_E = \frac{\tilde{\epsilon}}{4\pi}$. On the other side, the microscopic induced polarization vector $\mathbf{p}$ of a given dielectric is defined as

$$\mathbf{p} = \alpha^E \mathbf{E}', \quad (7.119)$$
where $E'$ is the local effective electric field. This local effective electric field is defined in terms of the local electric field $E$ and the macroscopic polarization field $P$, but in the diluted limit we can assume that the contribution of $P$ is negligible, then, just in the diluted limit,

$$E' = E. \quad (7.120)$$

Because of the definition $P = \frac{d\rho}{dV}$ for homogeneous bodies, we can combine Eqs. (7.117) and (7.118),

$$p = \alpha^E E' = V P = \chi_E V E. \quad (7.121)$$

As we are in the diluted limit, using Eq. (7.120), we obtain

$$\alpha^E = \chi_E V = \epsilon \frac{V}{4\pi}, \quad (7.122)$$

which is the result we wanted to demonstrate. Exactly the same reasoning can be applied to obtain the diluted limit of the magnetic polarizability as $\alpha^H = \mu \frac{V}{4\pi}$. 
In this Chapter, we calculate the Casimir energy and entropy for two spheres described by the perfect metal model, plasma model, and Drude model in the large separation limit. We obtain nonmonotonic behavior of the Helmholtz free energy with separation and temperature for the perfect metal and plasma models, leading to parameter ranges with negative entropy, and also nonmonotonic behavior of the entropy with temperature and the separation between the spheres. This nonmonotonic behavior has not been found for Drude model. The appearance of this anomalous behavior of the entropy is discussed as well as its thermodynamic consequences.

In 1948, Casimir predicted the attraction between perfect metal parallel plates [2].
and between neutral polarizable atoms [1] due to quantum fluctuations of the electromagnetic field. Some years later, Schwinger extended this formalism to dielectric plates at finite temperature [148]. Recently, a multiscattering formalism of the Casimir effect for the electromagnetic field has been presented [21][22] (see also [149] and [150]).

The Casimir effect has some peculiarities. In particular, it is a non-pairwise interaction; the Casimir thermal force (the excess of Casimir energy at a given temperature compared with the Casimir energy in the zero temperature case) between two isolating bodies is not necessarily monotonic in their separation, as seen in the sphere–plate and cylinder–plate cases [151]. In addition, for some geometries, intervals of negative entropy appear, as in the case of two parallel plates described by the Drude model [152] or, as recently shown, in the interaction between a perfect metal plate and sphere [153].

In this Chapter we study the Casimir effect between two spheres in the large separation approximation using different models for the electric permeability: (1) the perfect metal model, (2) the plasma model, and (3) the Drude model. As a result, we find negative entropies in certain ranges of temperature and separation between the spheres for the perfect metal model, and for low penetration length for the plasma model. In addition, we find nonmonotonic behavior of the entropy with the separation while the force is attractive for all separations, making it appear as though the natural evolution of the system tends to increase the entropy in certain ranges of temperature and separation. For long plasma length and for the Drude model we do not find this anomalous behavior of the entropy. We also discuss the thermodynamical meaning and consequences of negative entropies in Casimir effect.

The remainder of the Chapter is arranged as follows: In Sect. 8.1, we describe the multiscattering model used herein to obtain the Casimir energies and entropies for the two spheres. In Sect. 8.2, we obtain the large separation limit of the Casimir energy between perfect metal spheres, as well as the entropy and force. We also obtain entropies at smaller separations numerically. We study the plasma model system in Sect. 8.3 and the Drude model in Sect. 8.4. We discuss the thermodynamic consequences of these results in Sect. 8.5. Finally, we discuss the results obtained in the Conclusions.
The contents of this Chapter is based on the work published in [154].

8.1 Multiscattering formalism of the Casimir energy

To calculate the Casimir energy, entropy, and forces between two spheres, we employ the multiscattering formalism for the electromagnetic field [21][22]. This formalism relates the Casimir interaction between objects with the scattering of the field from each object. The Casimir contribution to the Helmholtz free energy at any temperature $T$ is given by

$$E = k_B T \sum_{n=0}^{\infty} \log |1 - N(\kappa_n)|,$$

where $\kappa_n = \frac{n}{\lambda_T}$ are the Matsubara frequencies and $\lambda_T = \frac{\hbar c}{2\pi k_B T}$ is the thermal wavelength. The prime indicates that the zero Matsubara frequency contribution has height of 1/2. All the information regarding the system is described by the $N$ matrix. For a system of two objects, this matrix is $N = T_1 U_{12} T_2 U_{21}$. $T_i$ is the T scattering matrix of the $i^{th}$ object, which accounts for all the geometrical information and electromagnetic properties of the object. $U_{ij}$ is the translation matrix of electromagnetic waves from object $i$ to object $j$, which accounts for all information regarding the relative positions between the objects of the system.

For a sphere of radius $R$ with electric and magnetic permeabilities $\epsilon$ and $\mu$, the $T$ matrix is diagonal in $(\ell m P, \ell' m' P')$ space, with elements given by

$$T_{\ell m, \ell' m'}^{PP'} = -\delta_{\ell \ell'} \delta_{m m'} \delta_{PPP'} T_{\ell m}^P,$$

where $T_{\ell m}^P$ are defined as [22]

$$T_{\ell m}^M = \frac{i\ell(\kappa R)\partial_R(Ri\ell(n\kappa R)) - \mu\partial_R(Ri\ell(\kappa R))i\ell(n\kappa R)}{k\ell(\kappa R)\partial_R(Ri\ell(n\kappa R)) - \mu\partial_R(Rk\ell(\kappa R))i\ell(n\kappa R)},$$

$$T_{\ell m}^E = \frac{i\ell(\kappa R)\partial_R(Ri\ell(n\kappa R)) - \epsilon\partial_R(Ri\ell(\kappa R))i\ell(n\kappa R)}{k\ell(\kappa R)\partial_R(Ri\ell(n\kappa R)) - \epsilon\partial_R(Rk\ell(\kappa R))i\ell(n\kappa R)},$$

where $i\ell(x) = \sqrt{\frac{\pi}{2x}} I_{\ell+\frac{1}{2}}(x)$, $k\ell(x) = \frac{2}{\pi} \sqrt{\frac{\pi}{x}} K_{\ell+\frac{1}{2}}(x)$, and $n = \sqrt{\mu \epsilon}$. Expressions for the $U_{\alpha \beta}$ matrices can be found in [22] and [124].
8.2 Perfect metal spheres

In the perfect metal limit, we apply $\epsilon \to \infty$ for any $\mu$ to Eqs. (8.2) and (8.3). In this case, the $T$ matrix elements are independent of $\mu$, taking the well-known universal form

$$T_{\ell m,\ell' m'}^{MM} = -\delta_{\ell \ell'} \delta_{mm'} \frac{\pi}{2} \frac{I_{\ell+\frac{1}{2}}(\kappa R)}{K_{\ell+\frac{1}{2}}(\kappa R)}, \quad (8.4)$$

$$T_{\ell m,\ell' m'}^{EE} = -\delta_{\ell \ell'} \delta_{mm'} \frac{\pi}{2} \frac{I_{\ell+\frac{1}{2}}(\kappa R) - \kappa R I_{\ell-\frac{1}{2}}(\kappa R)}{K_{\ell+\frac{1}{2}}(\kappa R) + \kappa R K_{\ell-\frac{1}{2}}(\kappa R)}. \quad (8.5)$$

8.2.1 Casimir energy in the large separation limit

To obtain the large separation limit of the Casimir energy, we need the dominant part of the $T$ matrix in this limit. We define the adimensional frequency $q$ by $\kappa = q/d$. The main contribution in the large separation limit comes from the lowest-order expansion term of the $T$ matrix elements in $1/d$. As it is known that, at small $\kappa$, the $T$ elements scale as $\kappa^{2\ell+1}$ [21], the dominant contribution comes from the dipolar polarizabilities part of the $T$ matrix, taking the form

$$T_{1m,1m'}^{MM} = -\frac{1}{3} \left( \frac{qR}{d} \right)^3, \quad T_{1m,1m'}^{EE} = \frac{2}{3} \left( \frac{qR}{d} \right)^3. \quad (8.6)$$

By the use of the universal relationship between determinants and traces, $\log |A| = \text{Tr} \log(A)$, and applying a Taylor expansion in terms of $\frac{1}{d}$ of Eq. (8.1), we obtain

$$E = -k_B T \sum_{n=0}^{\infty} \left( \frac{1}{d} \right)^3 \text{Tr} \left( N(\lambda T^{-1} n) \right). \quad (8.7)$$

Using the translation matrices in a spherical vector multipole basis [22] and the large separation approximation of the $T$ matrix, the trace of the $N$ matrix is obtained by straightforward calculus. Here we denote with a sub–index $T$ the results valid for all temperatures, with a sub–index 0 the results in the quantum limit ($T \to 0$), and with a sub–index $cl$ the results in the classical limit ($\hbar \to 0$), which is equivalent to the high $T$ limit. Carrying out the sum over Matsubara frequency, we obtain the Casimir
contribution to the Helmholtz free energy as

\[ E_T = \frac{-\hbar c R^6}{2\pi d^7} \frac{ze^{5z}}{2 (e^{2z} - 1)^5} \times \]
\[ \left( 2 \left( 15 - 29z^2 + 99z^4 \right) \cosh(z) + 15 \cosh(5z) \right) \]
\[ + \left( -45 + 58z^2 + 18z^4 \right) \cosh(3z) \]
\[ + 24z \left( 6z^2 - 5 + (5 + 3z^2) \cosh(2z) \right) \sinh(z) \],

(8.8)

where \( z = d/\lambda_T \). We also define the adimensional Casimir energy as \( E_{ad}(z) = \frac{2\pi d^7}{\hbar c R^6} E_T \).

From this result, the quantum (\( T \to 0 \)) and classical (\( \hbar \to 0 \)) limits with their first corrections are easily obtained as

\[ E_0 = -\frac{143hcR^6}{16\pi d^7} - \frac{8k_B T \pi^5 R^6}{27d} \left( \frac{k_B T}{\hbar c} \right)^5, \]

(8.9)

\[ E_{cl} = -\frac{15k_B T R^6}{4d^6} - k_B T \frac{R^6}{2d^6} \left( 15 + 30z + 29z^2 + 18z^3 + 9z^4 \right) e^{-2z}, \]

(8.10)

where \( z = d/\lambda_T \). Note that in Eq. (8.9), the first correction to zero temperature case is proportional to \( T^6 \), contrary to the plate–sphere case [153][151] and to the cylinder–plate case [151], where a result proportional to \( T^4 \) were obtained for both systems. The result presented here is new for perfect metal spheres, but expected, because it has been obtained also for compact objects in the diluted limit [28][115]. As corrections have the same negative sign of the Casimir energy in both limits, they describe an increase of the magnitude of the Casimir energy in high and low temperature limits. It is no longer the case if we study the energy for all temperatures. In fact, for some ranges of separation and temperature, thermal photons tend to reduce the Casimir energy between the spheres, as shown in Fig. 8.1. This effect is captured in the contribution of the next term to the quantum limit, this term is \( \Delta E_0 = +\frac{2288k_B T \pi^7 R^6}{1975} \left( \frac{k_B T}{\hbar c} \right)^7 \) and tends to reduce the magnitude of the energy. Fig. 8.1 is an indicator of the appearance of negative entropy in this system because of the negative slope of the energy curve. It is clear in Fig. 8.1 that for some temperatures and distances, the Casimir energy between spheres is lower than in the zero temperature case. But it is less evident the validity Eq. (8.9). In fact, there is a tiny increase of \( E/E_0 \) at low \( d/\lambda_T \) until reaching
Figure 8.1: Casimir energy between perfect metal spheres as a function of $\frac{d}{\lambda_T}$ compared with the energy at zero temperature. The dotted curve is the quantum limit, the dashed curve is the classical limit, and the solid curve is the asymptotic finite-temperature Casimir energy. Note that these curves are independent of the radius of the spheres but are only valid in the large separation limit.

a local maximum at $\frac{d}{\lambda_T} \approx 1.0388$ of $E/E_0 \approx 1 + 10^{-4}$. It is not visible in Fig. 8.1 because the difference of scales. The local minimum is reached at $\frac{d}{\lambda_T} \approx 3.21733$, where $E/E_0 \approx 1 - 3.46 \times 10^{-2}$. This minimum is reached, in the important cases of room temperature ($T = 300K$) and at the boiling point of $N_2$ ($T = 77K$) at $d_{T=300} = 3.89\mu m$ and $d_{T=77} = 15.21\mu m$ respectively.

8.2.2 Casimir entropy in the large separation limit

In the canonical ensemble, the entropy is defined as $S = -\partial_T E$, where with an abuse of the notation we denote the Helmholtz free energy by $E$. In the large separation limit, the Helmholtz free energy depends on the adimensional variable $z = \frac{d}{\lambda_T} = 2\pi \frac{d k_B T}{\hbar c}$, so we can write the entropy as

$$S = -\frac{\partial z}{\partial T} \frac{\partial E}{\partial z} = -2\pi \frac{d k_B}{\hbar c} \frac{\partial E}{\partial z},$$

(8.11)
and define the adimensional entropy as $S_{ad}(z) = \frac{d}{k_B R^6} S = -\partial_z E_{ad}(z)$. From this result, the quantum ($T \to 0$) and classical ($\hbar \to 0$) limits are easily obtained as

$$S_0 = 0 + \frac{16k_B \pi^5 R^6}{9d} \left( \frac{k_B T}{\hbar c} \right)^5,$$

(8.12)

$$S_{cl} = \frac{15k_B R^6}{4d^6} + k_B \frac{R^6}{2d^6} \left( 15 + 30z + 27z^2 + 14z^3 + 9z^4 - 18z^5 \right) e^{-2z},$$

(8.13)

where $z = \frac{d}{\lambda T}$. So, the entropy is a growing function with temperature in both limits, but this is not the case for all temperatures (the next low temperature expansion term of Eq. (8.12) is $\Delta S_0 = -\frac{18304\pi^7}{1575} k_B d R^6 \left( \frac{k_B T}{\hbar c} \right)^7$, which already indicates that the entropy could change its growing behavior with the temperature), as we can observe in Fig. 8.2, where a region of negative entropy and another region of negative slope of the entropy are observed.

Because of the limit at low temperature of the entropy, we know that the entropy is positive for low $T$ (not seen in Fig. 8.2 because it is small compared with $S/S_{cl}$, but
it can be observed in Fig. 8.3), so there are three points where \( S = 0 \), including the origin. These two new points where the entropy nulls correspond to the local maximum and minimum observed in the Casimir energy in Fig. 8.1.

Negative entropy of the Casimir effect has already been obtained between Drude parallel plates in [152] and in [155], and more recently between a perfect metal plate and sphere in [153] and between a Drude sphere and plate in [156] and [157]. This is the first time, to the best of our knowledge, that negative entropy appears between spheres because of the Casimir effect.

These results are only valid when the separation between the spheres is large compared with their radius, regardless of the radius of each one. Therefore, it is possible that the interval of negative entropy would disappear when the separation between the spheres reduces, regardless of the temperature of the system. A numerical exploration of entropies at smaller separation has been performed to verify this issue.

**8.2.3 Numerical study at smaller separations**

As noted in the previous Subsection, asymptotic results are no longer valid when the separation between the spheres becomes comparable to their radius. For this reason, a numerical study of entropy was performed for these cases. We computed Eq. (8.1) numerically for all temperatures from \( T = 0 \) until reaching the classical limit for fixed ratio between the radius \( R \) and separation, \( r = \frac{R}{d} \).

For spheres, the \( T \) matrices are diagonal but infinite matrices, so a cutoff in \((\ell, \ell')\) space is needed to obtain finite-dimensional matrices. In addition, another cutoff in Matsubara frequency is needed to obtain a finite series.

The proposed method is an asymptotic approximation, at small separations more and more modes are needed to obtain convergent results. This means that there exists a minimum separation between the spheres below which we are not able to take into account enough multipoles to obtain good results. We use multipoles up to \( \ell \leq 15 \), which means that we are restricted to \( r_{\text{max}} = \frac{R}{d_{\text{min}}} \leq 0.45 \), when contact is reached at \( r_{\text{contact}} = \frac{R}{d_{\text{contact}}} = \frac{R}{2d} = 0.5 \), where the energy diverges.

In the small separation limit, the proximity force approximation (PFA) is known to
be a good approximation to the Casimir energy [21]. It is also known that perfect metal plates do not experience negative entropies, so we do not expect to observe negative entropies between spheres in the small separation limit.

In Fig. 8.3, the entropy of the system of two perfect metal spheres is plotted as a function of $z = \frac{d}{\lambda T}$ for constant $r = \frac{R}{d}$. The large separation result is shown too. We choose a log–log representation of the absolute value of the entropy divided by its corresponding classical limit. Therefore, zeros are observed as log divergences, and we can also observe the cases of negative entropy. Starting in the large separation regime, we observe an interval of negative entropy. As we increase $r$ (reducing the separation between the spheres), the region of negative entropy tends to reduce until it disappears between $r = 0.40$ and $r = 0.41$. Power-law decay of the entropy (8.12) at low temperatures is observed as a linear decay of the curve at low $z$, and constant
behavior in the high-temperature limit (8.13) is also reached in the simulation.

### 8.2.4 Casimir force in the large separation limit

In the previous Subsection we demonstrated that intervals of negative entropy appear due to the Casimir effect between perfect metal spheres. In these cases, for any given temperature, a minimum of entropy exists for a given, nonzero separation. Naively, this would imply a violation of the third law of Thermodynamics if the Casimir force is not zero at the minimum of the entropy. However, this is not the case, as will be explained in Sect. 8.5. In addition to that, we find that the force is always attractive, independent of the increase or decrease of the entropy, which also would naively imply a violation of the second law, because the system can be enforced to perform a process in which the entropy is reduced instead increased. However, this is not the case, as will be also explained in Sect. 8.5. However, the appearance of negative entropy does have an effect on the force. The asymptotic Casimir force $F = -\partial_z E$ can be written in terms of the adimensional Casimir energy as

$$F_{ad}(z) = \frac{2\pi d^8}{\hbar c R^6} F = 7E_{ad}(z) - z\partial_z E_{ad}(z),$$

where $z = \frac{d}{\lambda T}$. In Fig. 8.4, the adimensional asymptotic force between the perfect metal spheres compared with the zero-temperature force is plotted as a function of $\frac{d}{\lambda T}$.

Here, for constant temperature, we observe nonmonotonic behavior of the force with the adimensional parameter $\frac{d}{\lambda T}$.

Nonmonotonic behavior of the adimensional Casimir force implies nonmonotonic force behavior with temperature, but not with separation, because of the extra dependence of the force on the separation in Eq. (8.14). In fact, it is easy to verify that the force behaves monotonically with separation, and the nonmonotonicity of the entropy with separation implies nonmonotonic behavior of the force with temperature, because

$$\frac{\partial F}{\partial T} = -\frac{\partial^2 E}{\partial T \partial d} = \frac{\partial S}{\partial d},$$

so the appearance of negative slopes of the entropy with separation implies nonmonotonicity of the Casimir force with temperature, despite the attractive force for all
As observed in Fig. 8.4, the force between the spheres is always attractive, but it is not monotonic with temperature; asymptotically, for any given temperature, there exists a range of separations for which the force decreases with temperature. This is the first time, to the best of our knowledge, that nonmonotonic behavior of the Casimir force with temperature has been described between compact objects. Nonmonotonicities of the force between a plate and cylinder and between a plate and sphere were already obtained in [151], but in that case the nonmonotonicity already appears for the scalar field. Nonmonotonicity does not appear between spheres for the scalar field; this is a characteristic effect of the electromagnetic field, because cross-polarization terms of the Casimir energy are essential for this nonmonotonicity to appear.
8.3 Plasma model

In this Section, we assume that the electric susceptibility of both spheres is described by the plasma model, i.e.,

\[ \epsilon(\omega) = 1 + \frac{(2\pi)^2}{\lambda_P^2 \kappa^2} \]  

(8.16)

and \( \mu = 1 \). To obtain the large separation limit of the Casimir energy, we need the dominant part of the \( T \) matrix in this limit. The main contribution comes from the dipolar polarizabilities part of \( T \) matrix, taking the form [153][156]

\[ T_{MM}^{1m,1m'} = -\frac{R \lambda_P^2 q^4}{12\pi^2 d^3} \left( 3 + y^2 - 3y \coth(y) \right) , \]  

(8.17)

\[ T_{EE}^{1m,1m'} = \frac{2}{3} \left( \frac{qR}{d} \right)^3, \]  

(8.18)

with \( y = 2\pi \frac{R}{\lambda_P} \). The coefficients of the magnetic polarizability depend on the plasma frequency, tending to the perfect metal result as \( \lambda_P \to 0 \) and to zero in the transparent limit \( \lambda_P \to \infty \) [156].

8.3.1 Casimir energy in the large separation limit

Once we have the asymptotic \( T \) matrix, the Casimir energy can be obtained by a straightforward but long calculation. It is possible to obtain analytical results for finite temperatures, but they are too long to show here. The zero-temperature Casimir energy is

\[ E_0 = -\frac{\hbar c R^6}{16\pi d^4 y^4} \times \]  

\[ (207 + 222y^2 + 143y^4 - 414y \coth(y) + 207y^2 \coth(y)^2 - 222y^3 \coth(y)) , \]  

(8.19)

and the high-temperature limit is given by

\[ E_{cl} = -k_B T \frac{3R^6}{d^6} \left( 1 + \frac{1}{4y^4} \left( 3 + y^2 - 3y \coth(y) \right)^2 \right) , \]  

(8.20)

with \( y = 2\pi \frac{R}{\lambda_P} \). The perfect metal limit is reached for \( \lambda_P \to 0 \), as expected. When the plasma wavelength \( \lambda_P \ll R \), only the electric sector of the \( T \) matrix contributes, so in this case the energy in the zero- and high-temperature limits is given by

\[ E_0 = -\frac{23\hbar c R^6}{4\pi d^4}, \quad E_{cl} = -k_B T \frac{3R^6}{d^6}. \]  

(8.21)
8.3.2 Casimir entropy in the large separation limit

The entropy of the system is obtained in the same way as for the perfect metal case, but for the plasma model we have two different regimes. When $\lambda_P \ll R$, we reach the perfect metal limit, obtaining negative entropy and nonmonotonic behavior of the entropy with separation and temperature as before. However, when $\lambda_P \gg R$, the spheres are transparent to the magnetic field and the problem reduces to a scalar problem. In this case, the entropy is always positive. In Fig. 8.5, the adimensional asymptotic entropy, compared with its classical limit, is plotted as a function of $\frac{d}{\lambda T}$ for these two limits. In Fig. 8.6, we present the points $(\frac{d}{\lambda T}, \frac{\lambda P}{R})$ corresponding to zeros of the entropy (continuous curve), its temperature derivative (dashed curve), or its separation derivative (dotted curve). As discussed in the case of perfect metal plates, the anomalous behavior of the entropy found here would naively imply a violation of second and third laws of Thermodynamics, because the Casimir force is always attractive, irrespective of the slope of the entropy. However, this is not the case, as we will discuss in Sect. 8.5. As noted above, in the perfect metal limit we obtain a region of negative entropy, while for low $\lambda_P$ this region disappears. The point where negative entropies appear depends on the magnetic susceptibility $\mu$. For $\mu = 1$, negative entropies appear around $\lambda_P \approx 2R$.

8.4 Drude model

In this section we assume that the electric susceptibility of both spheres is described by the Drude model, i.e.,

$$\epsilon(\gamma \kappa) = 1 + \frac{4\pi^2}{\lambda_P^2 \kappa^2 + \frac{\gamma \kappa}{\sigma}}$$

(8.22)

and $\mu = 1$. To obtain the large separation limit of the Casimir energy, we need the dominant part of the $T$ matrix in this limit. The main contribution comes from the dipolar polarizabilities part of the $T$ matrix, taking the form $[153][156]

$$T_{MM}^{1m,1m'} = \frac{4\pi}{45} \frac{R \sigma}{c} \left( \frac{qR}{d} \right)^4,$$

$$T_{EE}^{1m,1m'} = \frac{2}{3} \left( \frac{qR}{d} \right)^3.$$  (8.23)
Now, the response of the material changes dramatically from the case of the plasma model. In principle, one would expect to obtain the $T$ matrix for the plasma model as $\sigma \to \infty$, but it is obvious that this is not the case. Not only do we not recover the plasma model in this limit, but also the $T$ matrix diverges. The reason is that the plasma model is some kind of singular limit of Drude model, with a qualitative different behavior. Now the dominant contribution is given by the electric sector of the $T$ matrix, whereas the magnetic part does not contribute for asymptotic energies.

### 8.4.1 Casimir energy and entropy in the large separation limit

Once we have the asymptotic $T$ matrix, obtaining the Casimir energy is a straightforward calculation. Carrying out the sum over Matsubara frequency, we obtain the
Figure 8.6: Representation, in the \( \left( \frac{d}{\lambda_T}, \frac{\lambda_P}{R} \right) \) space, of zeros of the entropy (dotted curve), the temperature derivative of the entropy (dashed curve), and the separation derivative of the entropy (dotted curve).

Casimir contribution to the Helmholtz free energy as

\[
E_T = -\frac{2k_BTR^6e^{5z}}{d^6(e^{2z} - 1)^5} \times 
\left( (6z^2 + 22z^4) \cosh(z) + (-36z + 12z^3) \sinh(z) 
+ (12z + 4z^3) \sinh(3z) + 3 \cosh(5z) + (-9 + 10z^2 + 2z^4) \cosh(3z) \right),
\]

where \( z = d/\lambda_T \). The zero- and high-temperature Casimir energy limits are given by

\[
E_0 = -\frac{23hcR^6}{4\pi d^7}, \quad E_{cl} = -k_BT \frac{3R^6}{d^6}.
\]

These asymptotic Casimir energies are universal because they do not depend on any material property. The lack of magnetic polarizability contributions is characteristic of the Drude model, leading to an effective scalar Dirichlet problem. The entropy is obtained as in the perfect metal case. As only the electric polarization contributes, we expect the usual behavior of the entropy as a monotonic function of \( \frac{d}{\lambda_T} \), as shown in Fig. 8.7. The zero- and high-temperature Casimir entropy limits are given by

\[
S_0 = \frac{704k_BR^6}{315d} \left( \frac{\pi k_BT}{hc} \right)^5 - \frac{11776k_BdR^6}{1575} \left( \frac{\pi k_BT}{hc} \right)^7,
\]
Figure 8.7: Entropy as a function of the adimensional parameter $\frac{d}{\lambda_T}$ divided by its classical limit for the large separation limit of the system of Drude spheres. Entropy is positive and monotonic in temperature and separation.

\[
\frac{S}{S_{cl}} = \frac{3k_B R^6}{ \alpha^6},
\]  

(8.27)

In this case, the correction term to the quantum limit tends to reduce the entropy, but it is not strong enough to change the sign of it, as seen in Fig. 8.7.

### 8.5 Thermodynamical consequences

In this Section we discuss the thermodynamical consequences of the obtained results. In this article we have obtained and compared the large separation limit of the Casimir energy and entropy for two spheres using three different electric susceptibility models. For perfect metal spheres, at any nonzero fixed temperature, we observe an interval of separations for which entropy is negative, while at zero temperature the entropy is always zero.

In addition, the Casimir force is attractive for all separations and temperatures.
So, we could naively think that we have possible violations of the third and second laws of Thermodynamics, due to the existence of processes where the entropy of the system tends to increase and to the negative entropy intervals at finite temperature and distances, respectively.

According to the Krein formula [25], we know that the Helmholtz free energy of the electromagnetic field has three independent additive contributions (see Eq. (8.36) of the Appendix): one is from the thermal bath, being proportional to the volume of the space [107]. Another is the sum of contributions of objects immersed in the bath considered as isolated objects, each contribution being also a function of the volume and surface of each object [107]. The third is of geometrical nature, which we could call the Casimir part of the Helmholtz free energy and that we actually calculate in Eq. (8.1). This term depends on the electromagnetic nature of the objects in the system, but it has a geometric nature, because it depends on the relative separations and orientations between the objects, being zero iff the relative separations between all the considered objects become infinite.

Considering the whole system, the nonmonotonicity of the Casimir entropy with temperature is compensated by the contribution of the vacuum, because one scales with the global volume [107] (Eq. (8.37)) and the other with the separation between the spheres (Eq. (8.13)). This is not the case for the nonmonotonicity with separation. At constant temperature, the entropies of the thermal bath and of each object remain constant, but the Casimir force is always attractive while the entropy can increase or decrease with separation. Therefore, the potential violation of the second law of Thermodynamics still requires an explanation.

The Krein formula also states that internal sources of entropy inside the spheres cannot appear in order to compensate these regions of anomalous behavior of the entropy, unless these internal sources are independent of the separation between the spheres.

The second law of Thermodynamics states that global entropy must increase for any process, but only in closed systems. As we are working in the canonical ensemble, we are implicitly assuming that there exists an external reservoir which keeps our system
at constant temperature, so the system is not isolated and entropy can increase or decrease without violation of the second law. In the canonical ensemble, the condition equivalent to the second law is that the global Helmholtz free energy must decrease for any process, and this is true for the studied system. Therefore, the appearance of nonmonotonic entropy behavior in the canonical ensemble just implies nonmonotonic behavior of the force with temperature, as seen in Eq. (8.15).

8.6 Conclusions

In this Chapter, we have obtained and compared the large separation limit of the Casimir energy and entropy for two spheres using three different electric susceptibility models. For perfect metal spheres, at any nonzero fixed temperature, we observe an interval of separations for which entropy is negative, while at zero temperature the entropy is always zero.

We can trace the origin of this anomalous effect to the functional form of the Casimir energy in this large separation regime. It consists of four components, two of which are of attractive nature, equivalent to the sum of two scalar problems, one for the electric polarization and the other for the magnetic polarization. The other two components come from the cross-coupling between the electric and magnetic polarizations of the two spheres, and tend to reduce the Casimir energy between the spheres (Eq. 12 of [21] and Eq. 6 of [28]). These cross-coupling polarization terms are responsible for the impossibility of factorization of the electromagnetic Casimir energy into two equivalent scalar problems in general, and appear because the translation matrix $U_{\alpha\beta}$ is not diagonal in polarization space. In this article we show that these cross terms not only reduce the Casimir energy, but also for some separations and temperatures, their contribution to the entropy is greater than the contributions of direct coupling between the electric and magnetic polarizabilities, resulting in an interval of negative entropy and nonmonotonic behavior of the entropy with separation and temperature.

In addition, the Casimir force is attractive for all separations and temperatures. So, we could naively think that we have possible violations of the third and second
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laws of Thermodynamics, due to the existence of processes where the entropy of the system tends to increase and to the negative entropy intervals at finite temperature and distances, respectively.

In Sect. 8.5, having into account the complete thermodynamical system, that the system is described by the canonical ensemble, and with the help of the Krein formula and Weyl formula, we have demonstrated that there are not violations of second and third laws respectively. Therefore, the appearance of nonmonotonic entropy behavior in the canonical ensemble just implies nonmonotonic behavior of the force with temperature, as seen in Eq. (8.15).

The interval of negative entropy for the spheres appears because of the cross-coupling between the polarizations of the electromagnetic field, which leads us to conclude that it is a characteristic of the electromagnetic field and does not have an analog in the Casimir effect due to scalar fields.

Applying the PFA to this problem, we obtain that, for perfect metal spheres near contact, the entropy is always positive, so we performed a numerical study of the entropy between perfect metal spheres of equal radius at smaller separations. The results showed that there exists a minimum separation between the spheres for which the negative entropies disappear. In addition, the region of negative slope of the entropy with separation disappears for another smaller separation.

We have also obtained the energy and entropy for the plasma model, for which similar results are obtained for plasma penetration length $\lambda_P \lesssim 2R$, while for $\lambda_P > 2R$, the negative entropies disappear, and for another greater $\lambda_P$, the nonmonotonic behavior of the entropy with separation also disappears.

In the transparent limit ($\lambda_P \gg R$), the magnetic polarization does not contribute to the asymptotic Casimir effect, so the problem reduces to a scalar field problem and we find that entropy is a positive monotonic function.

When we study the asymptotic Casimir effect with Drude model spheres, the system is qualitatively different. The magnetic polarization does not contribute to the asymptotic Casimir effect because it depends on $d^{-4}$ instead of the $d^{-3}$ dependence of the electric polarization term. Then also for Drude spheres the asymptotic limit
reduces to a scalar field problem, resulting in a positive monotonic entropy.

Nonmonotonicities of the Casimir force between objects are not unusual. As the Casimir effect is not pairwise additive, the interaction between two objects is affected by the presence of a third, leading to nonmonotonicities of the Casimir force between cylinders [158][159], or between spheres [130] in the presence of a plate. The nonmonotonicity presented in this article has a different nature, as it does not come from interactions with a third object but rather from correlations with temperature, as seen in Eq. (8.15).

In addition, in the assumptions of the multiscattering formalism it is implicitly assumed that the objects are stationary, at fixed positions in space, so all results shown here are valid for quasistatic processes. Therefore, we must carefully consider when this quasistatic assumption does not apply, because the stationary system could abandon equilibrium, requiring more careful study [55][160].

### 8.7 Appendix A: Krein formula from multiscattering formalism

In this Appendix, we will derive the Krein formula of the electromagnetic field [25] from the multiscattering formula [21].

Krein formula factorizes the density of states of the electromagnetic field in three parts [25]. Here we present a derivation of such formula from the Multiscattering formalism of the Casimir effect [21][22].

The partition function \( Z = \sum_{n=0}^{\infty} Z_n \) of the EM field in the presence of \( N \) general dielectrics of arbitrary geometry is obtained, before regularization of the Casimir energy, as [22]

\[
Z_n = \frac{1}{|S_n||\mathcal{M}|},
\]

(8.28)

where \( |S_n|^{-1} = |\Delta + \kappa_n^2|^{-1} \) is the \( n \)th Matsubara frequency contribution to the partition function of the thermal bath, and \( \mathcal{M} \) is the next \( N \times N \) block matrix

\[
\mathcal{M}_{\alpha\beta} = \delta_{\alpha\beta} T^{-1}_{\alpha\beta} + (\delta_{\alpha\beta} - 1) U_{\alpha\beta}.
\]

(8.29)
If we multiply and divide Eq. (8.28) by \(|M_\infty|\) (being \(M_\infty\) the same \(M\) matrix as above, but with each object at an infinite distance from each other), the Helmholtz free energy of the whole system can be written as \((\beta F = \log(Z))\)

\[
\beta F = -\sum_{n=0}^{\infty} \left[ \log |S_n| + \log |M_\infty| + \log \left( \frac{|M|}{|M_\infty|} \right) \right],
\]

(8.30)

where

- \(\log |S_n|\) is the contribution of the thermal bath in absence of immersed objects, which leads to the Planck formula of the blackbody spectrum.

- \(\log |M_\infty| = \sum_{\alpha=1}^{n} \log |T_\alpha|\) is the contribution to the Helmholtz free energy of each dielectric object immersed in the bath considered as an isolated object.

- \(\log \left( \frac{|M|}{|M_\infty|} \right) = \log |I - N|\) is the Casimir part of the Helmholtz free energy, which depends on the electromagnetic nature of the objects in the system, but it has a geometric nature, because it depends on the relative separations and orientations between the objects, being zero iff the relative separations between all the considered objects become infinite. This term is the Casimir energy that we actually calculate in Eq. (8.1).

The energy of a quantum system is related with the Density of States \(\rho(\omega)\) by \([25]\)

\[
E = \int_{0}^{\infty} d\omega \frac{\hbar}{2} \omega \rho(\omega).
\]

(8.31)

Using Eq. (8.30), the same energy in the zero temperature case can be written as

\[
E = \frac{\hbar c}{2\pi} \int_{0}^{\infty} d\kappa \left[ \log |S_\kappa| - \sum_{\alpha=1}^{n} \log |T_\alpha| + \log |I - N| \right].
\]

(8.32)

Because the dispersion relation of the massless EM field \(\omega = c\kappa\), and integrating by parts, we obtain

\[
E = \int_{0}^{\infty} d\omega \frac{\hbar}{2} \omega \frac{1}{\pi} \times \left[ -\partial_\omega \log |S_\omega| + \sum_{\alpha=1}^{n} \partial_\omega \log |T_\alpha| - \partial_\omega \log |I - N| \right].
\]

(8.33)
Then, because Eqs. (8.31) and (8.33), we can relate the Density of States with scattering properties of the system as

$$\rho(\omega) = \frac{1}{\pi} \left[ -\partial_\omega \log |S_\omega| + \sum_{\alpha=1}^n \partial_\omega \log |T_\alpha| - \partial_\omega \log |1 - N| \right],$$

(8.34)

by the use of the universal relationship between trace and determinant $\log |A| = \text{Tr} \log(A)$, this result can be written as

$$\rho(\omega) = \frac{1}{\pi} \left[ \text{Tr} \left( S^{-1}_\omega \partial_\omega S_\omega \right) + \sum_{\alpha=1}^n \text{Tr} \left( T^{-1}_\alpha \partial_\omega T_\alpha \right) + \text{Tr} \left( (1 - N)^{-1} \partial_\omega N \right) \right].$$

(8.35)

As a conclusion, we can factorize the Density of States as the sum of three independent terms

$$\rho(\omega) = \rho_0(\omega) + \sum_{\alpha=1}^n \rho_\alpha(\omega) + \rho_C(\omega),$$

(8.36)

where

- $\rho_0(\omega) = -\frac{1}{\pi} \partial_\omega \log |S_\omega|$ is the Density of States of the free EM field.

- $\rho_\alpha(\omega) = \frac{1}{\pi} \partial_\omega \log |T_\alpha|$ is the change of the vacuum Density of States of the EM field because each $\alpha$th dielectric object considered as an isolated object in the medium.

- $\rho_C(\omega) = -\frac{1}{\pi} \partial_\omega \log |1 - N|$ is the change of the Density of States related with the relative positions of the $N$ dielectric objects, which is zero when all the objects are infinitely apart from each other. $\rho_C(\omega)$ is the source of the Casimir effect.

Eq. (8.36) is the Krein formula [25], derived from the Multiscattering formalism of the Casimir effect for the EM field. In [25], Eq. (8.1) at zero temperature is obtained from the Krein formula removing the divergent contributions. Here we have followed the opposite way, a derivation of the density of states of the thermal bath with intrusions and it factorization in Eq. (8.36).

Terms $\rho_0(\omega)$ and $\rho_\alpha(\omega)$ diverges with $\omega$ because main contribution to Weyl formula for 3D volumes of the EM field [107][44],

$$\rho_V(\omega) = \frac{V}{\pi^2 c^3 \omega^2} \theta(\omega),$$

(8.37)
but $\rho_C(\omega)$ converges if our system consists on $N$ compact objects, because in this case, $N$ can be demonstrated to be a trace class operator for all $\omega$, then the determinant is well defined [23].
Casimir energies between cylinders have been studied from long time ago [161], but always between parallel cylinders by the help of the axial symmetry of the system [128] [22]. However, the case of non-parallel cylinders has not been studied until recently in [162] and [163], where they studied asymptotic results. In addition to that, in [37] the authors performed a numerical method and studied the case of two perpendicular elongated objects of length $L$, when they incremented the length $L$ of the objects, fixed at a given distance, the energy finally saturates to a finite result independent of the length.

In this Chapter, we present the formalism to study the Casimir energy in systems with non parallel cylinders (see Fig. 9.1) with the multiscattering formalism [21][22].
This formalism will let us perform the numerical evaluation of the energy for all distances, not only asymptotic results. In particular, we study two non parallel cylinders for the scalar case for cylinders subject to Dirichlet or Neumann boundary conditions and the electromagnetic case for perfect metals. This study can be easily extended to dielectric cylinders.

Our goal is the calculation of Casimir energy between two non parallel cylinders, extending the study of Casimir energies to new geometries. Parallel cylinders case is easily reobtained as a limiting case of our formula.

The interest of the proposed problem is to expand the study of Casimir energies for systems where non parallel cylinders appear. Here we remind that in the microscopic world, a fiber could be actually considered as an infinite cylinder. For example, Casimir energy could have a contribution in the stability orientation of cylinders, as in the case of carbon nanotubes.

We follow this plan for the Chapter: In Sect. 9.1 we present the system under study. In Sect. 9.2, in order to use the multiscattering formalism, we obtain the translation matrices between cylindrical multipole basis when their axial axis are tilted an angle $\gamma$ and their origin are separated by a distance $d$, for scalar and electromagnetic cases. In Sect. 9.3 we obtain the asymptotic far distance approximation of electromagnetic and scalar Casimir energies at zero and high temperature limits. In Sect. 9.4 we present some numerical evaluation of Casimir energies between perpendicular and half–perpendicular perfect metals cylinders at zero temperature. The mathematical details of the derivation of translation matrices are left to Appendix 9.6. In Appendix 9.7 we show how to cover the limit of parallel cylinders from our formalism. Finally, in Appendix 9.8 we obtain the Proximity Force Approximation of the studied system, at the zero and high temperature limits.

The content of this Chapter is based on the work published in [164].
9.1 Geometry of the system under study

Recently, a multiscattering formalism of Casimir energies has been developed [21] [22]. It relates the Casimir interaction between objects with the scattering of the field from each object. The Casimir energy for a two objects system at any temperature is

\[ E_T = k_B T \sum_{n=0}^{\infty} \text{'} \log |1 - N(\kappa_n)|, \quad (9.1) \]

with \( \kappa_n = 2\pi \frac{k_B T}{\hbar} n \) as the Matsubara frequencies. The tilde means that the zero contribution has a height of \( 1/2 \). The system is described by the \( N \) matrix. For a system of two objects, this matrix is \( N = T_1 U_{12} T_2 U_{21} \). \( T_i \) is the T scattering matrix of \( i^{th} \) object, which accounts for all the geometrical information and electromagnetic properties of each object. U_{ij} are the translation matrices of electromagnetic waves from object \( i \) to object \( j \), which account with all the information of the relative positions between the objects of our system.

From Eq. (9.1), the quantum (\( T \to 0 \)) and classical (\( \hbar \to 0 \)) limits are easily obtained as

\[ E_0 = \frac{\hbar c}{2\pi} \int_0^{\infty} dk \log |1 - N(\kappa)| \quad (9.2) \]

and

\[ E_{cl} = \frac{k_B T}{2} \log |1 - N(0)| \quad (9.3) \]

respectively. Here we denote with a sub–index \( T \) the results valid for all temperatures, with a sub–index 0 the results in the quantum limit (\( T \to 0 \)), and with a sub–index \( cl \) the results in the classical limit (\( \hbar \to 0 \)), which is equivalent to the high \( T \) limit.

In the case of cylinders, \( T \) matrices are generally known [22], as well as \( U \) matrices for parallel cylinders [22]. For this particular case, Casimir energy scales with the infinite length \( L \) of the cylinders. It is a natural question if this scaling with the length remains for non parallel cylinders. On one hand, for the non parallel case, the scale of cylinders is still the length \( L \), but on the other hand, for the parallel case, all points of the cylinders were equally relevant in order to contribute to the Casimir energy and it is no longer true for the non parallel case, where necessarily there is a principal contribution of the nearest points and there are points infinitely far away.
The Proximity Force Approximation (PFA) applied to the electromagnetic (EM) Casimir energy leads to the next results for perfect metal parallel cylinders in the zero and high temperature limits:

\[
E_{0,\parallel}^{PFA} = -\frac{\pi^3}{1920} \frac{\hbar c L}{(d - 2R)^5},
\]

\[
E_{cl,\parallel}^{PFA} = -\frac{\zeta(3)}{16} \frac{k_B T L}{(d - 2R)^3},
\]

where \( R \) is the radius of the cylinders and \( d \) is the distance between their centers. These energies scale with the length of the cylinders \( L \). If we calculate the PFA for the non-parallel case, we obtain (see Appendix 9.8)

\[
E_{0,\gamma}^{PFA} = -\frac{\pi^3}{720} \frac{\hbar c}{|\sin(\gamma)|} \frac{R}{(d - 2R)^2},
\]

\[
E_{cl,\gamma}^{PFA} = -\frac{\zeta(3)}{4} \frac{k_B T}{|\sin(\gamma)|} \frac{R}{(d - 2R)}.
\]

For the non-parallel case, the energy scales with \( 1/|\sin(\gamma)| \) instead with \( L \). This result suggests that the parallel and the non-parallel problems have different scales. However, PFA is an approximation valid for short distances between the bodies. At large distances, the energy can be qualitatively different, as it is the case of prolate spheroids.

For non-parallel cylinders, Eq. (9.1) remains valid, as well as \( \mathbb{T} \) matrices. But now \( \mathbb{U} \) matrices depend not only on the relative distance \( d \) between cylinders, but also on their relative orientation. Then, in addition to the translation contribution, we have to consider the rotation around the translation axis an angle \( \theta \). For non crossed cylinders this can be demonstrated to be the more general transformation.

In particular, we will study the case of a translation over a \( \mathbf{d} \) vector of the \((x,y)\)-plane, which will also be the rotation axis (see Fig. 9.1), then the change of spatial coordinates is

\[
\mathbf{x}' = \mathbb{P}_{\mathbf{d},\gamma} \mathbf{x} + \mathbf{d},
\]
9.2 Translation matrices between non-parallel cylindrical multipole basis

with

\[ \mathbf{d} = \begin{pmatrix} d \cos(\theta_{ji}) \\ d \sin(\theta_{ji}) \\ 0 \end{pmatrix} \]  \hspace{1cm} (9.9)  

as the translation vector over the \((x,y)\)-plane, and

\[ R_{\mathbf{d},\gamma} = \begin{pmatrix} \cos(\gamma) + \cos^2(\theta_{ji})(1 - \cos(\gamma)) & \sin(\theta_{ji}) \cos(\theta_{ji})(1 - \cos(\gamma)) & \sin(\theta_{ji}) \sin(\gamma) \\ \sin(\theta_{ji}) \cos(\theta)(1 - \cos(\gamma)) & \cos(\gamma) + \sin^2(\theta_{ji})(1 - \cos(\gamma)) & -\cos(\theta_{ji}) \sin(\gamma) \\ -\sin(\theta_{ji}) \sin(\gamma) & -\cos(\theta_{ji}) \sin(\gamma) & \cos(\gamma) \end{pmatrix} \]  \hspace{1cm} (9.10)

as the rotation matrix over the \(\hat{\mathbf{d}}\) axis an angle \(\gamma\). We also will use the transformation in the momentum space

\[ \begin{pmatrix} k'_x \\ k'_y \\ k'_z \end{pmatrix} = R_{\mathbf{d},\gamma} \begin{pmatrix} k_x \\ k_y \\ k_z \end{pmatrix} \]  \hspace{1cm} (9.11)

The derivation of the translation matrices will be given in the next Section.

9.2 Translation matrices between non-parallel cylindrical multipole basis

In this Section, we derive the transformation matrices \(U\) between scalar and vectorial cylindrical multipoles of non parallel basis. In particular, we need to transform the outgoing cylindrical wave functions with imaginary frequency of a \(B'\) basis in terms of regular cylindrical wave functions with the same imaginary frequency of another basis \(B\) translated by a distance \(d\) and whose axes are tilted against each other by an angle \(\gamma\), as shown in Eq. (9.8).

We perform this analysis for scalar and vectorial cylindrical waves.
9.2.1 Scalar waves

We consider regular and outgoing cylindrical wave functions, which on the imaginary frequency axis are given by

\[
\phi_{n,k_x}^{\text{reg}}(x) = I_n(\rho p)e^{in\theta}e^{ik_x z}, \tag{9.12}
\]

\[
\phi_{n,k_x}^{\text{out}}(x) = K_n(\rho p)e^{in\theta}e^{ik_x z}, \tag{9.13}
\]

with \( p = \sqrt{k_x^2 + k_y^2} \) and \( \rho = \sqrt{x^2 + y^2} \). The outgoing waves at position \( x' \) can be expanded in terms of regular waves at \( x \) by the linear relation

\[
\phi_{n',k'_x}^{\text{out}}(x') = \sum_{n \in \mathbb{Z}} \int_{-\infty}^{\infty} \frac{dk_z}{2L} U_{n',k'_x,nk_x}(d,\gamma)\phi_{n,k_x}^{\text{reg}}(x), \tag{9.14}
\]

which defines the translation matrix \( U_{n',k'_x,nk_x}(d,\gamma) \). The basis have a normal distance \( d \) and their axes are tilted against each other by an angle \( \gamma \) as shown in Eq. (9.8).
The mathematical details of the derivation of this translation matrix are given in the Appendix A 9.6, and the translation matrix defined in Eq. (9.14) is obtained as

\[
U_{n'k',nk}(d, \gamma) = \frac{2\pi}{L} \frac{(-1)^n}{|\sin(\gamma)|} e^{i(n'-n)\theta_d} \left( \xi' + \sqrt{\xi'^2 + 1} \right)^n \left( \xi + \sqrt{\xi^2 + 1} \right)^{-n} e^{-d/\sqrt{k'^2 + p'^2} - d/\sqrt{k'^2 + p'^2}} \tag{9.15}
\]

where \( \xi = \frac{k_z}{p}, \xi' = \frac{k'_z}{p'}, k_\perp = \frac{\cos(\gamma)k_z - k'_z}{\sin(\gamma)} \) and \( k'_\perp = \frac{k_z - \cos(\gamma)k'_z}{\sin(\gamma)} \).

For the calculation of Casimir energies, we need the translation matrices \( U_{ij} \) and \( U_{ji} \), which are the translation matrices from object \( i \) to object \( j \). For this particular problem, \( U_{12} = U_{n'k',nk}(d, \theta_21, \gamma) \), and \( U_{21} = U_{n'k',nk}(d, \pi + \theta_21, \gamma) \). Notice that the sign of \( \gamma \) is not modified. Therefore, using Eq. (9.15), it is easy to verify that

\[
U_{n'k',nk}(d, \pi + \theta_21, \gamma) = (-1)^{n'-n} U_{n'k',nk}(d, \theta_21, \gamma) \tag{9.16}
\]

### 9.2.2 Electromagnetic waves

For the EM field the translation matrix couples the polarizations. However, it can be expected that, for large \( d \), the EM energy is given by the Dirichlet (TM) part only due to the logarithmic dependence on \( d \) for TM modes compared to the power-law decay of TE modes. However, the TM modes are coupled now by the translation matrix of vector waves, resulting in an attenuation of the asymptotic energy. The vector waves are defined in terms of the scalar cylinder waves as

\[
M_{n,kz}^{out}(x',y',z') = \frac{1}{p} \nabla \times \left( \phi_{n,kz}^{out} \hat{z} \right), \quad N_{n,kz}^{out}(x',y',z') = \frac{1}{\kappa p} \nabla \times \left( \phi_{n,kz}^{out} \hat{z} \right) \tag{9.17}
\]

and equivalently for regular vector waves. To derive the transformation matrices, we first multiply both sides of Eq. (9.14) by \( \hat{z}' \) and apply \( \frac{1}{p'} \nabla' \times \) to both sides. Then the left hand side gives the components of \( M_{n,kz}^{out} \) in the coordinate frame \((x',y',z')\). To obtain the components in the frame \((x,y,z)\) we multiply both sides by the inverse rotation matrix \( \mathbb{R}_{d,\gamma}^{-1} \), where \( \mathbb{R}_{d,\gamma} \) is defined by \( x' = \mathbb{R}_{d,\gamma} x + d \) (see Eq. (9.8)).
yields, using $\nabla' = \mathbb{R}_{\,d,\gamma} \nabla$,

$$M^{\text{out},\gamma}_{\,n',k_z'}(x') = \mathbb{R}_{\,d,\gamma}^{-1} M^{\text{out},\gamma}_{\,n',k_z'}(x')$$

$$= \frac{1}{p'} \sum_{n \in \mathbb{Z}} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} U_{n',k_z',n,k_z}(d,\theta) \nabla \times \left[ \phi_{\,n,k_z}^{\text{reg}}(x) \begin{pmatrix} \sin(\theta) \sin(\gamma) \hat{x} \\ -\cos(\theta) \sin(\gamma) \hat{y} \\ + \cos(\gamma) \hat{z} \end{pmatrix} \right],$$

(9.18)

where we have used the definition of $\hat{z}'$ in the initial coordinate basis given in Eq. (9.8).

Eq (9.18) shows we need to express $\nabla \times (\psi_{\,n,k_z}^{\text{reg}}(x)\hat{x})$ and $\nabla \times (\phi_{\,n,k_z}^{\text{reg}}(x)\hat{y})$ in terms of $M_{\,n,k_z}^{\text{reg}}(x)$ and $N_{\,n,k_z}^{\text{reg}}(x)$. One can show (by expressing $\nabla$, $\hat{x}$ and $\hat{y}$ in cylinder coordinates) that

$$\nabla \times (\psi_{\,n,k_z}^{\text{reg}}(x)\hat{x}) = -\frac{i}{2} k_z \left( M_{\,n-1,k_z}^{\text{reg}}(x) + M_{\,n+1,k_z}^{\text{reg}}(x) \right) + \frac{i}{2} \kappa \left( N_{\,n-1,k_z}^{\text{reg}}(x) - N_{\,n+1,k_z}^{\text{reg}}(x) \right),$$

(9.19)

$$\nabla \times (\psi_{\,n,k_z}^{\text{reg}}(x)\hat{y}) = \frac{k_z}{2} \left( M_{\,n-1,k_z}^{\text{reg}}(x) - M_{\,n+1,k_z}^{\text{reg}}(x) \right) - \frac{\kappa}{2} \left( N_{\,n-1,k_z}^{\text{reg}}(x) + N_{\,n+1,k_z}^{\text{reg}}(x) \right).$$

(9.20)

After applying this result into Eq. (9.18), we need to shift the index $n$ in order to express the right hand side in terms of vector waves with the same index $n$. This can be done by using

$$U_{n',k_z',n+1,k_z}(d,\gamma) = -e^{\pi i g_{ji}} \left( \xi + \sqrt{1 + \xi^2} \right)^{\mp 1} U_{n',k_z',n,k_z}(d,\gamma).$$

(9.21)

This yields after some elementary algebra to the transformation formula for vector waves,

$$\begin{pmatrix} M_{\,n',k_z'}^{\reg} \\ N_{\,n',k_z'}^{\reg} \end{pmatrix}(x') = \sum_{n \in \mathbb{Z}} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} U_{n',k_z',n,k_z}^{\text{EM}}(d,\gamma) \left( \begin{array}{c} M_{\,n,k_z}^{\reg} \\ N_{\,n,k_z}^{\reg} \end{array} \right)(x),$$

(9.22)

where we have defined the EM translation matrix $U_{n',k_z',n,k_z}^{\text{EM}}(d,\gamma)$ in terms of the translation matrix for the scalar field given in Eq. (9.15) as

$$U_{n',k_z',n,k_z}^{\text{EM}}(d,\gamma) = U_{n',k_z',n,k_z}(d,\gamma) \frac{p'}{p} \begin{pmatrix} \cos(\gamma) + \sin(\gamma) \frac{k_z}{p} \xi & \sin(\gamma) \frac{\xi}{p} \sqrt{1 + \xi^2} \\ -\sin(\gamma) \frac{\xi}{p} \sqrt{1 + \xi^2} & \cos(\gamma) + \sin(\gamma) \frac{k_z}{p} \xi \end{pmatrix}.$$  

(9.23)
Here we have used $N = \frac{1}{\kappa} \nabla \times M$ and $\frac{1}{\kappa} \nabla \times N = -M$ to obtain the transformation formula for $N$.

The transformation formula for the inverse coordinate transformation is given by Eq. (9.22) with $U_{n'k',nkz}$ replaced by $(-1)^{n+n'}U_{n'k',nkz}$, see Eq. (9.16), then

$$U_{n'k',nkz}^{EM}(d, \pi + \theta_j, \gamma) = (-1)^{n+n'}U_{n'k',nkz}^{EM}(d, \theta_j, \gamma).$$

(9.24)

### 9.3 Asymptotic Casimir energy

In this Section we obtain the approximation at large distances of electromagnetic and scalar Casimir energies at zero and high temperature limits. The approximation performed in this Section is valid for small cylinder radius or for large distance between the cylinders.

To perform this limit we first apply the change to adimensional frequencies $q_z = dk_z$, and $q = d\kappa$ for the zero temperature case. As a consequence, $U$ matrices depend on adimensional variables, while the $T_i$ matrix of each cylinder scales with the ratio between the radius of this cylinder and the distance between their centers $r_i = R_i/d$. In this Chapter, we assume that both cylinders have the same radius $R$, but the obtained results can be easily extended to the most general case without difficulty.

After that, we apply the relation $\log |A| = \text{Tr} \log(A)$ and perform the Taylor expansion to $\log(1 - N) = -\sum_{p=1}^{\infty} \frac{\text{Tr}(N^p)}{p}$ to Eqs. (9.2) and (9.3) in the adimensional variable $r = R/d$, then it is an expansion on large distances, but also on small radius. Then the integrand is now $\log(1 - N) \approx -\text{Tr} (N)$, but with the $T$ matrices in $N$ substituted by the tree level of their Taylor expansion over $r$.

#### 9.3.1 Scalar field

For Dirichlet and Neumann boundary conditions, the scattering amplitudes of a cylinder of radius $R$ are given by the known expressions,

$$T^{D}_{n'k',nkz} = -\frac{2\pi}{L} \frac{I_n(pR)}{K_n(pR)} \delta_{n,n'} \delta(k_z - k_z').$$

(9.25)
\[ T^N_{n'k_z,nk_z} = -\frac{2\pi}{L} \frac{I'_n(pR)}{K'_n(pR)} \delta_{n,n'} \delta(k_z - k'_z). \]  

(9.26)

To obtain the asymptotic energy for Dirichlet boundary conditions cylinders at large distances \( d \) (small radius \( R \)), we need to consider only the terms with \( n = n' = 0 \) and \( p_{\text{max}} = 1 \) of \( N \) matrix of Eqs. (9.2) and (9.3). Then the main contribution at large distance of the \( T \) matrix with argument \( z \) is

\[ I_0(z) K_0(z) \approx -\log \left( \frac{z}{2} \right) - 1 + O[z^2] \approx -\log^{-1}(z), \]

with the Euler constant \( \gamma \). For \( z = r \sqrt{q^2 + q_z^2} \), we have \( \frac{I_0(z)}{K_0(z)} \approx -\log^{-1}(r) \) up to logarithmic corrections. Then the Asymptotic Casimir energy at zero temperature between non parallel Dirichlet cylinders is

\[ E_0 = -\frac{\hbar c}{8d|\sin(\gamma)| \log^2 \left( \frac{R}{d} \right)}. \]  

(9.27)

For parallel cylinders of length \( L \gg (d, R) \), one has [22]

\[ E_\parallel = -\frac{\hbar c L}{8\pi d^2 \log^2 \left( \frac{R}{d} \right)}, \]  

(9.28)

so that one could identify \( |\sin(\gamma)| \leftrightarrow \pi \frac{d}{L} \).

In order to study the classical limit we just need to consider the zero Matsubara frequency contribution to obtain the energy, but a simple scaling analysis shows that

\[ N_{0k_z,0k_z}(\kappa = 0) \approx \frac{1}{|k_z|} \] for \( k_z \to 0 \) with logarithmic corrections. Hence the trace of \( N \) is not well defined, i.e., \( N_{0k_z,0k_z}(\kappa = 0) \) is not a trace class operator, so that \( |1 - N_{0k_z,0k_z}(\kappa = 0)| \) is not well defined. Kenneth and Klich showed that \( N \) is a trace class operator for compact objects [61]. While parallel cylinders are also non-compact objects, they constitute effectively a 2D problem with two compact discs. It appears that two tilted infinitely long cylinders provide the first example of non-compact objects whose geometry cannot be reduced to a lower dimensional one.

However, we expect the force to be well defined, which means that the operator \( \partial_d N_{0k_z,0k_z}(\kappa = 0) \) should be a trace class operator. This is indeed the case, as the following calculation shows. We have that the force in the high \( T \) limit is

\[ F_d = -\frac{k_B T \pi}{4d|\sin(\gamma)| \log^2 \left( \frac{R}{d} \right)}. \]  

(9.29)
and once we have the force, it is a straightforward exercise to obtain the energy as \( E_{cl} = \int_{d}^{\infty} dx F_{cl}(x) \), then it is

\[
E_{cl} = \frac{k_{B}T\pi}{4|\sin(\gamma)|\log\left(\frac{4R}{d}\right)}.
\]  

(9.30)

Note that the sign of the energy is negative because the power of the logarithm has been reduced from two to one and \( R \ll d \) in this limit. This is the only case when we find a non trace class operator for scalar fields. When frequency increases or the boundary conditions of one of the cylinders is not of the Dirichlet type, all \( N \) operators are trace class operators, then they give finite contributions to finite energies.

For example, for Neumann boundary conditions we have to consider the terms with \( p_{\text{max}} = 1 \), \( |n| \leq 1 \) and \( |n'| \leq 1 \) since \( \frac{I_{n}(z)}{K_{n}(z)} = -\frac{z^{2}}{2} + \mathcal{O}[z^{4}] \) for \( |n| \leq 1 \). With this expansion we get to lowest order in \( \frac{R}{d} \) the energy

\[
E_{0} = -\frac{hcR^{4}}{320d^{5}|\sin(\gamma)|}(167 + \cos(2\gamma)),
\]

(9.31)

and the classical limit for this case is directly the finite result

\[
E_{cl} = -\frac{3k_{B}T\pi R^{4}}{1024d^{4}|\sin(\gamma)|}(98 + \cos(2\gamma)).
\]

(9.32)

### 9.3.2 Electromagnetic Casimir energy

For perfect metals, the scattering amplitudes of a cylinder of radius \( R \) are given by expressions

\[
T_{n'k',nkz}^{EE} = -\frac{2\pi}{L} \frac{I_{n}(pR)}{K_{n}(pR)} \delta_{n,n'} \delta(k_{z} - k'_{z}),
\]

(9.33)

\[
T_{n'k',nkz}^{MM} = -\frac{2\pi}{L} \frac{I'_{n}(pR)}{K'_{n}(pR)} \delta_{n,n'} \delta(k_{z} - k'_{z}),
\]

(9.34)

where non diagonal terms are zero. We calculate the energies with the expansions of Eqs. (9.2) and (9.3). The leading part of the energy in the far distance approximation is given by the term that is quadratic in the T-matrix for the TM waves. The polarization mixing in the translation matrices given in Eq. (9.22) plays now a role, because the part of the polarization which is transformed from TM to TE does not contribute to the lowest order of Casimir energy, so the asymptotic energy must be lower than in the
scalar case, and equal to the scalar case just in these cases when polarizations do not mix. It is for parallel cylinders, as already known, and for the classical limit, because mixing terms are proportional to \( \sin(\gamma) \) and \( \kappa \). Then the asymptotic Casimir energy for perfect metal cylinders can be written as

\[
E_0 = -\frac{\hbar c}{8d|\sin(\gamma)| \log^2 \left( \frac{\kappa}{d} \right)} \Omega(\gamma),
\]

where the function \( \Omega(\gamma) \) is defined as

\[
\Omega(\gamma) = \frac{1}{2\pi} \int_0^\pi d\varphi \sin(\varphi) \int_0^{2\pi} d\phi \frac{(\cos(\gamma) \sin(\varphi) + \sin(\gamma) \cos(\varphi) \sin(\phi))^2}{(\sin(\varphi) \cos(\varphi) + \cos(\gamma) \sin(\varphi) \sin(\phi))^2 + \sin^2(\varphi) \cos^2(\phi)}.
\]

We have \( \Omega(0) = 1 \) so that for \( \gamma \to 0 \) the Dirichlet result given in Eq. (9.27) is recovered as expected. For orthogonal cylinders one has \( \Omega(\pi/2) = 1 - \log(2) \). We have not been able to perform the integral definition of \( \Omega(\gamma) \). Anyway, a Fourier series expansion can be performed numerically giving us a good enough solution. Because the symmetry of the system, the series just contains cosines of even terms. then

\[
\Omega(\gamma) \approx \sum_{n=0}^{\infty} \Omega_{2n} \cos(2n\gamma).
\]

We find numerically that \( \Omega_0 = 0.6137, \ \Omega_2 = 0.3333, \ \Omega_4 = 0.0333 \) and \( \Omega_6 = 0.0096 \). The function \( \Omega(\gamma) \) is plotted in the Fig. 9.2.

As in the classical limit the polarization mixing disappears, we have actually two scalar problems. One for TM modes, equivalent to a scalar field between cylinders subject to Neumann boundary conditions because of the perfect diamagneticity, which leads to a well defined trace class operator, and another one for TE modes, equivalent to another scalar field between cylinders subject to Dirichlet boundary conditions because of the perfect reflexivity. This part of the system is the dominant one at large distances and presents the same problem in the classical limit as its scalar analog.

When we try to calculate the classical limit of the energy just considering the zero Matsubara frequency contribution, we find again the same problem as in the scalar field with Dirichlet boundary conditions. A simple scaling analysis shows that

\[
N_{0k_x,0k_z}(\kappa = 0) \approx \frac{1}{\kappa z} \quad \text{for} \quad k_z \to 0 \quad \text{with logarithmic corrections also for the leading order of classical limit of the energy for perfect metal cylinders. Also in this case}
\]
$\Omega(\gamma)$ is not a trace class operator, so that $|1 - N_{0,k_z,0k_z}(\kappa = 0)|$ is not well defined [61]. It is another more physical case when non compact objects lead to a non trace class $N$ operator.

However, as in the scalar case, we are able to obtain the classical limit of the force, because $\partial_d N_{0,k_z,0k_z}(\kappa = 0)$ is a trace class operator as shown before. Then the far distance approximation of the classical limit of the force is

$$F_{cl} = -\frac{k_B T \pi}{4d |\sin(\gamma)| \log^2 \left( \frac{R}{d} \right)}, \quad (9.37)$$

and the corresponding energy is obtained with the integral $E_{cl} = \int_d^\infty dx F_{cl}(x)$ as

$$E_{cl} = \frac{k_B T \pi}{4 |\sin(\gamma)| \log \left( \frac{R}{d} \right)}. \quad (9.38)$$

Then we obtain the same result as in Eq. (9.30) of the scalar case, as expected. Once again, this anomalous behavior of the high temperature limit just can appear when the leading contribution of cylinder $T$ matrices of both cylinders presents a log-divergence when the frequency $\kappa$ goes to zero. As in the scalar case, if just one cylinder presents this divergence, $N$ matrix is still of trace class. In particular, for two dielectric cylinders
(or even for the case of a metallic cylinders and a dielectric cylinder) this anomalous behavior is not present.

9.4 Numerical results

Following the analytical asymptotic results of Casimir energies, we perform a numerical evaluation of Casimir energies between non parallel cylinders in order to study intermediate regimes and the convergence to asymptotic results. We center our study in the zero temperature case, then we perform a numerical implementation of Eq. (9.2). Finite temperatures could be performed on the same way, just being careful with the zero Matsubara frequency contribution for two perfect metals cylinders. This procedure is simple, but with some subtleties. If we observe the expression of the $N$ matrix, we see that there is an internal integration loop over $k_\perp$ in order to obtain the matrix in $(nk_z, n'k'_z)$ labels. After that we have to perform the logarithm of a linear operator over one set of discrete variables $(n, n')$ and over another set of continuous variables $(k_z, k'_z)$, because now the $N$ matrix is not diagonal in $k_z$. Obviously, the number of elements of $N$ must be finite, which means we will use cylindrical multipoles with label $n \in [-n_{\text{max}}, n_{\text{max}}]$. The effect of this cutoff is the transformation of the exact formula given by Eq. (9.2) into an asymptotic result, valid at a given error until a characteristic distance between the cylinders which depends on the $n_{\text{max}}$ used as a numerical cutoff to obtain a numerical tractable method. In addition to that, we have to calculate the determinant of an operator defined over the continuous variables $(k_z, k'_z)$. One possibility would be the approximation of the determinant by a series of traces of powers of $N$, but this procedure introduces another new asymptotic approximation to the problem. The other possibility is to apply a discretization to the $(k_z, k'_z)$ space and evaluate the determinant as usual with enough discretization points in order to minimize the discretization error. We expect that this procedure would be some kind of trapezium rule of integration for determinants of continuous operators. It is important to note that the evaluation of each $N$ matrix is now several orders of magnitude harder than the parallel cylinders case. The final reason is the symmetry breaking of the system,
which not only produces that the $N$ matrix is not diagonal in $k_z$, making the evaluation of the determinant harder, it also means that an internal integration over $k_\perp$ must be performed numerically, because it depends on the $T$ matrix of one of the cylinders, while in the parallel case this integration is divided into two integrals independent of the $T$ matrix and which can been performed analytically (see Appendix B 9.7). As a consequence, we just have obtained numerical results for perpendicular cylinders $\gamma = \frac{\pi}{2}$ and for $\gamma = \frac{\pi}{4}$ for all distances $r = \frac{R_d}{d} \leq 0.45$. Then we are far of the range of validity of PFA. We have used cylindrical multipoles just until $|n| \leq 3$. It is enough to observe corrections to the small radius approximation and a soft convergence to PFA results.

In Fig. 9.3 and in Fig. 9.4 we show the energies scaled with the PFA energy for cylinders with $\gamma = \frac{\pi}{2}$ and with $\gamma = \frac{\pi}{4}$ respectively. In the two figures we observe common characteristics with the parallel cylinders case. It looks like the energies (red curves) do not converge to their asymptotic result (blue curves) at large distances, i.e. small $r$, but it is not the case. As shown in Eq. (9.35), the asymptotic distance Casimir energy $E_{ass}$ decays with $\log^{-2}(r)$, then the convergence is reached at extremely small distances and it is not observable in our plots. At intermediate distances, higher order cylindrical contributions get to produce relevant contributions to Casimir energy, until the approximations of the numerical method become relevant and we lose the convergence to PFA at shorter distances. The use of cylindrical multipoles with $|n| \leq n_{\text{max}}$ is valid for a given error until a characteristic distance between the cylinders which depends on the $n_{\text{max}}$ used as a numerical cutoff to obtain a numerical tractable method. We have checked numerically that the results obtained at $r = \frac{R}{d} \leq 0.3$ are well described with $n_{\text{max}} = 3$. To study even shorter distances and the convergence to PFA result, we should include more multipoles into our study.

We are also interested in the dependence of the energy with the tilted angle $\gamma$ between the cylinders at a given distance. As seen in Eq. (9.35) and in Eq. (9.61), the asymptotic distance approximation and PFA energies are inversely proportional to $|\sin(\gamma)|$, but they have different angular dependence. To study the angular dependence
of the energy at intermediate distances, we represent in Fig. 9.5 how is modified the product $\omega(r, \gamma) = E(r, \gamma)|\sin(\gamma)|$ for all angles compared with the same function at $\gamma = \frac{\pi}{2}$, so we eliminate the dependence with the distance and we are able to study the relative dependence of the energy with the angle. We can observe that, at large distances, the dependence of $\omega(r, \gamma)$ with $\gamma$ is the one of the asymptotic results, but when we reduce the distance between the cylinders, $\omega(r, \gamma)$ becomes more and more independent of the angle, showing that it tends to converge to the constant value of the PFA result.

## 9.5 Conclusions

In this Chapter we have expanded the study of Casimir energy to non parallel cylinders, for the scalar field and for the electromagnetic field.

In order to study this system, we have obtained the translation matrices of outgoing
cylindrical multipoles in terms of regular cylindrical multipoles of a translated non
parallel basis in Sect. 9.2 for scalar and vectorial cases.

We have studied the asymptotic far distance regime in Sect. 9.3 and near contact
regime in Appendix 9.8, at the zero and high temperature regimes.

We have found that the zero Matsubara frequency case leads to a non trace class \( \mathbb{N} \)
operator for the scalar field when both cylinders impose Dirichlet boundary conditions
and for the electromagnetic field when both cylinders are perfect metals. The reason
is that, contrary to the case of parallel cylinders, non parallel cylinders system is not
reducible to an effectively 2D system of compact objects, then the theorem of Kenneth
and Klich [61] is not applicable to this system, and \( \mathbb{N} \) matrix could be a trace-class
operator or not. Anyway we can recover an energy towards the integration of the
force, because \( \partial_\mu \mathbb{N}(\kappa = 0) \) is a trace-class operator. We should remark that the zero
Matsubara frequency contributes to Casimir energy at any non zero temperature, then
this result is relevant not only in the high temperature limit.

Figure 9.4: Energies compared with PFA as a function of \( r = \frac{R}{d} \) for \( \gamma = \frac{\pi}{4} \). The black
curve is the PFA energy itself. The blue curve is the asymptotic distance energy and the red
points are the numerical Casimir energies. The red curve joins the points \( r \leq 0.3 \), where our
numerical method converges properly to the correct result. A convergence to the PFA result
is expected when \( r \to \frac{1}{2} \).
We have studied numerically the zero temperature Casimir energy between perfect metal cylinders for all distances and angles, showing how asymptotic large and short limits are connected at intermediate distances, and the variation of the angular dependence at a constant distance.

We have to remark that all the study made for perfect metal cylinders could be easily repeated for dielectrics. In this case at large distances the energy decays with a power law behavior, the zero Matsubara frequency leads to a trace class operator and the energy is generally smaller than in the perfect metal case.

The study of Casimir energy between cylinders as a function of their relative angle $\gamma$ could be experimentally relevant. We could use the different scales of the energy when cylinders are parallel, when $E_{\parallel} \propto \frac{L}{d^2}$ instead $E_{\gamma} \propto \frac{4}{d|\sin(\gamma)|}$ for the non parallel case. It turns from an irrelevant value for non parallel cylinders to a much greater value proportional to their length $L$, which could be experimentally studied. In addition to that, Casimir effect could be relevant in nematic order of elongated fibers, because it

Figure 9.5: Ratio $\frac{\omega(r, \gamma)}{\omega(r, \pi/2)}$, where $\omega(r, \gamma) = E(r, \gamma) |\sin(\gamma)|$ for angles $\gamma \in \left[ \frac{\pi}{16}, \frac{\pi}{2} \right]$. The asymptotic distance result and the PFA are also plotted. Curves are smoothing from the asymptotic result to the constant value of the PFA result when the distance is reduced, as expected.
Appendix A: Derivation of translation matrices for scalar cylindrical multipoles between non-parallel system of coordinates

In this Appendix, we provide the mathematical details of the derivation the representation of Eq. (9.15). It is the representation of \( \phi_{n',k_z}'(\mathbf{x}') \), outgoing scalar cylindrical multipoles of a given basis in terms of \( \phi_{n,k_z}(\mathbf{x}) \), regular cylindrical multipoles of another basis translated a distance \( d \) and rotated around the axis defined by the translation vector an angle \( \theta \), as shown by the coordinate transformation given in Eq. (9.8). Then the translation matrix \( U_{n',k_z,n,k_z}(d,\gamma) \) is defined by the linear relation (9.14). We start from the 2D Fourier transform of the outgoing waves,

\[
K_n(p\rho)e^{in\theta} = \int_{-\infty}^{\infty} \frac{dk_x}{2\pi} \int_{-\infty}^{\infty} \frac{dk_y}{2\pi} 2\pi(-i)^n \left( \frac{k_x + ik_y}{p} \right)^n e^{i(k_x x + k_y y)} \frac{e^{ik_{\parallel}r_{\parallel} + ik_{\perp}r_{\perp}}}{k_{\parallel}^2 + k_{\perp}^2 + p^2}.
\]  

First of all, we apply a change of variables from \((k_x, k_y)\) to \((k_{\parallel}, k_{\perp})\) defined as

\[
\begin{pmatrix} k_{\parallel} \\ k_{\perp} \end{pmatrix} = \begin{pmatrix} \cos(\theta_{ji}) & \sin(\theta_{ji}) \\ -\sin(\theta_{ji}) & \cos(\theta_{ji}) \end{pmatrix} \begin{pmatrix} k_x \\ k_y \end{pmatrix},
\]

and the same change of variables to the conjugate variables in the position space as

\[
\begin{pmatrix} r_{\parallel} \\ r_{\perp} \end{pmatrix} = \begin{pmatrix} \cos(\theta_{ji}) & \sin(\theta_{ji}) \\ -\sin(\theta_{ji}) & \cos(\theta_{ji}) \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix},
\]

therefore, the integral of Eq. (9.39) can be written in terms of the new integration variables as

\[
K_n(p\rho)e^{in\theta} = \int_{-\infty}^{\infty} \frac{dk_{\parallel}}{2\pi} \int_{-\infty}^{\infty} \frac{dk_{\perp}}{2\pi} 2\pi(-i)^n \left( \frac{k_{\parallel} + ik_{\perp}}{p} \right)^n e^{i(n\theta_{ji})} e^{i(k_{\parallel}r_{\parallel} + k_{\perp}r_{\perp})} \frac{e^{i\sqrt{k_{\parallel}^2 + k_{\perp}^2 + p^2}}}{2\sqrt{k_{\parallel}^2 + p^2}}.
\]  

The integration over \( k_{\parallel} \) can be easily performed using the residue theorem. The integrand has the poles \( k_{\parallel} = \pm i\sqrt{p^2 + k_{\perp}^2} \). Hence we obtain

\[
K_n(p\rho)e^{in\theta} = e^{i(n\theta_{ji})} \int_{-\infty}^{\infty} \frac{dk_{\perp}}{2\pi} \left( \frac{k_{\perp} \pm \sqrt{k_{\perp}^2 + p^2}}{p} \right)^n e^{i(k_{\parallel}r_{\parallel} + k_{\perp}r_{\perp})} \frac{e^{i\sqrt{k_{\parallel}^2 + k_{\perp}^2 + p^2}}}{2\sqrt{k_{\perp}^2 + p^2}}.
\]
where the minus (plus) sign applies to \( r_\parallel > 0 \) \((r_\parallel < 0)\). After multiplying by \( e^{ik_zz} \), we obtain

\[
K_n(\rho p) e^{i\theta} e^{ik_zz} = e^{i\theta_\parallel} \int_{-\infty}^{\infty} dk_\perp \left( \frac{k_\perp \pm \sqrt{k_\perp^2 + p^2}}{p} \right)^n \frac{e^{i(k_\perp r_\perp + k_z z) + r_\parallel \sqrt{k_\perp^2 + p^2}}}{2\sqrt{k_\perp^2 + p^2}} \tag{9.44}
\]

Writing the same formula in the prime coordinate system:

\[
K'_n(\rho' p') e^{i\theta'} e^{ik'_zz'} = e^{i\theta_\parallel} \int_{-\infty}^{\infty} dk'_\perp \left( \frac{k'_\perp \pm \sqrt{k'^2_\perp + p'^2}}{p'} \right)^{n'} \frac{e^{i(k'_\perp r'_\perp + k'_z z') + r_\parallel' \sqrt{k'^2_\perp + p'^2}}}{2\sqrt{k'^2_\perp + p'^2}}, \tag{9.45}
\]

and using \( p = \sqrt{k'^2 + k^2_z}, p' = \sqrt{k'^2 + k'^2_z} \), it is easy to obtain \( k'^2_z + k'^2_\perp = k'^2_z + k'^2_\perp \), \( k_\perp r_\perp + k_z z = k'_\perp r'_\perp + k'_\perp z' \) and \( k_\parallel = k'_\parallel = \sqrt{k'^2_\perp + p'^2} \) by the use of Eq. (9.11). Then, applying the change of coordinates given in Eq. (9.8), we have the outgoing cylindrical functions of one basis in terms of outgoing plane waves of the translated and rotated basis as

\[
K'_n(\rho' p') e^{i\theta'} e^{ik'_zz'} = e^{i\theta_\parallel} \int_{-\infty}^{\infty} dk'_\perp \left( \frac{k'_\perp \pm \sqrt{k'^2_\perp + p'^2}}{p'} \right)^{n'} \frac{e^{i(k'_\perp r'_\perp + k'_z z') + r_\parallel' \sqrt{k'^2_\perp + p'^2}}}{2\sqrt{k'^2_\perp + p'^2}}, \tag{9.46}
\]

Thanks to the relationship \((x k_x + y k_y) = (r_\parallel k_\parallel + r_\perp k_\perp)\), we can use the expansion of 2D plane waves in cylindrical waves as,

\[
e^{i(r\parallel k_\parallel + r_\perp k_\perp)} = e^{i(x k_x + y k_y)} = \sum_{n \in \mathbb{Z}} i^n J_n \left( \rho \sqrt{k_x^2 + k_y^2} \right) e^{in\theta} e^{-i n \cos^{-1} \left( \frac{k_x}{\sqrt{k_x^2 + k_y^2}} \right)}, \tag{9.47}
\]

where \( \rho = \sqrt{x^2 + y^2} \). Obviously we have \( \cos^{-1} \left( \frac{k_x}{\sqrt{k_x^2 + k_y^2}} \right) = \sin^{-1} \left( \frac{k_y}{\sqrt{k_x^2 + k_y^2}} \right) \). Applying the relation \( p = i \sqrt{k_x^2 + k_y^2} \), we transform the equality to

\[
e^{i(r\parallel k_\parallel + r_\perp k_\perp)} = \sum_{n \in \mathbb{Z}} i^n J_n \left( i \rho p \right) e^{in\theta} e^{-i n \sin^{-1} \left( \frac{k_y}{\rho} \right)}, \tag{9.48}
\]

which can be written as

\[
e^{i(r\parallel k_\parallel + r_\perp k_\perp)} = \sum_{n \in \mathbb{Z}} (-1)^n I_n \left( \rho p \right) e^{in\theta} \left( \frac{k_y + \sqrt{k_y^2 + p^2}}{p} \right)^{-n}. \tag{9.49}
\]
Using the relation $p = i \sqrt{k_{x}^{2} + k_{y}^{2}}$, it is easy to obtain that $\sqrt{k_{y}^{2} + p'^{2}} = ik_{x}$. Therefore, we can write $(k_{y} + \sqrt{k_{y}^{2} + p'^{2}}) = (k_{y} - ik_{x}) = e^{i\theta_{ji}}(k_{\perp} - ik_{\parallel}) = e^{i\theta_{ji}}(k_{\perp} + \sqrt{p'^{2} + k_{\perp}^{2}})$ and the series acquire an additional phase proportional to $\theta_{ji}$.

\[
e^{i(r_{n}k_{\parallel} + r_{\perp}k_{\perp})} = \sum_{n \in \mathbb{Z}} (-1)^{n} I_{n} (\rho p) e^{i n \theta_{ji}} e^{-i n \theta_{ji}} \left( \frac{k_{\perp} + \sqrt{k_{\perp}^{2} + p'^{2}}}{p} \right)^{-n}.
\] (9.50)

By the insertion of this sum in the integrand, we are able to bring the result as a sum of modes and a integration over $k_{\perp}$ frequencies as

\[
K_{n'}(\rho' p') e^{i n' \theta'_{j}} e^{i k'_{z} z'} = \sum_{n \in \mathbb{Z}} \int_{-\infty}^{\infty} dk_{\perp} \left( -1 \right)^{n} \left( k_{\perp}' + \sqrt{k_{\perp}^{2} + p'^{2}} \right)^{n'} \left( \frac{k_{\perp} + \sqrt{k_{\perp}^{2} + p'^{2}}}{p} \right)^{-n} \times e^{-d \sqrt{k_{\perp}^{2} + p'^{2}}} e^{i(n'-n)\theta_{ji}} I_{n} (\rho p) e^{i \theta_{ji} e^{i k_{z} z}}.
\] (9.51)

In order to bring the result into the form of Eq. (9.14) we change the variable of integration from $k_{\perp}$ to $k_{z}$ with the help of the relation $k_{z} = \cos(\gamma) k_{z}' + \sin(\gamma) k_{\perp}'$, then $dk_{\perp} = \frac{dk_{z}}{|\sin(\gamma)|}$, and the expansion of outgoing cylindrical function in terms of regular waves of a non-parallel cylindrical basis is

\[
K_{n'}(\rho' p') e^{i n' \theta'_{j}} e^{i k'_{z} z'} = \sum_{n \in \mathbb{Z}} \frac{L}{2 \pi} \int_{-\infty}^{\infty} dk_{z} \frac{2 \pi}{L \sin(\gamma)} \left( -1 \right)^{n} e^{i(n'-n)\theta_{ji}} \left( k_{\perp}' + \sqrt{k_{\perp}^{2} + p'^{2}} \right)^{n'} \times \left( \frac{k_{\perp} + \sqrt{k_{\perp}^{2} + p'^{2}}}{p} \right)^{-n} \frac{e^{-d \sqrt{k_{\perp}^{2} + p'^{2}}}}{2 \sqrt{k_{\perp}^{2} + p'^{2}}} I_{n} (\rho p) e^{i \theta_{ji} e^{i k_{z} z}},
\] (9.52)

where

\[
k_{\perp} = \frac{\cos(\gamma) k_{z} - k_{z}'}{\sin(\gamma)}, \quad k_{\perp}' = \frac{k_{z} - \cos(\gamma) k_{z}'}{\sin(\gamma)}.
\] (9.53)

Then the translation matrix defined in Eq. (9.14) is:

\[
U_{n',k_{z}',n_{k_{z}}}(d, \gamma) =
\frac{2 \pi}{L \sin(\gamma)} \left( -1 \right)^{n} e^{i(n'-n)\theta_{ji}} \left( \xi' + \sqrt{\xi'^{2} + 1} \right)^{n'} \left( \xi + \sqrt{\xi^{2} + 1} \right)^{-n} \frac{e^{-d \sqrt{\xi'^{2} + 1}}}{2 \sqrt{\xi'^{2} + 1}},
\] (9.54)

with $\xi = \frac{k_{z}}{p}$ and $\xi' = \frac{k_{z}'}{p'}$, which is the result given in Eq. (9.15). It is interesting to note that an additional translation over the $\hat{z}$ axis, this is to say, for cases with $d_{z} \neq 0$, the generalization of the translation matrices showed here is straightforward and results in just an additional phase factor $e^{-i k_{z} d_{z}}$ (which appears in the coordinate transformation of $z'$ showed in Eq. (9.46)) in the expression of $U_{n',k_{z}',n_{k_{z}}}(d, \gamma)$ given in Eq. (9.54).
9.7 Appendix B: Translation matrices for scalar cylindrical multipoles between parallel system of coordinates

In this Appendix, we reobtain the translation matrix between parallel cylindrical multipoles as a limiting case when $\gamma \rightarrow 0$ of Eq. (9.15) for scalar and Eq. (9.22) for vectorial multipoles.

In the parallel case, the cross polarization matrix which appears in Eq. (9.22) is reduced to the identity matrix. Then for the parallel case polarizations do not couple. As a consequence, Eq. (9.22) is reduced to two scalar decoupled translation problems, one for each independent polarization. So it is enough to obtain the translation matrix for scalar multipoles in order to obtain the result for the vectorial case. For the parallel case we have $k_\perp = k'_\perp$ and $k_z = k'_z$. As a consequence, $\frac{p}{p'} = 1$ and $\xi' = \xi$. Then we can follow the derivation of the scalar translation matrix until Eq. (9.51), where for the parallel case we have

\[
U_{n'k'_z,nk_z}(d, \gamma = 0) = (-1)^{n'} e^{i(n'-n)\theta_{ji}} \int_{-\infty}^{\infty} dk_\perp \frac{2\pi}{L} \delta(k_z - k'_z) \left( \xi + \sqrt{1 + \xi'^2} \right)^{n-n'} \frac{e^{-d\sqrt{n^2+k^2+y^2} + k'^2}}{2\sqrt{k^2 + k'^2 + k_z^2}}.
\] (9.55)

Instead of applying the change of variable from $k_\perp$ to $k_z$, which would be singular in the parallel case, we carry out the integration over $k_\perp$, resulting in the known translation matrix between parallel cylindrical scalar multipoles and for each polarization of vector multipoles as

\[
U_{n'k'_z,nk_z}(d, \gamma = 0) = (-1)^{n'} e^{i(n'-n)\theta_{ji}} K_{n-n'}(d\sqrt{k^2 + k'_2}) \frac{2\pi}{L} \delta(k_z - k'_z).
\] (9.56)

Then we recover the parallel translation matrices [22] as a particular case.
9.8 Appendix C: Proximity Force Approximation of Casimir energy

Small Radius Approximation is valid for large distance. In the short distance regime Proximity Force Approximation (PFA) is the valid one. We just perform the calculus for perfect metal cylinders. The scalar case is just a half of the perfect metal result.

The area across which the two cylinders overlap, viewed along the axis that is perpendicular to the two cylinder axes and that intersects the axes in their crossing point, forms a parallelogram of edge length $2R/|\sin(\gamma)|$. Let us denote the coordinates along the edges of this parallelogram as $u$ and $v$ (see Fig. 9.6). Then the local distance $h(u, v)$ between the two cylinder surfaces, measured normal to the plane that is spanned by the cylinder axes, is given by the function

$$h(u, v) = d - \sqrt{R^2 - (u|\sin(\gamma)| - R)^2} - \sqrt{R^2 - (v|\sin(\gamma)| - R)^2}.$$  \hspace{1cm} (9.57)

where $d$ is the distance between the cylinder axes. Taking into account that a surface element of the parallelogram is given by $\sin(\gamma)dudv$, the PFA energy can be written as

$$E_{0}^{PFA} = -\frac{\hbar c \pi^2}{720} \left[ \frac{R}{|\sin(\gamma)|} \right]^2 \int_{0}^{2R/|\sin(\gamma)|} \int_{0}^{2R/|\sin(\gamma)|} \frac{|\sin(\gamma)|dudv}{h^3(u, v)}. \hspace{1cm} (9.58)$$

This expression has the advantage that we can expand the square roots for small $l/R$, where $l = d - 2R$ is the surface-to-surface distance, which leads to

$$E_{0}^{PFA} = -\frac{\hbar c \pi^2}{720} \left[ \frac{1}{|\sin(\gamma)|} \right]^2 \int_{-\sqrt{R/l}}^{\sqrt{R/l}} \int_{-\sqrt{R/l}}^{\sqrt{R/l}} dsdt \frac{1}{\left[ \frac{l}{R} + 2 - \sqrt{1 - \frac{l}{R}s^2} - \sqrt{1 - \frac{l}{R}t^2} \right]^3}. \hspace{1cm} (9.59)$$

The energy can be written after introducing new integration variables as

$$E_{0}^{PFA} = -\frac{\hbar c \pi^2}{720} \left[ \frac{1}{|\sin(\gamma)|} \right]^2 \int_{-\sqrt{R/l}}^{\sqrt{R/l}} \int_{-\sqrt{R/l}}^{\sqrt{R/l}} dsdt \frac{1}{\left[ 1 + \frac{1}{2}(s^2 + t^2) \right]^3}. \hspace{1cm} (9.60)$$

In this expression we can extend the integration limits to infinity to obtain the limiting
behavior for small $l/R$. This yields
\[
\lim_{\frac{l}{R} \to 0} E_{0}^{PFA} = -\frac{\hbar c \pi}{720} \frac{1}{|\sin(\gamma)|} \frac{R}{l^2} \int_{0}^{2\pi} d\varphi \int_{0}^{\infty} \frac{\rho d\rho}{\left(1 + \frac{\rho^2}{2}\right)^3} = -\frac{\hbar c \pi^3}{720} \frac{1}{|\sin(\gamma)|} \frac{R}{l^2} \tag{9.61}
\]

For small $l/R$ this approximation deviates from the exact integral of Eq. (9.59) by less than 1% for $l/R < 0.01$. It is instructive to compare this PFA energy to the one for two spheres of radius $R$ and surface-to-surface distance $l$ which is
\[
E_{0}^{PFA} = -\frac{\hbar c \pi^3 R}{1440 \pi} \tag{21}
\]
and hence reduced by a factor of two compared to the case of perpendicular cylinders ($\gamma = \frac{\pi}{2}$).

With exactly the same procedure, it is possible to obtain the PFA energy for the classical limit, performing the same integration, but now over the classical limit of the energy instead of the zero temperature case. Then the classical limit of the PFA energy is
\[
E_{cl}^{PFA} = -k_B T \frac{\zeta(3)}{8\pi} \int_{0}^{2R/|\sin(\gamma)|} \int_{0}^{2R/|\sin(\gamma)|} \frac{|\sin(\gamma)| du dv}{h^2(u, v)}. \tag{9.62}
\]
Performing the same transformations and approximation as in the quantum case, we find that in the limiting behavior for small $l/R$, the PFA energy is

$$\lim_{l/R \to 0} E_{cl}^{PFA} = -k_B T \frac{\zeta(3)}{8\pi} \frac{1}{|\sin(\gamma)|} \frac{R}{l} \int_0^{2\pi} d\varphi \int_0^\infty \frac{\rho d\rho}{(1 + \frac{\rho^2}{2})^2} = -k_B T \frac{\zeta(3)}{4} \frac{1}{|\sin(\gamma)|} \frac{R}{l}$$

(9.63)
Casimir energy between non parallel cylinders
Conclusion

This Thesis is focused on the study of Casimir effect as a consequence of fluctuations of fields and its peculiarities and properties.

We have obtained results in several categories.

- On the conceptual side, we have proposed a dynamical formalism of Casimir effect, which let us define the Casimir effect as the response of a fluctuating medium to the breakdown of the translation symmetry because of the presence of intrusions in that medium. Such formalism let us focus on the Casimir effect as an universal feature of steady states. We have defined the stochastic variable “Stochastic Casimir force over an $\alpha$ body” whose mean value is the Casimir force itself.

- The formalism presented here generalizes the Casimir effect to non–equilibrium
steady states systems, and it is demonstrated that the equilibrium Casimir effect is a particular but important case. In fact, we obtained the explicit equivalence between the formalism presented here, the Stress–Tensor formalism and the partition function formalism of equilibrium Casimir effect. Even the important case of Casimir effect generated from quantum–thermal fluctuations of the EM field is covered as a particular case with this formalism, via the Parisi–Wu formalism.

- As the Casimir force is a stochastic variable, it must follows some probability distribution function, then it has interest the study of its moments, in particular, we defined the variance of the Casimir force, which let us study the fluctuations of these Fluctuation–Induced forces. In fact, we have obtained the variance of the Casimir effect between two perfect metal pistons of arbitrary cross section, at any given temperature at the first time to our knowledge.

- On the mathematical side, we have obtained the two point correlation function of steady states generated by a kind of generalized Langevin equation when the temporal evolution operator is generalized to a polynomial of any degree. We obtained the Casimir force between two parallel Dirichlet plates in such steady states.

- On the applied side, we used the recent developed version of the multiscattering formalism to study the physical peculiarities of the EM Casimir effect: Nonmonotonicities of Casimir forces between two objects because of the presence of a third one, or because of the appearance of intervals of negative entropies in the system; the obtention of the PSA from first principles for the complete EM field, the generalization of the $N$ points formalism of Power and Thirunamachandran, the Casimir energy between non–parallel cylinders, and the Casimir effect between Topological Insulators with their anomalous behavior.
10.1 Specific outcomes

- Presentation of the dynamical formalism of Casimir effect. The Casimir effect is the response of a fluctuating medium to the breakdown of the translation symmetry because of the presence of intrusions in that medium.

1. Definition of the Stochastical variable "Stochastic Casimir force over the object $\alpha$"

2. Generalization of Casimir effect to non–equilibrium steady states via the dynamical formalism.

3. Reobtention of the equilibrium Casimir effect as a particular case of the dynamical formalism.

4. Explicit equivalence of the Stress–Tensor formalism, the partition function formalism and the dynamical formalism of the Casimir effect in the equilibrium.

5. Reobtention of the originally proposed EM Casimir effect as a consequence of the quantum fluctuations of the EM field via Parisi–Wu formalism.

6. Definition of the variance of the Casimir force, and result for perfect metal pistons of arbitrary section.

7. Generalization of the Langevin equation to temporal derivatives greater than one, and obtention of Casimir force in such steady states.

- Derivation of the Pairwise Summation Approximation (PSA) for the EM Casimir effect from first principles from the multiscattering formalism of Casimir effect, including next order perturbation terms.

1. New results of PSA for dielectrics with electric response, magnetic response and general magnetoelectric coupled responses. We include indications on how to proceed when the electromagnetic response of the objects are not homogeneous. Results valid for any given temperature. Recovery of the superposition principle in the PSA, and breaking of it with the first correction
term to PSA.

2. Reobtention of the $N$ points potential formalism of Power and Thirunamachandran as the large distance limit of PSA, and extension of such formalism to generalized (linear) dielectrics at any given temperature.

3. Use of PSA for the complete EM field for the study of the Casimir effect between Topological Insulators. Evaluation of the adequacy of the approximation as a good qualitative and quantitative approximation. Criteria for obtaining the appearance of the different regimes of behaviors of TI depending on the magnitude and sign of the magnetoelectric polarizabilities.

- Nonmonotonicities of the Casimir force between two objects.

  1. Nonmonotonicities of the Casimir force between two objects because of the presence of a third one.

  2. Study of the entropy of a system of two metallic spheres originated because of the Casimir effect. Appearance of intervals of negative entropy at an interval of given temperatures and distances for Perfect metal model and plasma model with lower penetration length of a critical one. No appearance of this range for all other cases of the plasma model and for the Drude model.

  3. Thermodynamic consequences of the appearance of negative entropies of Casimir effect. The principles of Thermodynamics continue to be satisfied, of course, but the Casimir force is not monotonous with temperature provided that the entropy is non–monotonic with distance.

- Casimir energy between non–parallel cylinders.

  1. The energy scales with the cosecant of the angle between their axis, nor with their length $L$.

  2. New translation matrices between translated non–parallel cylindrical coordinate systems.
3. First counterexample of the theorem of Kenneth and Klich [61] in the high
$T$ limit for Dirichlet cylinders and for perfect metal cylinders, because the
condition of compactness of the intruders is not fulfilled.
List of publications

• *Three-body Casimir effects and nonmonotonic forces.* Pablo Rodriguez-Lopez, Sahand Jamal Rahi, and Thorsten Emig. Physical Review A 80, 022519 (2009) [130]. It corresponds to Chapter 6 of this Thesis.

• *Pairwise summation approximation of Casimir energy from first principles.* Pablo Rodriguez-Lopez. Physical Review E 80, 061128 (2009) [28]. It corresponds to Chapter 7 of this Thesis.

• *Dynamical approach to the Casimir effect.* Pablo Rodriguez-Lopez, Ricardo Brito, and Rodrigo Soto. Physical Review E 83, 031102 (2011) [72]. It corresponds to Chapter 2 of this Thesis.

• *Effect of finite temperature and uniaxial anisotropy on the Casimir effect with three-dimensional topological insulators.* Adolfo G. Grushin, Pablo Rodriguez-Lopez and Alberto Cortijo. Physical Review B 84, 045119 (2011) [133]. It corresponds to Chapter 7 of this Thesis.

• *Casimir Energy and Entropy in the Sphere–Sphere Geometry.* Pablo Rodriguez-Lopez. Physical Review B 84, 075431 (2011) [154]. It corresponds to Chapter 8 of this Thesis.

• *Casimir repulsion between topological insulators in the diluted regime.* Pablo Rodriguez-Lopez. Physical Review B 84, 165409 (2011) [134]. It corresponds to Chapter 7 of this Thesis.
• *Stochastic Quantization and Casimir Forces.* Pablo Rodríguez-Lopez, Ricardo Brito, and Rodrigo Soto. Send to Referee process [98]. It corresponds to Chapter 3 of this Thesis.

• *Casimir energy between non parallel cylinders.* Pablo Rodríguez-Lopez, and Thorsten Emig. In preparation [164]. It corresponds to Chapter 9 of this Thesis.
[1] H. B. G. Casimir and D. Polder. *The influence of retardation on the london-van der waals forces*. Phys. Rev. 73(4), 360 (1948). 1, 87, 110, 111, 146

[2] H. B. G. Casimir. *On the attraction between two perfectly conducting plates*. Proceedings of the Royal Netherlands Academy of Arts and Sciences 51, 793 (1948). 1, 14, 25, 47, 57, 87, 110, 145

[3] F. London. *Zur theorie und systematik der molekularkräfte*. Zeitschrift für Physik A Hadrons and Nuclei 63, 245 (1930). 10.1007/BF01421741. 1, 2, 87

[4] J. D. V. der Waals. *Over de Continuiteit van den Gas- en Vloeistoestoestand (on the continuity of the gas and liquid state)*. Ph.D. thesis, Hoogeschool te Leiden (1873). Http://www.scs.illinois.edu/ mainzv/exhibit/vanderwaals.htm. 1

[5] M. Bordag, ed. *Casimir Effect 50 Years Later* (World Scientific Publishing Company, 1999). 2, 4

[6] G. J. Maclay, H. Fearn, and P. W. Milonni. *Of some theoretical significance: implications of casimir effects*. European Journal of Physics 22(4), 463 (2001). 2

[7] P. M. D. R. D. Dalvit and F. da Rosa, eds. *Casimir Physics (Lecture Notes in Physics)* (Springer, 2011). 2, 204, 208
[8] G. L. Klimchitskaya, U. Mohideen, and V. M. Mostepanenko. *The casimir force between real materials: Experiment and theory*. Rev. Mod. Phys. **81**(4), 1827 (2009). 2

[9] M. Bordag, U. Mohideen, and V. M. Mostepanenko. *New developments in the casimir effect*. Physics Reports **353**(1-3), 1 (2001). 2

[10] R. H. French, V. A. Parsegian, R. Podgornik, R. F. Rajter, A. Jagota, J. Luo, D. Asthagiri, M. K. Chaudhury, Y. ming Chiang, S. Granick, S. Kalinin, M. Kardar, R. Kjellander, D. C. Langreth, J. Lewis, S. Lustig, D. Wesolowski, J. S. Wettlaufer, W.-Y. Ching, M. Finnis, F. Houlihan, O. A. von Lilienfeld, C. J. van Oss, and T. Zemb. *Long range interactions in nanoscale science*. Rev. Mod. Phys. **82**(2), 1887 (2010). 2

[11] K. A. Milton. *Resource letter vwcpf-1: Van der waals and casimir–polder forces*. **79**(7), 697 (2011). 2

[12] M. Kardar and R. Golestanian. *The “friction” of vacuum, and other fluctuation-induced forces*. Rev. Mod. Phys. **71**(4), 1233 (1999). 2, 14

[13] S. G. Johnson. *Numerical methods for computing casimir interactions*. Chapter in [7] (2011). 2, 3

[14] M. Bordag, G. L. Klimchitskaya, U. Mohideen, and V. M. Mostepanenko. *Advances in the Casimir Effect (International Series of Monographs on Physics)* (Oxford University Press, USA, 2009). 2, 35, 47, 49, 87, 110

[15] E. M. Lifshitz. *The theory of molecular attractive forces between solids*. Soviet Phys. JETP **2** (1956). 2, 3, 110

[16] T. H. Boyer. *Quantum electromagnetic zero-point energy of a conducting spherical shell and the casimir model for a charged particle*. Phys. Rev. **174**(5), 1764 (1968). 2
[17] R. Balian and B. Duplantier. *Electromagnetic waves near perfect conductors. i. multiple scattering expansions. distribution of modes.* Annals of Physics **104**(2), 300 (1977). 2

[18] R. Balian and B. Duplantier. *Electromagnetic waves near perfect conductors. ii. casimir effect.* Annals of Physics **112**(1), 165 (1978). 2, 114

[19] M. J. Renne. *Microscopic theory of retarded van der waals forces between macroscopic dielectric bodies.* Physica **56**(1), 125 (1971). 2

[20] H. Li and M. Kardar. *Fluctuation-induced forces between rough surfaces.* Phys. Rev. Lett. **67**(23), 3275 (1991). 2

[21] T. Emig, N. Graham, R. L. Jaffe, and M. Kardar. *Casimir forces between arbitrary compact objects.* Phys. Rev. Lett. **99**(17), 170403 (pages 4) (2007). 2, 14, 48, 60, 87, 88, 91, 96, 97, 99, 110, 111, 112, 118, 138, 139, 146, 147, 148, 153, 162, 164, 169, 171, 192

[22] S. J. Rahi, T. Emig, N. Graham, R. L. Jaffe, and M. Kardar. *Scattering theory approach to electrodynamic casimir effect.* Phys. Rev. D **80**, 085021 (2009). 2, 48, 61, 87, 88, 90, 91, 96, 97, 146, 147, 148, 164, 169, 171, 178, 190

[23] O. Kenneth and I. Klich. *Casimir forces in a t-operator approach.* Phys. Rev. B **78**(1), 014103 (2008). 2, 167

[24] A. Lambrecht, P. A. M. Neto, and S. Reynaud. *The casimir effect within scattering theory.* New Journal of Physics **8**(10), 243 (2006). 2

[25] A. Wirzba. *The casimir effect as a scattering problem.* Journal of Physics A: Mathematical and Theoretical **41**(16), 164003 (2008). 2, 161, 164, 165, 166

[26] R. Golestanian. *Lifshitz interaction between dielectric bodies of arbitrary geometry.* Phys. Rev. Lett. **95**(23), 230601 (2005). 3, 110

[27] K. A. Milton, P. Parashar, and J. Wagner. *From multiple scattering to van der Waals interactions: exact results for eccentric cylinders.* The Casimir Effect and
Cosmology: A volume in honour of Professor Iver H. Brevik on the occasion of his 70th birthday. 811 (2008). 3, 114, 115

[28] P. Rodriguez-Lopez. Pairwise summation approximation of casimir energy from first principles. Phys. Rev. E 80(6), 061128 (2009). 3, 111, 149, 162, 201

[29] B. V. Derjaguin, I. I. Abrikosova, and E. M. Lifshitz. Direct measurement of molecular attraction between solids separated by a narrow gap. Q. Rev. Chem. Soc. 10, 295 (1956). 3

[30] M. Schaden and L. Spruch. Infinity-free semiclassical evaluation of casimir effects. Phys. Rev. A 58(2), 935 (1998). 3

[31] S. Reynaud, P. A. M. Neto, and A. Lambrecht. Casimir energy and geometry: beyond the proximity force approximation. Journal of Physics A: Mathematical and Theoretical 41(16), 164004 (2008). 3

[32] J. Blocki, J. Randrup, W. J. Swiatecki, and C. F. Tsang. Proximity forces. Annals of Physics 105(2), 427 (1977). 3

[33] A. Weber. Interplay Between Geometry and Temperature In The Casimir Effect. Ph.D. thesis, Combined Faculties for the Natural Sciences and for Mathematics of the Ruperto-Carola University of Heidelberg, Germany (2010). 3

[34] A. Scardicchio and R. L. Jaffe. Casimir effects: an optical approach i. foundations and examples. Nuclear Physics B 704(3), 552 (2005). 3

[35] A. Scardicchio and R. L. Jaffe. Casimir effects: An optical approach ii. local observables and thermal corrections. Nuclear Physics B 743(3), 249 (2006). 3

[36] A. W. Rodriguez, M. Ibanescu, D. Iannuzzi, F. Capasso, J. D. Joannopoulos, and S. G. Johnson. Computation and visualization of casimir forces in arbitrary geometries: Nonmonotonic lateral-wall forces and the failure of proximity-force approximations. Phys. Rev. Lett. 99(8), 080401 (2007). 3
[37] M. T. H. Reid, A. W. Rodriguez, J. White, and S. G. Johnson. Efficient computation of casimir interactions between arbitrary 3d objects. Phys. Rev. Lett. 103(4), 040401 (2009). 3, 169

[38] M. Sparnaay. Measurements of attractive forces between flat plates. Physica 24(6-10), 751 (1958). 4

[39] S. K. Lamoreaux. Demonstration of the casimir force in the 0.6 to 6µm range. Phys. Rev. Lett. 78(1), 5 (1997). 4

[40] U. Mohideen and A. Roy. Precision measurement of the casimir force from 0.1 to 0.9µm. Phys. Rev. Lett. 81(21), 4549 (1998). 4

[41] D. E. Krause, R. S. Decca, D. López, and E. Fischbach. Experimental investigation of the casimir force beyond the proximity-force approximation. Phys. Rev. Lett. 98, 050403 (2007). 4

[42] J. N. Munday, F. Capasso, and V. A. Parsegian. Measured long-range repulsive casimir-lifshitz forces. Nature 457, 170 (2009). 4

[43] C. Hertlein, L. Helden, A. Gambassi, S. Dietrich, and C. Bechinger. Direct measurement of critical casimir forces. Nature 451, 172 (2008). 4

[44] M. Baus and C. F. Tejero. Equilibrium Statistical Physics: Phases of Matter and Phase Transitions (Springer, 2007). 4, 166

[45] M. Fisher and P. G. de Gennes. Wall phenomena in a critical binary mixture. CR Seances Acad. Sci., Ser. B 287(8), 207 (1978). 4

[46] A. Ajdari, B. Duplantier, D. Hone, L. Peliti, and J. Prost. "pseudo-casimir" effect in liquid crystals. J. Phys. II France 2(3), 487 (1992). 4, 5, 15, 35, 53, 62

[47] S. L. Boersma. A maritime analogy of the casimir effect. American Journal of Physics 64(5), 539 (1996). 4
[48] R. Brito, R. Soto, and U. M. B. Marconi. *Casimir forces in granular and other non equilibrium systems*. Granular Matter 10, 29 (2007). 10.1007/s10035-007-0056-0. 4, 27

[49] D. Bartolo, A. Ajdari, and J.-B. Fournier. *Effective interactions between inclusions in complex fluids driven out of equilibrium*. Phys. Rev. E 67(6), 061112 (2003). 4, 14, 15, 36, 212

[50] R. Brito, U. M. B. Marconi, and R. Soto. *Generalized casimir forces in nonequilibrium systems*. Phys. Rev. E 76(1), 011113 (2007). 4, 25, 27, 29, 53

[51] P. R. Buenzli and R. Soto. *Violation of the action-reaction principle and self-forces induced by nonequilibrium fluctuations*. Phys. Rev. E 78(2), 020102 (2008). 4, 42

[52] D. V. Denisov, Y. Y. Villanueva, and R. J. Wijngaarden. *Simulation of a casimir-like effect in a granular pile with avalanches*. Phys. Rev. E 83(6), 061301 (2011). 4

[53] R. Zandi, J. Rudnick, and M. Kardar. *Casimir forces, surface fluctuations, and thinning of superfluid film*. Phys. Rev. Lett. 93(15), 155302 (2004). 4

[54] E. Noruzifar. *Thermal Casimir Effect at Fluid Interfaces: Fluctuation-Induced Forces between Anisotropic Colloids*. Ph.D. thesis, Fachbereich Physik, Mathematik und Informatik der Johannes-Gutenberg-Universität Mainz (2009). 4

[55] F. Intravaia, C. Herkel, and M. Antezza. *Fluctuation-induced forces between atoms and surfaces: the casimir-polder interaction*. Chapter in [7] (2011). 5, 164

[56] D. S. Dean and A. Gopinathan. *Out-of-equilibrium behavior of casimir-type fluctuation-induced forces for free classical fields*. Phys. Rev. E 81(4), 041126 (2010). 5, 15, 41

[57] M. Krüger, T. Emig, and M. Kardar. *Nonequilibrium electromagnetic fluctuations: Heat transfer and interactions*. Phys. Rev. Lett. 106(21), 210404 (2011). 5, 6
[58] G. T. Moore. *Quantum theory of the electromagnetic field in a variable-length one-dimensionial cavity*. Journal of Mathematical Physics 11, 2679 (1970). 5

[59] E. Yablonovitch. *Accelerating reference frame for electromagnetic waves in a rapidly growing plasma: Unruh-davies-fulling-dewitt radiation and the nonadiabatic casimir effect*. Phys. Rev. Lett. 62(15), 1742 (1989). 5

[60] C. Wilson, G. Johansson, A. Pourkabirian, J. Johansson, T. Duty, F. Nori, and P. Delsing. *Observation of the dynamical casimir effect in a superconducting circuit*. Arxiv 1105.4714 (2011). 5

[61] O. Kenneth and I. Klich. *Opposites attract: A theorem about the casimir force*. Phys. Rev. Lett. 97(16), 160401 (2006). 10, 178, 181, 185, 199

[62] H. E. Stanley. *Introduction to Phase Transitions and Critical Phenomena (International Series of Monographs on Physics)*, vol. 11 (Oxford University Press, USA, 1987). 14

[63] M. Krech. *Casimir forces in binary liquid mixtures*. Phys. Rev. E 56(2), 1642 (1997). 14

[64] D. S. Dean and A. Gopinathan. *The non-equilibrium behavior of pseudo-casimir forces*. Journal of Statistical Mechanics: Theory and Experiment 2009(08), L08001 (2009). 14, 41

[65] R. Brito, R. Soto, and U. M. B. Marconi. *Casimir forces in granular and other non equilibrium systems*. Granular Matter 10, 29 (2007). 10.1007/s10035-007-0056-0. 15, 28

[66] F. Sagués, J. M. Sancho, and J. García-Ojalvo. *Spatiotemporal order out of noise*. Rev. Mod. Phys. 79(3), 829 (2007). 15

[67] J. P. Gollub and J. F. Steinman. *External noise and the onset of turbulent convection*. Phys. Rev. Lett. 45(7), 551 (1980). 15
[68] C. Cattuto, R. Brito, U. M. B. Marconi, F. Nori, and R. Soto. *Fluctuation-induced casimir forces in granular fluids*. Phys. Rev. Lett. **96**(17), 178001 (2006). 15, 60

[69] H. R. Brand, S. Kai, and S. Wakabayashi. *External noise can suppress the onset of spatial turbulence*. Phys. Rev. Lett. **54**(6), 555 (1985). 15

[70] L. Kuhnert, K. I. Agladze, and V. I. Krinsky. *Image processing using light-sensitive chemical waves*. Nature pp. 244–247 (1989). 15

[71] A. Najafi and R. Golestanian. *Forces induced by nonequilibrium fluctuations: The soret-casimir effect*. EPL (Europhysics Letters) **68**(6), 776 (2004). 15

[72] P. Rodriguez-Lopez, R. Brito, and R. Soto. *Dynamical approach to the casimir effect*. Phys. Rev. E **83**(3), 031102 (2011). 16, 48, 49, 50, 51, 52, 53, 201

[73] S. R. D. Groot and P. Mazur. *Non-Equilibrium Thermodynamics* (Dover Publications, 1984). 16, 18, 19

[74] C. Gardiner. *Handbook of Stochastic Methods: for Physics, Chemistry and the Natural Sciences (Springer Series in Synergetics)* (Springer Series in Synergetics, 2004). 16, 17

[75] H. Risken and T. Frank. *The Fokker-Planck Equation: Methods of Solutions and Applications (Springer Series in Synergetics)* (Springer, 1996). 16

[76] N. V. Kampen. *Stochastic Processes in Physics and Chemistry, Third Edition (North-Holland Personal Library)* (North Holland, 2007). 16

[77] R. Zwanzig. *Nonequilibrium Statistical Mechanics* (Oxford University Press, USA, 2001). 16, 17

[78] V. Larin. *On solutions of the lyapunov equations*. Appl. Comput. Math **7**(2), 162 (2008). 17

[79] J. García-Ojalvo and J. M. Sancho. *Noise in Spatially Extended Systems (Institute for Nonlinear Science)* (Springer, 1999). 18
[80] P. C. Hohenberg and B. I. Halperin. *Theory of dynamic critical phenomena*. Rev. Mod. Phys. 49(3), 435 (1977). 18, 30

[81] R. Kubo, N. Hashitsume, and M. Toda. *Statistical Physics II: Nonequilibrium Statistical Mechanics (Springer Series in Solid-State Sciences)* (Springer, 1985). 19, 50

[82] R. A. Horn and C. R. Johnson. *Topics in Matrix Analysis*, theorem 2.4.15 (Cambridge University Press, 1994). 19

[83] D. Forster. *Hydrodynamic Fluctuations, Broken Symmetry, And Correlation Functions (Advanced Books Classics)* (HarperCollins Canada, 1994). 19

[84] O. Descalzi and R. Graham. *Gradient expansion of the nonequilibrium potential for the supercritical ginzburg-landau equation*. Physics Letters A 170(2), 84 (1992). 19

[85] A. Maciole, A. Gambassi, and S. Dietrich. *Critical casimir effect in superfluid wetting films*. Phys. Rev. E 76(3), 031124 (2007). 19

[86] L. D. Landau and E. M. Lifshitz. *The Classical Theory of Fields, Fourth Edition: Volume 2 (Course of Theoretical Physics Series)* (Butterworth-Heinemann, 1980), 4 ed. 20

[87] R. Evans and P. Tarazona. *Theory of condensation in narrow capillaries*. Phys. Rev. Lett. 52(7), 557 (1984). 21

[88] A. Ajdari, L. Peliti, and J. Prost. *Fluctuation-induced long-range forces in liquid crystals*. Phys. Rev. Lett. 66(11), 1481 (1991). 25, 32

[89] M. Krech. *The Casimir Effect in Critical Systems* (World Scientific Publishing Company, 1994). 30

[90] P. G. de Gennes and J. Prost. *The Physics of Liquid Crystals (International Series of Monographs on Physics)* (Oxford University Press, USA, 1995), 2 ed. 32
[91] J.-B. Fournier. *private communication.* There is an erratum below Eq.(33) in Ref. [49]. 36

[92] S. Esteve. *Private communication* (2011). 42

[93] E. Elizalde. *An extension of the chowla-selberg formula useful in quantizing with* *the wheeler-de witt equation.* Journal of Physics A: Mathematical and General 27(11), 3775 (1994). 43, 55

[94] E. Elizalde. *Multidimensional extension of the generalized chowla-selberg formula.* Communications in Mathematical Physics 198, 83 (1998). 10.1007/s002200050472. 43

[95] M. F. Maghrebi, S. J. Rahi, T. Emig, N. Graham, R. L. Jaffe, and M. Kardar. *Analytical results on casimir forces for conductors with edges and tips.* Proceedings of the National Academy of Sciences 108(17), 6867 (2011). 48, 90

[96] G. Parisi and Y. Wu. *Perturbation theory without gauge fixing.* Scientia Sinica 24, 483 (1981). 48, 49

[97] P. H. Damgaard and H. Hüffel. *Stochastic quantization.* Physics Reports 152(5-6), 227 (1987). 48

[98] P. Rodriguez-Lopez, R. Brito, and R. Soto. *Stochastic quantization and casimir forces.* Send to Referee process p. 4 (2011). 49, 202

[99] M. Masujima. *Path Integral Quantization and Stochastic Quantization* (Springer, 2008). 49, 50

[100] M. L. Bellac. *Thermal Field Theory (Cambridge Monographs on Mathematical Physics)* (Cambridge University Press, 1996). 49, 89

[101] S. Lim. *Fractional derivative quantum fields at positive temperature.* Physica A: Statistical Mechanics and its Applications 363(2), 269 (2006). 49, 76

[102] J. Weber. *Fluctuation dissipation theorem.* Phys. Rev. 101(6), 1620 (1956). 52, 65
[103] M. P. Hertzberg, R. L. Jaffe, M. Kardar, and A. Scardicchio. *Casimir forces in a piston geometry at zero and finite temperatures*. Phys. Rev. D 76(4), 045016 (2007). 53, 56, 57

[104] J. D. Jackson. *Classical Electrodynamics Third Edition* (John Wiley & Sons, Inc, 1998), 3 ed. 54, 140

[105] V. N. Marachevsky. *Casimir interaction: pistons and cavity*. Journal of Physics A: Mathematical and Theoretical 41(16), 164007 (2008). 56

[106] D. S. Mitrinović and J. Keckić. *The Cauchy Method of Residues: Theory and Applications (Mathematics and its Applications) (Vol 1)* (Springer, 1984). 56, 78, 79, 93

[107] H. Baltes. *SPECTRA OF FINITE SYSTEMS* (Birkhäuser Boston, 1980). 56, 161, 166

[108] D. Bartolo, A. Ajdari, J.-B. Fournier, and R. Golestanian. *Fluctuations of fluctuation-induced casimir-like forces*. Phys. Rev. Lett. 89(23), 230601 (2002). 60, 73

[109] A. W. Rodriguez, M. Ibanescu, D. Iannuzzi, F. Capasso, J. D. Joannopoulos, and S. G. Johnson. *Computation and visualization of casimir forces in arbitrary geometries: Nonmonotonic lateral-wall forces and the failure of proximity-force approximations*. Phys. Rev. Lett. 99, 080401 (2007). 60, 63, 96, 106

[110] E. Elizalde. *Ten Physical Applications of Spectral Zeta Functions* (Springer-Verlag, Berlin, 1995). 61

[111] E. Elizalde. *Zeta Regularization Techniques with Applications* (World Scientific, Singapore, 1994). 61

[112] C.-H. Wu, C.-I. Kuo, and L. H. Ford. *Fluctuations of the retarded van der waals force*. Phys. Rev. A 65, 062102 (2002). 72
[113] G. Barton. *On the fluctuations of the casimir force*. Journal of Physics A: Mathematical and General **24**(5), 991 (1991). 72

[114] G. Barton. *On the fluctuations of the casimir forces. ii. the stress-correlation function*. Journal of Physics A: Mathematical and General **24**(23), 5533 (1991). 72

[115] G. Barton. *Long-range casimir-polder-feinberg-sucher intermolecular potential at nonzero temperature*. Phys. Rev. A **64**(3), 032102 (2001). 73, 122, 139, 149

[116] A. Bulgac, P. Magierski, and A. Wirzba. *Scalar casimir effect between dirichlet spheres or a plate and a sphere*. Phys. Rev. D **73**(2), 025007 (2006). 87, 110

[117] G. Feinberg and J. Sucher. *General theory of the van der waals interaction: A model-independent approach*. Phys. Rev. A **2**(6), 2395 (1970). 87, 110, 111, 118, 129

[118] S. Zaheer, S. J. Rahi, T. Emig, and R. L. Jaffe. *Casimir interactions of an object inside a spherical metal shell*. Phys. Rev. A **81**(3), 030502 (2010). 87

[119] T. Emig. *Fluctuation-induced quantum interactions between compact objects and a plane mirror*. Journal of Statistical Mechanics: Theory and Experiment **4**, P04007 (2008). 88, 91, 95, 96, 97, 98

[120] P. M. Morse and H. Feshbach. *Methods of Theoretical Physics, Part I* (McGraw-Hill Science/Engineering/Math, 1953). 90

[121] P. M. Morse and H. Feshbach. *Methods of Theoretical Physics, Part II* (McGraw-Hill Science/Engineering/Math, 1953). 90

[122] T. Emig, N. Graham, R. L. Jaffe, and M. Kardar. *Casimir forces between compact objects: The scalar case*. Phys. Rev. D **77**(2), 025005 (2008). 91, 122, 124

[123] S. Zaheer, S. J. Rahi, T. Emig, and R. L. Jaffe. *Casimir potential of a compact object enclosed by a spherical cavity*. Phys. Rev. A **82**(5), 052507 (2010). 91
[124] R. Wittmann. *Spherical wave operators and the translation formulas*. Antennas and Propagation, IEEE Transactions on **36**(8), 1078 (1988). 91, 147

[125] V. A. Parsegian. *Van der Waals Forces* (Cambridge University Press, Cambridge, England, 2005). 96

[126] E. A. Power and T. Thirunamachandran. *Quantum electrodynamics in a cavity*. Phys. Rev. A **25**, 2473 (1982). 96, 100

[127] G. Feinberg. *Retarded dispersion forces between conducting spheres*. Phys. Rev. B **9**, 2490 (1974). 96

[128] S. J. Rahi, A. W. Rodriguez, T. Emig, R. L. Jaffe, S. G. Johnson, and M. Kardar. *Nonmonotonic effects of parallel sidewalls on casimir forces between cylinders*. Phys. Rev. A **77**, 030101 (2008). 96, 106, 169

[129] S. J. Rahi, T. Emig, R. L. Jaffe, and M. Kardar. *Casimir forces between cylinders and plates*. Phys. Rev. A **78**, 012104 (2008). 96, 106, 172

[130] P. Rodriguez-Lopez, S. J. Rahi, and T. Emig. *Three-body casimir effects and nonmonotonic forces*. Phys. Rev. A **80**(2), 022519 (2009). 97, 110, 122, 164, 201

[131] D. M. Harber, J. M. Obrecht, J. M. McGuirk, and E. A. Cornell. *Measurement of the casimir-polder force through center-of-mass oscillations of a bose-einstein condensate*. Phys. Rev. A **72**, 033610 (2005). 106

[132] K. A. Milton, P. Parashar, and J. Wagner. *Exact results for casimir interactions between dielectric bodies: The weak-coupling or van der waals limit*. Phys. Rev. Lett. **101**(16), 160402 (2008). 110, 138

[133] A. G. Grushin, P. Rodriguez-Lopez, and A. Cortijo. *Effect of finite temperature and uniaxial anisotropy on the casimir effect with three-dimensional topological insulators*. Phys. Rev. B **84**(4), 045119 (2011). 111, 129, 130, 131, 201
[134] P. Rodriguez-Lopez. *Casimir repulsion between topological insulators in the diluted regime*. Accepted in Phys. Rev. B. ArXiv p. 1104.5447v2 (2011). 111, 201

[135] A. Galindo and P. Pascual. *Quantum Mechanics II (Texts and Monographs in Physics)* (Springer-Verlag, 1990). 112

[136] L. D. Landau and E. M. Lifshitz. *Electrodynamics of Continuous Media* (Pergamon Press, 1984), second ed. 113

[137] M. Born and E. Wolf. *Principles of Optics: Electromagnetic Theory of Propagation, Interference and Diffraction of Light* (Cambridge University Press, 1980), 6 ed. 117, 142

[138] E. A. Power and T. Thirunamachandran. *The non-additive dispersion energies for n molecules: A quantum electrodynamical theory*. Proceedings of the Royal Society of London. Series A, Mathematical and Physical Sciences 401(1821), pp. 267 (1985). 125, 128, 139

[139] I. Wolfram Research. *Mathematica 7.0* (2008). 126

[140] R. Golestanian. *Casimir-lifshitz interaction between dielectrics of arbitrary geometry: A dielectric contrast perturbation theory*. Phys. Rev. A 80(1), 012519 (2009). 128

[141] A. G. Grushin and A. Cortijo. *Tunable casimir repulsion with three dimensional topological insulators*. Phys. Rev. Lett. 106, 020403 (2011). 129, 130, 132, 136, 137, 139

[142] F. Wilczek. *Two applications of axion electrodynamics*. Phys. Rev. Lett. 58, 1799 (1987). 130

[143] X.-L. Qi, T. L. Hughes, and S.-C. Zhang. *Topological field theory of time-reversal invariant insulators*. Phys. Rev. B 78, 195424 (2008). 130
[144] A. M. Essin, J. E. Moore, and D. Vanderbilt. *Magnetolectric polarizability and axion electrodynamics in crystalline insulators*. Phys. Rev. Lett **102**, 146805 (2009). 130, 131

[145] X.-L. Qi et al. *Seeing the magnetic monopole through the mirror of topological surface states*. Science **323**, 1184 (2009). 131

[146] F. Brown, R. Hornreich, and S. Shtrikman. *Upper bound on the magnetic susceptibility*. Phys. Rev. **168**, 574 (1968). 133, 134, 135

[147] G. S. Agarwal. *Quantum electrodynamics in the presence of dielectrics and conductors. i. electromagnetic-field response functions and black-body fluctuations in finite geometries*. Phys. Rev. A **11**(1), 230 (1975). 142

[148] J. Schwinger. *Casimir effect in source theory*. Letters in Mathematical Physics **1**, 43 (1975). 10.1007/BF00405585. 146

[149] A. Lambrecht, P. A. M. Neto, and S. Reynaud. *The casimir effect within scattering theory*. New Journal of Physics **8**(10), 243 (2006). 146

[150] K. A. Milton and J. Wagner. *Multiple scattering methods in casimir calculations*. Journal of Physics A: Mathematical and Theoretical **41**(15), 155402 (2008). 146

[151] A. Weber and H. Gies. *Nonmonotonic thermal casimir force from geometry-temperature interplay*. Phys. Rev. Lett. **105**(4), 040403 (2010). 146, 149, 155

[152] V. B. Bezerra, G. L. Klimchitskaya, and V. M. Mostepanenko. *Thermodynamical aspects of the casimir force between real metals at nonzero temperature*. Phys. Rev. A **65**(5), 052113 (2002). 146, 152

[153] A. Canaguier-Durand, P. A. M. Neto, A. Lambrecht, and S. Reynaud. *Thermal casimir effect for drude metals in the plane-sphere geometry*. Phys. Rev. A **82**(1), 012511 (2010). 146, 149, 152, 156, 157

[154] P. Rodriguez-Lopez. *Casimir energy and entropy in the sphere-sphere geometry*. Phys. Rev. B **84**, 075431 (2011). 147, 201
[155] G.-L. Ingold, A. Lambrecht, and S. Reynaud. *Quantum dissipative brownian motion and the casimir effect*. Phys. Rev. E **80**(4), 041113 (2009). 152

[156] R. Zandi, T. Emig, and U. Mohideen. *Quantum and thermal casimir interaction between a sphere and a plate: Comparison of drude and plasma models*. Phys. Rev. B **81**(19), 195423 (2010). 152, 156, 157

[157] M. Bordag and I. G. Pirozhenko. *Casimir entropy for a ball in front of a plane*. Phys. Rev. D **82**(12), 125016 (2010). 152

[158] A. W. Rodriguez, M. Ibanescu, D. Iannuzzi, F. Capasso, J. D. Joannopoulos, and S. G. Johnson. *Computation and visualization of casimir forces in arbitrary geometries: Nonmonotonic lateral-wall forces and the failure of proximity-force approximations*. Phys. Rev. Lett. **99**(8), 080401 (2007). 164

[159] S. J. Rahi, T. Emig, R. L. Jaffe, and M. Kardar. *Casimir forces between cylinders and plates*. Phys. Rev. A **78**(1), 012104 (2008). 164

[160] G. Dedkov and A. A. Kyasov. *Tangential force and heating rate of a neutral relativistic particle mediated by equilibrium background radiation*. Nuclear Instruments and Methods in Physics Research Section B: Beam Interactions with Materials and Atoms **268**(6), 599 (2010). 164

[161] Y. S. Barash and A. A. Kyasov. *Interaction potential for two filaments and for an atom interacting with a filament*. Sov. Phys. JETP **68**(1), 39 (1989). 169

[162] J. F. Dobson, T. Gould, and I. Klich. *Dispersion interaction between crossed conducting wires*. Phys. Rev. A **80**(1), 012506 (2009). 169

[163] R. Podgornik and V. A. Parsegian. *Charge-fluctuation forces between rodlike polyelectrolytes: Pairwise summability reexamined*. Phys. Rev. Lett. **80**(7), 1560 (1998). 169

[164] P. Rodriguez-Lopez and T. Emig. *Casimir energy between non parallel cylinders*. In preparation p. 4 (2011). 170, 202
[165] T. Emig, N. Graham, R. L. Jaffe, and M. Kardar. *Orientation dependence of casimir forces*. Phys. Rev. A **79**(5), 054901 (2009). 172