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Abstract

Among the many statistical process control charts, the modified exponentially weighted moving average (EWMA) control chart has been designed to swiftly detect a small shift in a process parameter. Herein, we propose two explicit formulas for the average run length (ARL) for integrated moving average (IMA) and fractionally integrated moving average (FIMA) models combined with the modified EWMA control chart for time series prediction. The application of the suggested control chart procedures depends on the residuals of the IMA and FIMA models. The performance of the control chart with both models is evaluated by using the ARL. Explicit formulas for the ARL for the two models with the modified EWMA statistic are derived and their precision is compared with the numerical integral equation method. The explicit formulas could accurately predict the true ARL while markedly decreasing the computational processing time compared to the numerical integration method. The capabilities of the IMA and FIMA models with the modified EWMA control chart were studied by varying g times the last term and exponential smoothing parameter λ, with the relative mean index being used to evaluate these situations. The results show that the modified EWMA control chart with either model performed better than the original EWMA control chart. Furthermore, the modified EWMA control chart with either model was highly efficient when g increased and λ was small. Two applications involving energy commodity prices are used to illustrate the efficacies of the proposed approaches, the results of which were in accordance with the experimental study.

1- Introduction

Control charts are key statistical process control tools used to monitor processes and verify product quality. In 1931, Shewhart [1] first proposed a control chart capable of detecting large changes in process parameters. Later, the cumulative sum (CUSUM) [2] and exponentially weighted moving average (EWMA) [3] monitoring charts were developed to detect small-to-moderate shifts in process parameters. The EWMA control chart is susceptible to small changes in process parameters and can be used to estimate observations in the next time period. Since then, the EWMA scheme has been updated to enhance its detection capability. Patel and Divecha (2011) [4] improved the EWMA statistic by expanding a different term based on previous observations and called it the modified EWMA control chart. After that, Khan et al. [5] developed a better approach for adjusting g multiplied by the last term of the modified EWMA statistic, thereby enabling it to quickly detect parameter changes in auto-correlated data series.

Autocorrelation in time series has been studied over a long period of time, and time series models have been used for forecasting in various situations, such as the COVID-19 pandemic [6], stock trends [7], and the weather [8]. Depending
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on the data trend, they are classified as autoregressive (AR) [9], moving average (MA) [10], autoregressive moving average (ARMA) [11], autoregressive integrated moving average (ARIMA) [12], and autoregressive fractional integrated moving average (ARFIMA) [13]. Moreover, integrated moving average (IMA) [14] and fractionally integrated moving average (FIMA) [15] models are special cases of ARIMA and ARFIMA processes, respectively. In some situations, IMA and FIMA models can be used to predict observations appropriately. An IMA model is a MA model added to the level of differencing d times, where d is an integer, while in the FIMA model, d is the fractional differencing parameter. IMA and FIMA models have been applied in various areas, such as industry [16], engineering [17], transportation [18], and biomedical science [19]. Most modeling of time series involves white noise [20], which is an uncorrelated stationary time series or random process following a normal distribution. In reality, it is frequently found that the residuals are exponentially distributed (i.e., exponential white noise).

The average run length (ARL) [21] is a statistical measure used extensively to test the performance of a control chart. It is the average number of observations needed until a signal occurs. Common techniques to estimate the ARL are Monte Carlo simulation [22, 23] and the numerical integral equation (NIE) [24, 25]. On the other hand, the exact ARL can be computed by using an explicit formula, albeit that it is not easy to define. However, the advantage is that they can be processed immediately and produce an accurate value. In this paper, explicit formulas for the ARL on the modified EWMA control charts with IMA and FIMA models and exponential white noise are proposed.

This article is organized as follows. Previous studies on explicit formulas for the ARL on control charts are reviewed in Section 2. The modified EWMA control chart and derivations of the explicit formulas and the NIE method for the ARL for the IMA and FIMA models with the modified EWMA control chart are introduced in Section 3. The research process is provided in Section 4. A comparison of the ARL solutions using the two techniques experimentally and with real data along with a performance comparison on the original and modified EWMA control charts for various situations are presented in Section 5. Finally, conclusions are given in Section 6.

2- Literature Review

Many researchers have proposed explicit formulas for the ARL on control charts with time series models. Petcharat et al. [26] presented explicit formulas for the ARL of random observations from a MA process with exponential white noise running on a CUSUM control chart; they compared the computational times of the explicit formulas and the NIE method and found that using the former was much faster. Sunthornwat et al. [27] proposed explicit formulas for the analytical AR on an EWMA control chart with a long-memory ARFIMA model by using a solution for the integral equation and compared them with the NIE method; once again, the computational time for the former was much lower. Sunthornwat and Areepong [28] derived explicit formulas for the ARL for seasonal and non-seasonal MA processes with exogenous variables running on a CUSUM control chart and found their optimal parameters. When comparing the solution for a CUSUM control chart with that for an EWMA control chart, the former detected small process shifts better but moderate-to-large process shifts worse than the latter.

Phanthuna et al. [29] introduced process shift detection for the modified EWMA control chart with an AR(1) process and exponential white noise. Explicit formulas for the ARL were derived and checked with the NIE method in terms of accuracy and computational time. Although both produced ARLs similar to the exact ARL, the explicit formulas method was much faster than the NIE method in obtaining an accurate value. Moreover, the authors reported an efficiency comparison of the CUSUM, EWMA, and modified EWMA control charts; their proposed control chart provided the best performance for small-to-intermediate shifts in the process parameter. Later, Phanthuna et al. [30] improved the explicit formulas for computing ARL solutions for the modified EWMA scheme in that they could be used for any order p of an AR(p) model, where p is a positive integer. Supharakonsakun et al. [31] studied a detection procedure for the EWMA and modified EWMA control charts with an ARMA(1,1) process and exponential white noise. Explicit formulas for the exact ARL were provided and their accuracy was compared with the NIE method. Supharakonsakun et al. [32] suggested explicit formulas for the ARL with observations from a MA model on the modified EWMA control chart and compared their capability with the same process on the standard EWMA scheme for monitoring PM2.5 and carbon monoxide air pollution data; their results show that the modified EWMA control chart was much better at detecting shifts in the process parameter than the standard EWMA control chart. Supharakonsakun [33] designed the modified EWMA control chart for a seasonal MA model and evaluated its efficacy by using the ARL calculated via explicit formulas and the NIE method. The efficiencies of the method for the EWMA, CUSUM, and modified EWMA control charts for a seasonal MA process with exponential white noise support the superiority of the latter.

3- Control Chart for Time Series Models and Solving the ARL

3-1- The Modified EWMA Control Chart

The modified EWMA control chart can quickly detect a small shift in the process mean. In the EWMA statistic, the term $g(X_i - X_{i-1})$ from the modified EWMA control chart has been assigned to $g = 0$, and thus the modified EWMA statistic can be defined as:
where $\lambda$ is an exponential smoothing parameter where $0 < \lambda < 1$, $X_i$ is the data sequence at $t = 1, 2, 3,...$ with mean $\mu$ and variance $\sigma^2$, and $g$ is a suitable constant. The initial values of sequences $Y_t$ and $X_i$ ($i = 0$) are determined for $\mu$ and the asymptotic variance of $Y_t$ as $(\lambda + 2\lambda g + 2g^2)\sigma^2/(2 - \lambda)$. Thus, the bounds of the control limits of the modified EWMA control chart can be constructed for $\mu$, $\sigma$, and suitable control width limit $C$ as follows:

$$\mu \pm C \sigma \sqrt{\frac{1 + 2\lambda g + 2g^2}{2 - \lambda}}$$

3-2 - The IMA-MODIFIED EWMA Control Chart

For time series, the ARIMA $(p, d, q)$ model, where $p$ is the order of the autoregressive process, $d$ is the order of differencing, and $q$ is the order of the MA process, is widely applied to real data from many fields. When there is no autoregression in the time series, the IMA model is equivalent to the ARIMA $(0, d, q)$ model. The IMA $(d, q)$ model, denoted as $M_t$, can be defined by using backward shift operator $B$ as follows:

$$(1 - B)^d M_t = \theta_0 + (1 - \theta_1 B - \theta_2 B^2 - ... - \theta_d B^d) \varepsilon_t,$$

where $(1 - B)^d = \sum_{k=0}^{d} \binom{d}{k} (-B)^k$ is defined by using the Binomial Theorem [34]. Therefore, the IMA model can be rewritten as:

$$M_t = \theta_0 + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - ... - \theta_q \varepsilon_{t-q} + \left\{ \frac{d(d-1)}{2!} M_{t-1} + \frac{d(d-1)(d-2)}{3!} M_{t-2} - ... + (-1)^{d+1} M_{t-d} \right\}.$$  

where, $\theta_0$ is the process average, $\theta_i$ $(i = 1, 2, ..., q)$ are the coefficients of the IMA model $(1 < \theta_i < 1)$ and $\varepsilon_t$ is exponential white noise at time $t$.

3-2-1 - The Explicit Formula for the ARL on the Modified EWMA Control Chart with the IMA Model

The ARL, which is the average number of observations before an alarm occurs, is a commonly used measure for the sensitivity of a control chart. In this section, the explicit formula for the ARL on the modified EWMA control chart with the IMA model is solved. From Equations 1 and 3, the modified EWMA statistic for the IMA model can be derived as:

$$Y_t = (1 - \lambda)Y_{t-1} - gM_{t-1} + \lambda \varepsilon_t + (\lambda + g) \left\{ \theta_0 - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - ... - \theta_q \varepsilon_{t-q} \right\}$$

$$+ \lambda \varepsilon_t + \left\{ \frac{d(d-1)}{2!} M_{t-1} + \frac{d(d-1)(d-2)}{3!} M_{t-2} - ... + (-1)^{d+1} M_{t-d} \right\}.$$  

The lower and upper bounds of the control limits are $l$ and $h$, respectively. For the in-control process, the interval of $Y_t$ can be written as:

$$l < \frac{(1 - \lambda)Y_{t-1} - gM_{t-1} + \lambda \varepsilon_t + (\lambda + g) \left\{ \theta_0 - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - ... - \theta_q \varepsilon_{t-q} \right\} + \left\{ \frac{d(d-1)}{2!} M_{t-1} + \frac{d(d-1)(d-2)}{3!} M_{t-2} - ... + (-1)^{d+1} M_{t-d} \right\}}{(\lambda + g)} < h.$$  

This interval can be rearranged on variable $\varepsilon_t$ to provide:

$$L < \varepsilon_t < H.$$
The integral equation for the ARL on the modified EWMA control chart with an IMA \((d, q)\) process and initial value \(Y_0 = u\) is derived by using the Fredholm integral equation [35] as follows:

\[
T_{\text{ARL}}(u) = 1 + \frac{\lambda}{\lambda + g} \int_T T_{\text{ARL}}(x) \left\{ \frac{x - (1 - \lambda)u + gM_{t-1}}{(\lambda + g)} \left( \theta_0 - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \right\} f(y)dy.
\]

By solving the integral equation, the integral variable can be adjusted by setting \(x = (\lambda + g)(1 - \lambda)u - gM_{t-1} + (\lambda + g)(\theta_0 - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q}) + (\lambda + g)(dM_{t-1} - \frac{d(d-1)}{2!}M_{t-2} + \frac{d(d-1)(d-2)}{3!}M_{t-3} - \cdots + (-1)^{d-1}M_{t-d})\). Thus, \(T_{\text{ARL}}\) can be reworked as:

\[
T_{\text{ARL}}(u) = 1 + \frac{\lambda}{\lambda + g} \int_T T_{\text{ARL}}(x) \left\{ \frac{x - (1 - \lambda)u + gM_{t-1}}{(\lambda + g)} \left( \theta_0 - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \right\} dx. \tag{4}
\]

Since the function of \(e_t\) is exponential, then \(T_{\text{ARL}}(u)\) can be rewritten as:

\[
T_{\text{ARL}}(u) = 1 + \frac{\lambda}{\lambda + g} \int_T T_{\text{ARL}}(x) \left\{ \frac{x - (1 - \lambda)u + gM_{t-1}}{(\lambda + g)} \left( \theta_0 - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \right\} dx. \tag{5}
\]

After checking the uniqueness of the ARL solution by using Banach’s fixed point theorem [36], the explicit formula for the ARL of the IMA model on the modified EWMA control chart is derived by setting \(P = \int_T e^{\beta(\lambda + x)} \cdot T_{\text{ARL}}(x)dx\) and substituting \(P\) in Equation 5 as follows:

\[
T_{\text{ARL}}(u) = 1 + \frac{\lambda}{\lambda + g} \int_T T_{\text{ARL}}(x) \left\{ \frac{x - (1 - \lambda)u + gM_{t-1}}{(\lambda + g)} \left( \theta_0 - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \right\} dx. \tag{7}
\]

Afterward, integral equation \(P\) can be obtained as:

\[
P = \frac{1}{\lambda} \left\{ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right\} - \beta(\lambda + g) \left[ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right]
\]

\[
P = \frac{1}{\lambda} \left\{ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right\} - \beta(\lambda + g) \left[ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right]
\]

\[
P = \frac{1}{\lambda} \left\{ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right\} - \beta(\lambda + g) \left[ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right]
\]

\[
P = \frac{1}{\lambda} \left\{ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right\} - \beta(\lambda + g) \left[ \frac{1 - e^{\beta(\lambda + x)}}{1 - e^{\beta(\lambda + x)}} \right]
\]
By using the solution for \( P \) to solve the integral equation for \( T_{ARL}(u) \) in Equation 6, we attain the explicit formula for the ARL on the modified EWMA control chart with the IMA model as:

\[
T_{ARL}(u) = 1 - \frac{(1-\lambda)w}{\lambda \cdot e^{\beta(z+1)} - \beta(z+1)} \cdot e^{-\beta(z+1)} \cdot e^{\beta z} + \int_{-\beta}^{-l} e^{\beta z} - e^{\beta l} \, dz,
\]

\[ (1) \]

\[
T_{ARL}(u) = 1 - \frac{(1-\lambda)w}{\lambda \cdot e^{\beta(z+1)} - \beta(z+1)} \cdot e^{-\beta(z+1)} \cdot e^{\beta z} + \int_{-\beta}^{-l} e^{\beta z} - e^{\beta l} \, dz.
\]

\[ (7) \]

3-2- The NIE Method for the ARL on the Modified EWMA Control Chart with the IMA Model

The NIE method is a technique for accurately approximating the ARL that can be used to determine the efficacy of explicit formula derivations. In this section, \( NT_{ARL}(u) \) is defined by using the NIE method with Simpson’s quadrature rule [37] to estimate the ARL on the modified EWMA control chart with the IMA model and exponential white noise. The integral equation in Equation 4 is solved by using a 2m + 1 linear equation system on interval \([l, h]\) with length 2m. After that, the weight of each point is determined as follows: the start and end points \((w_j = v_j/3)\) and the even and odd points within the interval \((w_j = 4v_j/3)\) and \(w_j = 2v_j/3\), respectively) such that \(v_j = (h - l)/2m; j = 0, 1, 2, \ldots, 2m\). and \(s_{i+j} = jw_{j+1} + l\). Finally, the NIE method provides:

\[
NT_{ARL}(u) \approx 1 + \frac{1}{\lambda + g} \sum_{j=1}^{2m+1} w_j \cdot T_{ARL}(x_j) \cdot f
\]

\[
\left[ \begin{array}{c}
\frac{x_j - (1 - \lambda)u + gM_{t-1}}{\lambda + g} \\
-\theta_0 - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \\
-\left( dM_{t-1} - \frac{d(d-1)}{2!} M_{t-2} + \frac{d(d-1)(d-2)}{3!} M_{t-3} - \cdots - (-1)^{d+1} M_{t-d} \right)
\end{array} \right]
\]

\[ (8) \]

3-3- The FIMA-Modified EWMA Control Chart

For some cases, parameter \( d \) of the IMA model must be expressed as a fraction (where \(-\frac{1}{2} \leq d \leq \frac{1}{2}\)) rather than an integer, thereby providing the fractional integrated MA (FIMA) model. For the pattern of backward shift operator \( B \), the FIMA \((a/b, q)\) model or \( P_i \) is defined as:

\[
(1-B)^{a/b} P_i = \theta_0 + \left(1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q \right) e_i,
\]

\[ (9) \]

where, \( a \) and \( b \) are constants \((a < b)\). By applying the generalized Newton binomial theorem [38], \((1-B)^{a/b} = \sum_{k=0}^{\infty} \binom{a/b}{k} (-B)^k\), the FIMA model can be solved as:

\[
P_i = \theta_0 + \left( \frac{a}{b} \cdot \frac{1}{2!} F_{t-1} + \frac{a}{b} \cdot \frac{2}{3!} F_{t-2} + \frac{a}{b} \cdot \frac{3}{4!} F_{t-3} + \cdots \right),
\]

\[ (10) \]

where, \( \theta_0 \) is the process average, \( \theta_i (i = 1, 2, \ldots, q) \) are the coefficients of the FIMA model \((-1 < \theta_i < 1)\) and \( e_i \) is exponential white noise at time \( t \).

3-3-1- The Explicit Formula for the ARL on the Modified EWMA Control Chart with the FIMA Model

For the FIMA model, the modified EWMA statistic created by combining Equations 1 and 10 can be rewritten as:
\[ Y_t = (1 - \lambda) Y_{t-1} - g F_{t-1} + (\lambda + g) \varepsilon_t + (\lambda + g) \left( \theta_0 - \theta_0 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \]
\[ + (\lambda + g) \left\{ \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots \right\} . \]

The interval for modified EWMA statistic \( Y_t \) is defined under the lower (\( r \)) and upper (\( s \)) bounds before an observation that is out-of-control occurs as follows:
\[ r < \left[ (1 - \lambda) Y_{t-1} - g F_{t-1} + (\lambda + g) \varepsilon_t + (\lambda + g) \left( \theta_0 - \theta_0 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \right] + (\lambda + g) \left\{ \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots \right\} < s. \]

The interval of \( \varepsilon_t \) can be derived as:
\[ \left\{ r - (1 - \lambda) Y_{t-1} + g F_{t-1} \right\} \frac{\lambda + g}{(\lambda + g)} < \varepsilon_t < \left\{ s - (1 - \lambda) Y_{t-1} + g F_{t-1} \right\} \frac{\lambda + g}{(\lambda + g)} \]
\[ - \left( \theta_0 - \theta_0 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \]
\[ - \left\{ \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots \right\} . \]

\[ R < \varepsilon_t < S. \]

The integral equation of the second kind is used to find the explicit formula for the ARL on a modified EWMA control chart with the FIMA model given initial value \( Y_0 = u \) as follows:
\[ E_{ARL}(u) = 1 + \frac{\beta}{\lambda + g} \int_{E_{ARL}(x)} \left( \lambda + g \right) y \left( 1 - \lambda \right) u - g F_{t-1} + (\lambda + g) \left( \theta_0 - \theta_0 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \]
\[ + (\lambda + g) \left\{ \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots \right\} \cdot f(y) \, dy. \]

For solving the integral equation for \( E_{ARL}(u) \), \( x = (\lambda + g) y + (1 - \lambda) u - g F_{t-1} + (\lambda + g) \left( \theta_0 - \theta_0 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \]
\[ + \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots \] is applied as follows:
\[ E_{ARL}(u) = 1 + \frac{1}{\lambda + g} \int_{E_{ARL}(x)} \left( \frac{\beta}{\lambda + g} \right) x \left( 1 - \lambda \right) u - g F_{t-1} \]
\[ + (\lambda + g) \left( \theta_0 - \theta_0 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \right) \]
\[ - \left( \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots \right) \, dx. \]

Moreover, \( E_{ARL}(u) \) can be rearranged by using the exponential distribution of the error term \( \varepsilon_t \) as:
\[ E_{ARL}(u) = 1 + e^{\beta(\lambda + g)} \cdot e^{\theta_0(\lambda + g) + \theta_2(\lambda + g) + \cdots + \theta_q(\lambda + g) + \frac{a}{b} F_{t-1} + \frac{a}{b} \frac{1 - a}{2} b F_{t-2} + \frac{a}{b} \frac{(1 - a)(2 - a)}{3!} b F_{t-3} + \cdots} \int_{\varepsilon_t^{-\infty}} e^{\beta(\lambda + g)} \cdot E_{ARL}(x) \, dx. \]
The uniqueness of the ARL formula was verified by using Banach’s fixed point theorem. Equation 12 is solved by determining \( Q = \int_{r}^{s} e^{\beta(x)} \cdot E_{ARL}(x)dx \). Subsequently, \( E_{ARL}(u) \) can be rewritten as:

\[
E_{ARL}(u) = 1 + \frac{\int_{r}^{s} e^{\beta(x)} \cdot E_{ARL}(x)dx}{\beta(\lambda + g)} \cdot Q.
\]

(13)

Since \( Q = \int_{r}^{s} e^{\beta(x)} \cdot E_{ARL}(x)dx \), then \( E_{ARL}(u) \) in Equation 13 is put into \( Q \) as follows:

\[
Q = \beta(\lambda + g) \left[ e^{\beta(x)} - e^{\beta(x)} \right] \cdot Q
\]

(14)

After \( Q \) has been obtained and substituted into 13, then the explicit formula for ARL on the modified EWMA control chart with the FIMA model called \( E_{ARL}(u) \) can be defined as:

\[
E_{ARL}(u) = 1 - \frac{\lambda \cdot e^{\beta(x)} \left[ e^{\beta(x)} - e^{\beta(x)} \right]}{\lambda \cdot e^{\beta(x)} \cdot e^{\beta(x)} + e^{\beta(x)} - e^{\beta(x)}}.
\]

3.3-2 The NIE Method for the ARL on the Modified EWMA Control Chart with the FIMA Model

\( NE_{ARL}(u) \) is the NIE technique with the Simpson’s quadrature rule to approximate the ARL on the modified EWMA control chart with the FIMA model and exponential white noise. Similar to Equation 11, the \( 2m + 1 \) linear equation system is derived for the integral equation of interval \( [r, s] \). If the distance of this interval is \( 2m \), then \( x_{j+1} = j\nu + h, j = 0, 1, 2, \ldots, 2m \) are various points within it, where the weight of the start and end points is \( w_j = \nu/3 \) and the even and odd points within the interval are \( w_j = 4\nu/3 \) and \( w_j = 2\nu/3 \), respectively, and \( \nu = s - r \). Finally, \( NE_{ARL}(u) \) can be derived as:

\[
NE_{ARL}(u) \approx 1 + \frac{1}{\lambda + g} \sum_{j=1}^{2m+1} w_j \cdot E_{ARL} \left( \frac{x_j - (1 - \lambda)u + gF_{(-1)}}{(\lambda + g)} \right).
\]

(15)
4- Research Methodology

In this research, the explicit formulas used to calculate the ARL on the modified EWMA control chart with either the IMA or FIMA model are obtained from Equations 7 and 14, respectively, while the ARLs for the NIE method are obtained from Equations 8 and 15, respectively. Meanwhile, \( m = 500 \). The bound control limits are studied on exponential distribution \( \varepsilon_t \) with interval \([0, \infty)\), where the lower control limit is 0 and the upper control limit is discovered for \( ARL_0 = 370 \); the latter is assigned by using exponential parameter \( \beta_0 \) for the in-control process and process mean \( u = \beta_0 \).

\[ \varepsilon_{t-1}, \varepsilon_{t-2}, ..., \varepsilon_{t-q} = \beta_0, M_{t-1}, M_{t-2}, ..., M_{t-d} = \beta_0, F_{t-1}, F_{t-2}, F_{t-3}, ..., = \beta_0. \]

After a change in the process mean, \( \beta_1 = (1 + \delta)\beta_0 \) becomes the exponential parameter for \( ARL_1 \) (the out-of-control process), where \( \delta \) is the mean shift size. In the two models, \( \beta_1 \) is assigned with \( \delta \) as 0.01, 0.02, 0.05, 0.10, 0.20, 0.50, 1.00, 1.50, or 2.00. The most efficient control chart achieves the lowest value of \( ARL_1 \).

The difference between the ARLs using the two techniques can be expressed as the absolute percentage relative change (APRC) [39] as follows:

\[
APRC(\%) = \left| \frac{ARL_{\text{Explicit}} - ARL_{\text{NIE}}}{ARL_{\text{Explicit}}} \right| \times 100%.
\]

In addition, the relative mean index (RMI) [40] can also be used and is computed as:

\[
RMI = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{ARL_i(x) - ARL_i(min)}{ARL_i(min)} \right)
\]

where \( ARL_i(x) \) is the ARL of a control chart for order \( i \) and \( ARL_i(min) \) is the minimum ARL of all of the control charts for order \( i \). The control chart obtaining the smallest RMI is the best at detecting a shift in the process mean.

The procedure shown in Figure 1 can be used to find solutions.

**Figure 1. The diagram of the research process**
5- Results

The solutions were tested both experimentally and with real data. Experimentally, the explicit formulas were used to compute the ARL on the modified EWMA control chart with either an IMA or FIMA model. The ARL results from the NIE method were used to confirm the results attained by using the explicit formulas. After that, the explicit formulas were used to compute the ARL under various sets of conditions. Afterward, the proposed control chart with an IMA or FIMA model was used to detect shifts in the mean of real datasets.

5-1- Experimental Study

In Table 1, the results for the explicit formula and the NIE methods for the ARL on the modified EWMA control chart with various IMA and FIMA models for $g = 1$ are reported for $\lambda = 0.05, 0.10, 0.20, 0.50, 0.05, 0.10, 0.20, 0.1$,$ \theta_i = 1, 2, ..., q$, and $\text{ARL}_0 = 370$. Since all of the APRC results for both methods are almost 0, their accuracies are almost identical. In addition, the explicit formulas were suddenly calculated. Meanwhile, the computation time for calculating the ARL by using the NIE method was 13-15 seconds with the IMA model and 32-40 seconds with the FIMA model. Therefore, the explicit formulas can be used to effectively and speedily detect a shift in the process mean on the modified EWMA control chart with either the IMA or FIMA model and exponential white noise.

Table 1. Compare the explicit formula and the NIE method with the initial ARL on various situations

| Model   | $\lambda$ | $\theta_i$ | $UCL$        | $\text{ARL}_{\text{Explicit}}$ | $\text{ARL}_{\text{NIE}}$ | $\text{APRC}$ (%) |
|---------|-----------|------------|-------------|-------------------------------|--------------------------|-------------------|
| IMA (1,1) | 0.05      | 0.1        | 0.408730497 | 370.0000048934190            | 370.00000489348737       | 1.49549 x 10^{-11}|
|         |           | -0.1       | 0.3339870111| 370.00000881287086           | 370.00000881278131       | 5.53993 x 10^{-11}|
|         | 0.2       | -0.2       | 0.458429543 | 370.0001369929011            | 370.0001369929075        | 1.62849 x 10^{-12}|
|         | 0.2       | 0.5        | 0.3050780731| 370.0000353347598            | 370.0000353346450        | 3.0803 x 10^{-11}  |
|         | 0.2       | -0.5       | 0.64713764  | 370.0004513315197            | 370.0004513314839        | 9.72482 x 10^{-12}|
| IMA (2,2) | 0.10      | 0.1, -0.3  | 0.301950105 | 370.0000281650376            | 370.0000281650863        | 1.3243 x 10^{-11}  |
|         |           | -0.1, -0.3 | 0.246857848 | 370.0000246459301            | 370.0000246459129        | 2.54105 x 10^{-11}|
|         | 0.2, 0.5  | -0.2, 0.5  | 0.2668112892| 370.0000077240967            | 370.0000077240849        | 1.29818 x 10^{-11}|
|         | 0.2, 0.5  | 0.5, -0.1  | 0.507821086 | 370.0001344921493            | 370.0001344921877        | 1.02625 x 10^{-11}|
|         | 0.2, 0.5  | -0.5, -0.1 | 0.58240916  | 370.0002235870479            | 370.0002235870109        | 1.00014 x 10^{-11}|
| FIMA (1/4,1) | 0.10      | 0.1        | 0.648009914 | 370.0000207749287            | 370.0000207750297        | 2.73002 x 10^{-11}|
|         |           | -0.1       | 0.529971341 | 370.0000242134455            | 370.0000242134522        | 1.88996 x 10^{-11}|
|         | 0.2       | -0.2       | 0.731614662 | 370.0000267918486            | 370.0000267918102        | 1.02625 x 10^{-11}|
|         | 0.2       | 0.5        | 0.4847819   | 370.0000257755085            | 370.0000257755394        | 1.4949 x 10^{-11}  |
|         | 0.2       | -0.5       | 1.054507842 | 370.0000063866825            | 370.0000063867113        | 7.85054 x 10^{-12}|
| FIMA (1/2,2) | 0.20      | 0.1, -0.3  | 0.366414073 | 370.0000362107346            | 370.0000362107346        | 5.66898 x 10^{-12}|
|         |           | -0.1       | 0.3060682496| 370.0000246901593            | 370.0000246902048        | 1.21522 x 10^{-11}|
|         | 0.2, 0.5  | -0.2, 0.5  | 0.9211324   | 370.0000482417343            | 370.0000482417344        | 2.76355 x 10^{-11}|
|         | 0.2, 0.5  | 0.5, -0.1  | 0.60853175  | 370.00002149586467           | 370.00002149586450       | 2.61172 x 10^{-11}|
|         | 0.2, 0.5  | -0.5, -0.1 | 0.701536454 | 370.0000783111505            | 370.0000783111312        | 5.13127 x 10^{-11}|

The performance of the modified EWMA control chart with the IMA or FIMA model was studied with various values of $g$ and $\lambda$ (Tables 2 and 3, respectively). $\text{ARL}_0$ was calculated for each shift size $\delta$. Note that for $g = 0$, the modified EWMA control chart is the same as the original EWMA scheme. The ARL results for the two models in one direction show that as the value of $g$ was increased, the performance of the control chart improved. Moreover, for each value of $g$, the modified EWMA control chart was more effective than the original EWMA scheme for a small shift size. When $\lambda$ was increased, the modified EWMA control chart produced a smaller ARL. The original EWMA scheme at $\lambda = 0.20$ provided a good performance when $\delta$ was small and, for intermediate-to-large shift sizes, it was more efficacious at $\lambda = 0.05$. 
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Table 2. Compare the modified EWMA chart on the IMA (2,1) model at various $\lambda$ and $g$ given $\theta = 0.05$ and $l = 0$

| $\lambda$ | $g = 0$ (EWMA) | $g = 0.2$ | $g = 0.5$ | $g = 1$ | $g = 2$ | $g = 5$ |
|-----------|----------------|-----------|-----------|--------|--------|--------|
|           | $h = 1.471 \times 10^4$ | $h = 0.07209$ | $h = 0.19328$ | $h = 0.388592$ | $h = 0.778267$ | $h = 1.947165$ |
| 0.00      | 370            | 370       | 370       | 370    | 370    | 370    |
| 0.01      | 297.967        | 291.663   | 141.174   | 81.541 | 57.930 | 46.253 |
| 0.02      | 240.945        | 237.846   | 86.361    | 45.827 | 31.698 | 25.050 |
| 0.05      | 130.617        | 146.166   | 38.882    | 19.841 | 13.739 | 10.943 |
| 0.10      | 50.956         | 81.103    | 19.528    | 10.272 | 7.335  | 5.985  |
| 0.20      | 10.365         | 36.035    | 9.300     | 5.358  | 4.067  | 3.461  |
| 0.50      | 1.228          | 9.062     | 3.480     | 2.486  | 2.125  | 1.945  |
| 1.00      | 1.005          | 3.142     | 1.912     | 1.628  | 1.512  | 1.451  |
| 1.50      | 1.001          | 1.965     | 1.504     | 1.377  | 1.322  | 1.292  |
| 2.00      | 1.000          | 1.555     | 1.333     | 1.264  | 1.233  | 1.215  |
|           | $h = 0.006215$ | $h = 0.080363$ | $h = 0.197595$ | $h = 0.393366$ | $h = 0.786195$ | $h = 1.96623$ |
| 0.00      | 370            | 370       | 370       | 370    | 370    | 370    |
| 0.01      | 328.375        | 241.112   | 121.417   | 76.133 | 56.498 | 46.173 |
| 0.02      | 292.121        | 176.189   | 72.032    | 42.493 | 30.868 | 25.004 |
| 0.05      | 208.405        | 92.8609   | 31.801    | 18.363 | 13.838 | 10.924 |
| 0.10      | 123.663        | 47.668    | 16.011    | 9.548  | 7.160  | 5.976  |
| 0.20      | 49.713         | 20.906    | 7.776     | 5.031  | 3.986  | 3.457  |
| 0.50      | 7.215          | 5.872     | 3.078     | 2.386  | 2.098  | 1.944  |
| 1.00      | 1.747          | 2.428     | 1.786     | 1.591  | 1.501  | 1.451  |
| 1.50      | 1.199          | 1.686     | 1.442     | 1.357  | 1.316  | 1.292  |
| 2.00      | 1.080          | 1.412     | 1.296     | 1.251  | 1.228  | 1.215  |
|           | $h = 0.02526$  | $h = 0.094336$ | $h = 0.207968$ | $h = 0.404355$ | $h = 0.808287$ | $h = 2.0053$ |
| 0.00      | 370            | 370       | 370       | 370    | 370    | 370    |
| 0.01      | 287.262        | 154.532   | 93.577    | 67.375 | 53.938 | 46.037 |
| 0.02      | 231.403        | 96.337    | 53.334    | 37.206 | 29.393 | 24.928 |
| 0.05      | 138.240        | 43.632    | 23.077    | 16.052 | 12.752 | 10.892 |
| 0.10      | 74.047         | 21.585    | 11.745    | 8.417  | 6.849  | 5.960  |
| 0.20      | 31.189         | 9.914     | 5.920     | 4.519  | 3.841  | 3.450  |
| 0.50      | 7.148          | 3.447     | 2.574     | 2.229  | 2.050  | 1.942  |
| 1.00      | 2.438          | 1.822     | 1.622     | 1.532  | 1.482  | 1.450  |
| 1.50      | 1.598          | 1.430     | 1.359     | 1.325  | 1.305  | 1.291  |
| 2.00      | 1.326          | 1.273     | 1.245     | 1.230  | 1.220  | 1.214  |

Table 3. Compare the modified EWMA chart on the FIMA (1/2,2) model at various $\lambda$ and $g$ given $\theta_1 = 0.05$, $\theta_2 = 0.10$, $r = 0$

| $\lambda$ | $g = 0$ (EWMA) | $g = 0.2$ | $g = 0.5$ | $g = 1$ | $g = 2$ | $g = 5$ |
|-----------|----------------|-----------|-----------|--------|--------|--------|
|           | $s = 1.939 \times 10^4$ | $s = 0.09562$ | $s = 0.255841$ | $s = 0.513878$ | $s = 1.029165$ | $s = 2.574904$ |
| 0.00      | 370            | 370       | 370       | 370    | 370    | 370    |
| 0.01      | 298.790        | 296.949   | 149.884   | 88.048 | 62.979 | 50.452 |
| 0.02      | 242.256        | 245.398   | 93.131    | 49.999 | 34.716 | 27.477 |
| 0.05      | 132.338        | 154.635   | 42.590    | 21.831 | 15.121 | 12.037 |
| 0.10      | 52.228         | 87.724    | 21.585    | 11.347 | 8.081  | 6.577  |
| 0.20      | 10.807         | 39.876    | 10.359    | 5.928  | 4.472  | 3.788  |
| 0.50      | 1.250          | 10.291    | 3.879     | 2.728  | 2.309  | 2.100  |
| 1.00      | 1.006          | 3.554     | 2.091     | 1.752  | 1.614  | 1.541  |
| 1.50      | 1.001          | 2.174     | 1.615     | 1.460  | 1.393  | 1.357  |
| 2.00      | 1.000          | 1.685     | 1.412     | 1.326  | 1.287  | 1.265  |
Tables 4 and 5 provide the RMI computations using the results from Tables 2 and 3, respectively. The RMI solutions in Table 4 when varying \( g \) while \( \lambda \) was fixed show that the modified EWMA control chart for the largest value of \( g \) attained the smallest RMI at each value of \( \lambda \) for both models, thereby signifying its excellent efficiency in both cases. In addition, for all values of \( g \), the modified EWMA control chart performed better than the original EWMA scheme except when \( g = 0.2 \) and \( \lambda = 0.05 \). In Table 5, when varying \( \lambda \) while \( g \) is fixed, the RMI for the original EWMA scheme was the lowest at \( \lambda = 0.05 \) and is thus the most suitable under these conditions, which is in accordance with previous research [41] for the EWMA control chart with an IMA (1,1) model. The modified EWMA control chart with \( g = 0.2, 0.5, 1, \) or 2 produced lower RMI values when \( \lambda \) was higher. However, the RMI for a high value of \( g \) (5) was similar for all values of \( \lambda \). Therefore, the modified EWMA control chart can be recommended when \( g \) is large and with any value of \( \lambda \). The RMI results are graphically displayed in Figure 2.

**Table 4. Compare the RMI of two models at various \( g \)**

| Model     | \( \lambda \) | \( g = 0 \) (EWMA) | \( g = 0.2 \) | \( g = 0.5 \) | \( g = 1 \) | \( g = 2 \) | \( g = 5 \) |
|-----------|----------------|---------------------|--------------|--------------|------------|-------------|-------------|
| IMA (2,1) | 0.05           | 3.451               | 5.814        | 1.457        | 0.595      | 0.296       | 0.153       |
|           | 0.10           | 7.086               | 3.320        | 0.957        | 0.370      | 0.138       | 0.020       |
|           | 0.20           | 4.837               | 1.391        | 0.550        | 0.240      | 0.088       | 0.000       |
| FIMA (1/2,2) | 0.05         | 3.153               | 5.815        | 1.512        | 0.638      | 0.331       | 0.183       |
|           | 0.10           | 6.562               | 3.272        | 0.964        | 0.378      | 0.145       | 0.025       |
|           | 0.20           | 4.623               | 1.364        | 0.545        | 0.239      | 0.088       | 0.000       |

**Table 5. Compare the RMI of two models at various \( \lambda \)**

| Model   | \( g \) | \( \lambda = 0.05 \) | \( \lambda = 0.10 \) | \( \lambda = 0.20 \) |
|---------|---------|----------------------|----------------------|----------------------|
| IMA (2,1) | 0       | 0.008                | 1.212                | 0.969                |
|         | 0.2     | 1.305                | 0.616                | 0.000                |
|         | 0.5     | 0.375                | 0.210                | 0.000                |
|         | 1       | 0.133                | 0.081                | 0.000                |
|         | 2       | 0.044                | 0.028                | 0.000                |
|         | 5       | 0.003                | 0.002                | 0.000                |
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FIMA (1/2,2)

| g   | 0.000 | 0.004 | 1.292 | 0.614 | 0.000 |
|-----|-------|-------|-------|-------|-------|
| 0.2 | 1.265 | 0.376 | 0.211 | 0.000 |       |
| 0.5 | 1.098 | 0.342 | 0.211 | 0.000 |       |
| 1   | 0.000 | 0.130 | 0.080 | 0.000 |       |
| 2   | 0.099 | 0.039 | 0.025 | 0.000 |       |
| 5   | 0.000 | 0.000 | 0.001 | 0.004 |       |

(a) The RMI of the IMA (2,1) model at various g

(b) The RMI of the FIMA (1/2,2) model at various g.

Figure 2. The RMI of two models at various situations

5-2- Real Data Study

Oil and natural gas affect people in countless ways across the globe. They are used to fuel cars, heat homes, cook food, and generate electricity. Meanwhile, fuel consumption is steadily increasing while production is not. The price of oil and natural gas is influenced by the global stock market. For this research, the natural gas and WTI crude oil prices were used to analyze the IMA and FIMA models on the modified EWMA control chart: Dataset 1 is appropriate for the IMA model (the natural gas price from 1 March 2021 to 30 April 2021 [42]) while Dataset 2 is suitable for the FIMA model (the price of WTI crude oil from 1 Jan 2021 to 31 March 2021 [43]). For Dataset 1, the fitted equation for the IMA (2,1) model was $M_t = 0.0496 + \varepsilon_t - 0.925\varepsilon_{t-1} + 2M_{t-1} - M_{t-2}$ and for Dataset 2, the approximated FIMA (1/2,2) model was $F_t = 1.248 + \varepsilon_t + 0.304\varepsilon_{t-1} + 0.342\varepsilon_{t-2} + 0.5F_{t-1} + 0.125F_{t-2} + 0.0625F_{t-3} + \cdots$. After that, the residuals of two observations were tested by using a statistical hypothesis for an exponential distribution. The results show that Datasets 1 and 2 attained $\varepsilon_t \sim \text{Exp}(0.0496)$ and $\varepsilon_t \sim \text{Exp}(1.248)$, respectively.

The ARLs on the modified EWMA control charts for the natural gas price dataset using the IMA (2,1) model with various values of $\lambda$ and $g$ are given in Table 6 while those for the WTI crude oil price dataset using the FIMA (1/2,2) model are provided in Table 7. The results using the two datasets are in the same direction (Figure 3). For a small shift, the modified EWMA control chart for both models and datasets was more effective than the original EWMA scheme for all $g$ except for $\lambda = 0.05$ and $g = 0.2$. In addition, the modified EWMA control chart preformed the best when $g$ was large for all $\lambda$. 
Table 6. Compare the modified EWMA charts on the IMA (2,1) model of the natural gas price at various $\lambda$ and $g$

| $\lambda$ | $\delta$ | $g = 0$ (EWMA) | $g = 0.2$ | $g = 0.5$ | $g = 1$ | $g = 2$ | $g = 5$ |
|-----------|----------|----------------|-----------|-----------|--------|--------|--------|
|           | $h = 1.75 \times 10^6$ | $h = 0.00881$ | $h = 0.0233634$ | $h = 0.0469033$ | $h = 0.0939322$ | $h = 0.235021$ |
| 0.00      | 370      | 370            | 370       | 370       | 370    | 370    |
| 0.01      | 300.506  | 309.799        | 173.854   | 107.448   | 78.571 | 63.683 |
| 0.02      | 245.061  | 264.111        | 112.827   | 62.921    | 44.306 | 35.305 |
| 0.05      | 136.112  | 176.928        | 53.913    | 28.156    | 19.588 | 15.605 |
| 0.10      | 55.084   | 106.124        | 27.983    | 14.783    | 10.497 | 8.510  |
| 0.20      | 11.834   | 51.057         | 13.676    | 7.748     | 5.779  | 4.848  |
| 1.00      | 1.000    | 4.849          | 2.663     | 2.151     | 1.942  | 1.832  |
| 1.50      | 1.001    | 2.843          | 1.971     | 1.730     | 1.625  | 1.567  |
| 2.00      | 1.000    | 2.105          | 1.666     | 1.530     | 1.467  | 1.432  |
|           | $h = 0.0000743$ | $h = 0.009817$ | $h = 0.024122$ | $h = 0.0480804$ | $h = 0.0961863$ | $h = 0.240722$ |
| 0.00      | 370      | 370            | 370       | 370       | 370    | 370    |
| 0.01      | 331.549  | 267.315        | 152.987   | 101.796   | 77.820 | 64.701 |
| 0.02      | 297.568  | 207.091        | 95.890    | 59.138    | 43.842 | 35.915 |
| 0.05      | 217.755  | 119.041        | 44.584    | 26.359    | 19.380 | 15.878 |
| 0.10      | 134.321  | 65.005         | 23.067    | 13.868    | 10.393 | 8.651  |
| 0.20      | 57.671   | 30.171         | 11.423    | 7.318     | 5.730  | 4.920  |
| 1.00      | 2.165    | 3.566          | 2.443     | 2.096     | 1.936  | 1.845  |
| 1.50      | 1.339    | 2.308          | 1.857     | 1.699     | 1.622  | 1.576  |
| 2.00      | 1.144    | 1.819          | 1.595     | 1.509     | 1.465  | 1.439  |
|           | $h = 0.0030872$ | $h = 0.0116452$ | $h = 0.025888$ | $h = 0.0506356$ | $h = 0.1009743$ | $h = 0.25302$ |
| 0.00      | 370      | 370            | 370       | 370       | 370    | 370    |
| 0.01      | 302.713  | 185.824        | 122.500   | 92.667    | 76.658 | 66.966 |
| 0.02      | 253.436  | 122.827        | 73.196    | 53.164    | 43.127 | 37.274 |
| 0.05      | 163.017  | 59.191         | 32.962    | 23.567    | 19.061 | 16.489 |
| 0.10      | 93.348   | 30.352         | 17.086    | 12.451    | 10.235 | 8.967  |
| 0.20      | 42.171   | 14.357         | 8.686     | 6.651     | 5.657  | 5.080  |
| 1.00      | 10.457   | 5.025          | 3.681     | 3.143     | 2.863  | 2.693  |
| 1.50      | 3.472    | 2.486          | 2.158     | 2.011     | 1.928  | 1.877  |
| 2.00      | 1.627    | 1.546          | 1.500     | 1.477     | 1.463  | 1.454  |

Table 7. Compare the modified EWMA charts on the FIMA (1/2,2) model of the price of WTI crude oil at various $\lambda$ and $g$

| $\lambda$ | $\delta$ | $g = 0$ (EWMA) | $g = 0.2$ | $g = 0.5$ | $g = 1$ | $g = 2$ | $g = 5$ |
|-----------|----------|----------------|-----------|-----------|--------|--------|--------|
|           | $s = 3.973 \times 10^4$ | $s = 0.19915$ | $s = 0.5291$ | $s = 1.0623$ | $s = 2.12745$ | $s = 5.32288$ |
| 0.00      | 370      | 370            | 370       | 370       | 370    | 370    |
| 0.01      | 300.198  | 307.344        | 168.950   | 103.296   | 75.165 | 60.754 |
| 0.02      | 244.566  | 260.534        | 108.681   | 60.097    | 42.177 | 33.549 |
| 0.05      | 135.451  | 172.549        | 51.470    | 26.756    | 18.588 | 14.801 |
| 0.10      | 54.580   | 102.410        | 26.593    | 14.022    | 9.958  | 8.076  |
| 0.20      | 11.650   | 48.748         | 12.956    | 7.347     | 5.489  | 4.612  |
| 0.50      | 1.295    | 13.252         | 4.867     | 3.332     | 2.772  | 2.492  |
| 1.00      | 1.008    | 4.573          | 2.540     | 2.064     | 1.871  | 1.768  |
| 1.50      | 1.001    | 2.700          | 1.894     | 1.672     | 1.575  | 1.522  |
| 2.00      | 1.000    | 2.015          | 1.611     | 1.486     | 1.428  | 1.396  |
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\[ \begin{array}{ccccccc}
0.00 & 370 & 370 & 370 & 370 & 370 & 370 \\
0.01 & 331.063 & 264.050 & 148.219 & 97.649 & 74.235 & 61.521 \\
0.02 & 296.822 & 202.943 & 92.125 & 56.360 & 41.609 & 34.004 \\
0.05 & 216.560 & 115.237 & 42.496 & 24.998 & 18.835 & 15.003 \\
0.10 & 132.974 & 62.380 & 21.903 & 13.131 & 9.831 & 8.180 \\
0.20 & 56.650 & 28.732 & 10.821 & 6.930 & 5.429 & 4.665 \\
0.50 & 9.087 & 8.449 & 4.257 & 3.197 & 2.752 & 2.513 \\
1.00 & 2.105 & 3.382 & 2.334 & 2.0119 & 1.863 & 1.779 \\
1.50 & 1.319 & 2.207 & 1.788 & 1.642 & 1.570 & 1.528 \\
2.00 & 1.134 & 1.752 & 1.545 & 1.466 & 1.425 & 1.401 \\
\end{array} \]

\[ \begin{array}{ccccccc}
0.00 & 370 & 370 & 370 & 370 & 370 & 370 \\
0.01 & 300.742 & 181.427 & 117.973 & 88.457 & 72.711 & 63.202 \\
0.02 & 250.601 & 118.924 & 69.977 & 50.428 & 40.678 & 35.003 \\
0.05 & 159.694 & 56.795 & 31.319 & 22.255 & 17.921 & 15.449 \\
0.10 & 90.657 & 28.976 & 16.192 & 11.746 & 9.623 & 8.410 \\
0.20 & 40.585 & 13.653 & 8.223 & 6.280 & 5.332 & 4.781 \\
0.50 & 9.959 & 4.772 & 3.496 & 2.986 & 2.720 & 2.559 \\
1.00 & 3.311 & 2.379 & 2.069 & 1.929 & 1.851 & 1.801 \\
1.50 & 2.020 & 1.759 & 1.649 & 1.595 & 1.564 & 1.543 \\
2.00 & 1.579 & 1.501 & 1.457 & 1.434 & 1.421 & 1.412 \\
\end{array} \]

(a) The ARL for the natural gas price on the IMA(2,1) model at \( \lambda = 0.05 \).

(b) The ARL for the natural gas price on the IMA(2,1) model at \( \lambda = 0.10 \).

(c) The ARL for the natural gas price on the IMA(2,1) model at \( \lambda = 0.20 \).

(d) The ARL for the price of WTI crude oil on the FIMA \((1/2,2)\) model at \( \lambda = 0.05 \).
Figure 3. The ARL of two datasets on the modified EWMA chart at various λ.

The RMIIs for the results in Tables 6 and 7 are reported in Tables 8 and 9, respectively, with a summary for both datasets being shown in Figure 4. In the first case, the modified EWMA control chart with the IMA or FIMA model for stable λ maintained their efficiency when g was enlarged. Moreover, the modified EWMA control chart could detect a shift in the process mean more quickly than the original EWMA scheme in most situations. Meanwhile, the modified EWMA control chart with the IMA or FIMA model produced better performances when λ was increased. However, for g = 5, the proposed chart and the original EWMA scheme attained the best efficacy at λ = 0.05. These results confirm those from the experimental study.

Table 8. Compare the RMI of two datasets at various g

| Dataset          | λ   | g = 0 (EWMA) | g = 0.2 | g = 0.5 | g = 1 | g = 2 | g = 5 |
|------------------|-----|--------------|---------|---------|-------|-------|-------|
| Natural gas IMA (2,1) | 0.05 | 2.430        | 5.820   | 1.670   | 0.768 | 0.441 | 0.281 |
|                  | 0.10 | 5.211        | 3.069   | 0.964   | 0.397 | 0.165 | 0.043 |
|                  | 0.20 | 3.908        | 1.227   | 0.502   | 0.223 | 0.082 | 0.000 |
| WTI Crude oil FIMA (1/2,2) | 0.05 | 2.567        | 5.822   | 1.638   | 0.741 | 0.417 | 0.259 |
|                  | 0.10 | 5.474        | 3.121   | 0.967   | 0.394 | 0.161 | 0.039 |
|                  | 0.20 | 4.068        | 1.263   | 0.515   | 0.228 | 0.084 | 0.000 |

Table 9. Compare the RMI of two datasets at various λ

| Dataset          | g   | λ = 0.05 | λ = 0.10 | λ = 0.20 |
|------------------|-----|----------|----------|----------|
| Natural gas IMA (2,1) | 0   | 0.000    | 1.405    | 1.468    |
|                  | 0.2 | 1.252    | 0.603    | 0.000    |
|                  | 0.5 | 0.370    | 0.208    | 0.000    |
|                  | 1   | 0.116    | 0.071    | 0.000    |
|                  | 2   | 0.015    | 0.009    | 0.000    |
|                  | 5   | 0.000    | 0.011    | 0.036    |
| WTI Crude oil FIMA (1/2,2) | 0   | 0.000    | 1.377    | 1.392    |
|                  | 0.2 | 1.260    | 0.606    | 0.000    |
|                  | 0.5 | 0.372    | 0.209    | 0.000    |
|                  | 1   | 0.120    | 0.073    | 0.000    |
|                  | 2   | 0.021    | 0.013    | 0.000    |
|                  | 5   | 0.000    | 0.009    | 0.028    |
6- Conclusion

Herein, we present the modified EWMA control chart with IMA or FIMA models and exponential white noise and evaluate its performance by using the ARL. The equations for the IMA and FIMA models were rearranged by using a backward shift operator, after which they were merged with the modified EWMA statistic. The NIE method of the ARL for both models was derived under the control limits of the residuals to estimate the ARL, while explicit formulas for the two models were derived to solve the exact ARL. Afterward, the results obtained by using both techniques were compared to check their accuracy and computational speed. The original and modified EWMA control charts with the IMA or FIMA model were compared in terms of efficiency by using the results of ARL and RMI calculations. The modified EWMA control chart with either model was studied while varying the values of $g$ and $\lambda$, and it was found that its efficacy improved as $g$ was increased. Besides, increasing the value of $\lambda$ enabled faster detection of process mean shifts on the modified EWMA control chart. Last, natural gas and WTI crude oil price datasets were used for the IMA and FIMA models, respectively. The results confirmed those obtained experimentally. These formulas could be applied to other real-life data following IMA and FIMA models, albeit the explicit formulas are limited to the residuals of an exponential distribution. Future studies will be conducted on explicit formulas for the ARL on modern control charts to improve their efficiency for parameter shift detection.
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