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Abstract

The positive definiteness of real quadratic forms with convolution structures plays an important role in stability analysis for time-stepping schemes for nonlocal operators. In this work, we present a novel analysis tool to handle discrete convolution kernels resulting from variable-step approximations for convolution operators. More precisely, for a class of discrete convolution kernels relevant to variable-step time discretizations, we show that the associated quadratic form is positive definite under some easy-to-check algebraic conditions. Our proof is based on an elementary constructing strategy using the properties of discrete orthogonal convolution kernels and complementary convolution kernels. To the best of our knowledge, this is the first general result on simple algebraic conditions for the positive definiteness of variable-step discrete convolution kernels. Using the unified theory, the stability for some simple non-uniform time-stepping schemes can be obtained in a straightforward way.
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1 Introduction

In stability and convergence analysis of time-stepping schemes for integro-differential equations or time-fractional partial differential equations (see e.g. [1,3,7,12,16,20]), we usually resort to the positive (semi-)definite property of the real quadratic form with convolution structure

\[ \sum_{k=1}^{n} w_k \sum_{j=1}^{k} a_{k-j}w_j \text{ for any sequence } \{w_1, w_2, \cdots, w_n\}, \tag{1.1} \]

where the real sequence \( \{a_0, a_1, \cdots, a_n, \cdots\} \) is generated by a time approximation with the uniform time-step of certain convolution integrals such as the Riemann-Liouville fractional integrals and the Caputo fractional derivatives.

For uniform time-stepping approximations, the semi-positive definiteness of the above real quadratic form can be verified by applying a classical result due to Toeplitz and Carathéodory [4, p.18]. More precisely, if \( \{a_0, a_1, \cdots, a_n, \cdots\} \) is a sequence of real numbers such that

\[ \hat{a}(z) = \sum_{k=0}^{\infty} a_n z^k \text{ is analytic in the open unit disk } D_z := \{z \in \mathbb{C} : |z| < 1\}, \tag{1.2} \]

then the corresponding real quadratic form is positive semi-definite if and only if

\[ \text{Re } [\hat{a}(z)] \geq 0 \text{ for any } z \in D_z. \tag{1.3} \]

This result was widely used in numerical analysis of integro-differential equations, see e.g. [7,14,16,20].

In analyzing finite difference schemes for nonlinear integro-differential equations, López-Marcos [13, Proposition 5.2] presented a corollary of the above result with the following sufficient conditions for the real sequence \( \{a_0, a_1, \cdots, a_n, \cdots\} \):

\[ a_j \geq 0, \quad a_{j-1} \geq a_j, \quad a_{j-1} - a_j \geq a_j - a_{j+1}. \tag{1.4} \]

Notice that the above criterions are rather simple and easy-to-check. Actually, it has been shown to be powerful in stability and convergence analysis of uniform time-stepping approximations for integro-differential and time-fractional differential problems, see e.g., [2,5,22,23].

However, in most practical applications, one may need to use nonuniform/variable time-stepping schemes. This is the case when one wants to capture the multi-scale behaviors in time, and/or one needs to handle solution singularities in time. In these situations, it is natural to investigate (semi-)positive definiteness of the following real quadratic form with convolution structure:

\[ \sum_{k=1}^{n} w_k \sum_{j=1}^{k} a_{k-j}^{(n)}w_j \text{ for any sequence } \{w_1, w_2, \cdots, w_n\}, \tag{1.5} \]

where the associated (variable) discrete convolution kernels \( \{a_{n-k}^{(n)}\}_{k=1}^{n} \) may be resulted from variable time-stepping approximations of the Caputo fractional derivative and Riemann–Liouville (convolution) integrals, see e.g., [5,6,8,10,17,19]. Here the superscript \( (n) \) represents the discrete time-level \( t_n \) and the value of \( a_{j}^{(n)} \) may vary at different time levels \( t_n \).
It is noted that the extension of (1.2)-(1.3) or (1.4) to nonuniform time-stepping schemes is by no means trivial. In other words, one cannot apply the criterions in [4, 13] to examine the positive definiteness of the quadratic form (1.5). We also remark that one may consider the so-called positive-semidefinite-preserving approach [6, 17–19] to deal with the positive definiteness of (1.5) as the associated discrete convolution kernels are discrete analogy of the positive definite continuous kernels. However, these specially designed discrete kernels are of very special form and the corresponding theory lacks application generality.

The aim of this work is to present some sufficient and easy-to-check criterions on a wide class of discrete convolution kernels \( \{a^{(n)}_{n-k}\}_{k=1}^{n} \) to ensure the semi-positive definiteness of (1.5). For notation simplicity, we shall simply use \( B^{(n)}_{n-k} \) to represent a set of discrete convolution kernels \( \{B^{(n)}_{n-k}\}_{k=1}^{n} \) or \( \{B^{(n)}_{0}, B^{(n)}_{1}, \ldots, B^{(n)}_{n-1}\} \). We say that the discrete convolution kernels \( B^{(n)}_{n-k} \) are positive (semi-)definite if the associated real quadratic form is positive (semi-)definite.

We now state our main theorem as follows.

**Theorem 1.1.** For fixed \( n \geq 2 \), the discrete convolution kernels \( a^{(n)}_{n-k} \) are positive definite if the following conditions are satisfied

- **C1.** \( a^{(n)}_{j} > 0 \) for \( 0 \leq j \leq n - 1 \);
- **C2.** \( a^{(n-1)}_{j-1} > a^{(n)}_{j} \) for \( 1 \leq j \leq n - 1 \);
- **C3.** \( a^{(n-1)}_{j-1} a^{(n)}_{j+1} \geq a^{(n-1)}_{j} a^{(n)}_{j} \) for \( 1 \leq j \leq n - 2 \);
- **C4.** \( a^{(n)}_{j-1} \geq a^{(n)}_{j} \) for \( 1 \leq j \leq n - 1 \).

To the best of our knowledge, Theorem 1.1 is the first result with simple algebraic conditions for the positive definiteness of variable convolution coefficients. Moreover, the conditions stated in Theorem 1.1 do not have explicit connection with the associated continuous kernel.

The proof of Theorem 1.1 will be presented in Section 3. Our proof is based on two novel discrete tools. The first one is the so-called discrete orthogonal convolution (DOC) kernels \( \theta^{(n)}_{n-k} \), which satisfy the following discrete orthogonal identity

\[
\sum_{j=k}^{n} \theta^{(n)}_{n-j} a^{(j)}_{j-k} \equiv \delta_{nk} \quad \text{for any} \quad 1 \leq k \leq n, \quad (1.6)
\]

where \( \delta_{nk} \) is the Kronecker delta symbol. We will demonstrate in Lemma 2.1 that positive (semi-)definiteness of the DOC kernels \( \theta^{(n)}_{n-k} \) implies the positive (semi-)definiteness of \( a^{(n)}_{n-k} \). Then it remains to show the positive definiteness of the DOC kernels \( \theta^{(n)}_{n-k} \) under conditions C1-C4. The proof will rely on our second discrete tool, i.e., the so-called discrete complementary convolution (DCC) kernels \( p^{(n)}_{n-k} \) which satisfy the following discrete complementary identity:

\[
\sum_{j=k}^{n} p^{(n)}_{n-j} a^{(j)}_{j-k} \equiv 1 \quad \text{for any} \quad 1 \leq k \leq n. \quad (1.7)
\]

The rest of the paper is organized in the following way. In Section 2, we present some useful theory for DOC and DCC. Then we will provide the rigorous proof for Theorem 1.1 in
Section 3. In Section 4, we present some applications of Theorem 1.1 to variable time-stepping approximations for the Caputo fractional derivative and general convolution integrals. Finally, we provide some concluding remarks in Section 5. In particular, we will discuss possible ways to use the DOC and DCC kernels for handling more general discrete convolution kernels.

2 On discrete orthogonal and discrete complementary convolution kernels

For generality, we will not restrict our discussions to the specific discrete kernels satisfying C1-C4 as stated in Theorem 1.1. Without loss of generality, we shall assume that the discrete convolution kernels satisfy

\[ a^{(n)}_{n-j} \neq 0 \text{ for } 0 \leq j \leq n - 1. \]  

\[ a^{(n)}_j = 0 \text{ for } j \geq n_0, \text{ when } a^{(n)}_{n_0} = 0 \text{ appears for some fixed index } 2 \leq n_0 \leq n - 1. \]  

(2.1)

Notice that this assumption is reasonable in approximating nonlocal operators.

2.1 Discrete orthogonal convolution kernels

The discrete orthogonal convolution (DOC) kernels \( \theta^{(n)}_{n-j} \) induced by \( a^{(n)}_{n-j} \) are defined via a recursive procedure

\[ \theta^{(n)}_0 := \frac{1}{a^{(n)}_0}, \quad \text{and} \quad \theta^{(n)}_{n-k} := -\frac{1}{a^{(n)}_{k}} \sum_{j=k+1}^{n} \theta^{(n)}_{n-j} a^{(j)}_{j-k} \quad \text{for } k = n - 1, n - 2, \cdots, 1. \]  

(2.2)

It can be verified that the following discrete orthogonal identity holds

\[ \sum_{j=k}^{n} \theta^{(n)}_{n-j} a^{(j)}_{j-k} = \delta_{nk} \quad \text{for } 1 \leq k \leq n, \]  

(2.3)

where \( \delta_{nk} \) is the Kronecker delta symbol.

Note that, under the assumption (2.1), the DOC kernels \( \theta^{(n)}_{n-j} \) are uniquely determined by the original discrete convolution kernels \( a^{(n)}_{n-j} \). This type of DOC kernels was originally proposed in [11] for analyzing the \( L^2 \)-stability of variable-step BDF2 schemes.

Below we will present a general theory for the DOC kernels (2.2), which establishes the positive definiteness equivalence between \( \theta^{(n)}_{n-j} \) and its associated kernel \( a^{(n)}_{n-k} \).

**Lemma 2.1.** The DOC kernel \( \theta^{(n)}_{n-j} \) defined by (2.2) and its associated kernel \( a^{(n)}_{n-k} \) are mutually orthogonal, i.e.,

\[ \sum_{j=k}^{n} a^{(n)}_{n-j} \theta^{(j)}_{j-k} = \delta_{nk}, \quad \sum_{j=k}^{n} \theta^{(n)}_{n-j} a^{(j)}_{j-k} = \delta_{nk}, \quad \text{for any } 1 \leq k \leq n. \]  

(2.4)

Consequently, \( \theta^{(n)}_{n-j} \) is positive (semi-)definite if and only if \( a^{(n)}_{n-k} \) is positive (semi-)definite.
Proof. For any fixed index \( n \geq 1 \) and any sequence \( \{ w_k \}_{k=1}^{n} \), a sequence \( \{ V_k \}_{k=1}^{n} \) is defined by

\[
V_j := \sum_{k=1}^{j} a_{j-k}^{(j)} w_k, \quad 1 \leq j \leq n. \tag{2.5}
\]

Consider the matrix \( A = (a_{ij})_{n \times n} \) whose elements are given by

\[
a_{ij} := a_{i-j}^{(i)} \quad \text{for} \quad i \leq j \quad \text{and} \quad a_{ij} := 0 \quad \text{for} \quad i > j. \tag{2.6}
\]

Then, under the general setting (2.1), the non-singularity of \( A \) implies that \( \{ V_j \}_{j=1}^{n} \) is non-zero if and only if \( \{ w_j \}_{j=1}^{n} \) is non-zero.

Now multiplying both sides of (2.5) by \( \theta^{(n)}_{j-k} \) and summing \( j \) up from \( j = 1 \) to \( j = n \) lead to

\[
\sum_{j=1}^{n} \theta^{(n)}_{n-j} V_j = \sum_{j=1}^{n} \sum_{k=1}^{j} a_{j-k}^{(j)} w_k = \sum_{k=1}^{n} w_k \sum_{j=k}^{n} \theta^{(n)}_{n-j} a_{j-k}^{(j)} = \sum_{k=1}^{n} w_k \delta_{nk} = w_n,
\]

where the discrete orthogonal identity (2.3) is used in the above derivation. Thus we obtain a formula for \( w_j \) via \( V_k \):

\[
w_j = \sum_{k=1}^{j} \theta^{(j)}_{j-k} V_k, \quad 1 \leq j \leq n, \tag{2.7}
\]

which can be regarded as an inverse for (2.5). Using the definition (2.5), and multiplying both sides of (2.7) by \( a_{n-j}^{(n)} \) and summing \( j \) up from \( j = 1 \) to \( j = n \), give

\[
V_n = \sum_{j=1}^{n} a_{n-j}^{(n)} w_j = \sum_{j=1}^{n} a_{n-j}^{(n)} \sum_{k=1}^{j} \theta^{(j)}_{j-k} V_k = \sum_{k=1}^{n} V_k \sum_{j=k}^{n} a_{n-j}^{(n)} \theta^{(j)}_{j-k}, \quad n \geq 1.
\]

Using the arbitrariness of \( \{ w_k \} \) (which in turn yields arbitrariness of \( \{ V_k \} \) due to their equivalence) yields

\[
\sum_{j=1}^{n} a_{n-j}^{(n)} \theta^{(j)}_{j-k} = \delta_{nk}, \quad 1 \leq k \leq n.
\]

This yields the desired result (2.4). Furthermore, the positive (semi-)definiteness of the DOC kernels \( \theta^{(n)}_{n-k} \) (or the original kernels \( a_{n-j}^{(n)} \)) directly follows from the following identity

\[
\sum_{k=1}^{n} w_k \sum_{j=1}^{k} a_{k-j}^{(k)} w_j = \sum_{k=1}^{n} V_k \sum_{j=1}^{k} \theta^{(k)}_{k-j} V_j, \tag{2.8}
\]

which can be obtained by using (2.5) and (2.7). \( \square \)
Lemma 2.1 implies that the positive definiteness for the discrete convolution kernel \( a_{n-k}^{(n)} \) is equivalent to that for its DOC kernel \( \theta_{n-j}^{(n)} \).

Notice that by Definition 2.2 one can apply the conditions C1 and C3 to show that

\[
\begin{align*}
\theta_0^{(n)} &= 1/a_0^{(n)} > 0, \\
\theta_1^{(n)} &= -a_1^{(n)}/a_0^{(n-1)} \theta_0^{(n)} < 0, \\
\theta_2^{(n)} &= -1/a_0^{(n-2)} (\theta_0^{(n)} a_2^{(n)} + \theta_1^{(n)} a_1^{(n-1)}) = -a_1^{(n-1)}/a_0^{(n-2)} \theta_0^{(n)} (a_2^{(n)}/a_1^{(n-1)} - a_1^{(n)}/a_0^{(n-1)}) < 0.
\end{align*}
\]

Below we will introduce two auxiliary sequences \( \psi_j^{(m)} \) and \( \chi_{\ell}^{(k)} \). The purpose of doing that is to derive an explicit formula for \( \theta_{n-j}^{(n)} \), i.e., not via the recurrence generation.

**Definition 2.1.** For any fixed \( m \geq 2 \), we define the auxiliary sequence \( \psi_j^{(m)} \) by

\[
\psi_0^{(m)} := 1/a_0^{(n)} \quad \text{and} \quad \psi_j^{(m)} := a_j^{(m)}/a_{j-1}^{(m-1)}, \quad 1 \leq j \leq m - 1,
\]

where as conventional understanding we set \( \psi_j^{(m)} = 0 \) if the denominator \( a_{j-1}^{(m-1)} = 0 \) for \( 1 \leq j \leq m - 1 \).

**Definition 2.2.** For \( n \geq 3 \), we define the auxiliary sequence \( \{\chi_{\ell}^{(k)} \mid 2 \leq \ell \leq n - k - 1\} \) for \( 0 \leq k \leq n - 3 \) using \( \psi_j^{(m)} \) given by (2.9):

- For \( k = 0 \), we set \( \chi_{\ell}^{(0)} := 1 \) for \( 2 \leq \ell \leq n - 1 \);
- For \( k = 1 \), we set

\[
\chi_{\ell}^{(1)} := \frac{\psi_{\ell+1}^{(n)} - \psi_1^{(n)}}{\psi_2^{(n)} - \psi_1^{(n)}} = \frac{\chi_{\ell+1}^{(0)} \psi_{\ell+1}^{(n)} - \psi_1^{(n)}}{\chi_2^{(0)} \psi_2^{(n)} - \psi_1^{(n)}}, \quad 2 \leq \ell \leq n - 2;
\]

- For \( 2 \leq k \leq n - 3 \), we set

\[
\chi_{\ell}^{(k)} := \frac{\chi_{\ell+1}^{(k-1)} \psi_{\ell+1}^{(n-k+1)} - \psi_1^{(n-k+1)}}{\chi_2^{(k-1)} \psi_2^{(n-k+1)} - \psi_1^{(n-k+1)}}, \quad 2 \leq \ell \leq n - k - 1.
\]

As usual, we set \( \chi_{\ell}^{(k)} := 1 \) whenever the denominator in (2.10) is 0.

We point out that although \( \chi_{\ell}^{(k)} \) is defined recursively via the auxiliary sequence \( \psi_j^{(m)} \) it can be verified that it is uniquely determined by the original discrete kernels \( a_{n-k}^{(n)} \).
Now let us deduce the first few entries of DOC kernels by using the auxiliary sequence \( \psi_j^{(m)} \) and \( X_\ell^{(k)} \). It can be verified that

\[
\begin{align*}
\theta_j^{(n)} &= -\psi_0^{(n)} \psi_1^{(n)}, \quad n \geq 2, \\
\theta_2^{(n)} &= -\psi_0^{(n)} \psi_1^{(n-1)} \left( \psi_2^{(n)} - \psi_1^{(n)} \right), \quad n \geq 3, \\
\theta_3^{(n)} &= -\frac{1}{a_0^{(n-3)}} \left( \theta_0^{(n)} a_3^{(n)} + \theta_1^{(n)} a_2^{(n-1)} + \theta_2^{(n)} a_1^{(n-2)} \right) \\
&= -\psi_0^{(n-2)} \left( \psi_1^{(n)} \psi_3^{(n)} \psi_2^{(n-1)} + \psi_2^{(n)} \psi_2^{(n-1)} + \theta_2^{(n)} \right) \\
&= -\psi_0^{(n)} \psi_1^{(n-2)} \left( \chi_2^{(1)} \psi_2^{(n-1)} - \psi_1^{(n-1)} \right) \left( \chi_2^{(0)} \psi_2^{(n)} - \psi_1^{(n)} \right), \quad n \geq 4.
\end{align*}
\]

It is obvious that above gives an explicit formulas for the DOC kernels \( \theta_j^{(n)} \). We now extend the above observations to the following lemma.

**Lemma 2.2.** For fixed \( n \geq 2 \), the DOC kernels \( \theta_{n-j}^{(n)} \) defined in (2.2) satisfy

\[
\theta_j^{(n)} = -\psi_0^{(n)} \psi_1^{(n-j+1)} \prod_{\ell = n-j+2}^n \left( \chi_2^{(n-\ell)} \psi_2^{(\ell)} - \psi_1^{(\ell)} \right), \quad 1 \leq j \leq n-1,
\]

where \( \psi_j^{(m)} \) and \( X_\ell^{(k)} \) are defined by Definitions 2.1 and 2.2.

**Proof.** It follows from (2.11)-(2.13) that (2.14) holds for \( j = 1, 2, 3 \). For notation simplicity, in what follows we set

\[
\Psi^{(m)} = \chi_2^{(n-m)} \psi_2^{(m)} - \psi_1^{(m)}.
\]

For \( n \geq 4 \), it follows from Definition 2.2 that

\[
\chi_\ell^{(n-\ell)} \psi_1^{(\ell+1)} - \psi_1^{(\ell)} = \chi_\ell^{(n-\ell+1)} \Psi^{(m)} \quad \text{for} \quad \ell = 2, \ldots, n-2.
\]

We will perform the proof by induction. To begin, we assume that the formula (2.14) is true for \( 1 \leq j \leq k-1 \), i.e.,

\[
\theta_j^{(n)} = \psi_0^{(n)} \psi_1^{(n-j+1)} \prod_{\ell = n-j+2}^n \Psi^{(\ell)}, \quad \text{for} \quad 1 \leq j \leq k-1,
\]

and we will prove (2.14) is satisfied for \( j = k \). It follows from the definition (2.9) that

\[
a_{j-k}^{(j)} = \psi_{j-k}^{(j)} \psi_{j-k-1}^{(j-1)} \cdots \psi_1^{(k+1)} a_0^{(k)} = a_0^{(k)} \prod_{\ell = k+1}^j \psi_1^{(\ell)}, \quad \text{for} \quad 1 \leq k \leq j.
\]

Replacing the index \( k \) by \( n-k \) gives

\[
a_{j-n+k}^{(j)} = \psi_{j-n+k}^{(j)} \psi_{j-n+k-1}^{(j-1)} \cdots \psi_1^{(n-k+1)} a_0^{(n-k)} = a_0^{(n-k)} \prod_{\ell = n-k+1}^j \psi_1^{(\ell)}.
\]
It follows from Definition (2.2) and the induction hypothesis (2.16) that

\[
\theta^{(n)}_k = -\frac{1}{a_0^{(n-k)}} \psi_0^{(n)} a_k^{(n)} - \frac{1}{a_0^{(n-k)}} \sum_{j=n-k+1}^{n-1} \theta^{(n)}_{n-j} \psi_{j-n+k}^{(n)}
\]

\[
= -\psi_0^{(n)} \prod_{\ell=n-k+1}^{n} \psi_{-\ell+n+k}^{(\ell)} - \sum_{j=n-k+1}^{n-1} \theta^{(n)}_{n-j} \prod_{\ell=n-k+1}^{j} \psi_{\ell-n+k}^{(\ell)}
\]

\[
= -\psi_0^{(n)} \prod_{\ell=n-k+1}^{n} \psi_{\ell-n+k}^{(\ell)} + \theta_0^{(n)} \psi_1^{(n)} \prod_{\ell=n-k+1}^{n-1} \psi_{\ell-n+k}^{(\ell)} - \sum_{j=n-k+1}^{n-2} \theta^{(n)}_{n-j} \prod_{\ell=n-k+1}^{j} \psi_{\ell-n+k}^{(\ell)}
\]

where in the past step the equality (2.15) is used with \( m = n \) and \( \ell = k - 1 \). Furthermore, with the help of the hypothesis (2.16), we have

\[
\theta^{(n)}_k = -\left( \psi_0^{(n)} \psi^{(n-1)}_{k-1} \chi_{k-1}^{(1)} \Psi_1^{(n)} + \theta_2^{(n)} \right) \prod_{\ell=n-k+1}^{n-2} \psi_{\ell-n+k}^{(\ell)} - \sum_{j=n-k+1}^{n-3} \theta^{(n)}_{n-j} \prod_{\ell=n-k+1}^{j} \psi_{\ell-n+k}^{(\ell)}
\]

\[
= -\psi_0^{(n)} \left( \chi_{k-1}^{(1)} \psi_{k-1}^{(n-1)} - \psi_1^{(n-1)} \right) \Psi_1^{(n)} \prod_{\ell=n-k+1}^{n-2} \psi_{\ell-n+k}^{(\ell)} - \sum_{j=n-k+1}^{n-3} \theta^{(n)}_{n-j} \prod_{\ell=n-k+1}^{j} \psi_{\ell-n+k}^{(\ell)}
\]

where in the last step (2.15) is used with \( m = n - 1 \) and \( \ell = k - 2 \). Repeating the above process gives

\[
\theta^{(n)}_k = -\psi_0^{(n)} \chi_{k-2}^{(2)} \prod_{\ell=n-1}^{n} \psi_{\ell}^{(\ell)} \prod_{\ell=n-k+1}^{n-3} \psi_{\ell-n+k}^{(\ell)} - \sum_{j=n-k+1}^{n-4} \theta^{(n)}_{n-j} \prod_{\ell=n-k+1}^{j} \psi_{\ell-n+k}^{(\ell)}
\]

\[
= -\psi_0^{(n)} \chi_{k-3}^{(3)} \prod_{\ell=n-2}^{n} \psi_{\ell}^{(\ell)} \prod_{\ell=n-k+1}^{n-4} \psi_{\ell-n+k}^{(\ell)} - \sum_{j=n-k+1}^{n-5} \theta^{(n)}_{n-j} \prod_{\ell=n-k+1}^{j} \psi_{\ell-n+k}^{(\ell)}
\]

\[
= \ldots .
\]

\[
= -\psi_0^{(n)} \chi_2^{(k-2)} \prod_{\ell=n-k+3}^{n} \psi_{\ell}^{(\ell)} \prod_{\ell=n-k+3}^{n-k+2} \psi_{\ell-n+k}^{(\ell)} - \theta^{(n)}_{k-1} \psi_1^{(n-k+1)}
\]

\[
= -\psi_0^{(n)} \psi_1^{(n-k+1)} \left( \chi_2^{(k-2)} \psi_2^{(n-k+2)} - \psi_1^{(n-k+2)} \right) \prod_{\ell=n-k+3}^{n} \psi_{\ell}^{(\ell)}
\]

\[
= -\psi_0^{(n)} \psi_1^{(n-k+1)} \prod_{\ell=n-k+2}^{n} \psi_{\ell}^{(\ell)}
\]
This proves (2.14) for $j = k$. The mathematical induction completes the proof for (2.14).

The next lemma will examine the signs of the DOC kernels $\theta^{(n)}_{n-k}$.

**Lemma 2.3.** Assume that the discrete convolution kernels $a^{(n)}_{n-k}$ satisfy the conditions C1-C3. Then for any $n \geq 2$, the DOC kernels $\theta^{(n)}_{n-k}$ in (2.2) satisfy

- the sign property:

  $$\theta^{(n)}_0 > 0, \quad \theta^{(n)}_1 < 0 \quad \text{and} \quad \theta^{(n)}_j \leq 0 \quad \text{for } 2 \leq j \leq n - 1,$$

  $$\sum_{j=1}^{n} \theta^{(n)}_{n-j} > 0;$$

- and the convolution quadratic inequality, i.e., for any sequence $\{V_j\}_{j=1}^{n}$,

  $$2 \sum_{k=1}^{n} V_k \sum_{j=1}^{k} \theta^{(k)}_{k-j} V_j \geq \sum_{k=1}^{n} \left( \sum_{j=1}^{k} \theta^{(k)}_{k-j} + \sum_{j=k}^{n} \theta^{(j)}_{j-k} \right) V_k^2.$$

**Proof.** Using the condition C1 gives $\theta^{(n)}_0 = 1/a^{(n)}_0 > 0$. It follows the conditions C1 and C3 that

$$\frac{a^{(m+1)}_j}{a^{(m)}_j} \geq \frac{a^{(m+1)}_{j-1}}{a^{(m)}_{j-1}}, \quad \text{for } 1 \leq j \leq m - 2.$$

Consequently, using Definition 2.1 gives

$$\psi^{(m)}_{m-1} \geq \cdots \geq \psi^{(m)}_2 \geq \psi^{(m)}_1 > 0 \quad \text{for } 2 \leq m \leq n.$$

It follows from Definition 2.2 that $\chi^{(0)}_{\ell} = 1$ for any $\ell \geq 2$, and

$$\chi^{(1)}_{\ell+1} = \frac{\psi^{(n)}_{\ell+2} - \psi^{(n)}_1}{\psi^{(n)}_2 - \psi^{(n)}_1} \leq \frac{\psi^{(n)}_{\ell+1} - \psi^{(n)}_1}{\psi^{(n)}_2 - \psi^{(n)}_1} = \chi^{(1)}_{\ell} \geq 1 \quad \text{for } \ell \geq 2.$$

By a simple induction for $k = n - 1, n - 2, \ldots, 4$, it is not difficult to check that

$$\chi^{(n-k)}_{2} \psi^{(k)}_2 - \psi^{(k)}_1 \geq \psi^{(k)}_2 - \psi^{(k)}_1 > 0.$$

Consequently,

$$\chi^{(n-k+1)}_{\ell+1} = \frac{\chi^{(n-k)}_{\ell+2} \psi^{(k)}_{\ell+2} - \psi^{(k)}_1}{\chi^{(n-k)}_{2} \psi^{(k)}_2 - \psi^{(k)}_1} \geq \frac{\chi^{(n-k)}_{\ell+1} \psi^{(k)}_{\ell+1} - \psi^{(k)}_1}{\chi^{(n-k)}_{2} \psi^{(k)}_2 - \psi^{(k)}_1} = \chi^{(n-k+1)}_{\ell} \geq 1$$

for $\ell = 2, \ldots, k - 3$. Thus using Lemma 2.2 yields that $\theta^{(n)}_1 < 0$ and

$$\theta^{(n)}_{n-j} \leq -\theta^{(n)}_0 \psi^{(j+1)}_1 \prod_{\ell=j+2}^{n} \left( \psi^{(\ell)}_2 - \psi^{(\ell)}_1 \right) \leq 0 \quad \text{for } 1 \leq j \leq n - 2.$$
This proves (2.17). To prove (2.18), we first let
\[ \sigma_j := \sum_{k=1}^{j} \theta_j^{(k)}. \]
The orthogonal identity in (2.4) implies that
\[
\sum_{j=1}^{m} \sum_{k=1}^{m} a_{m-j}^{(m)} \theta_{j-k} = \sum_{k=1}^{m} \sum_{j=1}^{m} a_{m-j}^{(m)} \theta_{j-k} \equiv 1 \quad \text{for any } m \geq 1. \tag{2.20}
\]
Taking \( m = 1 \) yields \( \sigma_1 = 1/a_0^{(1)} > 0 \). For \( m \geq 2 \), taking \( m = \ell \) and \( \ell - 1 \) in (2.20) gives
\[
\sigma_{\ell} \equiv \frac{1}{a_0^{(\ell)}} \sum_{j=1}^{\ell-1} (a_{\ell-j-1}^{(\ell-1)} - a_{\ell-j}^{(\ell)}) \sigma_j \quad \text{for any } \ell \geq 2. \tag{2.21}
\]
The condition \( \text{C2} \) ensures the positivity of the coefficient on the right-hand side of (2.21). Thus a simple induction shows that \( \sigma_{\ell} > 0 \) for \( \ell \geq 2 \) by taking \( \ell = 2, \ldots, n \) in (2.21) successively. This confirms (2.18).

Now applying (2.17)-(2.18) together with the conditions \( \text{C1-C3} \) yield
\[
2V_k \sum_{j=1}^{k} \theta_{k-j}^{(k)} V_j = 2\theta_0^{(k)} V_k^2 + 2 \sum_{j=1}^{k-1} \theta_{k-j}^{(k)} V_k V_j \geq 2\theta_0^{(k)} V_k^2 + \sum_{j=1}^{k-1} \theta_{k-j}^{(k)} (V_k^2 + V_j^2) = V_k^2 \sum_{j=1}^{k} \theta_{k-j}^{(k)} + \sum_{j=1}^{k} \theta_{k-j}^{(k)} V_j^2 \quad \text{for } k \geq 1.
\]
By summing up \( k \) from \( k = 1 \) to \( n \) and exchanging the order of summation, one gets
\[
2 \sum_{k=1}^{n} V_k \sum_{j=1}^{k} \theta_{k-j}^{(k)} V_j \geq \sum_{k=1}^{n} V_k^2 \sum_{j=1}^{k} \theta_{k-j}^{(k)} V_j \geq \sum_{k=1}^{n} V_k^2 \sum_{j=1}^{k} \theta_{k-j}^{(k)} V_j^2 = \sum_{k=1}^{n} V_k^2 \sum_{j=1}^{k} \theta_{k-j}^{(k)} + \sum_{k=1}^{n} V_k^2 \sum_{j=k}^{n} \theta_{j-k}^{(j)} \quad \text{for } n \geq 1,
\]
which yields the desired result (2.19).

2.2 The discrete complementary convolution kernels

The lower bound in (2.19) motivates us to define a new class of discrete kernels \( p_{n-j}^{(n)} \) by using the DOC kernels \( \theta_{n-j}^{(n)} \):
\[
p_{n-k}^{(n)} := \sum_{j=k}^{n} \theta_{j-k}^{(j)} \quad \text{for } 1 \leq k \leq n. \tag{2.22}
\]
Lemma 2.4. For fixed \( a \) relies on the original discrete convolution kernels \( a \). This implies that the discrete kernels \( \frac{1}{a} \) are complementary to the original kernels \( a \), which also explains why \( \frac{1}{a} \) is called the discrete complementary convolution kernels.

We present in the next lemma an explicit formulation of the DCC kernels \( p_{n-k} \), which only relies on the original discrete convolution kernels \( a_{n-k} \).

**Lemma 2.4.** For fixed \( n \geq 2 \), the DCC kernels \( p_{n-k} \) defined in (2.22) satisfy

\[
p_{n-k} = \frac{1}{a_{0}(k)} - \psi_{1}^{(k+1)} + \sum_{j=k+1}^{n} \frac{1}{a_{0}(j)} \prod_{\ell=k+2}^{j} (\chi_{2}(j-\ell) \psi_{2}^{(\ell)} - \psi_{1}^{(\ell)}) \quad \text{for } 1 \leq k \leq n,
\]

where \( \psi_{j}^{(m)} \) and \( \chi_{k}(j) \) are defined by Definitions 2.1 and Definitions 2.2, respectively.

**Proof.** Using together Lemma 2.2 and (2.2), we have

\[
\theta_{j-k}^{(j)} = -\frac{1}{a_{0}(j)} \psi_{1}^{(k+1)} \prod_{\ell=k+2}^{j} (\chi_{2}(j-\ell) \psi_{2}^{(\ell)} - \psi_{1}^{(\ell)}) \quad \text{for } j \geq k + 1.
\]

Thus the definition (2.22) yields the desired formula of DCC kernels \( p_{n-k} \), namely,

\[
p_{n-k} = \theta_{0}^{(k)} + \sum_{j=k+1}^{n} \theta_{j-k}^{(j)}
\]

\[
= \frac{1}{a_{0}(k)} - \psi_{1}^{(k+1)} + \sum_{j=k+1}^{n} \frac{1}{a_{0}(j)} \prod_{\ell=k+2}^{j} (\chi_{2}(j-\ell) \psi_{2}^{(\ell)} - \psi_{1}^{(\ell)}) \quad \text{for } 1 \leq k \leq n.
\]

The proof is completed. \( \square \)
Lemma 2.5. For any $n \geq 2$,

- if the discrete convolution kernels $a_{n-k}^{(n)}$ satisfy C1-C3, then the DCC kernels $p_{n-k}^{(n)}$ in (2.22) satisfy
  \[ p_0^{(n)} > 0, \quad p_0^{(n-1)} > p_1^{(n)} \quad \text{and} \quad p_j^{(n-1)} > p_j^{(n)} \quad \text{for} \quad 2 \leq j \leq n - 1; \]  \tag{2.26}

- if the discrete convolution kernels $a_{n-k}^{(n)}$ satisfy the condition C4, then the DCC kernels $p_{n-k}^{(n)}$ in (2.22) are non-negative, i.e.,
  \[ p_{n-k}^{(n)} = \sum_{j=k}^{n} \theta^{(j)}_{j-k} \geq 0, \quad \text{for} \quad 1 \leq k \leq n. \]  \tag{2.27}

Proof. Using Lemma 2.3 under the conditions C1-C3, the results in (2.26) follow from the relationship (2.23):

\[ p_1^{(n)} = p_0^{(n-1)} + \theta_1^{(n)} \leq p_0^{(n-1)} \quad \text{and} \quad p_j^{(n)} = p_{j-1}^{(n-1)} + \theta_j^{(n)} \leq p_{j-1}^{(n-1)} \quad \text{for} \quad 2 \leq j \leq n - 1. \]

To prove (2.27), we first take $k = \ell$ and $k = \ell + 1$ in the complementary identity (2.25) and find the following recursive procedure

\[ p_0^{(n)} = \frac{1}{a_0^{(n)}}, \]
\[ p_{n-\ell}^{(n)} = \frac{1}{a_0^{(\ell)}} \sum_{j=\ell+1}^{n} (a_{j-\ell-1}^{(j)} - a_{j-\ell}^{(j)}) p_{n-j}^{(n)} \quad \text{for} \quad 1 \leq \ell \leq n - 1. \]  \tag{2.28}

Moreover, the condition C4 implies $a_{j-\ell-1}^{(j)} - a_{j-\ell}^{(j)} \geq 0$ for $j \geq \ell + 1$. Thus a simple induction for (2.28) yields the desired result (2.27). \qed

We close this section by pointing out that the idea of using the DCC kernels $p_{n-j}^{(n)}$ was first proposed in [8,9] for studying the fractional discrete Grönwall inequalities. On the other hand, the present work seems the first effort in establishing the connection between the DCC and DOC kernels for a general class of discrete convolution kernels. The interplay results for the DOC and DCC kernels can be illustrated by Figure 1.

3 Proof of Theorem 1.1

With the preparations of Section 2, we are now ready to prove Theorem 1.1

Proof of Theorem 1.1. It follows from (2.19) and the definition (2.22) that

\[ 2 \sum_{k=1}^{n} V_k \sum_{j=1}^{k} \theta_{k-j}^{(k)} V_j \geq \sum_{k=1}^{n} \left( \sum_{j=1}^{k} \theta_{k-j}^{(k)} + p_{n-k}^{(n)} \right) V_k^2 \quad \text{for} \quad n \geq 1. \]  \tag{3.29}
Using (2.17) and (2.27) yields the following positivity result:

\[ \sum_{j=1}^{k} \theta_{k-j}^{(n)} + p_{n-k}^{(n)} > 0. \]

The above result, together with (3.29), confirms that the DOC kernels \( \theta_{n-k}^{(n)} \) are positive definite. Then the desired result of Theorem 1.1 follows by using (2.8).

Following the proof of Theorem 1.1 one can easily verify the following result.

**Corollary 3.1.** For fixed \( n \geq 2 \), if the discrete convolution kernels \( \{a_{n-k}^{(n)}\}_{k=1}^{n} \) satisfy

\[
a_{j}^{(n)} \geq 0, \quad a_{j-1}^{(n-1)} \geq a_{j}^{(n)}, \quad a_{j+1}^{(n)} a_{j}^{(n)} \geq a_{j}^{(n-1)} a_{j}^{(n)} , \quad a_{j}^{(n)} \geq a_{j}^{(n)},
\]

then the convolution kernels \( a_{n-k}^{(n)} \) are positive semi-definite in the sense that

\[
\sum_{k=1}^{n} \sum_{j=1}^{k} a_{k-j}^{(k)} w_{j} \geq 0 \quad \text{for any sequence } \{w_{k}\}_{k=1}^{n}.
\]

**Proof.** We have \( a_{0}^{(n)} \geq 0 \) unless the trial case with \( a_{0}^{(n)} = 0 \) for \( 0 \leq j \leq n - 1 \). If the discrete convolution kernels \( a_{j}^{(n)} = 0 \) for \( j \geq 1 \), then the DOC kernels \( \theta_{n-k}^{(n)} \) are positive semi-definite because\( \psi_{\ell}^{(n)} = 0 \) for any \( \ell \geq 1 \) such that \( \theta_{0}^{(n)} > 0 \) and \( \theta_{j}^{(n)} = 0 \) for \( j \geq 1 \). Then using (2.8) confirms the claimed result. It remains to consider the case of \( a_{0}^{(n)} \geq 1^{(n)} > 0 \). In this case, similar to the proof of the proof for (2.17)-(2.18) gives

\[
\theta_{0}^{(n)} > 0, \quad \theta_{j}^{(n)} \leq 0 \quad \text{for } 1 \leq j \leq n - 1,
\]

\[
\sum_{j=1}^{n} \theta_{n-j}^{(n)} \geq 0.
\]

Moreover, similar to the proof of (2.27) gives

\[
p_{n-k}^{(n)} = \sum_{j=k}^{n} \theta_{j-k}^{(j)} \geq 0, \quad \text{for } 1 \leq k \leq n.
\]
Hence, using (2.19) yields the positive semi-definiteness of the DOC kernels \( \theta_{n-k}^{(n)} \), and then the desired result follows by using Lemma 2.1 by using (2.8).

Corollary 3.1 presents another class of sufficient conditions for the positive semi-definiteness of discrete kernels \( a_{n-k}^{(n)} \). Notice that if the discrete kernels are independent of the (time-level) index \( n \), that is, \( a_j^{(n)} = a_j \), then the conditions reduce to

\[
a_j \geq 0, \quad a_{j-1} \geq a_j, \quad a_{j-1} a_{j+1} \geq a_j^2,
\]

which are slightly stronger than (1.4) proposed in [13] since we have

\[
2a_j \leq 2\sqrt{a_{j-1} a_{j+1}} \leq a_{j-1} + a_{j+1}.
\]

4 Some applications of Theorem 1.1

In this section, we will apply Theorem 1.1 to study stability of some variable time-stepping schemes. Recall the definition of the Riemann–Liouville integral operator with order \( \gamma > 0 \), (see, e.g., [21]):

\[
(I^\gamma v)(t) := \int_0^t \omega^\gamma(t-s)v(s) \, ds \quad \text{for } t > 0, \quad \text{where } \omega^\gamma(t) := t^{\gamma-1} \Gamma(\gamma).
\]

(4.1)

On the other hand, the Caputo fractional derivative of order \( \alpha \) is defined by

\[
(\partial^\alpha_t v)(t) := (I^{1-\alpha}v')(t) = \int_0^t \omega_{1-\alpha}(t-s)v'(s) \, ds \quad \text{for } 0 < \alpha < 1.
\]

(4.2)

For a given \( T > 0 \) and the time interval \([0, T]\), we consider a nonuniform time gird

\[
0 = t_0 < t_1 < \cdots < t_{k-1} < t_k < \cdots < t_N = T
\]

with variable step-size \( \tau_k := t_k - t_{k-1} \) for \( 1 \leq k \leq N \). The maximum time-step size is defined by \( \tau := \max_{1 \leq k \leq N} \tau_k \). Also, we define the local time-step ratio as \( r_k := \tau_k/\tau_{k-1} \) for \( k \geq 2 \). For a mesh function \( v^k = v(t_k) \), we set \( v^{k-\theta} := (1 - \theta)v^k + \theta v^{k-1} \), where \( \theta \in [0, 1) \) is a weighted parameter. Also, we define the following difference operators

\[
\nabla_\tau v^k := v^k - v^{k-1} \quad \text{and} \quad \partial_\tau v^{k-\frac{1}{2}} := \nabla_\tau v^k/\tau_k.
\]

4.1 L1 scheme for Caputo fractional derivative

Our first application is the variable-step L1 scheme for the Caputo fractional derivative (4.2). The L1 formula (see, e.g. [8]) uses \( v'(s) \approx \nabla_\tau v^k/\tau_k \) in the subinterval \((t_{k-1}, t_k)\) to obtain

\[
(\partial^\alpha_\tau v)^n := \sum_{k=1}^n c_{n-k}^{(n,\alpha)} \nabla_\tau v^k \quad \text{for } n \geq 1,
\]

where the associated discrete L1 kernels read

\[
c_{n-k}^{(n,\alpha)} := \frac{1}{\tau_k} \int_{t_{k-1}}^{t_k} \omega_{1-\alpha}(t_n - s) \, ds \quad \text{for } 1 \leq k \leq n.
\]

(4.3)

By using the integral and differential mean value theorems, we have the following result.
Proposition 4.1. The discrete L1 kernels \( c^{(n,\alpha)}_{n-k} \) in (4.3) satisfy
\[
\begin{align*}
&c^{(n,\alpha)}_j > 0, \quad c^{(n,\alpha)}_{j-1} > c^{(n,\alpha)}_j, \quad c^{(n-1,\alpha)}_{j-1} > c^{(n,\alpha)}_j, \quad c^{(n-1,\alpha)}_j > c^{(n-1,\alpha)}_{j+1} > c^{(n-1,\alpha)}_j > c^{(n,\alpha)}_j.
\end{align*}
\]
Then the discrete L1 kernels \( c^{(n,\alpha)}_{n-k} \) are positive definite according to Theorem 1.1.

Proof. For any fixed time-level index \( n \geq 2 \), the positivity and the decreasing property of \( c^{(n,\alpha)}_j \) follow from the following fact which is due to the integral mean value theorem:
\[
c^{(n,\alpha)}_{n-k} = \omega_{1-\alpha}(t_n - s_{nk}) \quad \text{for some } s_{nk} \in [t_{k-1}, t_k].
\]
Consider an auxiliary sequence
\[
\psi^{(n,\alpha)}_{n-k} := \frac{c^{(n,\alpha)}_{n-k}}{c^{(n-1,\alpha)}_{n-k}} = \frac{c_{n,k}(1)}{c_{n-1,k}(1)} \quad \text{for } 1 \leq k \leq n - 1,
\]
where
\[
c_{n,k}(\mu) := \frac{1}{\tau_k} \int_{t_{k-1}}^{t_{k-1} + \mu \tau_k} \omega_{1-\alpha}(t_n - s) \, ds \quad \text{for } 1 \leq k \leq n.
\]
Differentiating it with \( \mu \) gives \( c'_{n,k} = \omega_{1-\alpha}(t_n - t_{k-1} - \mu \tau_k) \). It follows from the Cauchy mean-value theorem that there exists some \( \xi_{1k} \in (0, 1) \) such that
\[
\psi^{(n,\alpha)}_{n-k} = \frac{c_{n,k}(1) - c_{n,k}(0)}{c_{n-1,k}(1) - c_{n-1,k}(0)} = \frac{c'_{n,k}(\xi_{1k})}{c'_{n-1,k}(\xi_{1k})} = \frac{\omega_{1-\alpha}(t_n - t_{k-1} - \xi_{1k} \tau_k)}{\omega_{1-\alpha}(t_{n-1} - t_{k-1} - \xi_{1k} \tau_k)} = \left(\frac{t_{n-1} - t_{k-1} - \xi_{1k} \tau_k}{t_n - t_{k-1} - \xi_{1k} \tau_k}\right)^{\alpha} \quad \text{for } 1 \leq k \leq n - 1.
\]
(4.4)

Note that the function \( y = (A - x)/(B - x) \) is decreasing with respect to \( x > 0 \) for \( A < B \). Consequently,
\[
\left(\frac{t_{n-1} - t_{k}}{t_n - t_k}\right)^{\alpha} < \psi^{(n,\alpha)}_{n-k} < \left(\frac{t_{n-1} - t_{k-1}}{t_n - t_{k-1}}\right)^{\alpha} \quad \text{for } 1 \leq k \leq n - 1,
\]
which yields
\[
0 < \psi^{(n,\alpha)}_{1} < \psi^{(n,\alpha)}_{2} < \cdots < \psi^{(n,\alpha)}_{n-1} < (t_{n-1}/t_n)^{\alpha} < 1 \quad \text{for any fixed } n \geq 2.
\]
This leads to the last two inequalities, and the proof is completed. \( \square \)

**Remark 4.1.** Recently, a second order L1\(^+\) formula was proposed in [6] for the Caputo derivatives:
\[
(\partial^\alpha_t v)^{n-\frac{1}{2}} := \frac{1}{\tau_n} \int_{t_{n-1}}^{t_n} \int_0^t \omega_{1-\alpha}(t-s)(\Pi_1 v)'(s) \, ds \, dt = \sum_{k=1}^{n} c^{(n)}_{n-k} \nabla_{\tau} v^k \quad \text{for } n \geq 1,
\]
where the discrete L1\(^{+}\) kernels \(\bar{c}_{n-k}^{(n)}\) are defined by
\[
\bar{c}_{n-k}^{(n)} := \frac{1}{\tau_{n-k}} \int_{t_{n-1}}^{t_n} \int_{s_{k-1}}^{\min\{t, t_k\}} \omega_{1-\alpha}(t-s) \, ds \, dt \quad \text{for } 1 \leq k \leq n. \tag{4.5}
\]

Note that the positive semi-definiteness of the continuous kernel \(\omega_{1-\alpha}(t-s)\) directly leads to the positive semi-definite property of the discrete L1\(^{+}\) kernels \(\bar{c}_{n-k}^{(n)}\) [6, Lemma 3.1]. However, it can be verified that the condition \(\bar{c}_{0}^{(n)} \geq \bar{c}_{1}^{(n)}\) may fail for some index \(n\). In other words, Theorem 1.1 only provides some easy-to-check sufficient conditions. There is room for improvement, and it will be ideal to find sufficient and necessary conditions.

### 4.2 Energy stability for the time fractional Allen-Cahn equation

According to Proposition 4.1 on general nonuniform time meshes, Theorem 1.1 implies
\[
\sum_{k=1}^{n} \nabla_{\tau} u^{k} (\partial_{\tau}^2 u)^{k} = \sum_{k=1}^{n} \nabla_{\tau} u^{k} \sum_{j=1}^{k} c_{k-j}^{(k,\alpha)} \nabla_{\tau} v^{j} > 0 \quad \text{if } \nabla_{\tau} v^{k} \neq 0. \tag{4.6}
\]

This result can be applied to study the energy stability of variable time stepping schemes for the time-fractional Allen-Cahn equation [25]:
\[
\partial_{\tau}^2 u = \varepsilon^2 \Delta u - F'(u) \quad \text{for } x \in \Omega \text{ and } 0 < t \leq T,
\]

where \(\Omega\) is a bounded spatial domain, \(\Delta\) is the Laplacian operator and \(F(u) = \frac{1}{4}(1-u^2)^2\) is the well known double well potential. It is known that for the time-fractional Allen-Cahn equation, there holds the following energy stability (see, e.g. [24,25]):
\[
E[u(t)] \leq E[u(0)] \quad \text{with } E[u] := \int_{\Omega} \left( \varepsilon^2 |\nabla u|^2 + F(u) \right) \, dx.
\]

It is thus desired to require that this stability holds at the discrete level. The following first-order explicit-implicit variable stabilization scheme was proposed in [5]:
\[
(\partial_{\tau}^2 u)^{n} = \varepsilon^2 D_h u^{n} - F'(u^{n-1}) - S(u^{n} - u^{n-1}) \quad \text{for } n \geq 1, \tag{4.7}
\]

where \(D_h\) denotes the discrete matrix of central difference approximation for Laplace operator \(\Delta\) with periodic boundary conditions, and \(S(u^{n} - u^{n-1})\) is a stabilization term with \(S > 0\) being a constant.

It is shown in [5, Theorem 2.2] that scheme (4.7) preserves the discrete maximum principle, but the discrete energy stability proof is not provided. This is partially due to the complexity introduced by the non-uniform time steps. Using the positive definite property (4.6), one can now easily follow the proof of [5, Lemma 2.6] to obtain the following discrete energy stability result.

**Proposition 4.2.** If the stabilized parameter \(S \geq 2\), then the scheme (4.7) preserves the discrete maximum principle, together with the following discrete energy stability
\[
E_{h}^{n} \leq E_{h}^{0} \quad \text{for } n \geq 1,
\]
where $E^n_h$ is the discrete energy, i.e.,

$$E^n_h = -\frac{\varepsilon^2}{2}(u^n)^T D_h u^n + \sum_{x_h \in \Omega_h} F(u^n_h).$$

We remark that similar stability results on uniform time meshes has been presented in [5] and [25], while the above stability result on non-uniform grids seems to be new.

4.3 Numerical Riemann–Liouville integrals

As an example, we consider the following fractional wave equation [18, 21] that involves the fractional Riemann–Liouville integral:

$$\partial_t u = \mathcal{I}^\gamma \Delta u + f(x,t), \quad x \in \Omega, \quad 0 < t \leq T. \quad (4.8)$$

It is known that the exact solution admits a weak singularity as $\partial_{tt} u \sim O(t^{\gamma-1})$ near $t = 0$. One of the effective ways to handle the initial singularity is to use nonuniform time grids, such as the graded meshes [8, 18, 19], to concentrate the time grids near $t = 0$.

Similar to [7], let us consider the backward Euler time-stepping scheme for (4.8)

$$\partial_t u^{n-\frac{1}{2}} = \left(\mathcal{I}^\gamma \Delta u\right)^n + f(x, t_n), \quad n \geq 1, \quad (4.9)$$

where $\left(\mathcal{I}^\gamma v\right)^n$ represents the mid-point rule of fractional integral $\mathcal{I}^\gamma$

$$(\mathcal{I}^\gamma v)^n := \sum_{k=1}^{n} c_{n-k}^{(n,1-\gamma)} \tau_k v^{k-\frac{1}{2}}, \quad n \geq 1. \quad (4.10)$$

By Proposition [4.1] we see that

$$\sum_{k=1}^{n} \tau_k v^{k-\frac{1}{2}} \left(\mathcal{I}^\gamma v\right)^k = \sum_{k=1}^{n} \tau_k v^{k-\frac{1}{2}} \sum_{j=1}^{k} c_{k-j}^{(k,1-\gamma)} \tau_j v^{j-\frac{1}{2}} > 0 \quad \text{if } v^k \neq 0. \quad (4.11)$$

By applying property (4.11) to (4.9), one easily gets the following stability estimate

$$\|u^n\|_{L^2} \leq \|u^0\|_{L^2} + \sum_{k=1}^{n} \tau_k \|f(t_k)\|_{L^2}. \quad (4.12)$$

Note that such an $L^2$-norm estimate holds for a general class of nonuniform grids in time. By comparing with the previous stability analysis [18, 20], which employed an discrete analogue to the positive semi-definiteness of the continuous kernel, the above analysis provides a more straightforward tool, i.e., by using only the properties of the discrete convolution kernels.
4.4 Numerical methods for weakly singular Volterra equations

We next present an application to Volterra integral equations of the form

\[ \partial_t u = K_t(\beta) \Delta u + f(x,t), \quad x \in \Omega, \quad 0 < t \leq T. \tag{4.12} \]

In (4.12), the convolution integral \( K_t(\beta) v \) is defined by

\[ (K_t(\beta) v)(t) := \int_0^t \kappa(\beta)(t-s)v(s) \, ds, \quad t > 0, \tag{4.13} \]

where \( \kappa(\beta)(t-s) > 0 \) is a general positive kernel. We assume that \( \kappa'_\beta < 0 \) and \( \kappa''_\beta \geq 0 \) which implies that the kernel \( \kappa(\beta)(t-s) \) is positive definite \[17\].

On a general non-uniform grid in time, applying the midpoint rule \[3, 17, 20\] for the convolution integral (4.13) gives

\[ (K_t(\beta) \tau v)_k := \sum_{k=1}^n \kappa_{n-k}(n,\beta) \tau_k v^{k-\frac{1}{2}}, \quad n \geq 1, \tag{4.14} \]

where the discrete kernel is of the form

\[ \kappa_{n-k}(n,\beta) := \frac{1}{\tau_k} \int_{t_{k-1}}^{t_k} \kappa(\beta)(t_n - s) \, ds, \quad 1 \leq k \leq n. \]

Note that \( y = \kappa(\beta)(t_n - x)/\kappa(\beta)(t_{n-1} - x) \) is decreasing with respect to \( t_{n-1} < x < t_n \). Then one can follow similar argument as in Proposition 4.1 to verify the following result.

**Proposition 4.3.** If \( \kappa(\beta) > 0, \kappa'_\beta < 0 \) and \( \kappa''_\beta \geq 0 \), then the discrete convolution kernels \( \kappa_{n-k}(n,\beta) \) in (4.14) satisfy

\[ \kappa_j(n,\beta) > 0, \quad \kappa_{j-1}(n,\beta) > \kappa_j(n,\beta), \quad \kappa_{j-1}(n-1,\beta) > \kappa_j(n-1,\beta), \quad \kappa_{j+1}(n,\beta) \geq \kappa_j(n-1,\beta) \kappa_{j}(n,\beta). \]

Consequently, the discrete kernels \( \kappa_{n-k}(n,\beta) \) are positive definite according to Theorem 1.1.

Now, consider the backward Euler time-stepping scheme for solving (4.12):

\[ \partial_x u^{n-\frac{1}{2}} = (K_x(\beta) \Delta u)^n + f(x,t_n), \quad n \geq 1. \tag{4.15} \]

By Proposition 4.3, we see that

\[ \sum_{k=1}^n \tau_k v^{k-\frac{1}{2}} (K_x(\beta) \tau v)^k = \sum_{k=1}^n \tau_k v^{k-\frac{1}{2}} \sum_{j=1}^k \kappa_{k-j}(k,\beta) \tau_j v^{j-\frac{1}{2}} > 0 \quad \text{if } v^k \neq 0. \tag{4.16} \]

By applying (4.16) to the backward Euler scheme (4.15), it is easy to obtain the following \( L^2 \)-norm estimate:

\[ \| u^n \|_{L^2} \leq \| u^0 \|_{L^2} + \sum_{k=1}^n \tau_k \| f(t_k) \|_{L^2}, \quad n \geq 1. \]

We emphasize again that this estimate is valid for a general class of non-uniform grid in time, including the well-studied graded meshes.
Remark 4.2. For general convolution integrals (4.13) with smooth or weakly singular kernels, a second-order Crank-Nicolson formula was proposed by McLean et al. [17,18]:

\[
(K_{\beta}^{(\beta)}v)^{n-\frac{1}{2}} := \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \int_{0}^{t} \kappa_{\beta}(t-s)v^{k-\frac{1}{2}} ds dt = \sum_{k=1}^{n} \tilde{\kappa}_{n-k}^{(n)} \tau^{k} v^{k-\frac{1}{2}} \quad \text{for } n \geq 1,
\]

(4.17)

where the associated discrete convolution kernels \(\tilde{\kappa}_{n-k}^{(n)}\) are defined by

\[
\tilde{\kappa}_{n-k}^{(n)} := \frac{1}{\tau \tau^{k}} \int_{t_{n-1}}^{t_n} \int_{t_{k-1}}^{\min\{t,t_k\}} \kappa_{\beta}(t-s) ds dt \quad \text{for } 1 \leq k \leq n.
\]

(4.18)

Again, the positive semi-definiteness of the continuous kernel directly implies the positive semi-definite property of the discrete kernels \(\tilde{\kappa}_{n-k}^{(n)}\). Similar as in Remark 4.1, the condition \(C4\) is not always fulfilled here because of the violation of \(\tilde{\kappa}_{0}^{(n)} \geq \tilde{\kappa}_{1}^{(n)}\). Nevertheless, it is expected that our technique in proving Theorem 1.1 is still useful for handling this situation, and this will be investigated in a future work.

5 Concluding remarks

The positive definiteness of real quadratic forms with convolution structure plays an important role in analyzing variable time-stepping schemes for time-fractional differential equations and Volterra-type integral equations. In contrast to the classical treatments which use a discrete analogue to the positive semi-definiteness of continuous kernels, we present in this work a unified criteria obtained by using the DOC and DCC tools. More precisely, for convolution kernels \(a_{n-k}^{(n)}\) we show for the first time some sufficient algebraic conditions that implies the positive definiteness of the associated real quadratic form. We emphasize the simplicity of the imposed conditions which are relevant to positivity (\(C1\)), monotonicity (\(C2\) and \(C4\)), and convexity (\(C3\)). The usefulness and easy-to-check style are demonstrated in Section 4 where several first-order schemes are examined.

As noticed in Remarks 4.1-4.2, the condition \(C4\) is not sharp for treating second-order discretization schemes. Nevertheless, similar situations occur even for the case of uniform grids. For example, the condition \(1.4\) of [13] works well for first-order schemes but failed for second-order approximations, see, e.g., [23]. On the other hand, it is expected that the condition \(C4\) may be weakened so that our conditions are useful for high order time discretizations. A careful examination of the proof of Theorem 1.1 reveals that conditions \(C1-C3\) together with the following inequality

\[
p_{n-k}^{(n)} > -\sum_{j=1}^{k} \theta_{k-j}^{(k)} \quad \text{for } 1 \leq k \leq n
\]

(5.1)

are sufficient for the positive definiteness claim. Note that the condition \(C4\) ensures a stronger estimate \(p_{n-k}^{(n)} \geq 0\), see (2.27). However, the weaker constraint (5.1) is quite complicated and not as elegant as desired. Some further efforts may be made in this direction.
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