Lung Nodule Detection Using Ensemble Classifier in Computed Tomography Images
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Lung cancer is the leading cause of cancer deaths. The main reason is that patients are mostly diagnosed with lung cancer in its third or final stage. Lung nodules are small growing tissues, which may become malignant tumors that cause early lung cancer lesions. Therefore, a computer-aided system of lung nodule detection would achieve early detection and facilitate early treatment. In this paper, we present a method of lung nodule detection in computed tomography (CT) images based on an ensemble classifier. The proposed nodule detection method includes lung parenchyma segmentation, nodule candidate detection, and nodule candidate classification. First, an adaptive thresholding algorithm is applied to segment the lung parenchyma. The lung region boundaries are also corrected by using a contour analysis algorithm. Second, the adaptive thresholding algorithm is employed to find the regions of interest. Meanwhile, lung nodule candidates are roughly detected by connected component analysis. To obtain a complete 3D structure, the method merges the rough detection results if they conform to the predefined merging conditions. Finally, a self-organizing map (SOM) algorithm is used to select the negative samples for the training data, and an ensemble classifier is applied to recognize the nodule regions. The experimental results show that the proposed method outperforms the previous methods.

1. Introduction

According to the World Health Organization, cancer is the second leading cause of death globally, and was responsible for 8.8 million deaths in 2015.[1] The most common cause of cancer death is cancer of the lung (1.69 million deaths). Cancer mortality can be reduced if cases are detected and treated early. When diagnosed at an early stage, lung cancer patients are more likely to respond to effective treatment, which can result in a greater probability of surviving and less expensive treatment. Screening is a popular early detection method for lung cancer. It identifies individuals with abnormalities suggestive of a specific cancer or pre-cancer who are asymptomatic and refer them promptly for diagnosis and treatment. Nowadays,
discovering lung cancer in its initial stage is by finding a solitary lung nodule revealed by chest X-ray or computed tomography (CT). Thus, the development of a reliable computer aided diagnosis (CAD) system for lung cancer is one of the most vital research topics in medical image processing.

Many lung-nodule detection techniques have been proposed. Usually, these proposed methods consist of three stages. The first stage is to segment the lung parenchyma. The next stage is to detect the nodule candidates. Finally, a classification algorithm is used to classify the correct nodules. In the lung parenchyma segmentation, Retico et al. proposed a binary thresholding method to segment the lung parenchyma based on Hounsfield unit (HU) values. Then, they used image morphological operations to correct regions of vessels and airway walls. Later, they also proposed a directional-gradient concentration (DGC) method and applied it to the pleura surface. The DGC was combined with a morphological opening-based procedure to generate a list of nodule candidates. Ye et al. also utilized binary thresholding to segment the lung parenchyma. However, they used a chain code that defined eight directions to analyze and correct the region boundaries of lung parenchyma. Gurcan et al. proposed a method of identifying lung regions by a k-means clustering technique. Each lung slice is classified as belonging to the upper, middle, or lower part of the lung. Within each lung region, structures are segmented again using weighted k-means clustering.

After the lung parenchyma segmentation, a nodule candidate detection algorithm is followed. These algorithms can be divided into two types. One is 2D-based, and the other is 3D-based. The 2D-based algorithms detect nodule candidates only from a single slice image. In contrast, the 3D-based algorithms consider several consecutive slices to find the nodule candidates. Sivakumar and Chandrasekar used a weighted fuzzy clustering to segment nodules for lung cancer images. Then, the lung nodules were classified as normal or abnormal by using the support vector machine (SVM). Osman et al. combined the 3D CT regions of interest (ROIs) slices to form a 3D ROI image. Next, a 3D template was determined to find structures with properties similar to those of nodules. Li et al. made use of the eigenvalues and eigenvectors derived from the Hessian matrix to calculate geometric features from 3D CT scans. The geometric features provide information of stick, plate, and ball-like objects. Three selective enhancement filters were developed for dot, line, and plane, which can simultaneously enhance objects of a specific shape (for example, dot-like nodules) and suppress objects of other shapes (for example, line-like vessels). Teramoto and Fujita proposed a fast lung-nodule detection scheme in chest CT images using a cylindrical nodule-enhancement filter with the aim of improving the workflow for diagnosis in CT examinations. Elizabeth et al. used a snake algorithm to segment the lung parenchyma from each slice. Then, ROIs were later extracted from the lung parenchyma using a region growing algorithm; the shape and texture features were extracted. Finally, a radial basis function neural network (RBFNN) was used for classification.

To distinguish nodules from candidates, machine learning algorithms are widely used to classify the candidates as normal/abnormal. Sivakumar and Chandrasekar and da Silva Sousa et al. used SVM classifiers to classify the nodule regions. Bőrőczky et al. used a genetic algorithm as the classifier. Antonelli et al. utilized five classifiers and also used different combinations of these classifiers to test the classification performance. Lee et al. proposed a two-step classification architecture to distinguish nodule candidates that combined
genetic algorithm-linear discriminant analysis (GA-LDA) and random subspace method (RSM).\(^{(14)}\)

In this paper, we propose a novel method for lung-nodule detection in CT images based on an ensemble classifier. The proposed nodule detection method includes lung parenchyma segmentation, nodule candidate detection, and nodule candidate classification. First, an adaptive thresholding algorithm is applied in the system to segment the lung parenchyma. Second, the adaptive thresholding algorithm is employed again to find the ROIs. Meanwhile, lung nodule candidates are roughly detected by the connected component analysis. Finally, a self-organizing map (SOM) algorithm is used to select the negative samples for the training data, and an ensemble classifier is applied to recognize the nodule regions.

The rest of this paper is structured as follows. In Sect. 2, we describe our proposed method. The experimental results are presented in Sect. 3. Finally, concluding remarks are made in Sect. 4.

2. Materials and Methods

The proposed method is summarized by the flowchart shown in Fig. 1. First, a series of CT slices is inputted. Next, a segmentation algorithm is applied to these slices to segment the lung regions. Third, a nodule candidate detection module is used to detect the nodule candidates. Finally, an ensemble classifier classifies the nodule candidates as nodules or non-nodules.

2.1 Lung region segmentation

To segment the lung regions, we first employed an adaptive binary thresholding algorithm.\(^{(15–17)}\) The adaptive binary thresholding is based on the threshold value updating iteratively, as shown in the following steps.

Step 1. Set −500 HU as the initial threshold at \(T^{(0)}\).
Step 2. Compute the average upper volume \(u_h\).

\[
u_h = \text{Avg}(I(x, y, z) \geq T^{(0)}), \tag{1}\]

where the 3D volume of a CT scan is denoted as \(I(x, y, z)\), where the \(x\) and \(y\) indices represent the slice coordinates, and \(z\) indicates the slice number.

Step 3. Compute the average lower volume \(u_l\).

\[
u_l = \text{Avg}(I(x, y, z) < T^{(0)}), \tag{2}\]

Fig. 1. Flowchart of the proposed method.
Step 4. Compute the new threshold value.

\[ T^{(i+1)} = \frac{u_h + u_l}{2} \]  

(3)

Step 5. Continue steps 2 through 4 until \( T^{(i)} = T^{(i+1)} \).

Step 6. Set the optimal threshold \( T_{opt} = T^{(i+1)} \).

After the optimal threshold selection, thresholding operation is performed to roughly segment the bone and muscle from the image as defined below.

\[ I_{Bin}(x, y, z) = \begin{cases} 
1 & \text{if } I(x, y, z) \geq T_{opt} \\
0 & \text{if } I(x, y, z) < T_{opt} 
\end{cases} \]  

(4)

Figure 2(a) shows an example of the CT slice, and Fig. 2(b) is the result of the thresholding. Next, the region with the extreme outer contour is regarded as a body mask \( I_{BM} \), as shown in Fig. 2(c). The body mask is utilized to segment the body region \( I_{Body} \) using intersection operation, as shown in Fig. 2(d). Then, the thresholding operation defined in Eq. (5) is performed to segment the lung parenchyma \( I_{Lung} \), as shown in Fig. 2(e). Finally, a morphological closing operation is used to fill holes in the lung parenchyma to obtain a lung mask \( I_{LM} \), as shown in Fig. 2(f).

Fig. 2. Process of lung parenchyma. (a) Original CT image, (b) thresholding using \( T_{opt} \), (c) body mask, (d) body region, (e) lung parenchyma, and (f) lung mask.
\[ I_{\text{Lung}}(x,y,z) = \begin{cases} 
1 & \text{if } I_{\text{Body}}(x,y,z) < T_{\text{opt}} \text{ and } I_{\text{BM}}(x,y,z) = 1 \\
0 & \text{otherwise} 
\end{cases} \] (5)

One kind of lung nodule, the juxta-pleural nodule, appearing on the lung boundary will cause an incomplete contour of the lung mask, as shown in Fig. 3. To overcome this problem, we trace the lung contour to find an arch-like curve. If an arch-like curve is found, the endpoints of the curve are connected to correct the lung contour. The result is shown in Fig. 3(c).

### 2.2 Nodule candidate detection

The adaptive binary thresholding described in Sect. 2.1 is applied to binarize the lung regions for nodule candidate detection. The intersection of the original CT slice and the lung mask is calculated first, then inputted to the adaptive thresholding algorithm as shown in Fig. 4(a). As HU values of nodules are usually higher than those of the other tissues in the lung, the initial threshold \( T^{(0)} \) of the adaptive thresholding is set to \(-100\). The result is shown in Fig. 4(b).

After the binarization of lung regions, connected components in the lung region are acquired. Meanwhile, the centroids of all connected components are also calculated. Nodule candidates are labeled as follows.

![Fig. 3](image1.png)

**Fig. 3.** Correction of lung mask contour. (a) Juxta-pleural nodule appearing on the lung boundary, (b) incomplete contour of the lung mask, and (c) contour of the lung mask after correction.

![Fig. 4](image2.png)

**Fig. 4.** Binarization of the lung region. (a) Intersection of the CT slice and the lung mask and (b) binarization result.
Step 1. Start from slice $z = 2$.

Step 2. Calculate centroids of all connected components on slices $z - 1$, $z$, and $z + 1$.

Step 3. Calculate distance $D_p$ between all connected components on slices $z - 1$ and $z$.

Step 4. Calculate distance $D_n$ between all connected components on slices $z + 1$ and $z$.

Step 5. If $D_p < 6$ mm and $D_n < 6$ mm, these three connected components on slices $z - 1$, $z$, and $z + 1$ are labeled as nodule candidates, as shown in Fig. 5(a).

Step 6. Continue steps 2 through 5 until termination.

Figure 5(b) shows the labeled nodule candidates. However, some V-shaped or Λ-shaped structures may be regarded as different nodule candidates. Thus, if the distance between any two labeled candidates is less than 15 mm and are connected in 3D space, these two candidates are merged together.

2.3 Nodule candidate classification

In the nodule candidate detection, most of the cylinder-like or ellipsoid-like structures could be detected. In other words, these candidates not only included the nodules but also vessels. Thus, in this study, we developed an ensemble classification algorithm to classify the candidates as nodules or non-nodules. To distinguish between them, six features were extracted including three geometrical features and three HU features. These features are described as follows:

A. Volume: volume of a candidate structure.

B. Compactness mean: mean value of the compactness measure of each slice of a candidate structure.

C. Sphere density: ratio of volume of a candidate structure and the volume of the minimal bounding sphere, defined as

$$sd = \frac{\text{volume}}{\frac{4}{3}\pi r_{\text{min}}^3},$$

where $r_{\text{min}}$ is the radius of the minimal bounding sphere.

![Diagram](a) (b)

Fig. 5. (Color online) Nodule candidate labeling. (a) Labeling process and (b) labeled nodule candidates.
D. HU mode: the mode of all voxel HU values in a candidate structure.

E. Mean of HU min: mean value of the minimum voxel HU among the corresponding location on the previous and next slices, defined as

\[ HU_{\text{min}} = \text{Avg}(I_{\text{min}}(x, y, z) \in \text{Candidate}), \] (7)

where \( I_{\text{min}}(x, y, z) = \min\{I(x, y, z-1), I(x, y, z), I(x, y, z+1)\} \), and the \( x, y, \) and \( z \) indices represent the voxel coordinate in a candidate structure.

F. HU skewness: the skewness of the voxels of a candidate structure, defined as

\[ sk = \frac{E[(I(x, y, z) - u)^3]}{E[(I(x, y, z) - u)^2]^{3/2}}, \] (8)

where the \( x, y, \) and \( z \) indices represent the voxel coordinate in the candidate structure, and \( u \) is the mean value of the structure voxels.

Training samples should be provided before the classification of nodules. However, the data usually exhibit a large imbalance in the distribution of the target classes. Specifically, there were more negative samples than positive samples. It was reasonable because the number of nodules was far less than that of the detected candidates. In such cases, maintaining the same percentage for each target class was important in the training process of a classifier. Otherwise, the classification model would trend to the negative target class.

To prevent this, we used a SOM network to select the negative samples. The goal of the SOM network is to make different parts of the network respond similarly to certain input patterns. Thus, the SOM network can form an abstract representation from the input space. In other words, the SOM neurons corresponding to the smaller selected samples can represent a mass of input samples. In this study, the input space is constructed from the negative samples. The number of neurons in the SOM network indicated the number of selected negative samples. After the training of the SOM network, these neurons could be used to represent the negative samples.

An ensemble classifier is used in this study to classify the candidate nodules as nodules or non-nodules. The proposed ensemble classifier consists of multilayer perceptron (MLP), SVM, and AdaBoost, as shown in Fig. 6. The features extracted from the candidate nodules are presented to the ensemble classifier. Three SOM-based selectors with different initial weights selected the proper number of negative samples. These negative samples are combined with the positive samples to form the training samples for the classifiers. Finally, a weighted voting method is utilized to determine whether the candidate was a nodule or not.
3. Experimental Results

To evaluate the performance of our proposed method, we used datasets from the National Institute of Health’s Lung Imaging Database Consortium (LIDC). The main benefit of this database is that the ground truth is provided by medical specialists; thus, we could verify the detection results efficiently. The LIDC datasets are stored in Digital Imaging and Communications in Medicine (DICOM) format. The size of the images was 512 × 512, with a slice gap of 1 mm. In this study, we used 31 CT scans including 7699 slices with 66 nodules. Nodules were found in each series.

In the effort to find the best parameters, the distribution of radii in all the nodules was investigated as shown in Fig. 7. From the figure, the average radius is about 4.6 mm, and most of the radii are less than 15 mm. Therefore, the maximum radius of a nodule is set to 15 mm in this study. These parameters were used in the lung contour correction and nodule candidate labeling. To verify the performance of the nodule candidate detection method, all 31 CT scans were presented to the algorithm. The results show that 59 nodule candidates were detected among 66 nodules. The seven failures were caused by the very low HU values of the nodules. The detection rate of the nodule candidates was about 89.39%.

To evaluate the performance of the proposed ensemble classifier, two hidden layers of 15 and 10 neurons were adopted in MLP neural network. The radial basis function kernel was used in the SVM classifier and the AdaBoost was composed of 100 weak classifiers. Sixteen CT scans including 40 nodules were used in training and 15 CT scans including 26 nodules were used in the test. In this study, we selected five sets of training data. The five negative sample sets were selected by the SOM network selectors with the number of neurons equal to 8 × 8, 9 × 9, 10 × 10, 10 × 10, and 10 × 10. The experimental results demonstrated a sensitivity rate of 100% and a specificity rate of 86.07%. The comparison results of the proposed method with other methods are listed in Table 1. From the table, it is clearly seen that our proposed method outperformed the other methods overall. The sensitivity describes the fraction of diseased patients who were correctly classified by radiologists, while the specificity describes the fraction of nondiseased patients who were correctly classified, defined as...
sensitivity = \frac{\text{true positive}}{\text{true positive} + \text{false negative}}, \quad \text{(9)}

specificity = \frac{\text{true negative}}{\text{true negative} + \text{false positive}}. \quad \text{(10)}

4. Conclusions

In this paper, we presented a method for lung-nodule detection in CT images based on an ensemble classifier. The proposed method includes lung parenchyma segmentation, nodule candidate detection, and nodule candidate classification. In this study, we used an adaptive thresholding methodology to segment the lung region and an ensemble classifier combining MLP, SVM, and AdaBoost to classify candidate nodules as nodules or non-nodules. The method was applied on datasets from the LIDC database to evaluate the performance. It was demonstrated that the overall performance of the proposed method is better than those of the other methods.

| Method | Sensitivity (%) | Specificity (%) |
|--------|----------------|-----------------|
| Our method | 100 | 86.07 |
| Böröczky et al.\textsuperscript{(12)} | 100 | 56.4 |
| Yeh et al.\textsuperscript{(24)} | 94.4 | 74.4 |
| Antonelli et al.\textsuperscript{(13)} | 92.5 | 83.5 |
| Lee et al.\textsuperscript{(14)} | 87 | 81 |
| da Silva Sousaa et al.\textsuperscript{(11)} | 84.84 | 96.15 |
| da Silva et al.\textsuperscript{(25)} | 70 | 100 |

Fig. 7. Distribution of the radii of nodules.
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