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\textbf{ABSTRACT}

Continued population growth and urbanization is shifting research to consider the quality of urban green space over the quantity of these parks, woods, and wetlands. The quality of urban green space has been hitherto measured by expert assessments, including in-situ observations, surveys, and remote sensing analyses. Location data platforms, such as TripAdvisor, can provide people’s opinion on many destinations and experiences, including UGS. This paper leverages Artificial Intelligence techniques for opinion mining and text classification using such platform’s reviews as a novel approach to urban green space quality assessments. Natural Language Processing is used to analyze contextual information given supervised scores of words by implementing computational analysis. Such an application can support local authorities and stakeholders in their understanding of—and justification for—future investments in urban green space.

1. Introduction

Urban Green Space (UGS) such as parks, woods, and wetlands represent a fundamental component of any urban ecosystem. In addition to the many ecological, economic, and psychological benefits, since the 1800s, UGS have been recognized for their ability to offer refuge from pervasive air pollution, and congestion [2, 10, 43]. Today, the ecological benefits of green in the city are well-documented, but there is also a growing body of evidence of its positive impact on human health and well-being [43]. Green space offers citizens more opportunities for social contact and stress relief—whether impromptu or planned [48]. Studies show UGS should be of critical importance to public mental health, especially from an urban planning perspective [21, 40].

For many citizens, UGS has become an extension of, or in many cases the replacement of, the traditional backyard, meaning more people are sharing less green space. Despite appeals for green space’s place in the city’s master plans and worldwide urban population growth, UGS has decreased in several cities [13, 19, 23, 33]. Lucrative urban development and construction are often to blame for its demise. To meet demand, studies have suggested the quality of green space significantly contributes to neighborhood satisfaction and well-being, independent of the quantity of green space [48]. How to measure the quality of UGS has been hotly debated in urban forestry and planning fields, with several attempts made to streamline and standardize quality assessments of UGS [6, 8, 18, 20]. However, with current methods relying on expert assessments, some warn it discredits the experience of local users; who are likely more qualified to assess their own UGS than outside experts [25].

The definition of quality UGS is still contested, and their role remains undervalued. Measuring UGS quality is also a tedious process; observational techniques are often criticized as they require extensive repeat measurements at the same location, incurring large time and cost expenditures [39]. Even when data is collected, it is quickly outdated, leaving progress out of reach [36].

How can a city ensure it provides safe, inclusive, high-quality UGS for all? Emerging technologies are gaining traction as a way to gain up-to-date information on—and engage local users in—the planning and improvement of UGS [14, 32, 17]. There are several quantitative approaches to analyzing UGS such as drones [31], satellite imagery [11], and Google Street View images [42], but there is a need for reproducible qualitative analysis. One such technology, Natural Language Processing (NLP), combines computer science and linguistics to understand the language in a piece of text. One of its applications, Sentiment Analysis (SA), can extract and categorize positive, negative, or neutral sentiment from a chunk of text. While NLP can work on any written text, performing SA on georeferenced crowd-sourced data sources such as TripAdvisor, Twitter, Yelp, Booking.com, and Airbnb have shown particular promise [5, 36, 26]. Applications range from understanding consumers’ attitudes toward their products to the socioeconomic status of communities to hospitality organizations’ performance [29, 30, 37]. It has been suggested that in most of these applications, sentiment analysis should become a complementary tool for quality assessment and evaluation [15].

TripAdvisor is a particularly popular platform with a rich
and publicly accessible database on attractions, destinations, and landmarks, including UGS [29]. While relevant to this research, studies of the demographic makeup of TripAdvisor are limited. Some groups are likely over- and/or under-represented on TripAdvisor, but it is still advantageous over population-based surveys, a costly and tedious method to acquire representative population samples. TripAdvisor offers a viable, complementary method to harvest local opinion and feedback on UGS.

This paper presents a novel NLP application using TripAdvisor to assess the quality of UGS. The corpus collected were TripAdvisor reviews of St. Stephen’s Green, the most popular public park in Dublin (Ireland). St. Stephen’s Green, in the middle of Dublin’s city center, is a 10-hectare park with over eight million visitors on an annual basis. The park has well-maintained facilities on the grounds, including over 3 km of walking paths and public restrooms inside the park. Experimental, computational analyses were implemented via two scenarios, and different phases have been included to address identifying the sentiment expressed in reviews. The proposed method allows the extraction and interpretation of sentiment with minimal human effort by applying Artificial Intelligence (AI) and Machine Learning (ML) algorithms. The contributions of this work are as follows:

- We present a novel application of NLP and text mining using TripAdvisor to assess the quality of UGS.
- We present how a self-contained sentiment analysis model can be implemented to evaluate people’s attitudes toward various entities given a class imbalanced issue.

The paper is organised as follows: some related work in the field of sentiment analysis and opinion mining is presented in Section 2; the proposed approach with its associated discussions is presented in Section 3; Section 4 shows the experimental results; Section 5 details the discussion; and Section 6 concludes the paper.

2. Related Work

The value of UGS remains underestimated due to a lack of information about what quality green space entails and how existing spaces within the city score on important social-quality parameters. Measuring the quality of UGS is a tedious process. Observational approaches are often criticized as they require extensive repeat measurements at the same location, incurring large time and cost expenditures [6, 39]. Even when data is collected, it is quickly outdated, leaving progress out of reach.

2.1. Web-based civic participation platforms

A recent improvement is web-based civic participation platforms. In an effort to gain insights into how people perceive a park’s quality, several cities have released apps. Amsterdam recently launched “MyPark”, an app that asks the user questions about specific areas of a specific park. Once the results are analyzed, the feedback is incorporated into a park redesign to better meet local user needs.

FixMyStreet is another example. The map-based app acts as a liaison between residents and their local authority on problems such as potholes and broken street lights needing their attention. The app was launched in the United Kingdom (UK) and has proliferated across the country. FixMyStreet also has an open-source platform that helps people run similar websites all over the world. Although mainly used for reporting common street problems, the app could also be used to highlight issues facing urban parks and woodlands.

2.2. Microblogging platforms

Microblogging platforms challenge users to summarise their thoughts in a limited amount of words. Twitter, arguably the world’s microblogging pioneer, allows 280 characters per post (or “tweet”), a recent upgrade from the iconic 140 characters they used to enforce. In her inspiring paper [39], Roberts proposes the use of crowdsourced, geo-tagged social media data, such as tweets, to inform how, when, and why people use UGS. This method overcomes some issues with previous approaches, such as report based methods, which are difficult to validate, and observational methods, which require multiple observations over different days and seasons to ensure reliability [39]. It can even be used to derive seasonal variation in physical activity in UGS [39]. Crowdsourcing data from Twitter offers an alternative as it is publicly available and instantly accessible, incurring no additional time or costs.

Yet, both web-based civic participation platforms and social media data face limitations. FixMyStreet, with over 12,000 reports sent to UK councils every month, has much less usability than Twitter, which recorded 17 million monthly active British users in the first quarter of 2018. It is unlikely any significant amount of these tweets are actually about issues on the street, but it is a much broader data source.

There are also socio-demographic concerns regarding the user base of both FixMyStreet and Twitter. In 2017, [34] analyzed over 30,000 FixMyStreet reports, compared them to a range of socio-demographic indicators, and revealed crowdsourced civic participation platforms tend to marginalize low-income and ethnically diverse communities.

In the same way, the elderly population, who show lower levels of engagement with these forms of technology, are disregarded explicitly in such research [4]. This is especially concerning as urban parks are supposed to be a shared public space for all ages. Roberts also reports Twitter data lacks demographic information about Twitter users such as their age, occupation, or ethnicity [39]. Although not crucial to determine opinions, these parameters are useful for further examination of where particular attitudes may originate. Evidently, there is a need for inclusive, unrestricted, unbiased, and freely-solicited opinions about UGS.

2.3. TripAdvisor

NLP is used to understand the language in a piece of text and reveal the sentiment behind it. The method combines
computer science and linguistics. In recent years, the popularity of virtual assistants like Siri, Alexa, and Google Home has accelerated the demand for voice user interfaces. And, as such, increased research on how computers understand speech and speak themselves.

NLP can also work on written text, like user-generated reviews on the world’s largest travel website, TripAdvisor. The open, online community reaches 390 million unique visitors each month and lists 465 million reviews and opinions about more than seven million accommodations, restaurants, and attractions in 49 markets worldwide. TripAdvisor is a treasure trove of sentiment. When writing a review, a reviewer is prompted to describe their first-hand experience causing both tourists and locals to flock to TripAdvisor to express their opinions. Whereas Twitter offers a platform for sharing an occasional opinion, TripAdvisor explicitly asks for the sentiment.

The overall user base of both TripAdvisor and Twitter is still poorly understood. In 2007, Gretzel [22] found frequent travel review readers tend to be younger, have slightly higher incomes, and are more likely to contribute to online content. They are also more likely to post reviews themselves. Thus, one could assume the reviewers share a similar demographic to the reader, at least in 2007.

Gender differences can also play a role. Blumenthal [3] found little to no gender differences amongst reviewers on TripAdvisor in 2014. Twitter, on the other hand, did exhibit gender differences. According to Statista, an online statistics, market research, and business intelligence portal, during a 2018 study period, 42.8 percent of global Twitter users were female, and 57.2 percent were male (Global Twitter User Distribution by Gender 2018 | Statistic, n.d.).

The use of Twitter tends to drop as age increases. In the United States, those under 50, especially those 18-29, are most likely to use Twitter. And only 6 percent of Twitter users constitute the 65+ age group. TripAdvisor’s TripBarometer report showed a slightly more even distribution of the travel site’s user base.

Research to validate these demographic claims is limited, and studies comparing TripAdvisor with Twitter’s user base are non-existent. Although some groups remain over- and/or underrepresented on TripAdvisor, it is advantageous over Twitter as it generally covers a broader demographic spectrum. In fact, the only known method to encompass a general population is population-based surveys, where an experiment is administered to a representative population sample. However, this process is costly and lengthy, and as such, TripAdvisor offers a viable, complementary method to harvest local opinion and feedback on UGS.

So far, sentiment analysis using TripAdvisor as a data source has only been applied in the hospitality and tourism sectors. Here, shallow NLP techniques are applied to extract sentiment [15] automatically. These simple expressions, which are derived from the reviews, can be used to evaluate the quality of hotels or restaurants. García-Barriocanal’s preliminary study [15] was able to identify emotion types with reasonable effectiveness and suggested sentiment analysis using TripAdvisor reviews should become a complementary tool for hospitality evaluation.

2.4. Supervised Text Classification

Sentiment classification is an example of a supervised machine learning task, a process of assigning text documents into two or more predefined classes. In this process, an algorithm takes any observation (text document) as input and assigns a label from the class labels [16, 24]. Different data-driven supervised approaches have been used to deal with such a classification problem. Sentiment classification has raised much attention in recent years and has undergone many changes. Generally speaking, three techniques can be used to construct a sentiment lexicon, i.e., dictionary-based, corpus-based, and hybrid methods. Dictionary-based methods use word matching based on the lexicon. However, since sentiment words in the lexicon might be difficult to recognize, many texts cannot be analyzed by utilizing such classifiers. Corpus-based methods use labeled data, and lexicons are not effectively taken into account in such approaches. To alleviate the discussed shortcomings, a hybrid approach (i.e., a combination of machine learning methods and lexicons) can help improve the sentiment classification performance. Since the text classification problem is a supervised learning task in which the class observations is predicted based on some feature values, a wide range of ML algorithms (e.g., Support Vector Machine (SVM) [12, 1], Naive Bayes (NB) [12, 38], decision tree [12], random forest [12, 1], logistic regression, and neural networks [27, 47, 9, 7]) can be incorporated.

As explained, in this work, people reviews as to UGS are taken into account. These texts are unstructured; thus, manually analyzing them can be tedious and time-consuming. In this type of data mining, people’s opinions, sentiments, and attitudes are analyzed. The main objective is to computerize the process of reading reviews and evaluate them. It should be mentioned that the most crucial task in sentiment analysis is the pre-processing phase, including different operations. Due to differences in data characteristics, these tasks might differ from one sentiment analysis approach to another. Because of the complexity of feature dependency, ML methods may achieve different results. Given this work’s characteristics, we aim to propose an appropriate approach to deal with various issues to be explained next. It is worth mentioning that a self-contained model consisting of multiple phases is implemented in this paper. In the last stage of the model (the classification phase), different ML algorithms are tested, and their corresponding results are compared.

3. Method

There have been different approaches to perform sentiment analysis. However, choosing a proper method is highly related to the nature of a given work. This paper analyzes people’s opinions and sentiments to identify different positive and negative polarities on urban green space. Different from book articles and news reports, review texts are
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Figure 1: Four phases of the sentiment analysis model used in this work.

often short and ambiguous. Various models, i.e., fully supervised and semi-supervised methods, have been considered to analyze review comments. The methods in the former category use manually labeled data. Their approach is very time-consuming to create lexicons manually. Some specific supervised methods have been introduced to train sentiment classifiers on emoticons and hashtags. Because of such shortcomings, a semi-supervised model has been considered in this paper. It should be noted that the classification phase of the model is based on a supervised technique, while an unsupervised method is used in the pre-processing phase of the model. Most of the concerns related to opinion mining and sentiment analysis of reviews can be addressed by implementing effective pre-processing techniques. However, there are no effective pre-processing methods for all datasets and algorithms. For instance, in this work, we deal with an imbalanced classification issue since most comments in the dataset used are positive. A multi-layer approach consisting of different phases (i.e., web scraping, data cleanings, imbalanced classification, and supervised ML) is implemented to address all concerns. Fig. 1 illustrates different phases of the proposed model. The following sections present all details regarding each stage of the model.

3.1. Data Extracting

TripAdvisor reviews for St. Stephen’s Green (Dublin, Ireland) were scraped using Selenium and Python. The pseudo-code is presented in Algorithm 1. The reviews were subsequently processed to focus on English texts, because of the mass availability of English language text analysis tools and dictionaries. The reviews were collected from the period of May, 2006 to November, 2020, for a total of 16,613 reviews; in contrast, Dublin’s second most popular park had 4,753 reviews for this time period. Of the St. Stephen’s Green reviewers, 5,622 were from the United States, 3491 were from Ireland, 2,835 from the United Kingdom (UK), 796 from Canada, 483 from Australia, 105 from Germany, 92 from the Netherlands, 91 from South Africa, 48 from New Zealand, 43 from Denmark, 39 from Greece, 32 from United Arab Emirates, and 30 from China. The remaining 2,906 reviewers were from other countries, had misspelled their country, or left their location blank.

The following review fields were extracted: review-title (written title of review); review-body (written review about the destination); rate-value (1 is the lowest evaluation, 5 is the best); review-location (where a reviewer is from); and review-date (date review was written). Only review-body and rate-value data fields were used in this experiment. This dataset can be considered as a sequences of text, i.e., \( D = \{X_1, X_2, ..., X_n\} \) where \( X_i \) refers to the \( i^{th} \) review. Each review is also labeled as positive or negative, depending on its corresponding rate value.

3.2. Pre-processing

As the quality of data affects the analysis, it is essential to employ a data pre-processing procedure. To that end, feature extraction was performed, and a structured set from the reviews is created for the model-training purposes. A dimensionality reduction operation is also considered by applying the Term Frequency-Inverse Document Frequency (TF-IDF) technique [45]. These pre-processing steps help us convert unstructured text sequences into a structured feature space. Data cleansing operations were performed, and punctuations and stop words were omitted. To make transformations (removing punctuations, stop words, and other cleansing operations) implemented in this work, libraries from the Natural Language Toolkit (NLTK) were used. This Python library has been written for modeling text and provides various tools for loading and cleaning texts. This library’s different functions were used for filtering punctuation, stemming, normalizing, extracting text from HTML, decoding Unicode characters, locating typos, and handling numbers.

Data normalization techniques (e.g., Stemming and Lemmatisation) were applied, each review was converted to a numeric representation (corpus), and the \( n \)-grams approach (with two different measures like Word Counts and TF-IDF) was implemented. The former is based on mapping more than just one word (unigrams) onto the corpus. We have also included word counts into our model. To that end, the number of times a given word or a sequence of words appear is counted. The latter, term TF-IDF, is a weighting measure to be used instead of word count representations. This measure is considered to lessen the effect of implicitly common words in the corpus. The weight of a term in a review can
be defined as:

\[ w(r,t) = TF(r,t) \times \log \left( \frac{n}{df(t)} \right) \]  

(1)

where \( n \) is the number of reviews and \( df(t) \) is the number of reviews consisting of the term \( t \) in the corpus.

Negation handling could be another challenging task for sentiment classification. However, since we deal with a two-class classification task, such concern can be easily addressed. The model negates the predicted class of observations, as there are only two classes to choose from. Such negation recognition can be a complicated process in cases where there are more than two possible classes. In our case, the negation handling procedure is considered as an Exclusive-OR problem. As far as the negation scope detection is concerned, different negation keywords are defined, and the regular expression-based NegEx method is used. Moreover, the negation implicitness is captured via n-grams.

Although the dataset has been cleaned after performing the explained operations, there is still a considerable concern. The most challenging data pre-processing task in this work is an imbalanced class issue. This procedure is usually regarded as a pre-processing task; however, we consider it as a separate task to be explained next due to its importance in our work.

### 3.3. Imbalanced Handling

The observations that were labeled as negative are relatively rare as compared to the positive class (less than 10%). Positive and negative labels are determined according to the reviewers’ ratings. Should a rating be higher than four, the corresponding review is considered as a positive one; otherwise, it is treated as a negative review (Table 1).

Hence, we face an imbalanced classification issue. In other words, positive class (the majority) outnumbered negative class (the minority), and both classes do not make up an equal portion of our dataset. The conventional classifiers such as Decision Tree ([41]) and Logistic Regression ([35]) do not accurately measure model performance when faced with imbalanced datasets. They usually have a bias towards the majority class, and the minority class observations are treated as noise. To handle this issue, an SVM that performs well against highly imbalanced datasets are used to train our model. This classifier is also equipped with a class weight measure to alleviate the situation. Moreover, a separate imbalanced classification phase is embedded into the model. In doing so, different types of algorithms, i.e., multi-task learning [28], adaptive sampling [44], and synthetic oversampling method [46], were integrated and tested.

Generally speaking, there are two distinctive approaches for handling the mentioned issue: 1) skew-insensitive techniques and 2) re-sampling approaches. The former deals

---

**Algorithm 1:** Pseudo-code for extracting Tripadvisor reviews

```python
Input: CSV file ← [Score, Date, Title, Review]; driver ← webdriver.Chrome();
Fn ← Selenium.find_element_by_xpath; URL ← https://www.tripadvisor.ie/*_st_steps_green

Output: Review Comments

1 # Exception Function
2 try:
3     driver.find_element_by_xpath(xpath)
4 except NoSuchElementException:
5     return False
6 return True
7 n = number of web pages;
8 # HTML elements
9 e_0 = 'taLnk ulBlueLinks'; e_1 = 'ui_bubble_rating bubble_'; e_2 = '_34Xs-BQm'; e_3 = 'glasR4aX'; e_4 = 'IRsGHzoPm'; e_5 = 'Dq9MAugU T870kzTX LnVzGwUB';
10 for i ← 1, 2, ..., n do
11     if ExceptionFunction("//span[@class = e_0]") then
12         driver.Fn("//span[@class = e_0]").click();
13     end
14     df ← driver.Fn("//div[@class = e_3]");
15     num ← len(df);
16     for j ← 1, 2, ..., num do
17         Score = df[j].Fn("//span[contains(@class, e_1)]").get_attribute("class")
18         Date = df[j].Fn("//span[@class = e_2]").get_attribute("title");
19         Title = df[j].Fn("//div[@class = e_3]").text;
20         Review = df[j].Fn("//q[@class = e_4]").text.replace("n","");
21     end
22 end
23 Return: Score, Date, Title, Review.
```
with a class imbalanced problem by assigning a cost measure to the training data. The latter adjusts the original dataset such that a more balanced class distribution is achieved. Resampling methods ([46]) have become standard approaches and have been dominantly utilized recently. They can be classified into different categories, e.g., sampling strategies, wrapper approaches, and ensemble-based methods. Implementing a proper method is crucial; otherwise, it can be problematic, e.g., data loss and overfitting, and can result in a poor outcome. This phase aims to balance class distribution relatively. As stated, three different techniques have been tested. We have found that a synthetic oversampling algorithm ([46]) performs better than the other two methods (i.e., adaptive sampling and multi-task learning). It is worth mentioning that the two other methods used are also computationally expensive. The synthetic oversampling algorithm creates synthetic samples based on the nearest neighbor approach. By implementing the method, Failure class instances are synthetically created, and the distribution is more balanced. The procedures are as follow:

- Let \( A \) be the set of all elements of the minority class. The algorithm detects \( k \)-nearest neighbors of all observations \( S \in A \) of this class. In doing so, the Euclidean distance between each observation and other elements is measured.

- A sampling rate (e.g., 60%) is defined based on the imbalanced proportion. Given such a pre-defined rate, 60% of \( k \)-nearest neighbors of each observation in the minority class are randomly selected. Let \( A' \) be the set of \( k \)-nearest neighbors.

- For each element in the obtained set \( S' \in A' \) the following formula is used to create new samples.

\[
S_{\text{new}} = S + \alpha \ast |S - S'| \tag{2}
\]

where \( \alpha \) is a random number between 0 and 1.

The pseudo-code of the procedure integrated into the model to handle class imbalanced issue is presented in Algorithm 2.

### Algorithm 2: Pseudo-code for handling class imbalanced issue

**Input:**
- \( m \rightarrow \) number of minority class observations;
- \( r \rightarrow \) amount of over-sampling (%);
- \( k \rightarrow \) number of neighbors;

**Output:** \( r \ast m \) synthetic observations

1. # Exception Function
2. \( f = \text{len(features)} \) # number of features;
3. \( S \leftarrow \{} \) # observations in the minority class;
4. \( S' \leftarrow \{} \) # synthetic observations;
5. \( \Gamma \leftarrow \{} \);
6. for \( i \leftarrow 1, 2, ..., m \) do
7.  \( D \leftarrow \) Compute Euclidean distance;
8.  \( D\text{.sorted()} \# \text{ sort in an ascending order} \)
9.  \( \text{Index} \leftarrow \text{Find } k\text{-nearest neighbors and indices} \)
10. \( \Gamma\text{.append} (\text{Index}) \)
11. \( \text{Populate} (i, \text{r, Index}) \)
12. end
13. \( p \leftarrow \) a number between 1 and \( k \)
14. \( \alpha \leftarrow \) a number between 0 and 1
15. for \( j \leftarrow 1, 2, ..., f \) do
16.  \( \Lambda = S[j] - S'[j] \);
17.  \( S_{\text{new}}[j] = S[j] + \alpha \ast \Lambda \);
18. end
19. Return \( S'_{\text{new}} \)

After all operations explained above are done, three more steps are required before the pre-processed data is given to a supervised algorithm.

1. Tokenisation: each review is broken into words (called tokens).
2. Vectorisation: each review is converted into a numeric representation (called corpus).
3. Transformation: each review is transformed into one row (including 0 or 1) where 1 is the word in the corpus corresponding to that column appearing in that review.
3.4. Supervised Learning

Text normalization was used to convert text into more convenient, standard forms. Tokenisation was used to separate words from running text. Each review has a rate_value between 1-5. Any rate_value of 1, 2, and 3 is considered a negative review; 4 and 5 are considered a positive review. Thus, there are two classes in this work, as the methods implemented are binary classification models. Then tokenized words are converted into a numeric representation, a process known as vectorization. After the data is processed, two approaches were applied: unigrams and n-grams. An n-gram is a contiguous sequence of n words collected from our reviews. When n is equal to 1, it refers to as a unigram. Their corresponding models are probabilistic language models for predicting every word’s ratio (in a unigram approach) or sequence of words (in an n-gram approach). After all the described operations are done, the pre-processed data is trained on a supervised ML method, i.e., SVM.

SVM is incorporated as a discriminative classifier for document categorization in this work. As explained in the prior section, it is less sensitive to the class imbalanced problem. This technique is based on the Structural Risk Minimisation principle. SVM’s task is to learn and generalize an input-output mapping by finding separation between hyperplanes defined by classes of data. In our case, the set of reviews is the algorithm input, and their respective labels are the output. SVM searches for a separating hyperplane, which separates positive and negative reviews from each other with maximal margin; in other words, the distance of the decision surface and the closest review is maximal (Fig. 2).

Let \((x_1, y_1), (x_2, y_2), ..., (x_n, y_n), y_i \in \{\text{positive, negative}\}\) be our training observations. The SVM classifier is implemented by solving the following optimisation problem:

\[
\text{maximise} \sum_{i=1}^{n} \mu_i - \frac{1}{2} \sum_{i,j=1}^{n} \mu_i \mu_j y_i y_j \phi(x_i, x_j) \tag{3}
\]

\[
f(x) = \sum_{i=1}^{n} y_i \mu_i \phi(x_i, x_j) + \xi \tag{4}
\]

\[\forall i : 0 \leq \mu_i \leq C \text{ and } \sum_{i,j=1}^{n} \mu_i y_i = 0\]

where \(\phi\) is a pisa kernel function, \(\mu\) is a weight value, \(\xi\) is a threshold and \(C\) is a misclassification cost. The algorithm offers an optimal hyperplane, which is a decision boundary between the two classes.

4. Results

Supervised machine learning approaches are about conducting algorithms that precisely project a given input features to an output space. Each of these methods operates in two stages. First, an algorithm is trained based on a training dataset. Then, the algorithm is evaluated over various metrics based on a test dataset. Splitting the dataset is essential for an unbiased evaluation of prediction performance. Hence, the dataset used in this work was divided into two subsets. The testing dataset includes 3000 reviews, consisting of 2714 positive and 286 negative comments. As explained above, this dataset is used for the evaluation of all models implemented in this work. It should be mentioned that the imbalanced handling phase is implemented when the training data is fitted.

Given the above discussion, the training set was applied to train models. Computational analyses were implemented based on two scenarios, i.e., a traditional approach and the model proposed in this work. Both scenarios include all the data handling steps explained earlier, i.e., data pre-processing and supervised learning. However, our proposed model includes an additional imbalanced handling phase described in the previous section. As far as the first scenario is concerned, various supervised algorithms, including Deep Neural Network (DNN), Recurrent Neural Network (RNN), Quadratic Discriminant Analysis (QDA), and Random Forest (RF), are tested and their results are compared with the proposed model.

Given the extracted features, all the mentioned algorithms were fitted. After training all models, we have evaluated them to verify their applicability. Understanding how a model performs is essential to the use and development of text classification methods. To do so, the area under the Receiver Operating Characteristics (ROC) curves are used for comparing the accuracy of algorithms. These curves reveal a trade-off between the true positive rate and the false positive rate. The evaluation metric is based on a confusion matrix that comprises true positives (TP), false positives (FP), false negatives (FN), and true negatives (TN). The significance of
these four elements may vary based on the classification application. In this work, the fraction of correct predictions overall predictions is considered.

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (5)
\]

Fig. 3 illustrates the ROC curve given the proposed model in this paper with and without the imbalanced handling phase. As shown, the model’s predictive accuracy, assessed using the area under the curve (AUC), is over 97%. The confusion matrix is also presented in Fig. 4.

As stated, the proposed model has been experimentally validated and compared with four different approaches. Their corresponding performances have been evaluated according to their classification accuracies. The results are depicted in Fig 5. The ability of each method to accurately predict the correct class is measured and expressed as a percentage. ROC curves have been used to determine the predictive performance of the examined classification algorithms.

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (5)
\]

The area under a ROC has been considered as an evaluation criterion to select the best classification algorithm. When the area under the curve is approaching 1, it indicates that the classification was carried out correctly. We have also tested three more metrics, i.e., Precision, Recall, and \(F_1\)-Score (Table 2). The Recall metric is the measure of the correctly predicted positive reviews from all the actual positive ones (Recall = \(TP / (TP + FN)\)). Hence, it is a good indicator for evaluating models (given the cost of False Negatives) dealing with the imbalanced class issue.

All experimental results show that our proposed model is superior to those tested. The additional imbalanced handling phase incorporated improves the fit of the model.

5. Discussion

TripAdvisor reviews reveal a treasure trove of global, comparative data. To date, no other crowdsourced data was widespread enough to allow for such comparison between green spaces, both within the city and beyond. The most common criticism of observational approaches was time and cost expenditures spent on repeat measurements at the same locations ([6]). Like TripAdvisor, Twitter-based methods overcame this hurdle; tweets can be captured easily and frequently, offering greater measurement and (even longitudinal) analysis opportunities, saving time and costs ([39]). However, TripAdvisor, for a city’s most popular parks, offers more data. The TripAdvisor reviews collected for this study
averaged out to be 80 reviews/month/park for St. Stephen’s Green. Roberts ([39]) study collected about 11 tweets/month/park acting as "ground agents" and providing valuable insights directly from the front lines. In this regard, citizens' insights are a goldmine of data that organizations can use to make their cities smarter. The results presented in this paper hold the potential to harness those opinions and give urban planners and local authorities greater choice to identify, analyze, and improve the sentiment behind specific UGS, and allow UGS comparisons between cities worldwide.

6. Conclusions

Research to inform both policy and design of UGS is critical to protect these vulnerable areas while simultaneously ensuring access to the potential health and well-being benefits these spaces provide. Green spaces play a pivotal role across all aspects of city life, and as cities densify, the importance of accurately and effectively measuring the quality of UGS has never been greater.

This paper presents an experiment's results to use NLP to extract citizen opinion on the quality of UGS, a highly novel application of automatic text classification on TripAdvisor reviews. The results indicate that the proposed method performs better, at 97 accuracy, which is better than other approaches tested in this work.

Citizens, collectively, can enact meaningful change by leveraging machine learning techniques for opinion mining and text classification, hundreds of thousands of source reviews. The accessibility of the reviews makes the proposed method highly scalable—especially for popular parks. In Dublin, 33 of its 50 parks are listed on TripAdvisor. However, besides the most popular St. Stephen’s Green (16,613 reviews), Phoenix Park (4,753 reviews), and St. Anne’s Park (244 reviews), the remaining 30 parks have 1-66 reviews. Worldwide, thousands of UGS, from large to small, are listed on TripAdvisor. However, Dublin follows a similar pattern as other cities, where the most popular parks have significant reviews, and the lesser common parks have significantly fewer reviews. Therefore, we suggest the proposed method to be used only on a city’s most popular parks, as a proxy for UGS in cities, and then compare UGS between cities worldwide. By leveraging machine learning techniques for opinion mining and text classification, hundreds of thousands of opinions previously overlooked can now be heard in an effort to improve these vulnerable public spaces.
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