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Abstract: The energy sector is regarded as a key driving force for all other sectors in the economy. This can be attributed to oil being the global main source of energy as well as oil prices having a significant impact on financial markets and world economies. With the emergence of relatively free oil markets, prices are vulnerable to high shifts resulting in increased exposure to price risk. This research project focuses on the oil markets with two main oil price benchmarks being used: Brent blend of Europe and WTI of United States of America. As opposed to estimating a single distribution for the entire return series generating process this research project focuses on the tails of the distributions using limit laws from the Extreme Value Theory. A two stage GARCH-EVT approach is preferred in the study. The focus is on the peak over threshold method for analysing the generalized Pareto distributed exceedances over some significantly high threshold. The results of this study reveal that oil prices are highly volatile, heteroscedastic and fat-tailed. In addition the GPD fits the tails adequately well and is used to estimate associated tail risks at sufficiently high probabilities.
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1. Introduction

The oil market is arguably one of the largest commodity markets in the world. This can be attributed to oil being the main source of energy globally. Financial analysts believe that oil price fluctuations have considerable consequences on businesses, governments and the global economic activity. [14] argues that changes in oil prices have an impact on economic activity. Economies that depend on oil for industrial purposes experience significant uncertainty during periods of high volatility resulting in high volatility of exports and consequently government revenues. For instance, higher crude oil prices contribute to inflation and results to recession in oil-consuming countries.

The collapse of OPEC-administered pricing system in 1985 led to the rise of competition and de-regulation resulting in relatively free oil markets characterized by high degree of price volatility. [16] noted that since 1986 the trend in oil prices has significantly changed from what happened prior in that large price decreases are common. Oil price shifts could result from reasons such as OPEC policies, imbalances between physical supply and demand as well as war and political uncertainty in oil producing countries. [8] show the impact of oil-related events to oil price volatility. Their results indicate that the impact of the global financial crisis on oil price returns is significantly negative, while the impact of the Libyan war and hurricanes is significantly positive. However, the reactions of oil price returns to different OPEC production announcements are inconsistent.

Oil price risk is a major risk faced in the oil markets. This refers to the probability of loss occurring from adverse movements in the market price of crude oil. As a result, risk managers are faced with the challenge of implementation of effective risk models that have the capability to allow for rare events. The risk of extreme events is related to the tails of a distribution. Thus, a crucial challenge in getting good risk measure estimates is to be able to estimate the tail of the underlying distribution as accurately as possible. The value-at-risk (VaR) approach is used mainly for risk management as it measures the worst anticipated loss over a period for a given probability and under normal market conditions.

2. Related Works

Similarly to the stylized facts of financial time series, oil prices have been shown to possess unique properties. [7] show that oil prices exhibit excess kurtosis and that volatility clusters over time. In addition, like other financial time series, crude oil series are characterized by fat tail distribution, volatility clustering, asymmetry and mean...
reversion [11]. The implication of excess kurtosis is that there is more mass in the tail areas than can be explained by the normal distribution.

[3] Quantified risk using VaR on Brent crude oil prices. They presented three kinds of VaR methods i.e. the historical simulation standard approach, the historical simulation with ARMA forecasts (HSAF) approach and the semi-parametric GARCH approach. They argue that although the historical simulation approach does not depend on any distribution of the underlying returns, the approach assumes that what happened in the past is a reflection of what will happen in the future. However, this may not necessarily be the case within the dynamic oil markets. Future risks may not necessarily be the same as historical risks more so in the case where high price shifts are observed. They further noted that the largest source of error in the parametric approaches used in their study was the assumption that returns are normally distributed.

EVT has been widely used in various fields among them including finance [4]. It is important to note that EVT assumes the data under study are independently and identically distributed. A stylized fact of financial log-returns is that they tend to exhibit dependence in the second moment. In order to assess the risk of many financial transactions, estimates of asset return volatility are required. [13] suggest a two stage approach to address dependence of observations in applying extreme models to estimate tail risk.

First, fit a GARCH-type model to the returns data by quasi-maximum likelihood. The second stage of the approach is to apply EVT to the GARCH residuals. As opposed to EVT, GARCH models do not focus directly on the tail returns. Instead by acknowledging the tendency of volatility to be time dependent, GARCH models explicitly model conditional volatility as a function of past conditional volatilities and returns [12].

Asymmetric GARCH models are used to explore the probable existence of leverage effects. Leverage effect refers to negative and positive shocks having varied impacts on volatility i.e. negative correlation between volatility and returns. This is an important aspect that must be incorporated if present. [11] used the univariate GARCH models to measure uncertainty associated with Brent crude oil prices. The preferred model was a symmetric GARCH (1,3) as asymmetric leverage effects were not found. [15] compared the performance of both symmetric and asymmetric volatility models for oil price using daily returns of WTI. Their findings indicate that, based on the appropriate model selection criteria, the asymmetric GARCH models appear superior to the symmetric ones in dealing with oil price volatility.

Financial disasters in the past have shown that indeed billions of dollars can be lost because of poor supervision and management of financial risks [6].

As opposed to other models that focus on the entire distribution, EVT focuses on the tail distribution of the returns. It provides a flexible and simple parametric model for capturing tail related behaviours. For that reason, it is not surprising that the extreme value based VaR is superior to the traditional variance-covariance and non-parametric methods in estimating extreme risks [1].

The link between EVT and risk management is that EVT methods fit extreme quantiles better than the conventional approaches for heavy-tailed data [6]. The main objective is to quantify the outcomes of a stochastic process which have a small probability of occurrence whose effects are severe. VaR describes the loss that can occur over a given period at a given confidence level, due to exposure to market risk.

3. Methodology

[5] suggested the ARCH model as an alternative to the standard time series treatments that cannot adequately explain the property of heteroscedasticity. The AR comes from the fact that these models are autoregressive models in squared returns. The conditional comes from the fact that in these models, next period’s volatility is conditional on information this period.

[2] extended the ARCH model of [5] to the generalized ARCH (GARCH) model. The virtue of this approach is that a GARCH model with a small number of terms appears to perform as well as or better than an ARCH model with many terms. In a GARCH model, returns are assumed to be generated by a stochastic process with time-varying volatility. This implies that the conditional distributions change over time in an auto-correlated way and the conditional variance is an autoregressive process. GARCH models provide an accurate assessment of variances and covariances through their ability to model time-varying conditional variances as they assume that the conditional variance is a deterministic linear function of past squared innovations and past conditional variances. A GARCH (p,q) model takes the form

\[ \sigma_t^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i \varepsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j \varepsilon_{t-j}^2 \]  

(1)

Where \( Z_{t} \) is a sequence of i.i.d random variables and

\[ \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j < 1 \]

to ensure stationarity of the volatility process.

\[ \alpha_i \geq 0, \beta_j \geq 0 \]

The non-negativity restrictions on the parameters \( \alpha_i \) and \( \beta_j \) ensure positivity of the variance \( \sigma_t^2 \).

The lag length of the GARCH model is selected by the use of the Akaike Information Criterion (AIC) which is a penalizing criterion.

The model with the lowest AIC value is selected to model the volatility process.

Modelling time series with leptokurtic characteristics and volatility clusters has been widely studied leading to
extensions of the initial GARCH model proposed by [2]. One particular characteristic of the standard GARCH model is that it assumes positive shocks are equal to negative shocks of the same magnitude thereby having the same effect on volatility. (The signs of innovations have no effect on conditional volatility as only the squared innovations enter the conditional variance equation.)

This aspect is referred to as the leverage effect.

In accounting for conditional heteroscedasticity in oil return series it is important to take account of any present leverage effects to avoid biased and misleading results [15]. This study uses the asymmetric GJR-GARCH to check for leverage effect.

The volatility process of the GJR-GARCH model is given by:

$$\sigma_t^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i S_{t-i}^- + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^2$$  \hspace{1cm} (2)

Where,

$$S_t^- = \begin{cases} 0, & \alpha_t < 0 \\ 1, & \alpha_t \geq 0 \end{cases}$$

The supposed effect of the returns on the conditional variance $\sigma_t^2$ is different according to the sign of the innovation $\alpha_t$. Hence the reason why the variable $S_t^-$ is introduced to the model. This implies that the model accommodates the presence of leverage effect.

Diagnostic tests for the selected GARCH model is done through checking for serial correlation in the standardized residuals of the selected model.

$$(Z_1, Z_2, ... Z_t) = \left( \frac{Y_1 - \bar{\mu}_1}{\sigma_1} \ldots \frac{Y_t - \bar{\mu}_t}{\sigma_t} \right)$$

These should be i.i.d.

**Distribution of exceedances**

The peaks over threshold method is demonstrated in figure 1. The method models the exceedances above a sufficiently high threshold $u$.

![Figure 1. Peaks over threshold method.](image)

Let $X_1, X_2, ... X_n$ be a sequence of i.i.d random variables from an unknown distribution function $F$. The interest is in estimating the distribution function $F_u$ of the excess values of $X$ over a high threshold $u$. Let $X_r$ be the finite or infinite right endpoint of the distribution $F$.

Then the conditional distribution function of the excesses over the threshold $u$ can be defined by:

$$F_u(y) = P(X - u \leq y|X > u), \hspace{1cm} 0 \leq y \leq x_F - u$$

$y = x - u$ are the excesses and $x_F \leq \infty$ is the right endpoint of $F$; that is

$$F_u(y) = \frac{F(u+y)-F(u)}{1-F(u)} = \frac{F(x)-F(u)}{1-F(u)}$$  \hspace{1cm} (4)

**Theorem:** For a certain class of distributions, Balkema and De Haan (1974) and Pickands (1975) showed that the Generalized Pareto Distribution (GPD) is the limiting distribution for the distribution of excesses as the threshold tends to the right endpoint.

$$F_u(y) \approx G_{\xi,\beta}(y), u \to \infty$$

The GPD is given by:

$$G_{\xi,\beta}(y) = \begin{cases} 1 - \left(1 + \frac{y}{\beta}\right)^{-1/\xi} & \text{if } \xi \neq 0 \\ 1 - e^{-y/\beta} & \text{if } \xi = 0 \end{cases}$$  \hspace{1cm} (5)

For $y \in [0, (x_F - u)]$ if $\xi \geq 0$ and $y \in [0, -\beta/\xi]$ if $\xi < 0$.

However, the choice of a threshold is crucial. There is a challenge between setting a high threshold value that reduces the sample size to an insufficient level to meet the asymptotic properties or setting a low threshold level that ends up with a sizeable sample size but with more of the non-extreme values in the estimation. Various methods can be considered when selecting an appropriate threshold. One of the methods is the graphical representation. The empirical mean excess function which refers to the sum of excesses over threshold $u$ divided by the number of data points exceeding the threshold is defined as:

$$e(u) = E(X - u|X > u)$$

$$\hat{e}_n(u) = \frac{\sum_{i=1}^{n} (X_{i+1}-u) 1\{X_i > u\}}{\sum_{i=1}^{n} 1\{X_i > u\}}$$

A plot of the mean excess function is used where an appropriate threshold is selected at the point the plot tends to be linear and positively sloped.

Upon selection of an appropriate threshold the returns can then be modelled using the GPD with references to the following equations.

$$\hat{F}(x) = (1 - F(u)) G_{\xi,\beta}(X - u) + F(u)$$  \hspace{1cm} (6)

$F(u)$ can be approximated non-parametrically by:
\[
F(u) = 1 - \frac{N_u}{n}
\]

\(N_u\) represents the number of exceedances above the threshold \(u\) and \(n\) represents the sample size.

Solving for the distribution \(F(x)\) we obtain:

\[
F(x) = \frac{N_u}{n} \left( 1 - \left( 1 + \frac{\xi}{\beta} (x - u) \right)^{-\frac{1}{\xi}} \right) + \left( 1 - \frac{N_u}{n} \right) (7)
\]

\[
F(x) = 1 - \frac{N_u}{n} \left( 1 + \frac{\xi}{\beta} (x - u) \right)^{-\frac{1}{\xi}} (8)
\]

Inverting equation 8 for a given probability \(p\) we have the value at risk given by:

\[
VaR_p = u + \frac{\beta}{\xi} \left( \frac{n}{N_u} p \right)^{-\frac{1}{\xi}} - 1
\]

This study focuses on estimating price risk with a focus on the oil market. Extreme Value modelling provides a statistically justifiable model to capture the tails of the underlying data generating process.

The volatility model is combined with EVT to estimate conditional extreme quantile over a one day period. The expected shortfall is a measure used to quantify the worst loss given that the value at risk was exceeded.

\[
ES_p = VaR_p + E(X - VaR_p | X > VaR_p)
\]

4. Empirical Results

The data used in the study consists of daily prices of two main benchmarks (WTI and BRENT Blend) for the period 1986-2015.

4.1. Data Exploration

![Figure 2. Trends in crude oil prices.](image)

![Figure 3. WTI and Brent return series.](image)
Both return series exhibit a kurtosis greater than that of a normal distribution and negative skewness. The implication of excess kurtosis is that there is more mass in the tail area than can be explained by the normal distribution. Similarly negative skewness indicates that the left tails tend to be heavier than the right tails.

The Akaike’s Information criterion (AIC) was used to select the best model based on the lowest value obtained. The GARCH (1, 1) model was selected as presence of leverage effects was not detected through the asymmetric GJR-GARCH (1, 1) model.

The estimated GARCH(1,1) model parameters are presented in table 2.

At 5% level of significance all parameters were found to be significant. The standard GARCH(1,1) model yielded the smallest AIC indicating that it is adequate in describing the volatility process of both return series. The estimated leverage effect in the GJR-GARCH model was found to be positive and insignificant at 5% level of significance.

The GARCH(1,1) model is thus found to be adequate in describing the volatility process.

Correlograms of the standardized residuals and squared standardized residuals revealed absence of serial correlation. The standardized residuals are found to be i.i.d.

4.2. Extreme Value Theory

To capture for the asymmetry in the tails, we analyse the tails separately as the left and right tail as per [10]. Appropriate threshold levels are selected using the sample mean excess plots. The values from which the plots tend to linearity and a positive slope are selected. The selected thresholds, number of exceedances and estimated generalized pareto model parameters are presented in tables 3 and 4.

Figure 5 and 6 shows the fit of the exceedances to the fitted GPD model for the right and left tails respectively for both data series. The plots exhibit a generally good fit to the exceedances on the estimated model for the tails in both data series. The points on the qq plot lay on the straight line representing the estimated model indicating a good fit.
Table 3. Estimated GPD parameters for Brent right and left tails.

| Threshold | No. of exceedances | $\xi$   | $\beta$     |
|-----------|--------------------|---------|-------------|
| Right tail| 1.3                | -0.2409| 1.086289    |
| Left tail | 1.5                | 0.0381 | 0.593869    |

Table 4. Estimated GPD parameters for WTI right and left tails.

| Threshold | No. of exceedances | $\xi$   | $\beta$     |
|-----------|--------------------|---------|-------------|
| Right tail| 1.1                | 0.0771 | 0.654628    |
| Left tail | 1.1                | 0.1839 | 0.591118    |

Table 5. Estimated risk measures for WTI left and right tails.

| Probability(p) | $\text{VaR}_p$ | $\text{ES}_p$ |
|----------------|----------------|---------------|
| Left tail      |                |               |
| 0.990          | 3.254303       | 4.464347      |
| 0.995          | 3.984274       | 5.358920      |
| 0.999          | 6.085371       | 7.933794      |
| Right tail     |                |               |
| 0.990          | 2.973787       | 3.839869      |
| 0.995          | 3.542873       | 4.456534      |
| 0.999          | 4.987753       | 6.022216      |
The results in Table 5 indicate that, with a confidence band of 99.0% the VaR values for the WTI left and right tail are $32,543 and $29,737 respectively. Given that these values are exceeded then, the expected shortfall values are 4.464347 and 3.839869. For the said financial position then the expected shortfall values are $44, 6434 and $38,398 respectively for the left and right tails.

Similarly, with a confidence band of 95.0% the VaR values for the WTI left and right tails are 3.984274 and 3.542873 respectively. With a financial position of $1 million dollars the value at risk values are $32,543 and $29,737 respectively. Given that these values are exceeded then, the expected shortfall values are 4.464347 and 3.839869. For the said financial position then the expected shortfall values are $44, 6434 and $38,398 respectively for the left and right tails.

For higher confidence intervals such as 99.9% the Value at Risk is 6.085371 and given that this is exceeded the expected shortfall is 7.933794.

The results in Table 6 indicate that, with a confidence band of 99.0% given a financial position of $1 million dollars the value at risk values are $39,842 and $35,428 respectively. Given that these values are exceeded then, the expected shortfall values are 5.35892 and 4.456534. For the said financial position then the expected shortfall values are $53,589 and $44,565 respectively for the left and right tails.

For higher confidence intervals such as 99.9% the VaR values for the Brent left and right tails are $39,842 and $35,428 respectively. With a financial position of $1 million dollars the value at risk values are $32,543 and $29,737 respectively. Given that these values are exceeded then, the expected shortfall values are 4.464347 and 3.839869. For the said financial position then the expected shortfall values are $44, 6434 and $38,398 respectively for the left and right tails.

For higher confidence intervals such as 99.9% the VaR values for the Brent left and right tails are $39,842 and $35,428 respectively. Given that these values are exceeded then, the expected shortfall values are 4.464347 and 3.839869. For the said financial position then the expected shortfall values are $44, 6434 and $38,398 respectively for the left and right tails.

The EVT-based Value-at-Risk approach adopted in this study provides quantitative information for analysing the extent of potential extreme risks in oil markets, particularly based on two crude oil markets. Generally the WTI benchmark yields higher risk measures than the Brent. This leads to the conclusion that the WTI faces an increased exposure to price risk as compared to the Brent.

For an oil market investor, country or firm, the risk measure values would be a great source of information for hedging purposes, planning purposes and taxation regulations by governments.

Due to the dynamic nature of the oil markets, time varying shape and scale parameters can be considered for further studies. In addition, further methods of threshold selection can be considered.

### Abbreviations

- OPEC: Organization of Petroleum Exporting Countries
- POT: Peaks over Threshold
- VaR: Value at Risk
- ES: Expected Shortfall
- ARCH: Autoregressive Conditional Heteroscedasticity
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