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Abstract

The goal of few-shot learning is to classify unseen categories with few labeled samples. Recently, the low-level information metric-learning based methods have achieved satisfying performance, since local representations (LRs) are more consistent between seen and unseen classes. However, most of these methods deal with each category in the support set independently, which is not sufficient to measure the relation between features, especially in a certain task. Moreover, the low-level information-based metric learning method suffers when dominant objects of different scales exist in a complex background. To address these issues, this paper proposes a novel Multi-scale Adaptive Task Attention Network (MATANet) for few-shot learning. Specifically, we first use a multi-scale feature generator to generate multiple features at different scales. Then, an adaptive task attention module is proposed to select the most important LRs among the entire task. Afterwards, a similarity-to-class module and a fusion layer are utilized to calculate a joint multi-scale similarity between the query image and the support set. Extensive experiments on popular benchmarks clearly show the effectiveness of the proposed MATANet compared with state-of-the-art methods.

1. Introduction

Humans can learn new concepts and objects with only one or a few samples easily. In order to imitate this ability of humans, many few-shot learning methods [30, 6, 27, 29, 28, 18, 19] have been proposed. However, most of these methods [30, 6, 27, 29, 28] adopt image-level features for classification. Due to the scarcity of samples in few-shot image recognition tasks, classifying at such a level may not be effective enough. Instead, many methods [18, 19] based on low-level information were proposed, i.e., local representations (LRs) of feature embeddings. These methods use low-level information to measure the distance between query images and support images, and they can achieve better recognition results. However, these methods do not measure the similarity between query images and support images in the context of the whole task, which does not make full use of the representation ability of local feature descriptors. When humans classify an image into one of several unseen classes, it is natural to look for semantic features that are shared only between certain classes and the query image. In other words, humans do not pay much attention to the features shared between classes when recognizing a category they have not seen before. For example, consider two 5-way 1-shot tasks in Figure 1(a). In task 1, the beak is the key distinguishing feature, while the most critical feature is the wing in task 2. (b) The scales of the dominant objects vary from image to image.

Figure 1. The two main problems of the previous local representation based methods. (a) In different tasks, the most discriminative features are different. In task 1, the beak is the key distinguishing feature, while the most critical feature is the wing in task 2. (b) The scales of the dominant objects varies from image to image.
a ‘Black-footed Albatross’ among ‘European Goldfinch’, ‘Blue Grosbeak’, ‘Pine Grosbeak’ and ‘Yellow Warbler’. For task 1, the beak is a very distinguishing feature, but for task 2 it is not the most critical feature. Similarly, the wing is more important for task 2 than task 1. In summary, the importance of each LRs varies from task to task.

As previously mentioned, although these existing methods can extract the relation between the query image and each support set independently, they do not consider the importance of each LRs under the whole task, and all the LRs are weighted equally, rather than the task-relevant LRs enjoy the higher weights. Moreover, these methods can only calculate their similarity at a single scale. As shown in Figure 1(b), due to the scales of dominant objects in different images are dissimilar, we argue that it is more reasonable to calculate the similarity between query image and support set at multiple scales simultaneously.

To this end, we propose a novel Multi-scale Adaptive Task Attention Network for metric-learning based few-shot learning, which can be trained in an end-to-end manner. First, we represent all images as a collection of LRs at different scales by a multi-scale feature generator, rather than a global feature representation at the image level. Second, we measure the semantic similarity between the query image and the support set by calculating the semantic relation matrix. Afterwards, we employ an adaptive task attention module to select the most distinguishing feature in the current task. Third, to further make full use of LRs, we employ a similarity-to-class mechanism to determine which support class the query image belongs to at each scale. Finally, we adaptively fuse the similarities calculated from the features of different scales together.

To sum up, the main contributions are summarized as follows:

- To generate different scales features, we propose a multi-scale feature generator in few-shot learning tasks, which can provide multi-scale information for more comprehensive measurements.
- We further propose a novel adaptive task attention mechanism by finding and weighing most discriminative local representations in the entire task, aiming to learn task-relevant feature representations for few-shot learning.
- We conduct sufficient experiments on four benchmark datasets to verify the advancement of our model, and the performance of our model achieves the state-of-the-art.

2. Related Work

In the recent few-shot learning literature, there are roughly two types of methods: meta-learning based method and metric-learning based method.

### Meta-learning based methods

The main idea of meta-learning based methods [23, 6, 28, 13] is how to use existing experience or knowledge reasonably to achieve fast learning when faced with a new task, rather than starting from scratch. Santoro et al. [25] adopted an LSTM to control the interaction between the network and the external memory module. Santoro et al. [23] describe a new meta-learning method by interpreting SGD update rules as a recursive gated model with trainable parameters. The purpose of MAML [6] is to learn a good parameter initialization so that the model can quickly adapt to new tasks. Sun et al. [28] proposed meta-transfer learning, which learns the scaling and shifting functions of DNN weight for each task. Jamel et al. [13] proposed a task unbiased method, by introducing regularized loss terms to constrain the model to have as little preference for all tasks as possible when parameters are updated. Although these meta-learning based methods have achieved outstanding results on few-shot learning tasks, their complex memory addressing architecture is difficult to train. Compared with these methods, our proposed MATANet can be trained in an end-to-end manner.

### Metric-learning based methods

The metric-learning based methods aim to learn an informative distance metric, as demonstrated by [30, 27, 29, 1, 8, 19, 18, 26]. Koch et al. [16] used a Siamese Neural Network to tackle the one-shot learning problem. Snell et al. [27] proposed Prototypical Networks, which first assumes that each type can be represented by a prototype, and the prototype can be obtained by calculating the mean value of the embedding representation of each class and then using a distance function to classify. In fact, we don’t know which distance function is the best. Therefore, Sung et al. [29] proposed a Relation Network to obtain the most suitable distance metric function through learning. The above methods are all based on the feature representation at the image level. Due to the scarcity of the number of samples, we cannot well represent the distribution of each category on the image level features. In contrast, some recent work, such as DN4 [18] and CovaMNet [19] shows that the rich low-level features (i.e., LRs) have better representation capabilities. However, these methods measure the similarity between the query image and each support class independently, without considering the entire task together. Moreover, the methods based on low-level features only measure the similarity between query image and support set at a single scale, which may lead to a lower classification accuracy when the scales of dominant objects are different.

Unlike the above method, our MATANet calculates the similarity between the query image and the support set at multi-scale. And then we can obtain the final result through integrate multiple similarities from different scales. In addition, our MATANet can adaptively select task-relevant local features with discriminative semantics, as the process of hu-
3. The proposed Method

3.1. Description on Few-shot Learning

In few-shot learning, there are usually three sets of data: a query set $Q$, a support set $S$, and an auxiliary set $A$. Note that $Q$ and $S$ share the same label space, while they have no intersection with the label space of $A$.

In this paper, we follow the definition of the common few-shot learning task. Given a support set that contains $N$ previously unseen classes, with $K$ samples for each class. We need to determine which class the query sample belongs to, which is called $N$-way $K$-shot tasks (e.g., 5-way 1-shot or 5-way 5-shot). To achieve this goal, we use an auxiliary set to train a model to learn transferable knowledge. The model is trained by the episodic training mechanism [30]. In each episode, a new task is constructed randomly in $A$, and each task consists of two subsets: auxiliary support set $A_S$ and auxiliary query set $A_Q$. Generally, in the training stage, hundreds of tasks are adopted to train the model.

As shown in Figure 2, our MATANet is mainly composed of four modules: a feature extractor $F_\theta$, a multi-scale feature generator $g_\phi$, an adaptive task attention module $F_\alpha$, and a similarity-to-class module $F_\omega$. All image samples are first fed into the $F_\theta$ to get feature embeddings and rich LRs. In practice the feature extractor module could be 4-layer CNN, ResNet12 [11] or WRN [32]. Then the multi-scale feature generator generates multiple features at different scales. Afterwards, semantic relation matrices are calculated to measure the semantic relevance between query image and support set at each scale. The adaptive task attention module learns a task attention mask which can adaptively calculate the importance of each LR in the current task. And we use task attention masks to weighting semantic relation matrix to prominently display task-relevant elements. After that, the weighted semantic relation matrix is processed by similarity-to-class module $F_\omega$ to determine which support class the query image belongs to. Finally, we adaptively fuse the similarities calculated from the features of different scales together by a learned vector. All the modules can be trained jointly in an end-to-end manner.

3.2. Multi-scale Feature Generator

As some recent studies [18, 19] on few-shot learning have proved, LRs show richer representation ability and can alleviate the problem of sample scarcity in few-shot learning. Therefore we use LRs to represent the features of each image. Given a query image $A_q \in Q$ through the feature extractor we can get a three-dimensional (3D) vector $F_\theta(A_q) \in \mathbb{R}^{C \times H \times W}$. Under the N-way K-shot few-shot learning setting, there are $K$ images for each support class in a certain task. Through feature extractor we can get a four-dimensional (4D) vector of support set $S$, which can be denoted as $F_\theta(S) \in \mathbb{R}^{NK \times C \times H \times W}$.

The multi-scale feature generator aims to generate multi-
ple features at different scales. As illustrated in Figure 3, the multi-scale feature generator consists of five components: the first part has no processing unit, the input and output are the same; the second part has a $2 \times 2$ max-pooling layer; the third part has a $3 \times 3$ convolutional layer; the fourth part has a $5 \times 5$ convolutional layer; the fifth part has a $1 \times 7$ convolutional layer and a $7 \times 1$ convolutional layer.

Through the multi-scale feature generator, we can get the 3D features $\mathcal{L}^{qz} \in \mathbb{R}^{C_z \times H_z \times W_z}, z \in \{1, 2, 3, 4, 5\}$, which can be regarded as a set of $H_z \times W_z \times C_z$-dimensional LRs

$$\mathcal{L}^{qz} = [x_1, ..., x_{H_z W_z}] \in \mathbb{R}^{C_z \times H_z W_z}$$

where $x_i$ is the $i$-th LRs. Through multi-scale feature generator we can also get the LRs of support set $\mathcal{S}$

$$\mathcal{L}^{S_z} = [x_1, ..., x_{N KH_z W_z}] \in \mathbb{R}^{C_z \times N KH_z W_z}$$

3.3. Adaptive Task Attention Module

Under the N-way K-shot few-shot learning setting, we calculate the semantic relation matrix $\mathcal{R}^z$ between a query image $A^q_z$ and support set $\mathcal{S}$ to measure semantic relevance by LRs at the $z$-th scale. Then the $\mathcal{R}^z$ can be calculated as below

$$\mathcal{R}^z_{i,j} = \cos(\mathcal{L}^{qz}_i, \mathcal{L}^{S_z}_j)$$

$$\cos(\mathcal{L}^{qz}, \mathcal{L}^{S_z}) = \frac{(\mathcal{L}^{qz}_i)^T \mathcal{L}^{S_z}_j}{\|\mathcal{L}^{qz}_i\| \cdot \|\mathcal{L}^{S_z}_j\|}$$

where $i \in \{1, ..., H_z W_z\}, j \in \{1, ..., N KH_z W_z\}, z \in \{1, 2, 3, 4, 5\}, \mathcal{R}^z_{i,j}$ is $(i, j)$ element of $\mathcal{R}^z$ reflecting the distance between the $i$-th LR of the query image and the $j$-th LR of support set at the $z$-th scale and $\cos(\cdot, \cdot)$ is Cosine distance function.

Each row in $\mathcal{R}^z$ represents the semantic relation of each LR in the query image to all LRs of all images in the support set, i.e., semantic relation vector $\mathcal{R}^z_i$ represent the relation between $i$-th LR of query image $A^q_z$ to all $N KH_z W_z$ LRs of support set at $z$-th scale. $\mathcal{R}^z$ can be decomposed into N submatrices $\mathcal{R}^{zn}, n \in \{1, ..., N\}$ according to columns, representing the semantic relation between the query image and each support class.

Then we can calculate the task attention score of each element of $\mathcal{R}^z$ for the current task by

$$\alpha^z_i = \frac{\sum_{j=1}^{N KH_z W_z} \mathcal{R}^{zn}_{i,j}}{\sqrt{\sum_{i=1}^{H_z W_z} \sum_{j=1}^{N KH_z W_z} \mathcal{R}^{zn}_{i,j}}}$$

The task attention mask $\alpha^z$ is consist of all task attention scores $\alpha^z_i, i \in \{1, ..., H_z W_z\}$. Afterwards, we use dot-product to weight $\mathcal{R}^z$ by $\alpha^z_i$

$$\mathcal{M}^z_i = \alpha^z_i \cdot \mathcal{R}^z_i$$

where $\mathcal{M}^z_i$ is the $i$-th row of weighted semantic relation matrix. By this way, we can get the weighted semantic relation matrix $\mathcal{M}^z$, which can be decomposed into N submatrices $\mathcal{M}^{zn}, n \in \{1, ..., N\}$ according to columns. While the semantic relations of task-irrelevant regions are suppressed; meanwhile, the semantic relations of task-relevant regions are enhanced.

3.4. Similarity-to-Class Module

Similarity-to-Class Module aims to determine which support class the query image belongs to. In this module, for each LR of the query image, we find the $k$ most similar LR of all support LRs for class $n$. Then, we sum $k H_z W_z$ selected LRs as the similarity score between the query image and the $n$-th support class at the $z$-th scale

$$\mathcal{P}^{zn} = \sum_{i=1}^{k H_z W_z} Topk(\mathcal{M}^z_{i,n})$$

where $\mathcal{P}^{zn}$ means the similarity between the query image and support class $n$ at the $z$-th scale and $Topk(\cdot)$ means selecting the $k$ largest elements in each row of the weighted semantic relation matrix $\mathcal{M}^{zn}$. Typically, we set $k$ to 3 on the minilimagenet dataset. Since the small diversity within the different classes, we set $k$ to 1 on three fine-grained datasets for our MATANet to capture the most discriminative features and avoid introducing noise. Under the N-way K-shot few-shot learning setting, we can get semantic similarity vectors $\mathcal{P}^z \in \mathbb{R}^N$.

3.5. Classification with an adaptive fusion strategy

Since the five relation scores have been calculated, we need to design a fusion module to integrate them. In order to solve this problem, we adopt a learnable five-dimensional $w = [w_1, w_2, w_3, w_4, w_5]$ vector to adaptively integrate
these five parts. Specifically, the final fusion similarity between a query \( A_q \) and support set \( S \) can be defined as follows

\[
P^* = w_1 \cdot P^1 + w_2 \cdot P^2 + w_3 \cdot P^3 + w_4 \cdot P^4 + w_5 \cdot P^5 \tag{8}
\]

Under the 5-way 1-shot few-shot learning setting, input a query image, we will get five similarity vectors \( P_z, z \in \{1, 2, 3, 4, 5\} \). We first balance the size of these five vectors by a Batch Normalization layer. Then, we concatenate these five vectors and use a 1D convolution layer with the kernel size of \( 1 \times 1 \) and the dilation value of 5. Then we can get a weighted 5-dimensional similarity vector \( P^o \), we use it for final classification.

4. Experiments

In this section, we perform extensive experiments to verify the advance and effectiveness of MATANet.

4.1. Datasets

**miniImageNet.** As a small subset of ImageNet [4], the Dataset consists of 100 categories, each containing 600 images. We use common splits as in [6], which divides the dataset into training, validation and test dataset with 64/16/20 classes respectively.

We also conduct experiments on three fine-grained image recognition datasets.

**CUB Birds** [31] is composed of 11,788 images of 200 birds species. **Stanford Dogs** [14] is contains 120 categories of dogs and 20,480 images. **Stanford Cars** [17] consists of 196 categories of cars with 16,185 images.

For fair comparisons, we strictly follow the splits used in [18, 19] on Stanford Dogs and Stanford Cars, and follow the splits used in [3] on CUB Birds as Table 1 shows.

| Dataset   | Stanford Dogs | Stanford Cars | CUB Birds |
|-----------|---------------|---------------|-----------|
| \( N_{all} \) | 120           | 196           | 200       |
| \( N_{train} \) | 70            | 130           | 100       |
| \( N_{val} \)  | 20            | 17            | 50        |
| \( N_{test} \) | 30            | 49            | 50        |

Table 1. The splits of three fine-grained datasets. \( N_{all} \) is the number of all classes. \( N_{train} \), \( N_{val} \) and \( N_{test} \) indicate the number of classes in training set, validation set and test set.

4.2. Network architecture

It is a well-known fact that using deeper networks to extract features or using pre-trained models can achieve higher accuracy. We follow the basic feature extractor module which is adopted in previous works, to make a fair comparison with other works. The feature extractor module \( F_0 \) consists of 4 convolutional blocks. Specifically, each convolutional block consists of a convolutional layer (with \( 3 \times 3 \) convolution and 64 filters), a batch normalization layer, and a leaky ReLU non-linearity. Besides, we add a \( 2 \times 2 \) max-pooling layer to the first two convolution blocks. The reason for using only two max-pooling layers is we can get more LRs to capture the semantic relation between them. For example, in a 5-way 1-shot few-shot learning task, if we use four maxpooling layers, we can only get 25 LRs for an \( 84 \times 84 \) input image. In contrast, if we only use two max-pooling layers, we will get 441 LRs, which will be helpful for us to find local semantic relations.

4.3. Implementation Details

Our experiments are conducted under the N-way K-shot setting on four benchmarks. All the images in four benchmarks are resized to \( 84 \times 84 \). During the training stage, we randomly construct 250,000 episodes to train our MATANet for the miniImageNet and Stanford Cars, and 300,000 for the other datasets by episodic training mechanism. In each episode, we select 15 or 10 query images from each class for the 1-shot or 5-shot setting, respectively, i.e., in a 5-way 1-shot task, we have 75 query images and 5 support images. We adopt the Adam algorithm [15] with a cross-entropy (CE) loss to train the network. Also, the initial learning rate is set to 0.001 and reduce it by half of every 50,000 episodes. During the test stage, 600 episodes are constructed from the test set, and this test process will be repeated five times. Then the mean accuracy and 95% confidence intervals will be reported simultaneously.

4.4. Baselines

To evaluate the effectiveness of our MATANet on the miniImageNet dataset, we make comparisons with state-of-the-art methods. Since our method is a metric-learning based method, we mainly compare our MATANet with methods in this branch, including Matching Nets [30], Prototypical Nets [27], Relation Nets [29], GNN [8], IMP [1], CovaMNet [19], DN4 [18], SAML [10] and DSN [26]. We also pick five meta-learning models Meta LSTM [23], MAML [6], TAML-Entropy [13], MAML-L2F [2] and WarpGrad [7] for reference.

We compare seven few-shot learning methods on fine-grained datasets, Matching Nets [30], Prototypical Nets [27], MAML [6], Relation Nets [29], CovaMNet [19], DN4 [18], and PABN+L2F/LRPABN+L2F [12].

4.5. Comparisons with the SOTA Methods

Our method is compared with several state-of-the-art methods under 5-way 1-shot and 5-way 5-shot few-shot learning settings.

**Results on miniImageNet.** The experimental results on miniImageNet are reported in Table 2. It can be observed that our method significantly outperforms other methods under both 5-way 1-shot and 5-shot settings. Especially,
Table 3. Experimental results compared with other methods on three fine-grained datasets. For Stanford Dog and Stanford Car, table 2. Comparison with other state-of-the-art methods with † reported by the original work, ‡ based, and other kinds of methods. ∗ kind of embedding is employed. The fourth column shows which type of the method belongs to, i.e, meta-learning based, metric-learning based, and other kinds of methods. ” Results reported by the original work. (Top two performances are in bold)

| Model       | Venue       | Backbone | Type   | 5-way 1-shot | 5-way 5-shot |
|-------------|-------------|----------|--------|--------------|--------------|
| Meta LSTM+  | ICLR’17     | Conv-32F | Meta   | 43.44±0.77   | 60.60±0.71   |
| MAML+       | ICML’17     | Conv-32F | Meta   | 48.70±1.84   | 63.11±0.92   |
| TAML-Entropy | CVPR’19     | Conv-32F | Meta   | 49.33±1.80   | 66.05±0.85   |
| MAML+L2F+   | CVPR’20     | Conv-32F | Meta   | 52.10±0.49   | 69.38±0.46   |
| WarpGrad†   | ICLR’20     | Conv-32F | Meta   | 52.30±0.80   | 68.40±0.60   |

| Matching Nets† | NeurIPS’16 | Conv-64F | Metric | 43.56±0.84 | 55.31±0.73 |
| Prototypical Nets† | NeurIPS’17 | Conv-64F | Metric | 49.42±0.78 | 68.20±0.66 |
| Relation Nets† | CVPR’18    | Conv-64F | Metric | 50.44±0.82 | 65.32±0.70 |
| GNN†          | CVPR’18    | Conv-256F | Metric | 50.33±0.36 | 66.41±0.63 |
| IMP†          | ICML’19    | Conv-64F | Metric | 49.60±0.80 | 68.10±0.80 |
| CovaMNet†     | AAAI’19    | Conv-64F | Metric | 51.19±0.76 | 67.65±0.63 |
| DN4†          | CVPR’19    | Conv-64F | Metric | 51.24±0.74 | 71.02±0.64 |
| SAML†[10]     | ICCV’19    | Conv-64F | Metric | 52.22±0.00 | 66.49±0.00 |
| DSN†[26]      | CVPR’20    | Conv-64F | Metric | 51.78±0.96 | 68.99±0.69 |

MATANet Ours Conv-64F Metric 53.63±0.83 72.67±0.76

Table 2. Comparison with other state-of-the-art methods with 95% confidence intervals on mini-ImageNet. The third column shows which kind of embedding is employed. The fourth column shows which type of the method belongs to, i.e, meta-learning based, metric-learning based, and other kinds of methods. ” Results reported by the original work. (Top two performances are in bold)

| Model | Stanford Dogs | Stanford Cars | CUB Birds |
|-------|---------------|---------------|-----------|
|       | 1-shot | 5-shot | 1-shot | 5-shot | 1-shot | 5-shot |
| Matching Nets† [30] | 35.80±0.99 | 47.50±1.03 | 34.80±0.98 | 44.70±1.03 | 61.16±0.89 | 72.86±0.70 |
| Prototypical Nets† [27] | 37.59±1.00 | 48.19±1.03 | 40.90±1.01 | 52.93±1.03 | 51.31±0.91 | 70.77±0.69 |
| MAML† [6] | 44.81±0.34 | 58.68±0.31 | 47.22±0.39 | 61.21±0.28 | 55.92±0.95 | 72.09±0.76 |
| Relation Nets† [29] | 43.33±0.42 | 55.23±0.41 | 47.67±0.47 | 60.59±0.40 | 62.45±0.98 | 76.11±0.69 |
| CovaMNet† [19] | 49.10±0.76 | 63.04±0.65 | 56.65±0.86 | 71.33±0.62 | 60.58±0.69 | 74.24±0.68 |
| DN4† [18] | 45.41±0.76 | 63.51±0.62 | 59.84±0.80 | 88.65±0.44 | 52.79±0.86 | 81.45±0.70 |
| PABN\_cpt† [12] | 45.65±0.71 | 61.24±0.62 | 54.44±0.71 | 67.36±0.61 | 63.56±0.79 | 75.35±0.58 |
| LRPA\_cpt† [12] | 45.72±0.75 | 60.94±0.66 | 60.28±0.76 | 73.29±0.58 | 63.63±0.77 | 76.06±0.58 |
| MATANet(Ours) | 55.63±0.38 | 70.29±0.62 | 73.15±0.88 | 91.89±0.45 | 67.33±0.84 | 83.92±0.63 |

Table 3. Experimental results compared with other methods on three fine-grained datasets. For Stanford Dog and Stanford Car, † results reported by the original work, ‡ results reported by [18], † results re-implemented in the same setting for a fair comparison. For CUB Birds, we adopt the results for first four methods from [1], re-implement CovaMNet [19] and DN4 [18], and adopt the results reported by the original work for PABN+\_cpt/LRPA\_cpt+\_cpt [12]. (Top two performances are in bold)

we are 2.5% better than the second best method [7] under the 5-way 1-shot setting, with an accuracy rate of 53.63%. Similarly, we achieve 72.67% under the 5-way 5-shot setting, with an improvement of 2.3% from the second best method [18]. Note that, our model gains 4.7% and 2.3% improvements over the most relevant work [18] on 1-shot and 5-shot, respectively, which proposes an image-to-class mechanism to find the relation at class-level. This improvement verifies the effectiveness of our model, which can adaptively select the most discriminative local features at multiple scales in a certain task.

**Results on fine-grained datasets.** From Table 3, it can be observed that the proposed MATANet outperforms all other state-of-the-art methods under both 5-way 1-shot and 5-way 5-shot few-shot learning settings. Especially for the 5-way 1-shot task, our method achieves 13.3%, 21.6%, and 5.8% gains over the second best on Stanford Dogs, Stanford Cars, and CUB Birds, respectively. For the 5-way 5-shot task, our method achieves 10.7%, 3.7%, and 3.0% gains over the second best on three datasets. The reason why we can achieve these state-of-the-art performances is that MATANet can adaptively select the task-relevant LRs at multiple scales for classification.
Influence of superparameter $k$. The results of the empirical study about using different $k$ in MATANet. In the similarity-to-class module, for each LR of the query image, we need to search out the $k$ most similar LRs of all support LRs in each class. Next, we adaptively integrate five relation scores that be calculated at different scales for final prediction. How to choose a suitable $k$ is particularly significant. For this purpose, we conduct a contrast experiment on miniImageNet dataset under both 5-way 1-shot and 5-way 5-shot settings by varying the value of $k \in \{1, 3, 5, 7, 9\}$. As shown in Figure 4, the value of $k$ has a moderate influence on classification performance, so we should choose a specific $k$ for each task.

Influence of backbone networks. Besides the simple Conv-64F, we also use other deeper feature extractors to evaluate our model, i.e., ResNet12 and WRN-28-10. We compared other state-of-the-art methods that using these deeper feature extractors, including Dynamic-Net [9], SNAIL [21], TPN [20], MAML+L2F [2], Qiao [22], LEO [24], Fine-tuning [5] and LEO+L2F [2]. When using deeper feature extractors, the accuracy of MATANet reaches 60.13% and 62.43% for the 5-way 1-shot task, 75.42% and 79.13% for the 5-shot task, by using ResNet12 and WRN-28-10, respectively. Moreover, when using same deeper feature extractor, our MATANet outperforms all other methods under both 5-way 1-shot and 5-way 5-shot few-shot learning settings (see Table 4).

Influence of metric functions. The results on the different metric functions using in Adaptive Task Attention Module are reported in Table 5, and the Tanimito Index is represented as $T(a, b) = \frac{a \cdot b}{\|a\| \cdot \|b\|}$. To measure the semantic relations between feature descriptors, a suitable metric functions is a key factors. It can be seen in Table 5, the best metric function is Cosine Similarity.

Ablation study. To further verify the effectiveness of the multi-scale feature generator, adaptive task-attention module, and similarity-to-class module, we perform an ablation study on miniImageNet. We remove $g_\phi$, $F_\varphi$ and $F_\omega$ from the MATANet respectively to confirm that each part of the model is indispensable. We remove $g_\phi$, $F_\varphi$ and $F_\omega$ simul-

| Model       | Venue    | Backbone     | Type   | 5-Way Accuracy(%) |
|-------------|----------|--------------|--------|-------------------|
|             |          |              |        |                   |
|             |          |              |        | 1-shot     | 5-shot     |
| Dynamic-Net* [9] | CVPR’18  | ResNet12     | Meta   | 55.45±0.89   | 70.13±0.68 |
| SNAIL* [21]   | ICLR’18  | ResNet12     | Meta   | 55.71±0.99   | 68.88±0.92 |
| TPN* [20]     | ICLR’19  | ResNet12     | Others | 59.46±0.00   | 75.64±0.00 |
| MAML+L2F* [2] | CVPR’20  | ResNet12     | Meta   | 57.48±0.49   | 74.68±0.43 |
| MATANet       | Ours     | WRN-28-10    | Metric | 60.13±0.81   | 75.42±0.72 |
| Qiao* [22]    | CVPR’18  | WRN-28-10    | Meta   | 59.60±0.41   | 73.74±0.19 |
| LEO-trainal* [24] | ICLR’19 | WRN-28-10    | Meta   | 61.76±0.08   | 77.59±0.12 |
| Fine-tuning* [5] | ICLR’20  | WRN-28-10    | Others | 57.73±0.62   | 78.17±0.49 |
| LEO+L2F* [2]  | CVPR’20  | WRN-28-10    | Meta   | 62.12±0.13   | 78.13±0.15 |

Table 4. Comparison with other state-of-the-art methods that use deeper backbones with 95% confidence intervals on mini-ImageNet. The third column shows which kind of embedding is employed. The fourth column shows which type of method belongs to. * Results reported by the original work.

| Metric functions | 5-Way Accuracy(%) |
|------------------|-------------------|
|                  | 1-shot | 5-shot     |
| $e^{-d(a,b)}$    | 52.82±0.83 | 71.85±0.74 |
| $\frac{1}{1+d(a,b)}$ | 52.11±0.85 | 71.25±0.76 |
| Tanimito Index   | 53.25±0.84 | 72.11±0.73 |
| Cosine Similarity| 53.63±0.83 | 72.67±0.76 |

Table 5. Experimental results of MATANet using different metric functions on miniImageNet, $d(a,b)$: the euclidean distance between vector $a$ and $b$. 

Figure 4. Experimental results of MATANet using different superparameter $k$ on miniImageNet.
Figure 5. Visualization of the selected LRs. In a 5-way 1-shot task, for each LR of the query image, our method can find the $k$ (i.e., $k=3$) most similar LRs of all support LRs for a certain class, and weight them according to the importance of the query LR in the current task.

Table 6. The ablation study on miniImageNet for the proposed MATANet.

| Model          | 5-Way Accuracy(%) |
|----------------|-------------------|
|                | 1-shot            | 5-shot           |
| baseline       | 51.12±0.73        | 67.35±0.63       |
| w/o $g_\phi$   | 52.95±0.77        | 72.02±0.69       |
| w/o $F_\phi$   | 51.66±0.77        | 69.12±0.77       |
| w/o $F_\omega$ | 53.02±0.79        | 72.07±0.73       |
| MATANet(ours)  | **53.63±0.83**    | **72.67±0.76**   |

5. Conclusion

In this paper, we revisit the local representation based metric-learning and propose a novel Multi-scale Adaptive Task Attention Network (MATANet) for few-shot learning, aiming to learn more discriminative task-relevant local representations at different scales by generating multiple features at different scale and looking at the context of the entire task. By taking a view of the entire task, our method is able to adaptively select the most discriminative local representations in the current task at different scales. Extensive experiments on four benchmark datasets demonstrate the effectiveness and advantages of the proposed MATANet.
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Supplementary Material

More Visualization Results

In our article, we visualized the $k$ (i.e., $k=3$) most discriminative LRs selected by MATANet. This is achieved by outputting their index and corresponding task attention values.

We provide some classification examples in Figure 6, compare with the most relevant work DN4. By sending a fixed testing batch through the model, which consists of one support sample and five query samples for each of five classes, the prediction of MATANet only contains 7 mislabels in the entire 25 queries, while the prediction of DN4 has 10 wrong labels. That validates the effectiveness of the MATANet. Our model is able to adaptively select the most discriminative local representations in the current task at different scales. We also find that in some classes like Black-footed Albatross and Rhinoceros Auklet, the high intra-variance and low inter-variance confuse all the models.

The Number of Trainable Parameters

We compare the number of trainable parameters to verify the efficiency of the proposed MATANet, as Table 7 shows. Since no other trainable parameters are introduced except for the embedding module $F_\theta$ Prototypical Nets and DN4 become the most light-weight models. GNN adopts a larger embedding module (i.e., the filter number is 256), which draws a great contribution from the number of parameters. Relation Network and CovaMNet adopt additional architectures to boost the result, which also introduces a huge number of trainable parameters. However, the proposed MATANet only introduces a small number of the trainable parameters, while achieves a better result than the methods above.

| Model                  | Params  | Accuracy(%) |
|------------------------|---------|-------------|
| Prototypical Net       | 0.113M  | 49.42±0.78  |
| Relation Net           | 0.229M  | 50.44±0.82  |
| GNN                    | 1.619M  | 50.33±0.36  |
| DN4                    | 0.113M  | 51.24±0.74  |
| MATANet(Ours)          | 0.314M  | 53.63±0.83  |

Table 7. The number of trainable parameters in different models and the corresponding classification accuracies on miniImageNet under 5-way 1-shot setting.

Training procedure

The training procedure of the proposed MATANet is shown in Algorithm 1.

Implementation of MATANet

We provide a PyTorch implementation of MATANet for few-shot learning. Our code is available at https://github.com/chenhaoxing/MATANet.

![Figure 6. Some visual classification results of comparing methods over CUB Birds dataset. Both DN4 and MATANet use the same data batch under the 5-way 1-shot setting, and for each class, we randomly select five query images as the testing data. We adopt five colors to label the support classes separately. As to the query images, we label the images with the color corresponding to the class label predicted by different models.](image)