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Abstract. This paper is the second part of a two part paper which introduces the study of the Whitney Equisingularity of families of Symmetric determinantal singularities. This study reveals how to use the multiplicity of polar curves associated to a generic deformation of a singularity to control the Whitney equisingularity type of these curves.

Introduction

In this paper and part I [1], we study the Whitney equisingularity of families of symmetric determinantal varieties. It is part of a long term effort by several researchers to connect invariants of algebraic objects (rings, ideals and modules) associated with singularities of complex spaces to equisingularity conditions. The project took off with work of Bernard Teissier in the 70s. Teissier, in [25], in the case of families of hypersurfaces, with isolated singularities, found integral closure descriptions of equisingularity conditions, Whitney A and B, and controlled these conditions using algebraic invariants, such as multiplicities of ideals. Gaffney, in a series of papers, [26], [24], [21], extended the results of Teissier to families of complete intersection, isolated singularities, hypersurfaces with non-isolated singularities, and then constructed a framework for dealing with isolated singularities in general in [27]. The approach of [27] is based on pairs of modules $M, N$, $M \subset N$. The choice of $M$ is canonical: it is the module generated by the partial derivatives of the defining equations of $X$, known as the Jacobian module. The best choice of $N$ was less well understood, as some obvious choices lead to technical difficulties in calculating invariants associated to $N$. Recent work by Gaffney and Rangachev ([3]) supports the following approach adapted to the symmetric case:

In studying the equisingularity of a family of isolated singularities, fix in advance a component of the base space of the versal deformation, from which the given family is induced. This can be done explicitly in the case of determinantal singularities by fixing the size of the presentation matrix. This has the effect of fixing the generic fiber of the versal deformation to which all members of our family can be deformed. Invariants associated with the geometry/topology of this general member provide important information about the singularities in the original family. The infinitesimal deformations of $X$ induced from the fixed component then give the elements of $N$. This process of fixing a class of deformations, and thereby fixing a set of generic
elements and a set of infinitesimal deformations, we call fixing the landscape of $X$.

Determinantal singularities include complete intersection singularities and are the natural next class to study beyond them. After studying such a class of singularities one can ask if the machinery of Gaffney-Rangachev in [3] extends to other classes of matrices? This paper shows the answer is yes. Given $F$, a $n \times n$ symmetric matrix, with entries in $\mathbb{O}_q$, we can view $F$ as a map from $\mathbb{C}^q \to \text{hom}_s(\mathbb{C}^n, \mathbb{C}^n)$. Fix a set of linear maps $S_r$ in $\text{hom}_s(\mathbb{C}^n, \mathbb{C}^n)$ of rank less than or equal to $r$, and define $X$ as $F^{-1}(S_r)$.

Through $F$, we can view symmetric determinantal singularities as sections of the rank singularities of a generic matrix. For the symmetric determinantal singularities, the module $N$ thus obtained is universal; that is, the $N$ for a section, is just the pull-back of $N$ for a rank singularity of the generic matrix. Further, $N$ for the rank singularities is stable; that is it agrees with the Jacobian module of the generic rank singularity. This means that the invariants associated with $N$ for $X$ can be calculated as the intersection number of the image of $F$ with the polar varieties of complementary dimension of $S_r$.

This approach extends to any class of sets obtained as sections of rigid singularities, and the invariants so obtained control the Whitney equisingularity of the class of deformations so defined. From these invariants the natural generalizations of the multiplicity invariants of Teissier can be obtained.

In the first section we recall the definition for some equisingularities conditions, such as Whitney’s conditions $A$ and $B$ and Verdier’s condition $W$. The Whitney stratification is stated in this section together with some details about the Multiplicity Polar Theory and some ways to calculate the multiplicity of a pair of ideals or modules.

In the second section we defined the symmetric essentially isolated singularities, SEIDS. The definition of a SEIDS was inspired on the work of Ebeling and Gusein-Zade in [5]. We also prove the first results on SEIDS based on the work of Gaffey and Ruas in [12] for EIDS.

Finally, in the third section In Section 3 we use the results from the last sections to provide criteria for Whitney equisingularity conditions when $\mathcal{X}$ is a family of Symmetric Essentially Isolated Determinantal Singularities.

1. Multiplicities and Whitney Equisingularity

Equisingularity is the study of the behavior of families of sets or maps with respect to an equivalence relation. The goal is to study this behavior in order to understand the relations between the members of the family, for example, when are all the members the same or how do we tell when a family of sets are the same using invariants of the members of the family? There are many ways to see the members of a family are the same. In the complex analytic case we can use the Whitney’s conditions or Verdier’s $W$, known to be equivalent in the complex analytic case, to say when the members of a family are the same. This conditions imply all of the above possible answers. The theory of integral closure of ideals and modules provides an algebraic
description of these conditions from which we may abstract the invariants which control them in families.

Let $X$ be a analytic set, $X_0$ the set of smooth points on $X$ and $Y$ a smooth subset of $X$. The pair $(X_0, Y)$ satisfies **Whitney’s Condition A** at $y \in Y$ if for all sequences $\{x_i\}$ of points of $X_0$ and tangent spaces $T_{x_i}X$,

$$\{x_i\} \rightarrow y \quad \Rightarrow \quad T_yY \subset T.$$ 

Looking at the same set-up as in the previous case, we say that a pair $(X_0, Y)$ satisfies **Whitney’s Condition B** at $y \in Y$ if for all sequences $\{x_i\}$ of points of $X_0$ and $\{y_i\}$ of points of $Y$, tangent planes $T_{x_i}X$ and secant lines $(x_i, y_i)$,

$$\{x_i\} \rightarrow y \quad \Rightarrow \quad \text{dist}(T_{x_i}X, T_{y_i}Y) \leq C \text{dist}(x, Y)$$

for all $x$ close to $Y$. Then, the pair $(X, Y)$ satisfies **Verdier’s condition W** at $y \in Y$.

**Proposition 1.1.** If a pair $(X_0, Y)$ satisfies Whitney’s condition B at $y \in Y$, then it also satisfies Whitney’s condition A.

**Proof.** Cf. proposition 2.4 in [9]. □

Before we state the condition $W$, it is important to define the distance between two linear spaces. Suppose $A, B$ are linear subspaces at the origin in $\mathbb{C}^n$. Then, the distance from $A$ to $B$ is:

$$\text{dist}(A, B) = \sup \frac{|\langle u, v \rangle|}{||u|| ||v||}$$

where $u \in B^\perp - \{0\}$ and $v \in A - \{0\}$. In the applications $B$ is the ”big” space and $A$ is the ”small” one. The inner product is the Hermitian inner product when we work over $\mathbb{C}$. The same formula works over $\mathbb{R}$.

**Definition 1.2.** Suppose $Y \subset X$, where $X, Y$ are strata in a stratification of an analytic space, and

$$\text{dist}(T_yY, T_{x_i}X) \leq C \text{dist}(x, Y)$$

for all $x$ close to $Y$. Then, the pair $(X, Y)$ satisfies **Verdier’s condition W** at $y \in Y$.

Conditions $W$ says that the distance between the tangent space $T_{x_i}X$, where $x_i$ is a point of $X_0$, and the tangent space $T_yY$ goes to zero as fast as the distance between $x_i$ and $Y$.

**Remark 1.3.** In [13], Tessier proved (chapter V, thm 1.2) that, for the complex analytic spaces, the condition $W$ is equivalent to condition A and B. So, in this paper, we will use these two terms interchangeably.

As a first step to understanding the condition, we consider the case where $X$ is a hypersurface in $\mathbb{C}^n$. We would like to re-write this condition in terms of a map $F$ that defines $X$. This will allow us to develop an algebraic formulation of the $W$ condition.
Theorem 1.4. Let $\mathcal{X}$ be a family of hypersurfaces in $Y \times \mathbb{C}^{n+1}$. Condition $W$ holds for $(\mathcal{X}_0, Y)$ at $0 \in Y$ if, and only if, there exists a neighborhood $U$ of $(0,0)$ in $\mathcal{X}$ and $C > 0$ such that

$$\left\| \frac{\partial F}{\partial y_l}(y, z) \right\| \leq C \sup_{i,j} \left\| z_i \frac{\partial F}{\partial z_j}(y, z) \right\|,$$

for all $(y, z) \in U$ and for $1 \leq l \leq k$.

Proof. See [11], proposition 1.8. $\square$

If $m_Y$ is the ideal defining $Y$, given by $m_Y = (z_1, \ldots, z_n)$, then the inequality above says that the partial derivatives of $F$ with respect to $y_l$ go to zero as fast as the ideal $m_Y^i M(X)$. We will examine the implications of this fact in further sections.

Definition 1.5. Let $X = \bigcup X_\alpha$ be a stratification of $X$. Then, a Whitney stratification of $X$ is a stratification such that for any pair of strata $X_\beta, X_\alpha$ with $X_\alpha \subset X_\beta$, the pair $(X_\beta, X_\alpha)$ satisfies the Whitney conditions at every point $x \in X_\alpha$.

Whitney showed that complex analytic sets have Whitney stratifications and that these stratifications are preserved by analytic equivalence. This means that if a stratification is locally analytically trivial then it is a Whitney stratification.

Moving forward, the multiplicity of an ideal, module or pair of modules is one of the most important invariants we can associate to a $\mu$-primary module. It is intimately connected with integral closure and it has both a length theoretic definition and intersection theoretic definition. For a pair of modules $M \subset N$ such that $M$ has finite colength in $N$ we can define the Buchsbaum-Rim multiplicity, denoted $e(M, N)$, as follows:

Let $(X, x)$ be a germ of a complex analytic space, $X$ a small representative of the germ, and let $\mathcal{O}_X$ denote its structure sheaf. For simplicity we assume $X$ equidimensional. Take $M$ a subsheaf of the free sheaf $\mathcal{O}_X^p$, $g$ the generic rank of $M$ on each component of $X$, and suppose $M$ is also a subsheaf of $N$, which also has generic rank $g$. At a small neighborhood of any point $x$ of $X$ we can consider $M$ and $N$ as submodules of $\mathcal{O}_X^{p|X,x}$. The multiplicity of a pair of modules $M, N$ is:

$$e(M, N) = \sum_{j=0}^{d+g-2} \int D_{M,N} : C_M^{d+g-2-j} \cdot C_N^j,$$

where $C_M$ and $C_N$ are Chern classes of tautological bundles and $D_{M,N}$ is the exceptional divisor.

Now, suppose we have a family of modules $M \subset N$, $M$ and $N$ submodules of a free module $F$ of rank $p$ on an equidimensional family of spaces with equidimensional fibers $\mathcal{X}^{d+k}$, $\mathcal{X}$ a family over a smooth base $Y^k$. We assume that the generic rank of $M$ and $N$ is $g \leq p$ on every component of the fibers.

We will be interested in computing, as we move from the special point 0 to a generic point, the change in the multiplicity of a pair $(M, N)$, denoted by $\Delta e(M, N)$. Let us assume that the integral closures of $M$ and $N$ agree off a set $C$ of dimension $k$ which is finite over $Y$, and assume that we are working
on a sufficiently small neighborhood of the origin, so that every component
C contains the origin in its closure. Then \( e(M, N, y) \) is the sum of the
multiplicity of a pair at all points in the fiber of \( C \) over \( y \), and \( \Delta e(M, N) \) is
the change in this number from 0 to a generic value of \( y \). If we have a set
\( S \) which is finite over \( Y \), then we can project \( S \) to \( Y \), and the degree of the
branched cover at 0 is \( \text{mult}_y S \), that is, the number of points in the fiber of
\( S \) over our generic \( y \). Let \( C(M) \) denote the locus of points where
\( M \) is not free, i.e., the points where the rank of \( M \) is less than \( g \).

\[ C(\text{Projan} \, R(M)) \]

is its inverse image under \( \pi_M \).

Theorem 1.6. Suppose in the above setup we have that \( M = N \) off a set \( C \)
of dimension \( k \) which is finite over \( Y \). Suppose further that
\( C(\text{Projan} \, R(M))(0) = C(\text{Projan} \, R(M(0))) \) except possibly at the points
which project to 0 ∈ \( X(0) \). Then, for \( y \) a generic point of \( Y \),
\[ \Delta(e(M, N)) = \text{mult}_y \Gamma_d(M) - \text{mult}_y \Gamma_d(N) \]
where \( X(0) \) is the fiber over 0 of the family \( X^{d+k} \), \( C(\text{Projan} \, R(M))(0) \) is the
fiber of \( C(\text{Projan} \, R(M)) \) over 0 and \( M(0) \) is the restriction of the module
\( M \) to \( X(0) \).

Proof. The proof in the ideal case appears in [27]; the general proof will
appear in [30]. □

2. First Results on SEIDS

The essentially Isolated Determinantal Singularities, also known as EIDS,
were defined by Ebeling and Gusein-Zade. In their definition, a germ \( (X, 0) \)
contained in \( C^n \) of a determinantal variety of type \( (n + k, n, t) \), see [5] for
details, is an EIDS if it has only essentially isolated singular points in a
punctured neighborhood of the origin in \( X \). In this section we are going to
give similar definitions for the symmetric case and prove some results about
equisingularity in this case.

For this, let \( F \) be a map from \( C^q \) to \( \text{hom}_s(C^n, C^n) \) whose entries are
complex analytic functions such that \( f_{ij}(x) = f_{ji}(x) \), and suppose, without
loss of generality that \( F(0) = 0 \). Thus, \( X \) is a symmetric determinantal
variety given by \( X = F^{-1}(S_r) \). As we have seen, the representation of \( S_r \) as
the union

\[ S_r = \bigcup_{i=0}^{r} S_i \setminus S_{i-1} \]
is a Whitney stratification of \( S_r \). If the map \( F \) is transverse to the rank
stratification of \( \text{hom}_s(C^n, C^n) \) for \( x \neq 0 \), then the germ of \( X \) at a singular
point is holomorphic to either the product of \( S_r \) with a affine space or a
transverse slice of \( S_r \). This inspires the following definition:

Definition 2.1. A point \( x \in X = F^{-1}(S_r) \) is called symmetric essentially
non singular if, at the point \( x \), the map \( F \) is transversal to the corresponding
stratum of \( S_r \).

A germ \( (X, 0) \subset (C^q, 0) \) of a symmetric determinantal variety \( S_r \) is a sym-
metric essentially isolated determinantal singularity, SEIDS, if it has only
essentially non-singular points in a punctured neighborhood of the origin in
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X, that is, \( F \) is transverse to all strata \( S_i \setminus S_{i-1} \) of the stratification of \( S_r \) in a punctured neighborhood of the origin. The singular set of a SEIDS \( X = F^{-1}(S_r) \) is the SEIDS \( F^{-1}(S_{r-1}) \).

**Definition 2.2.** A deformation \( \widetilde{F} : U \subset \mathbb{C}^q \to \text{hom}_m(\mathbb{C}^n, \mathbb{C}^n) \) of \( F \) which is transverse to the rank stratification is called a symmetric stabilization of \( F \). The variety \( X = \widetilde{F}^{-1}(S_r) \) is an symmetric essential smoothing of \( X \) ([5, Section 1]). If \( X \) is smooth, then \( X \) is a symmetric smoothing of \( X \).

In this paper, unless stated otherwise, all smoothings and stabilizations are symmetric smoothings and stabilizations.

**Proposition 2.3.** A SEIDS \( (X, 0) \subset \mathbb{C}^q \) has an isolated singularity at the origin if and only if

\[
q \leq \frac{(n - r + 1)(n - r + 2)}{2}.
\]

**Proof.** The singular set of \( X \) is the variety \( F^{-1}(S_{r-1}) \) of codimension \( \frac{(n-r+1)(n-r+2)}{2} \). Therefore, the origin is an isolated singularity if and only if \( F^{-1}(S_{r-1}) \) has dimension less than equal to 0, which means

\[
\dim F^{-1}(S_{r-1}) \leq 0 \iff q - \frac{(n-r+1)(n-r+2)}{2} \leq 0
\]

\[
\iff q \leq \frac{(n-r+1)(n-r+2)}{2}.
\]

\( \Box \)

In the sequel we shall consider deformations of symmetric determinantal singularities which are themselves symmetric determinantal ones, i.e., they are defined by perturbations of the map \( F \) defining the singularity. In [1], for the curve and surface cases we considered \( X \) a smoothing of \( X \). However, it is not true that we always can get a smoothing from a SEIDS. The next lemma shows the conditions needed to have such deformation.

**Proposition 2.4.** \( (X, 0) \) has a smoothing if and only if

\[
q < \frac{(n - r + 1)(n - r + 2)}{2}.
\]

**Proof.** If \( X \) is a smoothing of \( X \) then all the fibers \( X(y), y \neq 0 \), are smooth, which means that \( \widetilde{f}_y^{-1}(S_{r-1}) \), where \( \widetilde{f}_y \) is the restriction to the fiber \( X(y) \), is an empty set. Therefore, \( X \) is a smoothing if and only if

\[
\dim \widetilde{f}_y^{-1}(S_{r-1}) < 0 \iff q < \frac{(n-r+1)(n-r+2)}{2}.
\]

\( \Box \)

In the SEIDS context, instead of a smoothing, we are going to consider \( X \) as a stabilization, which means, \( X \) is a symmetric determinantal deformation of \( X \) to the generic fiber.

Let \( Y \) be the parameter space which is embedded in \( X \) as a linear subspace. Let us also consider \( iX \) as the preimage \( F^{-1}(S_i) \) for all \( i = 1, \ldots, r \) and, consequently, \( iX = \widetilde{F}^{-1}(S_i) \). For simplicity of exposition we impose a condition on our families that will be next stated.
Definition 2.5. A $s$-parameter family $X$ of SEIDS is good if there exists a neighborhood $U$ of $Y$ such that the restriction map $F_{X(y)}$ to the fiber $X(y)$ is transverse to the rank stratification off the origin for all $y \in U$.

Proposition 2.6. Suppose $X$ is a good family of SEIDS. Then $\{iX \setminus Y\}$, $i = 1, \ldots, t$ is a locally analytically trivial stratification of $X \setminus Y$.

Proof. The proof is similar to the rectangular case presented in [12]. From the definition of good family for $i$, $\{iX \setminus Y\}$ is smooth, since $F$ is transverse to the rank stratification. That the strata are locally analytically trivial follows because the strata by the $S_i$ are and $F$ is transverse to these. □

This condition implies that in a $s$-parameter family, no set of points from $iX$ can split off from the origin if the expected dimension of $iX$ is less than $s$. It also implies that there cannot be subsets of points where $\{iX \setminus Y\}$ is singular which include the origin in their closure even if the expected dimension of $iX$ is greater than or equal to $s$.

One of the invariants we are interested in is the multiplicity of the pair presented in section 1. First, we need to show that such multiplicity $e(JM(X), N(X))$ is well-defined for SEIDS. We will proceed as Gaffney and Ruas in [12] for the EIDS case, that is, we will show that the transversality of $F$ to the strata of $\text{hom}_s(\mathbb{C}^n, \mathbb{C}^n)$ off the origin implies that off the origin the two modules agree. To show that the multiplicity is well defined, we will use the fact that our stratification is Whitney.

Lemma 2.7. Let $F : (\mathbb{C}^q, 0) \rightarrow (\text{hom}_s(\mathbb{C}^n, \mathbb{C}^n), x)$ be a germ map with $x \in S_r$ and $X = F^{-1}(S_r)$. Suppose $F$ is transverse to the stratum containing $x$. Then,

$$F^*(JM(S_r)) = JM(X).$$

Proof. It follows directly from lemma 2.10 of [12] and the fact that

$$\bigcup_{i=0}^r \{iX \setminus i-1X\}$$

is a locally trivial stratification for $X$. □

Proposition 2.8. Let $F : \mathbb{C}^t \rightarrow \text{hom}_s(\mathbb{C}^n, \mathbb{C}^n)$, $X = F^{-1}(S_r)$, $F$ transverse to $S_r$ at the origin. Then,

$$JM(X) = F^*(N(S_r)) = N(X).$$

Proof. Since $S_r$ is stable we know that $JM(S_r) = N(S_r)$ and, by the previous lemma, $F^*(JM(S_r)) = JM(X)$. Since $N$ is universal,

$$JM(X) = F^*(JM(S_r)) = F^*(N(S_r)) = N(X).$$

□

Remark 2.9. In the last results we have taken the origin only for convenience. All of them are true for any other $x \in X$.

As a consequence of the last result we have that the multiplicity of the pair is well-defined.

Corollary 2.10. Suppose $(X, x)$ is a SEIDS, then $e(JM(X), N(X))$ is well-defined.
Proof. Since $X$ is a SEIDS, $F$ is transverse to all the strata of $S_r$ in a punctured neighborhood of the origin. Hence, by the last proposition, on a deleted neighborhood of the origin, $JM(X) = N(X)$. Since the modules agree on such deleted neighborhood, the multiplicity of the pair is well defined.

3. EQUISINGULARITY AND SEIDS

In [12], Gaffney and Ruas extended the framework of [3] to the simplest non-smoothable and non-isolated singularities - the EIDS. The purpose of this section is to prove similar results for the symmetric case and, in some cases, to give a more explicit formula for the calculations in [12]. Let us start by defining some of the invariants we will use.

Let us consider $X$ a symmetric determinantal variety given by $X = F^{-1}(S_r)$, and $\mathcal{X}$ its stabilization. The module $JM_\mathcal{X}(\mathcal{X})$ is generated by the partial derivatives with respect to $z_1, \ldots, z_d$. The first invariant we will use is the $m_d(X)$, where $d$ is the dimension of $X$. This invariant is given by the multiplicity of the polar curve of $JM_\mathcal{X}(\mathcal{X})$ over the parameter space at the origin. In the SEIDS context, this multiplicity is the number of critical points that a generic linear form has on the complement of the singular set on a generic fiber.

The next invariant is $F(\mathbb{C}^q) \cdot \Gamma_d(S_r)$, which is an intersection number. If we consider the graph of $F$ in $\mathbb{C}^q \times \text{hom}_x(\mathbb{C}^n, \mathbb{C}^n)$, then $F(\mathbb{C}^q) \cdot \Gamma_d(S_r)$ is the intersection of the graph with $\mathbb{C}^q \times \Gamma_d(S_r)$. The next result follows from [3] and allows us to connect this intersection number with the multiplicity calculated in the last chapter.

**Proposition 3.1.** Suppose $S$ is a stable singularity, and $F: \mathbb{C}^q \longrightarrow \mathbb{C}^p$ is a map defining $X^d = F^{-1}(S)$ with expected codimension. Then,

$$\Gamma_i(N(X)) = F^{-1}(\Gamma_i(S))$$

for all $i < d$.

If $\mathcal{X}$ is an one parameter stabilization, we can take the map $\tilde{F}$ from $\mathbb{C} \times \mathbb{C}^q$ to $\text{hom}_x(\mathbb{C}^n, \mathbb{C}^n)$, so that it is transverse to $\Gamma_i(S_r)$. Then $F(\mathbb{C}^q) \cdot \Gamma_d(S_r)$ is the number of points in which $\tilde{F}(y)$ intersects $\Gamma_d(S_r)$. This is the same as the multiplicity over $\mathbb{C}$ of $F^{-1}(\Gamma_d(S_r))$. Using the last proposition and the fact that $\mathcal{X}$ has dimension $d + 1$, we conclude that $F(\mathbb{C}^q) \cdot \Gamma_d(S_r)$ is the same as $\text{mult}_C \Gamma_d(N(\mathcal{X}))$.

**Proposition 3.2.** Suppose $\mathcal{X}$ is an one parameter stabilization of a SEIDS $X$ of dimension $d$. Then,

$$e(JM(X), N(X)) + F(\mathbb{C}^q) \cdot \Gamma_d(S_r) = m_d(X).$$

**Proof.** As we have stated, $F(\mathbb{C}^q) \cdot \Gamma_d(S_r) = \text{mult}_C \Gamma_d(N(\mathcal{X}))$. Now apply the multiplicity polar theorem to the pair $JM_\mathcal{X}(\mathcal{X})$ and $N(\mathcal{X})$ to get:

$$\Delta e(JM_\mathcal{X}(\mathcal{X}), N(\mathcal{X})) = \text{mult}_C \Gamma_d(JM_\mathcal{X}(\mathcal{X})) - \text{mult}_C \Gamma_d(N(\mathcal{X}))$$

$$= m_d(X) - F(\mathbb{C}^q) \cdot \Gamma_d(S_r).$$

Now, we only need to prove that $\Delta e(JM_\mathcal{X}(\mathcal{X}), N(\mathcal{X})) = e(JM(X), N(X))$. By definition we know that

$$\Delta e(JM_\mathcal{X}(\mathcal{X}), N(\mathcal{X})) = e(JM(\mathcal{X}), N(\mathcal{X}), 0) - e(JM(\mathcal{X}), N(\mathcal{X}), y).$$
Since $\mathcal{X}$ is a SEIDS, by proposition 2.8 we have that $JM(\mathcal{X}(y)) = N(\mathcal{X}(y))$, which means $e(JM(\mathcal{X}), N(\mathcal{X}), y) = 0$. Therefore,

$$\Delta e(JM_x(\mathcal{X}), N(\mathcal{X})) = e(JM(\mathcal{X}), N(\mathcal{X}), 0) = e(JM(\mathcal{X}), N(\mathcal{X})).$$

For the case where $X = F^{-1}(S_{n-2})$ we can give a more explicit formula to calculate the invariant $m_d(X)$. This is due to the calculations of the mixed polars in the last chapter. This result will be given in the corollary.

**Corollary 3.3.** Suppose $\mathcal{X}$ is family of SEIDS, with $\dim X = d$. Then,

(1) If $n \leq d + 2$,

$$m_d(X) = e(JM(\mathcal{X}), N(\mathcal{X})) + \frac{1}{2} \sum_{i=0}^{d+2} \binom{d + 2}{i} \left( \sum_{l=0}^{n-i} (-1)^{l+1} \text{colength } I_{A_l} \right);$$

(2) If $n > d + 2$ and $d - i$ is odd,

$$m_d(X) = e(JM(\mathcal{X}), N(\mathcal{X})) + \frac{1}{2} \sum_{i=0}^{d+2} \binom{d + 2}{i} \left( \sum_{l=0}^{n-i} (-1)^{l+1} \text{colength } I_{A_l} \right);$$

(3) If $n > d + 2$ and $d - i$ is even,

$$m_d(X) = e(JM(\mathcal{X}), N(\mathcal{X}))+\frac{1}{2} \sum_{i=0}^{d+2} \binom{d + 2}{i} \left[ \left( \sum_{l=0}^{d-3-i} (-1)^{l+1} \text{colength } I_{A_l} \right) - \text{colength } I_{A_{d+3-i}} \right].$$

**Proof.** Follows from the last proposition, from the fact that

$$\text{mult}_C \Gamma_d(N(\mathcal{X})) = \frac{1}{2} \sum_{i=0}^{d+2} \binom{d + 2}{i} \text{deg}_C \Gamma_{i,d+2-i}(N(\mathcal{X}));$$

and from the calculations of the degrees of the mixed polars in [1].

Now, our final goal is to connect the previous results with Whitney equisingularity. A Family $\mathcal{X}$ is Whitney equisingular if given a Whitney stratification of $\mathcal{X}$, each stratum satisfies the Whitney conditions over the parameter $Y$. Consider $\mathcal{X}$ a stabilization of $X$ given by the map

$$\tilde{F} : \mathbb{C}^q \times Y \rightarrow \text{hom}_S(\mathbb{C}^n, \mathbb{C}^n)$$

$$(z, y) \mapsto \tilde{F}(z, y)$$

and the modules $JM_x(\mathcal{X}) = \left( \frac{\partial \tilde{F}}{\partial z_1}, \ldots, \frac{\partial \tilde{F}}{\partial z_q} \right)$ and $m_Y = (z_1, \ldots, z_q)$. For each $y \in Y$ and $i = 1, \ldots, r$, consider $i\mathcal{X}(y)$ the fiber of $i\mathcal{X}$ at $y$, $d(i)$ the dimension of the symmetric determinantal variety $i\mathcal{X}$ and $\tilde{f}_y$ the map given by fixing $y$ in $\tilde{F}(z, y)$. The next result analyzes the relation between the invariant

$$e(m_Y JM(i\mathcal{X}(y)), N(i\mathcal{X}(y))) + \tilde{f}_y(\mathbb{C}^q) \cdot \Gamma_{d(i)}(S_i)$$

and the condition that the family is Whitney equisingular.
Theorem 3.4. Suppose \( \mathcal{X} \) is a good \( k \)-dimensional family of SEIDS. Then the family is Whitney equisingular if and only if the invariants
\[
e(\text{mult}_Y \mathcal{J}_Y(i\mathcal{X}(y)), N(i\mathcal{X}(y))) + \tilde{f}_y(C^q) \cdot \Gamma_{d(i)}(S_i)
\]
are independent of \( y \), where, if \( \text{dim}_i \mathcal{X}(y) = 0 \), by convention the multiplicity of the pair \( e(\text{mult}_Y \mathcal{J}_Y(i\mathcal{X}(y)), N(i\mathcal{X}(y))) \) is 0.

Proof. We can embed the family into a larger one with base \( Y \times \mathbb{C} \), so that \( y \times \mathbb{C} \) is a stabilization of \( \mathcal{X}_y \).

Let \( \{ (\mathcal{X}\setminus_{i-1}\mathcal{X}) - Y \} \) be the canonical stratification of \( \mathcal{X} - Y \). Since the family is good, by proposition [2,6] we only need to control the pairs of strata \( (\mathcal{X}_y - Y, Y) \). For each \( i \), suppose that the pair \( (\mathcal{X}_y - Y, Y) \) satisfies the Whitney conditions. By theorem [14] we know that \( \mathcal{J}_M(i\mathcal{X}) \subset \mathcal{J}_M(i\mathcal{X}_z) \), which implies that \( \text{mult}_Y \mathcal{J}_M(i\mathcal{X}) = \text{mult}_Y \mathcal{J}_M(i\mathcal{X}_z) \). In [13], Tessier proved that Whitney conditions implies that the fiber of the blow-up of the conormal modification by \( \mathcal{J}_M \) is equidimensional over \( Y \), which means that the dimension of the fiber is as small as possible. The integral closure condition \( \text{mult}_Y \mathcal{J}_M(i\mathcal{X}) \) implies that the same is true for \( B_{\mathcal{J}_M} \text{Proj}(\mathcal{J}_M(i\mathcal{X})) \). Therefore, the polar variety of codimension \( d(i) \) of \( \text{mult}_Y \mathcal{J}_M(i\mathcal{X}) \) is empty. This implies that the value of \( \text{mult}_Y (\mathcal{J}_M(i\mathcal{X})) \) is independent of \( y \).

Now assume the invariants \( \text{mult}_Y (\mathcal{J}_M(i\mathcal{X})) \) are constant. By the Multiplicity Polar theorem, we have
\[
\Delta e(\text{mult}_Y \mathcal{J}_M(i\mathcal{X}), N(i\mathcal{X})) = \text{mult}_Y (\text{mult}_Y \mathcal{J}_M(i\mathcal{X})) - \text{mult}_Y (\text{mult}_Y \mathcal{J}_M(i\mathcal{X}))
\]
\[
\downarrow
\]
\[
e(\text{mult}_Y \mathcal{J}_M(i\mathcal{X}(0)), N(i\mathcal{X}(0))) - e(\text{mult}_Y \mathcal{J}_M(i\mathcal{X}(y)), N(i\mathcal{X}(y))) =
\]
\[
= \text{mult}_Y (\text{mult}_Y \mathcal{J}_M(i\mathcal{X}(0))) - \text{mult}_Y (\text{mult}_Y \mathcal{J}_M(i\mathcal{X}(y))) + \tilde{f}_y(C^q) \cdot \Gamma_{d(i)}(S_i) + \tilde{f}_y(C^q) \cdot \Gamma_{d(i)}(S_i)
\]
\[
\downarrow
\]
\[
e(\text{mult}_Y \mathcal{J}_M(i\mathcal{X}(0)), N(i\mathcal{X}(0))) + \tilde{f}_y(C^q) \cdot \Gamma_{d(i)}(S_i)
\]
\[
\downarrow
\]
\[
\text{mult}_Y (\text{mult}_Y \mathcal{J}_M(i\mathcal{X}(y))) + \tilde{f}_y(C^q) \cdot \Gamma_{d(i)}(S_i)
\]
\[
\downarrow
\]
\[
0 = \text{mult}_Y (\Gamma_{d(i)}(\text{mult}_Y \mathcal{J}_M(i\mathcal{X}))).
\]

Hence the polar \( \Gamma_{d(i)}(\text{mult}_Y \mathcal{J}_M(i\mathcal{X})) \) is empty.

Since all the results presented here, from theorem [1,4] to Tessier’s paper [13], are if and only if results we are done. It is important to notice that when \( \text{dim}_i \mathcal{X} = 0 \) the invariant in question is reduced to \( \tilde{f}_y(C^q) \cdot \Gamma_{d(i)}(S_i) \), which is the colength of the defining ideals.

For the next result, let us consider the following set-up. Consider the symmetric determinantal variety determined by \( \mathcal{X} = F^{-1}(S_{n-2}) \), where \( F \) is the map from \( C^q \) to \( \text{hom}_i(C^n, C^n) \). Consider \( q \leq 6 \) so that \( (\mathcal{X}, 0) \) has an isolated singularity.

Theorem 3.5. Let \( \mathcal{X} \) be a family of isolated singularities as in the given set-up. Then,
(1) If $X$ has a smoothing, then $\mathcal{X}$ is Whitney equisingular if and only if the invariant
\[
e(m_Y JM(\mathcal{X}(y)), N(\mathcal{X}(y))) + \frac{1}{2} \sum_{i=0}^{d+2} \binom{d+2}{i} \deg C \Gamma_{i,d+2-i}(N(\mathcal{X}))
\]
is independent of $y$.

(2) If $X$ does not have a smoothing, then $\mathcal{X}$ is Whitney equisingular if and only if the invariant from before and the colength of the ideal defining $n-3\mathcal{X}$, that is, $\tilde{f}_y(\mathbb{C}^q) \cdot \Gamma_0(S_n-3)$ are independent of $y$.

Proof. (1) Since $X$ has a smoothing, all the fibers $\mathcal{X}(y)$ with $y \neq 0$ are smooth. This means that the only pair of stratum in this case is $(\mathcal{X} - Y, Y)$. Proceeding as in the last theorem and using the fact that for all $y \in Y$
\[
\tilde{f}_y(\mathbb{C}^q) \cdot \Gamma_d(S_n-2) = \frac{1}{2} \sum_{i=0}^{d+2} \binom{d+2}{i} \deg C \Gamma_{i,d+2-i}(N(\mathcal{X}))
\]
we have that $\mathcal{X}$ is Whitney equisingular if and only if the given invariant is constant.

(2) Since $X$ does not have a smoothing we have $q = 6$ and $\dim \tilde{f}_y^{-1}(S_n-3) = 0$. In this case, we have two pairs of strata to control: $(\mathcal{X} - Y, Y)$ and $(n-3\mathcal{X} - Y, Y)$. The last pair is a dimension zero type of stratum and is controlled only by $\tilde{f}_y(\mathbb{C}^q) \cdot \Gamma_0(S_n-3)$. The result follows from the first part of the theorem and the last theorem.

$\Box$

For the case where the one parameter stabilization $\mathcal{X} = \bar{F}^{-1}(S_{n-2})$ is not a family of isolated singularities we can still state something about the maximal open strata.

**Theorem 3.6.** Let $\mathcal{X}$ be a family of SEIDS, and $\mathcal{X}_0$ the set of its smooth points. Then, the pair $(\mathcal{X}_0 - Y, Y)$ satisfies the Whitney conditions if and only if the invariant
\[
e(m_Y JM(\mathcal{X}(y)), N(\mathcal{X}(y))) + \frac{1}{2} \sum_{i=0}^{d+2} \binom{d+2}{i} \deg C \Gamma_{i,d+2-i}(N(\mathcal{X}))
\]
is independent of $y$.

Proof. The proof is similar to theorem 3.4 to the maximal stratum, and follows from the fact that for all $y \in Y$
\[
\tilde{f}_y(\mathbb{C}^q) \cdot \Gamma_d(S_n-2) = \frac{1}{2} \sum_{i=0}^{d+2} \binom{d+2}{i} \deg C \Gamma_{i,d+2-i}(N(\mathcal{X})).
\]

$\Box$
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