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Abstract

Optomechanics offers a natural way to implement synthetic dynamical gauge fields, leading to synthetic electric fields for phonons and, as a consequence, to unidirectional light transport. Here we investigate the quantum dynamics of synthetic gauge fields in the minimal setup of two optical modes coupled by phonon-assisted tunneling where the phonon mode is undergoing self-oscillations. We use the quantum van-der-Pol oscillator as the simplest dynamical model for a mechanical self-oscillator that allows us to perform quantum master equation simulations. We identify a single parameter, which controls the strength of quantum fluctuations, enabling us to investigate the classical-to-quantum crossover. We show that the generation of synthetic electric fields is robust against noise and that it leads to unidirectional transport of photons also in the quantum regime, albeit with a reduced isolation ratio. Our study opens the path for studying dynamical gauge fields in the quantum regime based on optomechanical arrays.

1. Introduction

Optomechanics describes the interaction of light and matter due to radiation pressure [1]. The field of optomechanics has produced many experimental achievements in the past decade such as cooling a mechanical oscillator into its motional ground state [2, 3], position measurement with a precision below that at the standard quantum limit [4], coherent state transfer [5], squeezing of a mechanical oscillator [6–8], manipulation of single phonons [9] and entanglement of mechanical oscillators [10, 11].

Implementing synthetic gauge fields for neutral particles has recently attracted a lot of attention [12, 13]. They have been proposed and realized using cold atoms [14–17], photons [18–24] and phonons [25–31]. It has been shown that synthetic gauge fields can naturally arise in optomechanical setups [32, 33]: due to the optomechanical interaction, photons pick up the phase of a mechanical oscillator and the mechanical phase then represents a synthetic gauge field for photons with \( U(1) \) gauge symmetry. The generation of artificial magnetic fields has led, together with reservoir engineering [34], to the recent groundbreaking experimental work on optomechanical non-reciprocity [35–40]. For future realizations of optomechanical arrays [41–44], synthetic gauge fields have been proposed to give rise to topological phases of sound and light [33] including topologically-protected phonon transport [25].

Most of the above realizations lead to static synthetic gauge fields, which are fixed externally by the driving. The possibility to implement synthetic dynamical gauge fields, i.e. fields that are dynamical degrees of freedom themselves, has been considered in ultra-cold atoms in optical lattices [45, 46], superconducting circuits [47, 48], cavity quantum electrodynamics [49], and trapped ions [50, 51]. It has been shown very recently that the optomechanical interaction offers a natural way to engineer synthetic dynamical gauge fields [52]. In that case, a mechanical oscillator is driven into self-sustained oscillations. In this way, the phase of the mechanical oscillator evolves according to its own dynamics and can provide a dynamical gauge field for photons. The dynamics of synthetic gauge fields in open one-dimensional arrays has been shown to give rise to synthetic electric fields for...
The dynamical generation of these synthetic electric fields depends on the direction of light propagation. This gives rise to unidirectional light transport: light propagation is exponentially suppressed in one direction whereas light can propagate freely in the reverse direction.

In this manuscript, we study the minimal setup exhibiting synthetic dynamical gauge fields: two optical modes that are coupled by phonon-assisted tunneling where the phonon mode is undergoing self-oscillations. Cavity optomechanics is approaching the nonlinear quantum regime where a single photon displaces the mechanical oscillator by more than its zero-point uncertainty. This has motivated the theoretical investigation of optomechanically induced self-oscillations in the quantum regime, showing that self-oscillations persist even if only a few energy levels are occupied. In particular, we use the so-called quantum van-der-Pol oscillator as a model of mechanical self-oscillations. We show that in our model the strength of quantum fluctuations is controlled by a single parameter. By tuning the strength of quantum fluctuations, we explore the classical-to-quantum crossover, an analysis which has been carried out for the standard optomechanical setup. We show that the phase of the mechanical oscillator is very sensitive to noise and as a consequence its value is washed out deep in the quantum regime by quantum fluctuations. However, the mechanical phase still represents a synthetic gauge field for photons, despite being very noisy, since quantum fluctuations do not break the gauge symmetry of the system. We show that even though the value of the mechanical phase is washed out in the quantum regime, its nonlinear dynamics still results in the generation of synthetic electric fields. This demonstrates the robustness of synthetic electric fields against noise, which emerge via a dynamical instability. In contrast to the classical regime, the transition from a vanishing to a finite synthetic electric field is blurred by quantum fluctuations. Sufficiency above threshold, the synthetic electric field is not affected by fluctuations and thus also the resulting unidirectional light transport is robust against noise. However, the quantization of the van-der-Pol oscillator’s energy levels leads to an increased mechanical amplitude with respect to the classical regime, and an increased transmission in the blockaded direction. This results in reduced isolation ratios, which, however, do not preclude unidirectional light transport in arrays.

Our work shows that cavity optomechanics provides a suitable platform for studying the quantum dynamics of synthetic gauge fields. In the future, it will allow for the investigation of genuine quantum features in synthetic gauge fields and the interplay of their dynamics with quantum synchronization.

2. Model

Dynamical gauge fields for photons have been proposed for optomechanical arrays with phonon-assisted photon tunneling. The minimal setup of this kind, as shown in figure 1, consists of two optical modes and one mechanical mode. The Hamiltonian describing this setup (with $\hbar = 1$) is

$$\hat{H} = -\sum_{j=1}^{2} \Delta_{D,j} \hat{a}_j^\dagger \hat{a}_j - \Delta_{M} \hat{b}^\dagger \hat{b} + J (b \hat{a}_2^\dagger \hat{a}_1 + \text{h.c.}) + \sum_{j=1}^{2} E_j (\hat{a}_j^\dagger + \hat{a}_j),$$

where $\Delta_{D,j} = \nu_1 - \nu_{D,j}$ and $\Delta_{M} = \Omega - \nu_{D,2} + \nu_{D,1}$ are optical and mechanical detunings. In the third term, $b \hat{a}_2^\dagger \hat{a}_1$, with amplitude $J$, a mechanical mode $\hat{b}$ with frequency $\Omega$ assists the tunneling between two optical modes $\hat{a}_1$ and $\hat{a}_2$ with frequencies $\nu_1$ and $\nu_2$, respectively. This process can be spectrally selected by satisfying the resonance condition, $\Omega \approx \nu_2 - \nu_1$. The optical modes $\hat{a}_j$ are coherently driven by lasers at frequencies $\nu_{D,j}$ and $\nu_j$. In particular, we use the so-called quantum van-der-Pol oscillator as a model of mechanical self-oscillations. We show that in our model the strength of quantum fluctuations is controlled by a single parameter. By tuning the strength of quantum fluctuations, we explore the classical-to-quantum crossover, an analysis which has been carried out for the standard optomechanical setup. We show that the phase of the mechanical oscillator is very sensitive to noise and as a consequence its value is washed out deep in the quantum regime by quantum fluctuations. However, the mechanical phase still represents a synthetic gauge field for photons, despite being very noisy, since quantum fluctuations do not break the gauge symmetry of the system. We show that even though the value of the mechanical phase is washed out in the quantum regime, its nonlinear dynamics still results in the generation of synthetic electric fields. This demonstrates the robustness of synthetic electric fields against noise, which emerge via a dynamical instability. In contrast to the classical regime, the transition from a vanishing to a finite synthetic electric field is blurred by quantum fluctuations. Sufficiency above threshold, the synthetic electric field is not affected by fluctuations and thus also the resulting unidirectional light transport is robust against noise. However, the quantization of the van-der-Pol oscillator’s energy levels leads to an increased mechanical amplitude with respect to the classical regime, and an increased transmission in the blockaded direction. This results in reduced isolation ratios, which, however, do not preclude unidirectional light transport in arrays.

Our work shows that cavity optomechanics provides a suitable platform for studying the quantum dynamics of synthetic gauge fields. In the future, it will allow for the investigation of genuine quantum features in synthetic gauge fields and the interplay of their dynamics with quantum synchronization.

Figure 1. Schematic of an optomechanical setup exhibiting a synthetic dynamical gauge field for photons. (a) Red arrows depict tunneling of photons (with tunneling amplitude $J$) from the optical mode $\hat{a}_1$ to the optical mode $\hat{a}_2$, assisted by the coherent absorption of a phonon from the mechanical mode $\hat{b}$. The inverse process happens with the same tunneling amplitude $J$. The mechanical oscillator performs self-oscillations arising from the competition of linear (one-phonon) anti-damping and nonlinear (two-phonon) damping with rates $\gamma_1$ and $\gamma_2$, respectively. Photons decay at a rate $\kappa$. Optical modes are driven with lasers of amplitudes $E_1$ and $E_2$ to study the transmission through the device. (b) Optical frequencies $\nu_1$ and $\nu_2$ satisfy the resonance condition $\Omega \approx \nu_2 - \nu_1$, where $\Omega$ is the mechanical frequency.
with strengths $E_i$. The optical and mechanical modes are expressed in suitable rotating frames and fast rotating terms are neglected in the Hamiltonian (1) within the rotating-wave approximation, valid for $\kappa, J, J^2 \ll \Omega$, where $\kappa$ is the photon decay rate and $B = |\langle \hat{b} \rangle|$ is the mechanical amplitude.

To implement dynamical gauge fields, the mechanical oscillator is assumed, as in [52], to perform self-sustained oscillations. In this case, the phase $\phi$ of the mechanical oscillator is able to evolve according to its own dynamics which provides a dynamical gauge field for photons with a $\mathcal{U}(1)$ symmetry. Any time evolution of the mechanical phase can be seen as generating a synthetic electric field $E = \dot{\phi}$ for the photons [53] (see appendix A for more details).

In this manuscript, we employ the quantum van-der-Pol oscillator as a model of the mechanical self-oscillations enabling us to study synthetic dynamical gauge fields in the quantum regime. Two optical modes with tunneling assisted by such a mechanical self-oscillator are described by the following quantum master equation in Lindblad form

$$\dot{\hat{\rho}} = -i[\hat{H}, \hat{\rho}] + \kappa \sum_{j=1}^{2} \mathcal{D}[\hat{a}_j] \hat{\rho} + \gamma_1 \mathcal{D}[\hat{b}^\dagger \hat{a}] \hat{\rho} + \gamma_2 \mathcal{D}[\hat{b}^\dagger \hat{b}] \hat{\rho},$$

for the composite density matrix $\hat{\rho}$, where $\mathcal{D}[\hat{O}] \hat{\rho} = \hat{O} \hat{\rho} \hat{O}^\dagger - \frac{1}{2} \{ \hat{O}^\dagger \hat{O}, \hat{\rho} \}$ and $\{ , \}$ is the anti-commutator. The Hamiltonian (1) governs the coherent dynamics of the system. Photon decay at a rate $\kappa$ is described by the dissipator $\mathcal{D}[\hat{a}_j]$. Self-oscillations of the mechanical mode arise from the competition of two dissipative processes, namely negative damping, $\mathcal{D}[\hat{b}^\dagger \hat{a}]$, and nonlinear damping, $\mathcal{D}[\hat{b}^\dagger \hat{b}]$, with rates $\gamma_1$ and $\gamma_2$, respectively. Mechanical self-oscillations persist even in the extreme quantum limit, $\gamma_2/\gamma_1 \rightarrow \infty$, where only two lowest energy levels are occupied [62, 63]. As a result, the model described by the master equation (2) allows us to study the dynamics of synthetic gauge fields deep in the quantum regime for low occupations of the mechanical self-oscillator. The master equation (2) is a starting point of our analysis.

3. Classical limit and quantum parameter

We start our analysis by considering the classical regime of large mechanical and optical occupations when quantum fluctuations are negligible.

In the classical regime, quantum fluctuations and the quantization of energy levels can be neglected for the van-der-Pol oscillator [63] as well as for the optical modes. The system can then be described by equations of motion for the expectation values $\langle \hat{b} \rangle = \text{Tr}[\hat{b} \hat{\rho}] \equiv b, \langle \hat{a}_i \rangle = \text{Tr}[\hat{a}_i \hat{\rho}] \equiv a_i, \langle \hat{a}_j \rangle = \text{Tr}[\hat{a}_j \hat{\rho}] \equiv a_j$, derived from the quantum master equation (2). In the classical regime, it is a good approximation to factorize the higher order moments, $\text{Tr}[\hat{b}^\dagger \hat{b}^\dagger] \approx |\langle b^2 \rangle|^2$ and $\text{Tr}[\hat{a}_i \hat{a}_j] \approx a_i^* a_j$. In this way we obtain a set of classical equations of motion

$$\dot{b} = i \Delta_M b - i a_j^* a_k + \frac{\gamma_1}{2} b - \gamma_2 |b|^2 b,$$

$$\dot{a}_j = i \Delta_{O,j} a_k - i E - i f(\delta_{j,1} b^* + \delta_{j,2} b) a_i - \frac{\kappa}{2} a_j,$$

$$\dot{a}_i = -i f(\delta_{i,1} b^* + \delta_{i,2} b) a_k - \frac{\kappa}{2} a_i,$$

where we assume that only one optical mode, $a_k$, is driven, $\Delta_{O,j}$ is the detuning, $\Delta_{O,i,j}$ of the non-driven optical mode, $a_k$ ($l \neq k$) can be set to zero in the absence of the laser drive. Using rescaled optical amplitudes $\tilde{a}_j = \kappa a_j/E$, mechanical amplitude $\tilde{b} = J b/\kappa$ and time $\tilde{t} = \kappa t$, the equations of motion can be expressed as

$$\frac{d\tilde{b}}{d\tilde{t}} = i \tilde{\Delta}_M \tilde{b} - i \tilde{P} \tilde{a}_i^* \tilde{a}_k + \frac{\tilde{\gamma}_1}{2} \tilde{b} - \tilde{\gamma}_2 |\tilde{b}|^2 \tilde{b},$$

$$\frac{d\tilde{a}_j}{d\tilde{t}} = i \tilde{\Delta}_{O,j} \tilde{a}_k - i - i f(\delta_{j,1} b^* + \delta_{j,2} b) \tilde{a}_i - \frac{1}{2} \tilde{a}_j,$$

$$\frac{d\tilde{a}_i}{d\tilde{t}} = -i f(\delta_{i,1} \tilde{b}^* + \delta_{i,2} \tilde{b}) \tilde{a}_k - \frac{1}{2} \tilde{a}_i,$$

which depend on the dimensionless parameters $\Delta_{O} = \Delta_{O,k}/\kappa, \tilde{\Delta}_M = \Delta_M/\kappa, \tilde{\gamma}_1 = \gamma_1/\kappa, \tilde{\gamma}_2 = \kappa \gamma_2/J^2$ as well as the rescaled driving power $\tilde{P} = J^2 E^2/\kappa^4$.

However, the classical equations of motion do not depend on the quantum parameter

$$\zeta = \frac{J}{\kappa},$$

(9)
which has been shown to control the strength of quantum fluctuations in the standard optomechanical setup [56, 64]. Since \( \zeta \) determines the scaling of the mechanical amplitude, it controls the strength of quantum fluctuations for the van-der-Pol oscillator. The quantum parameter \( \gamma_2/\gamma_1 \) of the van-der-Pol oscillator [63] can be re-expressed as

\[
\frac{\gamma_2}{\gamma_1} = \frac{\tilde{\gamma}_2}{\tilde{\gamma}_1} \zeta^2
\]

(10)

in terms of the standard optomechanical quantum parameter \( \zeta \) and the two classical parameters \( \tilde{\gamma}_1 \) and \( \tilde{\gamma}_2 \). As a result, the strength of quantum fluctuations in our model with the quantum van-der-Pol oscillator is controlled by the quantum parameter \( \zeta \).

In the classical regime, where quantum fluctuations are negligible, the optical and mechanical amplitudes can be rescaled and the system dynamics is described by the rescaled equations of motion (6)–(8). These classical equations are similar to those studied in [53], giving rise to the synthetic electric field for photons

\[
\tilde{\mathcal{E}} = \frac{d\phi}{dt} = \Delta_M - \mathcal{P}\left|\hat{a}_1\right|\left|\hat{a}_2\right| |\hat{b}| \cos (\phi - \theta_2 + \theta_1),
\]

(11)

where \( \theta_i \) is the phase of the optical mode \( a_i \). Further to the analysis presented in [53], the effects of radiation pressure on the mechanical amplitude are taken into account in (6). This modification of the mechanical amplitude does not qualitatively change the steady state of the model (for a detailed analysis, see appendix B). If light propagates from the lower to the higher optical frequency, a synthetic electric field is generated above a threshold driving power, and, as a consequence, light transport is suppressed. The synthetic electric field vanishes if light propagates from the higher to the lower optical frequency. This leads to unidirectional light transport via the dynamically generated synthetic electric field studied in [53].

4. Synthetic electric fields in the quantum regime

Now we study the effect of quantum fluctuations both close to the classical limit, \( \zeta \to 0 \), as well as deep in the quantum regime, \( \zeta \gg 1 \).

We investigate steady states of the system in the resonant case, i.e. \( \Delta_M = \Delta_O = 0 \), for which the effects, studied here, are most pronounced. In this manuscript, we consider driving the lower optical frequency, where the synthetic electric field is dynamically generated and light transmission is suppressed [53]. In the case of driving the higher optical frequency, no synthetic electric field is generated and light can freely propagate to the lower optical frequency (see appendix C for more details).

To understand how the dimensionless parameters introduced in the last section influence the dynamics of the quantum model, we rewrite the master equation (2) in terms of these parameters. The master equation then reads

\[
\frac{d\hat{\rho}}{dt} = -i[\hat{\mathcal{H}}, \hat{\rho}] + \sum_{j=1}^{3} \mathcal{D}[\hat{a}_j]\hat{\rho} + \tilde{\gamma}_1 \mathcal{D}[\hat{b}^{\dagger}]\hat{\rho} + \zeta^2 \tilde{\gamma}_2 \mathcal{D}[\hat{b}^{\dagger}]\hat{\rho},
\]

(12)

where

\[
\hat{\mathcal{H}} = \zeta (\hat{b}\hat{a}^{\dagger}_1 + \text{h.c.}) + \sqrt{\mathcal{P}} \zeta (\hat{a}_1 + \hat{a}^{\dagger}_1).
\]

(13)

We can see that the quantum parameter \( \zeta \) controls the scaling of optical amplitudes, since the driving strength is \( \sqrt{\mathcal{P}}/\zeta \). It also determines the scaling of the mechanical amplitude which is proportional to the ratio of negative damping rate, \( \tilde{\gamma}_2 \), and the nonlinear damping rate, \( \zeta^2 \tilde{\gamma}_2 \). As we have shown in the last section, the scaling of optical and mechanical amplitudes does not influence the classical dynamics of the system. The absolute strength of quantum fluctuations, \( |\hat{b}, \hat{b}^{\dagger}| = 1 \), does not depend on the scaling of the mechanical amplitude, \( \sqrt{\langle \hat{b}\hat{b}^{\dagger} \rangle} \propto 1/\zeta \). As a result, the relative strength of quantum fluctuations compared to the mechanical amplitude increases with \( \zeta \).

Since time is now expressed in the units of photon decay rate \( \kappa \), the dimensionless parameter \( \tilde{\gamma}_1 \) represents the ratio of the optical coherence time and the mechanical coherence time. This parameter determines to which extent the mechanical amplitude is influenced by the coupling to the optical modes. We choose \( \tilde{\gamma}_1 = 10 \), in which case the mechanical dissipative processes are fast compared to the dynamics of optical modes and they dominate the dynamics of the system. In this regime, the modification of the mechanical amplitude due to the coupling to optical modes is marginal. On the other hand, the mechanical phase undergoes a slow dynamics which arises from the coupling to the optical modes since the mechanical dissipative processes are phase insensitive. In this regime, we can study the dynamics of the synthetic gauge field, i.e. the mechanical phase, since the effects originating from the dynamics of mechanical amplitude are eliminated.
We consider the relative phase, $\varphi = \phi - \theta_2 + \theta_1$, between the mechanical mode of phase $\phi$ and the optical modes of phases $\theta_i$ to study the generation of synthetic electric fields. The relative phase $\varphi$ determines the action of the radiation pressure force on the mechanical phase and as a consequence also the value of the synthetic electric field as it can be read off from the classical equation (11). The distribution

$$P(\varphi) = \iint_{0}^{2\pi} d\phi d\theta_1 d\theta_2 \delta(\phi - \theta_2 + \theta_1 - \varphi)p(\phi, \theta_1, \theta_2)$$

of the relative phase can be calculated from the steady-state density matrix $\hat{\rho}_{SS}$, where

$$p(\phi, \theta_1, \theta_2) = \text{Tr}[|\phi, \theta_1, \theta_2\rangle\langle\phi, \theta_1, \theta_2| \hat{\rho}_{SS}],$$

$$|\phi, \theta_1, \theta_2\rangle = \frac{1}{(2\pi)^{1/2}} \sum_{n,m,l=0}^{\infty} e^{i \theta_1 n + i \theta_2 m + il} |n, m, l\rangle |n\rangle$$

is the Fock state. To study the effect of fluctuations on the relative phase $\varphi$, we employ

$$M = 2\pi \max (P(\varphi)) - 1,$$

as a measure, which was used in [66, 67].

In figure 2, we show the relative phase distribution and the coherence measure as a function of driving power, $P$, close to the classical limit and deep in the quantum regime. In the classical limit, the relative phase (black dashed lines) has a single value $\varphi = \pi/2$ at small driving power, see figure 2(b), indicating that the synthetic electric field vanishes in steady state (see appendix B). For sufficiently large driving powers, the relative phase bifurcates to values different from $\pi/2$ and a finite synthetic electric field is generated [53].

While the classical equations of motion neglect fluctuations in the relative phase, the master equation simulation (see appendix D for more details) takes these fluctuations into account and we study them using the relative phase distribution. Close to the classical limit, the relative phase distribution is peaked around the classical value of the relative phase, see figure 2(b). Fluctuations of the relative phase are reduced in the vicinity of the classical threshold value of driving power. This can be seen from the sharper peak in the relative phase distribution around the classical value (figure 2(b)) and the increase of the phase coherence measure at the onset of a finite synthetic electric field, see figure 2(a). In the classical limit, the steady state is bistable above threshold. Depending on the initial conditions, the system ends up in one of the stationary solutions of the classical equations (6)–(8). Fluctuations lead to transitions between these two classically stable stationary solutions and to a unique steady state distribution of the relative phase, which is peaked around the two classical stationary values.

The dynamics deep in the quantum regime shares several features with that in the classical regime, see figure 2(d). At small driving power, the relative phase distribution is peaked around $\varphi = \pi/2$ indicating a vanishing synthetic electric field. For sufficiently large driving powers, the synthetic electric field is generated leading to a bimodal relative phase distribution. The onset of a finite synthetic electric field is shifted to larger driving powers compared to the classical case (black dashed lines). This can be seen both in the relative phase distribution in figure 2(d) and the phase coherence measure in figure 2(c). The shifted onset of a finite synthetic electric field is due to a special feature of the quantum van-der-Pol oscillator: the nonlinear (two-phonon) damping cannot dissipate the last remaining phonon [63]. This is not captured by the classical equations of...
motion. As a result, the mechanical amplitude according to the full quantum model (green solid line) is larger than classically expected, see figure 3(b). Since the mechanical amplitude has to be overcome by the lower-frequency optical amplitude to generate the synthetic electric field [53], the onset of a finite synthetic electric field is shifted to larger driving powers.

If a synthetic electric field is generated, it leads to a suppression of light propagation to the higher-frequency optical mode. In figure 3, optical transmission $T$ is shown as a function of driving power $P$. The transmission $T$ is the ratio of the output power leaking from the higher-frequency optical mode, $\kappa \langle \hat{a}_1^{\dagger} \hat{a}_2 \rangle$, to the driving power, $\kappa P / \zeta^2$. Close to the classical limit, the transmission $T$ is slightly decreased for small driving powers. This is due to fluctuations broadening the mechanical frequency by more than the optical linewidth so that the resonant condition, $\Omega = \nu_2 - \nu_1$, is not satisfied for every scattering event (absorption of a phonon). For large driving powers, the generated synthetic electric field significantly suppresses the transmission $T$ by many orders of magnitude. A similar dependence of the transmission $T$ on driving power is found in the quantum regime, see figure 3(b). For small driving powers, the transmission is marginally reduced by fluctuations. For sufficiently large driving powers, the transmission is strongly suppressed by the dynamically generated synthetic electric field. However, the same amount of suppression occurs for larger driving powers than in the classical limit since the onset of a finite synthetic electric field is shifted due to larger mechanical amplitude $\tilde{B}^2$.

5. Classical-to-quantum crossover

To shed more light on the influence of quantum fluctuations and the quantization of energy levels, we study transmission across the classical-to-quantum crossover.

We consider driving powers well above the onset of a finite synthetic electric field. The synthetic electric field then remains constant as the quantum regime is approached for increasing $\zeta$. As a result, the relative phase distribution $P(\varphi)$ is always peaked around its classical value, see figure 2(f). On the other hand, as the quantum regime is reached, the relative phase distribution is washed out by quantum fluctuations. As a consequence, the phase coherence measure significantly decreases, as seen in figure 2(e).

This demonstrates the robustness of the synthetic electric field generation against noise. According to the classical equations of motion, the synthetic electric field, $\tilde{E} \propto -\cos(\varphi)$, depends on the relative phase, $\varphi$, see (11). The relative phase distribution is washed out by quantum fluctuations as the quantum regime is approached. However, the dynamics of the mechanical phase still results in the generation of the synthetic electric field. It causes a shift in the frequency of the non-driven optical mode, which can be seen in the power spectrum of this mode (shown in appendix E). As a result, the dynamically generated synthetic electric electric field detunes the phonon-assisted photon tunneling from resonance leading to a suppression of light transmission even in the quantum regime (see figure 3(c)). This shows that while the values of the optical and mechanical phases are sensitive to noise, the synthetic electric field, represented by the time evolution of the mechanical phase, is robust.

Even though the generation of synthetic electric fields is not prevented by quantum fluctuations, transmission (solid blue line) increases as the quantum regime is approached, see figure 3(c). However this increase can be explained by the larger mechanical amplitude according to the full quantum model (green solid line) than classically expected (green dashed line). For sufficiently large driving powers, the transmission, $T \approx 4\tilde{B}^2/\tilde{E}^2$, depends linearly on the mechanical amplitude, $\tilde{B}^2$ (see appendix B for the full analytical expression).

Figure 3. Light propagation if the lower optical frequency is driven. Optical transmission $T$ and expectation value of the mechanical amplitude $\tilde{B}^2 = \langle \tilde{B}^2 \rangle$ as a function of driving power $P$ at the onset of a finite synthetic electric field: (a) close to the classical limit and (b) deep in the quantum regime. (c) Classical-to-quantum crossover: optical transmission and mechanical amplitude as a function of the quantum parameter for large synthetic electric fields. The dashed lines show classical limit. (Master equation simulations for: (a) $\bar{\gamma}_1 = 10$, $\bar{\gamma}_2 = 200$, and $\zeta = 0.1$; (b) $\bar{\gamma}_1 = 10$, $\bar{\gamma}_2 = 40$, and $\zeta = 1$; and (c) $\bar{\gamma}_1 = 10$, $\bar{\gamma}_2 = 200$, and $P = 10\ 000$.)
The generation of synthetic electric fields and the suppression of light propagation in the direction of higher optical frequencies is robust against noise. They are also present deep in the quantum regime where quantum fluctuations wash out the relative phase, \( \varphi \), which is sensitive to noise. However, transmission in the blockaded direction is increased due to a larger mechanical amplitude, which is increased in the quantum regime compared to the classical limit.

6. Conclusions

We have studied synthetic dynamical gauge fields in the quantum regime. We have shown that even though the mechanical phase is very sensitive to noise and its steady-state value is washed out by quantum fluctuations, its nonlinear dynamics still results in the generation of synthetic electric fields. As a result, unidirectional light transport via synthetic dynamical gauge fields is robust against noise and it leads, also in the quantum regime, to significant isolation ratios. They are, however, reduced compared to the classical regime due to an increased mechanical amplitude. Our work paves the way for studying the quantum dynamics of synthetic gauge fields in optomechanics.
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Appendix A. Synthetic electric fields for photons

In this section, we summarize the key concepts of synthetic dynamical gauge fields introduced in [52]. We also outline how any time evolution of the mechanical phase can be interpreted as a synthetic electric field for photons as discussed in [53].

The essential ingredient for implementing a synthetic gauge field for photons is phonon-assisted photon tunneling, \( \hat{b} \hat{a} \rightarrow \hat{a} \hat{a} \). During this tunneling process, photons collect the phase, \( \phi \), of the mechanical oscillator, \( \langle \hat{b} \rangle = B e^{i\phi} \). The gauge transformation

\[
\begin{align*}
\phi &\to \phi + \chi_2 - \chi_1, \\
\hat{a}_j &\to \hat{a}_j e^{\chi_j}, \text{ for } j = 1, 2,
\end{align*}
\]

yields an equivalent description of the system dynamics for any real functions \( \chi_j(t) \). In this way, the mechanical phase forms a synthetic gauge field for photons. Following the gauge transformation, any constant mechanical phase can be gauged away in this rather simple setup. On the other hand, for the mechanical phase evolving in time, the gauge transformation has to be accompanied by the shift of frequencies, \( \Omega \to \Omega + \chi_1 - \chi_2 \) and \( \nu_j \to \nu_j - \chi_j \). If the mechanical oscillator performs self-sustained oscillations, i.e. \( \langle \hat{b} \rangle = B e^{i\phi} e^{-2\nu t} \) with a constant amplitude \( B \), the mechanical phase \( \phi \) is free to evolve according to its own dynamics. The dynamics of the mechanical phase results in the generation of a synthetic electric field, \( \mathcal{E} = \phi \), for photons [53].

To gain more physical intuition, consider that the mode \( \hat{a}_1 \) is driven by a laser. The mechanical phase can be absorbed into mode \( \hat{a}_2 \), \( \hat{a}_2 \rightarrow \hat{a}_2 e^{-i\phi} \), according to the gauge transformation (A.1) and (A.2) by choosing \( \chi_1 = 0 \) and \( \chi_2 = -\phi \) and obtaining \( \nu_2 \to \nu_2 + \mathcal{E} \). This effective optical frequency shift represents the synthetic electric field similarly as an energy difference of electronic levels, i.e. a voltage drop, leads to a real electric field. Note the analogy to classical electromagnetism where an electric field can be represented either by the time evolution of a vector potential or by the gradient of a scalar potential. In the same way, the synthetic electric field for photons corresponds to the time evolution of the mechanical phase or to an effective optical frequency shift.

Appendix B. Steady states in the classical limit

In this section, we study the steady state in the classical limit, \( \zeta \to 0 \), of the two optical modes coupled by phonon-assisted tunneling where the phonon mode is described by the van-der-Pol oscillator. To this end, we find the stationary solutions of the classical equations of motion (6)–(8). We proceed in the same way as in [53]. First, we use a time-dependent gauge transformation to represent the time evolution of the mechanical phase in a form of the effective optical frequency shift, which corresponds to the synthetic electric field. Then, we use linearity of the equations of motion for the optical modes to find their stationary values. Finally, by substituting
in the stationary optical amplitudes, we obtain the stationary values of the mechanical amplitude and the effective optical frequency shift.

The evolution of the mechanical phase and the mechanical amplitude can be separated by the time-dependent gauge transformation

$$\hat{b} \rightarrow \hat{b} e^{i\chi},$$  \hspace{1cm} (B.1)

$$\hat{a}_1 \rightarrow \hat{a}_1 e^{i\chi} e^{i\delta_{1,2}},$$  \hspace{1cm} (B.2)

$$\hat{a}_2 \rightarrow \hat{a}_2 e^{i\chi} e^{i\delta_{1,2}},$$  \hspace{1cm} (B.3)

where $\chi = \chi(t)$ is a time-dependent gauge choice. We set $\chi = -\phi$ to express the time evolution of the mechanical phase in the form of an effective optical frequency shift, $\tilde{\varepsilon} = d\chi/dt$, which represents the synthetic electric field. Here, $\phi$ is the phase of the mechanical mode $\hat{b} = \hat{B} e^{i\phi}$. After the time-dependent gauge transformation, the mechanical phase is set to zero. Under the time-dependent gauge transformation (B.1)–(B.3), the equations of motion transform to

$$\frac{d\tilde{B}}{dt} = (\delta_{1,2} - \delta_{2,k})P \text{Im} [\hat{a}_k^* a_i] + \frac{\gamma_1}{2} \hat{B} - \gamma_2 \hat{B}^3,$$  \hspace{1cm} (B.4)

$$\frac{d\tilde{\varepsilon}}{dt} = (\tilde{\Delta}_M - \tilde{\varepsilon}) \left(1 + \frac{\tilde{\gamma}_1}{2} - \tilde{\gamma}_2 \tilde{B}^2\right) + \frac{P}{B} \text{Im} [\hat{a}_i] - [(\delta_{2,k} - \delta_{1,2})(\tilde{\Delta}_M - 2\tilde{\varepsilon}) + \tilde{\Delta}_M] \frac{P}{B} \text{Im} [\hat{a}_k^* a_i],$$  \hspace{1cm} (B.5)

$$\frac{\hat{a}_k}{dt} = i \tilde{\Delta}_M a_k - i - i \tilde{B} \hat{a}_i - \frac{1}{2} \hat{a}_k,$$  \hspace{1cm} (B.6)

$$\frac{\hat{a}_i}{dt} = i (\delta_{2,k} - \delta_{1,2}) \tilde{\varepsilon} \hat{a}_i - i \tilde{B} \hat{a}_k - \frac{1}{2} \hat{a}_i.$$  \hspace{1cm} (B.7)

We study the stationary solutions of the equations of motion for $\Delta_M = \Delta_O = 0$. Finite optical and mechanical detunings do not qualitatively change the steady states of the system (as it was argued in [53]). The optical amplitudes’ stationary values for a given mechanical amplitude and a given synthetic electric field, read

$$\hat{a}_k = \frac{(\delta_{2,k} - \delta_{1,2}) \tilde{\varepsilon} + i \frac{\gamma_1}{2}}{-\tilde{\Delta}_M^2 + \frac{i}{4} + i \frac{1}{2}(\delta_{2,k} - \delta_{1,2}) \tilde{\varepsilon}},$$  \hspace{1cm} (B.8)

$$\hat{a}_i = \frac{\hat{B}}{-\tilde{\Delta}_M^2 + \frac{i}{4} + i \frac{1}{2}(\delta_{2,k} - \delta_{1,2}) \tilde{\varepsilon}}.$$  \hspace{1cm} (B.9)

When the mode with the higher optical frequency, $a_2$, is driven, the system converges to a unique steady state with vanishing synthetic electric field $\tilde{\varepsilon}$ for all parameters. The stationary condition for the mechanical amplitude $\hat{B}$ reads

$$(\delta_{2,k} - \delta_{1,2}) \frac{P}{2} + \frac{\tilde{\gamma}_1}{32} + \left[\frac{\tilde{\gamma}_1}{4} - \frac{\tilde{\gamma}_2}{16}\right] \hat{B}^2 + \left[\frac{\tilde{\gamma}_1}{2} - \frac{\tilde{\gamma}_2}{2}\right] \hat{B}^4 - \tilde{\gamma}_2 \hat{B}^6 = 0,$$  \hspace{1cm} (B.10)

which is a cubic equation for $\hat{B}^2$ with a single real-valued root.

When the mode with the lower optical frequency, $a_1$, is driven, the synthetic electric field vanishes for small driving powers $P$ and the mechanical amplitude satisfies the stationary condition (B.10). When driving power exceeds the threshold value

$$P_{th} = \left[\frac{2(\tilde{\gamma}_1 - 1) + \tilde{\gamma}_2}{4\tilde{\gamma}_2}\right]^2,$$  \hspace{1cm} (B.11)

the synthetic electric field bifurcates to finite values

$$\tilde{\varepsilon} = \pm 2 \sqrt{P - P_{th}}.$$  \hspace{1cm} (B.12)

The steady state is then bistable. Depending on the initial conditions, the synthetic electric field is either positive or negative. For the non-vanishing synthetic electric field, the stationary mechanical amplitude reads

$$\hat{B} = \sqrt{\frac{\tilde{\gamma}_1 - 1}{2\tilde{\gamma}_2}}.$$  \hspace{1cm} (B.13)

Above threshold, the mechanical amplitude does not depend on driving power. Importantly, light transport provided by the phonon-assisted photon tunneling is suppressed above threshold by the synthetic electric field.

To study the suppression of light propagation by the generated synthetic electric field, we use optical transmission $T$. It is the ratio of the output power leaking from the non-driven mode, $\kappa|a_2|^2$ (if mode $a_1$ is driven) or $\kappa|a_1|^2$ (if mode $a_2$ is driven), and the input power, $\kappa P/\xi^2$ [53]. The transmission
is suppressed by the synthetic electric field. As a result, the transmission in the direction to the higher optical frequency (mode $a_1$ being driven) is suppressed above threshold compared to the transmission to the lower optical frequency (mode $a_2$ being driven).

The synthetic electric field $\mathcal{E}$ changes the relative phase $\varphi = \phi - \theta_2 + \theta_1$ between the mechanical mode and the optical modes. The relative phase is equal to

$$\varphi = \pi 2 + \arctan (2\mathcal{E}), \quad \text{or}$$

$$\varphi = -\pi 2 + \arctan (2\mathcal{E}),$$

when mode $\hat{a}_1$ or mode $\hat{a}_2$, respectively, is driven.

The model of two optical modes with tunneling assisted by the van-der-Pol oscillator reduces in the classical limit to a model similar to that studied in [53]. In addition to that model, the modification of the mechanical amplitude due to radiation pressure is considered. However, this modification does not qualitatively change the generation of synthetic electric fields and unidirectional light transport.

The extent by which the mechanical amplitude is modified due to radiation pressure depends on the parameter $\tilde{\gamma}$, which is the ratio of the optical coherence time $1/\kappa$ and the mechanical coherence time $1/\gamma_1$. For $\tilde{\gamma} \ll 1$, many phonons are emitted or absorbed by photons as they decay much faster than phonons. This results in a large modification of the mechanical amplitude. On the other hand, for $\tilde{\gamma} \gg 1$, the mechanical amplitude is only marginally modified by radiation pressure since the interaction of the phonon mode with bath dominates its dynamics. However, this simultaneously suppresses phonon-assisted photon tunneling. To study the dynamics of the synthetic gauge field represented by the mechanical phase, we want to eliminate the modification of the mechanical amplitude but, at the same time, to preserve phonon-assisted photon tunneling. To this end, we set $\tilde{\gamma} = 10$ in the main text, which provides a good trade-off between eliminating the modification of the mechanical amplitude and preserving phonon-assisted photon tunneling.

**Appendix C. Propagation to lower optical frequencies**

In this section, we analyze propagation to lower optical frequencies where no synthetic electric fields are generated. We assume the model analyzed in the main text, now in the case when the higher-frequency optical mode is driven.

Results of the analysis are shown in figures C1 and C2. One can see in figures C1(b) and (d) that the synthetic electric field always vanishes as the relative phase distribution is peaked around the value, $\varphi = 3\pi 2$, for all driving powers. This happens both close to the classical limit, $\zeta = 0.1$, and deep in the quantum regime, $\zeta = 1$. With increasing driving power the relative phase distribution is more peaked around the value, $\varphi = 3\pi 2$, and consequently the phase coherence measure increases, see figure C1.

Close to the classical limit, numerical simulations are restricted to small driving powers since many energy levels of the van-der-Pol oscillator have to be taken into account. The computational demand is even larger than
in the case if the lower-frequency optical mode is driven. In contrast to that case, many energy levels of the non-driven optical mode are populated as the phonon-assisted photon tunneling is not suppressed for the vanishing synthetic electric field, see figure C2.

For $\zeta = 0.1$, when the quantum fluctuations are moderately strong, the mechanical amplitude according to the full quantum model (solid green line) is well approximated by its classical limit as it can be seen in figure C2(a). However, in the quantum regime, for $\zeta = 1$, only a few mechanical energy levels are populated and their quantization has to be taken into account. Since the quantization of energy levels is neglected for the classical equations of motion, they predict significantly different mechanical amplitude than the full quantum model, see figure C2(b).

The transmission to the lower-frequency optical mode is decreased by quantum fluctuations for any value of driving power both close to the classical limit and deep in the quantum regime, see figure C2. The transmission slightly increases with increasing driving power. This is in contrast to the large suppression of transmission to higher optical frequencies caused by the synthetic electric field (figure 3). As a result, significant isolation ratios of transmission to the lower and to the higher optical frequencies can be achieved.

**Appendix D. Numerical master equation simulations**

In this section, we provide details about master equations simulations, with which the main result of this manuscript were obtained.

The starting point of our analysis is the master equation (2). This equation can be rewritten as

$$\dot{\rho} = \mathcal{L}\rho,$$

in terms of the superoperator $\mathcal{L}$. We solve this equation for a steady state satisfying the equation

$$\mathcal{L}\rho = 0.$$  \hspace{1cm} (D.2)

The system described by equation (2) has a unique steady state.

To numerically solve equation (D.2), we express the superoperator $\mathcal{L}$ in the truncated Fock basis taking into account $N_1, N_2$, and $N_m$, lowest Fock states of modes $\hat{a}_1$, $\hat{a}_2$, and $\hat{b}$, respectively. The dimensions of the matrix $\mathcal{L}$, $(N_1 N_2 N_m)^2 \times (N_1 N_2 N_m)^2$, rapidly increase with the size of the truncated Hilbert space. This represents the major restriction on occupations of optical and mechanical modes. To partially bypass this restriction, we make use of the displacement transformation

$$\rho \mapsto \mathcal{D}^{\dagger}(\alpha_1, \alpha_2) \rho \mathcal{D}(\alpha_1, \alpha_2),$$  \hspace{1cm} (D.3)

where

$$\mathcal{D}(\alpha_1, \alpha_2) = e^{\alpha_1 \hat{a}_1^\dagger - \alpha_1^* \hat{a}_1} e^{\alpha_2 \hat{a}_2^\dagger - \alpha_2^* \hat{a}_2},$$  \hspace{1cm} (D.4)

is the displacement operator and $\alpha_i$ are complex numbers. The displacement transformation allows numerical simulations of strongly driven optical modes in the case when they are in a state close to a coherent state.

The master equation simulations were efficient in the case of the lower-frequency optical being driven. The dynamically generated synthetic electric field suppresses the transmission to the higher-frequency optical mode. As a result, the occupation of the higher-frequency optical mode remains small and the lower-optical frequency mode is in a state close to a coherent state. In this case, the displacement transformation allows simulating a very strong coherent driving. In the case of the higher frequency being driven, the transmission is not suppressed, which leads to a large occupations also of the lower-frequency optical mode. As a result, master equation simulations of strongly driven optical modes in the case when they are in a state close to a coherent state.
simulations are restricted to lower driving powers especially close to the classical regime where the occupation of the mechanical self-oscillator is large.

The figures in this manuscript were produced for the following truncations: figures 2(a), (b) and 3(a) for \( N_1 = 3, N_2 = 15, N_m = 15 \); figures 2(c), (d) and 3(b) for \( N_1 = 3, N_2 = 5, N_m = 5 \); figures 2(e), (f) and 3(c) for \( N_1 = 3, N_2 = 15, N_m = 15 \); figures C1(a), (b) and C2(a) for \( N_1 = 18, N_2 = 4, N_m = 11 \); figures C1(c), (d) and C2(b) for \( N_1 = 30, N_2 = 7, N_m = 5 \) as well as figure E1 for \( N_1 = 5, N_2 = 5, N_m = 5 \).

 Appendix E. Optical power spectrum in the quantum regime

In this section, we study the power spectrum of the non-driven optical mode in the quantum regime. The shift in frequency of this mode due to the time evolution of the mechanical phase correspond the synthetic electric field [53].

The power spectrum of the optical mode, \( \hat{a}_1 \), reads

\[
S_{\hat{a}_1\hat{a}_1}(\omega) = \int dt \, e^{i\omega t} \langle \hat{a}_1^\dagger(t) \hat{a}_1(0) \rangle,
\]

where \( \langle \hat{a}_1^\dagger(t) \hat{a}_1(0) \rangle = \text{Tr}[\hat{a}_1^\dagger(t) \hat{a}_1(0) \hat{\rho}_\text{SS}] \) and \( \hat{\rho}_\text{SS} \) is the steady state density matrix. The power spectrum \( S_{\hat{a}_1\hat{a}_1}(\omega) \), can be efficiently computed in the quantum regime where only few optical and mechanical energy levels are occupied. The spectrum is depicted in figure E1 for the case where mode, \( \hat{a}_1 \), is driven by a laser of large power. In this case, a significant suppression of light transmission is reached, as discussed in the main text. One can see that the spectrum features two peaks at frequencies shifted from the resonant frequency \( \omega = 0 \) in the rotating frame. The peaks are located at frequencies corresponding to the classical values of the synthetic electric field \( \tilde{E} \approx \pm 2\sqrt{P} \). This shows that the synthetic electric field is generated also in the quantum regime and its values agree with the ones predicted by classical equations of motion.

The power spectrum of the non-driven optical mode demonstrates that the synthetic electric field is robust against noise. This is in contrast to the relative phase, \( \varphi \), which is washed out by quantum fluctuations in the quantum regime.
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