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Abstract

We study a detection problem in the following setting: On the one-dimensional integer lattice, at time zero, place nodes on each site independently with probability \( \rho \in [0,1) \) and let them evolve as a simple symmetric exclusion process. At time zero, place a target at the origin. The target moves only at integer times, and can move to any site that is within distance \( R \) from its current position. Assume also that the target can predict the future movement of all nodes. We prove that, for \( R \) large enough (depending on the value of \( \rho \)) it is possible for the target to avoid detection forever with positive probability. The proof of this result uses two ingredients of independent interest. First we establish a renormalisation scheme that can be used to prove percolation for dependent oriented models under a certain decoupling condition. This result is general and does not rely on the specificities of the model. As an application, we prove our main theorem for different dynamics, such as independent random walks and independent renewal chains. We also proof existence of oriented percolation for random interlacements and for its vacant set for large dimensions. The second step of the proof is a space-time decoupling for the exclusion process.

1 Introduction

Suppose we are given a random set of moving points, called nodes. We think of these nodes as detectors. Suppose we also have a target that can be mobile or not. We are interested in knowing whether any of the nodes will detect the target in finite time, and if so, what are the properties of the detection time. Of course the answer to these problems depend on the specific model in question.

There exists a rich literature concerning this class of problems. The mobile geometric graph model is an example of structure where this has been studied. In this model, the starting positions of the nodes is given by a Poisson point process in the plane with...
intensity $\lambda > 0$ and they evolve as independent Brownian Motions. A node detects everything that is within distance at most one from it. This model has been studied under different aspects. When the target is non-mobile, detection occurs in finite time almost surely. In this case, [8] derive bounds on the tail distribution of the detection time (the first time a node detects the target). One can also consider a target that moves independently from the nodes, as in [9]. They also study the tail of the detection time, and which distributions for the movement of the target allows it to avoid detection for the longest time. They prove that, in dimension two, there are two equally good possibilities for it: Stay put or move as an independent Brownian Motion.

In the literature presented above, a central hypothesis is that the target moves independently from the nodes. It is also interesting to treat the case when we drop this assumption. We can suppose that the target is able to predict the future trajectories of all the nodes and moves cleverly trying to avoid detection. In [14], this possibility is considered for the mobile geometric graph for dimensions $d \geq 2$. In this case, they prove a phase transition on the probability of detection as the value of $\lambda$ changes. For dimension one, detection always occurs in finite time for this model.

Here we will consider a model in the one-dimensional lattice $\mathbb{Z}$. Fix $\rho \in [0, 1]$ and place a node in each integer site independently with probability $\rho$. Each node moves as a continuous time random walk obeying the exclusion rule, that says two nodes cannot occupy the same site at the same time. This means that when a node tries to jump to an occupied site, this jump is suppressed. Our initial distribution for the nodes is stationary to this evolution. The collective behaviour of the nodes is the well known exclusion process.

As for the target, it starts at the origin and, unlike the nodes, moves only at integer times. On the other hand, we allow the target to jump to any site within distance at most $R > 0$ from its current position. The target is detected if it stays on top of some node. We assume that the target knows the future movement of all the nodes, and we ask if it can escape detection with positive probability.

We will prove that, for fixed $\rho \in (0, 1)$, there exists a phase transition in the probability of detection in finite time, as we vary the value of $R$.

**Theorem 1.1.** Suppose $\rho \in [0, 1)$. There exists $R_0 = R_0(\rho)$ such that if $R \geq R_0$, then the probability that the target is never detected by some node is positive.

**Remark 1.2.** It is not the case that for all values of $R$ the target can escape with positive probability. If we take any $\rho > 0$ and $R = 1$ it is possible find two nodes at time zero, one at each side of the origin. Using a suitable construction of the exclusion process, we conclude that these nodes (as well as the empty sites) move as random walks. This implies that the two nodes we found will eventually meet and strangle the target, who is discovered.

This result shares some similarities with [11] and [14]. We will get back to these papers later.

We use multiscale renormalisation to prove the existence of oriented percolation in dependent models. This allows us to perform some comparison, in a similar flavor of [11]. The main advantage is that our renormalisation does not rely on the specificities of the model and can be used in other contexts. In Subsection 2.5, we use this step of the proof
to prove existence of oriented percolation for random interlacements and its vacant set, if the dimension is large enough. Besides, in the same subsection, we prove analogous of Theorem 1.1 for other underlying dynamics, namely, independent renewal chains and independent random walks. This illustrates different ways to use the renormalisation step of our proof.

In [14], the author uses a multiscale renormalisation to prove the existence of a phase where detection always occurs. Our theorem goes in the opposite direction. It gives sufficient conditions to the existence of percolation, and we use it to prove that, in our model, detection may not happen. To prove that detection may fail, it is necessary to compare the process with oriented percolation, instead of looking into non-oriented models. This adds a new complicating factor, since oriented paths are harder to exhibit.

Theorem 1.1 is similar to the one in [11]. There, the authors consider a model in $\mathbb{Z}^d$, $d \geq 2$, where nodes are placed according to a Poisson point process with intensity $\lambda$ and move as independent random walks. The target also moves in continuous time, but with bounded speed. They compare this process with oriented percolation to prove a phase transition in the probability of detection as the value of $\lambda$ changes.

One may wonder if the techniques from [11] can be used to prove survival in our setting. There, the authors use a well-chosen subspace of $\mathbb{Z}^{d+1}$ and prove that each node only influences a small area. Hence, they can remove the forbidden sites and disregard the trajectory of the node. However, when $d = 1$, this fails because, since each node intersects a fixed subspace infinitely many times, the area of influence of each node extends infinitely and can not be disregarded so easily.

This makes the proof in dimension one more intricate, and requires some different machinery. We expect, however, that the proof presented in [11] can be adapted to our case for larger dimensions.

An additional difficulty comes from the choice of the exclusion process as an underlying dynamic due to its lack of good mixing properties, as pointed out in Remark 3.1. For this reason the usual techniques do not apply in a straightforward way. The existence of dependence among the movement of the particles is also a complicating factor.

For that reason, another interesting aspect of the paper is the decoupling presented in Section 3. Decoupling inequalities have been studied in many different contexts, such as random interlacements, in [10] and [15], Voronoi percolation, see [3], and Boolean percolation with random radii, in [1] and [3]. Here we prove a decoupling for a conservative particle system that presents dependencies. These techniques should be useful to solve several problems such as understanding the behavior of the random walk on top of the interacting particle system, see [2], [6] and [7]. It is our hope that similar estimates can be proved for other conservative and interactive particle systems, such as the zero-range process.

There are two general tools we develop in order to establish Theorem 1.1: A renormalisation scheme for oriented percolation models and a decoupling for the exclusion process. These techniques are general facts that we hope can be used in different contexts. The proof of Theorem 1.1 lies in the intersection of these techniques that we now briefly describe.

The first tool is a general statement about percolation in oriented models. We develop a renormalisation scheme that proves percolation using a fixed set of oriented paths. The
main advantage of this technique is it does not require independence. Instead, we only need to take care of the decay of correlations on the environment. We will focus here in site percolation in dimension 1 + 1, but the proof techniques can be adapted to more general models.

In order to apply our renormalisation scheme, we need to be able to verify the required correlation decay property. This is the content of the second part of the proof, a decoupling for the exclusion process. Our decoupling deals with correlation of functions that depend on the trajectory of the exclusion process only on compact boxes of the space-time $\mathbb{Z} \times \mathbb{R}$. We use a sprinkling argument to obtain good bounds on the error decay in this case. Other potential applications of this estimate should include the study of random walk on the random environment given by the exclusion process, see [2] and [7]. In [6], the authors develop a similar estimate for the particle system formed by independent random walks and prove a law of large numbers and central limit theorem for the random walk over this particle system. We hope that adaptations of their proofs should hold in this case, with the aid of our decoupling.

Let us now give a more detailed explanation on each of the two techniques used here. We begin with the introduction of our oriented percolation model. The second subsection is devoted to a discussion on the decoupling for the exclusion process.

1.1 Overview of oriented dependent percolation

We present here a particular case of the percolation models we are interested in. Let $\mathcal{I} \subset \mathbb{Z}^2$ be a random subset of the integer lattice with distribution $\mathbb{P}$ that is translation invariant. Fix also $S$ as the set of paths $f : \mathbb{N}_0 \rightarrow \mathbb{Z}^2$ that satisfy

$$f(n + 1) - f(n) \in \{(0, 1), (1, 0)\}, \text{ for all } n \in \mathbb{N}_0.$$  \hspace{1cm} (1.1)

We look for conditions over $\mathbb{P}$ that ensure the existence of an infinite open path, i.e., a infinite path of $S$ contained in $\mathcal{I}$.

When $\mathbb{P}$ is obtained by independently declaring each vertex open with probability $p$, one can easily prove that percolation occurs for large values of $p$, as proved in [5]. Our objective here is to drop the independence assumption. We will assume instead a good decay on the correlations of the environment.

Let us explain the type of estimate we need. Let $B_1$ and $B_2$ be two square boxes in $\mathbb{Z}^2$ which are distant enough, see (2.9). Consider two non-decreasing functions $f_1 : \{0, 1\}^{B_1} \rightarrow [0, 1]$ and $f_2 : \{0, 1\}^{B_2} \rightarrow [0, 1]$. We will assume that

$$\lim \sup d(B_1, B_2)^7 \sup \{\text{Cov}(f_1, f_2)\} < \frac{1}{200},$$  \hspace{1cm} (1.2)

where the supremum is taken over all functions $f_1$ and $f_2$ that are non-decreasing with respective supports on $B_1$ and $B_2$ and the lim sup is taken as $d(B_1, B_2)$ diverges.

Our theorem states that if the conditions above are satisfied and the probability that a site is open is big enough, then

the probability that there exists a path

in $S$ that is open is positive.

This is precisely stated later as Theorem 2.5.
Remark 1.3. We want to apply this to prove Theorem 1.1. However, there are some complications in this. First of all, the exclusion process does not satisfy the correlation decay in (1.2), as pointed out in Remark 3.1. Therefore, this condition has to be weakened. The second problem is that our set of paths is not given by functions that satisfy (1.1). Finally, we need to modify the condition that deals with the probability of a vertex to be open. Instead, we will use a finite size criterion that will be better explained in Subsection 2.3. We will devote Subsections 2.1 and 2.2 to the discussion of the general hypothesis we need on the set $S$ of paths and on the probability $P$.

The main step in the proof of our result is a multiscale renormalisation scheme developed to bound the probability of a sequence of events. These events are defined as the absence of crossings of some well chosen sets. We will prove that, if such probabilities present fast enough decay, then it is possible to construct a concatenation of paths in $S$ to obtain an infinite open path.

The correlation decay is used to decouple events of this sequence that are far apart. We will deduce a recursive inequality involving the probability of these events. This will allow us to conclude the good decay of the probabilities and hence the existence of the crossings.

1.2 Overview of decoupling for the exclusion process

As we pointed out in the last subsection, the correlation decay in (1.2) is not true for the exclusion process. However, it is possible to prove a similar type of estimate.

We will work with a stationary exclusion process. The error bounds will be improved by the use of a sprinkling argument, i.e., slightly increasing the density in the exclusion process. This technique has been used in many different contexts, such as [6], [9] and [10].

The setting is similar to the one described above Equation (1.2). In analogy with (2.8), we say that a function of the whole trajectory of the exclusion process has support in a box $B \subset \mathbb{Z} \times \mathbb{R}^+$ if for every pair of configurations $\eta$ and $\xi$

$$\eta_t(x) = \xi_t(x) \text{ for all } (x, t) \in B \text{ implies } f(\eta) = f(\xi).$$

(1.3)

Denote by $\text{per}(B)$ the perimeter of the box $B$. We are ready to state our decoupling.

Theorem 1.4 (Exclusion process decoupling). There exist positive constants $c_i$ and $C_i$ such that if $f_1, f_2 : \{0, 1\}^{\mathbb{Z} \times \mathbb{R}} \rightarrow [0, 1]$ are two non-decreasing functions with respective supports on space-time boxes $B_1$ and $B_2$ satisfying

$$d = d(B_1, B_2) \geq 6(\text{per}(B_1) + \text{per}(B_2)) + C_i,$$

(1.4)

then, for any densities $\rho < \rho' \in [0, 1]$,

$$\mathbb{E}_\rho(f_1 f_2) \leq \mathbb{E}_{\rho'}(f_1) \mathbb{E}_{\rho'}(f_2) + c_i d^2 \exp \left\{ -c_i^{-1}(\rho' - \rho)^2 d^{1/4} \right\}.$$ 

(1.5)

Remark 1.5. We can also take $f_1$ and $f_2$ to be two non-increasing functions and assume that $\rho' < \rho \in [0, 1]$. The proof carries out in the same way in this case.
Remark 1.6. Observe that (1.5) is not a correlation estimate, since we need to add the sprinkling in order to have this bound on the error function.

For the proof of this decoupling we look at the relative position between the boxes. When the horizontal distance between the boxes is large, the result follows easily from concentration bounds. The second case considered is when the vertical distance between the boxes is large but not necessarily the horizontal. In this case, the sprinkling is used. We couple two exclusion processes with densities $\rho < \rho'$ in a way that for a large time, the process with bigger density dominates the less dense process in an interval with large probability.

Let us describe the coupling. We will match each particle of the process that has smaller density, with a particle of the process with larger density $\rho'$, similarly to the coupling constructed in [14]. We do this in a careful way so that each pair of particles is not far apart at time zero. Once we have this matching between the particles, we set the evolution of the processes in a way that when a pair of matched particles meets, they stay together from this time on. This is not good enough, since the time it takes for a typical pair to meet does not decay fast enough. To fix this, the matching is remade at some particular times and all the process starts again in order to match more particles.

Notation. Throughout the text, we write $\mathbb{N} = \{1, 2, 3, \ldots\}$, $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$ and $\mathbb{R}_+ = [0, +\infty)$. We will always use $\mathbb{P}$ to denote a probability measure and $\mathbb{E}$ for the expectation with respect to it. When a probability is indexed by some parameter, the expectations with respect to that probability measure will receive the same parameter, e.g., $\mathbb{E}_\rho$ denotes the expected value with respect to $\mathbb{P}_\rho$, the distribution of an exclusion process with density $\rho$.

About constants. Throughout the text, we use $c$ and $C$ to denote universal positive constants. If this constant depends on some variable, we explicitly write it, e.g., $c(\rho)$ denotes a constant that depends on the value of $\rho$. Constants may change from line to line in estimates. Numbered constants refer to their first appearance in the text or to its appearance in the Appendix.

Structure of the paper. Section 2 is devoted to the precise statement and proof of our oriented percolation model. In Section 3, we prove Theorem 1.4. The sections corresponding to oriented percolation (2) and decoupling of the exclusion process (3) can be read independently. Finally, in Section 4 we conclude the proof of Theorem 1.1. This section uses the results in Section 2, but Section 3 can be skipped, since knowing the statement of Theorem 1.4 is enough.
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2 Oriented dependent percolation
In this section we work on our renormalisation scheme for oriented percolation. We begin by working on the details for the construction of the set of paths $S$. The second subsection is dedicated to the study of the probability measure $\mathbb{P}$. Subsection 2.3 is dedicated to the introduction of some additional notation concerning the scales in our renormalisation. Subsection 2.4 we state precisely our theorem and prove it. Finally, in the last subsection we examine some applications of Theorem 2.5.

2.1 The set $S$

In this subsection, we discuss the properties we need the set of paths. Fix a convex set $C \subset \mathbb{R} \times [0,1]$ with $0 \in \partial C$. We will assume that $S$ is formed by all the functions $f : \mathbb{N}_0 \to \mathbb{Z}^2$ such that

$$f(n+1) - f(n) \in C \setminus \{0\}. \quad (2.1)$$

We also need to assure the set $S$ is rich enough to allow us to construct crossings of boxes. Hence, we assume

H1. $(0,1) \in C$;
H2. either $(1,0)$ or $(3,1)$ is in $C$.

These hypothesis allow the construction of horizontal crossings in boxes of the form $[0,3L] \times [0, L]$ and vertical crossings in boxes of the form $[0, L] \times [0,3L]$, for $L \in \mathbb{N}$.

One of the main reasons why the set $S$ is constructed in this way is a concatenating property we will make use of. For $f \in S$, define $\tilde{f} : \mathbb{R}_+ \to \mathbb{R}^2$ as the linear interpolation of $f$:

$$\tilde{f}(t) = (t - \lfloor t \rfloor)f(\lfloor t \rfloor) + (1 + \lfloor t \rfloor - t)f(\lfloor t \rfloor + 1). \quad (2.2)$$

Suppose we are given $f, g \in S$ and that there exist $s, t \in \mathbb{R}_+$ such that $\tilde{f}(s) = \tilde{g}(t)$. Then the concatenation of $f$ and $g$, given by $h : \mathbb{N}_0 \to \mathbb{Z}^2$ as

$$h(n) = \begin{cases} 
  f(n) & \text{if } n \leq s, \\
  g(\lfloor t \rfloor - \lfloor s \rfloor + n) & \text{if } n > s,
\end{cases} \quad (2.3)$$

is also in $S$. This is easily verified by observing that

$$g(\lfloor t \rfloor + 1) - f(\lfloor s \rfloor) \in C. \quad (2.4)$$

We end this subsection with examples of sets that can be considered as the possible paths in our oriented model.

**Example 2.1.** Notice that the set defined in (1.1) clearly satisfy all hypothesis above, if we consider the convex set $C$ to be the convex hull of the points $(0, 0)$, $(0, 1)$ and $(1, 0)$.

**Example 2.2.** The second example is important for the proof of Theorem 1.1. Fix $R \geq 3$ and define $S_R$ to be the set of paths obtained by using the set $C_R$ given by the convex hull of $(-R, 1)$, $(0, 0)$ and $(R, 1)$. It is easy to see that these sets also satisfy all the hypothesis above.
2.2 The probability measure $\mathbb{P}$

In this subsection we state the necessary hypothesis on the measure $\mathbb{P}$.
It will be useful to think of $\mathbb{P}$ as a measure on $\{0,1\}^{\mathbb{Z}^2}$ and write $\eta : \{0,1\}^{\mathbb{Z}^2} \rightarrow \{0,1\}$ for the (random) characteristic function given by the (also random) set $\mathcal{I}$.

We require the probability $\mathbb{P}$ to satisfy two conditions that will be discussed in the following.

First we assume that

$$\mathbb{P} \text{ is translation invariant.} \quad (2.5)$$

The second condition deals with the decay of correlations. To state this precisely we need some additional notation.

Observe that the set $\{0,1\}^{\mathbb{Z}^2}$ has a partial order given by

$$\eta \preceq \xi \text{ if and only if } \eta(x) \leq \xi(x), \text{ for all } x \in \mathbb{Z}^2. \quad (2.6)$$

This allows us to say that a function $f : \{0,1\}^{\mathbb{Z}^2} \rightarrow \mathbb{R}$ is non-increasing if

$$\eta \preceq \xi \text{ implies } f(\eta) \geq f(\xi). \quad (2.7)$$

We also say that $f : \{0,1\}^{\mathbb{Z}^2} \rightarrow \mathbb{R}$ has support on the box $B = [a,b] \times [c,d] \subset \mathbb{R}^2$ if for every pair of configurations $\eta$ and $\xi$

$$\eta|_{B^{\mathbb{Z}^2}} = \xi|_{B^{\mathbb{Z}^2}} \text{ implies } f(\eta) = f(\xi). \quad (2.8)$$

We set $\text{per}(B) = 2(|b-a| + |d-c|)$.

We are now ready to state our second assumption on $\mathbb{P}$. It says that there exist constants $C_2, C_3 \geq 0$ such that for any non-increasing functions $f, g : \{0,1\}^{\mathbb{Z}^2} \rightarrow [0,1]$ with respective supports on boxes $B_1$ and $B_2$ that satisfy

$$d(B_1, B_2) \geq C_2(\text{per}(B_1) + \text{per}(B_2)) + C_3, \quad (2.9)$$

we have

$$\mathbb{E}(f(\eta)g(\eta)) \leq \mathbb{E}(f(\eta))\mathbb{E}(g(\eta)) + H(d(B_1, B_2)), \quad (2.10)$$

where the error term $H : \mathbb{R} \rightarrow [0, +\infty)$ is a non-increasing function satisfying

$$\lim_{x \rightarrow +\infty} x^7 H(x) < \frac{1}{200}. \quad (2.11)$$

**Remark 2.3.** Combining equations (2.10) and (2.11), is is easy to see that the condition above is analogous to the one in Equation (1.2).

**Remark 2.4.** In Equation (2.9) above, we will assume that $C_2 \geq 1$. This does not weaken our hypothesis, it just simplifies some computations.
2.3 The box notation

Before stating precisely our theorem we need some notation. We begin by the scale notation that will be used in our renormalisation scheme.

First we define the sequence of scales as

\[ l_0 = 10^{100}, \quad l_{k+1} = \lfloor l_k^{1/2} \rfloor l_k \quad \text{and} \quad L_k = \left\lfloor \left( \frac{3}{2} + \frac{1}{k} \right) l_k \right\rfloor. \]  

(2.12)

Observe that \( \frac{l_{k+1}}{l_k} \leq l_k^{1/2} \leq \frac{l_k}{l_{k+1}} \) and that \( l_k \leq L_k \leq 2l_k \) if \( k \) is large enough.

This allows us to define the sequence of sets (see Figure 2.1)

\[ A_k = [0, l_k] \times [0, L_k] \cup [0, l_k + L_k] \times [L_k, L_k + l_k]. \]

(2.13)

We also set the box of \( A_k \) as

\[ B_k = [0, l_k + L_k] \times [0, l_k + L_k]. \]

(2.14)

Recall the linear interpolation of a function \( f \in S \), defined in (2.2). We say that \( f \in S \) is a crossing of \( A_k \) (see Figure 2.1) if there exists \( T_f \in \mathbb{R}_+ \) such that

\[
\begin{align*}
\hat{f}(0) &= f(0) \in [0, l_k] \times \{0\}; \\
\hat{f}(T_f) &= \{l_k + L_k\} \times [L_k, l_k + L_k]; \\
f(n) &\in A_k, \text{ for all } n \in [0, T_f] \cap \mathbb{N}_0.
\end{align*}
\]

We say that a crossing \( f \) of \( A_k \) is open if \( \eta(f(n)) = 1 \), for all \( n \in [0, T_f] \cap \mathbb{N}_0 \). Define the events

\[ D_k = \{ \text{there exists no open crossing } f \text{ of } A_k \}. \]

(2.15)

These are the events whose probability we are interested in bounding. We also define

\[ p_k(S) = \mathbb{P}[D_k]. \]

(2.16)

Although the probabilities \( p_k(S) \) depend on the set \( S \), we will usually omit this dependence and write only \( p_k \).

An important observation is that the event \( D_k \) has support in the box \( B_k \), in the sense of (2.8). Notice also that the characteristic function of \( D_k \) is a non-increasing function.

For \( x \in \mathbb{Z}^2 \), define the translated sets \( A_k(x) \), \( B_k(x) \) and write \( D_k(x) \) for the event in (2.15), when replacing \( A_k \) by \( A_k(x) \) in its definition.
2.4 Theorem and proof

We begin by stating the theorem we prove in this subsection

**Theorem 2.5.** Suppose $\mathbb{P}$ satisfy all the hypothesis in Subsection 2.2. There exists a $k \in \mathbb{N}$ such that, for any set $S$ satisfying the hypothesis in Subsection 2.1, if

$$p_k \leq l_k^{-4}, \quad \text{for some } k \geq \tilde{k},$$

then

$$p_n \leq l_n^{-4}, \quad \text{for all } n \geq k.$$  \hspace{1cm} (2.18)

Besides,

$$\mathbb{P}[\text{there exists an infinite open path } f \in S] > 0.$$  \hspace{1cm} (2.19)

**Remark 2.6.** The value of $\tilde{k}$ does not depend on the set $S$. In fact, its dependence on the probability measure $\mathbb{P}$ is only through the error function $H$ in (2.10).

The proof of this theorem begins with a lemma that relates the event $D_k$ and $D_{k-1}$. We will prove that if $D_k$ holds, then there exists two events in the scale $k-1$ that hold and are far apart, in the sense of (2.9).

**Lemma 2.7.** There exists $k_0 \in \mathbb{N}$ such that for each $k \geq k_0$, there exists $M_k \in \mathbb{Z}^2$ satisfying

1. $|M_k| \leq 10l_k^{1/2}$;

2. If $D_k$ happens, there exists $x, y \in M_k$ such that $D_{k-1}(x)$ and $D_{k-1}(y)$ happen and

$$d(B_{k-1}(x), B_{k-1}(y)) \geq C_2(\text{per}(B_{k-1}(x)) + \text{per}(B_{k-1}(y))) + C_3,$$  \hspace{1cm} (2.20)

with the constants $C_2$ and $C_3$ as in (2.9).

**Proof.** We will look into the event $D_k$ for fixed $k$. The idea of the proof is to construct two chains of events in the scale $k-1$ in a way that, if $D_k$ holds, then one event in each chain necessarily holds.

We will construct a chain of sets of the form $A_{k-1}$ and take the corresponding events $D_{k-1}$. First, define

$$x_j = j(l_{k-1}, L_{k-1}), \quad 0 \leq j \leq \frac{L_k + l_k}{L_{k-1}}.$$  \hspace{1cm} (2.21)

Observe that $(A_{k-1}(x_j))_{0 \leq j \leq \frac{L_k + l_k}{L_{k-1}}}$ crosses the set $A_k$ from the bottom to the top, as in Figure 2.2. Notice that the sequence $(A_{k-1}(x_j))_{0 \leq j \leq \frac{L_k + l_k}{L_{k-1}}}$ does not touch the point $(l_k, L_k)$. This is a simple consequence of

$$l_{k-1} \frac{L_k}{L_{k-1}} + L_{k-1} \leq L_k.$$  \hspace{1cm} (2.22)

Reflecting this construction across the diagonal of the set $A_k$ it is possible to find a sequence that connects the left boundary of $A_k$ to its upper right boundary (see Figure 2.2).
We now take the first chain of events to be the corresponding events $D_{k-1}$, i.e., take $D_{k-1}(x)$ for the values of $x$ in (2.21) or in its reflection. This concludes the construction of the first chain.

For the second chain we consider

$$y_j = (l_k, L_k) - j(l_{k-1}, L_{k-1}), \ 1 \leq j \leq \frac{L_k}{L_{k-1}}.$$  \hspace{1cm} (2.23)

Again in this case we use a reflection argument and construct the events as in the first chain (see Figure 2.3).

Take $M_k$ to be the set of all points $x \in \mathbb{Z}^2$ such that $A_{k-1}(x)$ is in some of the two chains described above. Observe that, by (2.21) and (2.23),

$$|M_k| \leq 2 \left( \frac{L_k}{L_{k-1}} + \frac{L_k}{L_{k-1}} \right) \leq 10l_{k-1}^{1/2},$$

that is exactly the first conclusion of the lemma.

Now, suppose that $D_k$ holds. We will prove that one event in each of the two chains necessarily occurs. Suppose not, and assume, without loss of generality, that all events in the second chain do not happen. In this case, every set $A_{k-1}(x)$ with $x$ as in (2.23) or in its reflection, has an open crossing by some function of $S$. If we concatenate these open paths (see Equation (2.3)), we obtain an open crossing of $A_k$, contradicting our assumption that $D_k$ holds.

To get the distance estimate in Equation (2.20) observe that there is a strip (see Figure 2.4) that splits the two chains. As a consequence, we can bound the distance in
Figure 2.4: The strip, the point $Y$ and the line $r$. Notice that we represented the boxes corresponding to the chains instead of the sets $A_{k-1}$ and that the line $r$ is defined by the vertices of these boxes.

(2.20) by the distance between the line $r$ and the point $Y$ of Figure 2.4. Since the line $r$ has equation

$$y = \frac{L_{k-1}}{l_{k-1}} (x - L_{k-1}),$$

a simple computations yields

$$d(B_{k-1}(x), B_{k-1}(y)) \geq d(r, Y)$$

$$= \frac{|L_{k-1}l_k - L_{k-1}l_{k-1} - l_{k-1}L_k - l_k^2 - L_k^2|}{\sqrt{l_{k-1}^2 + L_k^2}}$$

$$\geq l_{k-1} \frac{1}{\sqrt{5}l_{k-1}} \left[ L_k - \left\lfloor \frac{l_{k-1}^{1/2}}{l_{k-1}} \right\rfloor L_{k-1} + L_{k-1}^2 + l_{k-1}^2 + \frac{L_k^2}{l_{k-1}} \right]$$

$$\geq l_{k-1} \frac{\lfloor l_{k-1}^{1/2} \rfloor}{\sqrt{5}} \left( \frac{1}{k} - \frac{1}{k-1} \right),$$

for $k$ large enough.

Now, since $l_k$ has super-exponential growth (see (2.12)), it is easy to conclude that

$$\lim_{k \to \infty} \frac{\lfloor l_{k-1}^{1/2} \rfloor}{l_{k-1}} \left( \frac{1}{k} - \frac{1}{k-1} \right) = +\infty$$

(2.26)

If we combine equations (2.25) and (2.26) and use that $\text{per}(B_{k-1}) \leq 12l_{k-1}$, it is easy to conclude that for $k$ large enough we have

$$d(B_{k-1}(x), B_{k-1}(y)) \geq C_3 (\text{per}(B_{k-1}(x)) + \text{per}(B_{k-1}(y))) + C_3,$$

which is exactly Estimate (2.20).

The lemma above provides us with a way to estimate the probability $p_k$ in terms of $p_{k-1}$, if $k$ is large. Since we know the realisation of $D_k$ implies that two events of order $k - 1$ with indices in $M_k$ hold, and that they satisfy (2.20), we can use (2.10) with an union bound to obtain

$$p_{k+1} \leq |M_k|^2 (p_k^2 + H(C_3 l_k)),$$

(2.27)

since the distance between the boxes is at least $C_3 l_k$ and the error function $H$ is non-increasing. This will help us to conclude the proof of Theorem 2.5, our next goal.
Proof of Theorem 2.5. Take \( \tilde{k} \geq k_0 \) so that, for all \( k \geq \tilde{k} \)

\[
100 (l_{k}^{-1} + \tilde{l}_{k}^{-1} H(C_{2}l_{k})) \leq 1,
\]

(2.28)

where \( H \) is the error function in (2.10) and \( C_{2} \) is the constant in (2.9). Observe that this is possible by (2.11), since \( l_k \to +\infty \) as \( k \to \infty \).

Suppose now that (2.17) holds, i.e., for some \( k \geq \tilde{k} \), \( p_k \leq l_{k}^{-4} \). Inductively, using (2.27) we get

\[
l_{n+1}^4 p_{n+1} \leq 100l_{n+1}^4 l_{n}^2 \left( p_{n}^2 + H(C_{2}l_{n}) \right) \leq 100l_{n}^7 \left( l_{n}^{-8} + H(C_{2}l_{n}) \right) \leq 1,
\]

which concludes the proof of (2.18).

Let us now verify that percolation occurs with positive probability. We will use an adaptation of the construction in the proof of Lemma 2.7. Begin by observing that

\[
\sum_{k=1}^{\infty} 10^{-\frac{1}{2}} l_{k} p_{k} < \infty.
\]

(2.29)

For each \( k \), let \( U_k \subset M_k \) to be the set of points \( x \in \mathbb{Z}^2 \) such that \( D_{k-1}(x) \) is in the second chain constructed in the proof of Lemma 2.7. By Borel-Cantelli Lemma, (2.29) implies that only finitely many events in the collection \( \{D_{k-1}(x), x \in U_k, k \in \mathbb{N}\} \) can hold. Thus, we may assume that \( D_{k-1}(x) \) does not hold for all \( x \in U_k \) and all sufficiently large \( k \). This implies that for each of these points \( x \) it is possible to find an open crossing of \( A_{k-1}(x) \) by some function of \( S \). We use a concatenation of the crossings to find an infinite open path \( f \in S \), which concludes the proof.

Remark 2.8. If one is interested in the vacant set, the verification of Equation (2.10) for non-decreasing functions allows to prove an analogous result from Theorem 2.5, but looking for closed paths in \( S \).

It may be the case that the probability measure \( \mathbb{P} \) allows us to construct a family \( (\mathcal{I}_u)_{u \in \mathcal{U}} \), with either \( \mathcal{U} = [0, 1] \) or \( \mathcal{U} = \mathbb{R}_+ \), of increasing subsets of \( \mathbb{Z}^2 \). In this case we can replace the correlation decay (2.10) by the inequality

\[
\mathbb{E}_u(fg) \leq \mathbb{E}_{u(1-\varepsilon)}(f)\mathbb{E}_{u(1-\varepsilon)}(g) + H(\varepsilon, d(B_1, B_2)),
\]

(2.30)

with error function \( H : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) that is non-increasing in each of the variables and satisfies that, for some \( \delta > 0 \),

\[
\lim_{x \to +\infty} x^{\delta} H(x^{-\delta}, x) = 0.
\]

(2.31)

Theorem 2.5 can be extended for such values of \( u \in \mathcal{U} \). Fix \( u_\infty \in \mathcal{U} \), set

\[
u_{0} = u_\infty \prod_{k=0}^{\infty} (1 - l_{k}^{-\delta}), \quad u_{k+1} = \frac{u_k}{(1 - l_{k}^{-\delta})},
\]

(2.32)

and define

\[
p_k = \mathbb{P}_{u_k}[D_k],
\]

(2.33)
With these definitions, the proof of Theorem 2.5 carries on in the same way. In (2.29), we can replace $p_k$ by $P_{u_\infty}(D_k)$ just by noticing that $P_u(D_k)$ is non-increasing in $u \in U$.

This generalization states that in order to conclude the existence of percolation for the density $u_\infty$, one needs to understand the probability of the existence of crossings in smaller densities.

**Remark 2.9.** The error decay on (2.31) is not sharp and may be modified to fit in other cases. Sometimes, for example, it may be the case that the error depends also on $u$ and not on $\varepsilon$ as in (2.30). In these cases, we only need to find $\tilde{k}$ large enough so that (2.28) holds for all $k \geq \tilde{k}$. To do so, one can change the scales $u_k$, but not the ones in (2.12), since the proof of Lemma 2.7 strongly uses their growth rate.

### 2.5 Applications

In this subsection we work on examples where Theorem 2.5 can be applied.

**Oriented percolation.** An easy application of Theorem 2.5 is to prove the existence of a supercritical phase in i.i.d. oriented site percolation. Here, we set $S$ as in Example 2.1 and look for a path in $S$ that only crosses open vertices. Independence trivially implies our decoupling assumption. This implies the existence of $n_0$ such that, if the probability of not crossing $A_{n_0}$ is small enough, then percolation using paths in $S$ is possible with positive probability. This is true if $p$ is large enough, since this probability tends to zero as $p$ goes to one.

**Oriented percolation for random interlacements.** The model of random interlacements was introduced by A.S. Sznitman in [15]. This model is defined in $\mathbb{Z}^d$, for $d \geq 3$, and consists of a Poissonian cloud of doubly-infinite random walk trajectories. A non-negative parameter $u$ measures the intensity of the model, and $I_u$ denotes the intelacement set at level $u$. Percolation in this setting has been extensively studied. Our focus is in proving oriented percolation in this setting using the set of paths $S$ given by Example 2.1.

Although this model is defined for dimensions at least three, we study the behaviour of its intersection with a plane. Observe that this is not a limitation because the existence of an oriented path in the plane implies the existence of oriented percolation. We prove that if the parameter $u$ is large enough, then oriented percolation is possible in this plane.

**Theorem 2.10** (Oriented percolation for random interlacements). If the parameter $u$ is large enough (depending on the dimension $d$), then

$$\mathbb{P}[I_u \cap \mathbb{Z}^2 \text{ contains an infinite path of } S] = 1.\quad (2.34)$$

We use the extended version of Theorem 2.5. The verification of (2.30) is done in [10], and we restate it here:

**Theorem 2.11** (Theorem 1.1 of [10]). Let $A_1$ and $A_2$ be two non-intersecting subsets of $\mathbb{Z}^d$, with at least one of them finite. Let $s$ be the distance between them and $r$ be the minimum of their diameters. Then, for all $u > 0$ and $\varepsilon \in (0, 1)$,
i. for any non-decreasing functions \( f_1 : \{0, 1\}^{A_1} \rightarrow [0, 1] \) and \( f_2 : \{0, 1\}^{A_2} \rightarrow [0, 1] \)
\[
\mathbb{E}_u(f_1 f_2) \leq \mathbb{E}_{u(1+\varepsilon)}(f_1)\mathbb{E}_{u(1+\varepsilon)}(f_2) + c_2 (r + s) \exp(-c_2^{-1}\varepsilon^2 u s^{d-2}); \quad (2.35)
\]

ii. for any non-increasing functions \( f_1 : \{0, 1\}^{A_1} \rightarrow [0, 1] \) and \( f_2 : \{0, 1\}^{A_2} \rightarrow [0, 1] \)
\[
\mathbb{E}_u(f_1 f_2) \leq \mathbb{E}_{u(1-\varepsilon)}(f_1)\mathbb{E}_{u(1-\varepsilon)}(f_2) + c_2 (r + s) \exp(-c_2^{-1}\varepsilon^2 u s^{d-2}). \quad (2.36)
\]

If we assume \( u \geq 1 \), the theorem above verifies (2.30) for any \( \delta < 1/2 \). This assures us the existence of \( k_0 \) such that, if the probability of not having a crossing of \( A_{k_0} \) is small enough, then percolation is possible. Now, as \( u \to \infty \), \( u k_0 \to \infty \) and hence
\[
\mathbb{P}[A_{k_0} \subset I_{u k_0}] \to 1. \quad (2.37)
\]
This implies oriented percolation for large values of \( u \).

The vacant set of random interlacements for large dimensions. We keep working on the random interlacements model, but now we focus on the vacant set. We want to prove that if \( u \) is small enough, then oriented percolation occurs in the vacant set.

We will restrict ourselves in \( u \in [0, 1] \) and define the vacant set as
\[
V_u = \mathbb{Z}^d \setminus T^u. \quad (2.38)
\]
Notice that the vacant sets form a non-increasing collection of random subsets. Since we are interested in the vacant set, we use Remark 2.8.

It follows from (2.15) of [15] that, if \( f \) and \( g \) are two non-decreasing functions of the vacant set, with respective support on boxes \( B \subset \mathbb{Z}^2 \times \{0\}^{d-2} \) and \( B + x \subset \mathbb{Z}^2 \times \{0\}^{d-2} \), then
\[
\mathbb{E}(f(V_u)g(V_u)) \leq \mathbb{E}(f(V_u))\mathbb{E}(g(V_u)) + c_3 \frac{u \text{cap}(B)^2}{d(B, B + x)^{d-2}} \quad (2.39)
\]
\[
\leq \mathbb{E}(f(V_u))\mathbb{E}(g(V_u)) + c_3 \frac{|B|^2}{d(B, B + x)^{d-2}}.
\]
This implies that if \( d > 13 \), assuming (2.9), we have (2.10) with an error that satisfies (2.11).

Since this error is uniform on the parameter \( u \), we can find \( k_0 \) such that, if \( \mathbb{P}_u(D_{k_0}) \) is small enough (here, \( D_{k_0} \) looks into the existence of open crossings on the vacant sets), then percolation occurs with positive probability on the vacant set. But once again we have
\[
\lim_{u \to 0} \mathbb{P}_u[D_{k_0}] = 0,
\]
and this concludes the proof.

Remark 2.12. The reason why we use the polynomial bound in (2.39) instead of the exponential bound given by Theorem 2.11 is the dependence of the later on the parameter \( u \). We need to make \( u \to 0 \) and the bounds of Theorem 2.11 get worse as \( u \) decreases, while (2.39) is true for all values of \( u \in [0, 1] \).
Question 2.13. It remains to prove that oriented percolation occurs for the vacant set in all dimensions $d$. We suspect this is true. For a proof, one should find inspiration on the techniques developed in [12].

**Independent renewal chains.** As an application, we prove an analogous of Theorem 1.1 for a different environment. This is the same setting described in Subsection 3.5 from [6].

Fix the probability distribution $p = (p_n)_{n \in \mathbb{N}_0}$ in $\mathbb{N}_0$ given by $p_n = Z^{-1}e^{-n^{1/4}}$, where $Z = \sum_{n \in \mathbb{N}_0} e^{-n^{1/4}}$ is a normalizing constant. Define the transition rates as

$$g(l, m) = \begin{cases} 
\delta_{l-1}(m), & \text{if } l > 0; \\
q_m, & \text{otherwise.}
\end{cases}$$

This Markov chain is called the renewal chain with interarrival distribution $p$. Its stationary measure $q$ is given by

$$q_n = \frac{1}{Z} \sum_{j \geq n} e^{-j^{1/4}} \quad \text{and} \quad Z' = \sum_{n \in \mathbb{N}_0} \sum_{j \geq n} e^{-j^{1/4}}.$$

Now, for each $x \in \mathbb{Z}$, we consider an independent copy $(N_x(n))_{n \in \mathbb{N}_0}$ of the Markov chain described above. We prove that survival in the empty sites is possible for the set of paths $S_R$ from Example 2.2, if $R$ is large enough. Here we consider a site $(x, t) \in \mathbb{Z}^2$ open if $N_x(t) = 0$.

Denote by $\mathbb{P}_q$ the probability measure induced by this process with initial distribution given by independent copies of $q$ in each coordinate of $\mathbb{Z}$. In [6], the authors prove that, for non-increasing functions $f_1, f_2 : \mathbb{N}_0^{\mathbb{Z}^2} \to [0, 1]$ with respective supports on boxes $B_1, B_2 \subset \mathbb{Z}^2$ (in the sense of Equation (2.8)),

$$\mathbb{E}_q[f_1f_2] \leq \mathbb{E}_q[f_1]\mathbb{E}_q[f_2] + C_4(\text{per}(B_1) + \text{per}(B_2))e^{-c_4d^{1/4}},$$

where $d$ is the distance between the boxes $B_1$ and $B_2$. Observe that, if the two boxes have disjoint projections in the $x$-axis, then the functions $f_1$ and $f_2$ are independent.

This implies we can use Theorem 2.5. It remains to verify condition (2.17). We proceed by taking $R_k = l_k + L_k + 1$. Notice that we can bound

$$l_k^1p_k \leq l_k^1p_k \left[ [0, l_k] \times [0, L_k] \text{ does not have a vertical open crossing} \right] \leq l_k^1L_k(1 - q_0)^{l_k}.$$

If $k$ is large enough, the quantity above is smaller than one. For such value of $k$, we take $R = R_k = l_k + L_k + 1$, and Equation (2.17) is verified.

**Level sets in independent random walks.** This is a good example of how to apply Theorem 2.5 using condition (2.30). Here we work with the discrete framework. At time zero, each integer site receives independently a Po$(\lambda)$ number of particles that
move independently as discrete time random walks. We will verify that survival occurs 
on the level sets \( \{ \eta_j(x) \geq j \} \), for \( j \in \mathbb{N}_0 \) fixed. Here, the set of open vertices is formed by 
all points \( (x, t) \in \mathbb{Z}^2 \) with at least \( j \) particles in site \( x \) at time \( t \) and the set \( S_R \) is given 
in Example (2.2).

We use of the decoupling for this dynamics proved in [6].

**Proposition 2.14** (Corollary 3.1 from [6]). Let \( B_1 = ([a, b] \times [n, m]) \cap \mathbb{Z}^2 \) and \( B_2 = 
([a', b'] \times [-n', 0]) \cap \mathbb{Z}^2 \) be two space-time boxes and assume that \( n \geq c \), for some \( c \) large 

enough. Assume that \( f_1 \) and \( f_2 \) are non-increasing random variables with support in \( B_1 \) 
and \( B_2 \), respectively, taking values in \([0, 1]\). Then, for any \( \rho \geq 1 \),

\[
E_{\rho(1+n^{-1/16})}[f_1f_2] \leq E_{\rho(1+n^{-1/16})}[f_1] E_{\rho}[f_2] + C(\text{per}(B_1) + n) e^{-C^{-1}n^{1/8}}. 
\]

(2.41)

Now, if we take any two boxes \( B_1 \) and \( B_2 \), satisfying

\[
d > 6(\text{per}(B_1) + \text{per}(B_2)) + c, 
\]

(2.42)

for some constant \( c \), we simply observe that, if the boxes are far away in space, the 
functions are independent. The reason to why this is true is that we are working on 
discrete time, and then no particle can cross both of them. On the other hand, if they 
are close in space, they are necessarily far away in time, and we can use the proposition 
above to conclude that

\[
E_{\rho}[f_1f_2] \leq E_{\rho(1-\tilde{c}d^{-1/16})}[f_1] E_{\rho(1-\tilde{c}d^{-1/16})}[f_2] + C d e^{-C^{-1}d^{1/8}}. 
\]

(2.43)

for some constants \( \tilde{c} \) and \( C \).

This verifies conditions (2.30) and (2.31) with \( \delta = 1/16 \). Since we need to use this 
assumption in the proof of Theorem 2.5 with \( \epsilon \) given by \( l_k^{-\delta} \), we observe that \( d \geq l_k \), for 
the sets taken in Lemma 2.7.

Now, if we are given a density \( \lambda_\infty \) for which we want to verify Theorem 1.1, we define 
the sequence \( \lambda_k \) as in (2.32), but with \( l_k^{-\delta} \) replaced by \( \bar{d}_k^{-1/16} \). The verification of 
the trigger assumption (2.17) is done in the same way as in (2.40).

This proves that, for any \( \lambda > 0 \), if \( R \) is large enough, survival is possible on top of 
level \( j \).

**Independent random walks** Although Theorem 1.1 is already known for this 
underlying dynamics, see [14] for the case when Brownian motions are considered, here we 
apply a combination of Remark 2.8 and condition (2.30) to prove that survival on top of 
the empty sites using the set of paths \( S_R \) from Example (2.2).

As a corollary of Lemma 6.5 from [13] it is easy to obtain

**Lemma 2.15.** Let \( B_1 = ([a, b] \times [n, m]) \cap \mathbb{Z}^2 \) and \( B_2 = ([a', b'] \times [-n', 0]) \cap \mathbb{Z}^2 \) be two 

space-time boxes and assume that \( n \geq c \), for some \( c \) large enough. Assume that \( f_1 \) and 
\( f_2 \) are non-increasing random variables with support in \( B_1 \) and \( B_2 \), respectively, taking 
values in \([0, 1]\). Then, for any \( \rho \in [r, R] \) and \( \epsilon \in (0, 1) \),

\[
E_{\rho}[f_1f_2] \leq E_{\rho(1+\epsilon)}[f_1] E_{\rho(1+\epsilon)}[f_2] + C(\text{per}(B_1) + n) e^{-C^{-1}r^2n^{3/4}}. 
\]

(2.44)
From the lemma above, just like in the discussion before Equation (2.43), we conclude the existence of constants $A, B$ and $C$ such that, if
\[ d = d(B_1, b_2) \geq A (\text{per}(B_1 + \text{per}(B_2)) + B, \]
then
\[ \mathbb{E}_\rho[f_1 f_2] \leq \mathbb{E}_{\rho(1+\varepsilon)}[f_1] \mathbb{E}_{\rho(1+\varepsilon)}[f_2] + C d e^{-C^{-1} r \epsilon^2 d^{1/4}}. \]

This implies we can apply Theorem 2.5, using Remark 2.8 and condition (2.30). The verification of (2.17) is done just like in (2.40).

3 Decoupling for the exclusion process

This section is devoted to the proof of the exclusion process decoupling. This decoupling will be used to prove the correlation decay need in order to apply Theorem 2.5 in the proof of Theorem 1.1.

We split our discussion in three subsections. We begin with a brief review of some facts that will be used in our proof. In the second subsection, the decoupling is proved assuming Lemma 3.2. The third subsection is devoted to the proof of Lemma 3.2, a coupling that plays a central role in the proof of the decoupling.

3.1 A brief review of the exclusion process

The exclusion process $(\eta_t)_{t \geq 0}$ on $\mathbb{Z}$ is a Markov process with state space $\{0, 1\}^\mathbb{Z}$ and generator given by
\[ Lf(\eta) = \frac{1}{2} \sum_{x \in \mathbb{Z}} \sum_{h = \pm 1} \eta(x)(1 - \eta(x + h)) \left[ f(\eta^{x,x+h}) - f(\eta) \right], \]
where $f : \{0, 1\}^\mathbb{Z} \to \mathbb{R}$ is any local function and $\eta^{x,y}$ is the configuration given by
\[ (\eta^{x,y})(z) = \begin{cases} 
\eta(y), & \text{if } z = x, \\
\eta(x), & \text{if } z = y, \\
\eta(z), & \text{otherwise.}
\end{cases} \]

For each $\rho \in [0, 1]$, define $\mu_\rho$ as the product measure on $\{0, 1\}^\mathbb{Z}$ with marginals given by
\[ \mu_\rho\{\eta : \eta(k) = 1\} = 1 - \mu_\rho\{\eta : \eta(k) = 0\} = \rho, \quad \text{for all } k \in \mathbb{Z}. \]

It is a well known fact that the process $(\eta_t)_{t \geq 0}$ is reversible with respect to the measure $\mu_\rho$. We call the parameter $\rho$ the density of the process if its starting configuration is distributed as $\mu_\rho$. Denote by $\mathbb{P}_\rho$ the distribution of the exclusion process $(\eta_t)_{t \geq 0}$ with density $\rho$.

We also recall a classical graphical construction of the exclusion process that will be useful. This construction is made with the help of the interchange process, that we denote by $\gamma$. First consider an independent Poisson process of rate $\frac{1}{2}$ for each edge $(x, x+1)$ of $\mathbb{Z}$. We will represent the Poisson processes in the edges by arrows (as in Figure 3.1).
Observe that for each site $x \in \mathbb{Z}$ and $t \geq 0$ there exists an almost sure unique path that starts at $(x, t)$, ends in $\mathbb{Z} \times \{0\}$, goes downwards and is forced to cross all arrows it encounters. We denote the end position of this path by $\gamma_t(x) \in \mathbb{Z}$, the label of the interchange process in site $x$ at time $t$ (see Figure 3.1).

Figure 3.1: The points $x$ and $\gamma_t(x)$.

Given an initial configuration $\eta_0$ for the exclusion process we obtain the configuration at time $t$ by setting

$$\eta_t(x) = \eta_0(\gamma_t(x)), \quad \text{for all } x \in \mathbb{Z}. \quad (3.3)$$

This construction results in the Markov process with generator given by (3.1). Observe that each particle as well as each hole in $\eta_0$ performs a continuous time random walk.

The space of configurations $\{0, 1\}^\mathbb{Z}$ has a partial order (similar to the order in $\{0, 1\}^{\mathbb{Z}^2}$ defined in Equation (2.6)) given by

$$\eta \preceq \xi \text{ if and only if } \eta(x) \leq \xi(x), \quad \text{for all } x \in \mathbb{Z}. \quad (3.4)$$

If we use the same Poisson clocks in the graphical construction presented above for two different initial conditions, this partial order is preserved.

When the starting configuration of the exclusion process is distributed as $\mu_\rho$, by reversibility it is possible to use the graphic construction presented above to construct the exclusion process for negative times.

Using a coupling of the measures $(\mu_\rho)_{\rho \in [0,1]}$ that is increasing in the partial order of $\{0, 1\}^\mathbb{Z}$, we can construct in the same probability space all the processes $(\eta^\rho_t)_{t \in \mathbb{R}, \rho \in [0,1]}$ in a way that

1. $(\eta^\rho_t)_{t \in \mathbb{R}}$ is an exclusion process with density $\rho$;
2. if $\rho \leq \rho'$ then $\eta^\rho_t \preceq \eta^\rho'_t$, for all $t \in \mathbb{R}$.

### 3.2 Decoupling

In this subsection we prove the exclusion process decoupling stated in Theorem 1.4. In the proof we will assume the existence of the coupling stated in Lemma 3.2, a central tool in the proof.

We will work with functions defined in the space of trajectories $S = D_\mathbb{R}\{0, 1\}^\mathbb{Z}$ of the exclusion process. It will be useful to think of the domain of the functions as the set $\{0, 1\}^{\mathbb{Z} \times \mathbb{R}}$. 
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Notice that the correlation decay in (1.2) is not true for the exclusion process, as pointed out in the next remark.

**Remark 3.1.** Recall the construction of the exclusion process from the interchange process in (3.3). Using the independence between the configuration $\eta_0$ and the interchange process $\gamma$, we compute

$$\text{Cov}_\rho(\eta_t(0), \eta_0(0)) = \mathbb{E}_\rho(\eta_t(0)\eta_0(0)) - \rho^2$$

$$= \mathbb{E}_\rho(\eta_t(0)\eta_0(0)(1_{\gamma_t(0)=0} + 1_{\gamma_t(0)\neq0})) - \rho^2$$

$$= \rho^2\mathbb{P}[\gamma_t(0) \neq 0] + \rho\mathbb{P}[\gamma_t(0) = 0] - \rho^2$$

$$= (\rho - \rho^2)\mathbb{P}[\gamma_t(0) = 0]$$

$$\geq \frac{c_5}{\sqrt{t}},$$

which proves that (1.2) does not hold. The last inequality is a consequence of the fact that $\gamma_t(0)$ has the distribution of a continuous time random walk.

For the proof of Theorem 1.4, there are two different cases to take care of: Either the horizontal distance between the boxes is large or the vertical distance is. In the first case, we only need to use some moderate deviation estimates to get the bounds we need. In the second case, we use a coupling between two exclusion process with densities $\rho < \rho'$. This coupling assures us that the process with density $\rho$ is dominated by the process with higher density in an interval $I$ if the time is large enough. The existence of this coupling is the content of the following lemma:

**Lemma 3.2.** There exist positive constants $c_6$ and $C_5$ such that the following holds. For $\rho < \rho' \in [0,1]$, any given interval $I = [c,d] \subset \mathbb{R}$ with $c,d \in \mathbb{Z}$ and time $t \geq C_5$, there exists a coupling $\mathbb{P}$ of two exclusion process with independent initial conditions $\eta_0 \sim \mu_\rho$ and $\xi_0 \sim \mu_{\rho'}$ in a way that $(\xi_s)_{s \geq 0}$ is independent of $\eta_0$ and

$$\mathbb{P}\left[\exists x \in I \cap \mathbb{Z} : \eta_t(x) > \xi_t(x)\right] \leq c_6 t(t + |I|) \exp\left\{-c_6^{-1}(\rho' - \rho)^2t^{1/4}\right\}.$$

The proof of this lemma is contained in the next subsection. We now use it to conclude Theorem 1.4.

**Proof of Theorem 1.4.** Let $d_H$ and $d_V$ denote the horizontal and vertical distances between the boxes $B_1$ and $B_2$:

$$d_H = \inf\{|x - y| : (x, t) \in B_1 \text{ and } (y, s) \in B_2\},$$

and

$$d_V = \inf\{|t - s| : (x, t) \in B_1 \text{ and } (y, s) \in B_2\}.$$

Assume first that

$$d_H \geq 3(\text{per}(B_1) + \text{per}(B_2) + d_V). \quad (3.5)$$

In this case, observe that, if a particle (or a hole) of the exclusion process touched both boxes, it jumped at least $d_H$ times in at most $\text{per}(B_1) + \text{per}(B_2) + d_V$ units of time.
Since these particles (as well as the empty sites) move as random walks, the number of jumps in a given period of time has Poisson distribution. This implies that
\[
\mathbb{P} \left[ \text{a fixed particle (or hole) touches both boxes} \right] 
\leq \mathbb{P} \left[ \text{Po(\text{per}(B_1) + \text{per}(B_2) + d_V) \geq d_H} \right] 
\leq e^{-c_9(d_V + d_H)}, \quad (3.6)
\]
with \( c_9 > 0 \) given by Lemma A.5 in the Appendix.

Now we only need to count how many particles can touch both boxes. Fix an arbitrary site between the two boxes. Each particle that touches both boxes must cross this fixed site. This implies that we can bound the number of particles by the number of clocks that ring in the neighboring edges of this site. It turns out that this has also Poisson distribution with parameter \( \text{per}(B_1) + \text{per}(B_2) + d_V \). Hence, with probability at least \( 1 - e^{-c_9(d_V + d_H)} \), there are at most \( d_H \) particles that can cross this site. Using a union bound, we get
\[
\mathbb{P} \left[ \text{some particle (or hole) touches both boxes} \right] 
\leq \mathbb{P} \left[ \text{more than } d_H \text{ clocks ring in the neighboring edges of the fixed site} \right] + d_H \mathbb{P} \left[ \text{a fixed particle (or hole) touches both boxes} \right] 
\leq (1 + d_H)e^{-c_9(d_V + d_H)}. \]

Now, if we condition on the trajectories inside \( B_1 \), we can split the expectation below according to the existence of particles that touch both boxes and conclude that
\[
\mathbb{E}_\rho(f_1 f_2) \leq \mathbb{E}_\rho(f_1)\mathbb{E}_\rho(f_2) + (1 + d_H)e^{-c_9(d_V + d_H)},
\]
that is stronger than (1.5).

Assume now that (3.5) does not hold, i.e., assume that \( d_H \leq 3(\text{per}(B_1) + \text{per}(B_2) + d_V) \). This, combined with Equation (1.4), implies that
\[
d_V \geq \frac{C_1}{4}, \quad (3.7)
\]
If we take \( C_1 \geq 4C_5 \), the equation above will allow us to use Lemma 3.2. In this case we use a different approach.

We will assume that the boxes have the form
\[
B_1 = [\tilde{a}, \tilde{b}] \times [-\tilde{t}, 0], \quad B_2 = [a, b] \times [t, t + s].
\]

Figure 3.2 can be used as a reference in this part of the proof.

Let \( \mathcal{F} = \sigma(\eta_u; u \leq 0) \) and use the Markov property to get
\[
\mathbb{E}_\rho(f_1 f_2) = \mathbb{E}_\rho(\mathbb{E}_\rho(f_1 f_2 | \mathcal{F})) 
= \mathbb{E}_\rho(f_1 \mathbb{E}_\rho(f_2 | \mathcal{F})) 
= \mathbb{E}_\rho(f_1 \mathbb{E}_\rho(f_2 | \eta_0)). \quad (3.8)
\]
To estimate the conditional expectation above, we apply Lemma 3.2 with $I = [a - 2s - t, b + 2s + t]$ (see Figure 3.2) and define the event

$$A = \left\{ \eta : \text{all particles of } \eta \text{ that pass through the box } B_2 \text{ are inside } I \text{ at time } t \right\}.$$ 

Now, we split the conditional expectation in estimate (3.8), use Lemma 3.2, and the fact that both functions $f_1$ and $f_2$ are positive, bounded by one and non-decreasing to get

$$E_{\rho} (f_1 f_2) = E_{\rho} \left( f_1(\eta) E_{\rho} \left( f_2(\eta) \big| \eta_0 \right) \right) \leq E \left( f_1(\eta) E \left( f_2(\xi) 1_{\{ \forall x \in I \cap \mathbb{Z} : \eta_t(x) \leq \xi_t(x) \}} 1_{\{A\}} \big| \eta_0 \right) \right)$$

$$+ E \left( f_1(\eta) E \left( f_2(\xi) (1_{\{ \exists x \in I \cap \mathbb{Z} : \eta_t(x) > \xi_t(x) \}} + 1_{\{A^c\}}) \big| \eta_0 \right) \right)$$

$$\leq E_{\rho}(f_1) E_{\rho^\prime}(f_2) + P[A^c] + P[\exists x \in I \cap \mathbb{Z} : \eta_t(x) > \xi_t(x)].$$

To bound the last probability above we use Lemma 3.2. Now all we need to do is estimate the probability of $A^c$. We use a similar argument to the one used in the first part of the proof. Begin by observing that in order for a particle that is at the $k$-th site at the right of $I$ at time $t$ to enter the box $B_2$ it is necessary that it jumps more than $2s + t + k$ times before time $t + s$. We also know that the number of jumps of a particle during the time interval $[t, t + s]$ has distribution Poisson distribution with parameter $s$. This allows us to estimate

$$P[A^c] \leq 2 \sum_{k=0}^{+\infty} P[Po(s) \geq 2s + t + k] \leq 2 \sum_{k=0}^{+\infty} e^{-c(t+k)} = ce^{-ct},$$

where in the second inequality we used a simple large deviation estimate given by Lemma A.3 in the Appendix.
If we put all this together we get:

\[
\mathbb{E}_\rho(f_1 f_2) \leq \mathbb{E}_\rho(f_1) \mathbb{E}_\rho(f_2) + c e^{-c_1 t} + c_6 t(t + |I|) \exp \left\{-c_6^{-1}(\rho' - \rho)^2 t^{1/4}\right\},
\]

(3.9)

by possibly changing the constants in the last estimate.

Now, since \( t = d_V \) and \( d_H \leq 3(\text{per}(B_1) + \text{per}(B_2) + d_V) \), we have

\[
d \leq \sqrt{2} (d_H + d_V) \leq \sqrt{2} \left(4d_V + 3(\text{per}(B_1) + \text{per}(B_2))\right) \leq \sqrt{2} \left(\frac{d}{2} + 4d_V\right),
\]

and hence \( d \leq 4 \left(1 - \frac{\sqrt{2}}{2}\right)^{-1} d_V \). Substituting this on estimate (3.9) concludes the proof.

3.3 Coupling

In this subsection we construct the coupling of Lemma 3.2. We begin by giving an informal description of the coupling and then we make all the estimates need to get the domination.

Consider two independent initial configurations \( \eta_0 \sim \mu_\rho \) and \( \xi_0 \sim \mu_\rho' \) with \( \rho < \rho' \). In our coupling, we want to obtain domination in an interval \( I \) for a large time \( t \). Due to the bounded velocity that the particles have, we only need to look at particles that at time zero are inside a sufficiently large interval \( H \) that contains \( I \). Once we have a bound on the probability that some particle spends time outside \( H \) and is inside \( I \) at time \( t \) we can restrict ourselves to particles that stay inside the interval \( H \) for all times before time \( t \).

We know that each particle, in both processes, performs a random walk. We want our coupling to behave in a way that if two particles of different process are in the same site of \( H \) at some time \( s \leq t \), then they move together from this time on.

With this greedy strategy it is not possible to get good bounds on the probabilities we need. To get around this problem, at time zero we will match the particles in pairs that will stay together if they meet.

We would like that these particles do not take a long time to do so and to control this we need to assure that they are close at time zero. Therefore, we introduce a partition of the interval \( H \) with intervals \( (I_j)_{j=1}^N \) of controlled length. Due to the difference of densities, we expect that with high probability each of the intervals \( I_j \) has more particles of the configuration \( \xi_0 \) than particles of \( \eta_0 \). When this happens, we can match all the particles of \( \eta_0 \) to some particle of \( \xi_0 \) in a way that they belong to the same interval of the covering at time zero.

Once we have the couples at time zero we need to set the evolution. We will make use of two independent copies of the graphical construction of the exclusion process presented in Subsection 3.1. We make the process \( \xi \) follow one of them and the evolution of the process \( \eta \) will alternate between the two graphical constructions in order to get the property that coupled particles stay together.

We can get bounds on the probability that two particles do not meet up to time \( t \), but the decay is not as good as the one in Lemma 3.2. To get the desired bound we have
to repeat the same procedure more than one time. So we split the time interval \([0, t]\) into smaller intervals \([t_{i-1}, t_i]\), where \(0 = t_0 < t_1 < \cdots < t_k = t\), and set the evolution on these intervals. When we reach the end point \(t_i\) we take another matching (this is done in a way that couples that already met stay together) and let the system evolve once again. This will allow us to get stretched exponential bounds as claimed in Lemma 3.2.

Now we present the rigorous construction of this coupling. First we introduce the intervals we will consider and the matching that we need. The second step is to set the evolution of the coupled process and the last step is to repeat this procedure.

Given the interval \(I = [a, b]\), we define \(H = [a - \lceil 3t \rceil, b + \lceil 3t \rceil]\) and cover it with disjoint subintervals with length \(L = \lfloor t^{1/4} \rfloor\). Let us call \((I_j)_{j=1}^N\) these intervals. Observe that we have at most \(|H|\) intervals in the covering. Figure 3.3 can be used to keep track of the notation. It may be necessary to increase the size of \(H\) to make sure that all the intervals of the covering \((I_j)_{j=1}^N\) have exactly \(L\) integer points. Notice that we need to increase the size of \(H\) by at most \(L\).

Figure 3.3: The grid is the interval \(H\), the thicker line is the interval \(I\) and the covering \((I_j)_{j=1}^N\) is represented by the gray rectangles.

We want to match particles that are inside the same interval of the partition \((I_j)_{j=1}^N\). It is necessary to control the number of particles inside each one of these intervals for the given configurations. This leads us to define \(\sum_{x \in I_j} \eta(x) = \sigma_j(\eta)\), the number of particles inside the interval \(I_j\) for the configuration \(\eta\).

**Claim 3.3.** If \(\eta_0 \sim \mu_\rho\), \(\xi_0 \sim \mu_{\rho'}\) are initial configurations with \(\rho < \rho'\) and \(\bar{\rho} = \frac{1}{2}(\rho + \rho')\) then

\[
\mathbb{P} [\min \{\sigma_j(\xi_0)\} \leq \bar{\rho}L] \leq \sqrt{|H|} \exp \left\{ -\frac{L(\rho' - \rho)^2}{8} \right\},
\]

and

\[
\mathbb{P} [\max \{\sigma_j(\eta_0)\} \geq \bar{\rho}L] \leq \sqrt{|H|} \exp \left\{ -\frac{L(\rho' - \rho)^2}{8} \right\}.
\]

**Proof.** Since the invariant measures are product measures, the number of particles in a given interval has the distribution of a sum of i.i.d. random variables that assume only value 0 and 1. This claim is a consequence of a simple large deviation bound, see Corollary A.2 in Appendix.

**Remark 3.4.** Notice that the last claim implies

\[
\mathbb{P} [\exists j \leq N : \sigma_j(\eta_0) \geq \sigma_j(\xi_0)] \leq \mathbb{P} [\min \{\sigma_j(\xi_0)\} \leq \bar{\rho}L]
+ \mathbb{P} [\exists j \leq N : \sigma_j(\eta_0) \geq \sigma_j(\xi_0) \geq \bar{\rho}L] \leq 2\sqrt{|H|} \exp \left\{ -\frac{L(\rho' - \rho)^2}{8} \right\}. \hspace{1cm} (3.10)
\]

It is really important to notice also that in the estimate above we do not need to assume independence between the configurations \(\eta_0\) and \(\xi_0\).
When two configurations \((\eta, \xi)\) are not in the event above, we call it a good pair of configurations and denote this by \(\eta \preceq_I \xi\). In a good pair of configurations, the matching is possible.

This matching must satisfy two important properties. The first condition is that if two particles are in the same site, they are paired. The other property we need is that two matched particles are in the same interval of the partition \((I_j)_{j=1}^N\).

Suppose we are given a pair \((\eta, \xi)\) of good configurations. It is easy to construct a deterministic pairing of the particles inside each of the intervals \((I_j)_{j=1}^N\) satisfying the properties listed above. We fix from now on any deterministic construction. Figure 3.4 shows an example of a matching between two configurations.

Figure 3.4: A matching of two configurations. Balls represent the process \(\eta\) and squares represent the configuration \(\xi\).

Now that we have the matching, it is possible to set the evolution in our coupling. Keep in mind that we start with two independent configurations \(\eta_0 \sim \mu_\rho\) and \(\xi_0 \sim \mu_\rho'\) on \(\mathbb{Z}\), with \(\rho < \rho'\). We need auxiliary random variables for the evolution: Consider two families of independent Poisson processes \((N^x_{\ell,2})_{t \geq 0, x \in \mathbb{Z}, \ell = 1,2}\) with rate \(1/2\). Assume also that the Poisson processes are independent of the configurations \(\eta_0\) and \(\xi_0\).

For the process \(\xi\), associate each edge \((x, x+1)\) with the Poisson process \((N^x_{\ell,1})_{t \geq 0, x \in \mathbb{Z}}\) and use the graphical construction given in (3.3) of Subsection 3.1. The matching is used to evolve the process \(\eta\). If \((\eta_0, \xi_0)\) is not a good pair of configurations, we use \((N^x_{\ell,1})_{t \geq 0, x \in \mathbb{Z}}\) for \(\eta\) in the same way we did with the process \(\xi\). Suppose now that \(\eta_0 \preceq_I \xi_0\) and fix an edge \((x, x+1)\). The occupations for the process \(\eta\) in the sites \(x\) and \(x+1\) are exchanged according to \(N^x_{\ell,2}\) if one of these sites has a pair of matched particles. Otherwise, the occupation changes in these sites for the process \(\eta\) obey the exponential times given by \(N^x_{\ell,1}\). Figure 3.5 presents some examples of evolutions.

Figure 3.5: Some cases of the evolution in our coupling. We use the same conventions of Figure 3.4. The Poisson process \(N^1\) is represented by the lines and \(N^2\) is represented by the dashed lines.

By construction, \(\xi\) performs an exclusion process. We need to see that the same happens for the process \(\eta\).
Claim 3.5. The process \( \eta \) in this coupling is an exclusion process.

Proof. We will prove that up to time \( T > 0 \) the process \( \eta \) is an exclusion process. Notice that, by Borel Cantelli Lemma, there exist infinitely many edges that do not ring for neither type up to time \( T \). This implies that we can split the integer lattice into intervals that do not exchange particles until time \( T \). It is not hard to see that in each one of these intervals the process \( \eta \) behaves like an exclusion process: Simply wait until the first of the clocks we are using rings and then, if necessary, update the clocks to mark the next interchange time, according to the coupling. This is exactly an exclusion process in a finite set. This observation implies the claim.

There are some features about this construction that are important to mention. Observe that, for positive times, it is possible to have two particles on the same site (one from each process) that are not matched. The second observation is that the process \( \xi \) is independent of \( \eta_0 \), since its evolution depends only on the Poisson processes and its own initial condition.

Finally, observe that the distance between a pair of matched particles (that we call \((Z_s)_s\geq 0\)) follows the law of a continuous time symmetric random walk \((X_u)_u\geq 0\) sped up by a factor of 2 that dies when it reaches the origin. Besides, since the matched particles lie in the same interval of the partition \((I_j)_{j=1}^N\), the initial position of \(Z_s\) is at most \(L\).

Using the reflection principle for random walks and also the heat kernel estimates presented in Appendix B we obtain:

\[
\begin{align*}
\mathbb{P} \left[ \text{a fixed pair matched of particles do not meet before time } t \right] &\leq \max_{0 \leq k \leq L} \mathbb{P}_k \left[ \inf_{u \leq t} Z_u > 0 \right] \\
&\leq \max_{0 \leq k \leq L} \mathbb{P}_k \left[ \inf_{u \leq 2t} X_u > 0 \right] = \max_{0 \leq k \leq L} \mathbb{P}_0 \left[ \sup_{u \leq 2t} X_u < k \right] \\
&= \mathbb{P}_0 \left[ \sup_{u \leq 2t} X_u < L \right] = 1 - \mathbb{P}_0 \left[ \sup_{u \leq 2t} X_u \geq L \right] \\
&\leq 1 - 2 \mathbb{P}_0 \left[ X_{2t} > L \right] = \mathbb{P}_0 \left[ |X_{2t}| \leq L \right] \\
&= \sum_{k=-L}^{L} \mathbb{P}_0 \left[ X_{2t} = k \right] \leq c_{11} \frac{(2L+1)}{\sqrt{2t}} \leq t^{-1/8},
\end{align*}
\]

if \( t \) is large enough, since \( L = \lfloor t^{1/4} \rfloor \).

The decay obtained in the last estimate is not good enough to get the bounds we need in the error term. To improve this, we change the pairs at some fixed times, obeying the same matching rule. This implies that the particles that already met remain together and give a new chance for those that did not meet their pair yet.

Let the coupling times be the sequence \( \{kt^{1/4}\}_{k=1}^{\lfloor t^{1/4} \rfloor} \). At these times, we remake the pairing and continue the evolution as explained before. Notice that if a particle has met its couple before some coupling time, then in the new pairing, this particle receives the same partner, since they are in the same site.

Let us now list all the possible ways that domination might fail to hold. First, since all the pairings are made inside the interval \( H \), we must consider the case where some particle of the process \( \eta \) spends time outside \( H \) and at time \( t \) is inside the interval \( I \). To
bound this probability, we can simply observe that the endpoints of the interval $H$ are at linear distance from the interval $I$ and use concentration on the number of particles that can make such journey.

Once we know all the particles remain inside $H$ all the time up to time $t$, we look at the coupling times. At these times, the matching is remade. Hence, if the configurations are not good for any of them, our coupling fails. To bound this probability we will make use of Remark 3.4.

Now, if we assure also that in all coupling times the configurations are good, the only possibility is that a particle of the process $\eta$ does not find its couple in any of its allowed attempts. With the aid of (3.11) we can bound this last probability. Our task now is to estimate the probability of all events described above.

We begin by setting

$$A = \left\{ \text{there are particles of the process } \eta \text{ that spend time outside } H \text{ before time } t \text{ and are inside } I \text{ at time } t \right\}. \quad (3.12)$$

![Figure 3.6: The interval H and the points z_1 and z_2.](image)

Let $z_1$ be the rightmost site at the left of $H$ and $z_2$ the leftmost site at the right of $H$ (see Figure 3.6). If a particle makes an excursion outside $H$, it must necessarily pass through $z_1$ or $z_2$. Since the number of clocks that ring up to time $t$ in the neighboring edges of each of these points is a random variable with Poisson distribution with parameter $t$, we have a good control on the number of particles that spend some time in $z_1$. Now, if a particle passes through $z_1$ (or $z_2$, by symmetry) and at time $t$ it is in the interval $I$, it necessarily jumped at least $\lceil 3t \rceil$ steps in time at most $t$. Since we also know that all particles evolve as random walks, we conclude that in time $t$, the number of jumps that a given particle performs is distributed as Poisson with parameter $t$. Since the particle has at most time $t$ to travel from outside $H$ to $I$ we can estimate:

$$\mathbb{P}[A] \leq 2\mathbb{P}\left[ \text{the number of clocks in the neighbouring edges of } z_1 \text{ that ring before time } t \text{ is bigger than } 3t \right]$$

$$+ 2\mathbb{P}\left[ \text{there are at most } 3t \text{ particles that passes through } z_1 \text{ before time } t \text{ and at least one of them is inside } I \text{ at time } t \right] \quad (3.13)$$

$$\leq 2\left( \mathbb{P}\left[ \text{Po}(t) > 3t \right] + 3t\mathbb{P}\left[ \text{Po}(t) > 3t \right] \right)$$

$$\leq 2(e^{-t} + 3te^{-t}) \leq (6t + 2)e^{-t}.$$

Now we focus on the second probability we need to bound. Define

$$B = \left\{ \text{there exists } k \leq \lfloor t^{1/4} \rfloor \text{ such that } \text{the pair } (\eta_{kt^{1/4}}, \xi_{kt^{1/4}}) \text{ is not good} \right\}. \quad (3.14)$$
Notice that the initial law is invariant as pointed out in (3.2), but the configurations $(\eta_{kt^{3/4}}, \xi_{kt^{3/4}})$ are not independent. Combining union bounds with estimate (3.10), that also holds for non-independent configurations, gives us

$$P[B] \leq 2t|H| \exp \left\{ -\frac{L(\rho' - \rho)^2}{8} \right\}. \quad (3.15)$$

Assume now that we are on the event $A^c \cap B^c$ and let

$$C = \{\text{there exists } x \in I \cap \mathbb{Z} \text{ such that } \eta_t(x) > \xi_t(x)\}. \quad (3.16)$$

In order for $C \cap A^c \cap B^c$ to hold, it is necessary that in all attempts, a particle fails to meet its couple. Since each attempt takes time $t^{3/4}$, we can use the same computations of estimate (3.11) (notice that the value of $L$ does not change) to get

$$P\left[\text{a fixed pair of particles do not meet before time } t^{3/4}\right] \leq t^{-1/16}. \quad (3.17)$$

To obtain better bounds we use the fact that the matching is remade. We can use union bounds and the fact that our coupling is markovian to obtain

$$P\left[C \cap A^c \cap B^c\right] \leq |H| \sup_{x \in H} \left\{ P\left[\text{a fixed particle of the process } \eta \text{ that starts at } x \text{ does not find any of its couples before time } t, A^c \cap B^c\right] \right\} \leq |H| t^{-1/16} \leq |H| \exp \left\{ -\frac{t^{1/4}}{32 \log t} \right\}. \quad (3.18)$$

Recall the events (3.12), (3.14) and (3.16). We use estimates (3.13), (3.15) and (3.18) to get our final bound

$$P\left[\exists x \in I \cap \mathbb{Z} : \eta_t(x) > \xi_t(x)\right] \leq P\left[C \cap A^c \cap B^c\right] + P[A] + P[B] \leq (6t + 2)e^{-t} + 2t|H| \exp \left\{ -\frac{L(\rho' - \rho)^2}{8} \right\} + |H| \exp \left\{ -\frac{t^{1/4}}{32 \log t} \right\}. \quad (3.19)$$

We can further simplify Equation (3.19) by increasing if necessary the value of $C_5$ and get

$$P\left[\exists x \in I \cap \mathbb{Z} : \eta_t(x) > \xi_t(x)\right] \leq c_6 t(t + |I|) \exp \left\{ -c_6^{-1}(\rho' - \rho)^2 t^{1/4} \right\},$$

which concludes the proof of Lemma 3.2.

4 Detection

Here we use all the tools constructed so far to conclude the proof of Theorem 1.1. The first step is to modify the problem to fit the hypothesis in our percolation model. The decoupling in the exclusion process will be used to verify the decay correlation on our percolation model.
We begin by simply observing that, since the empty spaces of the exclusion process with density \( \rho \) also perform an exclusion process with density \( 1 - \rho \), we can prove that it is possible for our target to stay always on top of the exclusion process. This is what we will prove here.

Suppose we constructed in the same probability space the collection \( (\eta_\rho t)_{t \in \mathbb{R}, \rho \in [0,1]} \) of exclusion processes with all possible densities in a way that if \( \rho \leq \rho' \), then \( \eta_\rho t \preceq \eta_{\rho'} t \) for all real times \( t \).

We will construct the family of sets \( (\mathcal{I}_\rho)_{\rho \in [0,1]} \) as described above Equation (2.30). We say that a point \( (x,t) \in \mathbb{Z}^2 \) is closed for the density \( \rho \) if there exists some time \( s \in [t, t+1) \) such that \( \eta_\rho s(x) = 0 \). This implies that non-detection is equivalent to percolation of the set \( \eta_\rho k \) for a period of time of size one. An important observation is that if there exists \( \tilde{g} \in S_R \) (see Example 2.2) such that

\[
\text{Range}(\tilde{g}) \subset \mathcal{I}_\rho,
\]

then the projection \( g \) on the first coordinate axis of \( \tilde{g} \) satisfies

\[
\eta_l(g([t])) = 1, \quad \text{for all } t \in \mathbb{R}_+.
\]

This implies that non-detection is equivalent to percolation of the set \( \mathcal{I}_\rho \) using the set of paths given by Example 2.2.

Let us verify that the sets \( (\mathcal{I}_\rho)_{\rho \in [0,1]} \) satisfy all the necessary hypothesis. First observe that these sets have a translation invariant distribution, since the same is true for the exclusion process. The decay correlation in (2.30) is a direct consequence of Theorem 1.4, the decoupling for the exclusion process. Fix \( \rho_\infty > 0 \) and define \( (\rho_k)_{k \geq 0} \) as in (2.32). Observe that \( \rho_0 > 0 \).

Hence, to conclude Theorem 1.1, it is suffice to verify (2.17) for some large value of \( k \). We now take \( R_k = l_k + L_k + 1 \). This implies that \( D_k \) holds for the set \( S_{R_k} \) if and only if there is no open vertical crossing of the set \([0,l_k] \times [0,L_k] \). To estimate the probability of this event we define

\[
J(x) = \begin{cases} 
\eta_0(x) = 0 \text{ or there is a poisson clock in a} \\
\text{neighboring edge of } x \text{ that rings before time } 1 
\end{cases}
\]

There are two important observations about the events \( (J(x))_{x \in \mathbb{Z}} \): First, observe that \( \mathbb{P}_{\rho_k}(J(x)) = 1 - \rho e^{-1} \). The second fact is that if \( |x - y| \geq 2 \), then \( J(x) \) and \( J(y) \) are independent.

The choice of \( R_k = l_k + L_k + 1 \) helps us to estimate

\[
p_k = \mathbb{P}_{\rho_k} \left[ \begin{array}{c}
[0,l_k] \times [0,L_k] \text{ does not} \\
\text{have a vertical open crossing}
\end{array} \right]
= \mathbb{P}_{\rho_k} \left[ \begin{array}{c}
\text{there exists } u \in [0,l_k] \text{ such that for all } x \in [0,l_k] \\
\text{there exists } t \in [u,u+1) \text{ such that } \eta_\rho t(x) = 0
\end{array} \right]
\leq L_k \mathbb{P}_{\rho_k} \left( \bigcap_{x \in [0,l_k]} J(x) \right) \leq L_k \mathbb{P}_{\rho_k} \left( \bigcap_{x \in [0,l_k] \cap \mathbb{N}} J(x) \right)
\leq L_k (1 - \rho_k e^{-1})^{l_k/2} \leq l_k^{3/2} (1 - \rho_0 e^{-1})^{l_k/2}.
\]
Now, if we take \( k \) large enough, we conclude that \( t_k^{l_k} p_k / l_k \) \( \leq 1 \) for \( R_k = l_k + i_k + 1 \). For such a choice of \( k \) and fixing \( R_k \) from now on, we can apply Theorem 2.5 to conclude the proof of Theorem 1.1.

## A Concentration inequalities

Here we recall some results about concentration of measures. We begin by the classical result known as Azuma’s inequality.

**Theorem A.1 (Azuma’s Inequality).** Let \( \{X_k\}_{k=1}^n \) be a collection of independent random variables and \( t > 0 \). Assume that there exist constants \( \{c_k\}_{k=1}^n \) satisfying \( \mathbb{P}[|X_k| \leq c_k] = 1 \) for all \( k \). Then

\[
\begin{align*}
1. \quad & \mathbb{P}\left[ n \sum_{k=1}^{n} X_k - \mathbb{E}(X_k) \geq t \right] \leq \exp\left\{ -\frac{t}{2 \sum_{k=1}^{n} c_k^2} \right\}; \\
2. \quad & \mathbb{P}\left[ n \sum_{k=1}^{n} X_k - \mathbb{E}(X_k) \leq -t \right] \leq \exp\left\{ -\frac{t}{2 \sum_{k=1}^{n} c_k^2} \right\}.
\end{align*}
\]

We will not prove this theorem here, since it can be found as Theorem 6.2 of [4]. This theorem implies a concentration bound for binomial random variables, that we state now as a corollary:

**Corollary A.2.** If \( X \) is a random variable with distribution \( \text{Binomial}(n, p) \) and \( t > 0 \):

\[
\begin{align*}
1. \quad & \mathbb{P}[X - np \geq t] \leq \exp\left\{ -\frac{t}{2n} \right\}; \\
2. \quad & \mathbb{P}[X - np \leq -t] \leq \exp\left\{ -\frac{t}{2n} \right\}.
\end{align*}
\]

Our next objective is to prove concentration bounds for Poisson random variables. This is done in the next lemmas:

**Lemma A.3.** Let \( \lambda > 0 \), \( t > 0 \) and \( X \sim \text{Poisson}(\lambda) \). There exist constants \( c_7 > 0 \) and \( c_8 > 0 \) such that

\[
\mathbb{P}[X \geq 2\lambda + t] \leq e^{-c_7 t},
\]

and

\[
\mathbb{P}[X \leq \lambda/5] \leq e^{-c_8 \lambda}.
\]

Moreover, the constants \( c_7 > 0 \) and \( c_8 > 0 \) do not depend on \( t \) and \( \lambda \).

**Proof.** Let \( c_7 > 0 \) such that \( e^{c_7} - 1 = 2c_7 \). Then, by Markov’s inequality,

\[
\begin{align*}
\mathbb{P}[X \geq 2\lambda + t] &= \mathbb{P}[e^{c_7 X} \geq e^{c_7(2\lambda + t)}] \\
&\leq \exp\{\lambda(e^{c_7} - 1) - c_7(2\lambda + t)\} = e^{-c_7 t}.
\end{align*}
\]
For the second inequality, observe that if \( \theta > 0 \) then
\[
P[X \leq \lambda/3] = \mathbb{P}[e^{-\theta X} \geq e^{-\theta \lambda/3}] \\
\leq \exp\{\lambda(e^{-\theta} - 1) + \theta \lambda/3\} = e^{-\lambda(e^{-\theta} + 1 - \frac{2}{3})}.
\]
If we take \( \theta \) small enough, we have \( c_8 = -e^{-\theta} + 1 - \frac{\theta}{3} > 0 \).

\[\square\]

**Lemma A.4.** For all \( \lambda > 0 \) and \( X \sim \text{Poisson}(\lambda) \)
\[
P[X \geq 3\lambda] \leq e^{-\lambda}.
\]

**Proof.** Take \( \theta > 0 \) such that \( 3\theta = e^\theta \) and use the same computations as in the lemma above.

\[\square\]

**Lemma A.5.** For all \( \lambda > 0, \mu \geq 3\lambda \) and \( X \sim \text{Poisson}(\lambda) \)
\[
P[X \geq \mu] \leq e^{-c_9(\lambda + \mu)},
\]
for some positive constant \( c_9 \).

**Proof.** Simply observe that
\[
P[X \geq \mu] = \mathbb{P}[e^X \geq e^\mu] \\
\leq \exp\{\lambda(e - 1) - \mu\} \leq e^{-\lambda e^{\mu(\frac{e}{3}) - 1}} \leq e^{-c_9(\lambda + \mu)}.
\]

\[\square\]

## B Heat kernel estimates

In this section we prove heat kernel estimates for the symmetric random walk on \( \mathbb{Z} \).

The heat kernel is defined as
\[
p_t(x, y) = \mathbb{P}_x[W_t = y],
\]
where \( (W_t)_{t \geq 0} \) is a continuous time simple symmetric random walk. It will be useful to consider also the discrete heat kernel, that is defined as
\[
p_n(x, y) = \mathbb{P}_x[X_n = y],
\]
where \( (X_n)_{n \in \mathbb{N}} \) is a discrete time lazy symmetric random walk.

The next lemma gives us estimates in the discrete time case:

**Lemma B.1.** There exists a constant \( c_{10} > 0 \) such that for all \( n \in \mathbb{N} \) and \( x \in \mathbb{Z} \)
\[
p_n(0, x) \leq \frac{c_{10}}{\sqrt{n}}.
\]
Proof. If we write \( \{Z_n\}_{n \in \mathbb{N}} \) to the discrete time simple symmetric random walk, it is easy to see that \( \{Z'_{2n}\}_{n \in \mathbb{N}} \) is a discrete time lazy symmetric random walk. This implies that the lemma is a consequence of

\[
\mathbb{P}_0[Z_{2n} = 2x] \leq \frac{c_{10}}{\sqrt{n}}.
\]

Now we just need to count the number of paths that are in \( 2x \) at time \( 2n \). Assume \( 0 \leq x \leq n \) (by symmetry this extends to \( -n \leq x \leq 0 \), and this quantity is zero if \( |x| > n \)), and observe that the number of possible paths of the random walk that start at zero and is in \( 2x \) at time \( 2n \) is \( \binom{2n}{n+x} \). With the aid of Stirling’s approximation we estimate

\[
p_n(0, x) = \mathbb{P}_0[Z_{2n} = 2x] = \frac{1}{2^n} \binom{2n}{n+x} \leq \frac{1}{2^n} \binom{2n}{n} = \frac{(2n)!}{2^n(n!)^2} \leq \frac{c_{10}}{\sqrt{n}}.
\]

Now we get analogous bounds for continuous time random walks:

**Proposition B.2.** For the continuous time random walk, there exists a constant \( c_{11} > 0 \) such that for every \( t \geq 0 \) and \( x \in \mathbb{Z} \)

\[
p_t(0, x) \leq \frac{c_{11}}{\sqrt{t}}.
\]

Proof. We use a construction of the continuous time random walk with a Poisson process of rate 2 and a skeleton chain given by a lazy symmetric random walk. Let \( N_t \) be the number of jumps in the interval \([0, t]\), that has distribution Poisson(2t). We use Lemmas A.3 and B.1 to get the estimates:

\[
p_t(0, x) \leq \mathbb{P}[N_t \leq 2t/3] + \sum_{k=\lceil 2t/3 \rceil}^{+\infty} \mathbb{P}[X_k = x, N_t = k]
\]

\[
\leq e^{-2c_{11} t} + \sum_{k=\lceil 2t/3 \rceil}^{+\infty} \frac{c}{\sqrt{k}} \mathbb{P}[N_t = k] \leq e^{-2c_{11} t} + \sum_{k=\lceil 2t/3 \rceil}^{+\infty} \frac{c}{\sqrt{t}} \mathbb{P}[N_t = k]
\]

\[
\leq e^{-2c_{11} t} + \frac{c}{\sqrt{t}} \leq \frac{c_{11}}{\sqrt{t}}.
\]

\[\square\]
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