Scanning tunneling spectroscopic evidence of crossover transition in the two-impurity Kondo problem
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We calculate the differential conductance ($dI/dV$) corresponding to scanning tunneling spectroscopy (STS) measurements for two magnetic atoms adsorbed on a metal surface with the aid of the numerical renormalization group (NRG) technique. We find that the peak structure of the $dI/dV$ spectra near the Fermi level changes gradually as a function of the adatom separation and the coupling between the adatoms and the metal surface conduction band. When the coupling becomes small, the peak disappears and, instead, a dip structure appears near the Fermi level. This dip structure is the manifestation of the strong antiferromagnetic correlation between the localized spins. The gradual change of the $dI/dV$ structure from a peak structure to a dip structure originates from the crossover transition in the two impurity Kondo problem.

PACS numbers: 73.20.-r, 75.30.Hx, 75.75.+a, 07.79.Cz, 75.40.Mg

I. INTRODUCTION

The two-impurity Kondo problem has long been extensively investigated. Generally, the low temperature physics depends on the ratio between the RKKY coupling constant $J_{\text{RKKY}}$ and the one-impurity Kondo temperature $T_K$ [1]. In the limit of strong ferromagnetic RKKY coupling ($J_{\text{RKKY}} > T_K$), a two stage Kondo effect occurs: First the localized spins are partially compensated as temperature $T$ decreases, and then completely suppressed as $T$ goes to zero. In the limit of strong antiferromagnetic RKKY coupling ($-J_{\text{RKKY}} >> T_K$), the localized spins are locked into a spin-singlet state (the antiferromagnetic region), and the Kondo effect plays a minor role. In the $T_K >> |J_{\text{RKKY}}|$ region (the Kondo region), the RKKY interaction plays a minor role. The scenarios in the corresponding limits are very reasonable, but the physics in the region at intermediate values of $J_{\text{RKKY}}$ is nontrivial. Studies carrying out numerical renormalization group (NRG) diagonalization on the electron-hole (e-h) symmetric Hamiltonian found a critical point which separates the Kondo region and the antiferromagnetic region [2,3]. However, it is now apparent that the critical point results from the e-h symmetry of the model Hamiltonian [4,5]. In general, e-h symmetry is broken (e.g., energy dependence in tunneling matrix elements) and the quantum phase transition is replaced by a crossover transition [6].

The magnetic atom dimer on a nonmagnetic metal surface is a classical example of a two-impurity Kondo system. In this system, the strength and sign of the RKKY interaction can be adjusted by changing the adatom separation. Using STS, the Kondo effect can be observed through the sharp peak structure near Fermi level, which corresponds to the Yosida-Kondo singlet [7,8,9,10,11,12,13,14,15]. Thus, we would expect to observe the interference between the Kondo effect and the spin ordering effect of the RKKY interaction through the STS spectra. Experimentally, the STS spectra of a Co dimer on a Cu(100) surface vary with the change of the adatom separation [16], which is expected to result from the two impurity Kondo problem. However, theoretical studies specific to STS measurements are rare [14,15,16]. In our earlier studies, we confirmed that the ferromagnetic (antiferromagnetic) interaction tends to sharpen (broaden) the $dI/dV$ peak structure [14,15]. On the other hand, we find from $dI/dV$ calculations based on e-h symmetric Hamiltonian that such a broad peak does not exist. These results indicate that the observed broad STS spectra are related to the crossover between the Kondo region and the antiferromagnetic region.

Both $T_K$ and $J_{\text{RKKY}}$ strongly depend on the ratio between the Coulomb interaction $U$ and the coupling between the adatom and the metal surface conduction band, $\Gamma$. As schematically shown in Fig.1, $T_K$ decays much faster than $J_{\text{RKKY}}$ as $\Gamma$ decreases. With small $\Gamma$, we would expect that the antiferromagnetic RKKY interaction becomes dominant. In this situation, adjusting the RKKY interaction by changing the adatom separation, we can trace the crossover between the Kondo region and the antiferromagnetic region. For this reason, we calculate the $dI/dV$ spectra for several values of $\Gamma$ and the adatom separation to show how the crossover transition in the two impurity Kondo problem can be observed through the STS spectra.
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II. MODEL AND METHOD

As experiments show\cite{11,12}, by covering the metal surface with a decoupling layer, $\Gamma$ was suppressed, which leads to a decrease in $T_K$. In the present study, we consider the model system shown in Fig. 2.

![Diagram of the smooth crossover in the two impurity Kondo effect. $T$ is the temperature. $T_K$ is the Kondo temperature and $J_{RKKY}$ is the RKKY coupling constant.](image)

![STS observation of a magnetic dimer on a nonmagnetic metal surface. Distances between the adatoms ($a$), the tip apex and the metal surface ($z_p$) are given in Ångströms [Å]. STM tip is placed directly above atom 1.](image)

Magnetic atom 2 is located at a distance of $a$ Å with respect to magnetic atom 1. We assume that the center of atom 1 is located at $R_1 = (a/2, 0, R_m)$ Å and that of atom 2 is located at $R_2 = (-a/2, 0, R_m)$ Å. $R_m$ is the radius of adatom. We set $R_m = 0.4$ Å \cite{9}. The tip apex is at a distance of $z_p$ from the metal surface, directly above atom 1. $R_o$ is the thickness of the decoupling layer and we set $R_o = 5$ Å. The corresponding model Hamiltonian is given by

$$H = H_{A2} + H_{tip} + H_{mix} = \sum_{i\sigma} E_d d_{i\sigma}^\dagger d_{i\sigma} + \sum_{k\sigma} E_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_{i\sigma} (V_{kdi} c_{i\sigma}^\dagger d_{i\sigma} + h.c.) + \sum_{i\sigma} U n_{i\sigma} n_{i\sigma} + \sum_{p,\sigma} E_p c_{p\sigma}^\dagger c_{p\sigma} + \sum_{i\sigma} T_{pdi} c_{i\sigma}^\dagger d_{i\sigma} + h.c.) + \sum_{pk\sigma} (W_{pk} c_{p\sigma}^\dagger c_{k\sigma} + h.c.). \tag{1}$$

Here $d_{i\sigma}^\dagger$, $c_{k\sigma}^\dagger$ and $c_{p\sigma}^\dagger$ correspond to creation operators for adatom $d$ electrons, metal surface conduction electrons, and tip electrons with spin $\sigma$, respectively. $n_{i\sigma} = d_{i\sigma}^\dagger d_{i\sigma}$, $E_d$, $E_k$ and $E_p$ correspond to the kinetic energies of adatom $d$ electrons, conduction electrons and tip electrons, respectively. Adatom index $i = 1, 2$. $k$ corresponds to the metal surface electron wavenumber, and $p$ corresponds to eigenstate quantum number of the tip electrons. $T_{pdi}$, $W_{pk}$, and $V_{kdi}$ correspond to the tip-adatom, tip-surface, and adatom-surface electron tunneling matrix elements, respectively. $U$ gives the on-site Coulomb repulsion on adatoms. We approximate the coefficients in the Hamiltonian \cite{11} as

$$V_{kdi} = V_0 \exp(i k \cdot a/2), \quad V_{kdi} = V_0 \exp(-i k \cdot a/2), \tag{2}$$

$$W_{kp} = W_0 \exp(-r_s + R_s)/\lambda) \exp(-i(k \cdot r_p)), \tag{3}$$

$$T_{pdi} = T_0 \frac{\psi_{di}(r_p - R_i)}{\psi_{di}(R_i + R)} = T_0 \Phi_{di}. \tag{4}$$

and

$$\Phi_{di} = \frac{\psi_{di}(r_p - R_i)}{\psi_{di}(R_i + R)} \tag{5}$$

$\psi_{di}$ corresponds to the $d$ electron orbital of adatom $i$. We approximate the tip apex as a nonmagnetic metal sphere whose center is positioned at $r_p = (a/2, 0, z_p)$ with radius $R_s$. $R = (0, 0, R_s)$ and $a = (a, 0, 0)$. $W_0$ and $T_0$ correspond to the values of the tunneling matrix elements when the tip is in contact with the surface or adatoms, respectively. $V_0$ is the tunneling matrix element between a localized $d$ electron and a metal surface in the single impurity case.

Using non-equilibrium Green’s function method\cite{8,9}, the electron current from the STM tip to the surface can be written as

$$I = \frac{2e}{h} \sum_{\sigma} \int d\omega (f_k - f_p) \left\{ 2\pi T_o^2 (\Phi_{d1}^2 + \Phi_{d2}^2) \rho_p \mathcal{G}_G^1 \right\} + 4\pi T_o^2 \Phi_{di} \Phi_{d2} \rho_p \mathcal{G}_{12}\quad - 2\pi J_{vw}^2 \rho_p \mathcal{G}_{12}^1 + 4\pi J_{vw} \rho_p \mathcal{G}_{12}^1 \right\}. \tag{6}$$
From Eq. (3) we can then obtain the corresponding differential conductance $dI/dV$. In Eq. (6), the retarded Green’s function $G_{ij\sigma}$ of the surface system corresponds to that of the two-impurity Anderson model. $f_k$ and $f_p$ give the Fermi distribution functions for the surface and tip, respectively. $\rho_k$ and $\rho_p$ give the density of states of the conduction electrons and the STM tip electrons, respectively. We define $\Phi_{di}$ and $J_{vw}(r)$ as follows -

$$J_{vw}(r) = \pi p_k J_0(k_F r) V_0 W_0 \exp(-(z_p - R_s + R_o)/\lambda).$$

(7)

$\lambda$ is the decay constant of the surface electron wave function. $J_0$ is the 0th order Bessel function. Using these parameters, $\Gamma$ is defined as $\Gamma = \pi p_k V_0^2$. At $T = 0$ K, $dI/dV$ can be rewritten in the following simplified form -

$$dI/dV(eV) \propto A_{11} \Im G_{11\sigma}^\ddagger(eV) + A_{12} \Im G_{12\sigma}^\ddagger(eV) + B_{11} \Re G_{11\sigma}^\ddagger(eV) + B_{12} \Re G_{12\sigma}^\ddagger(eV).$$

(8)

Coefficients such as $A_{11}, B_{11}$ can be derived from the coefficients of the Green’s function in Eq. (6), i.e.,

$$A_{11} = -2\pi T_0^2(\Phi_{d1}^2 + \Phi_{d2}^2)\rho_p,$$

$$A_{12} = -4\pi T_0^2(\Phi_{d1}\Phi_{d2}\rho_p + 4\pi J_{vw}(r_1) J_{vw}(r_2))\rho_p,$$

$$B_{11} = 4\pi T_0(\Phi_{d1} J_{vw}(r_1) + \Phi_{d2} J_{vw}(r_2))\rho_p,$$

$$B_{12} = 4\pi T_0(\Phi_{d1} J_{vw}(r_2) + \Phi_{d2} J_{vw}(r_1))\rho_p.$$

(9)

(10)

(11)

(12)

The third and fourth terms are related to the Fano effect and makes the $dI/dV$ spectra asymmetric. We show several values of each coefficient eq.(8) in the case of $\Gamma = 0.022eV$ at several adatom separation in Table 1.

### TABLE I: Values of coefficients in Eq.(8) in the case of $\Gamma = 0.022$ eV at several adatom separations (a).

| a (Å) | $A_{11}$ (eV) | $A_{12}$ (eV) | $B_{11}$ (eV) | $B_{12}$ (eV) |
|-------|---------------|---------------|---------------|---------------|
| 5.0   | $-6.625 \times 10^{-4}$ | $-1.6792 \times 10^{-7}$ | $5.3360 \times 10^{-7}$ | $1.7792 \times 10^{-7}$ |
| 6.0   | $-6.625 \times 10^{-4}$ | $6.8125 \times 10^{-10}$ | $5.3360 \times 10^{-7}$ | $6.6775 \times 10^{-8}$ |
| 7.0   | $-6.625 \times 10^{-4}$ | $2.9035 \times 10^{-11}$ | $5.3360 \times 10^{-7}$ | $-3.5216 \times 10^{-8}$ |
| 8.0   | $-6.625 \times 10^{-4}$ | $-4.6240 \times 10^{-11}$ | $5.3360 \times 10^{-7}$ | $-1.1929 \times 10^{-7}$ |
| 9.0   | $-6.625 \times 10^{-4}$ | $-7.1997 \times 10^{-11}$ | $5.3360 \times 10^{-7}$ | $-1.7886 \times 10^{-7}$ |

As can be seen from Table I in eq.(8), $A_{11} \Im G_{11\sigma}^\ddagger(eV)$ is dominant and other parts play only minor roles. This means that the decoupling layer suppresses the Fano effect. To derive the relevant Green’s function, we adopt the NRG technique [5, 20, 21, 22]. In the present study, we transform $H_{A2}$ in eq. (11) into two semi-infinite chains form so as to be suitable for NRG calculation [3, 14, 15, 22].

$$H_{A2} = \sum_{nq=\pm} \epsilon_{nq} f_{nq}^\dagger f_{nq} + \sum_{nq=\pm} (t_{nq} f_{nq}^\dagger f_{n+1q} + H.c.).$$

$$+ \sum_{q=\pm} E_d n_{dq} + U \sum_{i=1,2} n_{di} n_{di}$$

$$+ \sqrt{2D/N} \sum_{q=\pm} (\sqrt{\gamma} f_{nq} d_q + h.c.).$$

Here, $f_{nq}$ corresponds to the $n$th site of the conduction electron part of the chain (Wilson chain) with the parity $q$. $q = \pm$ denotes the even and odd parity states, respectively. $d_+ = \frac{d+\sqrt{D}}{\sqrt{2}}$ and $d_- = \frac{d-\sqrt{D}}{\sqrt{2}}$. $D$ gives the conduction electron band width. $\epsilon_{nq}$ and $t_{nq}$ are the corresponding matrix elements for the Wilson chain. When the metal surface conduction band is that for a two dimensional free electron,

$$f_{0\pm} = \int_{-D}^{D} \sqrt{\gamma} c_{\pm} \sqrt{\gamma} \pm d \epsilon,$$

$$\gamma_{\pm} = \frac{1}{2},$$

$$\gamma_{\pm} = \int_{-D}^{D} \gamma_{\pm} \epsilon d \epsilon.$$

### III. NUMERICAL RESULTS AND DISCUSSIONS

The two dominant parameters $T_K$ and $J_{\text{RKKY}}$ strongly depend on the value of $\Gamma$. $T_K$ decays much faster than $J_{\text{RKKY}}$ as $\Gamma$ decreases. The values of $\Gamma$ (therefore $T_K$) depend on the thickness, the surface condition and the type of the decoupling layer. In the present study, we set the thickness of the decoupling layer to 5Å [11]. In such system, the value of $T_K$ ranges from 3 to 6K. Thus, we calculate the $dI/dV$ spectra with $\Gamma = 0.025, 0.022$, and 0.02eV at several adatom separations. (From [24], corresponding $T_K$ is estimated at 6.64, 3.07, and 1.63K, respectively) In Fig.8, we show the calculation results for the $dI/dV$ spectra. At $a = 5.0Å$ and $a = 9.0Å$, there is a sharp peak structure near the Fermi level. With these adatom separations, the RKKY interaction is weak antiferromagnetic and the Kondo effect is dominant [15]. The sharp peak corresponds to the Yosida-Kondo resonance. With our settings, the antiferromagnetic RKKY interaction becomes largest around $a = 7.0Å$. As the adatom separation becomes close to 7.0Å, the peak structure changes gradually. When $\Gamma = 0.025eV$, the $dI/dV$ spectra broaden as $a$ becomes close to 7.0Å. However, when $\Gamma = 0.022eV$, a dip structure appears near the Fermi level. This dip structure develops to a deeper one as $\Gamma$ decreases.

We find that the “parity splitting” of the single electron excitation spectra is the origin of the dip structure in the $dI/dV$ spectra. As shown in eq. (13), the operators in the model Hamiltonian are indexed by the parity.
FIG. 3: $\frac{dI}{dV}$ calculation results at several adatom separations with a) $\Gamma = 0.025$ eV ($T_K=6.64K$), b) $\Gamma = 0.022$ eV ($T_K=3.07K$), and c) $\Gamma = 0.020$ eV ($T_K=1.63K$). The STM tip is placed at $z_p = 4.0\,\text{Å}$. We set $R_s = 3.0\,\text{Å}$ and $W_0 = T_0 = 0.02$ eV. Thus, the obtained physical properties such as single electron excitation spectra are divided with respect to the parity. The $\frac{dI}{dV}$ spectra are proportional to the average of the single electron excitation spectra of adatom electrons on each parity channel ($\rho_+ + \rho_-\). As shown in Fig.4 $\rho_+$ and $\rho_-$ have different peak positions. The asymmetry of the spectra results from the difference in the coupling between the adatom and conduction band in each parity channel (See eq. (13) and eq. (15)). Previous studies shows that the parity splitting is one of the signatures of the smearing out of the critical point due to the breaking of the e-h symmetry \cite{4,5}. In the present study, based on the model Hamiltonian \cite{1}, the tunneling matrix element between the localized d-electrons and the metal surface conduction electrons has energy dependence, which breaks the e-h symmetry.

In order to investigate the electron state, we plotted the flow of low lying many-particle energies in the NRG calculation with several adatom separations (Fig.5). The states are labeled by the quantum numbers total charge $Q$, total spin $S$, and total parity $P$. Here we show the flows of the lowest state for $(Q,2S,P)=(0,0,1),(1,1,1),(1,1,-1),(0,2,1)$ and $(0,2,-1)$. The $Q=\pm1,2S=1$ and $P=\pm1$ states are the single electron (hole) excited states. When $a = 5.0\,\text{Å}$, as $N$ increases, the energy of $(\pm1, 1, \pm1)$ state decreases relatively. This indicates the energy gain from the formation of a singlet between the adatom localized spin and excited state of the conduction electron, i.e., the Yosida-Kondo singlet. However, when $a$ comes close to 7.0 Å, the energy of the single particle excited states do not decrease so much but keep considerable value in large $N$. From the calculation result for the spin correlation function between adatom localized spin (Fig.6), we conclude that this large energy of single particle excitation states originates from the interruption of the Yosida-Kondo singlet formation by the strong antiferromagnetic correlation between the localized spins. In our model, the e-h symmetry breaking connect the antiferromagnetic region and the Kondo region continuously and the ground state would be the hybrid of the localized spin-spin singlet state and the Yosida-Kondo singlet state. As the antiferromagnetic correlation between localized spin becomes large, the localized spin-spin singlet state would become dominant and suppress the excitation at the Fermi level,
FIG. 5: Flows of the low-lying many-particle energy levels in odd iterations. $N + 1$ corresponds to the iteration step number. In this calculation we calculate at $a = 5.0, 6.0, 7.0 \, \text{Å}$.

We estimate $K_q$ in each conduction channel by comparing the many-particle energy of first excited state in the last iteration of NRG calculation with that of Eq. (17).

The phase shift is related to the number of electrons and holes which are virtually bounded by localized spins – i.e., the phase shift is a barometer of the existence of the Kondo effect. If $\delta_{\pm} = \pi/2$, it means that one electron-hole pair is bounded to each localized spin and quenches it individually (i.e., two Yosida-Kondo singlets are formed). On the other hand, $\delta_{\pm} = 0$ indicates that a localized spin-spin singlet is formed [5]. In Fig. 7 we show the result of the phase shift calculation as a function of adatom separation with several values of $\Gamma$. The phase shift changes gradually and has an intermediate value between $\pm \pi/2$ to 0 (Fig. 7). The smallest value of $\delta_{\pm}$ becomes close to 0 as $\Gamma$ decreases. This result also indicates that the dip structure around $a = 7.0 \, \text{Å}$ originates from the dominance of the spin-spin singlet state in the ground state. Though the values of $\delta_{\pm}$ at each adatom separation are different by $\Gamma$, the change of $\delta_{\pm}$

FIG. 6: Spin correlation function as a function of adatom separation.

FIG. 7: Phase shift as a function of adatom separation. (in units of $\pi$ radians)
is smooth in all cases. If a critical point separates the Kondo region and the antiferromagnetic region, the possible values of $\delta_\pm$ are only 0 or $\pm \pi/2$. The intermediate value of $\delta_\pm$ would result from the crossover transition and supports the conclusion that there is no critical point in the system of a magnetic dimer on a metal surface.

IV. SUMMARY

To investigate how the transition between the Kondo effect dominant region and the antiferromagnetic RKKY interaction dominant region can be observed through scanning tunneling spectroscopy (STS), we calculate the differential conductance ($dI/dV$) corresponding to STS measurements for two magnetic atoms adsorbed on a metal surface with the aid of the numerical renormalization group technique. We find that the peak structure of the $dI/dV$ spectra changes gradually as a function of the adatom separation and the coupling ($\Gamma$) between the adatoms and the metal surface conduction band. When $\Gamma$ becomes small, the peak disappears and a dip structure appears near the Fermi level. This dip structure originates from the parity splitting of the single electron excitation spectra and the manifestation of the strong antiferromagnetic correlation between the localized spins. The result of the phase shift calculation supports the conclusion that there is no critical point between the Kondo effect dominant region and the antiferromagnetic RKKY interaction dominant region but a crossover transition connect these regions.

In conclusion, we show that the crossover transition from the Kondo region to the antiferromagnetic region in two-impurity Kondo effect can be observed through the change of the STS spectra. In particular, the existence of the strong antiferromagnetic correlation between localized spins are observed as dip structures in the $dI/dV$. Our results indicate the possibility in STM observation with the resolution of magnetic interactions on surface system, which would contribute to the realization of spintronics.
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