Abstract

One of the most important and in progressing issue in image processing and machine vision is object tracking. In fact machine tracking is showing the position changing of the object and tracing it in a sequence of video image with a particular aim. Although the history of object tracking returned to military applications, but this object is used in various fields, so it considered by most researchers these days. In this paper an efficient algorithm for object tracking in video images using color and texture features and Support Vector Machine (SVM) is proposed. In the proposed algorithm, object's area is determined by user in the first frame at first, and then a same area is selected as field. If a part of the object is covered completely, Using SVM in the proposed algorithm cause that remains pixels be recognizable. Proposed algorithm is able to track the object yet there is partial covers and reach to suitable solutions.

Keywords: Image Processing, Machine Learning, Object Tracking, Video Images

1. Introduction

In recent years, machine vision one of the up-to-date branches of computer sciences has attracted lots of interests due to cheap and quality digital cameras and also increasing need for automatic video analysis. Through combination of methods related to image processing and machine learning tools, machine vision enables computer to intelligent comprehension of meaning and content of images. Object tracking, which is today under considerable levels of attention, is a basic operation for many high-level applications of machine vision such as recognition based on motion, automatic monitoring, indexing video files, human-computer mutual communications, traffic monitoring, and guidance of vehicles\textsuperscript{1-4}.

Many specialists in fields of electronics, telecommunications, computer, control and mathematics have presented various approaches for solving object tracking problem. The most comprehensive research being conducted in \textsuperscript{5}, authors solved the point's correspondence problem with greedy approach and based on neighborhood and solid conditions. In \textsuperscript{6}, presented a greedy approach which has been bounded by steady estimation and the preliminary correspondences are obtained through evaluation of optical flow in the first two frames. In \textsuperscript{7}, the above works were improved by introduction of normal motions condition. In \textsuperscript{8}, authors formulated the point's correspondence problem as a graph theory problem. They defined matching of corresponding points in several successive frames as to be dependent on finding the best unique path for each point. Kalman filter has been frequently used for tracking in machine vision applications. In \textsuperscript{9} Kalman filter has been used to track vehicles in a comparative framework. In \textsuperscript{10}, the developed Kalman filter was used to estimate the 3D motion path of object from motions of 2D image. One of the limitations
of Kalman filter is the assumption that status variables have Gaussian distribution, so Kalman filter presents a weak estimation for status of those variables which do not follow Gaussian distribution. Generally, if the status is not assumed Gaussian, estimation of statues can be done by particle filter\textsuperscript{11}. In\textsubscript{12}, particle filter has been used for tracking face and car. Template matching is one of the oldest and most common approaches of object tracking that has been used widely due to its relative simplicity and its date refers to Lucas_Kanade algorithm in 1981\textsuperscript{13}. Other representations such as color histogram can be used instead of template using pixels inside rectangular or elliptical region and considered as object model.

In\textsuperscript{14}, authors made the object model by color mean and pixels inside rectangular region and searched the object in its 8 surrounding neighborhood to reduce computational complexity in next frame. In\textsuperscript{15}, to represent object, authors have used histogram of given weight being calculated from an elliptical region. They also used mean shift process\textsuperscript{16,17} for object locating instead of global search.

In\textsuperscript{18,19}, authors considered object tracking problem as separation of object from its near background (the background which is located around object not the whole background). They calculated histograms of object region features and object's surrounding background using log likelihood ratio, tried to separate object being under tracking from its surrounding background in each frame, and then tracked the object by mean shift approach.

Author of paper\textsuperscript{20} considered the object tracking problem as a classification problem of 2 classes and separated distributions of object and background features in each frame through constructing a time-varying discriminate function. Through training features of object region and its surrounding background, he formed a set of weak classifiers and then combined them to form object likelihood map. Furthermore, to find peak of likelihood map and thereby the object’s new location, he used object mean shift approach. Weakness of this method is that various thresholdings have been used and also object changes have not been explicitly modeled so they must be known in advance to be used to determine thresholds. The biggest weakness of such approaches is that they are single-purpose which will limit their application in to tracking a predetermined goal. The other weakness of this method is their need to an off-line learning process. In\textsuperscript{21}, correspondence of images has been conducted using representation based on edge 1 Authors used Hausdroff distance to make a correlation level so that its minimum will be as object’s new location. This method focuses on those parts of edges’ plan which have not seriously modified by object motion so that the method improves tracking due to removal of edges having lots of motion.

Active contour is a shapeable curve which reveals a characteristic in the image, usually the smooth border of a region, through minimizing the defined energy for this contour. In 1987, this model was first presented in paper\textsuperscript{22}. This method first faced many problems in terms of accuracy and speed but has been developed gradually. Object revelation and tracking can be obtained by making a model of background, subtracting each entry frame from this model, and finding the object. Therefore, each great change in the image will be indicative of a moving object. This process is called background subtrac-
tion. Object region can also be obtained and tracked with the help of subtraction of those frames which are close to each other in terms of time\textsuperscript{23}. In order to learn gradual changes over time, paper\textsuperscript{24} proposed that the color of each pixel of image $I(x,y)$ with a 3D Gaussian corresponding to colors of image $(Y,U,V)$ become a statistical model. Further developments were done in this area by\textsuperscript{25} using a mixture of Gaussians and updating their mean and covariance over time. In\textsuperscript{26}, a mixture of illumination intensity and texture features has been also used for background subtraction.

### 2. The Proposed Method

In the proposed method, after selecting the desired object for tracking, a region as area as object and around it is considered as background. Then, color and texture features are extracted from these two regions, trained to Support Vector Machine (SVM) as features of object and background, and tested. The output of SVM will be an image in which the desired object has been distinguished from its surrounding background. Since the color and texture of image background will not remain the same after tracking, the trained SVM will not be able to distinguish object from background in all frames. To solve this problem, a concept called background development was defined by which all possible backgrounds are trained to SVM. For locating object, center of gravity of those pixels having been recognized as goal by SVM has been used along with mean shift approach.
2.1 Hypotheses of the Proposed Method

In the proposed method, at first, the desired object (which can be any specific object such as human being, car and etc.) is selected by user for tracking in the first frame using a rectangle. After that, it is expected that algorithm will track object as long as the object exists in the scene. In the presented method, 2D tracking of objects in a colorful video sequence is desired. A colorful video series is defined as a set of colorful images which are semantically dependent on and temporally adjacent to each other. The proposed method only needs the current frame and previous frames for tracking objects; therefore, theoretically has the capability of timely implementation. Besides, in this method, the focus is on presenting a general method for object tracking and simultaneously tracking of multiple objects has not been studied.

2.2 Steps of the Proposed Algorithm

2.2.1 Selecting Object and Background Regions

In the proposed method, at first, the desired object (which can be any specific object such as human being, car and etc.) is selected by user for tracking in the first frame using a rectangle. Second, a region approximately as area as object and around it is considered as background. Then, color and texture features are extracted from these two regions and trained to Support Vector Machine (SVM) as features of object and background. The reason why a region as area as object is selected around it is having almost equal number of object and background pixels to enhance performance of classifier.

2.2.2 Extracting Feature

Extraction of image features is one of the basic stages in image processing and pattern recognition. In the proposed method, we will use color and texture features for distinguishing object from its surrounding background. In the presented method, after preprocessing, color and texture features of object region and its surrounding background being selected by user are extracted and then these features will be taught to SVM as object and background features. SVM output will be a probability map of color and texture of object region and its surrounding background so that higher values of output indicate more probability that the pixel belongs to the object.

3. Simulation Results

To simulate the proposed algorithm, a computer having core i3 processor, 3GB memory and Microsoft Visual C#2010 programming software has been used. Furthermore, to evaluate the proposed method, the movement path obtained from proposed method has been compared to methods of frame correspondence (NCC), Mean Shift (MS), and the real path having been extracted by expert.
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Figure 1. Results obtained for sequence NO.2 which indicates solid circular motion in red.
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Figure 2. Confidence map of object frame and background regions obtained from proposed methods.

Photos from left to right and top to bottom respectively show tracking results for frames 10, 20, 25, 30, 35, and 40. In this sequence, the object is placed under slight
Figure 3. Results obtained for sequence NO. 3 that show a person is moving from left to right in the images.

Figure 4. Comparing the real path of object motion (dotted line in blue) with the recognized path by the proposed method (solid line in red), frame correspondence method (NCC) (line-point in green), and Mean Shift method (MS) (dash line in pink) for second sequence.

latency in frames 20 to 37. The performance of proposed method has been shown by solid rectangle in red (Figure 1).

Photos from left to right and top to bottom and corresponding to Figure 1 show results obtained for frames 10, 20, 25, 30, 35 and 40 (Figure 2).

This sequence includes 200 frames (frames 860 to 1060 of the first scenario of test data in database PETS 2001) that the size of each video frame is 758×576.

Photos from left to right and top to bottom respectively show tracking results for frames 860, 900, 940, 990, 1030 and 1060 (Figure 3). In this sequence, object’s surrounding background change and object is placed under slight latency. The slight latency of object is visible in frame 900. The proposed algorithm has been shown by solid rectangle in red, frame correspondence method (NCC) has been drawn by a green rectangle as line-point, and Mean Shift method (MS) has been illustrated by pink rectangle as dash line (Figure 4).

Mean shift method at first and gradually moves away from main path of object motion and, showing the tracking accuracy of proposed method has been shown.
in Figure 5 in comparison with frame correspondence (NCC) and Mean Shift (MS) methods. The proposed method has a better performance in comparison with other methods. This is also observable in Table 1.

Table 1. Error mean obtained for the proposed method, frame correspondence method and mean shift method for the second sequence

| Method name              | Amount of Error mean during tracking (in pixel) |
|--------------------------|-----------------------------------------------|
| Proposed method          | 10.01                                         |
| Frame correspondence (NCC)| 10.06                                         |
| Mean Shift (MS)          | 70.31                                         |

Studying and comparing the tracking algorithms in terms of time depends on the way of implementing algorithm. In this section, it is tried to study correctly the time required for processing in each frame by the proposed algorithm. The main and time-consuming parts of proposed method have been shown in Table 2 for a selected object with dimensions 25×40. Execution time of proposed method is different for the first frame and next ones. The first frame includes parts such as feature extraction, training and testing SVM, development of background, and retraining of SVM. Time-consuming parts for next frame include feature extraction and testing of SVM.

With the assumption of 4 repeats for calculating mean shift (to find object location in next frames), the time required for next frames will be 4 times more than time being displayed in Table 2 – namely 0.52 s.

Besides, time required for processing in each frame of proposed method and compared methods are available in Table 3. This time is related to a selected object with dimensions 25×40 and size of each frame is 480×640. In the propose and mean shift methods, only the size of object window is effective but in the frame correspondence method, both the size of object window and size of
Table 2. The time (in second) obtained for calculations of first frame and next frames for a selected object with dimensions 25×40 in the proposed method

| Algorithm/frame parts                | First frame (second) | Next frames (second) |
|--------------------------------------|----------------------|----------------------|
| Feature extraction                   | 0.12                 | 0.12                 |
| Training and testing of SVM          | 0.72                 | -                    |
| development of background and retraining of SVM | 0.77                 | -                    |
| Testing of SVM                       | -                    | 0.01                 |

Table 3. Processing time obtained for each frame in the proposed, frame correspondence, and mean shift methods

| Method Name                  | Processing Time of Each Frame (in second) |
|-----------------------------|-------------------------------------------|
| Proposed Method             | 0.52                                      |
| Frame Correspondence (NCC)  | 0.56                                      |
| Mean Shift (MS)             | 0.63                                      |

image frame are effective. Times are expressed in second. For the proposed method, time required for execution of next frames (instead of first frame) has been considered as the time of processing each frame.

5. Conclusion

In this paper, an effective algorithm was presented for object tracking in video images using color and texture features and with the help of support vector machine. As it was expected, studying the results of experiments show that when untrained background pixels of next frames are tested by SVM, it properly distinguishes object from background. Besides, the proposed method tracks object carefully in all tested sequences up to the end. One advantage of using SVM and a pixel-based approach is that if a part of object is under latency, pixels of remaining parts of object will still be recognizable. Another advantage of the proposed method is that the region occupied by object can often be extracted approximately in each frame and can be used in higher order processing such as recognition, interpretation and explanation of the type of object behavior and etc.

The possibility of using multiple features in the framework of proposed method can be named as another benefit, so that this method does not have weakness of histogram-based methods that is their inability to use lots of features.

As shown, the proposed method is able to track object even though it has very slight latency. But for tracking object having complete latency, the proposed method must be combined with a prediction method such as Kalman filter or particle filters that is suggested for future works.
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