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Abstract: Integration of PV power generation systems at distribution grids, especially at low-voltage (LV) grids, brings in operational challenges for distribution system operators (DSOs). These challenges include grid over-voltages and overloading of cables during peak PV power production. Battery energy storage systems (BESS) are being installed alongside PV systems by customers for smart home energy management. This paper investigates the utilization of those BESS by DSOs for maintaining the grid voltages within limits. In this context, an incentive price based demand response (IDR) method is proposed for indirect control of charging/discharging power of the BESS according to the grid voltage conditions. It is shown that the proposed IDR method, which relies on a distributed computing application, is able to maintain the grid voltages within limits. The advantage of the proposed distributed implementation is that the DSOs can compute and communicate the incentive prices thereby encouraging customers to actively participate in the demand response program. An iterative distributed algorithm is used to compute the incentive prices of individual BESS to minimize the costs of net power consumption of the customer. The proposed IDR method is tested by conducting simulation studies on the model of a Danish LV grid for few study cases. The simulation results show that by using the proposed method for the control of BESS, node voltages are maintained within limits as well as the costs of net power consumption of BESS owners are minimized.
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1. Introduction

At present, the medium-voltage (MV) and low-voltage (LV) power distribution grids are being integrated with large amounts of renewable energy sources (RES) such as solar PV and wind power plants to accelerate the green energy transition [1]. New types of active loads such as electric vehicles and heat pumps and battery energy storage systems (BESS) collectively called distributed energy resources (DERs) are being increasingly used by customers at LV distribution grids [2]. Because of the above reasons, operation of the distribution grids in the near future will be challenging for the distribution system operators (DSOs). Some of the operational challenges are insufficient hosting capacity of the grid for integrating more RES, overloading of substation transformers and cables, under-voltage and over-voltage events [3–5]. In LV grids, the penetration of kilo Watts level PV systems is increasing and is expected to be high enough to cause reverse power flows during peak PV power production. As residential loads are generally predominant in LV grids, the power demand will have peaks in the morning and evening and it may be less in the noon when the PV generation is at its peak. This could lead to over-voltage events during midday and under-voltage events in the morning and early evening. It is to be noted that as of today, PV inverters are operated at unity pf to maximize the PV power production. The grid codes mandate reactive power capability of PV inverters; e.g., in [6] it is stated that PVs with ratings above 11 kW should support voltage regulation in distribution grids. However, the provision of reactive power reduces the active power producing capacity,
as the apparent power rating of a PV inverter is a constant. During extreme voltage events, as per the grid codes of some countries (e.g., in Denmark [6]), the PV inverters are required to be disconnected from the grid resulting in the loss of PV power generation. The above solutions do not increase the hosting capacity of the grid and may prohibit the integration of more PVs into the grid.

Most of the LV distribution substation transformers do not have automatic tap-changers and their tap settings are to be changed manually if needed. Hence, it is not realistic to use the substation transformers for regulating the grid voltages which can have variations in the order of seconds/minutes due to power fluctuations from RES. DSOs may install reactive power compensation devices such as capacitor banks in the substation to improve the voltage regulation. However, the capital and operating expenditures of DSOs will be increased due to addition of such new devices. Reinforcement of the grid could be carried out to increase the grid’s hosting capacity. The grid upgrades include addition of new cables, increase of the capacity of the cables and substation transformers, which are expensive for the DSOs.

Modernization of the grid infrastructure and the rollout of advanced information and communication technologies are transforming the power grids to become smarter. Though the communication networks that support power grids as of today are slow to transmit information, the future networks are expected to adopt advanced communication protocols and undergo an upgrade of infrastructure, which will make them suitable for implementation of advanced smart grid technologies [7]. In this context, one of the alternatives to address the integration issues of RES is to employ demand response (DR) schemes. The aim of a DR program/scheme is to manipulate the power consumption of DERs such that the intermittent power generation from RES are fed into the grid to a maximum extent without violating the grid constraints. Thus a DR scheme, in contrast to conventional solutions, utilizes the existing grid resources for optimum energy management. However, the success of a DR program requires active participation of customers who own and operate the flexible power consuming resources also called DERs. There are several possibilities for DSOs to engage the customers in DR programs such as executing a contract agreement with fixed payment for the committed power capacity, fixed incentive price for each kW of flexible power, time-of-use price for power consumption, time-varying electricity prices etc. [8]. Each of the above schemes have their own merits and demerits [9], and it is challenging for DSOs to choose the DR scheme that resolves the grid issues and at the same time does not incur higher costs.

Deployment of smart meters at customer connection points has paved the way for collecting and analyzing the power consumption pattern at a higher time resolution. The historical power consumption data could be used for forecasting the power demand at future time intervals. Using meteorological data, PV power production could be predicted for the next few hours. Using the forecasts of the power consumption and generation, DSOs could run a load flow analysis and predict the grid voltage behavior in advance. If any voltage violations are expected, DSOs could trigger an incentive price signal thereby motivating the customers to increase/decrease their consumption. The advantage of the above method is the DR incentive price signal is generated only if it is deemed necessary. However, computing the optimum incentive price for the required voltage regulation is not straightforward and is the subject of the research work done in this paper.

A comprehensive review of demand response strategies for the integration of more RES and improvement of grid efficiency can be seen in [9–11] and the references therein. From the control theoretical perspective, a DR scheme can use different methods such as centralized, decentralized, hierarchical distributed or purely distributed control method [12]. This paper focuses on centralized and hierarchical distributed control methods, as they are more suitable for control of distribution grids. The reason is that the DSOs and customers with DERs who are the two main actors have different control objectives and these two methods allow an easily formulation and computation of solutions that meet those objectives. The centralized method involves a central controller called low-voltage grid
controller (LVGC) in this paper which is operated by the DSO to control all DERs in their LV grid [13]. In hierarchical distributed control method, the LVGC acts as a coordinator and communicates with the DER controllers to compute the optimum setpoints of DERs. A centralized DR control is typically applicable for grids under normal conditions in which DSOs want to utilize DERs to increase the grid energy efficiency. The centralized control method is not scalable, hence it is not feasible for large distribution grids with thousands of DERs. The centralized method is also not reliable due to its dependability on a single central controller. The above demerits are overcome in the distributed control method as this method involves cooperation among controllers and the failure of few controllers will not cause a large disruption. The hierarchical distributed control can be used for addressing the DSO’s objectives such as to mitigate the over-voltages and for meeting the customers’ requirement to minimize their electricity bills [14,15].

The focus of this paper is to apply a novel DR method for two objectives, which are voltage regulation of LV grids and maximization of the self-power consumption of customers (thereby minimizing their electricity bills) by optimum utilization of their battery storage systems. Distributed model predictive control (DMPC) method can be employed for realizing a distributed DR scheme as discussed in [15] to make use of the forecasted power demand for calculating the optimum control setpoints to DERs. This is the motivation for using a DMPC method for the distributed implementation of the DR scheme in this paper. In order to dynamically compute the incentive prices that can solve the voltage regulation issues price-based distributed optimization methods [16–18] are to be considered. An incentive-based distributed optimization algorithm is proposed in [18] for voltage regulation by optimum control of the PV power production in LV grids. This algorithm is proposed to use primal-dual projected gradient method to compute the incentive price signals of PV systems. However, the disadvantages of this approach are (i) the PV power will be curtailed to bring the grid voltage within limits, (ii) forecasted load and generation information are not utilized for computing the incentive price signals. The above demerits can be overcome as follows (i) charging of the BESS when there is an over-voltage instead of curtailment of the PV power, and (ii) use of forecasted power demand to solve the optimization problem over a prediction horizon, thereby optimizing the utilization of BESS over a future time period. The benefits of the proposed approach will be increase in the hosting capacity of the grid, reduced operating costs for the DSO, and reduced electricity bills for the customers. A profit-sharing model or a detailed economic analysis among the players is not considered and they are beyond the scope of this paper. A limitation of the proposed method is the requirement of communication infrastructure among the LVGC and BESS controllers and the need for exchange of signals at each time-step to compute the incentive prices. However, it is assumed that in the near future, with the rollout of smart meters and other smart grid technologies the above communication requirement could be satisfied.

The following are the assumptions of this work.

(A1) Hourly load forecasts and PV generation forecasts are available that can be used by both DSO and BESS controllers.

(A2) The LVGC and DER controllers are able to solve the proposed distributed optimization routine at each time-step (10 min) by exchanging information such as dual variables of the optimization problem and the incentive price signals over the communication network.

It is to be noted that short-term forecasts of loads and generation are important to realize a model predictive control algorithm, which is stated in assumption A1. As per assumption A2, it is assumed that the DSO install and operate the LVGC, which may be located in the LV distribution substation. Similarly, the DERs owned and operated by the customers are assumed to have the computational power and communication capability with the LVGC. In this paper, the challenge of DSOs to compute incentive price signals to customers owning flexible resources such as BESS is addressed. The major contributions of this paper are provided below.
1. Primal-dual projected gradient-based distributed optimization algorithm [18] is proposed to calculate the incentive price signals by the DSO to regulate the node voltages within limits.

2. Model predictive control algorithm for control of individual BESS to minimize the electricity costs of the corresponding customer taking into account the incentive price signals from the DSO.

It is to be noted that compared to [18], a more accurate method for estimating the node voltages is employed in this paper. Although Ref. [13] also employs a model predictive control algorithm for control of individual BESS, the main difference is the distributed implementation of the above algorithm instead of a centralized control approach.

This paper is organized as follows. A review and comparison of the demand response methods for the control of DERs are made in Section 2. In Section 3, linear models of the LV grid and the BESS are derived and the simulation setup used for conducting simulation studies in this paper are described. Section 4 elaborates the formulation of the proposed incentive price based demand response control method of DERs. Three simulation case studies to numerically evaluate the proposed IDR method are reported in Sections 5 and 6 concludes the paper with remarks and future works.

2. Demand Response Methods for Control of DERs: A Review and Comparison

In this section, a review of demand response methods for close to real-time of DERs as well as a comparison of their merits and demerits are presented. Demand response of DERs can be implemented either in a centralized or distributed manner [12]. Both these methods are reviewed as follows.

2.1. Centralized Demand Response Control of DERs

Figure 1 shows a demand response method based on solving a centralized optimization problem [13]. This methodology employs a central controller called low-voltage grid controller (LVGC) located either at the DSO control center or at the secondary substations. This controller computes power setpoints to each DER at every time-step (typically 10–15 min) based on the received feedback from the grid, states of the DERs (e.g., the state of charge of the BESS) and the forecasted power values. Each DER has a local controller called DER controller, which receives the power setpoints from the LVGC and does the local control of the DER. The distribution system state estimation (DSSE) algorithm takes fewer measurements from the grid at critical nodes, and uses pseudo-measurements at rest of the nodes to estimate the grid states i.e., the node voltages as well as the powers at all nodes [19,20]. A forecasting algorithm provides hourly forecasted values of the PV generation and the load consumption at all nodes for the next few hours. The typical control objectives of the centralized optimization problem are minimizing the grid power losses, voltage fluctuations over time, maximizing the self-power consumption of PV power generation etc. [21].

![Schematic diagram of centralized control for demand response of distributed energy resources (DERs) based on [13].](image-url)
As seen in Figure 1, the centralized controller needs to know the grid states (node voltages and powers), and internal states of the DERs (e.g., state-of-charges of the BESS and room temperatures of the home heating systems controlled by heat pumps). This method may be useful for demand response applications in small and medium-scale distribution grids with small number of DERs.

The demerits of the above centralized control method are as follows.

- Data privacy of the customers is not ensured as the states of DERs contain sensitive information.
- The centralized control method will have issues with respect to scalability and reliability and therefore cannot be applied to larger distribution grids with thousands of DERs.
- The customers are not empowered to be active and dynamic when they participate in demand response programs.
- The communication overhead will be high as this method involves communication between DERs and the DSO control center.

2.2. Distributed Demand Response Control Methods of DERs

To overcome the drawbacks in the centralized DR control method, distributed versions of the centralized methods are proposed in the literature [22–25]. In distributed optimization based DR methods, the centralized optimization problem will be decomposed into two parts assuming the original problem is separable. Two different optimization problems are solved iteratively by the LVGC and DER controllers independently by exchanging of the so-called dual variables and then combining the results to reach a solution closer to that of the centralized problem. The benefits of the distributed optimization approach are the following.

- Both the DSO and the customers can collectively work for an economical demand response.
- Computational requirements for the LVGC will be less and the method will be scalable and extensible for various types of DERs.
- Customers will have more freedom in terms of their availability, quality of service etc., during their participation in demand response programs.

There are two variants of the distributed optimization based DR methods which are either based on energy commitment [26,27] or calculation of incentive prices for indirect control of DERs [16–18].

1. Energy commitment based DR: The LVGC of the DSO and DER controllers of the customers mutually calculate the optimal amount of flexible energy required for a future time period such that the overall costs of operation of the network as well as electricity bills of the customers are minimum.

2. Incentive prices based DR: The LVGC of the DSO and DER controllers of the customers mutually calculate how much incentives in electricity prices are to be provided by the DSO such that the overall costs of operation of the network as well as electricity bills of the customers are minimized.

It is to be noted that both these methods require a certain number of iterations between the LVGC and the DER controllers to find the optimal flexibility. The difference between these two methods is that the DSO computes directly the flexible energy in the first approach while the incentive price signals are calculated in the second approach.

Though the first approach based on energy commitment mentioned above is better than the centralized optimization method, it has the following drawbacks.

- DSOs could not motivate the customers to provide more flexibility than they are prepared to offer as the iterations involve only around requested flexible power from DSO and available flexibility from DERs.
- Customers may be motivated to provide more flexibility, if the DSO uses incentive prices as the variables to negotiate with the customers.
This paper proposes an incentive price-based demand response method based on the second approach to overcome the above disadvantages. The schematic diagram of the proposed IDR method is shown in Figure 2 and an explanation of its execution is provided below.

- An iterative distributed algorithm computes the incentive price signals for each BESS at each time-step. The objective of this algorithm is to minimize the costs of net power consumption over time in the nodes where BESS are connected and to maintain the grid voltages within allowed limits. These iterations take into the consideration of the BESS constraints such as SOC limits, power limits and the grid constraints such as voltage limits while calculating the incentive price signals.

- Once the iteration converges within a specified tolerance, the computed incentive prices are communicated to the BESS. The BESS controllers use the incentive signals to decide the charging/discharging power of the BESS until the next time-step.

- The incentive price signals will be zero when there are no grid voltage issues, hence the algorithm is iterated only once. In this case, no flexibility is requested from the BESS controller. When incentive price signals are nonzero, the BESS controllers are requested to provide flexibility based on their available power rating and the state of charge.

![Schematic diagram of distributed predictive control of DERs based on incentive prices.](image)

The proposed IDR method has the merits of directly computing the incentive prices and it is superior to the centralized method because customers are incentivized to participate in the demand response program for their energy cost savings. An iterative distributed algorithm based on [18] is proposed to calculate the incentive price signals that can be communicated to the DERs for demand response.

3. Mathematical Modeling and Simulation Setup

In this section, modeling of a balanced three-phase LV distribution grid of radial topology is presented. Let \( N + 1 \) be the total number of nodes of the LV grid including a slack node which represents the secondary side of the LV distribution transformer. Let the slack node be denoted as 0 and the nodes at which the loads are connected be denoted by the set \( \mathcal{N} := \{1, \ldots, N\} \). As the LV grid is considered to be of radial topology, there will be \( N \) number of branches. Let the branches of this grid be represented by the set \( \mathcal{L} \) with \( N \times N \) elements which are arbitrarily numbered and are oriented outwards from the slack node.

It is to be noted that the line resistances in distribution grids are higher than the reactances and needs to be included in the model [28]. The impedance of each branch \((i,j) \in \mathcal{L}\) is denoted as \( z_{ij} = r_{ij} + jx_{ij}\), where \( r_{ij} \) and \( x_{ij}\) are the branch resistance and reactance respectively in pu. The shunt admittances at each node are not included in the model as their values are negligible due to short line lengths. Let \( \mathbf{R}_{db} = \text{diag}(r_{ij})_{(i,j) \in \mathcal{L}} \) and \( \mathbf{X}_{db} = \text{diag}(x_{ij})_{(i,j) \in \mathcal{L}} \) be the diagonal matrices with branch resistance and reactance values respectively.

Let us consider the slack node voltage to be the reference, i.e., \( \arg(\bar{v}_0) = 0 \). Let us denote the node-to-ground voltage and current injected at the \( N \) nodes by the complex
phasors \( \bar{v}_n \) and be collected in the set \( \bar{v} := [\bar{v}_1, \cdots, \bar{v}_N]^T \) and \( \bar{I} := [\bar{I}_1, \cdots, \bar{I}_N]^T \) respectively. Let the vectors \( \mathbf{p} \) and \( \mathbf{q} \) contain the values of net active power and reactive power demand (power consumption minus generation) at each node and are of size \( N \).

### 3.1. Linear Model of the LV Grid

A linear model of the LV grid based on [13] is derived below to express the node voltages as a linear function of node active and reactive powers. The branch currents \( \bar{I}_b := [\bar{I}_{b1}, \cdots, \bar{I}_{bN}] \) can be computed from the bus currents \( \bar{I} \) as below

\[
\bar{I}_b = M_r \bar{I}
\]

where the binary matrix \( M_r \) is the reduced version of the bus injection to branch current matrix with the column pertaining to the slack bus current removed [29]. As per Ohm’s law, the branch voltage drops can be computed from the bus current injections as \( \bar{v}_b = (R_{db} + jX_{db})\bar{I}_b \). Then each node voltage phasor can be written as the difference between the slack node voltage \( v_0 \) and the voltage drop on the line between the corresponding node and the slack node. In vector format, it is written as follows.

\[
\bar{v} = \mathbf{v}_s - M_b^T \bar{v}_b
\]

where the vector \( \mathbf{v}_s := [v_0, \cdots, v_0]^T \) of size \( N \). From (1), the following expression can be written.

\[
\mathbf{v}_s = \bar{v} + M_b^T (R_{db} + jX_{db})\bar{I}_b
\]

Let us assume that voltage magnitudes of the \( N \) buses are either measured or estimated at each sample time, denoted as \( \mathbf{v}_m = [v_{m1}, \cdots, v_{mN}]^T \) and collected in the diagonal matrix \( V_{dm} = \text{diag}(\mathbf{v}_m) \). Then the approximate expression for branch currents from (1) can be written in terms of the bus active and reactive powers as below.

\[
\bar{I}_b = M_r V_{dm}^{-1} (\mathbf{p} + j\mathbf{q})^*
\]

where the bus current injections are calculated using the approximation \( \bar{I} = V_{dm}^{-1} (\mathbf{p} + j\mathbf{q})^* \).

The real part of the node voltages from (3) can be expressed as below.

\[
\text{Re}(\bar{v} - \mathbf{v}_s) = -M_b^T R_{db} M_r \text{Re}(\bar{I}_b) + M_b^T X_{db} M_r \text{Im}(\bar{I}_b)
\]

(5)

Using (4), the above expression can be written in terms of bus active and reactive powers as below.

\[
\text{Re}(\bar{v} - \mathbf{v}_s) = -M_b^T R_{db} M_r V_{dm}^{-1} \mathbf{p} - M_b^T X_{db} M_r V_{dm}^{-1} \mathbf{q}
\]

(6)

In LV grids, the voltage phase-angles are small, hence the imaginary part of the node voltages from (3) can be neglected [28]. The errors introduced by this approximation are very much negligible (the maximum error will be less than 0.4%). Based on this assumption, (6) can be written as

\[
\mathbf{v} = -M_b^T R_{db} M_r V_{dm}^{-1} \mathbf{p} - M_b^T X_{db} M_r V_{dm}^{-1} \mathbf{q} + \mathbf{v}_s
\]

(7)

Let us define the constants \( B_{vp} = -M_b^T R_{db} M_r V_{dm}^{-1} \) and \( B_{vq} = -M_b^T X_{db} M_r V_{dm}^{-1} \) and then (7) becomes

\[
\mathbf{v} = B_{vp} \mathbf{p} + B_{vq} \mathbf{q} + \mathbf{v}_s
\]

(8)

The above expression for bus voltage magnitudes is linear with respect to the bus active and reactive powers. The matrices \( B_{vp} \) and \( B_{vq} \) are updated at each sample time based on the latest voltage measurements/estimates.

In [13], it is shown that the above formulation for estimating the node voltages is more accurate than the state-of-the-art methods such as LinDistFlow [30].
3.2. Linear Model of the BESS

In this paper, a simplified discrete-time linear model of the BESS based on [31] is considered. The state-of-charge of the battery denoted by $x_f$ is related to the battery discharging power $p_f$ as follows.

$$x_f^{k+1} = x_f^k - \frac{\eta_f \tau_s}{E_f} p_f^k$$  \hspace{1cm} (9)

where $\kappa$ is the time instant, $\eta_f$ is the battery efficiency, $E_f$ is the battery capacity and $\tau_s$ is the sampling time.

3.3. Model Predictive Control Algorithm of the BESS

This paper assumes that each BESS is controlled to maximize the self-consumption of the power at the node to which it is connected. A residential load and a PV is assumed to be connected along with each BESS. A sophisticated controller is assumed to be responsible for charging/discharging control of each BESS. Let $\mathcal{N}_f \subseteq \mathcal{N}$ be the nodes where, the BESS are connected. Let the total number of BESS be denoted as $N_f$, hence $\mathcal{N}_f = \{1, \cdots, N_f\}$. Let the control horizon be denoted as $N_c$ which is assumed to be equal to the prediction horizon $N_p$ and let the set $\mathcal{N}_c = \{1, \cdots, N_c\}$ contains the discrete-time instants of the control horizon. The net power consumption at each node and at each time instant $\kappa$ is calculated from the difference between net power demand which is the sum of power consumption of the load ($p_d$) and the BESS power ($p_f$), and the PV power generation ($p_{pv}$) as provided in (10).

$$p_n^\kappa = p_d^\kappa + p_f^\kappa - p_{pv}^\kappa$$  \hspace{1cm} (10)

It is to be noted that a typical load profile for the power consumption and a typical power generation profile for the PV on a clear sky day are considered in this paper.

The MPC of the BESS involves solving the below optimization problem to compute the active power setpoints of each BESS denoted as $p_f$.

$$\min_{p_f^\kappa} J_f = \sum_{\kappa \in \mathcal{N}_c} (p_n^\kappa)^2$$  \hspace{1cm} (11a)

subject to (10) and the following constraints, where $\kappa$ is the time instant. The above objective function tries to compute the power from BESS that will minimize the costs of power consumption at each node over the control horizon, thereby maximizing the self-power consumption over time.

The constraint that specifies the state evolution of the BESS over a control horizon using the simplified linear model expressed in (9) is provided below.

$$x_f^{\kappa+1} = x_f^\kappa + \Gamma_f p_f^\kappa \hspace{1cm} \kappa \in \mathcal{N}_c$$  \hspace{1cm} (11b)

where $\Gamma_f = -\frac{\eta_f \tau_s}{E_f}$. The limits of the battery SOC are stated in the below constraint.

$$x_{f_k}^{\min} \leq x_{f_k}^\kappa \leq x_{f_k}^{\max} \hspace{1cm} \kappa \in \mathcal{N}_c$$  \hspace{1cm} (11c)

The values of the BESS parameters are chosen to be $E_f = 20$ kWh, $\eta_f = 0.91$ pu and $\tau_s = 10$ min. The active power limits of the BESS is enforced in the below iteration. As we assume the BESS to be operating in unity pf mode, the maximum limit of the BESS’s active power is equal to its apparent power rating.

$$p_{f_k}^{\min} \leq p_{f_k}^\kappa \leq p_{f_k}^{\max} \hspace{1cm} \kappa \in \mathcal{N}_c$$  \hspace{1cm} (11d)

4. Proposed IDR Method for Control of the BESS

This section presents the formulation of the proposed IDR, which employs a distributed optimization problem. Unlike in the centralized implementation, the LVGC
calculates incentive price signals for individual BESS over a prediction horizon such that the objectives of both LVGC and BESS controllers are met. The optimization problem of LVGC is presented first followed by that of the BESS controllers.

4.1. Proposed Optimization Problem of the LVGC

The typical objectives of the LVGC are minimization of the grid active power losses, optimum use of DERs and optimum active and reactive power drawn/exported to the MV grid subjected to the constraints of the LV grid such as node voltage limits, branch current limits, and power limits of the DERs etc. In this paper, the discussion is limited to the optimum flexible power to be provided by DERs for maximizing the self-power consumption at each node by providing incentive price signals to each DER. Although the same formulation can be extended to include other objectives as well, it is out of scope of this paper and will be taken into consideration in our future works.

Let us assume that the DSO can provide an incentive price signal $\alpha_{\kappa}^f$ to each customer who owns the BESS denoted by $i$ at each time instant $\kappa$. Each customer may react to the incentive price signal differently and the DSO cannot influence the customer’s response to provide flexibility. As a worst case, the customer may ignore the incentive price and will not provide any flexibility. Alternatively, their response could be a linear variation of BESS power consumption with respect to the incentive price signal over a certain range and beyond that there will not be any increase in power consumption due to limitation in the power rating of the BESS. Let us formulate the above dependency by an unknown function $p_{\kappa f i} = f_i(\alpha_{\kappa f i})$. A simplistic assumption, as mentioned earlier, is that it could be a ramp function with bounds on both ends as stated in [18], but this assumption will make the function non-affine. The above unknown function could also be nonlinear depends on configuration of the DER controller’s response to the incentive price signal.

The objective of the LVGC is defined as the minimization of the costs of net power consumption $p_{\kappa n}$ at each node $n$ over the control horizon, which indirectly means maximization of the self-consumption of power at each node, by the following expression

$$\min_u J = \sum_{\kappa=1}^{N_c} p_{\kappa n}^T Q^s p_{\kappa n}$$  \hspace{1cm} (12a)

subject to the following constraints in which $\kappa \in N_c$. The matrix $Q^s$ is a diagonal matrix containing the costs of electricity power consumption at the time instant $\kappa$.

The constraint specifying the node voltages as a linear function of node active and reactive powers based on the derivation in Section 3.1 is provided below.

$$v^* = v_s^* + B_{vp}(C_f p_f^* - p_d^*) + B_{vq}(C_f q_f^* - q_d^*)$$  \hspace{1cm} (12b)

The minimum and maximum limits of node voltages are specified in the below constraint whose typical values are 0.9 and 1.1 pu respectively.

$$v_{\text{min}} \leq v^* \leq v_{\text{max}}$$  \hspace{1cm} (12c)

The power limits of each DER is forced in the below constraint.

$$p_{f \text{ min}} \leq p_f^* \leq p_{f \text{ max}}$$  \hspace{1cm} (12d)

The below constraint specifies the dependency of the power consumption of the $i$th DER on the incentive price signal $\alpha_i$ provided by the DSO by an unknown function $f_i$ at each time instant $\kappa$.

$$p_{\kappa f i} = f_i(\alpha_{\kappa f i}) \hspace{1cm} \forall i \in N_f$$  \hspace{1cm} (12e)

This function need not be an affine function because the incentive price calculated for each BESS need not have a linear relationship with its power consumption. This property makes the optimization problem of the LVGC formulated in (12) to be non-convex.
A convex relaxation of the above optimization problem is derived in [18] in which the constraint (12e) is removed and the modified formulation is provided below.

\[
\min_u J = \sum_{\kappa=1}^{N_c} p_n^T Q_{pn} p_n^c
\]  \hspace{1cm} (13a)

subject to the following constraints in which \( \kappa \in N_c \).

As the reactive power capability of BESS is not utilized in the proposed method, its value is set to zero in (12b).

\[
v^x = v^x_s + B_{vp}(C f p^x_f - p^x_d) + B_{vq}(0 - q^x_d)
\]  \hspace{1cm} (13b)

\[
v_{\text{min}} \leq v^x \leq v_{\text{max}}
\]  \hspace{1cm} (13c)

\[
p_{f \text{min}} \leq p^x_f \leq p_{f \text{max}}
\]  \hspace{1cm} (13d)

Instead of the nonconvex constraint (12e), the below constraint is used which simply states the power of the BESS at any time should within the feasible values collected in the set \( P_f \) and for a BESS it will be its maximum and minimum possible power values.

\[
p^x_{f i} \in P^x_{f i}, \forall i \in N
\]  \hspace{1cm} (13e)

As per the technique used for the convex relaxation of (12e) in [18], the incentive price signals for the BESS can be computed from the below expression. The detailed mathematical derivation can be found in [18].

\[
a^x_{f j} = L_{bf} M_{tf}^T R_{bf} M_{rf} (\mu_{v \text{min}} - \mu_{v \text{max}})
\]  \hspace{1cm} (13f)

where \( L_{bf} \) is a binary matrix that maps the location of each BESS to the grid nodes, \( \mu_{v \text{min}} \) and \( \mu_{v \text{max}} \) are the dual variables of the node voltages.

4.2. Proposed Optimization Problem of the BESS

This paper proposes the below optimization problem to be solved by each BESS in order to find their charging/discharging powers at the present and future time instants, i.e., over the prediction horizon \( N_p \). The optimization problem for control of DERs defined in (11) is modified to include incentive price signals in the objective function as shown in (14).

\[
\min_{p^x_f} J_f = \sum_{\kappa \in N_c} (p^x_n)^2 - a^x_{f j} p^x_f
\]  \hspace{1cm} (14)

subject to the constraints stated in (10)–(11d).

4.3. Distributed Optimization Based on Incentive Prices

The optimization problems of the LVGC and BESS controllers defined in (13) and (14) respectively can be solved by the below iterative distributed algorithm. The proof of the following can be found in [18] and it is omitted here.

Update of power setpoints by each flexible resource are done by the below expression, where \( k \) denotes the iteration number.

\[
p_{f j}(k + 1) = p_{f j}(k) - \epsilon_1 \left( \partial J_f(p_{f j}(k)) + a^x_{f j}(k) \right)_{p_f} \forall j \in N_f
\]  \hspace{1cm} (15a)

Update of dual variables of the node voltages are made according to the below equation.

\[
\mu_{v \text{min}}(k + 1) = [\mu_{v \text{min}}(k) + \epsilon_2 (v_{\text{min}} - v(k) - \phi \mu_{v \text{min}}(k))]_+
\]  \hspace{1cm} (15b)

\[
\mu_{v \text{max}}(k + 1) = [\mu_{v \text{max}}(k) + \epsilon_2 (v(k) - v_{\text{max}} - \phi \mu_{v \text{max}}(k))]_+
\]  \hspace{1cm} (15c)
where \([\ ]_+\) denotes the projection operation onto the set \(\mathbb{R}_+^N\), \(\phi > 0\) is a regularization factor, and \(\epsilon_1, \epsilon_2 > 0\) are predefined parameters to prescribe the step sizes for the dual variables update. The node voltages are updated with the latest value of flexible powers from BESS as follows

\[ v(k + 1) = v_s + B_{vp}(C_f p_f(k) - p_d) - B_{vq}q_d \]  

(15d)

The incentive price of flexible powers from BESS are updated from the values of updated dual variables.

\[ \alpha_f(k + 1) = R(\mu_{v_{\text{max}}}(k + 1) - \mu_{v_{\text{min}}}(k + 1)) \]

(15e)

The steps for the iterative algorithm to calculate incentive price signals is provided below. As shown in Algorithm 1, the LVGC and BESS controllers exchange information (incentive price signals and dual variables) until the iterations converge within a specified tolerance.

**Algorithm 1** Distributed iterative algorithm to compute incentive prices [18]

1. Initialize the variables: BESS active powers \(p_f\), dual variables \(\mu_{\text{min}}\) and \(\mu_{\text{max}}\) and the incentive prices for BESS active powers \(\alpha_f\).

2. for \((m = 1, 2, \cdots\) (repeat until convergence)) do

   1. **[BESS Controller]:** Receive the incentive price vector \(\alpha_f\) and compute the power \(p_f\) and send it to the network controller based on the gradient of its cost function as per (15a).

   2. **[LVGC]:** Receive the vector \(p_f\) from all BESS. Update the dual variables \(\mu_{\text{min}}\) and \(\mu_{\text{max}}\) based on (15b) and (15c) respectively.

   3. **[LVGC]:** Update the node voltages based on the latest values of BESS powers using (15d) and compute the new incentive prices using (15e). Send the updated \(\alpha_f\) to all DERs.

end for

5. Simulation Studies

In this section, the simulation studies done for a numerical evaluation of the proposed IDR method formulated in Section 4 are presented. A simplified model of a LV distribution grid from Askov, Denmark with 17 nodes connected with residential customers, PVs and BESS is used for the case studies done in this paper. The schematic diagram of this LV grid is shown in Figure 3. The cable parameters and the sizes of PV systems and BESS connected at each node of this grid can be found in [13]. As of today, the customers connected to this grid have no BESS systems. The PV systems are operated with unity pf and there are no voltage problems experienced in this grid. More PVs as well as BESS alongside some of the PVs are considered for the simulation studies in this paper based on a future operational scenario of this grid. The penetration level of PVs calculated from the ratio of the rated PV generation to the rated load power is around 95% and the total ratings of all BESS is 62% of the LV substation transformer rating. The battery energy capacity is set to be 20 kWh for all the BESS. The purpose of the above addition is to evaluate the grid for potential over-voltage issues without and with the proposed demand response control of the BESS.
Figure 3. Schematic diagram of LV distribution grid used for simulation studies [13].

A typical daily profile of PV power generation and load consumption with 10 min time resolution is shown in Figure 4. It is to be noted that the load active and reactive power profiles and the solar irradiance profile used in this work are provided by the DSO, Norlys. All the case studies done in this paper are done using the Optimization Toolbox™ of Matlab/Simulink™ on an Intel® Core-i7 2.59-GHz personal computer.

Figure 4. Plot of (a) typical solar irradiation on a clear sky day and (b) typical power demand profile of a residential customer in the LV grid under study.

5.1. Case 1: Simulation without BESS Connected to the LV Grid

The aim of this case study is to analyze the voltage profile of the LV grid in Figure 3 with typical PV power generation on a sunny day. A simulation is performed without any BESS connected to the LV grid and it will be a base case used for comparison of the results with that of the case with BESS. A typical daily profile of PV power generation and load consumption shown in Figure 4 is used for this study. An increased load consumption especially during evening is used in this simulation considering a future operational scenario. The PV systems are operated with unity pf, which is typically the case in few European countries such as Denmark.

The plot of voltages at the end nodes (R7, R13 and R17) are shown in Figure 5. During the peak PV production from 10:00 to 15:30 h, the node voltages are higher than 1.1 pu which is the allowed limit as per EN50160 standard [32]. The nodes voltages are below the lower limit of 0.9 pu from 18:30 to 21:00 due to high load consumption. It is to be noted that the voltage violations are noticed in this simulation study because of an increase in the penetration of PV generation to 95% and the load consumption. However, the real LV grid, as of today, does not experience any voltage problems.
5.2. Case 2: Simulation of BESS Control without Proposed IDR Method

In this simulation case, BESS are connected to the 10 nodes of the LV grid as specified in Figure 3. The BESS are controlled to maximize the self-power consumption at each node i.e., the excess power generated is stored in the BESS during peak PV power production and the BESS is discharged during off-peak hours. The power setpoints of the BESS are computed by solving the optimization problem defined in (11) whose objective is to minimize the cost of net power consumption at each node. The prediction horizon is set to 4 h ($N_p = 4$). The choice of prediction horizon depends on many factors such as the computational burden and memory storages of the LVGC and BESS controllers, duration of the available forecasted powers, and the communication bandwidth. Although choosing a higher prediction horizon improves the cost savings slightly, in this study a 4 h prediction horizon which is fair enough to address the over-voltage issues due to PV power production. The lower and upper limits of SOCs of the BESS are set to be 0.1 and 0.9 respectively.

The simulation results can be seen in Figure 6. The plot (a) shows the power setpoints of BESS every 10 min. The SOC of the BESS at end nodes (R7, R13 and R17) are shown in the plot (b) while the node voltage profiles are shown in the plot (c). It can be seen that the BESS is fully utilized for minimizing the power export to the grid and their SOCs reach the upper limit of 0.9 pu. However, the node voltages are slightly above the limit of 1.1 pu during noon and it is below the limit of 0.9 pu in the evening.

Figure 5. Plot of node voltages without battery energy storage systems (BESS) connected to the LV grid.

Figure 6. Plot of case 2: (a) setpoints of BESS, (b) State of Charge of the Battery energy storage systems (BESS) of BESS, and (c) node voltages at end of the feeder.
The BESS charging and discharging routine in this case study are independent of the grid voltages, hence there are over-voltage and under-voltage events similar to case 1, although the magnitude and duration of these voltage violation are less. If the storage capacity of the BESS is increased, the voltage violations can be indirectly managed better. However, the above solution is expensive and there is no guarantee that the node voltages are always maintained within the limits.

5.3. Case 3: Simulation of BESS Control with the Proposed IDR Method

In case 2, the BESS are controlled to maximize the self-power consumption, which does not take into consideration of the grid voltages. As a result, the end nodes of the LV grid has over-voltages during noon and a slight under-voltage event in the evening. In this case study, the proposed IDR method which uses the distributed optimization technique as per (15) is used to compute the incentive prices of the BESS. Similar to case 2, the value of $N_p$ is set to 4.0. At each time-step, the incentive price for the operation of each BESS is calculated using the procedure provided in Algorithm 1.

The simulation results are shown in Figure 7. The first plot shows the incentive prices for the BESS at the end nodes. From the results of case 1 shown in Figure 5, it can be seen that over-voltages at end nodes occur after 10:00. Due to this fact, the calculated incentive prices for BESS are zero until that time in this case study. It is to be noted that a positive incentive price indicates reduction in electricity price for the customer, thus encouraging the customer to charge the BESS. On the other hand, a negative incentive price denotes increase in electricity price to the customer encouraging them to reduce the net electricity consumption, which could be achieved by discharging the BESS, if possible. Due to the calculated positive incentive prices during peak power production, the voltages are kept within the limits. The under-voltage event, which would have occurred during evening peak load period, is also avoided by generation of negative incentive price signals to the BESS during that period.

The computation time for the execution of case 2 at each time-step is 0.3 s, while for case 3 it is about 0.6 to 3.26 s on a desktop computer representative of current standards. The execution time is higher in case 3 because of the iterations involved in the computation of incentive price signals. It is assumed in the simulation case studies that the uncertainties in the system parameters, measurements etc., are not high to cause a major difference in the results obtained. Also, the proposed algorithm is executed once in 10 min interval taking into account the updated measurements from the LV grid, hence any deviations in the demand response control caused by uncertainties will be corrected in the next time-step. The results of three simulation case studies provided in Table 1 lead to the following conclusions:

- The proposed method may be more advantageous to the DSOs than the time-of-use tariffs in which the electricity prices are normally predetermined and fixed. However, in the proposed IDR method, the incentive prices are dynamically calculated based on the grid operating conditions. Hence using the proposed method, the DSO can minimize their operating costs and increase the hosting capacity of the grid.
- From the customers’ point of view, the proposed method is able to make use of the incentives from the DSO to optimally use their DERs and reduce their electricity bills.
Figure 7. Plot of case 3: (a) setpoints of BESS, (b) SOC of BESS, and (c) node voltages at end of the feeder.

Table 1. Summary of the Simulation Results.

| Case                      | Over-Voltage Events | Under-Voltage Events | Costs Computed as per (14) [pu] |
|---------------------------|---------------------|----------------------|---------------------------------|
| Case 1: No BESS           | yes                 | yes                  | -                               |
| Case 2: BESS control w/o proposed IDR method | slightly above limit | yes                  | 143.91                          |
| Case 3: BESS control with proposed IDR method | no                  | no                   | 110.32                          |

6. Conclusions

This paper proposes a demand response method in which the incentive prices are computed and communicated to each DER close to real-time by which the voltage regulation objective of the DSO and electricity cost minimization of the customer are both fulfilled. The proposed method is verified through simulation studies in which it is applied for controlling the charging/discharging pattern of a group of BESS connected to the simplified model of a real-life LV grid with PV systems. In this paper, the optimization problems of the LVGC and BESS controllers are formulated over a receding horizon using the forecasted powers. The distributed implementation of the above-mentioned optimization problems is achieved by employing an iterative distributed algorithm that computes the incentive prices iteratively. Simulation results show that the costs of electricity power consumption for the customers with BESS is less if the proposed DR method is used. The studies in this paper have not considered the other objectives of the LVGC such as power loss minimization. However, they can be included in the proposed method after the inclusion of the corresponding objective functions and constraints. Future work includes extending the proposed incentive price based DR for EVs, electric boilers and refrigeration systems.
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