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Abstract. We study traveling wave solutions for a nonlinear Schrödinger system with quadratic interaction. For the non mass resonance case, the system has no Galilean symmetry, which is of particular interest in this paper. We construct traveling wave solutions by variational methods and see that for the non mass resonance case there exist specific traveling wave solutions which correspond to the solutions for “zero mass” case in nonlinear elliptic equations. We also establish the new global existence result for oscillating data as an application. Both of our results essentially come from the lack of Galilean invariance in the system.

1. Introduction

1.1. Setting of the problem. We consider the system of nonlinear Schrödinger (NLS) equations with quadratic interaction

$$
\begin{aligned}
&i\partial_t u + \frac{1}{2m} \Delta u = uv, \\
&i\partial_t v + \frac{1}{2M} \Delta v = u^2,
\end{aligned}
\tag{1.1}
$$

where \((u,v)\) is a \(C^2\)-valued unknown function, and \(m\) and \(M\) are mass constants. The system (1.1) is a simplified model describing Raman amplification phenomena in a plasma (see [6]). For more details on quadratic interaction in physical contexts, see [7] and references therein. Under the transformation

$$
\begin{aligned}
u(\sqrt{\frac{1}{2m}}mx), & & v(\sqrt{\frac{1}{2m}}mx),
\end{aligned}
$$

the system (1.1) is reduced to the system

$$
\begin{aligned}
i\partial_t u + \Delta u &= -2v\overline{u}, \\
i\partial_t v + \kappa \Delta v &= -u^2,
\end{aligned}
\tag{1.2}
$$

where \(\kappa = m/M > 0\) is the mass ratio.

The system (1.2) has the following conserved quantities:

- **Energy** \(E(u, v) := \frac{1}{2} \|\nabla u\|_{L^2}^2 + \frac{\kappa}{2} \|\nabla v\|_{L^2}^2 - \text{Re} \int_{\mathbb{R}^d} u^2 \overline{v} \, dx\)

- **Charge** \(Q(u, v) := \frac{1}{2} \|u\|_{L^2}^2 + \|v\|_{L^2}^2\)

- **Momentum** \(P(u, v) := \frac{1}{2} (P_1(u, v), \ldots, P_d(u, v)) = \frac{1}{2} (i \nabla u, u)_{L^2} + \frac{1}{2} (i \nabla v, v)_{L^2}\)
We consider the system (1.2) for \( 1 \leq \theta \) invariant under the pseudo-conformal transformation (charge, and momentum) of the solution are conserved by the flow. We note that (1.2) can be rewritten as the Hamiltonian form
\[
\partial_t (u, v) = JE'(u, v),
\]
where \( J \) is the skew symmetric operator defined by
\[
J = \begin{bmatrix} -i & 0 \\ 0 & -i \end{bmatrix}.
\]
We consider the system (1.2) for \( 1 \leq \theta \leq 5 \), which corresponds to the energy subcritical case. In this case, it is well-known (see [18]) that (1.2) is locally well-posed in the energy space \( H^1(\mathbb{R}^d) \times H^1(\mathbb{R}^d) \), and the three quantities above (energy, charge, and momentum) of the solution are conserved by the flow.

The system (1.2) is invariant under the gauge transform \((u, v) \mapsto (e^{i\theta} u, e^{2i\theta} v)\) for \( \theta \in \mathbb{R} \) and the scaling
\[
(u, v) \mapsto (\lambda^2 u(\lambda^2 t, \lambda x), \lambda^2 v(\lambda^2 t, \lambda x)) \quad \text{for} \quad \lambda > 0.
\]
We note that the spatial Sobolev \( \dot{H}^s \) norm with \( s_c := \frac{d}{2} - 2 \) is invariant under this scaling. In particular, (1.2) is \( L^2 \)-critical if \( d = 4 \), and energy-critical if \( d = 6 \).

When \( \kappa = 1/2 \) (i.e., \( M = 2m \)), which is called the mass resonance condition, the system (1.2) is invariant under the Galilean transformation
\[
(u, v) \mapsto \left( e^{\frac{i}{2}c x - \frac{i}{2} |c|^2 t} u(t, x - ct), e^{i c x - \frac{i}{2} |c|^2 t} v(t, x - ct) \right)
\]
for any \( c \in \mathbb{R}^d \). Moreover, when \( \kappa = 1/2 \) and \( d = 4 \), the equation (1.2) is also invariant under the pseudo-conformal transformation
\[
(u, v) \mapsto \left( \frac{1}{A(t)} e^{\frac{is |s|^2}{4A(t)}} u \left( \frac{B(t)}{A(t)}, \frac{x}{A(t)} \right), \frac{1}{A(t)} e^{\frac{is |s|^2}{4A(t)}} v \left( \frac{B(t)}{A(t)}, \frac{x}{A(t)} \right) \right),
\]
where \( A(t) = \alpha + \beta t, B(t) = \gamma + \delta t \), and \( \alpha, \beta, \gamma, \delta \in \mathbb{R} \) with \( \alpha \delta - \beta \gamma = 1 \). On the other hand, if the mass resonance condition is violated, the system has neither Galilean nor pseudo-conformal symmetry. From a mathematical point of view, it is an important question how the lack of symmetries in evolution equations effects on global behavior of solutions. Here we are particularly interested in traveling wave solutions of (1.2) under the non mass resonance condition.

1.2. Traveling wave solutions. Traveling wave solutions of (1.2) have been little studied in previous literature. In [18], the standing wave solutions of (1.2) in the form of
\[
(u_\omega(t, x), v_\omega(t, x)) = (e^{i \omega t} \phi_\omega(x), e^{i 2\omega t} \psi_\omega(x))
\]
are studied for any \( \kappa > 0 \). When \( \kappa = 1/2 \), one can generate traveling wave solutions from the standing wave solutions through the Galilean transformation (1.3). On the other hand, when \( \kappa \neq 1/2 \), such a construction does not work because of the lack of Galilean symmetry, so the existence itself of traveling wave solutions is a nontrivial problem.

We consider traveling wave solutions of (1.2) in the form of
\[
(u_{\omega, c}(t, x), v_{\omega, c}(t, x)) = (e^{i \omega t} \phi_{\omega, c}(x - ct), e^{i 2\omega t} \psi_{\omega, c}(x - ct))
\]
For \((ω, c) ∈ ℝ × ℝ^d\), (1.4) is a solution of (1.2) if and only if \((φ_{ω, c}, ψ_{ω, c})\) is a solution of the system of stationary equations

\[
\begin{aligned}
-Δφ + ωφ + ic ∙ ∇φ - 2ψφ &= 0, \\
-κΔψ + 2ωψ + ic ∙ ∇ψ - φ^2 &= 0,
\end{aligned}
\]

\[x ∈ ℝ^d.\]

The action functional with respect to (1.5) is defined by

\[
S_{ω,c}(u, v) = E(u, v) + ωQ(u, v) + c ∙ P(u, v).
\]

For the sake of argument, we rewrite the action functional as

\[
S_{ω,c}(u, v) = \frac{1}{2}∥∇(e^{-\frac{ic}{2}x}u)∥^2_{L_2} + \frac{1}{2}(ω - \frac{|c|^2}{4})∥u∥^2_{L_2}
\]

\[
+ \frac{κ}{2}∥∇(e^{-\frac{ic}{2}x}v)∥^2_{L_2} + (ω - \frac{|c|^2}{8κ})∥v∥^2_{L_2} - Re \int_{ℝ^d} u^2 \overline{v} dx.
\]

We define the function space \(X_{ω,c}\) by

\[
X_{ω,c} = \{(u, v) : (e^{-\frac{ic}{2}x}u, e^{-\frac{ic}{2}x}v) ∈ \tilde{X}_{ω,c}\},
\]

where

\[
\tilde{X}_{ω,c} = \tilde{X}_{κ, ω,c} := \begin{cases}
H^1(ℝ^d) × H^1(ℝ^d), & κ > 0, \omega > max\left\{\frac{|c|^2}{4}, \frac{|c|^2}{8κ}\right\}, \\
H^1(ℝ^d) × H^1(ℝ^d), & 0 < κ < \frac{1}{2}, \omega = \frac{|c|^2}{8κ}, c ≠ 0,
\end{cases}
\]

\[
H^1(ℝ^d) × H^1(ℝ^d), & κ > \frac{1}{2}, \omega = \frac{|c|^2}{4}, c ≠ 0.
\]

We note that \(S_{ω,c}\) is defined on \(X_{ω,c}\) if

\[
\begin{cases}
(A) & 1 ≤ d ≤ 5, \quad κ > 0, \quad \omega > max\left\{\frac{|c|^2}{4}, \frac{|c|^2}{8κ}\right\}, \\
(B) & 3 ≤ d ≤ 5, \quad 0 < κ < \frac{1}{2}, \quad \omega = \frac{|c|^2}{8κ}, c ≠ 0,
\end{cases}
\]

\[
(C) & 4 ≤ d ≤ 5, \quad κ > \frac{1}{2}, \quad \omega = \frac{|c|^2}{4}, c ≠ 0.
\]

The dimensional conditions in (B) and (C) come from the Sobolev embedding \(H^1(ℝ^d) → L^{2^*(d-2)}(ℝ^d)\) \((2^* := 2d/(d-2), d ≥ 3)\), which is used to control the nonlinear term. We denote the set of all nontrivial solutions of (1.5) by

\[
A_{ω,c} = \{(φ, ψ) ∈ X_{ω,c} : (φ, ψ) ≠ (0, 0), S'_{ω,c}(φ, ψ) = 0\}
\]

and the set of all ground states by

\[
G_{ω,c} = \{(φ, ψ) ∈ A_{ω,c} : S_{ω,c}(φ, ψ) ≤ S_{ω,c}(ζ, η)\text{ for all } (ζ, η) ∈ A_{ω,c}\}.
\]

1.3. Main results and comments. In this paper we construct traveling wave solutions of (1.2) for any \(κ > 0\) and also establish the new global existence result in the energy space as an application. The first main result concerns the existence of traveling wave solutions.

**Theorem 1.1.** Assume (1.10) and assume further \(d = 5\) for the case (C). Then \(G_{ω,c} ≠ \emptyset\). In particular, there exist traveling wave solutions of (1.2) in the form of (1.4).
Remark 1.2. The part of our proof of Theorem 1.1 does not work for the case (C) with \( d = 4 \). The difficulty in this case is the appearance of critical issue on concentration compactness arguments (see Lemma 2.9 and Remark 2.10).

Theorem 1.1 is proved by variational approach, and in particular by solving minimization problems on Nehari manifolds. Our main contribution here is the existence result for the cases (B) and (C). For \( (\phi, \psi) \) satisfying (1.5), let

\[
\phi = e^{\frac{2}{d}x \cdot \tilde{\phi}}, \quad \psi = e^{\frac{2}{d}x \cdot \tilde{\psi}}.
\]

Then \( (\tilde{\phi}, \tilde{\psi}) \) satisfies

\[
\begin{cases}
-\Delta \tilde{\phi} + \left( \omega - \frac{|c|^2}{4} \right) \tilde{\phi} - 2e^{i(\frac{1}{2}-\frac{1}{d})c \cdot x} \tilde{\psi}\tilde{\phi} = 0, \\
-\kappa \Delta \tilde{\psi} + 2 \left( \omega - \frac{|c|^2}{8\kappa} \right) \tilde{\psi} - e^{i(1-\frac{1}{d})c \cdot x} \tilde{\phi}^2 = 0,
\end{cases}
\quad x \in \mathbb{R}^d.
\]

For the cases (B) and (C), the coefficient of either \( \tilde{\phi} \) or \( \tilde{\psi} \) in (1.11) vanishes, which corresponds to “zero mass” case in nonlinear elliptic equations. Zero mass problems appear in various situations, such as in the energy-critical power problem [1] [28], double power problems [9, 11, 21, 24, 25], and also in solitons of the derivative nonlinear Schrödinger equation [12, 22, 32]. In most cases, the solutions of zero mass case have algebraic decay (see [29]), which contrasts with exponential decay in the massive case (see [2]). In our situation, for the case (B), it is naturally expected that \( \tilde{\phi} \) decays exponentially from the first equation in (1.11) and \( \tilde{\psi} \) decays algebraically from the second equation. The case (C) is different from the case (B), and actually both \( \tilde{\phi} \) and \( \tilde{\psi} \) may decay algebraically. These are specific properties of the system and seem to be new in the context of solitary waves in nonlinear dispersive equations.

Our existence results for the cases (B) and (C) essentially come from the fact that the coefficient of \( L^2 \)-norms in the action functional (1.7) do not vanish at the same time. This is not true for the case \( \kappa = 1/2 \), and actually one can prove the nonexistence for zero mass case with \( \kappa = 1/2 \) (see Appendix A). Therefore, one can say that the lack of symmetries yields the new and nontrivial existence results. We note that our solutions of (1.11) with \( \kappa \neq 1/2 \) are essentially nonradial and complex-valued, which are distinguished from the previous works [2, 3, 27] on zero mass problems in nonlinear elliptic equations.

Our second main result is the global existence result of (1.2) for the \( L^2 \)-critical case \( (d = 4) \). When \( d = 4 \), we have the sharp Gagliardo–Nirenberg inequality

\[
(1.12) \quad \left| \text{Re} \int_{\mathbb{R}^4} u^2 v dx \right| \leq \frac{1}{2} \left( \frac{Q(u, v)}{Q(\phi_{1,0}, \psi_{1,0})} \right)^{1/2} \left( \| \nabla u \|_{L^2}^2 + \kappa \| \nabla v \|_{L^2}^2 \right)
\]

for \( (u, v) \in H^1(\mathbb{R}^4) \times H^1(\mathbb{R}^4) \) (see [18]), where \( (\phi_{1,0}, \psi_{1,0}) \in G_{1,0} \) is a profile of standing wave solution of (1.2). It follows from (1.12) and conservation laws of energy and charge that if the initial data \( (u_0, v_0) \in H^1(\mathbb{R}^4) \times H^1(\mathbb{R}^4) \) satisfies

\[
(1.13) \quad Q(u_0, v_0) < Q(\phi_{1,0}, \psi_{1,0}),
\]
then the corresponding $H^1$-solution of (1.2) for $\kappa > 0$ is global and bounded. The condition (1.13) is sharp in general. Indeed, if the radial initial data $(u_0, v_0) \in H^1_{\text{rad}}(\mathbb{R}^4) \times H^1_{\text{rad}}(\mathbb{R}^4)$ satisfies
\begin{equation}
(1.14) \quad Q(u_0, v_0) > Q(\phi_{1,0}, \psi_{1,0}), \quad E(u_0, v_0) < 0,
\end{equation}
then the corresponding $H^1$-solution blows up or grows up in infinite time (see [20]). See also [10] for the similar results on cylindrically symmetric data. If we restrict the case $\kappa = 1/2$, the existence of blowup solutions was proved in [18] for the initial data (including nonradial data) satisfying (1.14) and a suitable weight condition. It was also proved in the same paper that if $\kappa = 1/2$, there exists blowup solutions at the threshold $Q(\phi_{1,0}, \psi_{1,0})$ through the pseudo-conformal transformation. Both are regarded as the analogous results to [30, 31] for the single $L^2$-critical NLS.

Nevertheless, we prove the following global result for arbitrarily large data with modification of oscillations.

**Theorem 1.3.** Assume $d = 4$. The following statements hold.

(i) If $0 < \kappa < 1/2$, then there exists a universal constant $A_0 > 0$ such that the following is true. Let $u_0 \in H^1(\mathbb{R}^d)$ satisfy $\|u_0\|_{L^2}^2 < A_0$, and take any $v_0 \in H^1(\mathbb{R}^d)$. We set
\begin{equation}
(u_{0,c}, v_{0,c}) = (e^{\frac{4\kappa}{c-1}x}u_0, e^{\frac{4\kappa}{c-1}x}v_0).
\end{equation}
Then there exists $A_1 > 0$ such that if $c \in \mathbb{R}^4$ satisfies $|c| \geq A_1$, then the $H^1$-solution of (1.2) with $(u(0), v(0)) = (u_{0,c}, v_{0,c})$ exists globally in time.

(ii) If $\kappa > 1/2$, then there exists a universal constant $B_0 > 0$ such that the following is true. Let $v_0 \in H^1(\mathbb{R}^d)$ satisfy $\|v_0\|_{L^2}^2 < B_0$, and take any $u_0 \in H^1(\mathbb{R}^d)$. Then there exists $B_1 > 0$ such that if $c \in \mathbb{R}^4$ satisfies $|c| \geq B_1$, then the $H^1$-solution of (1.2) with the initial data (1.15) exists globally in time.

**Remark 1.4.** One can prove a global existence result by perturbation of the semitrivial solution $(u(t), v(t)) = (0, e^{it\Delta}v_0)$ for $v_0 \in H^1(\mathbb{R}^4)$ (see Appendix B). This is also regarded as a global existence result with large data, but the smallness condition on $u(0)$ depends on $\|v_0\|_{L^2}$. We note that the constants $A_0$ and $B_0$ in Theorem 1.3 are universal and they are determined by variational quantities which correspond to the action value of traveling waves. We also note that the assertion (ii) gives the first global existence result without the size restriction of $u(0)$.

**Remark 1.5.** One can take the initial data (1.15) as cylindrically symmetric data with respect to $c \in \mathbb{R}^4$. It follows from blowup/growth results [10] on cylindrically symmetric data that we need to take at least large $|c|$ enough that $E(u_{0,c}, v_{0,c}) \geq 0$ for this data to yield the global solution.

Theorem 1.3 is obtained from a nontrivial application of classical potential well theory [20], and in particular potential wells with respect to the cases (B) and (C) play an important role. A similar global result in the context of the generalized derivative NLS was first proved by the authors [12]. For the single NLS, Cazenave and...
Weissler [5] established global existence for the quadratic oscillating data $e^{ib|x|^2}\psi$ for $\psi \in H^1(\mathbb{R}^d)$ with $|\cdot|\psi(\cdot) \in L^2(\mathbb{R}^d)$ and suitable large $b > 0$. An important difference of this result is that the quadratic oscillating factor comes from pseudo-conformal transformation, but on the other hand the oscillating factor in Theorem 1.3 corresponds to the phase in the Galilean transformation. We also note that the quadratic oscillating data only yields the global solution forward in time, and in general the solution may blow up in negative time (see [4, Remark 6.5.9]).

When $\kappa = 1/2$, under the transformation of initial data

\[(u_0, v_0) \mapsto (e^{\frac{2}{\kappa}c \cdot x} u_0, e^{\frac{2}{\kappa}c \cdot x} v_0), (1.16)\]

global properties of the solution do not change due to the Galilean invariance. However, Theorem 1.3 tells us that this is not the case for $\kappa \neq 1/2$. Indeed, the solution for the initial data satisfying (1.14) blows up or grows up in infinite time, but on the other hand the solution for the transformed initial data by (1.16) with large $|c| > 0$ is global and bounded. This shows that when $\kappa \neq 1/2$, the momentum change of the initial data by (1.16) essentially influences global properties of the solution, of course which comes from the lack of Galilean invariance.

Traveling wave solutions are typical examples of non-scattering solutions, and therefore the relevance to scattering theory is important. When $\kappa = 1/2$, the scattering below the standing waves (ground state) threshold is proved in [19] ($d = 4$), [14] ($d = 5$), and [15] ($d = 6$) (see also [16] for $d = 3$). If we impose the radial assumption, the same result still holds for the case $\kappa \neq 1/2$ (see [13, 15, 19]). The traveling wave solutions of (1.2) are nonradial and therefore these solutions are removed under the radial assumption in previous works. Theorems 1.1 and 1.3 strongly suggest that if we consider (1.2) in the nonradial setting, there is an essential difference in global dynamics between the cases of $\kappa \neq 1/2$ and $\kappa = 1/2$. Our results give an important step towards understanding global dynamics for (1.2) with $\kappa \neq 1/2$ in the nonradial setting.

### 1.4. Organization of the paper.

The rest of this paper is organized as follows. In Section 2, we study variational problems for the system of stationary equations (1.5) and show the existence of traveling wave solutions (Theorem 1.1). In Section 3, we organize potential well theory generated by a two-parameter family of traveling waves. As an application of this theory, we establish the global existence result for oscillating data (Theorem 1.3). In the end of Section 3, we briefly give a variational characterization of the charge condition (1.13).

### 2. Existence of traveling wave solutions

In this section, we prove the existence of traveling wave solutions by solving variational problems on the Nehari manifold. A similar argument is done in the context of a two-parameter family of solitons for the derivative NLS (see [5, 12, 17]), but we use some specific properties of the system here.
We prepare some notation. We set
\[
L_{\omega,c}(u,v) := \frac{1}{2} \|\nabla u\|_{L^2}^2 + \frac{\omega}{2} \|u\|_{L^2}^2 + \frac{c}{2} \cdot (i\nabla u, u)_{L^2} + \frac{\kappa}{2} \|\nabla v\|_{L^2}^2 + \omega \|v\|_{L^2}^2 + \frac{c}{2} \cdot (i\nabla v, v)_{L^2},
\]
and the set \(K_{\omega,c}\) is defined by
\[
K_{\omega,c} = \{(\phi, \psi) \in X_{\omega,c} : (\phi, \psi) \neq (0,0), \ K_{\omega,c}(\phi, \psi) = 0\}.
\]
We consider the minimization problem
\[
\mu(\omega,c) := \inf \{S_{\omega,c}(\phi, \psi) : (\phi, \psi) \in K_{\omega,c}\},
\]
where \(K_{\omega,c}\) is defined by
\[
K_{\omega,c} = \{(\phi, \psi) \in X_{\omega,c} : (\phi, \psi) \neq (0,0), \ K_{\omega,c}(\phi, \psi) = 0\}.
\]
We introduce the Nehari functional
\[
K_{\omega,c}(u,v) := \partial_{\lambda} S_{\omega,c}(\lambda u, \lambda v)_{|_{\lambda = 1}} = 2L_{\omega,c}(u,v) - 3N_c(u,v).
\]
We consider the minimization problem
\[
\mu(\omega,c) := \inf \{S_{\omega,c}(\phi, \psi) : (\phi, \psi) \in K_{\omega,c}\},
\]
where the set \(K_{\omega,c}\) is defined by
\[
K_{\omega,c} = \{(\phi, \psi) \in X_{\omega,c} : (\phi, \psi) \neq (0,0), \ K_{\omega,c}(\phi, \psi) = 0\}.
\]
We recall that the function space \(X_{\omega,c}\) is defined by (1.8). We define the set of minimizers \(M_{\omega,c}\) by
\[
M_{\omega,c} = \{((\phi, \psi) \in K_{\omega,c} : S_{\omega,c}(\phi, \psi) = \mu(\omega,c)\}.
\]
The main result in this section is the following, which covers Theorem 1.1.

**Proposition 2.1.** Assume (1.10) and assume further \(d = 5\) for the case (C). Then \(G_{\omega,c} = M_{\omega,c} \neq \emptyset\).

To prove Proposition 2.1 in a unified way for the cases (A)–(C), it is convenient to transform the functionals as follows.
\[
\tilde{L}_{\omega,c}(u,v) := \frac{1}{2} \|\nabla u\|_{L^2}^2 + \frac{\omega - |c|^2}{4} \|u\|_{L^2}^2 + \frac{\kappa}{2} \|\nabla v\|_{L^2}^2 + \left(\omega - \frac{|c|^2}{8\kappa}\right) \|v\|_{L^2}^2,
\]
\[
\tilde{N}_c(u,v) := \Re \int_{\mathbb{R}^d} e^{-(1-\kappa)\xi \cdot x} u^2 \overline{v} \, dx.
\]
If we set
\[
(\tilde{u}, \tilde{v}) := (e^{-\frac{i}{\kappa} \xi \cdot x} u, e^{-\frac{i}{\kappa} \xi \cdot x} v),
\]
then we have the relations
\[
(2.1) \quad \tilde{L}_{\omega,c}(\tilde{u}, \tilde{v}) = L_{\omega,c}(u,v), \quad \tilde{N}_c(\tilde{u}, \tilde{v}) = N(u,v).
\]
We define the functionals by
\[
\tilde{S}_{\omega,c}(u,v) = \tilde{L}_{\omega,c}(u,v) - \tilde{N}_c(u,v),
\]
\[
\tilde{K}_{\omega,c}(u,v) = \partial_{\lambda} \tilde{S}_{\omega,c}(\lambda u, \lambda v)_{|_{\lambda = 1}} = 2\tilde{L}_{\omega,c}(u,v) - 3\tilde{N}_c(u,v).
\]
We note that \(\tilde{S}_{\omega,c}\) and \(\tilde{K}_{\omega,c}\) are defined on the function space \(X_{\omega,c}\). The following Sobolev embeddings are useful in the proof of this section.
\[
\tilde{X}_{\omega,c} \hookrightarrow \begin{cases} L^3(\mathbb{R}^d) \times L^3(\mathbb{R}^d) & \text{if case (A) holds,} \\ L^{3/2}(\mathbb{R}^d) \times L^2^*(\mathbb{R}^d) & \text{if case (B) holds,} \\ L^2^*(\mathbb{R}^d) \times L^{2/3}(\mathbb{R}^d) & \text{if case (C) holds.} \end{cases}
\]
Lemma 2.5. If \( \phi, \psi \), then \( (\zeta, \eta) \) by Lemma 2.3, we have \( (\phi, \psi) \neq (0, 0) \), \( K_{\omega, c}(\phi, \psi) = 0 \), \( \tilde{\mu}(\omega, c) := \inf \{ \tilde{S}_{\omega, c}(\phi, \psi) : (\phi, \psi) \in \tilde{K}_{\omega, c} \} \), \( \tilde{M}_{\omega, c} := \{ (\phi, \psi) \in \tilde{K}_{\omega, c} : \tilde{S}_{\omega, c}(\phi, \psi) = \tilde{\mu}(\omega, c) \} \).

We note that 
\[
(\phi, \psi) \in \mathcal{G}_{\omega, c} \iff (\tilde{\phi}, \tilde{\psi}) \in \tilde{\mathcal{G}}_{\omega, c},
\]
\[
(\phi, \psi) \in \mathcal{M}_{\omega, c} \iff (\tilde{\phi}, \tilde{\psi}) \in \tilde{\mathcal{M}}_{\omega, c},
\]
and that \( \mu(\omega, c) = \tilde{\mu}(\omega, c) \).

Therefore, Proposition 2.1 is equivalent to the following.

Proposition 2.2. Assume (1.10) and assume further \( d = 5 \) for the case (C). Then \( \tilde{G}_{\omega, c} = \tilde{M}_{\omega, c} \neq \emptyset \).

The rest of this section is devoted to the proof of Proposition 2.2.

Lemma 2.3. If (1.10) holds, then \( \tilde{M}_{\omega, c} \subset \tilde{G}_{\omega, c} \).

Proof. Let \( (\phi, \psi) \in \tilde{M}_{\omega, c} \). Since \( \tilde{K}_{\omega, c}(\phi, \psi) = 0 \) and \( (\phi, \psi) \neq 0 \), we have
\[
\langle \tilde{K}_{\omega, c}(\phi, \psi), (\phi, \psi) \rangle = 4\tilde{L}_{\omega, c}(\phi, \psi) - 9\tilde{N}_{c}(\phi, \psi) = -2\tilde{L}_{\omega, c}(\phi, \psi) < 0.
\]
By the Lagrange multiplier theorem there exists \( \lambda \in \mathbb{R} \) such that \( \tilde{S}_{\omega, c}(\phi, \psi) = \lambda \tilde{K}_{\omega, c}(\phi, \psi) \). Moreover, we have
\[
\lambda(\tilde{K}_{\omega, c}(\phi, \psi), (\phi, \psi)) = \langle \tilde{S}_{\omega, c}(\phi, \psi), (\phi, \psi) \rangle = \tilde{K}_{\omega, c}(\phi, \psi) = 0.
\]
Therefore, the inequality (2.3) implies \( \lambda = 0 \). Hence, \( \tilde{S}_{\omega, c}(\phi, \psi) = 0 \), which yields \( (\phi, \psi) \in \tilde{A}_{\omega, c} \).

From the relation \( \tilde{A}_{\omega, c} \subset \tilde{K}_{\omega, c} \) and \( (\phi, \psi) \in \tilde{M}_{\omega, c} \), we have
\[
\tilde{S}_{\omega, c}(\phi, \psi) \leq \tilde{S}_{\omega, c}(\zeta, \eta) \quad \text{for all} \quad (\zeta, \eta) \in \tilde{A}_{\omega, c},
\]
which implies \( (\phi, \psi) \in \tilde{G}_{\omega, c} \). This completes the proof.

Lemma 2.4. Assume (1.10). If \( \tilde{M}_{\omega, c} \neq \emptyset \), then \( \tilde{G}_{\omega, c} \subset \tilde{M}_{\omega, c} \).

Proof. Let \( (\phi, \psi) \in \tilde{G}_{\omega, c} \). Since we assume \( \tilde{M}_{\omega, c} \neq \emptyset \), one can take \( (\zeta, \eta) \in \tilde{M}_{\omega, c} \).
By Lemma 2.3, we have \( (\zeta, \eta) \in \tilde{G}_{\omega, c} \), i.e., \( \tilde{S}_{\omega, c}(\zeta, \eta) = \tilde{S}_{\omega, c}(\phi, \psi) \). Therefore, for each \( (u, v) \in \tilde{K}_{\omega, c} \) we obtain
\[
\tilde{S}_{\omega, c}(\phi, \psi) = \tilde{S}_{\omega, c}(\zeta, \eta) \leq \tilde{S}_{\omega, c}(u, v).
\]
Since \( (\phi, \psi) \in \tilde{G}_{\omega, c} \subset \tilde{K}_{\omega, c} \), we deduce that \( (\phi, \psi) \in \tilde{M}_{\omega, c} \).

To complete the proof of Proposition 2.2, it suffices to show \( \tilde{M}_{\omega, c} \neq \emptyset \).

Lemma 2.5. If (1.10) holds, then \( \tilde{\mu}(\omega, c) > 0 \).
Proof. By the expression \( \tilde{S}_{\omega,c} = 3^{-1} \tilde{L}_{\omega,c} + 3^{-1} \tilde{K}_{\omega,c} \), one can rewrite \( \tilde{\mu}(\omega,c) \) as
\[
(2.4) \quad \tilde{\mu}(\omega,c) = \inf \{ \frac{3^{-1} \tilde{L}_{\omega,c}(\phi,\psi)}{3^{-1} \tilde{K}_{\omega,c}} : (\phi,\psi) \in \tilde{K}_{\omega,c} \}.
\]
The conclusion follows from the inequality
\[
(2.5) \quad \tilde{L}_{\omega,c}(u,v) \lesssim \tilde{L}_{\omega,c}(u,v)^{3/2} \quad \text{for any } (u,v) \in \tilde{K}_{\omega,c}.
\]
Indeed, by dividing the both sides of (2.5) by \( \tilde{L}_{\omega,c}(u,v) > 0 \), we obtain the positive lower bound for \( \tilde{L}_{\omega,c} \). Then combined with (2.4), this yields the conclusion.

The inequality (2.3) is proved as follows.

**Case (A).** By the Sobolev embedding \( H^1(\mathbb{R}^d) \hookrightarrow L^3(\mathbb{R}^d) \), we obtain
\[
2\tilde{L}_{\omega,c}(u,v) = 3\tilde{N}_c(u,v) \lesssim \|u\|^2_{L^3(\mathbb{R}^d)} \lesssim \|u\|^2_{H^1(\mathbb{R}^d)} \lesssim \tilde{L}_{\omega,c}(u,v)^{3/2}.
\]

**Case (B).** From (2.4)’ = \( \frac{2d}{d+2} \) and the embedding (2.2), we have
\[
2\tilde{L}(u,v) = 3\tilde{N}_c(u,v) \lesssim \|u\|^2_{L^\frac{d}{d+2}} \lesssim \|u\|^2_{H^1} \lesssim \tilde{L}(u,v)^{3/2}.
\]

**Case (C).** From (2*/2') = \( \frac{d}{2} \) and the embedding (2.2), we have
\[
2\tilde{L}(u,v) = 3\tilde{N}_c(u,v) \lesssim \|u\|^2_{L^\frac{d}{2}} \lesssim \|u\|^2_{H^1} \lesssim \tilde{L}(u,v)^{3/2}.
\]

This completes the proof. \( \square \)

**Lemma 2.6.** Assume \( (1.10) \). If \( (u,v) \in \tilde{X}_{\omega,c} \) satisfies \( \tilde{K}_{\omega,c}(u,v) < 0 \), then \( 3^{-1} \tilde{L}_{\omega,c}(u,v) > \tilde{\mu}(\omega,c) \).

**Proof.** If \( \tilde{K}_{\omega,c}(u,v) < 0 \), since \( 3\tilde{N}_c(u,v) > 2\tilde{L}_{\omega,c}(u,v) > 0 \), we see that
\[
\lambda_0 := \frac{2\tilde{L}_{\omega,c}(u,v)}{3\tilde{N}_c(u,v)} \in (0,1)
\]
and \( \tilde{K}_{\omega,c}(\lambda_0 u, \lambda_0 v) = 0 \). From (2.4), we obtain
\[
\tilde{\mu}(\omega,c) \leq 3^{-1} \tilde{L}_c(\lambda_0 u, \lambda_0 v) = \frac{\lambda_0^2}{3} \tilde{L}_c(\lambda_0 u, \lambda_0 v) \leq \frac{1}{3} \tilde{L}_c(\lambda_0 u, \lambda_0 v). \quad \square
\]

**Lemma 2.7.** Assume \( (1.10) \). If the sequence \( \{(u_n,v_n)\}_{n \in \mathbb{N}} \) weakly converges to \( (u,v) \) in \( \tilde{X}_{\omega,c} \), then
\[
\tilde{N}_c(u_n,v_n) \to \tilde{N}_c(u_n-u, v_n-v) \to \tilde{N}_c(u,v) \quad \text{as} \quad n \to \infty.
\]

**Proof.** A direct calculation shows that
\[
\tilde{N}_c(u_n,v_n) - \tilde{N}_c(u_n-u, v_n-v) - \tilde{N}_c(u,v)
= \text{Re} \int_{\mathbb{R}^d} e^{i(1-\frac{1}{2})c \cdot x} (2u_n u_n^\nabla - u^2 v_n^\nabla + u_n^2 v - 2u_n u v) \, dx.
\]
The right-hand side vanishes as \( n \to \infty \) from the embedding (2.2) and the following weak convergences.

- **Case (A):** \( (u_n,v_n) \to (u,v) \) in \( L^3(\mathbb{R}^d) \times L^3(\mathbb{R}^d) \), \( u_n^2 \to u^2 \) in \( L^{3/2}(\mathbb{R}^d) \), and \( u_n \nabla u_n \to u \nabla u \) in \( L^{3/2}(\mathbb{R}^d) \).
- **Case (B):** \( (u_n,v_n) \to (u,v) \) in \( L^{4d/(d+2)}(\mathbb{R}^d) \times L^2(\mathbb{R}^d) \), \( u_n^2 \to u^2 \) in \( L^{2d/(d+2)}(\mathbb{R}^d) \) and \( u_n \nabla u_n \to u \nabla u \) in \( L^{2d/(d+2)}(\mathbb{R}^d) \).
- **Case (C):** \( (u_n,v_n) \to (u,v) \) in \( L^2(\mathbb{R}^d) \times L^{4d/2}(\mathbb{R}^d) \), \( u_n^2 \to u^2 \) in \( L^{4d/2}(\mathbb{R}^d) \) and \( u_n \nabla u_n \to u \nabla u \) in \( L^{4d/2}(\mathbb{R}^d) \).
This completes the proof. □

We use the following lemma on concentration compactness.

**Lemma 2.8** ([23]). Let \( \{f_n\}_{n \in \mathbb{N}} \) be a bounded sequence in \( H^1(\mathbb{R}^d) \). If \( \limsup_{n \to \infty} \|f_n\|_{L^q} \) for some \( q \in (2, 2^*) \) when \( d \geq 3 \) and for some \( q \in (2, \infty) \) when \( d = 1, 2 \), then there exist \( \{y_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^d \) and \( f \in H^1(\mathbb{R}^d) \setminus \{0\} \) such that \( \{f_n(\cdot - y_n)\}_{n \in \mathbb{N}} \) has a subsequence that converges to \( f \) weakly in \( H^1(\mathbb{R}^d) \).

We note that \( \tilde{L}_{\omega,c} \) and \( \tilde{N}_c \) is invariant under

\[
\tilde{r}_y(u, v) := (e^{-\frac{i}{2}\omega y}u(\cdot - y), e^{-\frac{i}{2}\omega c y}(\cdot - y)),
\]

that is, we have

\[
\tilde{L}_{\omega,c}(\tilde{r}_y(u, v)) = \tilde{L}_{\omega,c}(u, v), \quad \tilde{N}_c(\tilde{r}_y(u, v)) = \tilde{N}_c(u, v)
\]

for all \( y \in \mathbb{R}^d \).

**Lemma 2.9.** Assume ([10]). Assume further that \( d = 5 \) for case (C). If a sequence \( \{(u_n, v_n)\}_{n \in \mathbb{N}} \) in \( \tilde{X}_{\omega,c} \) satisfies

\[
\tilde{L}_{\omega,c}(u_n, v_n) \to l_1, \quad \tilde{N}_c(u_n, v_n) \to l_2 \quad \text{as} \quad n \to \infty,
\]

for some positive constants \( l_1, l_2 > 0 \), then there exist \( \{y_n\}_{n \in \mathbb{N}} \) and \( (u, v) \in \tilde{X}_{\omega,c} \setminus \{(0, 0)\} \) such that \( \tilde{r}_{y_n}(u_n, v_n) \) \( n \in \mathbb{N} \) has a subsequence that weakly converges to \( (u, v) \) in \( \tilde{X}_{\omega,c} \).

**Proof.** From \( \lim_{n \to \infty} \tilde{L}_{\omega,c}(u_n, v_n) = l_1 \), we deduce that the sequence \( \{(u_n, v_n)\}_{n \in \mathbb{N}} \) is bounded in \( \tilde{X}_{\omega,c} \). Moreover, since \( \lim_{n \to \infty} \tilde{N}_c(u_n, v_n) = l_2 > 0 \), we obtain that

\[
\limsup_{n \to \infty} \|u_n\|_{L^3} > 0 \quad \text{if case (A) holds},
\]

\[
\limsup_{n \to \infty} \|u_n\|_{L^{4d} d / 2} > 0 \quad \text{if case (B) holds},
\]

\[
\limsup_{n \to \infty} \|v_n\|_{L^{4d} d / 2} > 0 \quad \text{if case (C) holds}.
\]

Therefore, the conclusion follows from Lemma 2.8. □

**Remark 2.10.** For the case (C) and \( d = 4 \), we obtain that \( \limsup_{n \to \infty} \|u_n\|_{L^{2^*}} > 0 \) and \( \limsup_{n \to \infty} \|v_n\|_{L^2} > 0 \), however which do not satisfy the assumption of Lemma 2.8.

**Lemma 2.11.** Assume ([10]). Assume further that \( d = 5 \) for case (C). If a sequence \( \{(u_n, v_n)\}_{n \in \mathbb{N}} \) in \( \tilde{X}_{\omega,c} \) satisfies

\[
\tilde{K}_{\omega,c}(u_n, v_n) \to 0, \quad \tilde{S}_{\omega,c}(u_n, v_n) \to \tilde{\mu}(\omega, c) \quad \text{as} \quad n \to \infty,
\]

then there exist \( \{y_n\}_{n \in \mathbb{N}} \) and \( (u, v) \in \tilde{X}_{\omega,c} \setminus \{(0, 0)\} \) such that \( \tilde{r}_{y_n}(u_n, v_n) \) \( n \in \mathbb{N} \) has a subsequence that converges to \( (u, v) \) in \( \tilde{X}_{\omega,c} \). In particular, \( (u, v) \in \tilde{M}_{\omega,c} \).

**Proof.** By the assumptions, we have

\[
\frac{1}{3} \tilde{L}_{\omega,c}(u_n, v_n) = \tilde{S}_{\omega,c}(u_n, v_n) - \frac{1}{3} \tilde{K}_{\omega,c}(u_n, v_n) \to \tilde{\mu}(\omega, c),
\]

\[
\frac{1}{2} \tilde{N}_c(u_n, v_n) = \tilde{S}_{\omega,c}(u_n, v_n) - \frac{1}{2} \tilde{K}_{\omega,c}(u_n, v_n) \to \tilde{\mu}(\omega, c).
\]
Since $\tilde{\mu}(\omega, c) > 0$ by Lemma 2.9, we can apply Lemma 2.9. Thus, there exist $(\gamma_n)_{n \in \mathbb{N}}, (u, v) \in  \tilde{X}_{\omega,c} \backslash \{(0,0)\}$, and a subsequence of $(\gamma_n(u_n, v_n))_{n \in \mathbb{N}}$ (still denoted by the same symbol) such that $\tilde{\gamma}_n(u_n, v_n) \rightarrow (u, v)$ weakly in $\tilde{X}_{\omega,c}$. For simplicity we set $\tilde{w}_n := \tilde{\gamma}_n(u_n, v_n)$ and $\tilde{w} := (u, v)$.

By the weakly convergence of $\tilde{w}_n$ and Lemma 2.7, we have

\begin{align}
(2.6) & \quad \tilde{L}_{\omega,c}(\tilde{w}_n) - \tilde{L}_{\omega,c}(\tilde{w}_n - \tilde{w}) \rightarrow \tilde{L}_{\omega,c}(\tilde{w}), \\
(2.7) & \quad \tilde{K}_{\omega,c}(\tilde{w}_n) - \tilde{K}_{\omega,c}(\tilde{w}_n - \tilde{w}) \rightarrow \tilde{K}_{\omega,c}(\tilde{w}).
\end{align}

From (2.6) and $\tilde{L}_{\omega,c}(\tilde{w}) > 0$, we obtain that, up to a subsequence,

$$\frac{1}{3} \lim_{n \rightarrow \infty} \tilde{L}_{\omega,c}(\tilde{w}_n - \tilde{w}) < \frac{1}{3} \lim_{n \rightarrow \infty} \tilde{L}_{\omega,c}(\tilde{w}_n) = \tilde{\mu}(\omega, c).$$

From this and Lemma 2.6 we obtain $\tilde{K}_{\omega,c}(\tilde{w}_n) - \tilde{w} > 0$ for large $n$. Therefore, since $\tilde{K}_{\omega,c}(\tilde{w}_n) \rightarrow 0$, it follows from (2.7) that $\tilde{K}_{\omega,c}(\tilde{w}) \leq 0$. By Lemma 2.6 again and the weakly lower semi-continuity of norms, we obtain

$$\tilde{\mu}(\omega, c) \leq \frac{1}{3} \tilde{L}_{\omega,c}(\tilde{w}) \leq \frac{1}{3} \lim_{n \rightarrow \infty} \tilde{L}_{\omega,c}(\tilde{w}_n) = \tilde{\mu}(\omega, c).$$

Therefore, by (2.6) we obtain $\tilde{L}_{\omega,c}(\tilde{w}_n - \tilde{w}) \rightarrow 0$, which implies that $\tilde{w}_n \rightarrow \tilde{w}$ strongly in $\tilde{X}_{\omega,c}$. This completes the proof.

\textbf{Proof of Proposition 2.2.} The result follows from Lemmas 2.3, 2.4, and 2.11. □

\section{3. Global existence from potential well theory}

We introduce the subsets of the energy space

$$\mathcal{A}_{\omega,c}^+ := \{(u, v) \in H^1(\mathbb{R}^d) \times H^1(\mathbb{R}^d) : S_{\omega,c}(u, v) \leq \mu(\omega, c), \ K_{\omega,c}(u, v) \geq 0\},$$

$$\mathcal{A}_{\omega,c}^- := \{(u, v) \in H^1(\mathbb{R}^d) \times H^1(\mathbb{R}^d) : S_{\omega,c}(u, v) \leq \mu(\omega, c), \ K_{\omega,c}(u, v) < 0\}.$$

We first show that $\mathcal{A}_{\omega,c}^\pm$ is the invariant set under the flow.

\textbf{Lemma 3.1.} Assume (1.10). Then the set $\mathcal{A}_{\omega,c}^\pm$ is invariant under the flow of (1.2), that is, if $(u_0, v_0) \in \mathcal{A}_{\omega,c}^\pm$, then the $H^1$-solution $(u(t), v(t))$ of (1.2) with $(u(0), v(0)) = (u_0, v_0)$ satisfies $(u(t), v(t)) \in \mathcal{A}_{\omega,c}^\pm$ for all $t \in I_{\max}$, where $I_{\max}$ is the maximal existence interval of the solution.

\textbf{Proof.} We only show the assertion for $\mathcal{A}_{\omega,c}^+$. Let $(u_0, v_0) \in \mathcal{A}_{\omega,c}^+$. It is obvious that $S_{\omega,c}(u(t), v(t)) \leq \mu(\omega, c)$ for all $t \in I_{\max}$ because $S_{\omega,c}$ is a conserved quantity of (1.2).

Now we show that $K_{\omega,c}(u(t), v(t)) \geq 0$ for all $t \in I_{\max}$. If not, there exists $t_1, t_2 \in I_{\max}$ such that $K_{\omega,c}(u(t_1), v(t_1)) < 0$ and $K_{\omega,c}(u(t_2), v(t_2)) = 0$. By the uniqueness of Cauchy problem for (1.2), we have $(u(t_2), v(t_2)) \neq (0,0)$. Moreover, since $S_{\omega,c}(u(t_2), v(t_2)) \leq \mu(\omega, c)$, we obtain $(u(t_2), v(t_2)) \in M_{\omega,c} \subset G_{\omega,c}$. This yields that

$$(u(t), v(t)) = (e^{i\omega(t-t_2)}u(t_2, x - c(t - t_2), e^{2i\omega(t-t_2)}v(t_2, x - c(t - t_2))$$

for all $t \in \mathbb{R}$. In particular, $K_{\omega,c}(u(t), v(t)) = 0$ for all $t \in \mathbb{R}$, which contradicts $K_{\omega,c}(u(t_1), v(t_1)) < 0$. This completes the proof. □

The element of $\mathcal{A}_{\omega,c}^+$ yields the global and bounded solution as follows.
**Proposition 3.2.** Assume (1.10). If \((u_0, v_0) \in \mathcal{A}_{\omega, c}^+\), then the \(H^1\)-solution \((u(t), v(t))\) of (1.2) with \((u(0), v(0)) = (u_0, v_0)\) exists globally in time and
\[
\sup_{t \in \mathbb{R}} \|(u(t), v(t))\|_{H^1 \times H^1} \leq C \left( \|(u_0, v_0)\|_{H^1 \times H^1} \right) < \infty.
\]

**Proof.** Since \(S_{\omega, c} = 3^{-1} L_{\omega, c} + 3^{-1} K_{\omega, c}\), it follows from Lemma 3.1 that
\[
\mu(\omega, c) \geq S_{\omega, c}(u(t), v(t)) = \frac{1}{3} L_{\omega, c}(u(t), v(t)) + \frac{1}{3} K_{\omega, c}(u(t), v(t)) \geq \frac{1}{3} L_{\omega, c}(u(t), v(t)) \geq \frac{1}{6} \|\nabla u(t) - \frac{i}{2} cu(t)\|_{L^2}^2 + \frac{\kappa}{6} \|\nabla v(t) - \frac{i}{2} cv(t)\|_{L^2}^2.
\]
By the conservation law of charge, we obtain the a priori estimate
\[
\|\nabla u(t)\|_{L^2}^2 + \kappa \|\nabla v(t)\|_{L^2}^2 \lesssim \|\nabla u(t) - \frac{i}{2} cu(t)\|_{L^2}^2 + \|u(t)\|_{L^2}^2 + \|\nabla v(t) - \frac{i}{2} cv(t)\|_{L^2}^2 + \|v(t)\|_{L^2}^2 \lesssim \mu(\omega, c) + Q(u_0, v_0),
\]
which completes the proof. \(\square\)

**Lemma 3.3.** Let \((\omega, c) \in \mathbb{R} \times \mathbb{R}^d\) satisfy \(\omega > 0\) and \(c \neq 0\). Then
\[
\mu(\omega, c) = |c|^{6-d} \mu\left( \frac{\omega}{|c|^2}, \frac{c}{|c|} \right).
\]

**Proof.** Let \(\{(u_n, v_n)\}_{n \in \mathbb{N}}\) be a minimizing sequence for \(\mu(\omega, c)\), that is,
\[
K_{\omega, c}(u_n, v_n) = 0, \quad S_{\omega, c}(u_n, v_n) \to \mu(\omega, c).
\]
Let \((w_n, z_n) := (|c|^{-2} u_n(x/|c|), |c|^{-2} v_n(x/|c|))\). Then
\[
K_{\omega/|c|^2, c/|c|}(w_n, z_n) = |c|^{d-6} K_{\omega, c}(u_n, v_n) = 0, \quad S_{\omega/|c|^2, c/|c|}(w_n, z_n) = |c|^{d-6} S_{\omega, c}(u_n, v_n) \to |c|^{d-6} \mu(\omega, c).
\]
This implies \(\mu(\omega, c) \geq |c|^{6-d} \mu(\omega/|c|^2, c/|c|)\). Similarly, we obtain the inverse inequality. This completes the proof. \(\square\)

**Remark 3.4.** We note that \(\mu(\omega, c)\) is independent of the angle of \(c\). Indeed, let \(c_1, c_2 \in \mathbb{R}^d\) satisfy \(|c_1| = |c_2|\). Then there exists an orthogonal matrix \(R\) such that \(Rc_2 = c_1\). Let \(\{(u_n, v_n)\}\) be a minimizing sequence for \(\mu(\omega, c_1)\), i.e., \((u_n, v_n) \in K_{\omega, c_1}\) and \(S_{\omega, c_1}(u_n, v_n) \to \mu(\omega, c_1)\). We put \((w_n(x), z_n(x)) := (u_n(Rx), v_n(Rx))\). Then
\[
K_{\omega, c_2}(w_n, z_n) = K_{\omega, c_1}(u_n, v_n) = 0, \quad S_{\omega, c_2}(w_n, z_n) = S_{\omega, c_1}(u_n, v_n) \to \mu(\omega, c_1).
\]
This implies \(\mu(\omega, c_2) \leq \mu(\omega, c_1)\). Similarly, the inverse inequality holds.

We are now in a position to complete the proof of Theorem 1.3

**Proof of Theorem 1.3:** (i) Let \(A_0\) to be chosen later. We will show that if \((u_0, v_0) \in H^1(\mathbb{R}^4)\) satisfies \(\|u_0\|_{L^2}^2 < A_0\), then
\[
S_{|c|^2/8K, c}(e^{\frac{4}{|c|^2} x} u_0, e^{\frac{4}{|c|^2} x} v_0) \leq \mu\left( \frac{|c|^2}{8K}, c \right),
\]
\[
K_{|c|^2/8K, c}(e^{\frac{4}{|c|^2} x} u_0, e^{\frac{4}{|c|^2} x} v_0) \geq 0
\]
for large $|c|$. This implies that
\[
(e^{\frac{i}{2}c\cdot x}u_0, e^{\frac{i}{2}c\cdot x}v_0) \in \mathcal{A}^+_{|c|^2/(8\kappa),c}
\]
for large $|c|$, so the conclusion follows from Proposition 3.2.

By using the expression
\[
L_{|c|^2/(8\kappa),c}(u, v) = \frac{1}{2}\|\nabla (e^{-\frac{i}{2}c\cdot x}u)\|^2_{L^2} + |c|^2 \frac{1-2\kappa}{16\kappa} \|u\|^2_{L^2} + \frac{\kappa}{2} \|\nabla (e^{-\frac{i}{2}c\cdot x}v)\|^2_{L^2},
\]
and Lemma 3.3, we see that (3.1) is equivalent to
\[
(3.3)
\]
\[
\|\nabla u_0\|^2_{L^2} + \frac{\kappa}{2} \|\nabla v_0\|^2_{L^2} - N(e^{\frac{i}{2}c\cdot x}u_0, e^{\frac{i}{2}c\cdot x}v_0)
\leq |c|^2 \left\{ \mu \left( \frac{1}{8\kappa}, \frac{c}{|c|} \right) - \frac{1-2\kappa}{16\kappa} \|u_0\|^2_{L^2} \right\}.
\]

Now we put
\[
A_0 := \frac{16\kappa}{1-2\kappa} \mu \left( \frac{1}{8\kappa}, \frac{c}{|c|} \right).
\]

It follows from $0 < \kappa < 1/2$, Lemma 2.5, and Remark 3.4 that $A_0$ is positive and independent of the choice of $c \neq 0$. Let $\|u_0\|^2_{L^2} < A_0$. Then the right-hand side of (3.3) tends to infinity as $|c| \to \infty$. On the other hand, the Riemann–Lebesgue theorem implies that
\[
(3.4)
\]
\[
N(e^{\frac{i}{2}c\cdot x}u_0, e^{\frac{i}{2}c\cdot x}v_0) = \text{Re} \int_{\mathbb{R}^d} e^{i(1-\frac{x}{2\kappa})c\cdot x}u_0v_0 \ dx \to 0
\]
as $|c| \to \infty$. This implies that the left-hand side of (3.3) is bounded above as $|c| \to \infty$. Therefore, (3.3) holds for large $|c|$, and so does (3.1). Moreover, by (3.4) again, we obtain
\[
K_{|c|^2/(8\kappa),c}(e^{\frac{i}{2}c\cdot x}u_0, e^{\frac{i}{2}c\cdot x}v_0)
\]
\[
= \|\nabla u_0\|^2_{L^2} + \frac{|c|^2}{8\kappa} (1-2\kappa) \|u_0\|^2_{L^2} + \kappa \|\nabla v_0\|^2_{L^2} - 3N(e^{\frac{i}{2}c\cdot x}u_0, e^{\frac{i}{2}c\cdot x}v_0) \geq 0
\]
for large $|c|$, which implies (3.2).

(ii) In a similar way, one can prove
\[
(e^{\frac{i}{2}c\cdot x}u_0, e^{\frac{i}{2}c\cdot x}v_0) \in \mathcal{A}^+_{|c|^2/4,c}
\]
for large $|c| > 0$, and the universal constant $B_0$ is determined by
\[
B_0 := \frac{8\kappa}{2\kappa-1} \mu \left( \frac{1}{4}, \frac{|c|}{|c|} \right).
\]

This completes the proof. \hfill \Box

In the end of this section, we briefly remark the relation between the charge condition (1.13) and potential well theory. When $d = 4$, it follows from the Pohozaev identity that $E(\phi_{\omega,0}, \psi_{\omega,0}) = 0$. If $(u_0, v_0) \in H^1(\mathbb{R}^4) \times H^1(\mathbb{R}^4)$ satisfies (1.13), then we have
\[
S_{\omega,0}(u_0, v_0) < \mu(\omega, 0) = \omega Q(\phi_{1,0}, \psi_{1,0}),
\]
\[
K_{\omega,0}(u_0, v_0) \geq 0
\]
for large $\omega > 0$. This yields that $(u_0, v_0) \in \mathcal{A}^+_{\omega,0}$ for large $\omega > 0$, which gives alternative proof of global existence under the condition (1.13). One can also prove
that if \((u_0, v_0) \in H^1(\mathbb{R}^4) \times H^1(\mathbb{R}^4)\) satisfies (1.14), then \((u_0, v_0) \in \mathcal{A}_{\omega,c}^+\) for small \(\omega > 0\) and small \(|c| > 0\) but \((u_0, v_0) \notin \mathcal{A}_{\omega,c}^+\) any \((\omega, c)\) satisfying (1.10). Therefore, the threshold value \(Q(\phi_{1,0}, \psi_{1,0})\) gives a turning point in the structure of potential wells. We refer to [17] for the related results of nonlinear Schrödinger equations of derivative type.

**Appendix A. Nonexistence results for \(\kappa = 1/2\)**

In this section, we show that nonexistence of nontrivial solutions for (1.15) with \(\kappa = 1/2\) and \(\omega = |c|^2/4\).

**Proposition A.1.** Let \(1 \leq d \leq 5\), \(\kappa = 1/2\), and \(\omega = |c|^2/4\). If \((\phi, \psi)\) is a solution of (1.15) satisfying \((e^{-\frac{\omega}{4}c^2} \phi, e^{-\frac{\omega}{4}c^2} \chi) \in H^1(\mathbb{R}^d) \times \dot{H}^1(\mathbb{R}^d)\) and \(\phi^2(\chi) \in L^1(\mathbb{R}^d)\), then \((\phi, \psi) = (0, 0)\).

**Proof.** We set \((\tilde{\phi}, \tilde{\psi}) := (e^{-\frac{\omega}{4}c^2} \phi, e^{-\frac{\omega}{4}c^2} \chi)\). By \(\kappa = 1/2\) and \(\omega = |c|^2/4\), we see that \((\tilde{\phi}, \tilde{\psi})\) is a solution of the system

\[
\begin{aligned}
\begin{cases}
-\Delta \tilde{\phi} - 2\tilde{\psi} \tilde{\phi} = 0, \\
-\frac{1}{2} \Delta \tilde{\psi} - \tilde{\phi}^2 = 0,
\end{cases}
\end{aligned}
\]

This is equivalent to \(E'(\tilde{\phi}, \tilde{\psi}) = 0\). Therefore, we have

\[
0 = \langle E'(\tilde{\phi}, \tilde{\psi}), (\tilde{\phi}, \tilde{\psi}) \rangle = \|\tilde{\phi}\|_{L^2}^2 + \frac{1}{2} \|\tilde{\psi}\|_{L^2}^2 - 3\Re \int_{\mathbb{R}^d} \tilde{\phi}^2 \tilde{\psi} \, dx.
\]

Now let \(f^\lambda(x) := \lambda^{d/2} f(\lambda x)\) for \(\lambda > 0\), and we see that

\[
0 = \big| \langle E'(\tilde{\phi}, \tilde{\psi}), \partial_\lambda (\tilde{\phi}^2, \tilde{\psi}^2) \rangle_{\lambda = 1} \big| = \partial_\lambda \left( E(\tilde{\phi}^2, \tilde{\psi}^2) \right) \big|_{\lambda = 1}
\]

\[
= \frac{\lambda^2}{2} \|\tilde{\phi}\|_{L^2}^2 + \frac{\lambda^2}{4} \|\tilde{\psi}\|_{L^2}^2 - \lambda^{d/2} \Re \int_{\mathbb{R}^d} \tilde{\phi}^2 \tilde{\psi} \, dx.
\]

Combining (A.2) and (A.3), we have

\[
(d - 6) \left( \|\tilde{\phi}\|_{L^2}^2 + \frac{1}{2} \|\tilde{\psi}\|_{L^2}^2 \right) = 0.
\]

Since \(d \leq 5\), we obtain that \((\tilde{\phi}, \tilde{\psi}) = (0, 0)\). \(\Box\)

**Appendix B. Long time perturbation from semitrivial solutions**

The system (1.12) has semitrivial solutions in the form of \((0, e^{it\Delta} v_0)\). When \(d = 4\), we have the following global result (see [16] when \(d = 3\)).

**Theorem B.1.** For any \(v_0 \in H^1(\mathbb{R}^4)\), there exists \(\varepsilon = \varepsilon(||v_0||_{L^2}) > 0\) such that if \(u_0 \in H^1(\mathbb{R}^4)\) satisfying \(||e^{it\Delta} u_0||_{L^2(\mathbb{R} \times \mathbb{R}^4)} < \varepsilon\), then the \(H^1\)-solution of (1.12) with \((u(0), v(0)) = (u_0, v_0)\) exists globally in time.

This result follows from the long time perturbation lemma in [19, Theorem 2.3]. However, we give a direct proof of Theorem B.1 for the reader’s convenience.
Proof. Given $u_0, v_0 \in H^1(\mathbb{R}^d)$. We only consider the positive time direction. For short, we use the abbreviated notation
\[ \|u\|_{L^3_t(I)} = \|u\|_{L^2(I, L^3_x)}, \quad \|(u, v)\|_{L^3_t(I)} = \|(u, v)\|_{L^2(I, L^3_x \times L^3_y)}. \]
We set $t_0 = 0$ and $I = [0, \infty)$. We split $I$ into a finite number of intervals $I_j = [t_j, t_{j+1}) \subset I$ such that $\|e^{it\Delta}v_0\|_{L^3_t(I_j)} < \delta$, where $\delta$ is determined later. We set
\[ \tilde{v} := e^{it\Delta}v_0, \quad w_1 := u, \quad w_2 := v - \tilde{v}, \]
and
\[ \Phi_1(w_1, w_2) := e^{i(t-t_j)\Delta}w_1(t_j) + 2i \int_{t_j}^t e^{i(t-s)\Delta}(\overline{w_1}(w_2 + \tilde{v}))(s)ds, \]
\[ \Phi_2(w_1, w_2) := e^{i(t-t_j)\Delta}w_2(t_j) + i \int_{t_j}^t e^{i(t-s)\Delta}(w_1^2)(s)ds \]
for $t \in I_j$. We set $K_j := \|e^{i(t-t_j)\Delta}w_1(t_j)\|_{L^3_t(I_j)} + \|e^{i(t-t_j)\Delta}w_2(t_j)\|_{L^3_t(I_j)}$. We note that
\[ K_0 = \|e^{it\Delta}w_1(0)\|_{L^3_t(I_0)} + \|e^{it\Delta}w_2(0)\|_{L^3_t(I_0)} = \|e^{it\Delta}u_0\|_{L^3_t(I_0)} < \varepsilon, \]
where $\varepsilon > 0$ is determined later. We define the set $E_j$ by
\[ E_j = \{ (w_1, w_2) \in L^\infty_t(I_j, L^2(\mathbb{R}^d)) : \|w_1\|_{L^3_t(I_j)} + \|w_2\|_{L^3_t(I_j)} \leq 4K_j \}. \]
Let $(w_1, w_2) \in E_j$. By the Strichartz estimate and the H"older inequality, we have
\[ \|\Phi_1(w_1, w_2)\|_{L^3_t(I_j)} \leq \|e^{i(t-t_j)\Delta}w_1(t_j)\|_{L^3_t(I_j)} + C\|\overline{w_1}(w_2 + \tilde{v})\|_{L^{3/2}_t(I_j)} \]
\[ \leq K_j + C\|w_1\|_{L^3_t(I_j)}(\|w_2\|_{L^3_t(I_j)} + \|\tilde{v}\|_{L^3_t(I_j)}) \]
\[ \leq (1 + 16CK_j + 4C\delta)K_j \]
and
\[ \|\Phi_2(w_1, w_2)\|_{L^3_t(I_j)} \leq K_j + C\|w_1^2\|_{L^{3/2}_t(I_j)} \leq K_j + 16CK_j^2. \]
Therefore we obtain
\[ \|\Phi_1(w_1, w_2)\|_{L^3_t(I_j)} + \|\Phi_2(w_1, w_2)\|_{L^3_t(I_j)} \leq (2 + 32CK_j + 4C\delta)K_j. \]
If we take $K_j$ and $\delta$ such that $32CK_j < 1$ and $4C\delta < 1$, then $\Phi = (\Phi_1, \Phi_2)$ maps $E_j$ to itself. Similarly, we have
\[ \|\Phi(w_1, w_2) - \Phi(w_1', w_2')\|_{L^3_t(I_j)} \leq \frac{1}{2} \|(w_1, w_2) - (w_1', w_2')\|_{L^2_t(I_j)}. \]
Therefore, by Banach’s fixed-point theorem, $\Phi$ has a unique fix point $(w_1, w_2) \in E_j$, i.e., $\Phi(w_1, w_2) = (w_1, w_2)$ on $I_j$. From the integral equation, we have
\[ e^{i(t-t_{j+1})\Delta}w_1(t_{j+1}) = e^{i(t-t_j)\Delta}w_1(t_j) + 2i \int_{t_j}^{t_{j+1}} e^{i(t-s)\Delta}(\overline{w_1}(w_2 + \tilde{v}))(s)ds, \]
\[ e^{i(t-t_{j+1})\Delta}w_2(t_{j+1}) = e^{i(t-t_j)\Delta}w_2(t_j) + i \int_{t_j}^{t_{j+1}} e^{i(t-s)\Delta}(w_1^2)(s)ds. \]
The above argument show that $K_{j+1} \leq 4K_j$. Iterating this, we get $K_j \leq 4^j K_0 < 4^j \varepsilon$. Here we take $\varepsilon > 0$ such that $4^j \varepsilon < 1/32$. Then the above argument works and we get the global $L^2$-solution on $I$. Moreover, we obtain
\[
\|(u, v)\|_{L^3_t(I)} \leq \|(w_1, w_2)\|_{L^3_t(I)} + \|(0, \tilde{v})\|_{L^3_t(I)} \leq C_0 < \infty.
\]

Finally, we give the a priori estimate on $L^\infty_t H^1$. Since $\|(u, v)\|_{L^3_t(I)} < \infty$, we similarly split $I$ into a finite number of time intervals $I_j = [\tau_j, \tau_{j+1})$ ($j = 0, \ldots, J_2 - 1$) such that $\|(u, v)\|_{L^3_t(I_j)} < \tilde{\delta}$, where $\tilde{\delta}$ is determined later. By the Duhamel formula and the Strichartz estimate, we obtain
\[
\|(u, v)\|_{L^3_t(I_j)} \leq C\|(u, v)(\tau_j)\|_{H^1} + \tilde{\delta} C_1 \|(u, v)\|_{L^3_t(I_j)}.
\]
If we take $\tilde{\delta}$ such that $\tilde{\delta} C_1 < 1/2$, we get $\|(u, v)\|_{L^3_t(I_j)} \leq 2\tilde{\delta}\|(u, v)(\tau_j)\|_{H^1}$. Therefore, we obtain
\[
\|(u, v)\|_{L^\infty_t H^1(I)} \leq \|(u, v)(\tau_j)\|_{H^1} + \tilde{\delta} C_2 \|(u, v)\|_{L^3_t(I_j)} \leq (1 + 2\tilde{\delta} C_2)\|(u, v)(\tau_j)\|_{H^1}.
\]
Iterating this, we obtain $\|(u, v)\|_{L^\infty_t H^1(I)} \leq (1 + 2\tilde{\delta} C_2)^{J_2+1}\|(u, v)(0)\|_{H^1} < \infty$, which is the desired estimate. This completes the proof.
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