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The effects of electronic correlations and orbital degeneracy on thermoelectric properties are studied within the context of multi-orbital Hubbard models on different lattices. We use dynamical mean field theory with a modified version of iterative perturbation theory as a solver to calculate the self-energy of the models in wide range of interaction strengths. The Seebeck coefficient, which measures the voltage drop in response to a temperature gradient across the system, shows a non-monotonic behavior with temperature in the presence of strong correlations. This anomalous behavior is associated with a crossover from a Fermi liquid metal at low temperatures to a bad metal with incoherent excitations at high temperatures, and is qualitatively captured by the Kelvin formula but not quantitatively. We find that for interactions comparable to the bandwidth the Seebeck coefficient acquires large values at low temperatures. Moreover, for strongly correlated cases, where the interaction is larger than the bandwidth, the figure of merit is enhanced over a wide range of temperatures because of decreasing electronic contributions to the thermal conductivity. We also find that multi-orbital systems will typically yield larger thermopower and figure-of-merit compared to single orbital models over a temperature range possibly relevant to applications.
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I. INTRODUCTION

The thermoelectric power of materials is a measure of the voltage drop in response to a temperature gradient across the system, so thermoelectric materials can be used to convert heat to electricity, or can alternatively be used for refrigeration. In order to design efficient thermoelectric materials a variety of conflicting properties, such as large electrical conductivity, small thermal conductivity, and large thermopower should be optimized to obtain a large figure-of-merit, $ZT$, where $ZT = S^2 \sigma T / \kappa T$, and $S$, $\sigma$ and $\kappa$ are the Seebeck coefficient (thermopower), electrical conductivity, and thermal conductivity, respectively, and $T$ denotes the absolute temperature. The thermal conductivity is typically composed of two parts: electronic and lattice contributions as $\kappa = \kappa_e + \kappa_l$. As the relation for $ZT$ suggests, reducing the lattice contribution, $\kappa_l$, can enhance the thermoelectric properties. This can be accomplished by nanostructural engineering, which leads to enhanced scattering of phonons at interfaces or by atomic disorder.

A second route to increase the figure-of-merit would be to increase the power factor $S^2 \sigma$, i.e. the numerator of $ZT$, by increasing the thermopower $S$. Since both electrons and holes contribute to carrier transport induced by a temperature gradient but with opposite sign, heavily doped semiconductors (which typically have a large particle-hole asymmetry) yield a large thermopower. In contrast, metals with approximate particle-hole symmetry have vanishingly small thermopower. For a single-band model, increasing the effective mass of carriers enhances the thermopower, as for the nearly free electron gas the Seebeck coefficient is given by $S = (\pi^2 k_B^2 T/3e)(8m^*/h^2)(\pi/3n)^{2/3}$, which immediately implies that strong correlations in narrow bands (which would increase the effective mass) lead to a large thermopower. This is indeed the case for the observed large Seebeck coefficients in transition metal compounds, such as FeSi, Na$_x$CoO$_2$, Sr$_x$La$_{1-x}$TiO$_3$, and FeSb$_2$, with promising values of Seebeck coefficients $S \sim 100 \mu V/K$ at 300 K for Na$_x$CoO$_2$ and a colossal value $S \sim 45 mV/K$ at 12 K for FeSb$_2$. These materials are strongly correlated with an interaction energy scale given by the Hubbard interaction $U$, whose magnitude is usually of the order of or larger than the bandwidth. Hence, it is important to understand which correlated materials may have a large Seebeck coefficient and power factor. Of course, most oxides also have a large thermal conductivity, but the recent developments in growing thin films and engineering heterostructures can significantly reduce the phonon thermal conductivity.

In this work, we revisit the effect of electronic correlations on the thermoelectric properties of solid state systems. In particular, we consider the effect of orbital degeneracy on the thermoelectric properties of strongly correlated systems on different lattices. Lattices with different crystallographic structures will yield different degrees of asymmetry in the density of states (DOS), which will influence the thermopower. A number of previous works have considered particular limiting cases of thermopower such as the atomic limit and/or high temperatures, Here, we will focus on the interesting regime where correlations are of the same order of or larger than the bandwidth over the entire range of temperatures. Earlier works have discussed the degeneracy of magnetic configurations and its role in the large thermopower of Na$_x$CoO$_2$, and Sr$_x$La$_{1-x}$TiO$_3$. The high temperature limit in La$_{1-x}$Sr$_x$VO$_3$ has been studied in Ref.[19], and single band and atomic limits of the Hubbard model have been considered. Besides the thermoelectric properties, many other physical phe-
nomena such as colossal magnetoresistance and triplet superconductivity in La$_{1-x}$Sr$_x$MnO$_3$ and Sr$_2$RuO$_4$, respectively, and superconductivity in iron-based compound LaFeAsO$_{1−y}$F$_y$ are known to be associated with correlated multi-orbital physics.

In this work, we show that the orbital degeneracy can increase the thermopower over a wide range of temperatures possibly relevant to applications. In the models we study here, we assume the magnetic correlations are sufficiently weak that the magnetism is not the driving force behind the metal to insulator transition. Instead, we assume the Hubbard interaction drives a non-magnetic Mott insulating state. With this assumption, the properties of these models can be calculated by use of dynamical mean field theory (DMFT) as detailed in the subsequent sections.

The remainder of the paper is organized as follows. In Sec.II we describe the multi-band Hubbard model we use in our study and detail the relevant aspects of dynamical mean-field theory that we employed. In Sec.III we consider a few single-orbital models that we will use as a benchmark for subsequent multi-orbital models that we present in Sec.IV. Finally, in Sec.V we give our main conclusions and discuss the implications of our work for real materials.

II. MODEL AND METHOD

We consider a multi-orbital Hubbard model in which every site has a few degenerate orbitals. Including intra- and inter-orbital interaction between electrons, the Hamiltonian is

$$H = -\sum_{\langle ij \rangle} t_{m'm}\epsilon_{i\sigma}c_{j\sigma}^\dagger c_{j\sigma} + U\sum_i n_{im\uparrow}n_{im\downarrow} + V\sum_{i,m\neq m'} n_{im\uparrow}n_{im'\downarrow} + V'\sum_{i,m\neq m'} n_{im\uparrow}n_{im'\uparrow}$$

where $m$ and $\sigma$ stand for orbital and spin degrees of freedom, respectively, and the summation over repeated indices are assumed. Here, $V$ and $V'$ are given in terms of the Hubbard interaction $U$ and Hund’s coupling $J$ as $V = U - 2J$ and $V' = V - J$. As we also consider a single band Hubbard model in this work, the latter is simply given by $m = 1$ and $V = V' = 0$.

Because we are interested in the strong interaction limit where the kinetic energy scale set by the hopping integrals $t_{m'm}$ is comparable to the Coulomb interaction energy scale or smaller, a perturbation expansion around the band limit cannot describe the low energy excitations of the system properly. A practical and capable method to handle this regime is dynamical mean-field theory (DMFT). Taking the limit of large coordination number, one can construct a controlled approximation to treat both kinetic and interaction energy scales on the same footing. The basic idea in DMFT is to map the lattice problem onto a single (Anderson-type) impurity model embedded in a bath subjected to a self-consistency condition. Although the general structure of the self-consistency loop is simple, solving the impurity problem is challenging in practice. In fact, in recent years much effort has been made to develop solvers for the impurity problem, leading to Exact Diagonalization (ED), hybridization expansion, continuous time quantum Monte Carlo (QMC) methods, and also approximate methods such as the noncrossing approximation (NCA), renormalization group, slave-particle and perturbative methods. Each of these solvers has its own benefits and short comings. While QMC suffers at zero temperature, ED is applicable at zero temperature but has finite-size issues. Hence, both methods are computationally expensive. Thus, resorting to approximate methods which are physically reasonable and computationally feasible is indispensable. Among approximate methods, the iterative perturbation theory (IPT) is known to be reliable and simple to implement.

In order to have a self-contained discussion, in the following we briefly review the formulation of DMFT for a single band, and its generalization for multi-band models. Since the electrons in the bath are assumed to be noninteracting, the bath Green function is given by the hybridization function $\Delta(\omega_n)$ as follows

$$G(\omega_n) = \frac{1}{\omega_n + \mu_0 - \Delta(\omega_n)}$$

where $\omega_n$ is the Matsubara frequency for fermions, and $\mu_0$ is a fictitious chemical potential of the bath which is determined by imposing sum rules or by other methods. On-site correlations exist on the impurity site leading to a nonzero local self-energy $\Sigma(\omega_n)$. Hence, the Green function of the local impurity $f$ with onsite energy $\epsilon_f$ is

$$G_f^{-1}(\omega_n) = G^{-1}(\omega_n) - \mu_0 - \epsilon_f - \Sigma(\omega_n).$$

Moreover, the lattice Green function is defined as

$$G(\omega_n) = \sum_k \frac{1}{\omega_n - \epsilon_k + \mu - \Sigma(\omega_n)}$$

where $\epsilon_k$ and $\mu$ are the dispersion of noninteracting electrons on the lattice and the chemical potential, respectively. The self-consistency condition connects the impurity and the lattice Green function by imposing $G(i\omega_n) = G_f(i\omega_n)$ and $\mu = -\epsilon_f$. Therefore, we have a closed set of equations which must be iterated until numerical convergence is reached. At half-filling IPT is nothing but second order perturbation in the Hubbard $U$ as $\Sigma(\omega_n) = -U^2 \int_0^\infty \beta e^{-\beta \omega} G^2(\omega) G(-\omega)$. Hence, the self-consistency loop can be easily performed. Note that we do not need to impose sum rules to fix the chemical potentials because at half-filling $\mu_0 = 0$ and $\mu = U/2$. One advantage of IPT is that it can be simply formulated in the real frequency domain by use of the spectral representation of Green functions, namely

$$G(\omega_n) = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \frac{\Delta(\omega')}{\omega_n - \omega'}$$

so one is not required to
perform an analytical calculation, which is a cumbersome and time-consuming task. Hence, throughout we used a real frequency formulation of IPT.

To go beyond half-filling and in order to address the doped systems, a modified version of IPT has been introduced and shown to be quantitatively accurate.\(^{37}\) The scheme is based on an interpolative approach between various correct limits: the high frequency, atomic limit and the weakly interacting limit given by \(\Sigma^{(3)}(\omega)\). The interpolated expression for the self-energy is\(^{37}\)

\[
\Sigma(\omega) = U n + \frac{A \Sigma^{(2)}(\omega)}{1 - B \Sigma^{(2)}(\omega)}, \tag{5}
\]

where \(n\) is the filling, \(A = \frac{n(1-n)}{n_0(1-n_0)\pi^2}\) and \(B = \frac{(1-n)U + \mu_0 - \mu}{n_0(1-n_0)\pi^2}\) are functions of the chemical potentials via \(n_0 = -\frac{1}{\pi} \int_{-\infty}^{\infty} f(\omega)3G(\omega) d\omega\) and \(n = -\frac{1}{\pi} \int_{-\infty}^{\infty} f(\omega)3G(\omega) d\omega\). Here \(f(\omega)\) is the Fermi function. The quantities \(\mu_0\) and \(\mu\) are fixed by the filling and the Friedel sum rule\(^{38}\) or the Luttinger theorem.\(^{39}\) It is argued that by using the relation between double occupancy and the self-energy, \((n_i n_i) = -\frac{1}{\pi} \int_{-\infty}^{\infty} f(\omega)3[\Sigma(\omega)G(\omega)] d\omega/\pi U\), one can significantly improve the results in the strong coupling limit at finite temperature.\(^{40}\) In this case, the results are in good agreement with essentially exact continuous time QMC. Thus, our modified IPT theory solver is expected to be reliable over the full range of temperatures, frequencies, fillings, and Hubbard \(U\) we consider. For the single band model we use the self-energy relation in Eq.(5) to calculate the interacting Green function \(G(\omega)\) in self-consistency loop.

The above interpolative scheme for the self-energy can be extended to the multi-band Hubbard model.\(^{41}\) Doing so, the multi-orbital Hubbard model in Eq.(1) is mapped to a corresponding multi-orbital impurity model. On a single multi-orbital impurity in the atomic limit, where the coupling to the bath is zero, multiple charge states arise due to the inter-orbital interactions \(V\) and \(V'\). All charge states contribute to the structure of the atomic Green function, each with a weight given by many body correlations \((n_{\sigma} n_{\sigma'}...)^\i\).\(^{42}\) Without loss of generality and in order to keep the formalism as simple as possible, in the following we consider a two-band model. Having two orbitals, the Green function will have eight poles, and thus the interpolated self-energy in Eq.(5) is generalized to a continuous fraction\(^{43}\)

\[
\Sigma(\omega) = (U + V + V')n + \frac{C_1 \Sigma^{(2)}(\omega)}{1 + B_1 \Sigma^{(2)}(\omega)} + \frac{C_2 \Sigma^{(2)}(\omega)^2}{1 + B_2 \Sigma^{(2)}(\omega) + C_3 \Sigma^{(2)}(\omega)^2}, \tag{6}
\]

where the coefficients \(B_i\) and \(C_i\) (\(i = 1,..7\)) depend on many body correlations and can be calculated from spectral moments or by use of an approximate method such as the coherent potential approximation.\(^{43}\) A more simplified version of the self-energy can be adopted assuming \(U\) is sufficiently large that fluctuations in the mean charge of the impurity change by no more than one electron.\(^{42}\) However, for maximal quantitative accuracy, in this work we consider the full expression for the self-energy given in Eq.(6).

Having introduced the self-energy for the single and two orbital Hubbard models, we can close the self-consistency loop by following the steps: (i) start with a guess for the hybridization function \(\Delta(\omega)\), (ii) calculate \(\Sigma^{(3)}(\omega)\), (iii) calculate values of \(\mu_0\) and \(\mu\) for a fixed filling by use of sum rules and (iv) update the hybridization function as \(\Delta(\omega) = \omega + \mu - G^{-1}(\omega) - \Sigma(\omega)\).

Once the interacting Green function is calculated, we have all the necessary ingredients to evaluate the transport coefficients that govern the electrical and thermal responses of the model. They are given in terms of current-current correlation functions.\(^{44}\) The explicit expressions within the Kubo formalism are\(^{8}\)

\[
S = \frac{-k_B}{|e|} A_1, \tag{7}
\]

\[
\sigma = \frac{2\pi\epsilon^2}{h} A_0, \tag{8}
\]

\[
\kappa = \kappa_i + \frac{2\pi k^2}{h} T(A_2 - A_1^2), \tag{9}
\]

where \(A_0\) and \(A_1\) are current-current and current-heat correlations, respectively. The correlations are given by\(^{8}\)

\[
A_n = \int_{-\infty}^{\infty} d\omega \beta^n \omega^n (-\frac{\partial f}{\partial \omega}) \Xi(\omega). \tag{10}
\]

Since the self-energy is momentum independent, the transport kernel \(\Xi(\omega)\) is given by

\[
\Xi(\omega) = \int_{-\infty}^{\infty} d\omega \rho(\omega, \epsilon)^2 \Phi(\epsilon), \tag{11}
\]

where the interaction effects are included in the spectral function as \(\rho(\omega, \epsilon) = -\frac{1}{\pi} \Im \frac{1}{\omega + \epsilon - \Sigma(\omega)}\), and \(\Phi(\epsilon)\) is the transport function fully determined by the noninteracting electron dispersion as \(\Phi(\epsilon) = \frac{1}{T} \sum_k \left(\frac{\partial \epsilon_k}{\partial \epsilon}\right)^2 \delta(\epsilon_k - \epsilon)\). Thus, these identifications make it clear how the interactions and information about the noninteracting band structure enter the transport coefficients. We calculated these functions numerically for each lattice we considered. Note that because of the non-interacting nature of \(\Phi(\epsilon)\), it should only be calculated once. For simple cases, such as the hypercubic and Bethe lattices it can also be expressed analytically in terms of integrals of energy weighted by the non-interacting density of states.\(^{45}\)

### III. SINGLE BAND MODELS

In this section we consider single band models on different lattices in two and three dimensions with only nearest
neighbor hopping, denoted by $t$, and we measure all energy scales with respect to it. We start with the Hubbard model on the square lattice whose noninteracting dispersion is $\epsilon_k = -2t(\cos(k_x) + \cos(k_y))$ with lattice constant $a = 1$. The filling fraction is set to $n = 0.85$ corresponding to a (hole) doping $\delta = 0.15$ away from half-filling (where $n = 1$). Thus, the system is in strong correlated regime. For dilute electron density corresponding to lower fillings the transport properties are mainly driven by noninteracting electrons. Fig.1 displays the variation of the Seebeck coefficient and the figure-of-merit with respect to temperature at different values of the Hubbard interaction $U$. We do not consider the phonon contribution to the thermal conductivity; we only consider the contribution of charge carriers to thermal conductivity, so hereafter we take $\kappa_l = 0$.

In Fig.1 it is clearly seen that the correlations enhance the Seebeck coefficient over a wide range of temperatures. In particular, the Seebeck coefficient is maximized when the value of $U$ is of order of the band width. For a square lattice the band width is $W = 8t$ and the maximum occurs at $U/W \sim 1$. This is an interesting result–for cuprates $U \approx 4.0$ eV and $t \approx 0.5$ eV, which then puts them in a category of materials with large Seebeck coefficient. The variation of the Seebeck coefficient at $U = 14t$ and $U = 20t$ is particularly interesting as the system is a Mott insulator at half filling. It shows that the anomalous behavior of the transport functions can be described reasonably well by quasiparticles with a quadratic temperature dependence surviving well above the Fermi temperature scale. We should also emphasize that the values of the Seebeck coefficient for $U = 14t$ are in agreement with the corresponding values calculated by use of CTQMC in Ref.[48], which shows that the modified IPT yields a fairly accurate description of this correlated system. The thermal conductivity decreases with increasing correlations over entire range of temperatures as shown in Fig.2. This reduction give rises to a large figure-of-merit at both low and high temperatures. It becomes zero at the temperature where the Seebeck coefficient changes sign. The sign change of the Seebeck coefficient is an interaction effect not present in the noninteracting ($U = 0$) electron model.

We now turn to three dimensional systems. We first consider the simple cubic lattice. The noninteracting dispersion is $\epsilon_k = -2t(\cos(k_x) + \cos(k_y) + \cos(k_z))$, and we set the (hole) doping level to $\delta = 0.2$ ($n = 0.8$) away from half-filling. We studied the Hubbard model in the full range of interactions from weak to strong. The variation of the Seebeck coefficient and $ZT$ are shown in Fig.3. While at low temperatures the Seebeck coefficient is strongly temperature dependent, it saturates at higher temperatures. Similar to the square lattice, electronic correlations tend to increase the Seebeck coefficient at most temperatures, and at low temperatures the maximum is reached for values of $U$ close to the band width, which then leads to a high figure-of-merit (see inset in Fig.3). As far as high temperature applications are concerned, correlations larger than the band width yield a higher figure-of-merit than the intermediate or weakly correlated states. Note that at low temperatures the value of $U$ where the maximum of the Seebeck coefficient occurs generally depends on the doping level, but we found for a range of doping close to half filling the maximum is reached for $U \sim W$.

We also studied the single band model on the face centered cubic (FCC) lattice with non-interacting dispersion $\epsilon_k = -4t(\cos(k_x)/2 + \cos(k_y)/2 + \cos(k_z)/2 + \cos(k_x/2) + \cos(k_y/2) + \cos(k_z/2))$. We chose an electron density corresponding to filling $n = 0.8$. The results are shown in Fig.4. We find a broad maximum in the magnitude of the Seebeck coefficient which becomes more pronounced as $U$ increases. It has been argued that in the presence of large enough interactions, corresponding to an insulator phase at half-filling, large thermoelectric effects appear at low temperatures. We, however, show that, similar to the thermoelectric properties of square and cubic
The units are in fundamental constants $k_B$, $e$, and $\hbar$. Inset presents the figure of merit $ZT$.

lattices discussed above, the largest Seebeck coefficient occurs for a less correlated state where the interaction is of order of the band width of the noninteracting dispersion. It is clearly seen that the largest Seebeck coefficient is achieved when the $U/W \sim 1$ (note $W=16t$ for the FCC lattice).

**IV. TWO BAND MODELS**

In this section we consider the model Hamiltonian corresponding to Eq. (1) on the lattices studied in the single-band approximation in the preceding section. We consider two degenerate orbitals on each site of the lattice and for the sake of simplicity we assume that the hopping matrix is diagonal in the orbital basis, namely $t_{m,n'} = t\delta_{m,n'}$ implying that there is no direct overlap between orbitals. Of course, the electrons on different orbitals interact via the couplings $V$ and $V'$, which alters the spectral density compared to the one band model because of multiple excited states. The latter excitations introduce new poles in the Green function and make the self energy quite complicated, as in Eq. (6). In the following, we study the effect of multiple excitations on the thermoelectric properties of electronic systems and compare them with the one-band models studied in the previous section.

Fig. 5 shows the results for the square lattice. We consider weakly and strongly correlated cases corresponding to $U = 8t$ and $U = 14t$, respectively. The main plot indicates the comparison with the single-orbital model for strong correlation $U = 14t$: red (circles) and blue (squares) symbols indicate the variation of the Seebeck coefficient for the model with two and one orbital, respectively. The top inset shows the same comparison, but for $U = 8t$. Much like the one-orbital model, the correlations increase the Seebeck coefficient at low temperatures. Note that at this specific doping and at low temperatures, the values of the Seebeck coefficient for the correlated system with $U = 14t$ are larger than the corresponding values for $U = 8t$ in the two band model. This is in contrast with the single-orbital case in the preceding section. Moreover, while at very low temperatures, say $T < 0.1t$, the value of Seebeck is almost the same for both models, it is larger for the two orbital model at higher temperatures $0.1t < T < 0.5t$. This is also clear from the figure-of-merit data shown in inset on bottom of Fig. 5. For intermediate correlations, as shown in the inset on top, the Seebeck coefficient of the two-orbital model is smaller. Hence, it seems that the Seebeck coefficient only exceeds the one-orbital model (at lower temperatures) when the interactions are strong enough. However, at high temperatures $T > 0.5t$ the value of Seebeck coefficient for the one-orbital is found to be generally larger than the two-orbital model. Correspondingly, as seen in the bottom inset of Fig. 5, the value of $ZT$ of the one-orbital model is much larger than that of two-orbital model at high temperatures.

We next compare the Seebeck coefficient of the two-orbital model with the single-orbital model on the cubic lattice. Our results are shown in Fig. 6. Blue down triangles (blue up triangles) and red squares (red solid circles) symbols show the data for single-orbital (two-orbital) model at $U = 18t$ and $U = 24t$, respectively. Unlike the evolution of the Seebeck coefficient in the single-orbital model where the maximum is reached at values of $U$ comparable to band width, in the two-orbital model the Seebeck coefficient is larger for weak correlations. This phenomenon indicates that the multi-excitations due to the multi-orbital nature of the system could play an important role in enhancing thermoelectric properties at low temperatures. In a wide range of temperatures $T \lesssim 0.7t$ the two-orbital model yields a (slightly)
FIG. 5. (Color online) Seebeck coefficient as a function of temperature for one-band and two-band square lattice models. The main plot indicates the results for $U = 14t$: Red solid circles and blue squares stand for two and single band model, respectively. Top inset: Seebeck coefficient versus temperature for $U = 8t$ and color coding (symbols) is the same as main plot. Bottom inset: $ZT$ versus temperature for $U = 14t$ and color coding (symbols) is the same as main plot.

FIG. 6. (Color online) Seebeck coefficient as a function of temperature for cubic lattice. Red squares and blue down triangles encode data at different values of $U = 18t$ (down triangles) and $24t$ (squares) of a single-band model. Plots in bottom encode the data for two band model at different values of $U = 18t$ (blue up triangles) and $24t$ (red solid circles). In the inset we indicate the figure-of-merit $ZT$ only for $U = 24t$: red solid circles and blue triangles for two and one band models, respectively.

At low temperatures, $T < \sim 0.4t$, the single-band model yields a larger Seebeck coefficient than the two band model. But in a temperature window $0.4t < T < \sim 1.0t$ the values of the coefficient for the two-orbital model exceed the single-band model. As the temperature rises both the Seebeck coefficient and $ZT$ (see bottom inset in Fig.7) for the single-orbital model shows higher values than the two-orbital model.

Taking all the lattice models together, if we estimate $t \sim eV$, then we expect significantly enhanced figure-of-merits for multi-orbital models in the temperature ranges of a few hundred Kelvin, which may be practical for applications. When spin-orbit ad crystal field effects are taken into account, it appears that “sweet spots” of enhanced figure-of-merit appear in the parameter space of multi-orbital models. 49

V. CONCLUSIONS AND DISCUSSION

In this work we presented results for thermal transport properties for a variety of strongly correlated electron models on different lattices. In particular, we found the Seebeck coefficient (which measures the drop of voltage across a system due to a temperature gradient) in general has a non-monotonic temperature dependence, and even changes sign as a function of temperature. In order to calculate the figure-of-merit $ZT$, we also calculated other transport coefficients such as the electrical and thermal conductivities. We used a multi-orbital Hubbard model as a prototype to address the effect of correlations and orbital degeneracy on the transport coefficients. We used DMFT with a modified IPT as the impurity solver to calculate the single-particle interacting Green function. The spectral density is then used to calculate the appropriate

larger Seebeck coefficient than the single-band model. However, at higher temperatures both the Seebeck coefficient and $ZT$ (see inset in Fig.6) of the single-orbital model become larger than the corresponding values of two-orbital model. Nevertheless, over a range of temperatures, $0 \lesssim T \lesssim 0.8t$, the figure-of-merit is significantly enhanced for the two-band model.

Fig.7 compiles the same set of data on the FCC lattice. Blue squares and red solid circles symbols in main and also in insets stand for the one-orbital and the two-orbital model, respectively. The main plot presents the data for $U = 16t$ and the top inset includes the data for $U = 8t$. 
transport coefficients for both the single and two-orbital models.

The results presented in Secs. III and IV, though for different lattices, have some common features. For all cases the Seebeck coefficient shows a non-monotonic behavior with temperature. The same non-monotonic behavior is observed for Bethe lattice.\textsuperscript{50} At very low temperatures the Seebeck coefficient is almost linear with respect to temperature. This is expected as low the temperature expansion of Eq.(10) yields an expression for the Seebeck coefficient linear in $T$. In this limit the Seebeck coefficient can be interpreted as the logarithmic derivative of the transport function with respect to the effective chemical potential,\textsuperscript{6}

$$S \simeq -\frac{k_B}{e} \left( \frac{k_B T}{Z} \frac{d \ln \Phi(\varepsilon)}{d\varepsilon} \right)_{\varepsilon=\tilde{\mu}},$$

(12)

where $\tilde{\mu} = \mu - \Re \Sigma(0)$ is effective chemical potential and $Z$ is quasiparticle residue. Moreover, as all plots suggest, the slope of Seebeck coefficient at zero temperature increases with interaction. This is already evident from the dependence of the Seebeck coefficient on the quasiparticle residue $Z$: the smaller $Z$ due to correlations, the larger the Seebeck coefficient and the figure-of-merit.

With increasing temperature the Seebeck coefficient becomes more negative and passes through a minimum. The appearance of such minimum is seen in all correlated cases we studied. The temperature at which this minimum appears, $T_{\text{min}}$, approximately corresponds to the temperature where a peak appears in the specific heat.\textsuperscript{51} Indeed, the appearance of a minimum in the Seebeck coefficient is a signature of the thermal destruction of the coherent Fermi liquid state that exists at low temperatures or perhaps a crossover to state with resilient quasiparticle.\textsuperscript{52} This latter phase is still characterized by well defined quasiparticle excitations but with pronounced particle-hole asymmetry between electron-like and hole-like excitation lifetimes which make the transport properties of the system anomalous.\textsuperscript{53} The values of $T_{\text{min}}$ also shift to lower temperatures by enhancing the interactions. Due to correspondence between the minimum in the Seebeck coefficient and the peak in the specific heat, $T_{\text{min}}$ signals the Kondo scale, i.e. $T_{\text{min}} \sim T_k$. The Kondo temperature $T_k$ scales exponentially with interaction $U$ as $T_k = \sqrt{\frac{2\Delta}{\pi e}} e^{-\frac{\Delta}{2J}}$,\textsuperscript{54–56} where $\Delta$ is the renormalization width depending on the hybridization of the impurity to the bath $V_k$ as $\Delta = \frac{\pi}{\varepsilon} \sum_k |V_k|^2 \delta(\varepsilon_k - \mu)$. Thus, it is seen that for strong correlations $T_k$ shifts to lower temperatures. Additional arguments based on thermodynamic considerations appear to explain some aspects of qualitative trends, but not numerical values or details.\textsuperscript{57}

Besides the appearance of a minimum in the Seebeck coefficient and its shift to lower temperatures, the change of its sign at some intermediate temperature is also a common feature of all correlated states. In non-interacting systems, the sign of the Seebeck coefficient is determined by the type of carriers dominating the transport properties. However, in the presence of correlations the Seebeck coefficient can change sign.\textsuperscript{58} At low temperatures the transport properties are mainly dominated by electrons. By increasing the temperature, the spectral weight is transferred to the lower Hubbard band making the holes the dominant carriers. At high temperature the quasiparticle peak has almost disappeared and the incoherent carriers dominate the transport. The change in the sign of the Seebeck coefficient could also occur at a fixed temperature by changing the doping. In the latter case the particle-hole symmetry is restored upon doping in the presence of strong correlations.\textsuperscript{47} At the particle-hole symmetric point the Seebeck coefficient vanishes due to equal contribution of both types of carriers. Thus, the Seebeck coefficient will have opposite sign at slightly above or below the doping at which the particle-hole symmetry is restored. In almost all plots it is seen that the Seebeck coefficient becomes saturated at values of order $k_B/e$ at high temperatures where the incoherent regimes sets in. In this limit the Seebeck coefficient essentially measures the entropy per particle and is independent of temperature.\textsuperscript{5} We have verified that the Kelvin formula\textsuperscript{29} qualitatively captures the trends with temperature and interactions in the Hamiltonians we study, but it is numerically rather poor except at very low and very high temperatures.

We also considered the effect of explicitly including a Hund's coupling $J$ to Eq.(1) and found that it slightly increased the Seebeck coefficient at temperatures less the hopping $t$, but tended to decrease it at higher temperatures. The overall features, such as the sign change with temperature and dip for $T < t$, remained unchanged.

Hence, the anomalous behavior of the Seebeck coefficient and also the other thermoelectric coefficients can be traced back to different regimes of the metallic phase. Indeed, the transport properties of the correlated sates are modified due to passing through two crossovers: At very low temperatures, the Fermi liquid with well defined quasiparticles dominates the transport. Increasing the temperature drives the system to an intermediate metallic phase where the quasiparticles are still well defined but with an anomalous scattering rate evading Fermi liquid theory.\textsuperscript{48,52} The quasiparticles of this latter metallic phase then become completely incoherent at high temperatures.
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