This paper studies one-sided hypothesis testing under random sampling without replacement. That is, when \( n + 1 \) binary random variables \( X_1, \ldots, X_{n+1} \) are subject to a permutation invariant distribution and \( n \) binary random variables \( X_1, \ldots, X_n \) are observed, we have proposed randomized tests with a randomization parameter for the upper confidence limit of the expectation of the \( (n+1) \)th random variable \( X_{n+1} \) under a given significance level \( \delta > 0 \). Our proposed randomized test significantly improves over deterministic test unlike random sampling with replacement.

1. Introduction. This paper discusses one-sided hypothesis testing for random sampling without replacement. Assume that \( n + 1 \) binary random variables \( X_1, \ldots, X_{n+1} \) are generated according to random sampling without replacement. The task of this paper is to verify whether the expectation of the \( (n+1) \)th binary random variable \( X_{n+1} \) is smaller than a threshold \( \epsilon \) when \( n \) observations \( X_1, \ldots, X_n \) are given. We investigate this problem under the framework of statistical hypothesis testing, i.e., we study the upper confidence limit for the above expectation under a given significance level \( \delta > 0 \). In the case of random sampling with replacement, the optimal test has been well studied. In the optimal test, the decision should be made based on whether \( K \) is larger or smaller than a certain threshold \( k(n, \delta) \) [9], where \( K \) denotes the number of observed outcome 0 among \( X_1, \ldots, X_n \). Only when \( K \) is equal to the threshold \( k(n, \delta) \), a randomized decision is needed. That is, the improvement by a randomized decision is incremental.

When the random variables \( X_1, X_2, \ldots, X_{n+1} \) are generated in a natural setting, we can assume that they are drawn with replacement. Suppose we have \( n + m \) random variables \( X_1, \ldots, X_{n+m} \) and \( n \) observations, and we are interested in the expectation of the remaining \( m \) variables. If \( n \) and \( m \) go to infinity, we can use normal approximation, which allows us to handle our problem in a similar way as the case with normal distribution.

However, when the random variables \( X_1, \ldots, X_{n+1} \) are controlled by an adversarial player and we have only one remaining variable, we cannot assume random sampling with replacement, and need to consider that they are generated according to random sampling without replacement. The hypothesis testing in this case has not been studied sufficiently. This case requires us to discuss the problem in a different way. Such a problem setting occurs very frequently when we consider a cryptographic setting. In particular, our companion paper [10] applies the results obtained in this paper to the verification of blind quantum computation based on the relation pointed in [5] although quantum key distribution is related to the case when \( n \) and \( m \) increase simultaneously [6]. In addition, it is expected that it appears in adversarial machine learning [13].

In this paper, to address this problem, we introduce a randomized test that makes a randomized decision by using a randomization parameter \( 0 \leq \lambda < 1 \) when the outcome \( K \) is
greater than a certain threshold \( l \). That is, our randomized test makes deterministic decision when the outcome \( K \) is not greater than the certain threshold \( l \). This randomized test with parameter \( 0 < \lambda < 1 \) significantly improves over the deterministic test. For example, when the significance level \( \delta > 0 \) is exponentially small in \( n \), the upper confidence limit for the expectation of \( X_{n+1} \) is always the trivial value 1, i.e., any deterministic test cannot provide a nontrivial value. However, the above randomized test provides a nontrivial value for the upper confidence limit even with an exponentially small significance level \( \delta \) in \( n \). We study the asymptotic behavior of the performance of this new randomized test under two regimes depending on the behavior of the threshold \( l \). One is the constant regime where the threshold \( l \) is a constant. The other is the linear regime where the threshold \( l \) increases in proportion to \( n \). Under both regimes, we show that our randomized tests significantly improve over deterministic tests.

The rest of this paper is organized as follows. Section 2 formulates our problem setting and introduces our new randomized test based on the randomization parameter \( 0 \leq \lambda < 1 \). It also presents preliminary results that illustrate the advantage of our randomized test, while their proofs will be given in Section 6.2 and Appendix C. Section 3 presents the asymptotic characterizations under the linear regime. Section 4 considers the probability of detecting a given upper confidence limit for the independent and identically distributed (iid) case under the constant regime. To show our results, Section 6 introduces a new approach to calculate the upper confidence limit for the expectation of \( X_{n+1} \). Section 7 presents brief proofs of theorems stated in Sections 3 and 5. Section 8 gives the conclusion. Several auxiliary lemmas are given in Appendices A and B.

2. Problem setting.

2.1. Formulation. We consider \( n+1 \) binary random variables \( X_1, \ldots, X_{n+1} \) that take values in \( \{0,1\} \) and are subject to a joint distribution \( P_{X_1,\ldots,X_{n+1}} \). By randomly drawing \( n \) samples \( Y_1, \ldots, Y_n \) without replacement from \( X_1, \ldots, X_{n+1} \), we would like to estimate the marginal distribution of the remaining binary variable \( Y_{n+1} \). To characterize this problem, we introduce the set \( S_{n+1} \) of permutations on \([n+1] := \{1, \ldots, n+1\} \). The joint distribution \( P_{Y_1,\ldots,Y_{n+1}} \) of \( Y_1, \ldots, Y_{n+1} \) is given as

\[
P_{Y_1,\ldots,Y_{n+1}}(y_1, \ldots, y_{n+1}) = \sum_{\sigma \in S_{n+1}} \frac{1}{(n+1)!} P_{X_{\sigma(1)},\ldots,X_{\sigma(n+1)}}(y_1, \ldots, y_{n+1}).
\]

Denote the set of permutation invariant distributions on \([n+1] \) by \( Q_{n+1} \), then the joint distribution \( P_{Y_1,\ldots,Y_{n+1}} \) can be considered as an arbitrary element of \( Q_{n+1} \).

Our problem setting is formulated as follows. Suppose \( n \) observed variables \( Y_1, \ldots, Y_n \) are \( y_1, \ldots, y_n \), our task is to estimate the conditional distribution \( P_{Y_{n+1}|Y_1,\ldots,Y_n}(y_{n+1}|y_1,\ldots,y_n) \). For each observed variable \( Y_i \), the observation outcome \( Y_i = 0 \) is labeled as a “success” and the outcome \( Y_i = 1 \) is labeled as a “failure”. Since \( P_{Y_1,\ldots,Y_{n+1}} \) is permutation invariant, the above conditional distribution \( P_{Y_{n+1}|Y_1,\ldots,Y_n} \) depends only on the random variable \( K \) that describes the number of failures among the \( n \) observations \( Y_1, \ldots, Y_n \). Hence, we discuss only the conditional distribution \( P_{Y_{n+1}|K} \). Since \( Y_{n+1} \) is a binary variable taking values in \( \{0,1\} \), it suffices to estimate the conditional probability \( P(Y_{n+1} = 1|K \leq k) \) for each realization \( k \).

Now, we discuss this problem in the framework of one-sided hypothesis testing with significance level \( \delta \). That is, we estimate the upper bound of \( P(Y_{n+1} = 1|K \leq k) \) under the significance level \( \delta \). One simple method is considering the maximum as

\[
\tau_0(k,n,\delta) := \max_{Q \in Q_{n+1}} \{Q(Y_{n+1} = 1|K \leq k)|Q(K \leq k) \geq \delta\},
\]
which is called the upper confidence limit. That is, we can guarantee that the conditional probability \( P(Y_{n+1} = 1|K \leq k) \) is not greater than the upper confidence limit \( \tau_0(k, n, \delta) \) under the significance level \( \delta \). Here the threshold \( k \) denotes the number of allowed failures.

As shown in Section 6.2, the upper confidence limit \( \tau_0(k, n, \delta) \) reads

\[
\tau_0(k, n, \delta) = \begin{cases} 
\frac{(k+1)(n+1-k)-\delta(n+1)}{\delta(n-k)(n+1)} & \text{when } \delta \geq \frac{k+1}{n+1}, \\
1 & \text{when } \delta < \frac{k+1}{n+1}.
\end{cases}
\]

Eq. (3) shows that when the significance level \( \delta \) is smaller than \( \frac{1}{n+1} = \min_{k \geq 0} \frac{k+1}{n+1} \), we cannot make any nontrivial upper confidence limit for the conditional probability \( P(Y_{n+1} = 1|K \leq k) \) for any integer \( k = 0, 1, \ldots, n \). That is, it is impossible to realize an exponentially small significance level with respect to \( n \) for any nontrivial upper confidence limit.

Fortunately, this problem can be resolved by introducing a randomized test. To be specific, we consider the following artificial noise before our data processing. In stead of \( Y_1, \ldots, Y_n \), we focus on \( n \) variables \( \tilde{U}_1, \ldots, \tilde{U}_n \) with the following conditional distribution \( P_{\tilde{U}_i|Y_i} \):

\[
P_{\tilde{U}_i|Y_i}(0|0) = 1, \quad P_{\tilde{U}_i|Y_i}(1|0) = \lambda, \quad P_{\tilde{U}_i|Y_i}(1|1) = 1 - \lambda,
\]

where \( 0 \leq \lambda < 1 \) is the randomization parameter. For convenience, we define \( \nu := 1 - \lambda \). The outcome \( \tilde{U}_i = 0 \) is labeled as a “success” and the outcome \( \tilde{U}_i = 1 \) is labeled as a “failure”. Denote the number of failures among \( U_1, \ldots, U_n \) by the random variable \( L \), which satisfies the following conditional distribution \( P_L|K \):

\[
P_L|K(l|k) = \begin{cases} 
0 & \text{when } l > k, \\
\binom{k}{l} \frac{\lambda^l (1-\lambda)^{k-l}}{\nu} & \text{when } l \leq k,
\end{cases}
\]

which implies \( L \leq K \). Then, instead of \( \tau_0(k, n, \delta) \), we consider

\[
\tau_\lambda(l, n, \delta) := \max_{Q \in \mathcal{Q}_{n+1}} \{Q(Y_{n+1} = 1|L \leq l)|Q(L \leq l) \geq \delta\},
\]

where the threshold \( l \) denotes the number of allowed failures. When \( K \leq l \), the relation \( L \leq K \) guarantees that the probability \( P(Y_{n+1} = 1) \) under the observed condition is not greater than the upper limit. Otherwise, we make a randomized decision. Note that \( \tau_\lambda(l, n, \delta) \) is the special case of \( \tau_\lambda(l, n, \delta) \) with \( \lambda = 0 \). This method guarantees that the conditional probability \( P(Y_{n+1} = 1|L \leq l) \) is not greater than \( \tau_\lambda(l, n, \delta) \) under the significance level \( \delta \).

The one-sided hypothesis testing introduced above plays a crucial role in the task of verifying quantum states in the adversarial scenario (QSVadv) [15, 16]. In QSVadv, one aims to ensure that the quantum state on one system has sufficiently high fidelity with the target state by performing \( n \) measurements on other systems. So far, only the verification protocol with \( l = 0 \) has been studied in literature. The performance with general \( l > 0 \) is still not clear.

To see how our new method with \( \lambda > 0 \) realizes exponentially small significance level, we set \( l = 0 \). For \( z \in \{0, 1, \ldots, n+1\} \), let \( \delta := \delta_z := \frac{(n+1)z(1-z)\lambda^{n+z-1}}{n+1} \), then we have

\[
\tau_\lambda(0, n, \delta_z) = \frac{z}{z + (n-z+1)\lambda}.
\]

Eq. (7) follows from Eq. (57) in Ref. [16], and a simple proof is also given in Appendix C. Since \( \delta_z \) has a similar behavior as \( \lambda^z \), this equation shows that the above randomized test can realize nontrivial statement even with exponentially small significance level. So randomized tests can significantly outperform deterministic tests.

By contrast, randomized tests are not necessary to achieve exponentially small significance level for iid variables. To see this, we define the upper confidence limit in the respective setting as follows;

\[
\tau_{\text{iid}}(k, n, \delta) := \max_{Q \in \mathcal{Q}_{\text{iid}, n+1}} \{Q(Y_{n+1} = 1|K \leq k)|Q(K \leq k) \geq \delta\},
\]
where $Q_{\text{iid},n+1}$ is the set of independent and identical distributions on $[n+1]$. We denote the independent and identical distribution on $[n+1]$ where the probability of the event $Y_i = 1$ is $\theta$, by $P^n_{\theta}$. Hence, $Q_{\text{iid},n+1}$ can be written as $\{P^n_{\theta}\}_{\theta \in [0,1]}$, which implies that

$$\tau_{\text{iid}}(k, n, \delta) = \max_{\theta \in [0,1]} \{\theta | P^n_{\theta}(K \leq k) \geq \delta\}. \tag{9}$$

As shown in Sections 3 and 5, $\tau_{\text{iid}}(k, n, \delta)$ has nontrivial values even when the significance level $\delta$ is exponentially small with respect to $n$.

2.2. Frequently used notations. In preparation for further discussions, here we introduce a few more notations, which will be frequently used throughout the paper.

Let $\mathbb{Z}^2$ the set of integers larger than or equal to $j$. For $0 \leq p \leq 1$ and $z, l, j \in \mathbb{Z}^2$, let

$$b_{z,j}(p) := \left(\begin{array}{c} z \\ j \end{array}\right)p^j(1-p)^{z-j}, \quad B_{z,l}(p) := \sum_{j=0}^{l} b_{z,j}(p) = \sum_{j=0}^{l} \left(\begin{array}{c} z \\ j \end{array}\right)p^j(1-p)^{z-j}. \tag{10}$$

Here it is understood that $b_{z,j}(p) = 0$ whenever $j \geq z + 1$, and $x^0 = 1$ even if $x = 0$. If there is no danger of confusions, we shall use $b_{z,l}$ and $B_{z,l}$ as shorthand for $b_{z,l}(\nu)$ and $B_{z,l}(\nu)$, respectively. Define

$$\Delta_{z,l} := B_{z,l} - B_{z+1,l}, \quad z, l = 0, 1, 2, \ldots \tag{11}$$

For $0 < \delta \leq 1$, define

$$z^*(l, \delta, \lambda) := \min\{z \in \mathbb{Z}^2 | B_{z,l} \leq \delta\}, \quad z_*(l, \delta, \lambda) := z^*(l, \delta, \lambda) - 1. \tag{12}$$

Here $z^*(l, \delta, \lambda)$ and $z_*(l, \delta, \lambda)$ are well defined because $B_{l,l}(\nu) = 1$, $\lim_{z \to \infty} B_{z,l}(\nu) = 0$, and that $B_{z,l}(\nu)$ is nonincreasing in $z$ for $z \geq l$ according to Lemma A.1. In this paper we shall frequently use $z^*$ and $z_*$ as shorthand for $z^*(l, \delta, \lambda)$ and $z_*(l, \delta, \lambda)$, respectively.

The standard normal density function reads

$$\phi(x) := \frac{1}{\sqrt{2\pi}} e^{-x^2/2}, \tag{13}$$

and its distribution function reads

$$\Phi(x) := \int_{-\infty}^{x} \phi(t) dt. \tag{14}$$

The function $\Phi^{-1}(x)$ is defined as the inverse function of $\Phi(x)$. For $0 \leq p, q \leq 1$, the relative entropy between two binary non-negative vectors $(p, 1-p)$ and $(q, 1-q)$ reads

$$D(p||q) := p \ln \frac{p}{q} + (1-p) \ln \frac{1-p}{1-q}. \tag{15}$$

For $x \geq 0$ and $k \in \mathbb{Z}^2$, the Poisson cumulative distribution function reads

$$\text{Pois}(k, x) := e^{-x} \sum_{j=0}^{k} \frac{x^j}{j!}. \tag{16}$$

For $0 < \delta < 1$ and $k \in \mathbb{Z}^2$, define $t_{P}(k, \delta)$ as the unique solution of $t$ to the equation

$$\text{Pois}(k, t) = \delta, \quad t \geq 0. \tag{17}$$

Note that $t_{P}(k, \delta)$ is well defined because $\text{Pois}(k, 0) = 1$, $\lim_{t \to \infty} \text{Pois}(k, t) = 0$, and that $\text{Pois}(k, t)$ is monotonically decreasing in $t$ for $t \geq 0$ according to Lemma A.7.
For $\gamma \geq 0$ and $0 < x < 1$, define $t_D(\gamma, x)$ as the unique solution of $t$ to the equation

$$tD(\frac{\gamma}{t} || x) = 1,$$

$$t \geq \frac{\gamma}{x}.$$  

Note that $t_D(\gamma, x)$ is well defined because $D(x || x) = 0$, $D(0 || x) = -\ln(1 - x)$, and that $D(\gamma/t || x)$ is nondecreasing in $t$ for $t \geq \gamma/x$ thanks to Lemma A.6.

For $0 \leq s < 1$ and $r > 0$, define $\epsilon_D(s, r)$ as the unique solution of $\epsilon$ to the equation

$$r = D(s || \epsilon), \quad 0 \leq s \leq \epsilon < 1.$$  

Similarly, for $0 < \epsilon < 1$ and $0 < r \leq -\ln(1 - \epsilon)$, define $s_D(\epsilon, r)$ as the unique solution of $s$ to (19). Both $\epsilon_D(s, r)$ and $s_D(\epsilon, r)$ are well defined according to Lemma A.6.

2.3. Properties of the upper confidence limit. Here we summarize some basic properties of the upper confidence limit. In particular, Lemma 2.2 provides useful bounds for $\tau_0(k, n, \delta)$, $\tau_\lambda(l, n, \delta)$, and $\tau_{\text{iid}}(k, n, \delta)$; and Proposition 2.1 clarifies the monotonicities of $\tau_{\text{iid}}(k, n, \delta)$. The monotonicities of $\tau_\lambda(k, n, \delta)$ will be clarified later in Proposition 6.5 after several preparations. Proposition 2.1 and Lemma 2.2 are proved in Appendices D and E, respectively.

**Proposition 2.1.** Suppose $0 < \delta \leq 1$, $n, k \in \mathbb{Z}^{\geq 0}$, and $n > k$. Then $\tau_{\text{iid}}(k, n, \delta)$ is nonincreasing in $\delta$ for $0 < \delta \leq 1$, nonincreasing in $n$ for $n \geq k + 1$, and nondecreasing in $k$ for $0 \leq k \leq n - 1$.

**Lemma 2.2.** Suppose $0 < \delta \leq 1/2$, $k, l, n \in \mathbb{Z}^{\geq 0}$, $n > k$, $n > l$. In the iid case, we have

$$\tau_{\text{iid}}(k, n, \delta) \geq \tau_{\text{iid}}(k, n, 1/2) > \frac{k}{n}.$$  

As its generalization, for $0 \leq \lambda < 1$ we have

$$\tau_\lambda(l, n, \delta) \geq \tau_\lambda(l, n, 1/2) \begin{cases} = \frac{1}{\lambda n} & \text{when } l \geq \nu n, \\
> \frac{l}{\nu n} & \text{when } l < \nu n. \end{cases}$$  

In addition, when $\lambda = 0$, we have

$$\tau_0(k, n, \delta) > \frac{k}{n\delta}$$  

for $k/n < \delta \leq 1/2$.

3. Asymptotic evaluations in the linear regime. We consider two types of asymptotic regimes. In the first type, the number $l$ of allowed failures is proportional to $n$, and we take the limit $n \to \infty$. That is, we set the number of allowed failures $l$ to be $[sn/n]$, where $0 \leq s < 1$. In the iid setting, this regime leads to the central limit theorem. We call it the linear regime, and assume it in this section.

3.1. Preparations. To discuss the linear regime, we prepare the function $\psi(\delta)$ as

$$\psi(\delta) := \frac{\phi(\Phi^{-1}(\delta))}{\delta \Phi^{-1}(\delta)},$$

which takes a central role for our analysis on $\tau_\lambda([sn/n], n, \delta)$. This quantity can be approximated as

$$\psi(\delta) \approx -B(1 - e^{c\Phi^{-1}(\delta)})^{-1},$$

where $B = 1.135$ and $c = \frac{1.98}{\sqrt{2}} [8, 14]$. 

When \( x \geq 0 \), the function \( \eta(x) := \frac{x \Phi(x)}{\phi(x)} \) satisfies the condition \( \frac{d\eta(x)}{dx} > 0 \). Hence, \( \psi(\delta) \) is strictly decreasing in \( \delta > 1/2 \). Since \( \lim_{\delta \to \frac{1}{2}^-} \psi(\delta) = +\infty \) and \( \lim_{\delta \to -\infty} \psi(\delta) = +0 \), we can define \( \psi^{-1} \) on \( \mathbb{R}^+ \) with the range \((1/2, 1)\). Then, we define the function

\[
C(\lambda, s, \delta) := \sqrt{(1 - \lambda)s(1 - s)} \Phi^{-1}(\delta) \left[ \psi(\delta) - \frac{\lambda}{(1 - \lambda)(1 - s)} \right]
\]

(25)

\[
= \sqrt{s(1 - s)} \Phi^{-1}(\delta) \left[ \sqrt{\frac{1 - \lambda}{\lambda}} \psi(\delta) - \sqrt{\frac{\lambda}{1 - \lambda}} \frac{1}{1 - s} \right],
\]

where \( \Phi(x) \) and \( \phi(x) \) are defined in (13) and (14), respectively. When \( s \leq 1 \), the value \( C(\lambda, s, \delta) \) is non-negative for \( \delta \leq \psi^{-1}(\frac{\lambda}{(1 - \lambda)(1 - s)}) \). Its minimization over \( \lambda \) is given as

\[
\inf_{\lambda \in (0, 1)} C(\lambda, s, \delta) = \begin{cases} 2 \sqrt{-s(1 - s) \Phi^{-1}(\delta) \phi(\Phi^{-1}(\delta))} & \text{when } \delta \leq \frac{1}{2} \\ -\infty & \text{otherwise.} \end{cases}
\]

(26)

When \( \delta \leq \frac{1}{2} \), due to the relation of the arithmetic-geometric means, the above minimum value is attained when \( \sqrt{\frac{1 - \lambda}{\lambda}} \psi(\delta) = -\sqrt{\frac{\lambda}{1 - \lambda} \frac{1}{1 - s}} \), i.e., \( \lambda = \frac{(1 - s)\psi(\delta)}{(1 - s)\psi(\delta) - 1} \) because the minimum is calculated as

\[
\min_{\lambda \in (0, 1)} \sqrt{s(1 - s)} \Phi^{-1}(\delta) \left[ \sqrt{\frac{1 - \lambda}{\lambda}} \psi(\delta) - \sqrt{\frac{\lambda}{1 - \lambda}} \frac{1}{1 - s} \right]
\]

\[
= -2 \sqrt{s(1 - s)} \Phi^{-1}(\delta) \sqrt{\left[ -\sqrt{\frac{1 - \lambda}{\lambda}} \psi(\delta) \cdot \sqrt{\frac{\lambda}{1 - \lambda}} \frac{1}{1 - s} \right]}
\]

\[
= -2 \sqrt{s(1 - s)} \Phi^{-1}(\delta) \sqrt{-\psi(\delta)} = 2 \sqrt{-s(1 - s) \Phi^{-1}(\delta) \phi(\Phi^{-1}(\delta))}.\]

When \( \delta > \frac{1}{2} \), the infimum is realized when \( \lambda \to 1 \).

3.2. Upper confidence limit. In the linear regime, according to (21) of Lemma 2.2, when \( 0 < \delta \leq 1/2 \) and \( 0 \leq s < 1 \), we have the following relation:

\[
\varepsilon_\lambda([sn], n, \delta) > s.
\]

(27)

Hence, our interest is the difference between \( \varepsilon_\lambda([sn], n, \delta) \) and \( s \).

**THEOREM 3.1.** We consider the linear regime.

(a) We fix \( 0 \leq s < 1, 0 < \delta < 1, \) and \( 0 < \lambda < 1 \). When \( s \leq \delta \) and \( n \) goes to infinity, we have

\[
\varepsilon_0([sn], n, \delta) = \frac{s}{\delta} + \left( \frac{1 - s + s^2 - \delta}{\delta(1 - s)} + \frac{v_n}{n} \right) \frac{1}{n} + O\left( \frac{1}{n^2} \right),
\]

(28)

where \( v_n := [sn] - sn \leq 1 \). When \( s > \delta \) and \( n \) is sufficiently large, we have

\[
\varepsilon_0([sn], n, \delta) = 1.
\]

When \( n \) goes to infinity, we have

\[
\varepsilon_\lambda([\nu sn], n, \delta) = s + C(\lambda, s, \delta) \sqrt{\frac{1}{n}} + O\left( \frac{1}{n} \right).
\]

(30)

The coefficient \( C(\lambda, s, \delta) \) takes a non-negative value when \( \delta \leq \psi^{-1}(\frac{\lambda}{(1 - s)\nu(1 - \delta)}) \). That is, it is a positive number in a realistic situation.
(b) Suppose \( \delta = e^{-rn} \) for a certain constant \( r > 0 \). We fix \( 0 \leq s < 1, r > 0, \) and \( 0 < \lambda < 1 \). When \( n \) goes to infinity we have

\[
\begin{align*}
(31) & \quad \tau_0([sn], n, \delta = e^{-rn}) = 1, \\
(32) & \quad \tau_{\lambda}([\nu sn], n, \delta = e^{-rn}) = \begin{cases} \\
1 & r > D(s\nu\|\nu), \\
E_{\lambda,s}(r) + o(1) & 0 < r \leq D(s\nu\|\nu),
\end{cases}
\end{align*}
\]

where

\[
(33) \quad E_{\lambda,s}(r) := \frac{r \text{rt}_D(\frac{\nu s}{r}, \nu) - \nu s}{\lambda - \nu s + \nu \text{rt}_D(\frac{\nu s}{r}, \nu)}.
\]

The comparison between (30) and (28) leads to an advantage of our randomized test. Eq. (30) shows that the upper confidence limit attains \( s \) for \( \delta > 0 \) and \( \lambda > 0 \) while (28) shows that it is impossible for \( \delta > 0 \) and \( \lambda = 0 \). That is, to achieve the upper confidence limit \( s \), we need to choose non-zero \( \lambda \).

Eqs. (29) and (31) are shown by the substitution of \( sn \) into \( k \) at (3) with the asymptotic expansion for \( n \). The derivation of Eq. (28) is slightly complicated. We choose \( s_n \) as \( s_n = \lfloor sn \rfloor / n \). Hence, \( 0 \leq s_n - s = v_n / n \leq 1/n \). The substitution of \( sn \) into \( k \) at (3) with the asymptotic expansion for \( n \) implies that

\[
(34) \quad \tau_0([sn], n, \delta) = \frac{s_n}{\delta} + \frac{1 - s_n + s_n^2 - \delta}{\delta(1 - s_n)} \frac{1}{n} + O\left(\frac{1}{n^2}\right),
\]

Substituting \( s_n = s + v_n / n \) in (34), we obtain (28). Eqs. (30) and (32) will be shown in Section 7.1 after several preparations.

Eq. (30) shows that the term \( C(\lambda, s, \delta)n^{-1/2} \) is an extra value to guarantee the significance level \( \delta \). Hence, a smaller coefficient \( C(\lambda, s, \delta) \) is better. That is, the minimizer \( \lambda_{s,\delta} := \text{argmin}_\lambda C(\lambda, s, \delta) = \frac{(1-s)\psi(\delta)}{(1-s)\psi(\delta)-1} \) gives the asymptotically minimum upper confidence limit when \( s \) and \( \delta \in (0, 1/2) \) are fixed. To see this characterization, we consider the minimum upper confidence limit:

\[
(35) \quad \tau_{\text{min}}(s, n, \delta) := \min_{\lambda \in [0,1)} \tau_{\lambda}([\nu sn], n, \delta).
\]

Lemma 2.2 implies that

\[
(36) \quad \tau_{\text{min}}(s, n, \delta) \geq \frac{[\nu sn]}{\nu n} \geq s \quad \forall 0 < \delta \leq \frac{1}{2}.
\]

Eq. (30) yields the following corollary for the minimum upper confidence limit.

**Corollary 3.2.** We fix \( 0 \leq s < 1, 0 < \delta < 1/2, \) and \( 0 < \lambda < 1 \). When \( n \) goes to infinity, we have

\[
(37) \quad \tau_{\text{min}}(s, n, \delta) = s + C(s, \delta) \sqrt{\frac{1}{n}} + O\left(\frac{1}{n}\right).
\]

Due to Eq. (31), when the significance level \( \delta \) is exponentially small and \( \lambda = 0 \), the upper confidence level takes the trivial value 1. That is, to achieve an exponentially small significance level \( \delta \), we need to choose non-zero \( \lambda \), which is an advantage of our randomized test. Indeed, when the significance level \( \delta \) is exponentially small value \( e^{-nr} \) and \( \lambda > 0 \), Eq. (32) shows the upper confidence limit. Hence, when \( s \) and \( r \) are fixed, the asymptotically minimum upper confidence limit equals the minimum \( \min_{\lambda} \min \{ 1, E_{\lambda,s}(r) \} \), because the condition \( E_{\lambda,s}(r) \geq 1 \) is equivalent to the condition \( r \geq D(s\nu\|\nu) \). Since we have \( D(s\nu\|\nu) \to \infty \) when \( \lambda \to 0^+ \), this value is a nontrivial value.
The green curve expresses \( O_k \) the linear regime, we set \( \min \{ 1, \Phi(\lambda) \} = 1 \). This fact shows that the quantity \( \bar{\epsilon}_s(\nu sn[,n,\delta = e^{-rn}] \) takes values in \( (s,1] \).

In contrast, we have the following proposition under the iid case. Under this case with the linear regime, we set \( k \) to be \( [sn] \), where \( 0 \leq s < 1 \). According to Lemma 2.2, when \( 0 < \delta \leq 1/2 \) we have

\[
\bar{\epsilon}_{iid}([sn],n,\delta) > s.
\]

**PROPOSITION 3.3.** We consider the linear regime.

(a) We fix \( 0 \leq s < 1 \) and \( 0 < \delta < 1 \). When \( n \) goes to infinity, we have

\[
\bar{\epsilon}_{iid}([sn],n,\delta) = s - \Phi^{-1}(\delta)\sqrt{s(1-s)}\sqrt{\frac{1}{n}} + O\left(\frac{1}{n}\right).
\]

(b) Suppose \( \delta = e^{-rn} \) for a certain constant \( r > 0 \). We fix \( 0 \leq s < 1 \) and \( r > 0 \). When \( n \) goes to infinity, we have

\[
\bar{\epsilon}_{iid}([sn],n,\delta = e^{-rn}) = \epsilon_D(s,r) + o(1).
\]

Items (a) and (b) immediately follow from the central limit theorem and large deviation principle, respectively. For readers’ convenience, Appendix F gives their proof. The numerical comparison among (30), (37), and (39) is presented in the right plot of Fig. 1.

3.3. **Minimum number of required observations \( n \).** Next, under the linear regime, we consider the minimum number of observations \( n \) required to guarantee the upper confidence

\[
\bar{\epsilon}_{iid}([sn],n,\delta) > s.
\]
limit $\epsilon$ under the significance level $\delta$. To this end, for $0 \leq \lambda < 1$, $0 < \epsilon, \delta < 1$ and $0 \leq s < 1$, we define the following values;

\begin{align}
N_{\lambda,1}(s, \epsilon, \delta) &:= \min\{n \geq \lceil \nu sn \rceil + 1 | \tau_\lambda(\lceil \nu sn \rceil, n, \delta) \leq \epsilon\}, \\
N_{\lambda}(s, \epsilon, \delta) &:= \min_{\lambda \in (0,1)} N_{\lambda,1}(s, \epsilon, \delta), \\
N_{\text{lid},1}(s, \epsilon, \delta) &:= \min\{n \geq \lceil sn \rceil + 1 | \tau_{\text{lid}}(\lceil sn \rceil, n, \delta) \leq \epsilon\}. 
\end{align}

In the above notation, the subscript I expresses the linear regime. To make a fair comparison of the required number $n$, we need to choose the number of allowed failures $l$ or $k$ depending on $\lambda$ and $s$ in the above way.

For the asymptotic evaluation of the above values, we have the following corollary.

**Corollary 3.4.** Suppose $0 < \lambda, \delta < 1$ and $0 \leq s < \epsilon < 1$.

(a) We fix $s$, $\lambda$, and $\delta$. When $0 < \delta \leq 1/2$ and $\epsilon$ goes to $s + 0$, we have

\begin{align}
N_{\lambda,1}(s, \epsilon, \delta) &= \left( \frac{C(\lambda, s, \delta)}{\epsilon - s} \right)^2 + O\left( \frac{1}{\epsilon - s} \right), \\
N_{\lambda}(s, \epsilon, \delta) &= \left( \frac{C(s, \delta)}{\epsilon - s} \right)^2 + O\left( \frac{1}{\epsilon - s} \right), \\
N_{\text{lid},1}(s, \epsilon, \delta) &= \frac{\Phi^{-1}(\delta)^2 s(1 - s)}{\epsilon - s} + O\left( \frac{1}{\epsilon - s} \right).
\end{align}

where $C(\lambda, s, \delta)$ and $C(s, \delta)$ are defined in Eqs. (25) and (26), respectively.

We fix $s, \delta$ with the condition $s < \delta \leq \frac{s}{2}$. We have

\begin{equation}
\limsup_{\epsilon \to \frac{s}{2} + 0} \left| (\epsilon - s)N_{0,1}(s, \epsilon, \delta) - \frac{1 - s + s^2 - \delta}{\delta(1 - s)} - \frac{1}{2\delta} \right| < \frac{1}{2\delta}
\end{equation}

(b) When $\epsilon, s$, and $\lambda$ are fixed and $\delta$ goes to zero, we have

\begin{align}
N_{\lambda,1}(s, \epsilon, \delta) &= \frac{1}{E_{\lambda,1}(\epsilon)} \ln \delta^{-1} + o(\ln \delta^{-1}), \\
N_{\text{lid},1}(s, \epsilon, \delta) &= \frac{1}{D(s||\epsilon)} \ln \delta^{-1} + o(\ln \delta^{-1}).
\end{align}

**Proof.** The condition $0 < \delta \leq 1/2$ guarantees that $C(\lambda, s, \delta) \geq 0$ and $\tau_\lambda(\lceil \nu sn \rceil, n, \delta) > s$. The definition (41) guarantees that $N_{\lambda,1}(s, \epsilon, \delta)$ is nonincreasing in $\epsilon$. Due to (30) and $C(\lambda, s, \delta) \geq 0$, the equation $\epsilon = \tau_\lambda(\lceil \nu sn \rceil, n, \delta)$ guarantees $C(\lambda, s, \delta)\sqrt{\frac{1}{n}} = \epsilon - s + O(n^{-1})$, which implies that $n = \frac{C(\lambda, s, \delta)^2}{(\epsilon - s)^2} + O\left( (\epsilon - s)^{-1} \right)$. Hence, there exists an integer $n_0 > 0$ and some constant $C_0 > 0$ such that

\begin{equation}
\left| n - \frac{C(\lambda, s, \delta)^2}{(\epsilon - s)^2} \right| \leq \frac{C_0}{\epsilon - s} \quad \forall n \geq n_0.
\end{equation}

On the other hand, due to Lemma 2.2, there exists an $s < \epsilon_0 < 1$ such that

\begin{equation}
\tau_\lambda(\lceil \nu sn \rceil, n, \delta) \geq \epsilon_0 \quad \forall n \leq n_0.
\end{equation}

Therefore, for $\epsilon \in (s, \epsilon_0)$, we have

\begin{equation}
N_{\lambda,1}(s, \epsilon, \delta) = \frac{C(\lambda, s, \delta)^2}{(\epsilon - s)^2} + O\left( \frac{1}{\epsilon - s} \right).
\end{equation}
Hence, we obtain (44). In the same way, we can show (45) from (37) and (36), and show (46) from (39) and (38). Also, (47) follows from (28) and (22) of Lemma 2.2 in the same way because of $1 - s + s^2 \geq 1/2$. By solving the equation $E_{\lambda,s}(r) = \epsilon$ for $r$, we obtain (48) from (32). Similarly, by solving $\epsilon_D(s, r) = \epsilon$ for $r$, we obtain (49) from (40). 

3.4. Maximum number of allowed failures $l$. Also, we may consider the following quantities;

(a) When $\epsilon, \lambda, \delta$ are fixed and $n$ goes to infinity, we have

$$l_0(n, \epsilon, \delta) := \max\{l \geq 0 \mid \bar{\alpha}_\lambda(l, n, \delta) \leq \epsilon\},$$

where $\bar{\alpha}_\lambda(l, n, \delta)$ denotes the maximum number of allowed failures $l$ allowed to guarantee the upper confidence limit $\epsilon$ under the significance level $\delta$.

PROPOSITION 3.5. Suppose $0 < \lambda, \delta, \epsilon < 1$.

(a) When $\epsilon, \lambda, \delta$ are fixed and $n$ goes to infinity, we have

$$l_0(n, \epsilon, \delta) = \left[ \delta \epsilon n - \frac{1 - \delta - \delta \epsilon + \delta^2 \epsilon^2}{1 - \delta \epsilon} + O\left(\frac{1}{n}\right) \right],$$

when $\delta \leq \psi^{-1} \left( \frac{\Lambda}{(1-\lambda)(1-s)} \right)$ and $n$ goes to infinity, we have

$$l_0(n, \epsilon, \delta) = \epsilon \nu n - C(\lambda, \epsilon, \delta) \nu \sqrt{n} + O(1),$$

when $\delta \leq 1/2$ and $n$ goes to infinity, we have

$$l_0(n, \epsilon, \delta) = \epsilon n + \Omega^{-1}(\delta) \sqrt{\epsilon(1-\epsilon)} \sqrt{n} + O(1),$$

where $C(\lambda, s, \delta)$ is defined in (25).

(b) Suppose $\delta = e^{-rn}$ for a certain constant $r > 0$. When $r$ is fixed and $n$ goes to infinity, we have

$$l_\lambda(n, \epsilon, e^{-rn}) = \nu \bar{E}_{\lambda,r}^{-1}(\epsilon)n + o(n) \quad \text{for} \quad r \leq \frac{-\lambda \epsilon \ln \lambda}{1 - \nu \epsilon},$$

$$l_{\text{iid}}(n, \epsilon, e^{-rn}) = s_D(\epsilon, r)n + o(n) \quad \text{for} \quad r \leq -\ln(1 - \epsilon),$$

where $s_D(\epsilon, r)$ is defined in Eq. (19), $\bar{E}_{\lambda,r}$ is defined as $\bar{E}_{\lambda,s}(r) := E_{\lambda,s}(r)$, and $E_{\lambda,r}^{-1}(\epsilon)$ denotes the inverse function of $\bar{E}_{\lambda,r}$.

PROOF. The condition $\bar{\alpha}_0(l, n, \delta) \leq \epsilon$ is equivalent to the conditions

$$l^2 - [(1 + \epsilon \delta)n + \epsilon \delta] - (n + 1)(1 - \delta - \epsilon \delta)n \geq 0$$

and $l \leq \delta (n + 1) - 1$. The condition (60) is equivalent to

$$l \leq \delta \epsilon n - \frac{1 - \delta - \delta \epsilon + \delta^2 \epsilon^2}{1 - \delta \epsilon} + O\left(\frac{1}{n}\right) \quad \text{or} \quad l \geq n + \frac{1 - \delta}{1 - \delta \epsilon} + O\left(\frac{1}{n}\right).$$

However, the second case in (61) is not allowed due to the condition $l \leq \delta (n + 1) - 1$. Hence, we have only the first case in (61). Since $l_0(n, \epsilon, \delta)$ is the maximum integer that satisfies the first inequality in (61), we have (55).

The relation (30) shows that $-\frac{l}{(1-\lambda)n} - \epsilon = -C(\lambda, \frac{l}{(1-\lambda)n}, \delta) \sqrt{\frac{2}{n}} + O\left(\frac{1}{n}\right)$. Hence, we have

$$C(\lambda, \frac{l}{(1-\lambda)n}, \delta) = C(\lambda, \epsilon, \delta) + O\left(\sqrt{\frac{1}{n}}\right).$$

Combining these two relations, we have (56). In the same way, we can show (57).

Solving the equation $\bar{E}_{\lambda,r}(s) = E_{\lambda,s}(r) = \epsilon$ for $s$, we obtain $\frac{l}{(1-\lambda)n} = \bar{E}_{\lambda,r}^{-1}(\epsilon)$ from (32). Note that $E_{\lambda,s}(r)$ is increasing in $s$ and this equation has a solution for $s \geq 0$ when the constraint $E_{\lambda,0}(r) \leq \epsilon$, i.e., $r \leq \frac{-\lambda \epsilon \ln \lambda}{1 - \nu \epsilon}$ holds. Hence, we obtain (58) under the condition $r \leq \frac{-\lambda \epsilon \ln \lambda}{1 - \nu \epsilon}$. In the same way, we obtain (59) from (40).
4. Detection probability under the iid distribution. Until now, we have discussed how to design our test with the randomization parameter $0 \leq \lambda < 1$. By Eq. (53), if we choose the number of allowed failures $l = l_0(n, \epsilon) = \lambda$, then we can guarantee that the conditional probability $P(Y_{n+1} = 1 | L \leq l)$ is not greater than the upper confidence limit $\epsilon$ under the significance level $\delta$. However, we have not discussed how our test efficiently detects the event guaranteeing the above condition. In the following, we consider the detection probability $P(L \leq l)$ of our test under random sampling without replacement when the true distribution belongs to the set $Q_{\text{iid}, n+1}$. We assume that the number $n$ of observations is sufficiently large for the normal approximation, and that the true distribution is given as $P_{\theta_0 + \frac{t}{\sqrt{n}}}$.

For $\epsilon > \theta_0 + \frac{t}{\sqrt{n}}$, a higher detection probability is preferred.

When $\epsilon = \theta_0 + \frac{t}{\sqrt{n}}$ and $0 < \lambda < 1$, the maximum number of allowed failures is

\begin{equation}
(62) \quad l_0(n, \theta_0 + \frac{t}{\sqrt{n}}, \delta) = \theta_0(1 - \lambda)n + e(1 - \lambda)\sqrt{n} - C(\lambda, \theta_0, \delta)(1 - \lambda)\sqrt{n} + O(1)
\end{equation}

due to (56). To make a fair comparison, we focus on the threshold detecting the desired event with respect to a random variable asymptotically subject to the standard normal distribution under the normal approximation.

First, we fix $\lambda = 0$. Then, the maximum number of allowed failures is

\begin{equation}
(63) \quad l_0(n, \theta_0 + \frac{e}{\sqrt{n}}, \delta) = \theta_0n + \delta e\sqrt{n} + O(1),
\end{equation}

The random variable $K^{(n)} := \frac{K^{(n)}}{\sqrt{n}}$ is subject to the standard normal distribution under the distribution $P_{\theta_0 + \frac{t}{\sqrt{n}}}$.

The threshold for the variable $K^{(n)}$ is given as

\begin{equation}
(64) \quad l_0(n, \theta_0 + \frac{e}{\sqrt{n}}, \delta) - (\theta_0 + \frac{e}{\sqrt{n}})n \quad \frac{\sqrt{n}\theta_0 (1 - \theta_0)}{\sqrt{1 - \theta_0}} + \frac{\delta e - t}{\sqrt{1 - \theta_0}} + O(\frac{1}{\sqrt{n}}).
\end{equation}

Since the probability $\Phi((64))$ goes to zero, the detection probability converges to zero. That is, it is almost impossible to guarantee that the conditional probability $P(Y_{n+1} = 1 | L \leq l)$ is not greater than the upper confidence limit $\epsilon = \theta_0 + \frac{t}{\sqrt{n}}$ under the significance level $\delta$ nevertheless of the values of $e, t, \lambda$, and $\delta$ when $\lambda = 0$ and the true distribution is $P_{\theta_0 + \frac{t}{\sqrt{n}}}$. This can be considered as a serious defect of random sampling without replacement.

However, our randomized test with non-zero $\lambda > 0$ resolves this problem as follows. In this case, the random variable $L^{(n)}(\lambda) := \frac{L^{(n)}}{\sqrt{n} \theta_0 (1 - \lambda)}$ is subject to the standard normal distribution under the normal approximation when the true distribution is $P_{\theta_0 + \frac{t}{\sqrt{n}}}$.

The threshold for the random variable $L^{(n)}(\lambda)$ is given as

\begin{equation}
(65) \quad \frac{l_0(n, \theta_0 + \frac{e}{\sqrt{n}}, \delta) - (\theta_0 + \frac{e}{\sqrt{n}})(1 - \lambda)n}{\sqrt{n}\theta_0 (1 - \lambda)(1 - \theta_0(1 - \lambda))} = \frac{(e - t)(1 - \lambda)}{\sqrt{\theta_0 (1 - \lambda)(1 - \theta_0(1 - \lambda))}} - \frac{C(\lambda, \theta_0, \delta)(1 - \lambda)}{\sqrt{\theta_0 (1 - \lambda)(1 - \theta_0(1 - \lambda))}} + O(\frac{1}{\sqrt{n}})\quad \text{(65)}
\end{equation}

\begin{equation}
= \frac{\sqrt{1 - \lambda}}{\sqrt{\theta_0 (1 - \theta_0(1 - \lambda))}}((e - t) - C(\lambda, \theta_0, \delta)) + O(\frac{1}{\sqrt{n}}).
\end{equation}
That is, the limiting value of the detection probability is
\[
\Phi\left(\frac{\sqrt{1-\lambda}}{\sqrt{\theta_0(1-\theta_0(1-\lambda))}} \left((e - t) - C(\lambda, \theta_0, \delta)\right)\right),
\]
which is a strictly positive value. In other words, with the above probability, our randomized test guarantees that the conditional probability \(P(Y_{n+1} = 1 | L \leq l)\) is not greater than the upper confidence limit \(e = \theta_0 + \frac{\epsilon}{\sqrt{n}}\) under the significance level \(\delta\) when the true distribution is \(P_{\theta_0 + \frac{\epsilon}{\sqrt{n}}}^{n+1}\). This can be considered as a significant advantage of our randomized test.

In addition, to achieve the detection probability \(p_0\), the parameters \(e, t, \delta,\) and \(\lambda\) need to satisfy the condition
\[
\frac{\sqrt{1-\lambda}}{\sqrt{\theta_0(1-\theta_0(1-\lambda))}} \left((e - t) - C(\lambda, \theta_0, \delta)\right) \geq \Phi^{-1}(p_0) + O\left(\frac{1}{\sqrt{n}}\right),
\]
which is equivalent to
\[
e - t \geq C(\lambda, \theta_0, \delta) + \frac{\sqrt{\theta_0(1-\theta_0(1-\lambda))}}{\sqrt{1-\lambda}} \Phi^{-1}(p_0) + O\left(\frac{1}{\sqrt{n}}\right).
\]
To achieve the detection probability \(p_0\), the difference \(e - t\) needs to satisfy the above condition.

In the following, we maximize the detection probability (66) by changing \(\lambda\) when the parameters \(\theta_0, e, t,\) and \(\delta\) are fixed. That is, we maximize \(\frac{(e-t)\sqrt{1-\lambda}}{\sqrt{\theta_0(1-\theta_0(1-\lambda))}} - \frac{C(\lambda, \theta_0, \delta)\sqrt{1-\lambda}}{\sqrt{\theta_0(1-\theta_0(1-\lambda))}}\)
with respect to \(\lambda\). This term is written as \(\kappa(\lambda) := \frac{\alpha\sqrt{\lambda + \frac{\beta}{\theta_0(1-\theta_0(1-\lambda))} + \gamma\sqrt{1-\lambda}}}{(1-\theta_0(1-\lambda))^{1/2}}\) with \(\alpha = \Phi^{-1}(\delta)\), \(\beta = -\Phi^{-1}(\delta)\psi(\delta)(1 - \theta_0)\), and \(\gamma = \frac{e - t}{\sqrt{\theta_0}}\). Then, the optimal choice of \(\lambda\) is characterized by the following lemma (See Appendix G for a proof) while the optimal \(\lambda\) is numerically given in the left graph of Fig. 2.

**Lemma 4.1.** For \(\lambda \in (0, 1)\), the equation \(\kappa'(\lambda) = 0\) is equivalent to the following algebraic equation with degree 3:
\[
(1 - \lambda)(\Phi^{-1}(\delta)(1 - \theta_0))^2 \left((1 + (1 + \theta_0)\psi(\delta))\lambda + (1 - \theta_0)\psi(\delta)\right)^2 = \frac{(e - t)^2}{\theta} \lambda^3.
\]
For \(\delta < 1/2\), the equation (69) has but only one solution in \((0, 1)\). If we denote the solution by \(\lambda_0\), then we have
\[
\max_{\lambda \in (0, 1)} \kappa(\lambda) = \kappa(\lambda_0).
\]

In contrast, when we employ the above test under the iid assumption, the maximum number of allowed failures is
\[
l_{\text{id}}(n, \theta_0 + \frac{e}{\sqrt{n}}, \delta) = \theta_0 n + e\sqrt{n} + \Phi^{-1}(\delta)\sqrt{\theta_0(1-\theta_0)}\sqrt{n} + O(1).
\]
The threshold for the variable \(k^{(n)}\) is given as
\[
l_{\text{id}}(n, \theta_0 + \frac{e}{\sqrt{n}}, \delta) - (\theta_0 + \frac{t}{\sqrt{n}})n = \frac{(e - t)}{\sqrt{\theta_0(1-\theta_0)}} + \Phi^{-1}(\delta) + O\left(\frac{1}{\sqrt{n}}\right).
\]
That is, the limiting value of the detection probability is
\[
\Phi\left(\frac{e - t}{\sqrt{\theta_0(1-\theta_0)}} + \Phi^{-1}(\delta)\right).
\]
The curves in the left graph show the numerical plots of the optimal $\lambda$, i.e., $\arg\max_{\lambda\in(0,1)} \kappa(\lambda)$ based on (70) with various $\theta_0$ and $\delta = 0.1$. The curves in the right graph show the numerical plots of the detection probabilities (66), (73), and (66) with $\lambda = \arg\max_{\lambda\in(0,1)} \kappa(\lambda)$ when $\theta_0 = 0.1$, $\delta = 0.1$. The horizontal axis shows the value $e-t$, which runs from 0 to 3. The vertical axes in the left and right graph show the values of the optimal $\lambda$ and the approximated detection probability, respectively. In the right graph, $\Phi((64))$ is not plotted because the detection probability $\Phi((64))$ is too small in comparison with other curves. The detail of the left graph is the following. The pink curve expresses the case with $\theta_0 = 0.0001$. The green curve expresses the case with $\theta_0 = 0.001$. The red curve expresses the case with $\theta_0 = 0.01$. The blue curve expresses the case with $\theta_0 = 0.1$. The detail of the right graph is the following. The blue curve expresses (73), which corresponds to the iid case. The pink curve expresses (66) with $\lambda = \arg\max_{\lambda\in(0,1)} \kappa(\lambda)$. The green curve expresses (66) with $\lambda = 0.3$. The red curve expresses (66) with $\lambda = 0.1$.

We compare the detection probabilities (66) and (73) as follows while their numerical comparison is given in the right graph of Fig. 2. Their magnitude relation follows from the magnitude relation of their input values. The first and second terms of their input values are evaluated as

$$
\frac{e-t}{\sqrt{\theta_0(1-\theta_0)}} \geq \frac{\sqrt{1-\lambda}}{\sqrt{\theta_0(1-\theta_0)(1-\lambda)}} (e-t),
$$

(74)

$$
\Phi^{-1}(\delta) \geq -\frac{\sqrt{1-\lambda} C(\lambda, \theta_0, \delta)}{\sqrt{\theta_0(1-\theta_0)(1-\lambda)}} = \frac{\sqrt{\theta_0(1-\theta_0)} \Phi^{-1}(\delta)}{\sqrt{\theta_0(1-\theta_0)(1-\lambda)}} \left[ \frac{\sqrt{\lambda}}{1-\theta_0} - \frac{1-\lambda}{\sqrt{\lambda}} \psi(\delta) \right].
$$

(75)

Since $\Phi$ is monotonic increasing, their combination yields the relation (66) $\leq$ (73), i.e., the iid assumption realizes a larger detection probability. This inequality can not be saturated because the equality in (74) holds in the limit $\lambda \to 0$, but the equality in (75) holds in the limit $\lambda \to 1$.

5. Asymptotic evaluations in the constant regime. In the second kind of regime, we fix the number of allowed failures $l$ to be a certain constant and take the limit $n \to \infty$. In the iid setting, this regime leads to the law of small numbers, i.e., Poisson limit theorem. We call it the constant regime. In this section, we assume the constant regime, i.e., the number of allowed failures $l$ is fixed to be $\lceil \nu k_0 \rceil$ depending on $1 > \lambda \geq 0$ and an integer $k_0 \geq 0$ because the average of $L$ is proportional to $\nu$.

5.1. Upper confidence limit. For the asymptotic evaluation of $\bar{\tau}_\lambda(l,n,\delta)$, we define the coefficient

$$
G(l, \delta, \lambda) := \frac{(B_{z_{\lambda} l} - \delta) z^* B_{z_{\lambda} l} + (\delta - B_{z_{\lambda} l}) z^* B_{z_{\lambda} -1} l}{\delta \Delta z_{\lambda} l}.
$$

(76)
where \( z^* \) and \( z_* \) are shorthand for \( z^*(l, \delta, \lambda) \) and \( z_*(l, \delta, \lambda) \), respectively.

Then, we have the following theorem.

**Theorem 5.1.** We consider the constant regime. We fix \( 0 < \lambda < 1 \) and \( k_0 \in \mathbb{Z} \geq 0 \). Then the following statements hold:

(a) When \( 0 < \delta < 1 \) is fixed and \( n \) goes to infinity, the upper confidence limit has the following behavior

\[
\bar{\epsilon}_0(k_0, n, \delta) = \frac{k_0 + 1 - \delta}{\delta} n^{-1} + o(n^{-1})
\]

(b) Suppose \( \delta = e^{-rn} \) for a certain constant \( r > 0 \). When \( r \) is fixed and \( n \) goes to infinity, the upper confidence limit has the following behavior

\[
\bar{\epsilon}_\lambda([\nu k_0], n, \delta) = G([\nu k_0], \delta, \lambda)n^{-1} + o(n^{-1}).
\]

Eqs. (77) and (79) follow from Eq. (3) with the limit \( n \to \infty \). Other equations will be shown in Section 7.2 after several preparations.

In contrast, we have the following proposition under the independent and identically distributed case.

**Proposition 5.2.** We consider the constant regime. We fix \( k_0 \in \mathbb{Z} \geq 0 \).

(a) When \( 0 < \delta < 1 \) is fixed and \( n \) goes to infinity, we have

\[
\bar{\epsilon}_{\text{iid}}(k_0, n, \delta) = t_P(k_0, \delta) \frac{1}{n} + o\left(\frac{1}{n}\right).
\]

(b) Suppose \( \delta = e^{-rn} \) for a certain constant \( r > 0 \). When \( r \) is fixed and \( n \) goes to infinity, we have

\[
\bar{\epsilon}_{\text{iid}}(k_0, n, \delta = e^{-rn}) = 1 - e^{-r} + o(1).
\]

Items (a) and (b) immediately follow from the law of small number and large deviation principle, respectively. For readers’ convenience, we give its proof in Appendix H. The numerical comparison among (77), (78), and (81) is presented as the left plot of Fig. 1.

### 5.2. Minimum number of required observations \( n \)

Next, we consider the minimum number of observations \( n \) required to guarantee the upper confidence limit \( \epsilon \) under the significance level \( \delta \). To this problem, for \( 0 \leq \lambda < 1, 0 < \epsilon, \delta < 1 \) and \( k, l \in \mathbb{Z} \geq 0 \), we define the following values;

\[
N_{\lambda, c}(l, \epsilon, \delta) := \min\{n \in \mathbb{Z}^{\geq l+1} | \bar{\epsilon}_\lambda(l, n, \delta) \leq \epsilon\}
\]

\[
N_{\text{iid}, c}(k, \epsilon, \delta) := \min\{n \in \mathbb{Z}^{\geq k+1} | \bar{\epsilon}_{\text{iid}}(k, n, \delta) \leq \epsilon\}.
\]

In the above notation, the subscript \( c \) express the constant regime.

For the asymptotic evaluation of \( N_{\lambda, c}(l, \epsilon, \delta) \), we have the following theorem.

**Corollary 5.3.** Suppose \( 0 < \lambda, \epsilon, \delta < 1 \) and \( k_0 \in \mathbb{Z} \geq 0 \). Then the following statements hold:
(a) When \( k_0, \delta, \) and \( \lambda \) are fixed and \( \epsilon \) goes to zero, we have

\[
N_{0,e}(k_0, \epsilon, \delta) = \frac{k_0 + 1 - \delta}{\delta \epsilon} + o(\epsilon^{-1})
\]

(85)

\[
N_{\lambda,e}([\nu k_0], \epsilon, \delta) = G([\nu k_0], \delta, \lambda) \epsilon^{-1} + o(\epsilon^{-1})
\]

(86)

\[
N_{\text{iid},e}(k_0, \epsilon, \delta) = t_p(k_0, \delta) \epsilon^{-1} + o(\epsilon^{-1}).
\]

(87)

(b) When \( k_0, \epsilon, \) and \( \lambda \) are fixed and \( \delta \) goes to zero, we have

\[
N_{0,e}(k_0, \epsilon, \delta) = \frac{k_0 + 1}{\delta \epsilon} + o(\delta^{-1})
\]

(88)

\[
N_{\lambda,e}([\nu k_0], \epsilon, \delta) = \frac{1 - \nu \epsilon}{\lambda \epsilon \ln \lambda^{-1} \ln \delta^{-1}} + o(\ln \delta^{-1})
\]

(89)

\[
N_{\text{iid},e}(k_0, \epsilon, \delta) = \frac{\ln \delta^{-1}}{\ln(1 - \epsilon)^{-1}} + o(\ln \delta^{-1}).
\]

(90)

In case (b), choosing non-zero \( \lambda \) improves the required number \( N_{\lambda,e}(k_0, \epsilon, \delta) \) exponentially.

**Proof.** Eqs. (85), (86), and (87) follow from (77), (78), and (81), respectively. When \( \delta^{-1} \) and \( n \) goes to infinity, (88) follows from (3).

Eq. (89) can be shown from (80) as follows. We consider the following equation for \( r; \)

\[
\lim_{n \to \infty} e^{\lambda([\nu k_0], n, \delta = e^{-rn})} = \frac{r}{r + \lambda(\ln \lambda^{-1} - r)} = \epsilon.
\]

(91)

The solution is \( r = \frac{\lambda \ln \lambda^{-1}}{1 - \nu \epsilon}. \) Since \( \delta = e^{-nr}, \) we obtain (89). In the same way, solving the equation \( 1 - e^{-r} = \epsilon \) for \( r, \) we obtain (90) from (82).

As shown in Appendix I after several preparations, we have the following lemma.

**Lemma 5.4.** Suppose \( 0 < \lambda, \epsilon, \delta < 1 \) and \( k_0 \in \mathbb{Z}_{\geq 0}. \) Then

\[
\lim_{\nu \to 0} \epsilon N_{\lambda,e}([\nu k_0], \epsilon, \delta) = \frac{1}{\lambda \ln \lambda^{-1}},
\]

(92)

where the order of the two limits \( \epsilon \to 0 \) and \( \delta \to 0 \) does not matter.

Since the value \( \frac{1}{\lambda \ln \lambda^{-1}} \) takes the minimum value \( 1/e \) when \( \lambda = 1/e. \) That is, the choice \( \lambda = 1/e \) is optimal under the constant regime.

6. Computation of the upper confidence limit \( \tau_\lambda(l, n, \delta). \)

6.1. Region approach. In order to determine the upper confidence limit \( \tau_\lambda(l, n, \delta), \) we introduce the quantities \( p_l(Q) \) and \( f_l(Q) \) for \( 0 \leq \lambda < 1, \ l \in \mathbb{Z}_{\geq 0}, \ n \in \mathbb{Z}_{\geq l+1}, \) and \( Q \in Q_{n+1} \) as

\[
p_l(Q) := Q(L \leq l), \quad f_l(Q) := Q(Y_{n+1} = 0, L \leq l).
\]

(93)

Then, instead of \( \tau_\lambda(l, n, \delta), \) we discuss \( \tau_\lambda^c(l, n, \delta) := 1 - \tau_\lambda(l, n, \delta) \) and the function:

\[
\zeta_\lambda(l, n, \delta) = \min_{Q \in Q_{n+1}} \{ f_l(Q) | p_l(Q) \geq \delta \}.
\]

(94)
To discuss \( \tau^*_\lambda(l, n, \delta) \), we introduce the two-dimensional region \( R_{l,n,\lambda} \) as

\[
R_{l,n,\lambda} := \left\{ (p_l(Q), f_l(Q)) \in \mathbb{R}_+^2 \mid Q \in Q_{n+1} \right\}.
\]

This region \( R_{l,n,\lambda} \) is convex because \( p_l(Q) \) and \( f_l(Q) \) are both linear in \( Q \), and the set \( Q_{n+1} \) is convex. The geometric picture of \( R_{l,n,\lambda} \) is helpful to understanding and calculating \( \tau^*_\lambda(l, n, \delta) \). In particular, \( \tau^*_\lambda(l, n, \delta) \) can be determined for all \( 0 < \delta \leq 1 \) once the lower boundary of \( R_{l,n,\lambda} \) is known because it has the following form

\[
\tau^*_\lambda(l, n, \delta) = \min_{Q \in Q_{n+1}} \{ Q(Y_{n+1} = 0 | L \leq l) | Q(L \leq l) \geq \delta \}
\]

\[
= \min_{Q \in Q_{n+1}} \left\{ f_l(Q) \left| \frac{p_l(Q)}{f_l(Q)} \right. \geq \delta \right\}.
\]

However, the computation of \( R_{l,n,\lambda} \) seems difficult since the region contains an infinite number of points.

To characterize it, we define the random variable \( Z := \sum_{i=1}^{n+1} Y_i \). Then any \( Q \in Q_{n+1} \) is completely determined by the \( n + 1 \) probabilities \( \{ Q(Z = z) \}_{z=0}^{n+1} \), and the joint distribution \( P_{Y_1, \ldots, Y_{n+1}} \) of \( Y_1, \ldots, Y_{n+1} \) is given as

\[
P_{Y_1, \ldots, Y_{n+1}}(y_1, \ldots, y_{n+1}) = \left( \frac{n+1}{\sum_{i=1}^{n+1} y_i} \right)^{-1} Q \left( Z = \sum_{i=1}^{n+1} y_i \right).
\]

For integer \( 0 \leq z \leq n + 1 \), we define

\[
h_z(l, n, \lambda) := Q(L \leq l | Z = z) = \left\{ \begin{array}{ll}
\frac{1}{(n-z+1)B_{z,l} + zB_{z-1,l}} & 0 \leq z \leq l, \\
1 & l + 1 \leq z \leq n + 1,
\end{array} \right.
\]

\[
g_z(l, n, \lambda) := Q(Y_{n+1} = 0, L \leq l | Z = z) = \left\{ \begin{array}{ll}
\frac{n-z+1}{n+1} & 0 \leq z \leq l, \\
\frac{n-z+1}{n+1}B_{z,l} & l + 1 \leq z \leq n + 1,
\end{array} \right.
\]

where \( B_{z,l} \) is shorthand for \( B_{z,l}(\nu) \) as defined in Eq. (10). The second equality of Eq. (98) and the second equality of Eq. (99) are proved in Appendix J.

Then, we have

\[
Q(L \leq l) = \sum_{z=0}^{n+1} Q(Z = z)Q(L \leq l | Z = z) = \sum_{z=0}^{n+1} Q(Z = z)h_z(l, n, \lambda),
\]

\[
Q(Y_{n+1} = 0, L \leq l) = \sum_{z=0}^{n+1} Q(Z = z)Q(Y_{n+1} = 0, L \leq l | Z = z) = \sum_{z=0}^{n+1} Q(Z = z)g_z(l, n, \lambda).
\]

Therefore, any element of the region \( R_{l,n,\lambda} \) can be written as a convex combination of the \( n + 2 \) points \( \{(h_z(l, n, \lambda), g_z(l, n, \lambda))\}_{z=0}^{n+1} \). That is, we obtain the following proposition.

**Proposition 6.1.** The two-dimensional region \( R_{l,n,\lambda} \) is the convex hull of the following set of points

\[
\left\{ (h_z(l, n, \lambda), g_z(l, n, \lambda)) \right\}_{z=0}^{n+1}.
\]

According to this proposition, \( R_{l,n,\lambda} \) is a polygon, as illustrated in Fig. 3. Now, the original complicated problem of determining the region \( R_{l,n,\lambda} \) has been transformed into the intuitive task of studying the geometric relation between the \( n + 2 \) points given in Eq. (100).
6.2. Case with $\lambda = 0$. We show Eq. (3) by considering the case with $\lambda = 0$. In this case, Eqs. (98) and (99) reduce to that

$$h_z(l, n, \lambda = 0) = \begin{cases} 1, & z \leq l, \\ \frac{l+1}{n+1}, & z = l + 1, \\ 0, & z \geq l + 2, \end{cases} \quad g_z(l, n, \lambda = 0) = \begin{cases} \frac{n-z+1}{n+1}, & z \leq l, \\ 0, & z \geq l + 1. \end{cases}$$

Hence the convex polygon $\mathcal{R}_{l,n,\lambda=0}$ has the following four extremal points:

$$(0,0), \left(\frac{l+1}{n+1}, 0\right), \left(1, \frac{n-l+1}{n+1}\right), (1,1).$$

As a consequence, for $0 < \delta < 1$, $\zeta_0(l, n, \delta)$ corresponds to the intersection of the vertical line $p_k(Q) = \delta$ and the lower boundary of $\mathcal{R}_{l,n,\lambda=0}$, that is,

$$\zeta_0(l, n, \delta) = \max \left\{ 0, \frac{n-l+1}{n-l} (\delta - \frac{l+1}{n+1}) \right\} = \begin{cases} 0, & 0 < \delta \leq \frac{l+1}{n+1}, \\ \frac{n-l+1}{n-l} (\delta - \frac{l+1}{n+1}), & \frac{l+1}{n+1} < \delta \leq 1. \end{cases}$$

In addition, we have

$$\overline{\zeta}_0(l, n, \delta) = \frac{\zeta_0(l, n, \delta)}{\delta} = \begin{cases} 0, & 0 < \delta \leq \frac{l+1}{n+1}, \\ 1 - \frac{(l+1)(n+1-l)-\delta(n+1)}{(n-l)(n+1)}, & \frac{l+1}{n+1} < \delta \leq 1. \end{cases}$$

6.3. Case with $\lambda > 0$. In this subsection we discuss $\overline{\zeta}_\lambda(l, n, \delta)$ in the case $0 < \lambda < 1$.

As the first step, we clarify that the lower boundary of the region $\mathcal{R}_{l,n,\lambda}$ defined in (95) consists of $n-l+1$ line segments, as shown in the following lemmas (See Appendix K for proofs).

**Lemma 6.2.** Suppose $0 < \lambda < 1$, $l, z \in \mathbb{Z}^{\geq 0}$, $n \in \mathbb{Z}^{\geq l+1}$. Then $h_z(l, n, \lambda) > 0$; $g_z(l, n, \lambda) \geq 0$ for all $z \leq n + 1$; $g_z(l, n, \lambda) < 0$ for all $z \geq n + 2$. In addition, $h_z(l, n, \lambda)$ strictly decreases with $z$ for $l \leq z \leq n + 1$; $g_z(l, n, \lambda)$ strictly decreases with $z$ for $0 \leq z \leq n + 1$.

**Lemma 6.3.** Suppose $0 < \lambda < 1$, $l, z \in \mathbb{Z}^{\geq 0}$, $n \in \mathbb{Z}^{\geq l+1}$. Then for $l \leq z \leq n + 1$, the point $(h_z(l, n, \lambda), g_z(l, n, \lambda))$ is an extremal point of $\mathcal{R}_{l,n,\lambda}$ and belongs to the lower boundary of $\mathcal{R}_{l,n,\lambda}$. 

\[\text{FIG 3. The region } \mathcal{R}_{l,n,\lambda} \text{ composed of points } \left(p_l(Q), f_l(Q)\right) \text{ as defined in Eq. (95). The } n + 2 \text{ red points are given in Eq. (100). Here we choose } l = 3 \text{ for all plots; } n = 10 \text{ for the first and second plots; } n = 50 \text{ for the third and forth plots; } \lambda = 0 \text{ for the first and third plots; } \lambda = 1/3 \text{ for the second and forth plots.}\]
Next, we shall determine the exact value of $\tau^*_\lambda(l, n, \delta)$. By Lemma 6.2, we have $B_{n,l} = h_{n+1}(l, n, \lambda) \leq h_z(l, n, \lambda) \leq 1$ for $z \in \{0, \ldots, n + 1\}$. For $B_{n,l} < \delta \leq 1$, let $\hat{z}$ be the largest integer $z$ such that $h_z(l, n, \lambda) \geq \delta$. For $z \in \{l, l + 1, \ldots, n\}$, define

$$\kappa_z(l, n, \delta, \lambda) := \frac{\delta - h_{z+1}(l, n, \lambda)}{h_z(l, n, \lambda) - h_{z+1}(l, n, \lambda)},$$

(105) $$\zeta_0(l, n, \delta, \lambda) := [1 - \kappa_z(l, n, \delta, \lambda)]g_{z+1}(l, n, \lambda) + \kappa_z(l, n, \delta, \lambda)g_z(l, n, \lambda).$$

(106) 

The following theorem is an immediate consequence of Lemmas 6.2 and 6.3 above.

**Theorem 6.4.** Suppose $0 < \lambda < 1$, $0 < \delta \leq 1$, $l \in \mathbb{Z}^0$, and $n \in \mathbb{Z}^{l+1}$. Then we have

$$\tau^*_\lambda(l, n, \delta) = \frac{\zeta_0(l, n, \delta)}{\delta} = \begin{cases} 0 & \delta \leq B_{n,l}, \\ \zeta_0(l, n, \delta, \hat{z})/\delta & \delta > B_{n,l}. \end{cases}$$

(107)

In particular, when $\delta = h_z(l, n, \lambda)$ for $z \in \{l, l + 1, \ldots, n + 1\}$, Theorem 6.4 implies that

$$\tau^*_\lambda(l, n, \delta = h_z(l, n, \lambda)) = \frac{g_z(l, n, \lambda)}{h_z(l, n, \lambda)},$$

(108) which is nonincreasing in $z$. This is because $h_z(l, n, \lambda)$ decreases monotonically with $z$ by Lemma 6.2, and $\tau^*_\lambda(l, n, \delta)$ is nondecreasing in $\delta$ for $0 < \delta \leq 1$ by Proposition 6.5 below.

As a counterpart of Proposition 2.1 in Section 2.3, the following proposition clarifies the monotonicities of $\tau^*_\lambda(l, n, \delta)$. See Appendix L for a proof.

**Proposition 6.5.** Suppose $0 \leq \lambda < 1$, $0 < \delta \leq 1$, $l \in \mathbb{Z}^0$, and $n \in \mathbb{Z}^{l+1}$. Then, $\tau^*_\lambda(l, n, \delta)$ is nonincreasing in $\delta$ for $0 < \delta \leq 1$, nonincreasing in $n$ for $n \in \mathbb{Z}^{l+1}$, and nondecreasing in $l$ for $0 \leq l \leq n - 1$.

In the following, in order to show the remaining unproved results of Theorems 5.1 and 3.1, we prepare two useful statements, which provide several tight bounds for $\tau^*_\lambda(l, n, \delta)$. Corollary 6.6 follows from (108), Theorem 6.4, Lemma 6.2, and the fact that $\tau^*_\lambda(l, n, \delta)$ is nondecreasing in $\delta$ by Proposition 6.5. Lemma 6.7 is proved in Appendix M.

**Corollary 6.6.** Suppose $0 \leq \lambda < 1$, $0 < \delta < 1$, $l \in \mathbb{Z}^0$, and $n \in \mathbb{Z}^{l+1}$, then we have

$$g_{z^*+1}(l, n, \lambda)/h_{z^*+1}(l, n, \lambda) \leq \tau^*_\lambda(l, n, \delta) \leq \max \left\{0, \frac{g_{z^*}(l, n, \lambda)}{h_{z^*}(l, n, \lambda)}\right\},$$

(109) where $z^*$ and $z_*$ are shorthand for $z^*(l, \delta, \lambda)$ and $z_*(l, \delta, \lambda)$ defined in Eq. (12), respectively.

**Lemma 6.7.** Suppose $0 < \lambda < 1$, $0 < \delta < 1$, $l \in \mathbb{Z}^0$, and $n \in \mathbb{Z}^{l+1}$. Then

$$\tau^*_\lambda(l, n, \delta) \leq \max \left\{0, \frac{\lambda(n - z_*)}{\lambda(n - z_*) + z_* - l} \right\},$$

(110) $$\tau^*_\lambda(l, n, \delta) \geq \frac{\lambda(n - z^*)}{\lambda(n - z^*) + z^* + 1}. $$

(111) If $\delta \leq 1/2$ in addition, then

$$\tau^*_\lambda(l, n, \delta) \geq \frac{\lambda(n - z^*)}{\lambda(n - z^*) + z^* - l + 1 + \sqrt{\lambda l}} \geq 1 - \frac{z^* - l + 1 + \sqrt{\lambda l}}{\lambda n}. $$

(112) 

7. Proofs of Theorems 3.1 and 5.1.
7.1. Proof of Theorem 3.1. We shall first prove (30) and then prove Eq. (32).

Proof of (30). Since the case $s = 0$ follows from (78), we focus on the case $0 < s < 1$. In the following, we let $l = \lceil \nu s \rceil$. The proof is composed of two steps.

Step 1: The aim of this step is to show that Eq. (114) holds when $0 < s < 1$.

When $0 < s < 1$, in the limit $n \to +\infty$, we have

$$ (113) \quad z^* = \frac{l - \Phi^{-1}(\delta) \sqrt{\lambda}}{\nu} + O(1) = sn - \frac{\Phi^{-1}(\delta) \sqrt{\lambda} \nu s}{\nu} + O(1) < n, $$

where the first equality follows from Lemma B.6. Hence, the relation $B_{n,l} < B_{z^*,l} \leq \delta$ holds as $n \to +\infty$, and we have $\epsilon_B(l, n, \delta) > 0$ according to Theorem 6.4. This fact together with Corollary 6.6 implies that

$$ (114) \quad \frac{g_{z^*+1}(\lceil \nu s n \rceil, n, \lambda)}{h_{z^*+1}(\lceil \nu s n \rceil, n, \lambda)} \leq \epsilon_B(\lceil \nu s n \rceil, n, \lambda) \leq \frac{g_{z^*}(\lceil \nu s n \rceil, n, \lambda)}{h_{z^*}(\lceil \nu s n \rceil, n, \lambda)} $$

as $n \to +\infty$.

Step 2: The aim of this step is to prove Eq. (30) in the case $0 < s < 1$.

In the limit $n \to \infty$, we have

$$ (115) \quad \frac{z^*}{n - z^* + 1} = \frac{\nu s n - \Phi^{-1}(\delta) \sqrt{\lambda} \nu s n + O(1)}{\nu n - \nu s n + \Phi^{-1}(\delta) \sqrt{\lambda} \nu s n + O(1)} = \frac{\nu s - \Phi^{-1}(\delta) \sqrt{\lambda} \nu s + O(1)}{\nu - \nu s + \Phi^{-1}(\delta) \sqrt{\lambda} \nu s + O(1)} + O(1) $$

where $(a)$ follows from Eq. (113). Then, in the limit $n \to \infty$ we have

$$ \text{RHS of (114)} = \left(1 + \frac{z^* B_{z^*+1, \lceil \nu s n \rceil}}{(n - z^* + 1) B_{z^*, \lceil \nu s n \rceil}}\right)^{-1} $$

$$ \equiv (1 + \left[\frac{s}{1 - s} - \frac{\Phi^{-1}(\delta) \sqrt{\lambda}}{(1 - s)^2 \sqrt{\nu n}} + O(\frac{1}{n})\right]^{(1)} + \frac{\Phi^{-1}(\delta) \sqrt{\lambda}}{\delta \sqrt{\lambda} \nu s} + O(\frac{1}{n}))^{-1} $$

$$ = \left(1 - s \left(1 - \frac{s(1 - s) \phi(\Phi^{-1}(\delta) \nu)}{\delta \sqrt{\lambda} \nu s} + O(\frac{1}{n})\right)\right)^{-1} $$

where $(a)$ follows from Eq. (154) in Lemma B.7 and Eq. (115).
Using a similar reasoning for deriving Eq. (116), we can deduce that

\[(117) \quad \text{LHS of (114)} = 1 - s - C(\lambda, s, \delta) \sqrt{\frac{1}{n}} + O\left(\frac{1}{n}\right). \]

Then Eqs. (114), (116), and (117) together confirm Eq. (30). \(\square\)

**Proof of (32).** In the following, we let \(l = \lfloor \nu sn \rfloor \) and \(\delta = e^{-rn}\). The proof is composed of two steps.

**Step 1:** In this step we consider the case with \(r > D(s\nu\|\nu)\). In this case we have

\[(118) \quad \lim_{n \to \infty} \frac{\ln \delta}{\ln B_{n,t}} \geq \lim_{n \to \infty} \frac{\ln(e^{-rn})}{\ln \left[ e^{\nu sn} e^{-D(\nu sn) / n} \right]} = \frac{r}{D(\nu s\|\nu)} > 1, \]

where \((a)\) follows from the reverse Chernoff bound given in Lemma A.2. This fact together with Theorem 6.4 implies that \(\bar{r}_\lambda(l, n, \delta = e^{-rn}) = 0\) as \(n \to \infty\), which confirms Eq. (32).

**Step 2:** In this step we consider the case with \(0 < r \leq D(s\nu\|\nu)\).

**Step 2.1:** The aim of this step is to show Eq. (32) by using Eq. (119) and Lemma 6.7.

Eqs. (133) and (134) imply that

\[(119) \quad z^* = rt_D \left( \frac{\nu s}{r}, \nu \right) n + o(n), \]

where \(t_D(l, n, \delta) = e^{-\nu s}\) is defined in Eq. (18).

Eqs. (133) and (134) imply that

\[(120) \quad \frac{1}{e^{\nu sn}} \leq B_{z^*, [\nu sn]} \leq \delta = e^{-rn} \leq B_{z^*, [\nu sn]} \leq e^{-z^* D(\nu s / z^*) \|\nu\|}. \]

It follows that

\[(121) \quad r = \lim_{n \to \infty} \frac{z^*}{n} D \left( \frac{\nu s}{z^*}, \nu \right) = \left( \lim_{n \to \infty} \frac{z^*}{n} \right) D \left( \frac{\nu s}{\lim_{n \to \infty} (z^*/n)}, \nu \right), \]

and thus \(\lim_{n \to \infty} (z^*/n) = rt_D(l, n, \delta)\), which confirms Eq. (119).

**Step 2.2:** The aim of this step is to show Eq. (32) by using Eq. (119) and Lemma 6.7.

According to Lemma 6.7 we have

\[(122) \quad \frac{\lambda(n - z^*)}{\lambda(n - z^*) + z^* - l + 1 + \sqrt{\lambda l}} \leq \bar{r}_\lambda(l, n, \delta) \leq \max \left\{ 0, \frac{\lambda(n - z^* + 1)}{\lambda(n - z^* + 1) + z^* - l} \right\}. \]

Then we have

\[(123) \quad \lim_{n \to \infty} \text{LHS of (122)} = \lim_{n \to \infty} \frac{\lambda(1 - \frac{z^*}{n})}{\lambda(1 - \frac{z^*}{n}) + \frac{z^* - 1}{n} + \sqrt{\lambda l} + \frac{n \lambda}{n}} = \frac{\lambda(1 - rt_D(l, n, \delta))}{\lambda(1 - rt_D(l, n, \delta)) + rt_D(l, n, \delta)} = 1 - E_{\lambda, s}(r), \]

where \((a)\) follows from Eq. (119). By a similar reasoning we can deduce that

\[(124) \quad \lim_{n \to \infty} \frac{\lambda(n - z^* + 1)}{\lambda(n - z^* + 1) + z^* - l} = 1 - E_{\lambda, s}(r) \geq 0 \quad \forall 0 < r \leq D(s\nu\|\nu). \]

Hence we have \(\lim_{n \to \infty} \text{RHS of (122)} = 1 - E_{\lambda, s}(r)\). This fact together with (123) and (122) confirms Eq. (32) in the case \(0 < r \leq D(s\nu\|\nu)\). \(\square\)
7.2. Proof of Theorem 5.1. We shall prove first prove Eq. (78) and then prove Eq. (80).

PROOF OF EQ. (78). In the following, we let \( l = [\nu k_0] \). The proof is composed of two steps.

**Step 1:** The aim of this step is to prove Eq. (78) in the case \( B_{z^*,l} < \delta \).

In this case, when \( n \) goes to infinity, we have \( B_{n,l} < \delta \) and \( h_z(l,n,\lambda) \rightarrow B_{z^*,l} \) for any finite \( z \in \mathbb{Z}^{\geq l+1} \). So in this limit we have \( \tilde{z} = z^* \), where \( \tilde{z} \) denotes the largest integer \( z \) such that \( h_z(l,n,\lambda) \geq \delta \). This fact together with Theorem 6.4 implies that

\[
(126) \quad \tau_\lambda(l,n,\delta) = \frac{\tilde{z}_\lambda(l,n,\delta,z^*)}{\delta} = \frac{1}{\delta} \left[ (1 - \kappa_{z^*}(l,n,\delta,\lambda) + \kappa_{z}(l,n,\delta,\lambda)g_{z^*}(l,n,\lambda) + \kappa_z(l,n,\delta,\lambda)g_z(l,n,\lambda) \right].
\]

It follows that

\[
(127) \quad \lim_{n \to \infty} n\tau_\lambda(l,n,\delta) = \lim_{n \to \infty} n[1 - \tau_\lambda(l,n,\delta)] = \frac{\delta z_{z^*}B_{z^*,l} - \delta z_{z^*}B_{z^*,l} + z^*B_{z^*,l}B_{z^*,l} - z_{z^*}B_{z^*,l}B_{z^*,l} - z_{z^*}B_{z^*,l}B_{z^*,l} - z_{z^*}B_{z^*,l}B_{z^*,l}}{\delta(n+1)[h_z(l,n,\lambda) - h^{*}_{z^*}(l,n,\lambda)]}.
\]

which confirms Eq. (78).

**Step 2:** The aim of this step is to prove Eq. (78) in the case \( B_{z^*,l} = \delta \).

In this case, when \( n \rightarrow \infty \), we have \( B_{n,k} < \delta \) and \( \tilde{z} = z^* \). Then by a similar reasoning that leads to Eq. (126), we can deduce that

\[
(128) \quad \lim_{n \to \infty} n\tau_\lambda(l,n,\delta) = \frac{(B_{z^*,l} - \delta)z^*B_{z^*,l}}{\delta(B_{z^*,l} - B_{z^*,l})} = G(l,\delta,\lambda),
\]

which confirms Eq. (78) again. \( \square \)

PROOF OF EQ. (80). In the following, we let \( l = [\nu k_0] \), \( \delta = e^{-rn} \). The proof is composed of two steps.

**Step 1:** The aim of this step is to prove Eq. (80) in the case \( r > \ln \lambda^{-1} \).

When \( \delta = e^{-rn} \) with \( r > \ln \lambda^{-1} \), we have

\[
(129) \quad \frac{\lambda(n-z^*)}{\lambda(n-z^*) + z^* - l + 1 + \sqrt{\lambda l}} \leq \tau_\lambda(l,n,\delta) \leq \max \left\{ 0, \frac{\lambda(n-z^*+1)}{\lambda(n-z^*+1)+z^*-l} \right\}
\]

where (a) follows from the reverse Chernoff bound given in Lemma A.2, and (b) follows because \( D(0)1) = \ln \lambda^{-1} \). Eq. (128) implies that \( B_{n,l} > \delta \) when \( n \to \infty \). This fact together with Theorem 6.4 imply that \( \tau_\lambda(l,n,\delta = e^{-rn}) = 0 \) as \( n \to \infty \), which confirms Eq. (80).

**Step 2:** The aim of this step is to prove Eq. (80) in the case \( 0 < r \leq \ln \lambda^{-1} \).

When \( \delta = e^{-rn} \) with \( 0 < r \leq \ln \lambda^{-1} \), we have
according to Lemma 6.7. In the following we shall show Eq. (80) by proving that

\[
\lim_{n \to \infty} \text{LHS of (129)} = \lim_{n \to \infty} \text{RHS of (129)} = \frac{\lambda \ln \lambda + \lambda r}{\lambda \ln \lambda - \nu r}.
\]

Note that

\[
\lim_{n \to \infty} \text{LHS of (129)} = \lim_{\delta \to 0} \frac{\lambda \left( \frac{n}{\ln \delta} - \frac{z^*}{\ln \delta} + \frac{1-l+\sqrt{\lambda}}{\ln \delta} \right)}{\frac{\lambda}{\frac{1}{r} - \frac{1}{\ln \lambda}} + \frac{1}{\ln \lambda}} = \frac{\lambda \ln \lambda + \lambda r}{\lambda \ln \lambda - \nu r},
\]

where the second equality follows from Lemma B.5 and the relation \( \delta = e^{-rn} \). Using a similar reasoning, we can deduce that

\[
\lim_{n \to \infty} \frac{\lambda (n-z^*+1)}{\lambda (n-z^*+1) + z^* - l} = \frac{\lambda \ln \lambda + \lambda r}{\lambda \ln \lambda - \nu r},
\]

which is positive when \( 0 < r < \ln \lambda - 1 \), and is equal to 0 when \( r = \ln \lambda - 1 \). These observations confirm Eq. (130) and complete the proof of Eq. (80).

8. Conclusion. We have studied one-sided hypothesis testing under random sampling without replacement. That is, when \( n+1 \) binary random variables \( X_1, \ldots, X_{n+1} \) are subject to a permutation invariant distribution and \( n \) binary random variables \( X_1, \ldots, X_n \) are observed, we have proposed randomized tests with a randomization parameter \( \lambda > 0 \) for the upper confidence limit of the expectation of the \( n+1 \)-th random variable \( X_{n+1} \) under a given significance level \( \delta > 0 \). We have shown that our proposed randomized test significantly improves deterministic test unlike random sampling with replacement. For example, as shown in Eq. (30) and Eq. (28) of Theorem 3.1, the asymptotic upper confidence limit in our randomized test is much better than that in the deterministic test in sampling without replacement. This problem setting appears under a certain adversarial setting. We can expect that our result will be applied to various areas when the data generated in an adversarial way.

APPENDIX A: USEFUL LEMMAS

A.1. Binomial probability. To show several important statements, here we prepare several useful lemmas to characterize \( B_{z,l}(p) \) and \( \Delta_{z,l} \), which are defined in Eqs. (10) and (11) respectively. If there is no danger of confusions, we shall use \( B_{z,l} \) as shorthand for \( B_{z,l}(\nu) \), where \( \nu := 1 - \lambda \) and \( \lambda \) is the randomization parameter introduced in Eq. (4).

**Lemma A.1** (Lemma 3.2 of Ref. [17]). Suppose \( 0 \leq l \leq z \) and \( 0 < p < 1 \). Then \( B_{z,l}(p) \)

is strictly increasing in \( l \), strictly decreasing in \( z \), and nonincreasing in \( p \).

The Chernoff bound states that

\[
B_{z,l} \leq e^{-z D \left( \frac{\nu}{z} \| p \right)} \quad \forall l \leq \nu z,
\]

where \( D(p||q) \) is the relative entropy defined in Eq. (15). The following lemma provides a reverse Chernoff bound for \( B_{z,l} \).

**Lemma A.2** (Proposition 5.4 of Ref. [17]). Suppose \( l, z \) are positive integers and satisfy \( l \leq z - 1 \), then

\[
B_{z,l} \geq \frac{1}{\sqrt{e} l} e^{-z D \left( \frac{\nu}{z} \| p \right)}.
\]
The following lemma is a simple corollary of the Berry-Esseen theorem [1]

**Lemma A.3.**  Suppose $0 < \lambda < 1$, and integers $z \geq l \geq 1$. Then

\[ |B_{z,l} - \Phi \left( \frac{l - \nu z}{\sqrt{\nu} \lambda z} \right) | \leq \frac{0.5(1 - 2\nu)}{\sqrt{\nu} \lambda z} \leq \frac{0.5}{\sqrt{\nu} \lambda l}, \]

where $\Phi(x)$ is the standard normal distribution function defined in Eq. (14).

**Lemma A.4.**  Suppose $0 < \lambda < 1$ and integers $0 \leq l \leq z$. Then $B_{z,l}/B_{z+1,l}$ is nondecreasing in $z$, and satisfies

\[ \frac{B_{z,l}}{B_{z+1,l}} \leq \frac{z - l + 1 + \sqrt{\lambda l}}{(z + 1)\lambda}. \]

In addition, if $l \leq \nu z$, then

\[ \frac{B_{z,l}}{B_{z+1,l}} \leq \frac{z - l + 1 + \sqrt{\lambda l}}{(z + 1)\lambda}. \]

**Proof of Lemma A.4.** If $l = 0$, then $B_{z,l}/B_{z+1,l} = 1/\lambda$ is nondecreasing in $z$. If $l \geq 1$, then the monotonicity of $B_{z,l}/B_{z+1,l}$ with $z$ follows from Lemma 3.4 of Ref. [17].

In addition, Eq. (136) follows from Lemma 3.4 of Ref. [17], and Eq. (137) follows from Proposition 4.10 of Ref. [17].

**Lemma A.5.**  Suppose $0 < \lambda < 1$ and $z \geq l + 1$; then $\Delta_{z,l}/\Delta_{z-1,l}$ is nonincreasing in $z$ and nondecreasing in $l$.

**Proof of Lemma A.5.**  The equality

\[ B_{z+1,l} = (1 - \lambda)B_{z,l-1} + \lambda B_{z,l}, \]

implies that

\[ \Delta_{z,l} = (1 - \lambda)(B_{z,l} - B_{z,l-1}) = (1 - \lambda)b_{z,l} = \begin{cases} 0 & l \geq z + 1, \\ (1 - \lambda)\left(\begin{array}{c} z \\ l \end{array}\right)(1 - \lambda)^{l}\lambda^{z-l} & l \leq z. \end{cases} \]

When $z \geq l + 1$, Eq. (139) implies that

\[ \frac{\Delta_{z,l}}{\Delta_{z-1,l}} = \frac{\left(\begin{array}{c} z \\ l \end{array}\right)\lambda}{(z - l)!} = \frac{z\lambda}{z - l}, \]

so $\Delta_{z,l}/\Delta_{z-1,l}$ is nonincreasing in $z$ and nondecreasing in $l$.

**A.2. Relative entropy.**  To show that $t_{D}(\gamma, x)$, $\epsilon_{D}(s, r)$ and $s_{D}(\epsilon, r)$ are well defined in Section 2.2, we prepare the following lemma.

**Lemma A.6.**  The relative entropy $D(p\|q)$ (defined in Eq. (15)) is nondecreasing in $q$ and nonincreasing in $p$ when $0 \leq p \leq q \leq 1$.

**Proof of Lemma A.6.**  When $0 \leq p \leq q \leq 1$ we have

\[ \frac{\partial D(p\|q)}{\partial q} = \frac{q - p}{q(1 - q)} \geq 0, \]

\[ \frac{\partial D(p\|q)}{\partial p} = \ln \frac{p}{q} + \ln \frac{1 - q}{1 - p} \leq 0, \]

which confirm the lemma.
A.3. Poisson distribution. To show that $t_P(k, \delta)$ is well defined in Eq. (17), we prepare the following lemma.

**Lemma A.7.** Suppose $k \in \mathbb{Z}_{\geq 0}$. Then $\text{Pois}(k, x)$ (defined in Eq. (16)) is monotonically decreasing in $x$ for $x \geq 0$.

**Proof of Lemma A.7.** For $x > 0$ we have

\[
\frac{\partial}{\partial x} \text{Pois}(k, x) = -e^{-x} \sum_{i=0}^{k} \frac{x^i}{i!} + e^{-x} \sum_{i=1}^{k} \frac{x^{i-1}}{i!} = -e^{-x} \sum_{i=0}^{k} \frac{x^i}{i!} + e^{-x} \sum_{i=0}^{k-1} \frac{x^i}{i!} = -e^{-x} \frac{x^k}{k!} < 0,
\]

which confirms the lemma.

**Appendix B: Properties of $z^*$ and $B_{z,l}/B_{z^*,l}$**

Given $0 < \delta \leq 1$, $z^*(l, \delta, \lambda)$ is the smallest integer $z$ that satisfies $B_{z,l} \leq \delta$, as defined in Eq. (12). If there is no danger of confusions, we shall use $z^*$ as shorthand for $z^*(l, \delta, \lambda)$, and use $z^* := z^* - 1$. This appendix provides some properties of $z^*$ and $B_{z,l}/B_{z^*,l}$, which are useful for proving several important statements.

**B.1. Lower bound for $z^*$.**

**Lemma B.1 (Corollary 1, [7]).** Suppose $z \in \mathbb{Z}_{\geq 0}$ and $0 \leq p \leq 1$, then $B_{z,[pz]}(p) \geq 1/2$.

**Lemma B.2 (Theorem 4.1, [11]).** Suppose $l \in \mathbb{Z}_{\geq 0}$ and $z \in \mathbb{Z}_{\geq l+1}$, then $B_{z,l}(l/z) \neq 1/2$.

**Corollary B.3.** Suppose $l \in \mathbb{Z}_{\geq 1}$ and $z \in \mathbb{Z}_{\geq l}$, then $B_{z,l}(l/z) > 1/2$.

**Proof.** First, in the case $z = l$, we have $B_{z,l}(l/z) = B_{z,z}(1) = 1 \geq 1/2$. Second, in the case $z \geq l + 1$, the corollary immediately follows from Lemmas B.1 and B.2.

**Corollary B.4.** Suppose $0 < \lambda < 1$ and $0 < \delta \leq 1/2$. Then $z^* \geq l/\nu$.

**Proof.** When $l = 0$, the lemma holds clearly.

Next, we shall consider $l \in \mathbb{Z}_{\geq 1}$. In this case we have $|l/\nu| \geq l$ and

\[
B_{[l/\nu],l}(\nu) \overset{(a)}{=} B_{[l/\nu],l} \left( \frac{l}{[l/\nu]} \right) \overset{(b)}{>} 1/2,
\]

where $(a)$ follows from Lemma A.1 and $\nu \leq l/|l/\nu|$, and $(b)$ follows from Corollary B.3 above. Therefore,

\[
z^* = \min \{ z \in \mathbb{Z}_{\geq 1} | B_{z,l}(\nu) \leq \delta \} \overset{(a)}{=} \min \{ z \in \mathbb{Z}_{\geq 1} | B_{z,l}(\nu) \leq 1/2 \} \overset{(b)}{=} [l/\nu] + 1 \geq l/\nu,
\]

which confirms the lemma. Here $(a)$ follows from the assumption $\delta \leq 1/2$, and $(b)$ follows from Eq. (144).
B.2. Limits of $z^*$.

**Lemma B.5.** Suppose $l \in \mathbb{Z}^{\geq 0}$, $0 < \lambda < 1$ and $0 < \delta < 1$, then

\[
\lim_{\delta \to 0} \frac{z^*}{\ln \delta} = \frac{1}{\ln \lambda}.
\]

**Proof of Lemma B.5.** By large deviation principle, we have

\[
\frac{1}{z} \ln(B_{z,l}) = -D(0\|1 - \lambda) = \ln \lambda.
\]

Since we have $z^* \to \infty$ when $\delta \to 0$, the above relation implies that

\[
\lim_{\delta \to 0} \frac{\ln \delta}{z^*} = \lim_{z^* \to \infty} \frac{\ln(B_{z^*,l})}{z^*} = \frac{\ln(\lambda)}{\ln \lambda},
\]

which confirms the lemma. \qed

**Lemma B.6.** Suppose $l \in \mathbb{Z}^{\geq 0}$, $0 < \lambda < 1$ and $0 < \delta < 1$. Then in the limit $l \to +\infty$ we have

\[
z^* = \frac{l - \Phi^{-1}(\delta)\sqrt{\lambda l}}{\nu} + O(1),
\]

where $z^*$ is the smallest integer $z$ such that $B_{z,l} \leq \delta$, and $\Phi(x)$ is defined in Eq. (14).

**Proof of Lemma B.6.** By Lemma A.3, we have

\[
\Phi\left(\frac{l - \nu z}{\sqrt{\nu \lambda z}}\right) - \frac{0.5}{\sqrt{\nu \lambda}} \leq B_{z,l} \leq \Phi\left(\frac{l - \nu z}{\sqrt{\nu \lambda}}\right) + \frac{0.5}{\sqrt{\nu \lambda}}.
\]

When $l \to \infty$, we have $\delta - \frac{0.5}{\sqrt{\nu \lambda}} > 0$, and

\[
z^* = \min\{z \in \mathbb{Z}^{\geq l} | B_{z,l} \leq \delta\} \leq \left\{ z \in \mathbb{R}^+ \mid \Phi\left(\frac{l - \nu z}{\sqrt{\nu \lambda}}\right) + \frac{0.5}{\sqrt{\nu \lambda}} = \delta \right\}
\]

\[
= \left\{ z \in \mathbb{R}^+ \mid \frac{l - \nu z}{\sqrt{\nu \lambda}} = \Phi^{-1}\left(\delta - \frac{0.5}{\sqrt{\nu \lambda}}\right) \right\}
\]

\[
= \left\{ \left(-\sqrt{\frac{\lambda}{4\nu}}\Phi^{-1}\left(\delta - \frac{0.5}{\sqrt{\nu \lambda}}\right) - \frac{1}{\sqrt{l}}\right) + \sqrt{l} \left(\nu + \frac{\lambda}{4\nu}\left[\Phi^{-1}\left(\delta - \frac{0.5}{\sqrt{\nu \lambda}}\right)\right]^2\right)^{\frac{1}{2}} \right\}
\]

\[
= \left\{ \left(-\sqrt{\frac{\lambda}{4\nu}}\Phi^{-1}(\delta) + O\left(\frac{1}{\sqrt{l}}\right) + \sqrt{\frac{l}{\nu}} + O(1)\right)^{\frac{1}{2}} \right\}
\]

\[
= \frac{l - \Phi^{-1}(\delta)\sqrt{\lambda l}}{\nu} + O(1),
\]

where the inequality follows from the upper bound in Eq. (150).

In addition, when $l \to \infty$, we have $\delta + \frac{0.5}{\sqrt{\nu \lambda}} < 1$, and

\[
z^* = \min\{z \in \mathbb{Z}^{\geq l} | B_{z,l} \leq \delta\} \geq \left\{ z \in \mathbb{R}^+ \mid \Phi\left(\frac{l - \nu z}{\sqrt{\nu \lambda}}\right) - \frac{0.5}{\sqrt{\nu \lambda}} = \delta \right\}
\]

\[
= \left\{ z \in \mathbb{R}^+ \mid \frac{l - \nu z}{\sqrt{\nu \lambda}} = \Phi^{-1}\left(\delta + \frac{0.5}{\sqrt{\nu \lambda}}\right) \right\}
\]
follows because 

\[
\pmatrix{- \sqrt{\frac{\lambda}{4\nu}} \Phi^{-1}(\delta + \frac{0.5}{\sqrt{\nu\lambda}}) + \sqrt{l \over \nu} + \frac{\lambda}{4\nu} \left[ \Phi^{-1}(\delta + \frac{0.5}{\sqrt{\nu\lambda}}) \right]^2}^2
\]

(152) 

\[
\pmatrix{- \sqrt{\frac{\lambda}{4\nu}} \Phi^{-1}(\delta) + O\left(\frac{1}{\sqrt{l}}\right) + \sqrt{l \over \nu} + O(1)}^2 = \frac{l - \Phi^{-1}(\delta)\sqrt{\lambda}}{\nu} + O(1),
\]

where the inequality follows from the lower bound in Eq. (150). Eqs. (151) and (152) together confirms the lemma. □

B.3. Limit of \( B_{z*,l}/B_{z^*,l} \).

**Lemma B.7.** Suppose \( l \in \mathbb{Z}^{\geq 0}, \ 0 < \lambda < 1 \) and \( 0 < \delta < 1 \). Then in the limit \( l \to +\infty \) we have

\[
\frac{B_{z*,l}}{B_{z^*,l}} = 1 + \frac{\phi(\Phi^{-1}(\delta))\nu}{\delta\sqrt{\lambda}} + O(l^{-1}),
\]

(153)

\[
\frac{B_{z*,l-1}}{B_{z^*,l}} = 1 + \frac{\phi(\Phi^{-1}(\delta))\nu}{\delta\sqrt{\lambda}} + O(l^{-1}),
\]

(154)

\[
\frac{B_{z^*,l}}{B_{z^*,l+1}} = 1 + \frac{\phi(\Phi^{-1}(\delta))\nu}{\delta\sqrt{\lambda}} + O(l^{-1}).
\]

(155)

**Proof of Lemma B.7.** To consider the normal approximation, we define

\[
x_1 := \frac{l - z^*\nu}{\sqrt{z^*\lambda\nu}}, \quad x_2 := \frac{l - z\nu}{\sqrt{z\lambda\nu}}.
\]

By Lemma B.6, in the limit \( l \to +\infty \) we have \( z^* = l/\nu + O(\sqrt{l}) \), and thus

\[
x_1 = \frac{l - z^*\nu}{\sqrt{z^*\lambda\nu}} = \frac{l - \nu[l/\nu + O(\sqrt{l})]}{\sqrt{\lambda\nu[l/\nu + O(\sqrt{l})]}} = \frac{O(\sqrt{l})}{\sqrt{\lambda\nu + O(\sqrt{l})}} = O(1).
\]

(157)

In addition, we have

\[
x_2 - x_1 = \frac{l - z\nu}{\sqrt{z\lambda\nu}} - x_1 = \frac{1}{\sqrt{z^*\lambda}} \left[ \sqrt{\lambda} - \frac{\sqrt{z^*\lambda\nu}}{\sqrt{z\lambda\nu}} \right] - x_1
\]

\[
= \frac{1}{\sqrt{z^*\lambda}} \left( \sqrt{1 + O(\frac{1}{\sqrt{l}})} - 1 \right) x_1
\]

\[
= \left( \frac{1}{\sqrt{l\nu + O(\sqrt{l})}} \right) \frac{\nu}{\sqrt{\lambda}} \left( \sqrt{1 + O(\frac{1}{\sqrt{l}})} - 1 \right) x_1
\]

\[
= \left( \frac{1}{\sqrt{l\nu + O(\sqrt{l})}} \right) \frac{\nu}{\sqrt{\lambda}} \left( 1 + O\left(\frac{1}{\sqrt{l}}\right) \right) x_1
\]

(158)

where \( (a) \) follows because \( z^* = l/\nu + O(\sqrt{l}) \) and \( 1/z^* = O(1/l) \) (see Lemma B.6), and \( (b) \) follows because \( x_1 = O(1) \).

According to Lemma A.3 we have

\[
B_{z^*,l} = \Phi\left( \frac{l - z^*\nu}{\sqrt{z^*\lambda\nu}} \right) + O\left(\frac{1}{\sqrt{l}}\right) = \Phi(x_1) + O\left(\frac{1}{\sqrt{l}}\right).
\]

(159)
In addition, considering the Edgeworth series \([4, (2.1)]\), we have

\[
\frac{B_{z,t}}{B_{z,t}'} = \frac{\Phi(x_2)}{\Phi(x_1)} + O(l^{-1}) = \frac{\Phi(x_1) + \phi(x_3)(x_2 - x_1)}{\Phi(x_1)} + O(l^{-1})
\]

where \(x_3 \in (\min(x_1, x_2), \max(x_1, x_2))\), and the third equality follows from Eq. (158).

Since \(B_{z,t} \leq \delta < B_{z,t}\), Eq. (160) implies that \(B_{z,t} = \delta + O\left(\frac{1}{\sqrt{l}}\right)\). This fact together with Eq. (159) imply that

\[
\Phi(x_1) = \delta + O\left(\frac{1}{\sqrt{l}}\right), \quad x_1 = \Phi^{-1}(\delta) + O\left(\frac{1}{\sqrt{l}}\right).
\]

Then by plugging the above two equations into Eq. (160) we get Eq. (153).

Eqs. (154) and (155) follow from (153) and \(B_{z,t} = \delta + O\left(\frac{1}{\sqrt{l}}\right)\), \(B_{z,t} = \delta + O\left(\frac{1}{\sqrt{l}}\right)\). \(\square\)

APPENDIX C: DERIVATION OF EQ. (7)

To show Eq. (7), we discuss \(\bar{\tau}_\lambda(l, n, \delta) := 1 - \bar{\tau}_\lambda(l, n, \delta)\) instead of \(\bar{\tau}_\lambda(l, n, \delta)\). That is, we shall show

\[
\bar{\tau}_\lambda(0, n, \delta_z) = \frac{(n - z + 1)\lambda}{z + (n - z + 1)\lambda} \forall z \in \{0, 1, \ldots, n + 1\}.
\]

Let \(Q_z \in Q_{n+1}\) be the permutation invariant distribution on \([n+1]\) such that \(\sum_{i=1}^{n+1} Y_i = z\). Then by simple calculation we have

\[
Q_z(L = 0) = \begin{cases} 
\frac{\lambda^n}{(n+1-z)\lambda^z+z\lambda^{z-1}} & \text{when } z = n+1, \\
1 & \text{when } z = 0,
\end{cases}
\]

\[
Q_z(L = 0, Y_{n+1} = 0) = \begin{cases} 
0 & \text{when } z = n+1, \\
\frac{(n+1-z)\lambda^z}{n+1} & \text{when } 1 \leq z \leq n, \\
1 & \text{when } z = 0,
\end{cases}
\]

and thus

\[
Q_z(L = 0, Y_{n+1} = 0) = \frac{0}{\sum_{j=0}^{n+1} p_j Q_j(L = 0, Y_{n+1} = 0)} = \frac{(n - z + 1)\lambda}{z + (n - z + 1)\lambda}.
\]

In addition, we have

\[
\bar{\tau}_\lambda(0, n, \delta) = \min_{\{p_j\}_{j=0}^{n+1}} \left\{ \frac{\sum_{j=0}^{n+1} p_j Q_j(L = 0, Y_{n+1} = 0)}{\sum_{j=0}^{n+1} p_j Q_j(L = 0)} : \sum_{j=0}^{n+1} p_j Q_j(L = 0) = \delta \right\},
\]

where \(p_j\) form a probability distribution on \([n+1]\).

Note that \(Q_z(L = 0)\), \(Q_z(L = 0, Y_{n+1} = 0)\), and \(\frac{Q_z(L = 0, Y_{n+1} = 0)}{Q_z(L = 0)}\) all strictly decrease with \(z\) for \(z \in \{0, 1, \ldots, n + 1\}\). Therefore, when \(\delta = \delta_z\), the above minimum is realized with

\[
p_j = \begin{cases} 
1 & \text{when } j = z, \\
0 & \text{otherwise}.
\end{cases}
\]

This fact together with Eq. (165) confirms Eq. (162), and completes the proof of Eq. (7).
APPENDIX D: PROOF OF PROPOSITION 2.1

According to Eq. (9) we have

\[ \epsilon_{\text{iid}}(k, n, \delta) = \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq \delta\}, \]

where \( B_{n,k}(\epsilon) \) is defined in Eq. (10).

\textbf{Monotonicity for \( \delta \):} The monotonicity of \( \epsilon_{\text{iid}}(k, n, \delta) \) with \( \delta \) follows immediately from the definition Eq. (8).

\textbf{Monotonicity for \( n \):} We have

\[ \epsilon_{\text{iid}}(k, n, \delta) = \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq \delta\} \geq \max\{0 \leq \epsilon \leq 1 | B_{n+1,k}(\epsilon) \geq \delta\} = \epsilon_{\text{iid}}(k, n+1, \delta), \]

where the inequality follows because \( B_{n,k}(\epsilon) \geq B_{n+1,k}(\epsilon) \) (according to Lemma A.1). Therefore, \( \epsilon_{\text{iid}}(k, n, \delta) \) is nonincreasing in \( n \) for \( n \geq k+1 \).

\textbf{Monotonicity for \( k \):} We have

\[ \epsilon_{\text{iid}}(k, n, \delta) = \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq \delta\} \leq \max\{0 \leq \epsilon \leq 1 | B_{n,k+1}(\epsilon) \geq \delta\} = \epsilon_{\text{iid}}(k+1, n, \delta), \]

where the inequality follows because \( B_{n,k}(\epsilon) \leq B_{n,k+1}(\epsilon) \) (according to Lemma A.1). Therefore, \( \epsilon_{\text{iid}}(k, n, \delta) \) is nondecreasing in \( k \) for \( 0 \leq k \leq n-1 \).

APPENDIX E: PROOF OF LEMMA 2.2

\textbf{PROOF OF (20).} First, we show (20) by showing the relation

\[ \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq 1/2\} > \frac{k}{n} \]

because (9) guarantees the equation \( \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq \delta\} = \epsilon_{\text{iid}}(k, n, \delta) \) and the relation \( \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq \delta\} \geq \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq \frac{1}{2}\} \) holds for \( 0 < \delta \leq \frac{1}{2} \). For this aim, we shall consider two cases depending on the value of \( \bar{k} \).

1) \( k = 0 \). In this case we have

\[ \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq 1/2\} = \max\{0 \leq \epsilon \leq 1 | (1 - \epsilon)^n \geq 1/2\} > 0, \]

which confirms Eq. (171).

2) \( k \in \mathbb{Z}^\geq 1 \). In this case we have \( B_{n,k}(k/n) > 1/2 \) according to Corollary B.3. Since \( B_{n,k}(\epsilon) \) is continuous in \( \epsilon \), there exists a positive number \( \epsilon_0 > \frac{k}{n} \) such that \( B_{n,k}(\epsilon_0) \geq 1/2 \). Hence, we find that

\[ \max\{0 \leq \epsilon \leq 1 | B_{n,k}(\epsilon) \geq 1/2\} \geq \epsilon_0 > \frac{k}{n}, \]

which implies Eq. (171).

In conclusion, Eq. (171) holds for all \( k \in \mathbb{Z}^\geq 0 \). \( \square \)

\textbf{PROOF OF (21).} We show (21) by using (20). When \( 0 < \delta \leq 1/2 \) we have

\[ \bar{\epsilon}_\lambda(l, n, \delta) \geq \bar{\epsilon}_\lambda(l, n, 1/2) \overset{(a)}{=} \max_{Q \in \mathcal{Q}_{\min}} \{Q(Y_{n+1} = 1|L \leq l)|Q(L \leq l) \geq 1/2\} \]

\[ \overset{(b)}{=} \max\{0 \leq \epsilon \leq 1 | B_{n,l}(\nu \epsilon) \geq 1/2\}. \]
Here (a) follows because the optimization constraints in the RHS are stronger than those in $\tilde{\epsilon}_\lambda(l, n, 1/2)$; (b) follows from the fact that $Q_{\text{iid}, n+1} = \{P_{\theta}^{n+1}\}_{\theta \in [0, 1]}$.

In the following, we consider two cases depending on the relation between $\nu n$ and $l$. First, when $\nu n \leq l$, we have

\begin{equation}
B_n,l(\nu) \geq B_n,l(l/n) \geq 1/2,
\end{equation}

which confirms (21) again. Here (a) follows from (20), i.e., (171).

PROOF OF (22). When $k/n < \delta < k+1/n+1$, Eq. (3) implies (22). When $k+1/n+1 \leq \delta \leq 1/2$, we have

\begin{equation}
\bar{\epsilon}_0(k, n, \delta) = \frac{(k+1)(n+1-k) - \delta(n+1)}{(n-k)(n+1)} \geq \frac{(k+1)(n+1-k) - \frac{1}{2}(n+1)}{(n-k)(n+1)}
\end{equation}

which confirms (22) again. Here the last inequality follows because the following conditions are equivalent,

\begin{equation}
\frac{k(n-k) + \frac{1}{2}(n+1)}{(n-k)(n+1)} > \frac{k}{\delta n}
\end{equation}

and that Eq. (177) holds for $\frac{k+1}{n+1} \leq 1/2$.

APPENDIX F: PROOF OF PROPOSITION 3.3

Remember that $Q_{\text{iid}, n+1} = \{P_{\theta}^{n+1}\}_{\theta \in [0, 1]}$. The central limit theorem guarantees that

\begin{equation}
\lim_{n \to \infty} P_{\theta}^{n+1}(K \leq \lceil sn \rceil) = \Phi(-\frac{\tau}{\sqrt{s(1-s)}}).
\end{equation}

Hence, the condition $\lim_{n \to \infty} P_{\theta}^{n+1}(K \leq \lceil sn \rceil) \leq \delta$ is equivalent to the condition $\tau \leq -\Phi^{-1}(\delta)\sqrt{s(1-s)}$. The above relation shows Item (a) for $\bar{\epsilon}_{\text{iid}}([sn], n, \delta)$.

We have

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} \ln P_{\tau}^{n+1}(K \leq \lceil sn \rceil) = D(s || \tau).
\end{equation}

Solving the equation $D(s || \tau) = r$ for $\tau$, we have $\tau = \epsilon_D(s, r)$. The above relation shows Item (b) for $\bar{\epsilon}_{\text{iid}}([sn], n, \delta)$.
APPENDIX G: PROOF OF LEMMA 4.1

First, we notice that the derivative of $\kappa(\lambda)$ is calculated as

$$
\kappa'(\lambda) = \frac{((1 - \theta_0)\alpha - (1 + \theta_0))\beta\lambda^{-1/2} - (1 - \theta_0)\beta\lambda^{-3/2} - \gamma(1 - \lambda)^{-1/2}}{2(1 - \theta_0(1 - \lambda))^{3/2}}
$$

which confirms the equivalence between $\kappa'(\lambda) = 0$ and Eq. (69). We notice that Eq. (69) is equivalent to the cubic equation $f_1(\lambda) + f_2(\lambda) = 0$, where the functions $f_1(x)$ and $f_2(x)$ are defined as follows,

$$
f_1(x) := \frac{(e - t)^2}{\theta(\Phi^{-1}(\delta)(1 - \theta_0))^2 x^3},
$$

$$
f_2(x) := (x - 1)\left[(1 + (1 + \theta_0)\psi(\delta))x + (1 - \theta_0)\psi(\delta)\right]^2.
$$

The cubic equation $f_2(x) = 0$ has two real roots $x_0 = \frac{-(1-\theta_0)\psi(\delta)}{1+(1+\theta_0)\psi(\delta)}$ and $x_1 = 1$, where $x_0$ is a double root.

The remaining proof is composed of three steps. The results of Step 1 and Step 3 will together confirm the fact that the equation (69) has but only one solution in $(0, 1)$.

**Step 1:** The aim of this step is to show that the equation $f_1(x) + f_2(x) = 0$ has at least one solution in $(0, 1)$.

We have

$$
f_1(0) + f_2(0) = -\left[(1 - \theta_0)\psi(\delta)\right]^2 < 0,
$$

$$
f_1(1) + f_2(1) = \frac{(e - t)^2}{\theta(\Phi^{-1}(\delta)(1 - \theta_0))^2} > 0.
$$

Since $f_1(x) + f_2(x)$ is continuous in $x$, the above inequalities implies that the equation $f_1(x) + f_2(x) = 0$ has at least one solution in $(0, 1)$.

**Step 2:** The aim of this step is to show the double root $x_0 < 0$.

First note that the numerator $-(1 - \theta_0)\psi(\delta) > 0$ for $\delta < 1/2$. Second, the denominator satisfies

$$
1 + (1 + \theta_0)\psi(\delta) < 1 + \psi(\delta) = 1 + \frac{\phi(\Phi^{-1}(\delta))}{\delta\Phi^{-1}(\delta)} = 1 - \frac{\phi(y)}{y\Phi(y)} < 0,
$$

which confirms that $x_0 < 0$. Here (a) follows because $\psi(\delta) < 0$ when $\delta < 1/2$; in (b) we change the variable by letting $y = -\Phi^{-1}(\delta)$; and (c) follows because $\Phi(-y) \leq \phi(y)/y$ for $y > 0$, which was first proved by Gordon [3].

**Step 3:** The aim of this step is to show that the equation $f_1(x) + f_2(x) = 0$ has at most one solution in $(0, \infty)$.

Since the double root $x_0 < 0$, there are only two cases for the monotonicity of $f_2(x)$ in $(0, \infty)$:

**Case A:** $f_2(x)$ increases monotonically with $x$ for $x \in (0, \infty)$. In this case, $f_1(x) + f_2(x)$ is also nondecreasing in $x$ for $x \in (0, \infty)$. Hence, the equation $f_1(x) + f_2(x) = 0$ has at most one solution in $(0, \infty)$.

**Case B:** In $(0, \infty)$, $f_2(x)$ first monotonically decreases and then monotonically increases. In this case, in the interval $(0, \infty)$, the cubic function $f_1(x) + f_2(x)$ also first monotonically decreases and then monotonically increases. This fact together with Eq. (182) implies that the equation $f_1(x) + f_2(x) = 0$ has at most one solution in $(0, \infty)$.
APPENDIX H: PROOF OF PROPOSITION 5.2

Remember that \( Q_{\text{iid},n+1} = \{ P^{n+1}_\theta \}_{\theta \in [0,1]} \). The law of small number guarantees [12] that

\[
\lim_{n \to \infty} P^{n+1}_\frac{n+1}{n}(K \leq k_0) = \text{Pois}(k_0, \tau).
\]

Hence, the condition \( \text{Pois}(k_0, \tau) = \lim_{n \to \infty} P^{n+1}_\frac{n}{n}(K \leq k_0) \leq \delta \) is equivalent to the condition \( \tau \leq t_P(k_0, \delta) \). The above relation shows Item (a) for \( \tau_{\text{iid}}(k_0, n, \delta) \).

The large deviation principle [2] guarantees that

\[
\lim_{n \to \infty} -\frac{1}{n} \ln P^{n+1}_\frac{n}{n}(K \leq k_0) = D(0\|\tau) = -\ln(1 - \tau).
\]

Solving the equation \(-\ln(1 - \tau) = r\) for \( \tau \), we have \( \tau = 1 - e^{-r} \). The above relation shows Item (b) for \( \tau_{\text{iid}}(k_0, n, \delta) \).

APPENDIX I: PROOF OF LEMMA 5.4

**Proof of Lemma 5.4.** First, by (89) we have

\[
\lim_{\epsilon \to 0} \lim_{\delta \to 0} \frac{\epsilon N_{\lambda,c}(\lfloor \nu k_0 \rfloor, \epsilon, \delta)}{\ln \delta^{-1}} = \frac{1}{\lambda \ln \lambda^{-1}}.
\]

In the following, we shall prove that

\[
\lim_{\delta \to 0} \lim_{\epsilon \to 0} \frac{\epsilon N_{\lambda,c}(\lfloor \nu k_0 \rfloor, \epsilon, \delta)}{\ln \delta^{-1}} = \frac{1}{\lambda \ln \lambda^{-1}},
\]

which together with Eq. (187) confirm the lemma.

For convenience, we use \( l = \lfloor \nu k_0 \rfloor \). By Lemma I.1 below, when \( \delta \leq 1/2 \) we have

\[
\frac{1 - \epsilon}{\lambda \ln \delta^{-1}} + \frac{\epsilon (z_* - 1)}{\ln \delta^{-1}} \leq \frac{\epsilon N_{\lambda,c}(l, \epsilon, \delta)}{\ln \delta^{-1}} \leq \frac{z_* - l + 1 + \sqrt{\lambda l}}{\lambda \ln \delta^{-1}},
\]

where the upper bound follows from Eq. (193), and the lower bound follows from Eq. (192).

Then Lemma B.5 implies that

\[
\lim_{\delta \to 0} \lim_{\epsilon \to 0} \text{LHS of (189)} = \lim_{\delta \to 0} \frac{z_* - l - 1}{\lambda \ln \delta^{-1}} = \frac{1}{\lambda \ln \lambda^{-1}},
\]

\[
\lim_{\delta \to 0} \lim_{\epsilon \to 0} \text{RHS of (189)} = \lim_{\delta \to 0} \frac{z_* - l + 1 + \sqrt{\lambda l}}{\lambda \ln \delta^{-1}} = \frac{1}{\lambda \ln \lambda^{-1}},
\]

which confirm Eq. (188) and completes the proof. \( \square \)

**Lemma I.1.** Suppose \( 0 < \lambda, \epsilon, \delta < 1 \) and \( l \in \mathbb{Z}^{\geq 0} \). Then

\[
N_{\lambda,c}(l, \epsilon, \delta) \geq \left( \frac{1}{\epsilon - 1} \right) z_* \frac{B_{z_* - l - 1}}{B_{z_*}} + z_* - 1 \geq \left( \frac{1}{\epsilon - 1} \right) \frac{z_* - l}{\lambda} + z_* - 1.
\]

If \( \delta \leq 1/2 \) in addition, then

\[
N_{\lambda,c}(l, \epsilon, \delta) \leq \left[ \frac{z_* - l + 1 + \sqrt{\lambda l}}{\lambda \epsilon} \left( \frac{1}{\epsilon - 1} \right) + z_* \right] < \frac{z_* - l + 1 + \sqrt{\lambda l}}{\lambda \epsilon}.
\]

**Proof of Lemma I.1.** The proof is composed of two steps.
Step 1: Proof of (192). When $0 < \delta < 1$ we have
\[
N_{\lambda,c}(l, \epsilon, \delta) = \min\{n \geq l + 1 \mid \tau_n^x(l, n, \delta) \geq 1 - \epsilon\}
\]
(194)
\[
\geq \min\left\{ n \left\lceil \frac{g_{z,n}(l, n, \lambda)}{h_{z,n}(l, n, \lambda)} \right\rceil \geq 1 - \epsilon \right\}
\]
\[
= \left[ \frac{z_B z_{z-1,l}}{B_{z,l}} \left( \frac{1}{\epsilon} - 1 \right) + z - 1 \right] \geq \frac{z - l}{\lambda} \frac{1}{\epsilon} - 1 + z - 1,
\]
which confirms (192). Here the first inequality follows from Corollary 6.6 in the main text, and the second equality follows from Lemma A.4.

Step 2: Proof of Eq. (193). When $0 < \delta \leq 1/2$ we have
\[
N_{\lambda,c}(l, \epsilon, \delta) = \min\{n \geq l + 1 \mid \tau_n^x(l, n, \delta) \geq 1 - \epsilon\}
\]
(195)
\[
\leq \min\left\{ n \geq l + 1 \left\lceil \frac{g_{z,n+1}(l, n, \lambda)}{h_{z,n+1}(l, n, \lambda)} \right\rceil \geq 1 - \epsilon \right\} = \left[ \frac{(z^* + 1)B_{z^*,l}}{B_{z^*,l+1}} \left( \frac{1}{\epsilon} - 1 \right) + z^* \right]
\]
\[
\leq \left[ \frac{z^* - l + 1 + \sqrt{\lambda}}{\lambda} \left( \frac{1}{\epsilon} - 1 \right) + z^* \right] < \frac{z^* - l + 1 + \sqrt{\lambda}}{\lambda\epsilon},
\]
which confirms Eq. (193). Here the first inequality follows from Corollary 6.6 in the main text, and the second inequality follows from Lemma A.4 and the fact that $z^* \geq l/\nu$ when $0 < \delta \leq 1/2$ (see Corollary B.4).

APPENDIX J: PROOFS OF EQUATIONS (98) AND (99)

For $z \in \{0, 1, \ldots, n + 1\}$, we have
\[
Q(K = z, Y_{n+1} = 0 | Z = z) = \frac{n - z + 1}{n + 1},
\]
(196)
\[
Q(K = z - 1, Y_{n+1} = 1 | Z = z) = \frac{z}{n + 1}.
\]
(197)

In the following, we shall show Eqs. (98) and (99), respectively.

Step 1: Proof of Eq. (98). For $0 \leq v \leq z - 1$, we have
\[
Q(L = v | Z = z) = Q(K = z, Y_{n+1} = 0 | Z = z) \binom{z}{v} (1 - \lambda)^v \lambda^{z-v}
\]
\[
+ Q(K = z - 1, Y_{n+1} = 1 | Z = z) \binom{z - 1}{v} (1 - \lambda)^v \lambda^{z-1-v}
\]
(198)
\[
= \frac{n - z + 1}{n + 1} b_{z,v}(\nu) + \frac{z}{n + 1} b_{z-1,v}(\nu),
\]
where $b_{z-1,v}(\nu)$ is defined in Eq. (10). Hence, for $0 \leq l \leq z - 1$, we have
\[
Q(L \leq l | Z = z) = \sum_{v=0}^{l} Q(L = v | Z = z) = \frac{n - z + 1}{n + 1} \sum_{v=0}^{l} b_{z,v}(\nu) + \frac{z}{n + 1} \sum_{v=0}^{l} b_{z-1,v}(\nu)
\]
(199)
\[
= \frac{n - z + 1}{n + 1} B_{z,l} + \frac{z}{n + 1} B_{z-1,l}.
\]
In addition, when $l \geq z$, it is obvious that $P(L \leq l | Z = z) = 1$. This completes the proof of Eq. (98).
Step 2: Proof of Eq. (99). For $0 \leq v \leq z - 1$, we have

$$Q(L = v, Y_{n+1} = 0 | Z = z) = Q(K = z, Y_{n+1} = 0 | Z = z) \left( \frac{z}{v} \right) (1 - \lambda)^v \lambda^{z-v}$$

Hence, when $0 \leq l \leq z - 1$, we have

$$Q(L \leq l, Y_{n+1} = 0 | Z = z) = \sum_{v=0}^{l} Q(L = v, Y_{n+1} = 0 | Z = z)$$

$$= \frac{n - z + 1}{n + 1} \sum_{v=0}^{l} b_{z,v}(\nu) = \frac{n - z + 1}{n + 1} B_{z,l}.$$  

In addition, when $l \geq z$, we have

$$Q(L \leq l, Y_{n+1} = 0 | Z = z) = Q(K = z, Y_{n+1} = 0 | Z = z) = \frac{n - z + 1}{n + 1}.$$  

This completes the proof of Eq. (99).

APPENDIX K: PROOFS OF LEMMAS 6.2 AND 6.3

Proof of Lemma 6.2. According to Lemma A.1, $B_{z,l}$ decreases monotonically in $z$ for $z \geq l$.

For $z \in \{l + 1, \ldots, n\}$, we have

$$h_z(l, n, \lambda) = B_{n,l} \leq B_{z,l} < h_z(l, n, \lambda) < B_{z-1,l} \leq B_{l,l} = h_l(l, n, \lambda),$$

where the second and third inequality follows because

$$h_z(l, n, \lambda) = B_{z,l} + \frac{z}{n + 1} (B_{z-1,l} - B_{z,l}).$$

Hence $h_z(l, n, \lambda)$ decreases monotonically in $z$ for $l \leq z \leq n + 1$.

The monotonicity of $g_z(l, n, \lambda)$ with $z$ follows from that $\frac{n - z + 1}{n + 1}$ decreases monotonically in $z$ for $0 \leq z \leq n + 1$, and that $B_{z,l}$ decreases monotonically in $z$ for $l \leq z \leq n + 1$.

By Eq. (99), $g_z(l, n, \lambda) \geq 0$ for $z \leq n + 1$, and $g_z(l, n, \lambda) < 0$ for $z \geq n + 2$. In addition, By Eq. (98) we have

$$h_z(l, n, \lambda) = B_{z,l} + \frac{z}{n + 1} (B_{z-1,l} - B_{z,l}) > 0,$$

which completes the proof.

Proof of Lemma 6.3. Due to Lemma 6.2, it suffices to prove that $[h_{z+1}(l, n, \lambda) - h_z(l, n, \lambda)] / [g_{z+1}(l, n, \lambda) - g_z(l, n, \lambda)]$ is strictly increasing in $z$ for $l \leq z \leq n$. We have

$$z(h_{z+1}(l, n, \lambda) - h_z(l, n, \lambda)) = (n - z) B_{z+1,l} + (2z - n) B_{z,l} - z B_{z-1,l},$$

which imply that

$$\frac{h_{z+1}(l, n, \lambda) - h_z(l, n, \lambda)}{g_{z+1}(l, n, \lambda) - g_z(l, n, \lambda)} - 1 = \frac{z(B_{z-1,l} - B_{z,l})}{(n - z)(B_{z,l} - B_{z+1,l}) + B_{z,l}}$$

$$= \frac{z \Delta_{z-1,l} - B_{z,l}}{(n - z) \Delta_{z,l} + B_{z,l}} = \frac{z \Delta_{z-1,l}}{(n - z) \Delta_{z,l} + B_{z,l}} \left( 1 - \frac{B_{z,l}}{z \Delta_{z-1,l}} \right).$$
Note that
\[(209) \quad \frac{\Delta z_{l-1}}{B_{z,l}} = \frac{B_{z,l}}{B_{z,l}} - 1\]
is nondecreasing in \(z\) according to Lemma A.4, so the function \(1 - \frac{B_{z,l}}{z\Delta_{z-1,l}}\) is strictly increasing in \(z\). In addition, \(\Delta z_{l-1}/\Delta z_{l}\) is nondecreasing in \(z\) according to Lemma A.5, so the function \(z\Delta_{z-1,l}/[(n-z)\Delta_{z,l} + B_{z,l}]\) is strictly increasing in \(z\), because
\[(210) \quad \frac{(n-z)\Delta_{z,l} + B_{z,l}}{\Delta z_{l-1}} = \left(\frac{n}{z} - 1\right) \frac{\Delta_{z,l}}{\Delta z_{l-1}} + \frac{B_{z,l}}{z\Delta_{z-1,l}}\]
is strictly decreasing in \(z\). Therefore, \([h_{z+1}(l,n,\lambda) - h_z(l,n,\lambda)]/[g_{z+1}(l,n,\lambda) - g_z(l,n,\lambda)]\) is strictly increasing in \(z\) for \(l \leq z \leq n\), which completes the proof.

**APPENDIX L: PROOF OF PROPOSITION 6.5**

We show Proposition 6.5 by showing the following lemma.

**LEMMA L.1.** Suppose \(0 \leq \lambda < 1, 0 < \delta \leq 1, l \in \mathbb{Z}_+^0, \) and \(n \in \mathbb{Z}_+^{l+1}\). Then \(\tau_l^\lambda(n,\delta)\) is nondecreasing in \(\delta\) for \(0 < \delta \leq 1\), nondecreasing in \(n\) for \(n \in \mathbb{Z}_+^{l+1}\), and nonincreasing in \(l\) for \(0 \leq l \leq n - 1\).

**Monotonicity for \(\delta\):** The monotonicity of \(\tau_l^\lambda(n,\delta)\) with \(\delta\) follows immediately from the formula (96) for \(\tau_l^\lambda\).

**Monotonicity for \(n\):** To prove the monotonicity of \(\tau_l^\lambda(n,\delta)\) with \(n\), we consider two cases depending on the value of \(\lambda\). First, when \(\lambda = 0\), the monotonicity follows from Eqs. (103) and (104). Second, when \(\lambda > 0\), we show the monotonicity by showing that the lower boundary of \(R_{n,l,\lambda}\) is not higher than that of \(R_{n+1,l,\lambda}\) for \(n \geq l + 1\). This fact can be shown as follows.

Since \(g_z(l,n,\lambda)\) and \(h_z(l,n,\lambda)\) are defined in Eqs. (99) and (98), respectively, we have the relations:
\[(211) \quad g_z(l,n,\lambda) \leq g_z(l,n+1,\lambda), \quad h_z(l,n,\lambda) \geq h_z(l,n+1,\lambda)\]
for \(z = 0, 1, \ldots, n + 1\). Let \(\tau_{n,l}(x)\) be the graph to show the lower boundary of \(R_{n,l,\lambda}\). For \(x \leq h_{n+1}(l,n,\lambda)\), we define \(\tau_{n,l}(x)\) to be 0. We denote the line \(\kappa[A_1, A_2]\) to pass through two points \(A_1\) and \(A_2\). We denote the point \((h_z(l,n,\lambda), g_z(l,n,\lambda))\) by \(A_z(l,n)\). Since Lemma 6.2 guarantees that \(h_z(l,n,\lambda)\) is monotonically decreasing for \(z\), for \(x \leq h_z(l,n,\lambda)\), there exists an integer \(z' \geq z + 1\) such that \(x \in [h_{z'}(l,n,\lambda), h_{z'-1}(l,n,\lambda)]\). Then, we have
\[(212) \quad \tau_{n,l}(x) \leq \kappa[A_z(l,n), A_{z'}(l,n)](x)\]
Since Lemma 6.2 guarantees that \(g_z(l,n,\lambda)\) is monotonically decreasing for \(z\), we have
\[(213) \quad g_z(l,n+1,\lambda) \leq g_z(l,n,\lambda) \geq g_{z'}(l,n,\lambda)\]
Combining (212) and (213), we have
\[(214) \quad \tau_{n,l}(h_z(l,n+1,\lambda)) \leq g_z(l,n+1,\lambda)\]
Therefore, the lower boundary of \(R_{n,l,\lambda}\) is not higher than that of \(R_{n+1,l,\lambda}\) for \(n \geq l + 1\). (see the left plot of Fig. 4 for an illustration).

**Monotonicity for \(l\):**

**Step 1:** To prove the monotonicity of \(\tau_l^\lambda(n,\delta)\) with \(l\), we still consider two cases depending on the value of \(\lambda\). First, when \(\lambda = 0\), the monotonicity follows from Eqs. (103) and (104). Second, when \(\lambda > 0\), we show the monotonicity by showing that the lower boundary
of $R_{n,l+1,\lambda}$ is not higher than that of $R_{n,l,\lambda}$ for $0 \leq l \leq n - 2$. This fact can be shown as follows.

As shown later, we have the following relations.

(215) \[ g_z(l, n, \lambda) \leq g_{z_1}(l + 1, n, \lambda), \quad h_z(l, n, \lambda) \leq h_{z_1}(l + 1, n, \lambda), \]

(216) \[ h_{z_1}(l + 1, n, \lambda) \geq h_z(l, n, \lambda), \]

(217) \[ \frac{g_{z_1}(l, n, \lambda) - g_z(l, n, \lambda)}{h_{z_1}(l, n, \lambda) - h_z(l, n, \lambda)} \geq \frac{g_{z_1}(l + 1, n, \lambda) - g_{z_1}(l + 1, n, \lambda)}{h_{z_1}(l + 1, n, \lambda) - h_{z_1}(l + 1, n, \lambda)} \]

for $z_1 = 0, 1, \ldots, n + 1$, and $z = l, l + 1, \ldots, n$.

**Step 2:** In the following, using (215), (216), and (217), we show the following inequality by induction;

(218) \[ \tau_{n,l+1}(h_z(l, n, \lambda)) \leq g_z(l, n, \lambda). \]

First, we show (218) with $z = n + 1$. Since (216) guarantees that $h_{n+1}(l, n, \lambda) \leq h_{n+1}(l + 1, n, \lambda)$, we have

(219) \[ \tau_{n,l+1}(h_{n+1}(l, n, \lambda)) = 0 \tag{a} g_{n+1}(l, n, \lambda), \]

where (a) follows from the definition of $g_z(l, n, \lambda)$. Hence, (218) hold with $z = n + 1$.

Next, we show (218) with $z = z_0$ by assuming (218) hold with $z = z_0 + 1$. The relations (215), (216), and (217) guarantee that

(220) \[ \kappa[A_{z_0+1}(l, n), A_{z_0+1}(l + 1, n)](h_{z_0}(l, n, \lambda)) \leq g_{z_0}(l, n, \lambda) \]

(221) \[ h_{z_0}(l, n, \lambda) \in [h_{z_0+1}(l, n, \lambda), h_{z_0+1}(l + 1, n, \lambda)]. \]
Hence, we have
\[ \tau_{n,l+1}(h_{z_0}(l, n, \lambda)) \]
\[ \leq \kappa_1[h_{z_0+1}(l, n, \lambda), \tau_{n,l+1}(h_{z_0+1}(l, n, \lambda)), A_{z_0+1}(l + 1, n)](h_{z_0}(l, n, \lambda)) \]
\[ \leq \kappa[A_{z_0+1}(l, n), A_{z_0+1}(l + 1, n)](h_{z_0}(l, n, \lambda)) \]
where \((a)\) follows from (221), and \((b)\) follows from (218) hold with \(z = z_0 + 1\). The combination of (222) and (220) implies (218) with \(z = z_0\).

Hence, we obtain (218) for \(z = 1, \ldots, n + 1\), i.e., the lower boundary of \(\mathcal{R}_{n,l+1,\lambda}\) is not higher than that of \(\mathcal{R}_{n,l,\lambda}\) for \(0 \leq l \leq n - 2\). (see the right plot of Fig. 4 for an illustration).

**Step 3:** In the following, we shall prove Eqs. (215), (216), and (217) in three steps, respectively.

**Step 3-1:** Proof of Eq. (215). Eq. (215) follows from Eqs. (98), (99), and Lemma A.1.

**Step 3-2:** Proof of Eq. (216). For \(z = l\), we have \(h_{z+1}(l + 1, n, \lambda) = h_z(l, n, \lambda) = 1\) according to Eq. (98). For \(z = l + 1, \ldots, n\), we have
\[ (n + 1)[h_{z+1}(l + 1, n, \lambda) - h_z(l, n, \lambda)] \]
\[ = [(n - z)B_{z+1,l+1} + (z + 1)B_{z,l+1}] - [(n - z + 1)B_{z,l} + zB_{z-1,l}] \]
\[ = (n - z)(B_{z+1,l+1} - B_{z,l}) + z(B_{z,l+1} - B_{z-1,l}) + (B_{z,l+1} - B_{z,l}) \]
\[ = (n - z)[(1 - \lambda)B_{z,l} + \lambda B_{z,l+1} - B_{z,l}] \]
\[ + z[(1 - \lambda)B_{z-1,l} + \lambda B_{z-1,l+1} - B_{z-1,l}] + (B_{z,l+1} - B_{z,l}) \]
\[ = (n - z)\lambda(B_{z,l+1} - B_{z,l}) + z\lambda(B_{z-1,l+1} - B_{z-1,l}) + (B_{z,l+1} - B_{z,l}) \]
\[ \geq 0, \]
Here \((a)\) follows from the basic relation \(B_{z+1,l} = (1 - \lambda)B_{z,l+1} + \lambda B_{z,l}\), and \((b)\) follows from Lemma A.1.

**Step 3-3:** Proof of Eq. (217). To prove Eq. (217), we shall consider three cases depending on the value of \(z\). First, for \(z = l\), we have \(h_{z+1}(l + 1, n, \lambda) = h_z(l, n, \lambda) = 1\) and \(g_{z+1}(l + 1, n, \lambda) \leq g_z(l, n, \lambda)\), so Eq. (217) holds. Second, for \(z = n\), the LHS of (217) is positive, and the RHS of (217) equals zero, so Eq. (217) holds.

Lastly, we consider the case \(z \in \{l + 1, \ldots, n - 1\}\). To prove Eq. (217) in this case, it suffices to show
\[ \frac{h_{z+1}(l, n, \lambda) - h_z(l, n, \lambda)}{g_{z+1}(l, n, \lambda) - g_z(l, n, \lambda)} - 1 \leq \frac{h_{z+1}(l + 1, n, \lambda) - h_z(l + 1, n, \lambda)}{g_{z+1}(l + 1, n, \lambda) - g_z(l + 1, n, \lambda)} - 1 \]
for \(z = l, l + 1, \ldots, n\). Note that
\[ \text{LHS of (224)} = \frac{z(B_{z-1,l} - B_{z,l}) - B_{z,l}}{(n - z)(B_{z,l} - B_{z+1,l}) + B_{z,l}} \leq \frac{z(B_{z-1,l} - B_{z,l})}{(n - z)(B_{z,l} - B_{z+1,l})} \]
\[ = \frac{z\Delta_{z-1,l}}{(n - z)\Delta_{z,l}} = \frac{z - l}{(n - z)\lambda} \]
where the last equality follows because
\[ \frac{\Delta_{z-1,l}}{\Delta_{z,l}} = \frac{(z - 1)}{(l)}\lambda = \frac{z - l}{z\lambda}. \]
In addition,
\[
\text{RHS of (224)} = \frac{(z+1)(B_{z,l+1} - B_{z,l})}{(n-z)(B_{z+1,l+1} - B_{z+1,l})} = \frac{(z+1)b_{z,l+1}}{(n-z)b_{z+1,l+1}}
\]
(227)
\[
\frac{z+1}{n-z} \cdot \frac{z-l}{\lambda(z+1)} = \frac{z-l}{(n-z)\lambda}
\]
Then Eqs. (225) and (227) together confirm Eq. (224), and completes the proof of Eq. (217).

**APPENDIX M: PROOF OF LEMMA 6.7**

PROOF OF LEMMA 6.7. When \(0 < \delta \le B_{n,l}\), we have \(z^* \ge n\) and \(\tau^\delta(l, n, \delta) = 0\). So Eqs. (110)-(112) hold obviously. In the following, we consider the case \(B_{n,l} < \delta < 1\).

**Step 1:** Proof of Eq. (110). When \(B_{n,l} < \delta < 1\), we have
\[
\tau^\delta(l, n, \delta) \le \frac{g_{z^*}(l, n, \lambda)}{h_{z^*}(l, n, \lambda)} = \frac{1}{1 + \frac{z^*}{n-z} \cdot \frac{B_{z^*+1,l}}{B_{z^*+1,l}}}
\]
(228)
\[
\le \frac{1}{1 + \frac{z^*}{n-z} \cdot \frac{B_{z^*+1,l}}{B_{z^*+1,l}}} = \frac{\lambda(n - z^*)}{\lambda(n - z^*) + z^* + 1},
\]
where the first inequality follows from Corollary 6.6 and the fact that \(\tau^\delta(l, n, \delta) > 0\) when \(B_{n,l} < \delta < 1\); and the last inequality follows from Lemma A.4.

**Step 2:** Proof of Eq. (111). When \(B_{n,l} < \delta < 1\), we have
\[
\tau^\delta(l, n, \delta) \ge \frac{g_{z^*+1}(l, n, \lambda)}{h_{z^*+1}(l, n, \lambda)} = \frac{1}{1 + \frac{z^*+1}{n-z} \cdot \frac{B_{z^*+1,l}}{B_{z^*+1,l}}}
\]
(229)
\[
\ge \frac{1}{1 + \frac{z^*+1}{n-z} \cdot \frac{B_{z^*+1,l}}{B_{z^*+1,l}}} = \frac{\lambda(n - z^*)}{\lambda(n - z^*) + z^* + 1},
\]
where the first inequality follows from Corollary 6.6; and the last inequality follows from Lemma A.4.

**Step 3:** Proof of Eq. (112). When \(B_{n,l} < \delta \le 1/2\), we have \(l/\nu \le z^* \le n\) according to Corollary B.4, and
\[
\tau^\delta(l, n, \delta) \ge \frac{g_{z^*+1}(l, n, \lambda)}{h_{z^*+1}(l, n, \lambda)} = \frac{1}{1 + \frac{z^*+1}{n-z} \cdot \frac{B_{z^*+1,l}}{B_{z^*+1,l}}}
\]
(230)
\[
= \frac{\lambda(n - z^*)}{\lambda(n - z^*) + z^* + 1 + \sqrt{\lambda l}} = 1 - \frac{z^* - l + 1 + \sqrt{\lambda l}}{\lambda n + (\nu z^* - l + 1 + \sqrt{\lambda l})}
\]
\[
\ge 1 - \frac{z^* - l + 1 + \sqrt{\lambda l}}{\lambda n}.
\]
where (a) follows from Corollary 6.6; (b) follows from Lemma A.4 and that \(z^* \ge l/\nu\); and (c) follows because \((\nu z^* - l + 1 + \sqrt{\lambda l}) \ge 0\).
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