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Abstract

The Murchison Widefield Array (MWA) is a low-frequency aperture array capable of high-time and frequency resolution astronomy applications such as pulsar studies. The large field-of-view of the MWA (hundreds of square degrees) can also be exploited to attain fast survey speeds for all-sky pulsar search applications, but to maximise sensitivity requires forming thousands of tied-array beams from each voltage-capture observation. The necessity of using calibration solutions that are separated from the target observation both temporally and spatially makes pulsar observations vulnerable to uncorrected, frequency-dependent positional offsets due to the ionosphere. These offsets may be large enough to move the source away from the centre of the tied-array beam, incurring sensitivity drops of ∼30–50% in Phase II extended array configuration. We analyse these offsets in pulsar observations and develop a method for mitigating them, improving both the source position accuracy and the sensitivity. This analysis prompted the development of a multi-pixel beamforming functionality that can generate dozens of tied-array beams simultaneously, which runs a factor of ten times faster compared to the original single-pixel version. This enhancement makes it feasible to observe multiple pulsars within the vast field of view of the MWA and supports the ongoing large-scale pulsar survey efforts with the MWA. We explore the extent to which ionospheric offset correction will be necessary for the MWA Phase III and the low-frequency square kilometre array (SKA-low).
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1. Introduction

The Murchison Widefield Array (MWA) was initially built as a low-frequency connected element interferometer of 128 aperture array ‘tiles’ consisting of 16 dual-polarisation dipole antennas (Tingay et al. 2013). This Phase I MWA was designed to be an imaging telescope to support a wide range of science, from continuum imaging of galactic and extragalactic radio sources to detecting the epoch of reionisation (Bowman & Collaboration 2015). One of the significant strengths of the MWA is its huge field-of-view (FoV); each tile (i.e. 4 × 4 array of dual-polarisation antennas) provides an FoV in the range from ∼300 to ∼1 000 square degrees depending on the observing frequency within its 70–300 MHz operating range. This large FoV makes the MWA a highly efficient survey instrument.

As the coarse 0.5 s time resolution achievable with the MWA’s hybrid correlator (Ord et al. 2015) was not adequate to support pulsar observations, a new functionality called the Voltage Capture System (VCS, Tremblay et al. 2015) was developed. It allows recording channelised voltage data after the second stage of the polyphase filter bank in the MWA’s signal path, providing a native time resolution of 100 μs and a frequency resolution of 10 kHz. However, recording these voltages results in very high data rates, ∼28 TB per hour, limiting the maximum possible observing time to 90 min due to available disk storage. These raw antenna voltages can then be calibrated and combined into a single, channelised, dual-polarisation voltage, tied-array, pencil beam through software beamforming, as detailed in Ord et al. (2015) (hereafter, Ord et al. 2015). This tied-array beamforming is essential to support high-sensitivity pulsar and fast transient science with the MWA.

The combination of the VCS and the software beamformer have been leveraged to conduct low-frequency pulsar science (Meyers et al. 2017; Bhat et al. 2018; McSweeney et al. 2017). This is, in part, due to the constant development of the beamformer, such as the polarimetric verification performed by Xue et al. (2019). In McSweeney et al. (2020) a polyphase synthesis filter was implemented to recover some of the time resolution at the expense of frequency resolution (∼0.8 μs and 1.28 MHz). This enabled the low-frequency range of the MWA to be exploited to obtain accurate dispersion measure measurements of millisecond pulsars (Kaur et al. 2019).

The MWA was upgraded with a further 128 tiles, extending its maximum baseline to ∼6 km (Wayth et al. 2018). However, the signal path remains the same, and as a result, only data from 128 of the 256 tiles can be correlated or recorded in the VCS of the polyphase filter bank in the MWA’s signal path, providing a native time resolution of 100 μs and a frequency resolution of 10 kHz. However, recording these voltages results in very high data rates, ∼28 TB per hour, limiting the maximum possible observing time to 90 min due to available disk storage. These raw antenna voltages can then be calibrated and combined into a single, channelised, dual-polarisation voltage, tied-array, pencil beam through software beamforming, as detailed in Ord et al. (2015) (hereafter, Ord et al. 2015). This tied-array beamforming is essential to support high-sensitivity pulsar and fast transient science with the MWA.

The combination of the VCS and the software beamformer have been leveraged to conduct low-frequency pulsar science (Meyers et al. 2017; Bhat et al. 2018; McSweeney et al. 2017). This is, in part, due to the constant development of the beamformer, such as the polarimetric verification performed by Xue et al. (2019). In McSweeney et al. (2020) a polyphase synthesis filter was implemented to recover some of the time resolution at the expense of frequency resolution (∼0.8 μs and 1.28 MHz). This enabled the low-frequency range of the MWA to be exploited to obtain accurate dispersion measure measurements of millisecond pulsars (Kaur et al. 2019).

The MWA was upgraded with a further 128 tiles, extending its maximum baseline to ∼6 km (Wayth et al. 2018). However, the signal path remains the same, and as a result, only data from 128 of the 256 tiles can be correlated or recorded in the VCS.
mode at a given time. This ‘Phase II’ MWA (Wayth et al. 2018) can be configured either as a compact array with baselines within ∼300 m or as an extended array with baselines up to ∼6 km. The compact array configuration, which provides a sensitivity equivalent to that of Phase I MWA for tied-array beam processing, has a much broader beam size (a FWHM of ∼23 arcmin at 155 MHz), almost a factor of ∼6 times larger than the Phase I array and hence a beam area that is ∼40 times larger. The larger beam size of the compact array means a smaller number of beams are needed to cover a given area within the FoV, which is more appealing for large scale pulsar surveys.

The Phase II extended array’s ∼6 km maximum baseline is ideal for localising pulsar candidates (see Bhat et al., in preparation) but, at the low frequencies of the MWA, the smaller tied-array beam size can become comparable to positional offsets due to the refractive ionosphere. This refraction is due to spatial variations of the total electron content (TEC), the lowest order of which is a slope across the FoV whose net effect on the apparent source positions can be described by a single ‘bulk offset’. The positional offsets remaining after the bulk offset has been removed (e.g. during calibration) are due to higher-order variations in the TEC and are termed ‘residual offsets’ in this work. Any offset not corrected for during calibration can potentially degrade the sensitivity of a detection if the offset is an appreciable fraction of the size of the tied-array beam.

Calibration of MWA VCS data typically involves an observation of a bright source and the Real Time System (RTS, Mitchell et al. 2008) to create a direction independent calibration solution which is subsequently applied to the target observation. If the bulk offset is correctly accounted for, the median residual offsets are less than 0.13 arcmin for 50% of observations and less than 0.29 arcmin for 90% of observations at 200 MHz (Jordan et al. 2017). Figure 1 illustrates how the size of the residual offsets scales with frequency compared to the Half Width Half Maximum (HWHM). This suggests that the residuals only significantly affect sensitivity at low frequencies (≤140 MHz), due to the offsets of the order of the beam size, for ∼10% of our observations.

For the majority of MWA observations, the best calibration source is in a different part of the sky and observed at a different time than the target observation. That is, the calibration and target observations generally sample different ionospheres. Thus, the bulk offset determined during calibration can differ from the bulk offset present in the target observation. Using GPS satellites to probe the ionosphere above the MWA, Arora et al. (2015) observed the bulk offset change by up to −0.17 arcmin (at 150 MHz) in an hour or up to −1 arcmin (at 150 MHz) over 12 h. It is standard practice to have at least one calibration observation within an hour of the target observation. However, sometimes these calibration solutions fail to converge, and we are obliged to use calibration observations up to 48 h away. In these cases, the bulk offset has likely changed, as illustrated by the 12-h angular distance offset in Figure 1. For example, if applying the correction for an incorrect bulk offset moves a source to the half-power point of our tied-array beam, it would require observing for four times as long to recover the lost sensitivity. To prevent this, we must understand this bulk offset error and develop a method for mitigating it.

We must correct for these offsets to efficiently perform high-sensitivity pulsar and transient science in the extended array configuration and with the upcoming MWA Phase III. Our strategy for measuring and correcting positional offsets is conceptually simple: we form multiple beams around the target position and measure the strength of the detection as a function of the pointing position. Even for the compact configuration, surveys of known pulsars may require forming up to hundreds of beams, while blind surveys require thousands of beams to tile the entire FoV, creating a processing bottleneck. These use cases have prompted the development of new functionality that allows processing VCS data for generating multiple beams efficiently to overcome the problems associated with the VCS’s high data rates. This new multi-pixel beamformer functionality will allow us to exploit the enhanced sensitivity achieved via a tied-array beam as well as the large FoV.

Similar multi-pixel beamformers have been developed to support pulsar science using other low-frequency radio telescopes such as the Giant Metrewave Radio Telescope (GMRT) (Roy, Bhattacharyya, & Gupta 2012) and the Low-Frequency Array (LOFAR) (Broekema et al. 2018; Sanidas et al. 2019), both of which perform real-time processing of antenna voltages to generate ∼10–100 beams. The MWA beamformer, on the other hand, is conceptually different in design (Ord et al. 2015) and employs post-processing offline to generate tied-array beams. The multi-pixel beamformer functionality presented in this paper can output hundreds of tied-array beams simultaneously to make large scale pulsar surveys computationally feasible, allowing us to study and correct for ionospheric offsets.

The remainder of this paper is organised as follows. We first discuss the implementation of the MWA tied-array beamforming in Section 2.1, and its upgrade to the multi-pixel beamformer in Section 2.2. Then in Section 2.3, we benchmark the improvement in processing efficiency compared to the previous beamformer using multiple supercomputers. In Section 3 we demonstrate the multi-pixel beamformer’s capability to correct for ionospheric offsets and perform a pulsar census. Finally, in Section 4, we discuss the implications for MWA Phase III and low-frequency Square Kilometre Array (SKA-Low).

2. Implementation and benchmarking

2.1 Tied-Array Beamforming with the MWA

The design philosophy and algorithmic implementation behind tied-array beamforming with the MWA are explained in detail in Ord et al. (2015). In the following sections, we give an overview of these algorithms.

2.1.1 Calibration

Each antenna in the array has a complex gain, imparting a phase turn on the incoming electric field. This phase turn serves to decorrelate the sum of the antenna signals and must be compensated for so that they are on the same relative, or absolute, amplitude and phase scale. The gain calibration process is an attempt to determine the instrumental response.

Due to the antennas’ lack of calibrated noise diodes, the antennas cannot be calibrated individually and must be calibrated as an interferometer. The most common method is via a short calibration scan performed on a nearby calibrator field. The raw voltages are correlated to form visibilities from which the calibration solution (i.e. complex gain of each individual antenna and polarisation) can be obtained.

These antenna-based complex gains can be described using the Jones matrix formalism (Hamaker, Bregman, & Sault 1996; Sault, Hamaker, & Bregman 1996; Hamaker 1996; Hamaker 2000). The Jones matrix $J_j$ for each antenna, $j$, is the complex gain that affects
the incident electric field vector, \( e \) that results in the measured antenna voltage

\[ v_j = J^{-1} e. \]  

(1)

The RTS (Mitchell et al. 2008) is a software calibrator that can be run offline to produce an estimation of the complex gains. This is done by iteratively removing residual visibilities and attempting to correct for ionospheric offsets, starting with the brightest sources. While the RTS can correct for direction-dependent ionospheric offsets, this information is not applicable when the calibrator observation is in a different part of the sky than the target observation, as is usually the case for VCS observations.\(^a\) For this reason, it is standard practice to obtain a calibration solution from a dedicated observation of a bright source. We use this direction independent calibration solution at low radio frequencies, which incorporates the bulk ionospheric shift into the gain solutions but does not correct for residual ionospheric offsets.

2.1.2 Beam formation

The calculation of the detected beam (\( e' \)) is described by expanding Equation (34) from Ord et al. (2015). Neglecting the noise term, for each available frequency channel,

\[ e' = \sum_j v_j J^{-1} \exp(-i\phi_j), \]  

(2)

where \( v_j \) is the complex voltage from each tile, \( J^{-1} \) is the inverse of the complex gain of the direction independent calibration estimated by the RTS (and including the primary beam correction), \( \exp(-i\phi_j) \) is the geometric delay compensation and \( N_A \) is the number of tiles (for Phase II, \( N_A = 128 \)). This detected beam is calculated for both polarisations then transformed to the four Stokes parameters (see Equations (47)–(59) in Ord et al. (2015)).

2.2 Multi-pixel beamforming functionality

To form multiple beams, a naive approach would be simply to repeat the calculation of Equation (2) for each desired pointing in the FoV. This is computationally expensive due to the large size of the voltages, \( v_j \), requiring significant read time, see Figure 2. Once these voltages have been calibrated, they can be used to beamform anywhere within the FoV. This suggests a strategy for forming multiple beams efficiently since the only quantity that changes for different tied-array beam pointings is the geometric delay. The geometric delay changes at a rate of 1.0 rad s\(^{-1}\) which equates to a 1% S/N drop if calculated once per second. One can therefore compute the quantities

\[ c_j = J^{-1} v_j \]  

(3)

just once per second of data, leaving only the summation over tiles,

\[ e' = \sum_j c_j \exp(-i\phi_j), \]  

(4)

to be performed for each desired pointing.

The complete set of computational steps required for an efficient multi-pixel beamformer would therefore be as follows (the colours listed for each step refer to the diagram shown in Figure 2):

- Although in-field calibration can be attempted using correlated VCS data, it can often fail to converge on a calibration solution e.g. due to the lack of bright sources in the field.
Figure 2. A comparison of the processing time and workflow of the single-pixel beamformer (top panel) processing a single beam and the multi-pixel beamformer (bottom panel) processing five beams. Each block represents the processing time required to read in a second of data (red), apply the calibration solution (purple), perform the delay compensation and tile summation (green) and write out the results (blue).

1. Reading in the raw MWA complex voltages (red)
2. Applying the calibration solution and primary beam correction as per Equation (3) (purple)
3. Correcting for the geometric and cable delays as per Equation (4), flattening the bandpass, and converting to Stokes parameters (green)
4. Writing the beamformed data to disk (blue)

Further optimisation by means of overlapping read/write tasks will be explored in the future.

We use an MWA antenna beam model to compensate for the dipole response as part of the gain compensation. The original beamformer used an analytical beam model (described briefly in Ord et al. (2015)), but since version 2.3 the multi-pixel beamformer used an analytical beam model (described briefly in dipole response as part of the gain compensation. The original will be explored in the future.

The MWA beamformer has been developed as part of the vcstools repository (Swainston et al. 2020). The beamformer processes one second of data at a time, recalculating the geometric delays on the same cadence. Each second of MWA VCS data has 10 000 time samples, 3 072 frequency channels, 128 tiles and two polarisations, which equates to 8 million independent calculations of $v_i$, $f_j$, $\exp(-i\theta_{ij})$ per second per tied-array beam. This computation is spread over 24 Graphics Processing Units (GPUs), one for each of the 24 coarse frequency channels. Per second of observation, this lowers the size of the input baseband voltages to 313 MB and the number of calculations to 325 000 per GPU.

The large size of the raw voltages is not only a problem for processing efficiency: if running a large number of beamforming jobs, the significant demands on file I/O can affect the health of supercomputing clusters’ metadata servers. These metadata servers can only handle a certain transfer rate from the file system (e.g. Lustre, which is often used on supercomputing clusters) to memory which becomes a limiting factor for large scale beamforming jobs and another reason to process as many simultaneous beams as possible with the multi-pixel beamformer.

The original single-pixel implementation of the beamformer involved a GPU kernel for each beam involving the calculation shown in Equation (2). This kernel was split in two so that the calculation in Equation (3) can be performed only once per run, after which a kernel for calculating Equation (4) can be performed for each beam. Storing these intermittent products (calibrated voltages) on the GPU device may exhaust the available device memory. To prevent the GPU from running out of device memory, the beamformer automatically calculates the largest fraction of a second that can be accommodated on the GPU and processes the data in batches. Asynchronous streams were implemented to ensure that each chunk of data was moved onto the GPU and processed as soon as possible. With the above implementation in place, the only limit on the number of beams that can be processed at once is the maximum job wall time imposed by supercomputing clusters. If requested, the Stokes parameters are calculated, and the bandpass of each frequency channel flattened to account for the frequency-dependent sensitivity of the receivers. Finally, the Stokes parameters are moved off GPU memory to an output buffer.

The Stokes parameters are written to disk in either the PSRFITS (Hotan, van Straten, & Manchester 2004) or VDF (Whitney et al. 2009) formats. For PSRFITS (the format used in our search pipeline), the beamformer outputs Stokes parameters to one output file per pencil beam. As the number of beams increases, opening and writing to a large number of files place an extra burden on the file system as it puts strain on the metadata servers. To prevent this, it is recommended to use Solid State Drives (SSDs), if available, to ensure writing the files does not become a bottleneck.

Blind pulsar searches using traditional search algorithms only use Stokes I. Writing only Stokes I reduces the output by a factor of 4 and can improve the efficiency of the beamformer even more than implied by the benchmarks presented in the following sections. Any pulsar candidates found using Stokes I can be re-beamformed at a later date using the full Stokes parameters for polarisation analysis.

### 2.3 Benchmarking

The processing requirements of an all-sky pulsar search are notoriously massive and often take several years. For this reason, it is crucial to understand the beamforming bottlenecks so we can choose the supercomputer clusters that can most efficiently process the data.

#### 2.3.1 Relative speed improvements

The following equation can model the efficiency improvement of the multi-pixel beamformer over the single-pixel beamformer:

$$ R = \frac{N_b (t_b + t_C + t_W)}{t_b + t_C + N_b (t_b + t_W)}, $$

where $N_b$ is the number of tied-array beams calculated at once, $t_b$ is the time it takes to read in data, $t_C$ is the time to transfer data onto the GPU and apply the complex gains, $t_W$ is the time to form the beam and calculate the Stokes parameters, and $t_W$ is the time to write the data to disk. This theoretical prediction of the improvement is compared to the benchmarked improvement in Table 1 and illustrated in Figure 3.
Table 1. The benchmarks of each part of the MWA multi-pixel beamformer on three supercomputers where GPU is the brand/model of graphics card, TFLOPS (TeraFlops) is the peak performance for double precision of the graphics card, \(N_{\text{GPU}}\) is the total number of GPUs available on the supercomputer. The following are estimates of the time required to process a second of data at each step where \(t_p\) is the time spent reading in data, \(t_c\) is the time spent transferring data onto the GPU and applying the complex gains, \(t_b\) is the time spent forming the beam and calculating the Stokes parameters and \(t_w\) is the time spent writing the data to disk. There are also factors of improved processing efficiency for 20 beams where \(F_T\) is the theoretical improvement using Equation (5) and \(F_B\) is the measured improvement from benchmarking.

| Supercomputer  | GPU          | TFLOPS | \(N_{\text{GPU}}\) | \(t_p\) (ms) | \(t_c\) (ms) | \(t_b\) (ms) | \(t_w\) (ms) | \(F_T\) | \(F_B\) |
|----------------|--------------|--------|---------------------|-------------|-------------|-------------|-------------|---------|--------|
| Garrawarla     | NVIDIA V100 PCIe | 7.0    | 78                  | 677         | 80          | 33          | 20          | 8.9     | 7.7    |
| OzSTAR         | NVIDIA P100 PCIe | 4.7    | 214                 | 266         | 117         | 42          | 42          | 8.0     | 10.4   |
| CSRC           | NVIDIA V100 SXM | 7.8    | 16                  | 1329        | 36          | 54          | 32          | 9.3     | 8.4    |

2.3.3 Benchmarking method

Table 2. A comparison of the original single-pixel beamformer (SPB) and the multi-pixel beamformer (MPB) processing times in seconds per tied-array beam per coarse frequency channel for a 10-min MWA observation where 1 B and 20 B represent calculating 1 beam or 20 beams simultaneously. “6 000 Beams” indicates the processing time in kSU (thousand service units) to process the ~6 000 tied-array beams required to tile the entire FoV of a 10-min MWA Phase II compact array observation.

| Supercomputer  | Software  | 1B | 20B | 6 000 beams |
|----------------|-----------|----|-----|-------------|
|                | version   | (s)| (s) | (kSU)       |
| Garrawarla     | SPB       | 479| 479 | 19.1        |
| Garrawarla     | MPB       | 490| 63  | 2.5         |
| OzSTAR         | SPB       | 973| 973 | 38.8        |
| OzSTAR         | MPB       | 999| 94  | 3.7         |
| CSRC           | SPB       | 884| 884 | 35.4        |
| CSRC           | MPB       | 1064| 105 | 4.2         |

2.3.2 Supercomputer platforms

To ensure the processing load of a pulsar survey can be spread between multiple supercomputers and that all collaborators can process VCS data, we made our software portable enough to be easily installed on multiple supercomputing clusters through containerisation. The beamformer was initially installed and developed on the Pawsey Supercomputing Centre’s Galaxy supercomputer, which is used to support Australian Square Kilometre Array Pathfinder (ASKAP) and the MWA’s radio astronomy processing. However, all MWA processing at Pawsey has since been migrated to the new Garrawarla cluster, and the beamformer software is now installed and running on that system. To spread the processing load, we additionally installed our beamforming software on Swinburne University’s OzSTAR supercomputer and China SKA Regional Centre’s (CSRC) prototype supercomputer. Benchmarks are presented for all three systems.

---

3https://hub.docker.com/repository/docker/cirapulsarsandtransients/vcstoolsvcstools
4Pawsey Supercomputing Centre’s Galaxy supercomputer.
5Pawsey Supercomputing Centre’s Garrawarla supercomputer.
6Swinburne University’s OzSTAR supercomputer.
GPU hours required by the single-pixel beamformer, see Table 2. The multi-pixel beamformer only takes a tenth of the processing time, meaning beamforming is no longer a bottleneck, and a blind pulsar search with the MWA is feasible.

3. Applications

The improved efficiency of the multi-pixel beamformer makes large scale processing such as pulsar surveys and candidate localisation (Swainston et al. 2021) computationally feasible. Unlike other telescopes, the MWA VCS can beamform in post-processing and create a grid of pointings to estimate the position of the source without the need for re-observation. This allows the MWA to quickly localise candidates for follow up and since the beams are simultaneous, they are in the same RFI environment, so the signal-to-noise ratios of the detections can be used as a reliable proxy for comparative sensitivity. We use the localisation method as described in Bannister et al. (2017) and shown in Figure 4. This method provides a beam localisation uncertainty $\sigma_L = 14$ arcsec, but this does not take into account any errors in calibration and residual ionospheric offsets. The method for minimising the calibration errors is explained in the following sections.

3.1 Testing the validity of calibration solutions and ionospheric corrections

When the MWA is in the extended array configuration, the FWHM ($\sim 1.26$ arcmin at 155 MHz) of the tied-array beams is small enough to affect detection sensitivity when the ionosphere moves the apparent position of sources. The RTS will attempt to correct for the bulk ionospheric offset estimated by the calibration solution. If the calibration source is observed at a different time and in a different part of the sky, the ionosphere may change, leading to a different bulk offset (see Figure 1).

We used the 18 pulsars detected in observation 1276619416 (taken on MJD 59019; as part of the G0071 project to study pulsar emission physics) to investigate the offsets that the ionosphere causes. These offsets were calculated by making a grid of pointings around the catalogue positions, as shown in Figure 4, and estimating its position based on the measured signal-to-noise ratios. The left plot of Figure 5 shows that offsets cause the sources to appear $\sim 30$ arcsec away in a single direction that is independent of where they are in the FoV. We, therefore, believe this offset is caused by incorrectly accounting for the bulk offset.

We compared this to the theoretical degradation in the signal-to-noise ratio that would arise due to the offsets placing the targets significantly far from the centre of the tied-array beam. The applied beamforming operation (Ord et al. 2015) is equivalent to summing each baseline with equal weighting. In imaging parlance, this is the same as applying a 'natural' weighting. We estimated the beam response with the naturally weighted point spread function, generated by taking the Fourier transform of the projected baselines, which in this case was produced when imaging the data with the WSCLEAN software (Offringa et al. 2014). Taking a 1D (horizontal) cut through the point spread function produces a theoretical sensitivity curve as a function of offset, which is shown in the right plot of Figure 5. There is good agreement between the measured and theoretical signal-to-noise ratio degradation, but the slightly steeper slope of the measured points suggests that our beam has more sensitivity close to the centre of the beam, leading to a sharper fall-off.

If such an offset is not corrected for, an observation's duration would have to increase by a factor of $\sim 3$ to recover the $\sim 40\%$ loss in sensitivity. Because there are often hundreds of known pulsars in an observation’s FoV, it is inefficient to create a grid of tied-array beams around every pulsar to correct for any offsets. Instead, we have developed an efficient method for measuring and correcting for an incorrect bulk offset which is explained in the next section. After correcting the bulk ionospheric offset, the residual
ionospheric offsets will remain, which cannot be corrected without direction-dependent calibration on the same field. As the residual offsets are typically <10 arcsec (Jordan et al. 2017), they only cause <5% reduction in detection sensitivity, which is factored into our position estimate uncertainties.

### 3.1.1 Correcting for incorrect bulk ionospheric offsets

Any residual bulk ionospheric offsets must be measured and removed to ensure maximum sensitivity and accuracy of pulsar position estimates. To measure the offset, we choose at least three bright pulsars (with a signal-to-noise ratio above 20) within the FoV, and form a grid of pointings around them to estimate each pulsar’s apparent position (see Figure 4). To ensure that the average of the measured offsets most accurately reflects the bulk offset (instead of a localised ionospheric disturbance), we preferentially choose pulsars that are spread as widely as possible across the FoV. If three suitable pulsars cannot be found within the FoV, pulsars with a lower S/N can also be used. The offset between the apparent and true pulsar positions is averaged for the three pulsars, and this average becomes our estimate for the bulk offset. This bulk offset is subtracted from the position of subsequent pulsar detections in that observation to derive position estimates.

After removing the bulk offset, the uncertainty of the derived position will be dominated by the residual offsets $\sigma_R$. Although the bulk offset derived in this way will only be an approximation of the true bulk offset, the uncertainty of the bulk offset $\sigma_B$ will be significantly smaller than the average residual offsets as long as the selected pulsars sample spatially independent ionospheric shifts. However, as noted above, this assumption can fail if the chosen pulsars are too close to each other on the sky, or if there are large scale spatial structures in the ionosphere across the primary beam. For the purposes of estimating the positional errors, we assume that the measured ionospheric shifts are not biased in this way.

Thus, the position uncertainty, $\sigma_P$, is the quadrature sum of the standard deviation of the magnitudes of the residual offsets, $\sigma_R$, and the localisation uncertainty $\sigma_L$:

$$\sigma_P = \sqrt{\sigma_R^2 + \sigma_L^2}. \quad (6)$$

### 3.2 Detection of known pulsars within a field-of-view

The MWA has already performed a pulsar census (Xue et al. 2017) using the incoherent beam, which preserves the entire single tile FoV (~610 deg$^2$ at 150 MHz) but is a factor of ~10 less sensitive than the tied-array beam. To perform an MWA tied-array beam pulsar census, we must create a tied-array beam pulsar census, we must create a tied-array beam on each known pulsar with a dispersion measure below 250 pc cm$^{-3}$ within the field-of-view. Because there are often hundreds of known pulsars in an observation’s FoV, we use the bulk offset correction method described in Section 3.1.1 to efficiently ensure the maximum sensitivity.

To demonstrate the effectiveness of the multi-pixel beamformer and the bulk offset correction method, we beamformed on the 256 pulsars in the FoV of observation 1276619416 and detected 18 pulsars (see Figure 5). Observation 1276619416 is in Phase II extended array configuration, has a centre frequency of 184.96 MHz and a tied-array beam FWHM of 1.05 arcmin. Thanks to the bulk offset correction method, the signal-to-noise ratio of these detections improved by ~30–50%.

The original single-pixel beamformer was then used to reprocess all the pulsar detections in observation 1276619416 to compare the signal-to-noise ratio with the multi-pixel beamformer detections. The difference in signal-to-noise ratio is, on average, less than 1% and is likely due to floating-point rounding errors. These results validate that a multi-pixel beamformer is
required to process observations efficiently and can do so with equal sensitivity to the original single-pixel beamformer.

4. Discussion

4.1 Survey feasibility

The required GPU time to create tied-array beams for the entire FoV for a 10-min observation using the Garrawarla, OzSTAR and CSRC supercomputers are shown in Table 1. Using OzSTAR benchmarks from Table 2 and assuming an average of 16 GPUs are available for our use, we can approximate how much wall time it would take to process each 10-min observation. This comes to about 14 weeks for the single-pixel beamformer but only 22 d with the multi-pixel beamformer. This equates to 19 yr of processing to create the ∼700 000 tied-array beams required to cover the Southern Sky with the single-pixel beamformer but only ∼1.8 yr with the multi-pixel beamformer. This enhancement dramatically improves the feasibility of performing a Southern Sky survey with the MWA.

4.2 Implications for MWA Phase III and SKA-Low

The Phase II MWA extended array has a maximum baseline of 6 km and a tied-array beam HWHM of ∼40 arcsec (at 155 MHz), which is small enough to be potentially affected by the ionospheric effects described in this paper. The imminent upgrade of the MWA to Phase III will allow all 256 tiles to be correlated and recorded simultaneously. This will include the same 6 km baselines of the Phase II extended array, so all future observations will have to consider minimising or mitigating these ionospheric offsets. The ionospheric residual offsets will begin to cause sensitivity loss for observations below ∼140 MHz when there is high ionospheric turbulence, as indicated in Figure 1.

The stochastic nature of the ionosphere means we cannot predict, even to first order, how variations will behave over time or in different parts of the sky. The effect this turbulence has on the bulk offset over time was observed in Arora et al. (2015) and shown to change by up to ∼0.17 arcmin (at 150 MHz) in an hour with no observable patterns. How the ionosphere behaves in different parts of the sky has not been studied, but we can assume that there could be variations of ∼0.5 arcmin. Since we frequently use calibration observations over 50′ away from the target observation, we may be correcting for a different bulk offset. However, we cannot predict which calibration observations will cause an incorrect bulk offset correction as there is no clear correlation with time from observation or distance from the target observation position. For example, one calibration solution obtained from an observation separated by 31 h yielded no significant bulk offset when applied to the target observation. On the other hand, the example shown in Figure 5 uses a calibration observation with an hour and demonstrates a ∼30 arcsec offset which led to a ∼40% reduction in sensitivity. Therefore, using the bulk offset correction method for all observations with calibration solutions more than an hour away is recommended.

This has implications for real-time beamforming systems, which are desirable given the increased data rate of the Phase III high-time resolution (HTR) observing mode. The current VCS delivers (4 + 4)-bit complex samples for 128 dual-polarisation tiles at a ∼28 TB h⁻¹ data rate. In contrast, Phase III (Wayth et al. 2018) will deliver (8 + 8)-bit complex samples for 256 tiles, which will quadruple the data rate to ∼112 TB h⁻¹. This increased data rate will make real-time beamforming more desirable as these tile voltages will not have to be stored or transferred for post-processing. However, these ionospheric offsets are more problematic for real-time beamforming since they cannot be corrected in post-processing.

Besides the MWA, both LOFAR and uGMRT are two other prominent low-frequency facilities that operate at ∼100–200 MHz band, with baselines extending out to ∼10 km or longer. While LOFAR offers a substantial collecting area within a ∼1 km baseline, phased-array observations with the uGMRT may need to employ antennas located well outside the central square for higher sensitivity. Even though the uGMRT Band 2 (120–240 MHz) is not the most preferred observing band due to RFI considerations, it is still an order of magnitude more sensitive compared to the Phase 3 MWA, provided the signals from far-arm antennas (up to ∼25 km baselines) can be coherently combined. While the sub-array capabilities of the uGMRT can be exploited for mitigating potential ionospheric offsets and the consequent sensitivity degradation, suitable consideration of maximum baselines and the desired ionospheric offsets, can help to make more optimal (effective) use of the full uGMRT for sensitive pulsar observations within its Band 2 range.

Beyond the currently operational low-frequency facilities, the upcoming SKA-Low will also necessarily benefit from such considerations. A significant subset of pulsar science planned with the SKA (in particular those involving timing or single-pulse studies) rely on sub-arraying, and hence involve sub-grouping of stations extending out to baselines of ∼10 km. While the much higher sensitivity offered by SKA-Low will readily allow optimal sub-grouping of stations, considerations along the lines discussed here will likely become important for maximising achievable sensitivity, especially for beamformed observations at frequencies ≤150 MHz. For instance, high-sensitivity observations in this lower SKA-Low band are likely to benefit from sub-grouping of stations within an extent of ≤1–2 km, which may not be possible for stations located in the outer parts of the array. For these outer core stations, suitable sub-grouping within ≤2–3 km may help mitigate the ionospheric effects, while any sub-grouping involving stations with ≥5 km baselines may require mitigation schemes similar to those discussed here, especially given that SKA-Low is to be built at the same site as the MWA, and so ionospheric effects will be quite similar.

5. Summary

The multi-pixel beamformer is a factor ∼10 more efficient than previous MWA beamformer iterations without affecting the sensitivity of pulsar detections. The portability of the software has been proven by installing it on three supercomputers, which can share the processing load of large-scale surveys between multiple institutions. These improvements make it feasible to perform large scale pulsar surveys with the MWA.

We investigated the ionosphere’s effect on MWA VCS observations and characterised them as the bulk and residual offsets. The ionospheric residual offsets only affect sensitivity below 140 MHz when the ionosphere is very turbulent. The bulk ionospheric offsets reduce sensitivity when the bulk offset differs between the calibration and target observation, as illustrated in Figure 5. This bulk offset error can be measured and corrected using the method described in Section 3.1.1. Correcting this bulk offset...
makes our pulsar candidate position estimates more accurate, and
our improved understanding of the ionosphere provides more
realistic position uncertainties. Mitigating the ionospheric offsets
will become more important for MWA Phase III and should be
considered in the design of SKA-Low.

Acknowledgement. This scientific work makes use of the Murchison Radio-
astronomy Observatory, operated by CSIRO. We acknowledge the Wajarri
Yamatji people as the traditional owners of the Observatory site. This
work was supported by resources provided by the Pawsey Supercomputing
Centre with funding from the Australian Government and the Government
of Western Australia. This work was supported by resources awarded
under Astronomy Australia Ltd’s ASTAC merit allocation scheme on the
OzSTAR national facility at the Swinburne University of Technology. The
OzSTAR program receives funding in part from the Astronomy National
Collaborative Research Infrastructure Strategy (NCRIS) allocation provided by
the Australian Government.

References

Arora, B. S., et al. 2015, PASA, 32, e029
Bannister, K. W., et al. 2017, arXiv, 12, 0
Bhat, N. D. R., et al. 2018, ApJS, 238, 1
Bowman, J. D., & Collaboration, M. W. A. M. 2015, AAS, 225
Broekema, P. C., et al. 2018, A&C, 23, 180
Chokshi, A., et al. 2021, MNRAS, 502, 1990
Hamaker, J. P., & Bregman, J. D. 1996, A&AS, 117, 161
Hamaker, J. P. 2000, A&ASS, 143, 515
Hamaker, J. P., Bregman, J. D., & Sault, R. J. 1996, A&ASS, 117, 137
Hotan, A. W., van Straten, W., & Manchester, R. N. 2004, PASA, 21, 302
Jordan, C. H., et al. 2017, MNRAS, 471, 3974
Kaur, D., et al. 2019, ApJ, 882, 133
Line, J. L. B., et al. 2018, PASA, 35, 045
McSweeney, S. J., Bhat, N. D. R., Tremblay, S. E., Deshpande, A. A., & Ord, S.
M. 2017, ApJ, 836, 1
McSweeney, S. J., et al. 2020, PASA, 37, e034
Meyers, B. W., et al. 2017, ApJ, 851, 1
Mitchell, D. A., et al. 2008, IEEE JSTSP, 2, 707
Offringa, A. R., et al. 2014, MNRAS, 444, 606
Ord, S. M., et al. 2015, PASA, 36, e030
Roy, J., Bhattacharyya, B., & Gupta, Y. 2012, MNRASL, 427, 90
Sanidas, S., et al. 2019, A&A, 626, A104
Sault, R., Hamaker, J., & Bregman, J. D. 1996, A&AS, 117, 149
Sokolowski, M., et al. 2017, PASA, 34, e062
Swainston, N., et al. 2020, doi: 10.5281/zenodo.3762792
Swainston, N. A., et al. 2021, ApJL, 911, L26
Tingay, S. J., et al. 2013, PASA, 30, 7
Tremblay, S. E., et al. 2015, PASA, 32, e005
Wayth, R. B., et al. 2018, PASA, 35, e033
Whitney, A., Kettlem, M., Phillips, C., & Sekido, M. 2009, PS, 82, 1
Xue, M., et al. 2019, PASA, 36, doi: 10.1017/pasa.2019.19
Xue, M., et al. 2017, PASA, 34, doi: 10.1017/pasa.2017.66