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Solution of the time-dependent Schrödinger equation using a linear combination of basis functions, such as Gaussian wavepackets (G WP s), requires costly evaluation of integrals over the entire potential energy surface (PES) of the system. The standard approach, motivated by computational tractability for direct dynamics, is to approximate the PES with a second order Taylor expansion, for example centred at each GWP. In this article, we propose an alternative method for approximating PES matrix elements based on PES interpolation using Gaussian process regression (GPR). Our GPR scheme requires only single-point evaluations of the PES at a limited number of configurations in each time-step; the necessity of performing often-expensive evaluations of the Hessian matrix is completely avoided. In applications to 2-, 5-, and 10-dimensional benchmark models describing a tunnelling coordinate coupled non-linearly to a set of harmonic oscillators, we find that our GPR method results in PES matrix elements for which the average error is, in the best case, two orders-of-magnitude smaller and, in the worst case, directly comparable to that determined by any other Taylor expansion method, without requiring additional PES evaluations or Hessian matrices. Given the computational simplicity of GPR, as well as the opportunities for further refinement of the procedure highlighted herein, we argue that our GPR methodology should replace methods for evaluating PES matrix elements using Taylor expansions in quantum dynamics simulations. © 2016 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).

I. INTRODUCTION

Computer simulation approaches based on solution of the time-dependent Schrödinger equation (TDSE) offer an important route to modelling dynamics in quantum chemical systems, for example, quantum simulations of organic molecules, inorganic complexes, and biological systems have all provided insight into relaxation dynamics following photochemical excitation, while other studies have highlighted the role of quantum-mechanical tunnelling or zero-point energy (ZPE) in multidimensional systems. The power of these simulation approaches is that they provide a direct view of real-time quantum dynamics with access to all properties of interest, such as position expectation values, electronic state populations, and branching ratios; as a result, direct solution of the TDSE is an important route to reconciling experimental observations and atomistic dynamics.

Most commonly, computational methods aimed at solving the TDSE begin with a linear expansion of the time-dependent wavefunction \( \psi(\mathbf{q},t) \) in a set of basis functions,

\[
\psi(\mathbf{q},t) = \sum_{i=1}^{n} c_i(t) \phi_i(\mathbf{q},t),
\]

(1)

where \( c_i(t) \) is a complex expansion coefficient at time \( t \), \( \phi_i(\mathbf{q},t) \) is the \( i \)th basis function, \( n \) is the total number of basis functions, and \( \mathbf{q} \) is the set of coordinates describing the system. In the case where the basis functions are assumed to be time-independent (i.e. \( \phi_i(\mathbf{q},t) = \phi_i(\mathbf{q}) \)), application of the Dirac-Frenkel variational principle\(^{2,33}\) gives the following equation-of-motion for the expansion coefficients:

\[
\dot{c}_i = -\frac{i}{\hbar} H c_i,
\]

(2)

where \( c \) is the vector of expansion coefficients and \( H \) is the Hamiltonian matrix with elements

\[
H_{ij} = \langle \phi_i | \hat{H} | \phi_j \rangle = \langle \phi_i | \hat{T} + \hat{V} | \phi_j \rangle.
\]

(3)

While this time-independent-basis approach has been employed extensively, most notably in studying gas-phase collisional and scattering processes, application to larger systems is implicitly limited because the static basis set must, by definition, span the entire configurational space available to the system at all times; this leads to the well-known exponential scaling with dimensionality.

Methods for solving the TDSE with time-dependent basis functions can circumvent this “curse of dimensionality”, albeit with the introduction of new computational challenges. Here, the basis functions are parameterized by a set of time-dependent variables, and the equations-of-motion governing the time-evolution of these parameters can be determined in two different ways: (i) variationally, using the Dirac-Frenkel variational principle, or (ii) non-variationally, using approximate evolution equations. Of the former class,
the multiconfigurational time-dependent Hartree (MCTDH) method is perhaps the most well known;\textsuperscript{1,4,5,43,44} this strategy employs fully variational treatment of the time-dependence of the basis expansion coefficients and the basis functions themselves, which are described as Hartree products of low-dimensional basis functions (typically represented using a discrete variable representation (DVR) or similar).\textsuperscript{1,2,45} The MCTDH methodology has enjoyed enormous success in describing photochemical dynamics in small molecules such as fulvene\textsuperscript{46} and pyrazine,\textsuperscript{47} as well as model systems of condensed-phase environments.\textsuperscript{48} However, the MCTDH strategy requires that the potential energy surface (PES) describing the system must be written as a “sum of products” for the time-propagation to be computationally tractable; while strategies have been developed to cast PESs into the required form,\textsuperscript{1,49} this prescription restricts the use of MCTDH in more general “on the fly” schemes for quantum dynamics which directly couple to \textit{ab initio} electronic structure calculations. Building on the success of MCTDH, the Gaussian-MCTDH (G-MCTDH)\textsuperscript{5} method also employs the time-dependent variational principle to evolve the basis functions, although in this case some of the degrees-of-freedom in each Hartree product basis function are treated as Gaussian wavepackets (GWPs); taking this development to its natural conclusion, the variational multiconfigurational Gaussian (vMCG)\textsuperscript{13,14,30–53} method employs GWP products for \textit{all} degrees-of-freedom, again employing variational propagation to evolve the basis set. The vMCG method is more generally applicable than MCTDH in “on the fly” schemes, coupling \textit{ab initio} electronic structure calculations and basis propagation, although not without problems; for example, linear dependence in the GWP basis set, as well as the growth of the matrix equations required for propagation, means that convergence with respect to basis set size can be challenging.

In methods which employ non-variational evolution of the basis set, the most common approach is to select computationally tractable equations-of-motion to describe the evolution of the parameters describing the basis functions, while using the time-dependent variational principle to describe the evolution of the associated expansion coefficients.\textsuperscript{7–10,12,19,21,31,32,54–60} The resulting equation-of-motion for the expansion coefficients is

\[
\dot{\phi}_i(q, t) = -\frac{i}{\hbar} \mathbf{S}^{-1} \left( \mathbf{H} - i\hbar \mathbf{S} \right) \phi_i(q, t),
\]

(4)

where \( \mathbf{H} \) is defined in Eq. (3), the time-derivative matrix is

\[
S_{ij} = \langle \phi_i | \frac{\partial \phi_j}{\partial t} \rangle,
\]

(5)

and the overlap matrix is

\[
S_{ij} = \langle \phi_i | \phi_j \rangle.
\]

(6)

Because of the non-variational nature of the evolution of the basis functions, such methods do not, in general, conserve energy (unless a complete basis is used);\textsuperscript{19} however, norm conservation for Hermitian Hamiltonian operators is preserved by Eq. (4). Within this framework, by far the most common basis functions employed are GWPs, as in vMCG; for an \( f \)-dimensional system, these are typically of the form

\[
\phi_i(q, t) = \prod_{\kappa=1}^{f} \left( \frac{2\alpha_{\kappa}^2}{\pi} \right)^{1/4} e^{-\alpha_{\kappa}^2(q^2 - q_{\kappa}^2(t))^2 + i\lambda_{\kappa}(q)q_{\kappa}(t)},
\]

(7)

where we have adopted atomic units (\( \hbar = 1 \)). Here, the GWP basis function for each degree-of-freedom is parameterized by a width \( \alpha_{\kappa}^2 \) and a momentum \( \lambda_{\kappa} \); in what follows, we assume for simplicity that we are dealing with the common case of “frozen” GWPs, where the width parameters are fixed;\textsuperscript{61} although we note that the methods discussed throughout this article are equally applicable in the “thawed” GWP case.

The popularity of GWP basis functions in non-variational wavefunction propagation methods originates in their appealing connection to classical trajectories.\textsuperscript{2,61,62} In particular, for a single basis function \( \phi_i(q, t) \), it is straightforward to show that the expectation values of position and momentum for degree-of-freedom \( \kappa \) are simply \( q_{\kappa}(t) \) and \( \lambda_{\kappa} \), respectively; in other words, these parameters can be viewed as defining a single phase-space point, just as in classical mechanics. Besides this connection to classical mechanics, a further important aspect which is important to note is that GWPs are \textit{localised} in configuration space; this feature is relevant to the current work and will be described further below. Primarily as a result of the computational appealing characteristics of GWPs, these basis functions have formed the foundation of several approaches to modelling quantum chemical dynamics. For example, the \textit{ab initio} multiple spawning (AIMS)\textsuperscript{7–10,54–57} method has been employed to model photochemical dynamics in the gas-phase and the condensed-phase, while the coupled coherent states (CCS)\textsuperscript{31,32,58,60} approach, and the more recent multiconfigurational Ehrenfest (MCE)\textsuperscript{59} methodology, have been benchmarked against a range of model problems and molecular systems. In our own recent work, we have shown how the common problem of linear dependence in GWP basis sets can be circumvented using adaptive strategies,\textsuperscript{19} and we have also proposed a trajectory-guided strategy which employs classical dynamics to sample relevant regions of GWP phase-space for subsequent solution of the TDSE.\textsuperscript{21}

Regardless of the quantum simulation approach taken (variational or non-variational) and the type of basis function employed (e.g. GWPs or DVRs), all basis-set based approaches to solving the TDSE have a common computational bottleneck beyond the explicit treatment of high-dimensionality, namely the calculation of matrix elements of the potential energy operator \( \hat{V}(\hat{q}) \). While explicit analytical calculation of matrix elements of the kinetic energy operator, \( \hat{T} \), is generally straightforward (particularly if using rectilinear coordinate systems), the determination of potential energy matrix elements is much more challenging. In particular, the PE matrix element for basis functions \( \phi_i(q, t) \) and \( \phi_j(q, t) \) is given as

\[
V_{ij} = \int dq \phi_i^*(q, t)\hat{V}\phi_j(q, t).
\]

(8)

The integral is taken over the entire \( f \)-dimensional space of the system of interest; however, unless the PES is available
in a simple analytical form, exact evaluation of this integral is generally impossible. This is clearly the case if one is interested in performing quantum dynamics simulations "on the fly," linking evolution of the TDSE to PES evaluation using \textit{ab initio} electronic structure calculations.

In the absence of a simple analytical PES, the most common approach to calculating matrix elements $V_{ij}$ is to use a Taylor expansion \(^{13,14,51,52,63}\) typically taken around either the position $\mathbf{q}_i(t)$ of one of the GWPs or the position of the GWP arising as the product of the two separate GWPs; as discussed in detail below, this Taylor expansion is typically truncated at the second-order (Hessian matrix) term or lower. While this approach is generally well-founded, based on the locality of GWPs, it is not without its shortcomings. For example, calculation of the Hessian matrix using \textit{ab initio} methods can be computationally expensive, limiting the appeal of methods based on second-order Taylor expansions. Furthermore, the implicit assumption of the second-order Taylor expansion, that the PES is well-characterized as a harmonic expansion around a single configuration, can clearly be limited in accuracy, depending on the characteristics of the underlying PES. Finally, in the case where expansion around the position of the product GWP is employed, we note that this can require $O(n^2)$ evaluations of the PES (and possibly the derivative and Hessian matrix, depending upon the order of Taylor expansion) to evaluate the full PE matrix; however, the total number of PES evaluations can be reduced by integral pre-screening based on the magnitude of the overlap $S_{ij}$ between GWPs. In any case, it is clear that the range of applicability of the Taylor expansion approach, as well as its ultimate accuracy (as demonstrated below), can be limited; in this article, we propose an alternative.

In this work, we explore a new approach to calculating PE matrix elements in quantum dynamics simulations; while our approach is presented in the context of GWP-based strategies, we emphasize that it is generally applicable to any quantum dynamics method in which the basis functions are written as a Hartree product (an almost universal assumption). In particular, we propose using Gaussian process regression (GPR\(^{64-71}\)) to calculate PES matrix elements, using only single-point calculations performed along the trajectories $\mathbf{q}_i(t)$ of time-dependent basis functions. In Section II, we first describe current approaches to calculating PE matrix elements, with a specific emphasis on simulations using GWP basis functions; we then describe our proposed GPR-based approach to approximating PE matrix elements for GWP basis sets. In Section III, we investigate the accuracy of different matrix element approximations for benchmark 2-, 5-, and 10-dimensional problems. Our results demonstrate convincingly that GPR should be employed as the method-of-choice in evaluating PE matrix elements in GWP-based quantum dynamics simulations; in particular, our GPR-based method only requires single-point PES evaluations at each GWP basis function, is generally more accurate than Taylor expansion methodologies, and does not require the (usually expensive) calculation of the Hessian matrix. Overall, GPR is therefore expected to find use in further development of “on-the-fly” quantum dynamics strategies.

II. THEORY

Before introducing our GPR methodology for evaluating PES matrix elements, we set the context for this development by first describing the most common methods employed in previous studies. We emphasize here that our interest is particularly in quantum dynamics methods based on GWP basis sets; furthermore, we will also outline the advantages and disadvantages of the PES matrix element calculation methods described below in the context of prospects for combining these methods with \textit{ab initio} electronic structure methods in “on-the-fly” propagation schemes.

As an aside, we note that the focus of this proof-of-concept article is on assessing the viability of GPR in calculating PES matrix elements. As a result, we focus on modelling quantum dynamics in benchmark systems for which an analytical PES is available, such that we can compare approximated $V_{ij}$ elements to their exact counterparts. Furthermore, we focus on modelling systems with a single ground-state PES; prospects for extension to non-adiabatic PESs are discussed later and will be left for future development.

A. Taylor expansion methods

A well-known and widely exploited property of Gaussian basis functions is the fact that a product of two Gaussian functions is itself also a Gaussian function. In the case of GWPs, using the definition of Eq. (7), the product of two GWPs (with one taken as the complex conjugate, following Eq. (8)) is

$$
\phi_i^*(\mathbf{q})\phi_j(\mathbf{q}) \equiv \prod_{\alpha=1}^{f} \left(\frac{4\alpha_i^*\alpha_j^*}{\pi^2}\right)^{1/4} \times e^{-\alpha_i^*\alpha_j^*(\bar{q}_i^* - \bar{q}_j^*)^2 + (\mu_i^* - \mu_j^*)q_i^*q_j^* + i\phi_i^\dagger q_j^* - i\phi_j^* q_i^* - q_i^2 - q_j^2}.
$$

(9)

which is a complex Gaussian function centered at

$$
\bar{q}^* = \frac{\alpha_i^* q_i^* + \alpha_j^* q_j^*}{\alpha_i^* + \alpha_j^*}.
$$

(10)

In the case of frozen GWPs with equal widths, as commonly employed in a number of GWP-based strategies, the product centre $\bar{q}^*$ simply becomes the mean value of the coordinates of the two constituent GWPs.

The fact that the GWP products in Eq. (8) are localised around $\bar{q} = (\bar{q}^1, \bar{q}^2, \ldots, \bar{q}^f)$ suggests that we can make progress in approximating PES matrix elements using a Taylor expansion around $\bar{q}$, such that

$$
V(\mathbf{q}) \approx V(\bar{q}) + \sum_{\kappa=1}^{f} (q^\kappa - \bar{q}^\kappa) \frac{\partial V}{\partial q^\kappa} + \frac{1}{2} \sum_{\kappa, \mu=1}^{f} (q^\kappa - \bar{q}^\kappa) \frac{\partial^2 V}{\partial q^\kappa \partial q^\mu} (\bar{q}^\mu - \bar{q}^\mu),
$$

(11)

where the derivatives and the Hessian matrix are evaluated at $\bar{q}$. Substituting this expression into Eq. (8), we have
$V_{ij} = \langle \phi_i | \hat{V} | \phi_j \rangle$

$= V(\vec{q}) S_{ij} + \sum_{k=1}^{f} \left( (q^e_{ij})_k - \vec{q}^e S_{ij} \right) \frac{\partial V}{\partial q^e_k} + \frac{1}{2} \sum_{k,\mu=1}^{f} \left[ (q^e q^\mu_{ij})_k - \vec{q}^e (q^\mu)_{ij} - \vec{q}^\mu (q^e)_{ij} + \vec{q}^e \vec{q}^\mu S_{ij} \right] \frac{\partial^2 V}{\partial q^e_k \partial q^\mu_l}, \quad (12)$

where

$\langle q^e \rangle_{ij} = \langle \phi_i | q^e | \phi_j \rangle \quad (13)$

and

$\langle q^e q^\mu_{ij} \rangle = \langle \phi_i | q^e q^\mu | \phi_j \rangle \quad (14)$

which can both be evaluated analytically for GWP basis functions. The Taylor expansion form of Eq. (12) can of course be truncated at a lower order than the quadratic term, leading to a series of methods for approximating the matrix elements $V_{ij}$. For example, truncating at the zero-order terms gives

$V_{ij} \approx V(\vec{q}) S_{ij}, \quad (15)$

which is the “saddle point” approximation commonly employed in the AIMS simulation strategy. For brevity in later discussion, we refer to Eq. (15) as the MT0 approximation (mid-point Taylor expansion to zero order), Eq. (12) is the MT2 approximation, and it follows that the MT1 approximation is defined as

$V_{ij} \approx V(\vec{q}) S_{ij} + \sum_{k=1}^{f} \left( (q^e_{ij})_k - \vec{q}^e S_{ij} \right) \frac{\partial V}{\partial q^e_k}. \quad (16)$

Application of the MT0-2 approximations requires calculation of the potential energy and, possibly, the first- and second-derivatives at the mid-point coordinate of each pair of GWPs; as a result, this requires at most $n + n(n-1)/2$ PES evaluations to evaluate the full PE matrix for $n$ GWP basis functions. However, this value can be reduced by further exploiting the locality of GWPs; in particular, if $|S_{ij}| \leq \epsilon$, where $\epsilon$ is a small cutoff parameter, then it can be assumed that the GWPs are sufficiently well-separated that the corresponding PE matrix elements are zero. If $ab initio$ electronic structure calculations are to be employed in calculating $V(\vec{q})$, this pre-screening procedure can clearly reduce the total number of PES evaluations and reduce computational cost. Furthermore, there is clearly a progression in computational expense as one moves from MT0 to MT2; in particular, calculation of the Hessian is often an expensive operation within $ab initio$ electronic structure methods.

An alternative to the mid-point Taylor expansion approach described above is to instead consider Taylor expansion around one of the GWP basis functions associated with the matrix element $V_{ij}$; this approach has found extensive use within G-MCTDH and vMCG calculations. Shifting the centre of the Taylor expansion to $\vec{q}(t)$, and again truncating at second-order at most leads to three further $V_{ij}$ approximation methods,

$V_{ij} \approx V(\vec{q}(t)) S_{ij}, \quad (17)$

$V_{ij} \approx V(q^e) S_{ij} + \sum_{k=1}^{f} \left( (q^e_{ij})_k - q^e S_{ij} \right) \frac{\partial V}{\partial q^e_k}, \quad (18)$

$V_{ij} \approx V(q^e) S_{ij} + \sum_{k=1}^{f} \left( (q^e_{ij})_k - q^e S_{ij} \right) \frac{\partial V}{\partial q^e_k} + \frac{1}{2} \sum_{k,\mu=1}^{f} \left[ (q^e q^\mu_{ij})_k - q^e (q^\mu)_{ij} - q^\mu (q^e)_{ij} + q^e q^\mu S_{ij} \right] \frac{\partial^2 V}{\partial q^e_k \partial q^\mu_l}, \quad (19)$

We refer to Eqs. (17)-(19) as, respectively, the GT0, GT1, and GT2 approximations (i.e. Gaussian-based Taylor expansion to zero-, first-, and second-order). In passing, we note that, because the Taylor expansion in GT0-2 is taken around a GWP in the current basis set rather than at a mid-point as in MT0-2, the total number of PES evaluations (including possibly first- and second-order derivatives) is $n$; as a result, evaluation of a full PE matrix using GT0-2 should be computationally cheaper than MT0-2, although both sets of methods may require the (potentially costly) calculation of the Hessian matrix. Furthermore, it is clear that one could equally perform the Taylor expansion around either $\vec{q}(t)$ or $\vec{q}(t)$; in what follows, we adopt the standard procedure of averaging the PES matrix element $V_{ij}$ over both expansions, noting that this does not require any additional PES evaluations.

### B. Shepard interpolation

An approach to evaluating PES matrix elements which spans the Taylor expansion method above and the GPR methodology below is Shepard interpolation. Here, the PES is approximated as a linear combination of Taylor expansion terms,

$V(\vec{q}) \approx \sum_{i=1}^{M} c_i(\vec{q}) T_i(\vec{q}). \quad (20)$

The sum of Eq. (20) is taken over a set of $M$ configurations $\{\vec{q}_i\}$ at which second-order Taylor expansions $T_i(\vec{q})$ have been determined; we note that $T_i(\vec{q})$ has exactly the same form as given previously in Eq. (11). The coefficient $c_i$ associated with each Taylor expansion is typically chosen to be of the form

$c_i(\vec{q}) = \frac{|\vec{q} - \vec{q}_i|^{-p}}{\sum_{k=1}^{M} |\vec{q} - \vec{q}_k|^{-p}}, \quad (21)$

where $p$ is an even integer (typically 4). Overall, Eq. (20) provides a linear interpolation between different regions of configuration space in which different Taylor expansions are known; the expansion coefficients of Eq. (21) allow one to generate a smooth continuous PES approximation which is straightforward to calculate once a set of Taylor expansions is known. The reference configurations about which the Taylor expansions are taken can be chosen in several ways, for example, by sampling along classical MD trajectories or in quantum dynamics simulations. Furthermore, within the Shepard interpolation scheme it is possible to “grow” a PES.
by continuously adding new data points as new regions of configuration space are sampled.\textsuperscript{76,77}

However, the Shepard interpolation method embodied in Eqs. (20) and (21) has two important drawbacks which have curtailed its use as a general strategy for calculating PES matrix elements in quantum dynamics simulations. First, construction of the PES of Eq. (20) requires calculation of the Hessian at each of the expansion points (or at least at one initial point if Hessian update schemes are used\textsuperscript{53}); as noted already, this calculation can be computationally expensive if using \textit{ab initio} electronic structure calculations to describe the PES. Second, the weighting functions of Eq. (21) are themselves functions of configuration space, such that analytical integration of the Shepard PES over basis functions in quantum dynamics simulations is generally non-trivial. Indeed, most likely as a result of this second point, a previous application of Shepard interpolation within the setting of quantum dynamics simulations actually employed Taylor expansion of the interpolated PES of Eq. (20) around the GWP centres,\textsuperscript{52} rather than direct evaluation; in other words, although Shepard interpolation has been used to generate an interpolated PES, evaluation of PES matrix elements in quantum dynamics calculations using Shepard interpolation has still relied on the Taylor expansion methodology outlined above. As a result, and because of our interest in developing a computationally efficient scheme which circumvents calculation of the Hessian, we do not consider Shepard interpolation further in this work.

C. A new approach: Gaussian process regression

We are now in a position to describe the GPR approach employed in this work. GPR, often referred to as kriging,\textsuperscript{64,66–68} is broadly representative of a class of machine-learning algorithms for regression of complex hypersurfaces based on limited input data. For example, recent work has employed Gaussian process methods\textsuperscript{65} to achieve machine-learning of accurate PESs describing both atom and molecular chemical systems; the resulting Gaussian approximation potential (GAP\textsuperscript{69–71}) or kriging method\textsuperscript{64,66–68} offers a route to performing molecular simulations on PESs which approximate \textit{ab initio} electronic structure, albeit at a much lower computational cost. Moving away from PES interpolation, machine learning methods such as kernel ridge regression, Bayesian inference, and artificial neural networks, have found application in relating \textit{ab initio} atomization energies to simple molecular descriptors such as atomic partial charges,\textsuperscript{78} in learning optimized exchange-correlation functionals for density functional theory (DFT) calculations,\textsuperscript{79,80} and in learning accurate interatomic PESs for large-scale molecular simulations.\textsuperscript{81} Within the same field of chemical dynamics, a particular interest of the present work, machine-learning in the form of a support vector machine has also found application in determination of optimal dividing surfaces for transition state theory calculations.\textsuperscript{82}

In this work, we present the first exploration of the use of GPR in the calculation of PES matrix elements for quantum dynamics simulations. GPR has its origin in Bayesian inference approaches\textsuperscript{63} and, in the current context, represents a strategy for interpolating a PES given the values of the PES at a set of reference points. Using GPR with a Gaussian covariance kernel, the interpolated PES is written as a linear combination of Gaussian terms,

\[
V(\mathbf{q}) \approx \sum_{k=1}^{M} w_k e^{-\gamma |\mathbf{q} - \mathbf{q}_k|^2}.
\]

Here, \(M\) is the number of reference GPR configurations, at which it is assumed that we have calculated the value of the PES, and \(\gamma\) is a parameter which defines the length-scale of the Gaussian functions. Given \(M\) unknown weights and \(M\) values of the PES, the determination of the weights \(w_k\) in the interpolated PES requires solution of \(M\) simultaneous equations; here, we solve

\[
\mathbf{A} \mathbf{w} = \mathbf{b},
\]

where \(\mathbf{A}\) is an \(M \times M\) covariance matrix with elements

\[
A_{ij} = e^{-\gamma |\mathbf{q}_i - \mathbf{q}_j|^2} + \sigma^2 \delta_{ij},
\]

and \(\mathbf{b}\) is the vector of known PES values at the reference configurations,

\[
b_i = V(\mathbf{q}_i).
\]

In this work, Eq. (23) is solved using a standard LU-decomposition method, as implemented in the LAPACK library.\textsuperscript{83} The parameter \(\sigma\) can be viewed as an estimate of the error within the calculated PES values; in the case of the analytical PESs considered here, this parameter can be effectively viewed as a regularisation parameter which stabilises the solution of Eq. (23). Furthermore, we treat the parameters \(\sigma\) and \(\gamma\) as simple variables which are chosen at the outset of our quantum dynamics simulations; as an alternative, one could, of course, optimize these parameters by minimizing the prediction error in a test-set of configurations, as discussed later.

We note that, in Eq. (22), we use the Euclidean distance in coordinate space as the measure of the distance between points \(\mathbf{q}\) and \(\mathbf{q}_k\). More generally, this choice is not expected to be optimal; for example, in the context of quantum dynamics simulations, the frequently encountered coupling between multiple degrees-of-freedom in rectilinear coordinates, such as Cartesian or normal mode space, suggests that a better choice of coordinates for describing the PES should aim to employ degrees-of-freedom which decouple motion amongst di

Application of GPR in the context of GWP-based quantum dynamics simulations follows straightforwardly from Eq. (22). In particular, we assume here that our GWP basis set is time-dependent and that, at each time-step, we calculate the value of the PES at the positions \(\mathbf{q}_k(t)\) of the GWP centres; these data will act as our \(M\) reference points (Eq. (22))
from which we will construct our GPR interpolation surface. Once the weights have been determined using Eq. (23), the PE matrix elements can be evaluated using the GPR surface,

\[ V_{ij} = \int dq \, \phi_i^*(q, t) \hat{V} \phi_j(q, t), \]

\[ = \sum_{k=1}^{M} w_k \int dq \, \phi_i^*(q, t) e^{-\gamma(q-q_k)^2} \phi_j(q, t), \]

\[ = \sum_{k=1}^{M} w_k \prod_{k=1}^{f} \int dq^k(\phi^*(q^k, t)) e^{-\gamma(q^k-q^k_0)^2}(\phi(q^k, t)), \]

\[ = \sum_{k=1}^{M} w_k \prod_{k=1}^{f} I^k, \]

(26)

where we have exploited the fact that both the GWPs and the Gaussian terms of Eq. (22) are a simple product of one-dimensional terms, one for each of the \( f \) degrees-of-freedom. The one-dimensional Gaussian integral for GPR reference point \( k \) and degree-of-freedom \( \kappa \), namely \( I^k \), can be determined analytically, giving

\[ I^k = N \left( \frac{\pi}{\alpha} \right)^{1/2} e^{-\frac{(b+c^2\alpha^2)}{4\alpha} \gamma(\alpha^2)}, \]

(27)

where the coefficients are

\[ a = \alpha^2 + \alpha_j^2 + \gamma, \]

\[ b = 2\alpha \alpha_j \alpha^3 + 2\alpha^3 \gamma^0 + 2\gamma \alpha_j, \]

\[ c = p_j^2 - p_j^2, \]

\[ d = -\alpha_j^2(q_j^k)^2 - \alpha_j^2(q_j^t)^2 - \gamma(\alpha_j^2), \]

\[ e = p_j^2 \alpha_j^2 - p_j^2 \gamma_j, \]

\[ N = \left( \frac{2\alpha \alpha_j}{\pi} \right)^{1/2} \left( \frac{2\alpha \alpha_j}{\pi} \right)^{1/2}. \]

Overall, once the GPR weights have been determined, the entire PE matrix can be evaluated analytically using the GPR approximation of Eq. (22); this evaluation is a simple sum-of-product terms which are straightforward to evaluate.

The method described above employs PES evaluations at the GWP positions at each time-step, constructs the GPR weights, and then uses Eqs. (22), (26), and (27) to evaluate the full PE matrix, as required for evolution in Eqs. (2) or (4). However, we note here that this is the simplest possible implementation of GPR that one could imagine in the context of GWP-based quantum dynamics simulations; in particular, at least two further refinements are possible within this scheme. First, there is clearly an opportunity to recycle previous PES evaluations within the GPR scheme. Specifically, the sum over reference configurations in Eq. (22) is not restricted to run over the \( n \) GWPs in the basis set at any given time; instead, one can easily construct a database of configurations and the corresponding PES value which can be reused in the evolution of the PE matrix elements. In this way, one can “grow” a GPR interpolation during the course of a quantum dynamics simulation, a strategy that has been previously explored in the context of Shepard interpolation.76,77 Furthermore, we note the statistical basis of GPR allows evaluation of an error estimate for the interpolated PES at any new configuration,65 as a result, as GWPs evolve according to either variational or non-variational equations-of-motion, one can assess how accurate the GPR interpolation is at a point \( q_i(t) \) and use this information to assess whether or not additional \textit{ab initio} calculations are required. As a second refinement of the basic GPR strategy outlined here, we note that the determination of the GWP weights (Eq. (23)) can be modified to include forces as target values, rather than just PES values. Importantly, beyond that associated with solving a larger matrix equation, this strategy will typically not require significant additional expense with regards to PES calculations; in particular, if non-variational GWP evolution strategies are employed, such as classical trajectories, the forces at each GWP centre \( q_i(t) \) will \textit{already} be available. Overall, both of these strategies might be expected to further improve the GPR results although, as we show below, our basic strategy is already impressively accurate.

Finally, before considering the performance of GPR as a tool for calculating PE matrix elements, it is worth highlighting the relative merits of this approach compared to the Taylor-expansion-based methods described above. First, GPR does not require calculation of the Hessian matrix, as is often required in the second-order Taylor expansion methods commonly employed in GWP simulations. Second, as described above, GPR uses input (PES values and, possibly, forces) which is already routinely calculated in GWP evolution, particularly if classical equations-of-motion are employed to propagate GWPs; in other words, no additional PES evaluations are required to evaluate the full PE matrix, in contrast to the MT0-2 methods described above. Third, GPR does not make any implicit assumption about the local shape of the PES, beyond the assumption that the PES is a smoothly varying function of the chosen coordinates; for example, the GT2 and MT2 methods implicitly assume that the PES can be expressed using, at most, quadratic terms. Fourth, as highlighted above, the GPR methodology can be adapted such that PES reference points are drawn from a stored database of configurations which “grows” during the simulation; while the same approach is true of the Shepard interpolation method, we again note that direct evaluation of PE matrix elements with Shepard interpolation is not as straightforward as in the case of GPR. Finally, and perhaps most importantly for the more widespread adoption of GPR, we note that this strategy is straightforward to implement in any scheme in which the time-dependent wavefunction is expressed using Hartree product basis functions; such basis functions are almost universally employed, most notably in the MCTDH methodology.

Overall, therefore, GPR clearly possesses many desirable properties with regards to automated construction of PESs appropriate for quantum dynamics simulations. The only remaining question is its accuracy relative to strategies currently in use; we now turn to addressing this question.

### III. APPLICATION, RESULTS, AND DISCUSSION

The main focus of this paper is on assessing the accuracy of the GPR approach relative to other common methods for PE matrix element evaluation. To aid in this assessment, we focus exclusively on modelling quantum dynamics in
systems for which an analytical PES is available, such that the corresponding PE matrix elements can be exactly evaluated for our GWP basis functions. As a result, we can assess the accuracy of the different PE matrix approximation methods by comparing individual elements $V_{ij}$ to the exact results. This comparison can, in principle, use any set of GWP basis functions; for example, one can imagine randomly placing GWP basis functions and then comparing both the analytical and approximated PE matrix elements. However, the danger of this approach is that one might sample GWP basis function positions which are not representative of positions sampled in a typical quantum propagation. For example, in the worst case, sampling GWP positions which are far apart (according to, say, a Euclidean distance) may lead to many of the off-diagonal elements of the PE matrix to simply be close to zero in both the analytical and approximated PE elements; this “false positive” effect would lead to an overestimation of the accuracy of the different approximation methods (although we also consider this point further below in order to address the possible influence of the GWP propagation on the predictive accuracy of GPR).

Instead, we choose to use classical molecular dynamics (MD) trajectories to propagate a GWP basis set, with initial conditions sampled according to the properties of the initial wavefunction; this approach has been employed extensively in, for example, the AIMs approach, as well as in our own recent work. Specifically, in all of the calculations reported below, the initial wavefunction for propagation is assumed to itself be a GWP, $\phi(0) = \phi_1(q)$; initial conditions for the $n$ GWP basis set trajectories are subsequently generated by Wigner sampling from $\phi_1(q)$ and the entire basis set is then propagated using standard classical MD. Along this trajectory, we periodically calculate the PE matrix elements $V_{ij}$ which would be required for the full quantum evolution of the complex expansion coefficients according to Eqs. (2) or (4). These PE matrix elements are calculated analytically, as well as using the MT0-2, GT0-2, and GPR approximations; the accuracy of each approach can then be directly evaluated along the trajectory as the root-mean-square error (RMSE) determined between the di–different PE matrix approximation methods (although we tested. Compared to both GT0-2 (Fig. 1 upper panel) and purposes of this article, Eq. (29) is an ideal test case; PE matrix elements can be analytically evaluated, yet this model is complex enough to be representative of “typical” quantum dynamics problems, in this case relating to tunnelling.

As the first test of the proposed GPR method, we consider the two-dimensional version of Eq. (29) ($f = 2$). Here, $n = 200$ GWP basis functions were propagated classically, with initial positions and momenta sampled from the Wigner distribution of the initial wavepacket. The initial GWP was positioned at $q_k = 0$ for all degrees-of-freedom $k$, except $q_1 = -2.5$; the momenta were $p_k = 0$ for all degrees-of-freedom. The GWP basis functions were propagated with a time-step of $\Delta t = 10^{-3}$ a.u. for a total time $T = 10$ a.u.

Figure 1 shows the time-dependence of the root-mean square error (RMSE) determined between the different PES matrix element approximations (GT0-2, MT0-2, and GPR) and the PES matrix elements evaluated analytically at each time; in these calculations, we used $\gamma = 0.1$ as the GPR width parameter and $\sigma^2 = 10^{-3}$. At each time-point, we evaluate

$$\text{RMSE} = \sqrt{\frac{1}{n^2} \sum_{i,j=1}^{n} \left[ \text{Re}(V_{ij}) - \text{Re}(V_{ij}^{\text{true}}) \right]^2 + \left[ \text{Im}(V_{ij}^c) - \text{Im}(V_{ij}^{\text{true}}) \right]^2}$$

where $V_{ij}^c$ and $V_{ij}^{\text{true}}$ are, respectively, the PES matrix elements evaluated using the calculation methods discussed herein, and the analytical matrix elements; furthermore, we note that we explicitly compare both real and imaginary parts of the matrix elements.

The results of Fig. 1 unequivocally demonstrate that our GPR approach for evaluating PES matrix elements is immediately more accurate than any of the alternative methods tested. Compared to both GT0-2 (Fig. 1 upper panel) and

**FIG. 1.** Root-mean-square error (RMSE; Eq. (30)) between exact and approximate PES matrix elements calculated during propagation of $n = 200$ GWP on the $f = 2$-dimensional PES of Eq. (29). The upper panel compares the performance of GPR to the GT0-2 Taylor expansion methods, while the lower panel illustrates the comparison against MT0-2. In each case, the lines illustrate the average over five independent simulations starting with different random initial sets of GWP basis functions; the shading illustrates the minimum and maximum variation amongst these five calculations at each time-step. Note the logarithmic scale on the $y$-axis.
MT0-2 (Fig. 1 lower panel), we find that the GPR approach is at least an order-of-magnitude more accurate in reproducing the PES matrix elements without requiring calculation of the Hessian matrix at any point and only using PES evaluations at the n GWP positions at each time-step (without recycling previous PES data). Furthermore, this performance is maintained throughout the course of the calculation; there is no point at which any alternative method is more accurate.

However, we note that one potential disadvantage of the GPR method is the choice of width parameter $\gamma$; the simulation results of Fig. 1 were obtained using $\gamma = 0.1$. The effect of $\gamma$ on the accuracy with which the analytical PES matrix elements are reproduced is illustrated in Fig. 2. Encouragingly, we find that the overall accuracy of the GPR approach is relatively insensitive to the exact value of $\gamma$ for this 2-D model; for $0.02 \leq \gamma \leq 0.4$, the average error in the PES matrix elements is always much lower than the next best performing approximation methods, as shown by comparing the results of Fig. 2 to Fig. 1. Further increase to $\gamma \geq 0.5$ then leads to much larger variation in the PES matrix elements, presumably because the interpolation of the PES between GWPs becomes inaccurate beyond the typical radius of each individual GWP. The results of Fig. 2 clearly demonstrate that there is a window of reasonable values of $\gamma$; however, we also note that further refinements of the choice of $\gamma$ could rely on the fact that an error estimate of the GPR accuracy at an arbitrary configuration is readily calculable. As a result, $\gamma$ could be selected by minimizing the PES approximation error at a set of test configurations; this adaptive scheme for modifying $\gamma$ will be explored in our future applications of this GPR methodology.

At this point, we stop to consider a further question relating to the results of Fig. 1: is it possible that the scheme by which we are generating GWP positions and momenta, namely by Wigner sampling from the initial wavefunction then using classical trajectories, is biasing our results? There is a simple route to assessing the potential impact of the imposed correlation in our GWP basis set, namely to completely remove the role of initial sampling and subsequent dynamics by generating independent sets of GWP positions and momenta which are uniformly and randomly distributed throughout phase-space. Here, instead of time-evolution of the basis set, we randomly re-sample the positions and momenta of all GWPs at every time-step before calculating the GPR approximation to the PES matrix elements; specifically, positions and momenta were generated such that $q_k \in [-3, +3]$ and $p_k \in [-0.5, +0.5]$ for each degree-of-freedom $k$. The comparison between the trajectory-based GWP sampling and the randomly generated GWP basis set is shown in Fig. 3. We note that, in this case, we illustrate the fractional error in the PES matrix elements, defined as

$$
FE = \left[ \frac{1}{n^2} \sum_{i,j=1}^{n} \left( \frac{\text{Re}(V^e_{ij}) - \text{Re}(V^{an}_{ij})}{\text{Re}(V^{an}_{ij})} \right)^2 + \left(1 - \delta_{ij}\right) \left( \frac{\text{Im}(V^e_{ij}) - \text{Im}(V^{an}_{ij})}{\text{Im}(V^{an}_{ij})} \right)^2 \right]^{1/2},
$$

and we also note that the imaginary contribution is excluded in the case of diagonal elements $i = j$ because these components are implicitly zero for the standard configurational PES of Eq. (29). The reason for considering the fractional error is that the average magnitudes of the PES matrix elements generated in the random and trajectory-based sampling methods are different; in particular, we find that the off-diagonal matrix elements generated by the random sampling approach are much smaller in magnitude than those generated by the trajectory-based method. As such, the absolute RMSEs calculated for the various approximation methods using Eq. (30) are generally lower for the randomly sampled basis sets, preventing direct comparison of the two basis generation methods; considering the fractional values scale the errors to account for this artificial discrepancy.

Figure 3 clearly demonstrates that the significant improvement of the GPR approach over the Taylor expansion

![Graph](image-url)
methods is not related to the basis propagation; the accuracy is similar whether trajectory-based sampling or random sampling of GWP basis functions is employed. The same is found to be true of the GT0-2 and MT0-2 methods; there is no appreciable difference in the PES matrix element approximation accuracy between trajectory and randomly sampled basis sets. These results are highly encouraging, suggesting that the performance of the GPR methodology is independent of the chosen propagation method. As a result, implementation of GPR matrix element evaluation within the framework of alternative quantum dynamics schemes, particularly the v-MCG method, would be expected to provide significant computational savings given that GPR (in its most simple implementation demonstrated here) does not require any information beyond PES values at a set of distinct configurations.

**A. Role of PES dimensionality**

As a further assessment of the GPR approach, we consider the performance in approximating PES matrix elements for higher-dimensional models; in particular, we consider \( f = 5 \) and \( f = 10 \) in Eq. (29). These represent much more challenging prospects than the 2-dimensional case considered above, principally because the volume of configuration space increases exponentially with the dimension of the system; this presents a particular challenge to interpolation methods such as GPR, for which the accuracy of PES approximation might be expected to decrease due to insufficient coverage of interpolation points. We also note that, from now on, we only focus on comparing GPR to those methods which are most commonly used in GWP-based quantum dynamics simulations, namely MT0 and GT2.

Figure 4 illustrates the RMSE in the PES matrix elements for the \( f = 5 \) and \( f = 10 \) model potentials in Eq. (29); these simulations were performed in exactly the same way as the 2-dimensional simulations above, except that the GPR width parameter was chosen as \( \gamma = 0.05 \). In the case of the 5-dimensional model, GPR clearly outperforms the Taylor expansion methods in reproducing the exact PES matrix elements; as expected based on the considerably higher dimensionality of this system, the overall accuracy of the GPR PES matrix approximation decreases compared to that of the 2-dimensional model, but is still clearly better than MT0 and GT2. As the dimensionality is increased further to \( f = 10 \), the accuracy of GPR decreases; however, we note that it is still more accurate than MT0 and comparable in accuracy to GT2, despite GPR requiring much less input information about the PES than either of these Taylor expansion approaches.

For completeness, Fig. 5 illustrates the fractional error in the same set of simulations as illustrated in Fig. 4. As noted above, the fractional error better accounts for the fact that the magnitude of the PES matrix elements changes with dimensionality, both as a result of implicit changes in Eq. (29) and as a result of the fact that the PES matrix becomes increasingly sparse as the dimensionality increases. However, Fig. 5 illustrates the same trend as Fig. 4; GPR is generally better than, or at the very least comparable to, the Taylor expansion methods without requiring either the Hessian (as in GT2) or additional PES evaluations (as in MT0). Furthermore, we note that, when one considers fractional error rather than standard root mean-square error, the advantage of GT2 over GPR is removed; in other words, for the higher-dimensional \( f = 10 \) model, all three methods are comparably accurate when scaled by the magnitude of the PES matrix elements, primarily due to the fact that the off-diagonal PES matrix elements become much smaller in magnitude (and therefore challenging to accurately evaluate) as dimensionality increases.
As a final point, Fig. 6 illustrates the impact of increasing the number of GWPs in the simulations of the \( f = 5 \) model. Given that we are using the positions of the GWP basis functions at each time-step as the reference points for our GPR approximation to the PES, one would expect that the accuracy of GPR would increase as the number of reference data points increase; as shown in Fig. 6, this is exactly the case. This result is very promising for the future application of GPR in quantum dynamics simulations; in particular, the result of Fig. 6 demonstrates that a scheme in which a database of GPR reference points is constructed during the course of the quantum dynamics simulations would be expected to further improve the accuracy of the GPR approximation. In passing, we note that such a scheme, comparable to the “grow” methodology employed previously using Shepard interpolation,\(^{6,7}\) is already under development and will be reported shortly.

Overall, our results demonstrate that GPR enables accurate evaluation of PES matrix elements; in the worst case, the performance of GPR is comparable to commonly used Taylor expansion methods, but we emphasize that GPR does not require any additional information beyond PES evaluations at the centres of the \( M \) GWP basis functions, whereas the Taylor expansion methods require either additional PES evaluations to evaluate off-diagonal PES matrix elements (as in MTO) or evaluation of the Hessian matrix (as in GT2). Given the computational simplicity of GPR, the fact that it requires no additional PES evaluations than already required of any other method, and the fact that there are clear opportunities for improving the performance of GPR in the near-future, our results suggest that GPR should become the “weapon-of-choice” in approximating PES matrix elements.

**IV. CONCLUSIONS**

In this article, we have shown how GPR can be used in a very straightforward manner to approximate PES matrix elements required in GWP-based quantum dynamics simulations. For the \( f = 2 \) and \( f = 5 \) model considered here, we have shown the error in the GPR PES matrix element approximation is significantly smaller (by more than an order-of-magnitude in favourable cases) than any of the alternative methods based on Taylor expansions; as dimensionality increases to, say \( f = 10 \), the advantage of GPR decreases somewhat, but the accuracy of the approximated elements remains comparable to the Taylor expansion approaches. However, most importantly, in its most basic form, GPR only requires as input the value of the PES evaluated at a reference set of configurations which we chose to be the GWP centres in our scheme; importantly, GPR does not require evaluation of the Hessian matrix like the second-order Taylor expansion methods, leading to significant reductions in computational expense. The one drawback of the GPR scheme is the fact that the GPR width parameter \( \gamma \) must be chosen; however, given the fact that it is straightforward to evaluate the GPR approximation error at any set of test configurations, one can easily implement a scheme in which \( \gamma \) is adaptively optimized to minimize this prediction error during the course of the calculation; we are currently developing this approach.

With regards to computation time, we note that the evaluation of the GPR weights at each time-step scales as \( M^3 \), as expected from direct solution of Eq. (23); for very large \( M \), it is clearly possible that this step can become quite time-consuming. However, it is important to bear in mind that our ambition for this scheme is to couple it directly to “on the fly” evaluation of the PES using \textit{ab initio} electronic structure calculations; in this situation, one might reasonably expect the evaluation of the PES itself to become the bottleneck, rather than solution of Eq. (23), as long as \( M \) is not excessively large. Furthermore, as noted above, there is scope for improving the basic GPR methodology investigated here; in particular, we note that the number and identity of the reference points incorporated into the approximate GPR PES can be treated in an adaptive manner, such that only “local” reference points are used to evaluate the requisite weights for the given PES matrix elements. With such strategies, as well as the other improvements mentioned throughout this manuscript, we expect that GPR might find application in any quantum dynamics simulation method demanding evaluation of PES matrix elements.

Importantly, despite the significant improvement over Taylor expansion methods, we emphasize that the GPR results presented here represent the most basic implementation of this scheme. In particular, we currently discard all previous PES evaluations and generate a new GPR approximation at each time-step. This is clearly wasteful; instead, it is clear that GPR could be easily combined with a database of stored configurations and their respective PES values in a scheme reminiscent of the “grow” methodology. Furthermore, we note that, although we implicitly evaluate the forces acting on the centre of each GWP in our classical propagation scheme, we do not use this derivative information in the GPR approximation; again, expanding GPR to incorporate this additional information when generating the GPR weights would be quite straightforward. Both of these developments
would be expected to further improve the already-impressive performance of GPR. Finally, as well as these developments, the remaining challenge to employing GPR in the context of quantum dynamics relates to the treatment of excited states. The GPR scheme would be most straightforward to implement in the context of diabatization particularly, our results suggest that, beyond the (relatively minor) problem of choosing the value of the GPR parameters, there is little reason to continue to use Taylor expansion methods to evaluate PES matrix elements for GWP-based quantum dynamics methods.

Given the improved performance of GPR, as well as its lower computational cost compared to second-order Taylor expansion methods in particular, our results suggest that, beyond the (relatively minor) problem of choosing the value of the GPR parameters, there is little reason to continue to use Taylor expansion methods to evaluate PES matrix elements for GWP-based quantum dynamics methods.
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