Memory recall by controlling chaos
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By incorporating feedback loops, that engender amplification and damping so that output is not proportional to input, the biological neural networks become highly nonlinear and thus very likely chaotic in nature. Research in control theory reveals that strange attractors can be approximated by collection of cycles, and be collapsed into a more coherent state centered on one of them if we exert control. We speculate that human memories are encoded by such cycles, and can be retrieved once sensory or virtual cues, acting as references, enable feedback controls that nucleates the otherwise chaotic wandering mind.

I. WALKING ON THIN ICE

The human brain appears to exhibit some level of flexible chaotic behavior (see Appendix A for some general arguments on why this is to be expected), as it is capable of sparks of inspiration, or sudden and seemingly random transfers to related concepts, and not just rigid derivations. It is also noted (see e.g., [1]) that chaotic dynamics could help form the hierarchy of time scales involved in brain chemistry and psychology, or that it would allow for very quick switch between mental states. Indeed, many studies have now proposed that strange attractors play a vital role in neurological processes, see e.g., [2–4]. Experimentally also, the electroencephalographic studies on cerebral electrovoltage fluctuations have been argued by some [3] to exhibit chaotic features that changes in accordance with brain state. In particular, near phase transition between orderly and disorderly states of any system, one often observes critical phenomena that signify long range correlations, and this has been seen in the brain via functional magnetic resonance imaging and magnetoencephalography (see e.g., [4]). The weight of the circumstantial evidences thus points to the brain operating at the seam between order and anarchy, somehow maintained in a precarious balance, much like how fighter jets operate at the edge of aerodynamic instability, a feature that affords much agility.

Such a balancing act is quite possible according to control theory (see Appendix A and e.g., [5]), which demonstrates that mechanisms are readily available for tweaking a dynamical system in and out of chaos. Indeed, previous studies [6] have argued that it is possible to impinge arbitrary generic controls, like any loud noise or flash of light, to drive the brain into some more coherent state, that represents a more attentive or alert state of mind (see also Sec. 16.4 in [6], the pacemaker there is the attention attracting “loud bang”; also experimentally, a reduction in neuron firing rate variability has been seen when a stimulus is applied [2, 17]). The alert state could perhaps be another strange attractor with a lower Hausdorff dimension than that corresponding to the resting state, but it would unlikely reach all the way down to nearly everywhere differentiable level of regularity, which would trivialize the mental state too much and become pathological, e.g., regular periodic spikes in electroencephalographic signals is seen during episodes of epilepsy [18].

It is worth noting that this extreme condition can be induced through viewing certain flashing images, so the regularization of the mental strange attractor must be somehow related to how our brain processes external stimuli, and arguably the most important aspect of which is memory recall. Specifically, while a short-circuited brain with too much connectivity between different clusters of neurons or brain regions could suffer from overwhelming synchronization, so the entire mental state collapses into a genuine periodic motion entrained onto the rhythm of the epilepsy-inducing flashing image; a normal brain may only experience a partial collapse, whereby only the mental state’s projection onto some sub-dimensions of the phase space for the neural pathways, corresponding to those regions of the brain involved in memory tasks, collapses to periodic motion that encodes memories. Indeed, some level of periodicity has been experimentally observed to correlate with memory tasks, see e.g., [16, 19]. Such collapses into periodic cycles is the hallmark of control theory approaches that suppress chaos, so we propose that beyond taking our mental state into alertness with an arbitrary stimuli, a more elaborate feedback-control mechanism, taking a more detailed and informative stimuli (can be external or internal, such as sentient premises, coming from other regions of the brain) as reference, could be responsible for memory recall.

II. FINDING NEEDLE IN HAYSTACK

Specifically, in the fashion of a vastly simplified caricature, the memory of say, a vase that we are beholding, would resemble the reference neural dynamics presently imprinted onto our perceptual neural sub-network3. But that memory would be hiding as an unstable projective

1 The cycles were originally embedded in the strange attractor but repelling, then stabilized by the control. See Appendix B.
2 A phase transition in the mental state perhaps induced by increased energy and oxygen supply, or in other words changes in the environmental parameters, which incidentally enhances Hebbian learning capacity.
3 That is, the reference is also a lower dimensional projected trajectory, but onto those subdimensions associated with perception rather than memory. Nevertheless, the dimensions of the two projections can match so they can be compared.
cycle in the strange attractor of our suitably focused state of mind. To find it, we can establish a negative feedback to penalize mental state evolutions that increase the distance between its projected trajectory and the reference system (with the memory and perception dimensions suitably mapped), thereby partially\(^4\) collapsing the strange attractor into the target projective cycle, which is now also stabilized, ready to be accessed repeatedly during further analysis. With this feedback approach, the added controls vanish when the deviation has been vanquished, so we are confident that the resulting memory is in fact an orbit of the original uncontrolled dynamics, even as the nearby phase space regions receive a catastrophic make over. Or in other words, the memory is least doctored by the recall process itself, and can remain faithful. In contrast, non-feedback controls tend to persist and are thus more intrusive.

On the other hand, when the stimulant is not exact or if the memory has deteriorated (e.g., neurons died or are recycled for other memories), the feedback control system becomes ineffective in properly stabilizing any projective cycle\(^5\). Instead, a few orbits that each partially overlaps (small time-averaged error function) with the reference get incompletely stabilized, and become less strongly repelling (now with less positive Lyapunov exponents) projective-projective cycles\(^6\) (cf., the attractor ruin concept of chaotic itinerancy \(^4\)\(^\text{[29, 30]}\)). The mental trajectory traversing their neighborhoods would then exhibit intermittent behaviour with both laminar and chaotic phases, as per \(^29\)\(^\text{[31]}\). This is a failure for control theory, but a triumph for animal survival, as a new situation can be juxtaposed against more than one similar past experiences, so one can pick the comparatively better course of action.

Furthermore, sometimes even more novel situations may be encountered for which we had no similar prior experience at all, which really shouldn’t admit any memory recall. In such situations, the feedback control cannot even produce pseudo-projective cycles, and the mental state remains chaotic, in accordance with the experimental observations of \(^5\), that sees reactions to known smells consist of regular time series signals, while those to unknown smells remain erratic. The meandering of the mind in this situation does not need to be the same as when stimuli is absent though. As long as the coupling between the sensory and memory subdimensions are in place, the stimuli will have an impact. Specifically, there can be other simpler, less precise control influences at work. One such example is the periodic parametric perturbations presented in Ref. \(^5\), which shows that orbits can at times be stabilized into limit cycles, by simply periodically perturbing some accessible parameter of the system at frequencies that are low order rational multiples of the natural frequency of the originally unstable orbit. This means if our novel stimulant happens to share some frequency domain structure with a past memory, then that memory could be accidentally evoked, even though it really doesn’t match the stimulant in any obvious way. Nevertheless, it sharing frequency domain features might make it a useful analogy for making sense of the new situation. For example, in the next section, we propose devising logical relations out of transfers between projective cycles, for which there are likely characteristic time scales that manifest in frequency domain, so two scenarios taking after each other there may be alike in their e.g, causal structures between constituent events.

### III. WEAVING WEB OF GUESSES

Our proposal echoes the associative memory recall mechanism of an Attractor or Chaotic \(^3\)\(^\text{[32, 33]}\) Neural Network, in that the memory end up being recalled is a (quasi-)trapping region in the mental dynamics (stabilized projective cycle for us, fixed point for Attractor and strange attractor for Chaotic). However, it is antithetical to those models in the querying mechanism. Essentially, since both the dynamical system and the initial state together determine where the evolution ends up at, there are two knobs one can turn, and we choose differently. Those models use the cue to place the initial condition in the attracting basin of the correct attractor, of a fixed (during recall) dynamical system. In contrast, we leave the initial conditions free to be whatever a person’s present state of mind is, but instead alter the dynamical system on the fly, according to the cue and via the feedback controls, to manufacture the correct trapping region in situ. (Note further that while in some refinement proposals, control techniques are applied to Attractor or Chaotic networks, e.g., as in \(^33\)\(^\text{[34]}\), their task there were rather minor, to e.g., increase storage capacity or help pin the recall output.)

There are subsequently some salient functional features on which the models diverge. For example, the projective cycles are only stabilized with effort, when controls are maintained, and revert to repelling once the controls are gone. Therefore, in contrast to those genuine attractor
based memories that trap the mind forever (if nothing is done to deliberately jolt), one’s mind is automatically released to handle other tasks. This same tendency to avoid trapping also could aid escape from any local minima (false memories) of some Lyapunov function (should one exists), which is a problem plaguing Attractor or Chaotic neural networks [34, 35], thereby does away with the need to artificially introduce noises [34, 36].

Furthermore, one of the reasons we prefer a projective cycle-based encoding is that since the cycles densely fill out the attractors, there is in principle infinite memory capacity (modulo accidental degeneracies in the projected-out non-memory dimensions of the phase space), seemingly mirroring human long term memory, and in contrast to entire attractor-based encodings that suffer from small capacity issues [39]. Another reason is that we envisage also a dynamical systems underlying for the relationships between the memory items. As such, pre-stabilization projective cycles embedded within the same attractor are more closely interwoven than different attractors, each of which will trap the mental dynamics indefinitely so there is no intrinsic transiting between them [7].

The way human brains establish relationships between different memory items likely underlies the logical operations between mathematical concepts [40], so an elucidation of this brain function is most useful for scientists, as it paves the way for replicating, in an automated artificial research assistant, human’s ability to craft theories. It is not very difficult to concoct relations between unstable projective cycles (encoding concepts) that could plausibly underpin logical relations. For example, with causation ⇒, we could have two pre-stabilization projective cycles connected up by a generous flux of transiting paths (cf., the transfer between the two wings on a Lorenz attractor for intuition) that are unidirectional, so one always precedes the other, but never the opposite way around. Once a memory recall event happens at the departure projective-cycle, it becomes mostly stable, but with fluctuation of thought [8], there is still a good chance that the mind gets entrained onto the transiting paths that take it to the destination projective-cycle. In other words, when we see and remember the cause event, we likely also remember that the consequence event is to follow [8], thus accomplish a primitive level of prediction, which is the most immediate real world functionality of possessing a sense of causation. Going the other way around, tracing back to the cause after seeing the consequence, appears to be a distinct aptitude only conferred to higher mammals. This is perhaps not surprising, given that the unidirectional transiting paths are likely natural transcriptions of the temporal ordering of the cause and effect events in the real world, thus are procured for free during Hebbian learning. But going the other way requires artificially creating new connecting paths with much effort.

One may further enlist other types of transit properties to represent negation ¬, conjunction ∧, disjunction ∨, and etc (the psychological function of binding, namely combining different aspects like color, shape, smell, sound of an object into a holistic amalgam, may also work in a similar way). Indeed, with improved future understanding of high dimensional hyperchaotic systems, one may even be able to prove that formal mathematical logic exhausts all possible transit varieties available for the biological neural network, and provide a dictionary. One could then argue that mathematics is not only discovered and not invented (there must be a physical neural network substrate substantiating any mathematical contrivance, and we are merely discovering allowed configurations satisfying certain rules), but is in fact accidental, manifesting just a few specific brain functions evolved over eons to help us handle situations arising at the spatiotemporal scale of humans. It is thus not guaranteed to be able to represent and/or process the physics of the extremely small or large scales. For example, the concept of causation relies on the existence of a partial ordering of events, which mirrors the flow of time in the physical world, that in turn depends on the Lorentzian signature of spacetime. However, when investigating particles or cosmology, other signatures may arise, and causation ceases to be a very useful characterization of relationships between events. In particular, there is no reason why formal logic should be self-consistent and omnipotent – as Gödel’s incompleteness theorem appears to indeed suggest. Encouragingly though, by creating artificial neural networks of more diverse genres, we may be able to expand the logic tool box, and create new paradigms for mathematics and subsequently all quantitative sciences. Practical utility thus behooves us to delve deeper into the realm of higher dimensional hyperchaotic dynamics.
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rons\textsuperscript{10,11} (see e.g., \cite{11}), which is in the tens of billions. Even in the lower dimensional cases, we have already seen from existing literature, that the behaviour of a dynamical system is highly variable and sensitively dependent on a vast array of factors\textsuperscript{12} such as number and power of the nonlinear terms, the symmetries or parameter settings. For the even higher dimensional case, the chance that we can conjure up a vastly simplified toy model that happens to provide a good description of brain functions is null. Therefore, we shy away from quantitative modeling, since it is likely more misleading than illuminating, and instead concentrate on generic qualitative discussions that likely apply to most, if not all, sufficiently complex systems. To truly understand the human mental functions at a quantitative level, neurobiology will have to be examined in exquisite detail. Alternatively, if one is interested in creating artificial general intelligence that is superior to humans, it may be more profitable to forget about evolutionary flukes and instead tailor-design its neural networks according to mathematical understanding of higher dimensional systems.

Unfortunately though, studies on very high dimensional dynamical systems are lacking\textsuperscript{13} \cite{13}, especially so on the hyperchaotic\textsuperscript{14} ones, and on those involving attractors or cycles that are projections of trajectories in an even higher dimensional phase space\textsuperscript{15}. Nevertheless, it is not difficult to argue that chaos is generic. Indeed, it is shown by Ref. \cite{14} that in dimensions higher than about fifty, systems are chaotic with probability essentially unity. One may also note that chaos, being implied by ergodicity and the even stronger mixing properties \cite{17}, is necessary for statistical mechanics to be valid for large many-particle systems (see e.g., \cite{15}), thus the fact that statistical treatments appear to work for physics experiments\textsuperscript{16} lends support for the generality of chaos in high dimensional phase spaces. Furthermore, strange attractors likely readily exist\textsuperscript{17}, since the phase trajectories are always 1-D curves, which in higher dimensions would enjoy more headroom to wind around each other without intersecting, even when confined to a limited volume.

Appendix B: Suppressing chaos

Control theory starts by noting that the strange attractors in a chaotic system typically contain dense collections of unstable cycles (periodic orbits) \cite{18,19}. In fact, it is one of the conditions for chaos in the definition of Devaney \cite{51}. Intuitively, the strange attractors are trapping just like cycles are, yet most trajectories in it never close and are instead transitive/ergodic, but these can nevertheless be regarded as belonging to the infinite period limit for closed cycles. The strange attractor will be filled mostly by such orbits, with some short period orbits sprinkled here and there. As we include longer and longer periods into our consideration though, those interstitial periodic cycles become denser and denser (number

\textsuperscript{16} Neuroscience is a little more complicated. Typically, when the number of degrees of freedom goes very large, we would resort to statistical treatments. From the thermodynamic point of view though, a living brain capable of hosting complicated thoughts would require a very structured and fragmented phase space, rather than being in thermal equilibrium – which is just one giant indistinguishable monocluture. In other words, it is desirable for the brain to be extremely far away from thermoequilibrium, and with no quick way to get there before the end of life. Even worse, the fact that the deterministic chaos does not resemble randomness in the case of the brain likely precludes even non-equilibrium thermodynamic treatments, which often assume stochasticity (see e.g., \cite{46}). In any case, while some degree of averaging may be relevant when deciphering the brain’s power to handle incomplete or fuzzy information, the type of extreme coarse-graining that would reduce the effective degrees of freedom within the brain from billions to just a few, so as to be treatable in the usual thermodynamic fashion, does not seem to leave sufficiently numerous details to account for psychological intrigues.

\textsuperscript{17} We disregard Hamiltonian chaos since the brain is a highly dissipative system that generates heat, so the comoving phase space volume generally contracts (i.e., the system can become confined onto lower Hausdorff dimensional objects like the strange attractors). For the same reason, quasi-periodic orbits wrapped around high-dimensional homotopically-nontrivial submanifolds would be difficult to sustain (as the volume of the manifold should generally drop with increasing time due to dissipations), then the orbits wrapped around it experience a secular change and are not really “quasi-periodic” anymore, see e.g., Example 9.2.1 in \cite{17}), but those wrapped around low (much lower than the phase space, so it being invariant does not prevent an enclosing volume at the dimension of the phase space from shrinking) dimensional submanifolds might exist (see e.g., \cite{47} for summary of some examples). For brevity, we don’t explicitly distinguish such lower dimensional (small number of incommensurate frequencies) quasi-periodic orbits, and refer to them as being “periodic”, since they are also confined to thin strata of the phase space and thus can be very specific in what information they represent, just like the exact periodic orbits.
of orbits grows exponentially with period, see the Smale horseshoe discussion in e.g., [51]), thus more accurately sample and consequently depict the outline of the strange attractor, much like a pointillism painting (Ref. [52] offers actionable procedures for corporealizing this finite cycle approximation). If we include all finite period cycles, then we acquire a dense subset (a skeleton, see e.g., [53]) that almost accurately reproduce the entire strange attractor.

Subsequently, if we introduce controls into the system in such a way that some of the shorter period cycles get stabilized, then chaos can be suppressed [54, 55]. For an extreme example that illustrates intuition, let each control be as strong as a constraint that confines the system onto a lower dimensional submanifold in the phase space, much like what energy conservation does, then if we reduce the dimensionality all the way to two by laying down sufficient number of controls, the Poincaré-Bendixson theorem would assert that there cannot be chaos and cycles become likely. Alternatively, we could have something like the transition between a strange attractor and either the sleuth of saddle-cycles (the transient chaotic regime) in the Lorenz system [56], or the simpler global cycle at the other side of chaos in the control parameter space [57].

A character altering scenario such as this turns out to be relatively easy to realize, because first of all, whatever the specific trajectory of a chaotic system, it can always get within intimate neighborhoods of any target cycle, thanks to ergodicity [58]. Therefore, once the trajectory gets close to a target orbit, all we need to do for stabilization is to fine-tune some accessible control parameters and/or the dynamical variables, in such a way as to curb the tendency to diverge away from it again along some directions. Such a task is easier if we have at hand a reference system to compare with, that is similar to the desired controlled target system, and design a feedback mechanism to drive \( \mu \) in a direction that suppresses \( e \). In the case when \( y \) is fairly coherent, e.g., when it is an equilibrium point or some short period cycle, \( e \) evanesces away quite consistently and this method can be applied as is. When \( y \) itself is chaotic or almost so (very long period cycles) however, the norm \( \| e \| \) (usually some \( L_\infty \) norm) can swing wildly and the control typically becomes less efficient.

---

The periodic orbits are unstable if we do nothing. In that case the diverging away of nearby trajectories is described by Smale horseshoe maps on disks transverse to the periodic orbit. Only a fractal set of points stay close over time.