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Abstract

In this work we provide a computationally tractable procedure for designing affine control policies, applied to constrained, discrete-time, partially observable, linear systems subject to set bounded disturbances, stochastic noise and potentially Markovian switching over a finite horizon.

We investigate the situation when performance specifications are expressed via averaged quadratic inequalities on the random state-control trajectory. Our methodology also applies to steering the density of the state-control trajectory under set bounded uncertainty, a problem that falls in the realm of robust covariance control.

Our developments are based on expanding the notion of affine policies that are functions of the so-called “purified outputs”, to the class of Markov jump linear systems. This re-parametrization of the set of policies, induces a bi-affine structure in the state and control variables that can further be exploited via robust optimization techniques, with the approximate inhomogeneous S-lemma being the cornerstone. Tractability is understood in the sense that for each type of performance specification considered, an explicit convex program for selecting the parameters specifying the control policy is provided. Furthermore, our convex relaxation is tight within a factor associated to the S-lemma.

Our contributions to the existing literature on the subject of robust constrained control lies in the fact that we are addressing a wider class of systems than the ones already studied, by including Markovian switching, and the consideration of quadratic inequalities rather than just linear ones. Our work expands on the previous investigations on finite horizon covariance control by addressing the robustness issue and the possibility that the full state may not be available, therefore enabling the steering of the state-control trajectory density in the presence of disturbances under partial observation.
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1 Introduction

We consider a discrete time partially observable linear system over a finite horizon, affected by set bounded disturbances, stochastic noise and possibly Markovian switching. Performance specifications are expressed via averaged quadratic inequalities on the random state-control trajectory, quadratic inequalities on its mean and semidefinite constraints on its covariance matrix. The task of the
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decision maker is to design a non-anticipative control policy so that the constraints are fulfilled for all realizations of the set bounded uncertainty once the random effects of the noise and switching have been averaged out. Our contribution lies in providing a computationally tractable procedure for designing affine policies that guarantee the robust satisfaction of the constraints.

While the particular setup is novel this problem falls in the category of robust constrained control and multistage decision making under uncertainty pertinent to the fields of control theory and dynamic optimization respectively. Problems of this nature are ubiquitous in science, engineering, and finance, leading to the development of a long standing list of solution methodologies, including dynamic programming (DP) and the associated variational-formulation-based techniques [1], [2], approximate dynamic programming [3], [4], stochastic programming [5], [6], set-theoretic control methods [7], [8], model predictive control [9], [10], \( l_1 \) methods [11], [12] and robust control [13], [14], [15], as well as, robust optimization [16].

The most general system class considered in this paper is that of Markov jump linear systems. They allow one to capture the changes that the underlying parameters of a system may undergo as it switches among different operating conditions. Fundamental contributions on the stochastic jump linear continuous time control problem can be found in [17], [18] and [19]. Subsequently, various analysis and synthesis results applicable to linear time-invariant systems have been extended to Markov jump linear systems. A comprehensive review of this material can be found in [20], [21] and the references therein. Given their modeling flexibility Markov jump linear systems have been employed extensively in applications ranging from robotics to communications and networked control [22], [23], and apart from engineering in fields such as operations research and econometrics where we refer indicatively to [24], [25] and [26] respectively. In the latter two fields the more common term is regime-switching models.

The uncertainty sets we consider are expressed as as the intersection of finitely many ellipsoids and elliptic cylinders. It is a subclass of ellitopes the latter ones introduced in the context of nonparametric statistics in [27].

The constraints that we impose on the mean and covariance matrix of the state-control trajectory naturally connect to the problem of steering its density in the presence of set bounded uncertainty. This particular problem that we study falls in the category of robust covariance control under partial observation. The covariance steering problem over a finite horizon under full state feedback in the absence of set bounded disturbances has been investigated in [28], [29], [30], [31], [32]. In an infinite horizon setting the literature goes back to the original papers on the steady state state-covariance assignment problem [33], [34]. Subsequent work on the infinite horizon covariance assignment problem includes [35], [36], [37], see also [38] and the references therein.

Our work falls also into the realm of affinely adjustable robust counterparts (AARC) [39], [16], for robust optimization problems, where optimization variables correspond to decisions that are made sequentially as the actual values of the uncertain data become available. The literature on the topic of robust optimization in static and multistage settings is extensive; see, for example, [40], [41], [42], [43] and [44].

We consider [45] as the closest work to the methods described in this paper. In [45] the authors investigated the robust constrained multistage decision problem for deterministic linear dynamic models subject to linear constraints on the state-control trajectory. In our case the stochasticity induced by the Markovian-switching dynamics and the external noise dictates the use of quadratic constraints, instead of linear ones, to meaningfully confine not only the mean of the state-control trajectory, but also keep its covariance matrix within a desired range. The price one pays for
considering the wider class of constraints is that the resulting convex formulation for the affine policy design is a semidefinite program, as opposed to the corresponding linear programming formulation encountered in [45].

We restrict ourselves to affine policies and in particular a specific parameterization thereof, affine policies based on “purified outputs” for the Markovian-switching models under consideration; see also [45] for the corresponding concept in the deterministic case. The purified output parametrization can be interpreted as a finite horizon analog of the Youla parametrization [46], [47] and the related $Q$-design procedure see for instance [48], [49]. The main advantage of this restriction in affine purified output-based policies lies in the resulting efficient computation of the policy parameters by an explicit convex optimization problem. This appealing feature comes at the cost of potential conservatism.

In the scalar case, under the assumption of deterministic dynamics, the optimality of affine policies for a class of robust multistage optimization problems subject to constraints on the control variables was proven in [50]. The degree of suboptimality of affine policies was investigated computationally in [51] and [52]. The former reference employs the sum of squares relaxation, while the latter efficiently computes the suboptimality gap by invoking linear decision rules in the dual formulation as well. Instances where affine policies are provably optimal also include the linear quadratic Gaussian problem (LQG) [53], [54] as well as its risk sensitive version with an exponential cost criterion (LEQG) [55], both problems admitting a dynamic programming solution.

Further applications of affine policies can found in stochastic programming settings [56], [57] and in the area of robust model predictive and receding horizon control [58], [59], [60], [61]. From a historical perspective some of the earliest accounts on the use of affine policies in stochastic programming include [62], [63]. The constrained control problem in the presence of disturbances has a long history as well. Fundamental contributions include the work on minimax controller design [64], [65] and the minimax reachability problem [66], [67], [68], [69].

In retrospect the computational tractability of our approach is owed to the particular choice of uncertainty set in conjunction to the restriction to affine policies in purified outputs and the subsequent use of the approximate inhomogeneous $S$-lemma. The $S$-lemma plays a prominent role both in robust optimization and control theory, where it is typically referred to as $S$-procedure [70]. The extension to infinite dimensional settings [71], [72] led to many applications in robust control problems, see for instance [73], [74] and the references therein.

The paper is organized as follows. Section 2 contains some common notation that will be used in the subsequent discussion. The formal problem statement is given in Section 3 which concludes with a statement of our contributions. The main theorems of the paper describing our tractable approach are in Section 4. We provide a numerical illustration of our methodology in Section 5, and we conclude with a summary and thoughts for future directions in Section 6.

## 2 Notation

The set of positive integers is denoted by $\mathbb{Z}_+$, the set of non-negative integers by $\mathbb{N}$, the set of real numbers by $\mathbb{R}$. For $m,n \in \mathbb{N}$, $m < n$, $\mathbb{Z}_{[m,n]} = \{m, m+1, \ldots, n\}$. For $n,m \in \mathbb{Z}_+$ let $\mathbb{R}^n$ denote the Euclidean $n$-space and $\mathbb{R}^{n \times m}$ the set of $n$-by-$m$ real matrices. The set of symmetric matrices in $\mathbb{R}^{n \times n}$ is $\mathbb{S}^n$, the positive semi-definite, (definite) cone is $\mathbb{S}^n_+,(\mathbb{S}^n_+^\ast)$ and the relation $A \succeq (\geq)B$ stands for $A - B \in \mathbb{S}^n_+,(\mathbb{S}^n_+^\ast)$. The transpose of the column vector $x \in \mathbb{R}^n$ is denoted by $x^\top$ and for $i \in \mathbb{Z}_+$, $[x]_i$ refers to the $i$-th entry of $x$. Similarly for $i,j \in \mathbb{Z}_+$, $[A]_{i,j}$ refers to the $(i,j)$-th entry of the matrix.
$A \in \mathbb{R}^{n \times m}$. For $x, y \in \mathbb{R}^n$, $(x, y)$ denotes the inner product of the two vectors. A sum (product) of $n \times n$ matrices over an empty set of indices is the $n \times n$ zero (identity) matrix.

Random vectors are denoted in boldface and are defined on an abstract probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $\mathbb{E}[]$ denotes the expectation operator. Given $t \in \mathbb{Z}_+$ and a discrete time random process $x_0, x_1, \ldots$, the notation $x_0^t$ stands for the history of the process from time 0 to time $t$, i.e. $x_0^t = \{x_0, x_1, \ldots, x_t\}$. A realization, sample path, of $x_0^t$ is denoted by $x_0^t = \{x_0, x_1, \ldots, x_t\}$.

3 Problem Statement

3.1 System

Fix some positive integers $n_x, n_u, n_d, n_e, n_y, N, m$. We will consider a partially observable, discrete-time, Markov jump linear system on a finite time horizon $N$, referred to as $S$, with state space description

$$
\begin{align*}
\mathbf{x}_0 &= \mathbf{z} + \mathbf{s}_0, \\
\mathbf{x}_{t+1} &= A_t[\theta_t] \mathbf{x}_t + B_t[\theta_t] \mathbf{u}_t + \mathbf{\sigma}_t \\
\mathbf{y}_t &= C_t[\theta_t] \mathbf{x}_t + \mathbf{\rho}_t, \quad t \in \mathbb{Z}_{[0,N-1]}.
\end{align*}
$$

(1)

The switching signal $\theta_t$ is modeled as a Markov chain, taking values in $\mathcal{O} = \{1, 2, \ldots, m\}$ with initial distribution $\pi$ and probability transition matrix $P$. The state of the system is hybrid composed of $(\mathbf{x}_t, \theta_t) \in \mathbb{R}^{n_x} \times \mathcal{O}$ and the control vector is $\mathbf{u}_t \in \mathbb{R}^{n_u}$. We assume that the underlying switching process is observable and as such the output of the system is hybrid, composed of $(\mathbf{y}_t, \theta_t) \in \mathbb{R}^{n_y} \times \mathcal{O}$. For simplicity, we will incur an abuse of notation by referring solely to $\mathbf{x}_t$ and $\mathbf{y}_t$ as the state and output of the system respectively and to $\theta_t$ as the switching signal. The initial state $\mathbf{x}_0$ exhibits a deterministic and a stochastic component. In particular for a given $\Sigma_0 \in \mathbb{S}^{n_x}_{++}$,

$$
\mathbf{x}_0 = \mathbf{z} + \mathbf{s}_0, \quad \text{where} \quad \mathbf{s}_0 \sim \mathcal{N}(0, \Sigma_0).
$$

The disturbances $\mathbf{\sigma}_t, \mathbf{\rho}_t$ are induced by both set bounded uncertainty and stochastic noise,

$$
\begin{align*}
\mathbf{\sigma}_t &= B_t^{(d)}[\theta_t] \mathbf{d}_t + B_t^{(s)}[\theta_t] \mathbf{e}_t, \\
\mathbf{\rho}_t &= D_t^{(d)}[\theta_t] \mathbf{d}_t + D_t^{(s)}[\theta_t] \mathbf{e}_t, \quad t \in \mathbb{Z}_{[0,N-1]}.
\end{align*}
$$

(2)

The set bounded disturbance is $\mathbf{d}_t \in \mathbb{R}^{n_d}$ and the stochastic disturbance is $\mathbf{e}_t \in \mathbb{R}^{n_e}$ respectively. It is assumed that $\mathbf{s}_0, \mathbf{e}_0^{N-1}$ are jointly independent and for each $t \in \mathbb{Z}_{[0,N-1]}$,

$$
\mathbf{e}_t \sim \mathcal{N}(0, I).
$$

We refer to the random variables $\theta_0^{N-1}, \mathbf{s}_0, \mathbf{e}_0^{N-1}$ as the basic random variables of the system description, since all other random variables are constructed from them. Furthermore $\theta_0^{N-1}$ is independent of $\mathbf{s}_0, \mathbf{e}_0^{N-1}$. The switching signal controls the selection of the system matrices

$$
\begin{align*}
& A_t[\theta_t], B_t[\theta_t], B_t^{(d)}[\theta_t], B_t^{(s)}[\theta_t], C_t[\theta_t], D_t^{(d)}[\theta_t], D_t^{(s)}[\theta_t],
\end{align*}
$$

which are assumed to be of conformable dimensions and depend in a manner known in advance on its current realization $\theta_t$. We will write

$$
\mathbf{e}^T = [\mathbf{s}_0^T, \mathbf{e}_0^T, \mathbf{e}_1^T, \ldots, \mathbf{e}_{N-1}^T] \in \mathbb{R}^{n_e},
$$
where \( n_x = n_x + N n_e \). The signals \( z, d_0^{N-1} \) introduce set bounded uncertainty into the system \( S \). The uncertainty vector is \( \zeta \) where

\[
\zeta^T = [z^T, d_0^T, d_1^T, \ldots, d_{N-1}^T] \in \mathcal{D}^N \subset \mathbb{R}^{n_\zeta},
\]

\( n_\zeta = n_x + N n_d \), and \( \mathcal{D}^N \) is the uncertainty set.

### 3.2 Uncertainty set description

Our choice for \( \mathcal{D}^N \) is dictated by the need of upper-bounding the maximum of a quadratic form over the uncertainty set. We consider an intersection of ellipsoids parametrized by positive semidefinite matrices

\[
\{ Q_i \in \mathbb{S}_{++}^{n_\zeta} \}_{i \in \mathbb{Z}_{[1,s]}}, \text{ such that } \sum_{i=1}^{s} Q_i \succ 0.
\]

The uncertainty set \( \mathcal{D}^N \) is expressed as

\[
\mathcal{D}^N = \{ \zeta \in \mathbb{R}^{n_\zeta} \mid \langle Q_k \zeta, \zeta \rangle \leq 1, \ 1 \leq k \leq s \}. \tag{3}
\]

The parameters \( \{ Q_i \}_{i \in \mathbb{Z}_{[1,s]} } \) describing \( \mathcal{D}^N \) are assumed to be part of the problem specification. The particular choice of uncertainty description is related to the subsequent use of the approximate inhomogeneous S-lemma for the purpose of arriving to a computationally tractable control design methodology.

### 3.3 Affine control laws in purified outputs

We will employ causal, deterministic control policies that are affine in the purified outputs of the system. In order to introduce the concept of purified-output-based (POB) control laws suppose first that the system \( S \) is controlled by a causal (non-anticipating) policy

\[
u_t = \phi_t(y_0, \ldots, y_t), \quad t \in \mathbb{Z}_{[0,N-1]},
\]

where for time instant, \( u_t \) is adapted to the filtration associated to the underlying probability space. We consider now the evolution of a disturbance free system starting from rest, with state space description

\[
\begin{align*}
\dot{x}_0 &= 0, \\
\dot{x}_{t+1} &= A_t[\theta_t] \dot{x}_t + B_t[\theta_t] u_t, \\
\dot{y}_t &= C_t[\theta_t] \dot{x}_t, \ t \in \mathbb{Z}_{[0,N-1]},
\end{align*}
\]

where \( \dot{x}_t \in \mathbb{R}^{n_x}, \dot{y}_t \in \mathbb{R}^{n_y} \). The dynamics in (4) can be run in “on-line” fashion given that the decision maker observes not only the realizations of the output and the switching signals, but also knows the already computed control values. The purified outputs are the difference of the outputs of the actual system (1) and the outputs of the auxiliary system (4), i.e.

\[
v_t = y_t - \hat{y}_t, \ t \in \mathbb{Z}_{[0,N-1]}.
\]

At time instant \( t \in \mathbb{Z}_{[0,N-1]} \) the realization of the purified output \( v_t^0 \) is available when the decision on selecting the control value \( u_t \) is to be made. The term “purified” stems from the fact that the
outputs (5) do not depend on the particular choice of control policy. This circumstance is verified by introducing the signal
\[ \delta_t = x_t - \hat{x}_t, \quad t \in \mathbb{Z}_{[0,N-1]}, \]
and observing that the purified outputs can also be obtained by combining (1), (4), (5) and the definition of \( \delta_t \) as the outputs of the system with state space description
\begin{align*}
\delta_0 &= x_0, \\
\delta_{t+1} &= A_t[\theta_t] \delta_t + B_t^{(d)}[\theta_t] d_t + B_t^{(s)}[\theta_t] e_t, \\
v_t &= C_t[\theta_t] \delta_t + D_t^{(d)}[\theta_t] d_t + D_t^{(s)}[\theta_t] e_t, \\
\end{align*}
(6) \( t = 0,1,\ldots,N-1. \) For \( T \in \mathbb{Z}_+ \), let
\[ \theta_{[t,T]} = \begin{bmatrix} \theta_{\max \{0,t-T\}} \\
\theta_{\max \{0,t-T+1\}} \\
\vdots \\
\theta_t \end{bmatrix} \in \mathbb{O}^{\min \{T+1,t+1\}}, \]
\[ \theta = \theta_{[N-1,N-1]} \in \mathbb{O}^N. \]
An affine POB policy is of the form
\[ u_t = h_t[\theta_{[t,T]}] + \sum_{i=0}^{t} H_t^i[\theta_{[t,T]}] v_i, \quad t \in \mathbb{Z}_{[0,N-1]}, \]
(7) where
\[ h_t : \mathbb{O}^{\min \{T+1,t+1\}} \to \mathbb{R}^{n_u}, \quad H_t^i : \mathbb{O}^{\min \{T+1,t+1\}} \to \mathbb{R}^{n_u \times n_y}, \]
(8) \( 0 \leq j \leq t, \quad t \in \mathbb{Z}_{[0,N-1]} \).
In the above description \( T \) is the length of the “switching memory” utilized by the affine policy under consideration. The parameters of the POB affine policy are the collection of maps
\[ \{h_t, H_t^i\}_{0 \leq j \leq t, \ t \in \mathbb{Z}_{[0,N-1]}} \in \mathcal{X}, \]
where \( \mathcal{X} \) denotes the set of all possible POB affine control laws applicable to the system \( \mathcal{S} \).
Inspecting the affine policy (7) we observe that at a given time instant \( t \) the number of decision variables associated with the term \( h_t[\theta_{[t,T]}] \) is
\[ \begin{cases} m^{T+1} n_u & \text{if } t \geq T \\
m^{t+1} n_u & \text{if } t < T. \end{cases} \]
At the same time instant \( t \) the number of decision variables associated with the terms
\[ H_0^t[\theta_{[t,T]}], H_1^t[\theta_{[t,T]}], \ldots, H_t^t[\theta_{[t,T]}] \]
is
\[ \begin{cases} (t+1)m^{T+1} n_u n_y & \text{if } t \geq T \\
(t+1)m^{t+1} n_u n_y & \text{if } t < T. \end{cases} \]
Thus the number of decision variables associated with the $t$-th level is $m_T^{t+1}n_u((t + 1)n_y + 1)$ and the total number of decision variables associated to the policy parameters is

$$\dim(N, T) = \sum_{i=0}^{T} m_i^{t+1}n_u((i + 1)n_y + 1) + \sum_{i=T+1}^{N-1} m_T^{t+1}n_u((i + 1)n_y + 1).$$

In the following we will identify the policy parameters $\{h_t, H_t^j\}_{0 \leq j \leq t \in \mathbb{Z}_{[0,N-1]}}$ with an element $\chi \in \mathbb{R}^{\dim(N, T)}$ that contains their values for all possible realizations of the switching signal $\theta \in \mathbb{O}^N$. This identification requires some ordering on the finite set $\mathbb{O}^N$, take for instance the first lexicographic ordering. In a slight abuse of language we will associate the policy parameters interchangeably to $\chi$ or $\{h_t, H_t^j\}_{0 \leq j \leq t \in \mathbb{Z}_{[0,N-1]}}$, while realizing that the former is a vector and the latter is a collection of maps, given that they describe the same entity.

In this work we will consider the control design problem strictly in the context of POB affine control laws, the sole motivation being the resulting computational tractability as it will be demonstrated in the convex design section. The closed loop system consists of the open loop dynamics (11) coupled with the model based dynamics (4), the purified outputs (5) and the POB affine policies (7).

### 3.4 Performance specifications

The linear system $\mathcal{S}$ is subject to both stochastic noise as well as set bounded disturbances. Performance specifications will be expressed via constraints on the random state-control trajectory and its first two moments. At any instant of time, both the control vector $u_t$ and state $x_t$ of the system are Gaussian vectors and with slight abuse of notation we introduce stacked versions of them, denoted by $x, u$,

$$x = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix}, \quad u = \begin{bmatrix} u_0. \\ u_1. \\ \vdots \\ u_{N-1} \end{bmatrix}, \quad w = \begin{bmatrix} x \\ u \end{bmatrix},$$

where $x \in \mathbb{R}^{n_xN}$, $u \in \mathbb{R}^{n_uN}$, $w \in \mathbb{R}^{n_w}$, $n_w = n_xN + n_uN$. Accordingly we write for the respective mean and covariance matrix

$$\mu_w = \mathbb{E}[w], \quad \Sigma_w = \mathbb{E}[(w - \mu_w)(w - \mu_w)^T].$$

The associated expectations are to be computed with respect to the joint distribution of the basic random variables $\theta_0, s_0, e_0, \ldots, \theta_{N-1}, s_{N-1}, e_{N-1}$. We will also consider the mean and covariance matrix of the state and control vector at specific instances in time, these quantities are denoted as

$$\mu_{x,t} = \mathbb{E}[x_t], \quad \Sigma_{x,t} = \mathbb{E}[(x_t - \mu_{x,t})(x_t - \mu_{x,t})^T], \quad t \in \mathbb{Z}_{[0,N]},$$

and

$$\mu_{u,t} = \mathbb{E}[u_t], \quad \Sigma_{u,t} = \mathbb{E}[(u_t - \mu_{u,t})(u_t - \mu_{u,t})^T], \quad t \in \mathbb{Z}_{[0,N-1]},$$

respectively.
respectively. The specifications imposed directly on the state-control trajectory are expressed via averaged quadratic inequalities. The constraints on its first two moments, relating to the robust density steering problem, consist of quadratic inequalities on its mean \( \mu_w \) and prescribing upper bounds, in the matrix sense, on weighted versions of the covariance matrix \( \Sigma_w \).

The common theme between the constraints under consideration is the resulting explicit convex programming formulation for designing POB affine policies such that the closed loop system satisfies them in a robust manner.

### 3.4.1 Averaged quadratic inequalities in \( w \)

Let \( r \in \mathbb{Z}_+ \). We will consider averaged quadratic inequality constraints on the state-control trajectory expressed as

\[
\forall \zeta \in \mathcal{D}^N, \ E[(A_i w, w) + 2 \langle \beta_i, w \rangle] \leq \gamma_i, \quad (11)
\]

where \( i \in \mathbb{Z}_{[1, r]} \) and

\[
A_i \in \mathbb{S}_+^{n_w}, \beta_i \in \mathbb{R}^{n_w}, \gamma_i \in \mathbb{R}. \quad (12)
\]

The parameters \( \{A_i, \beta_i, \gamma_i\}_{i \in \mathbb{Z}_r} \) defining the quadratic inequalities are assumed to be part of the problem specification. The constraints in (11) once averaged out are to be interpreted as “hard” constraints in the uncertainty vector \( \zeta \in \mathcal{D}^N \).

Consider the left hand side of any of the inequalities that appear in (11), say \( i \in \mathbb{Z}_{[1, r]} \),

\[
E[(A_i w, w) + 2 \langle \beta_i, w \rangle],
\]

and note that we do not require for it to exhibit time separability, i.e. stage additivity, in its functional form. As such our methodology for designing causal feedback laws is applicable to situations that may not be amenable to dynamic programming type arguments.

A particular scenario where such constraints are relevant consists of the decision maker having some desired targets for the state and control vector as well as allowable deviation levels to be fulfilled in expectation for all realizations of \( \zeta \in \mathcal{D}^N \), for some subsets of the finite time horizon \( T_x \subset \mathbb{Z}_{[1, N]} \) and \( T_u \subset \mathbb{Z}_{[0, N-1]} \) respectively, i.e. for every realization of the uncertainty vector \( \zeta \in \mathcal{D}^N \),

\[
E[\|x_t - \hat{x}_t\|^2] \leq \hat{\gamma}_t, \ t \in T_x, \ E[\|u_t - \tilde{u}_t\|^2] \leq \tilde{\gamma}_t, \ t \in T_u.
\]

The above formulation is one of a robust feasibility problem, where \( \{\hat{\gamma}_t\}_{t \in T_x}, \{\tilde{\gamma}_t\}_{t \in T_u} \) are a priori fixed. However, our framework can be readily extended by the minimization of a convex function of the deviation levels \( \{\hat{\gamma}_t\}_{t \in T_x} \) and \( \{\tilde{\gamma}_t\}_{t \in T_u} \) and as such streamlining the selection of the latter, while preserving tractability.

We also mention that within our scope fall problems where the worst case value over \( \zeta \in \mathcal{D}^N \) of the expectation of a convex quadratic objective in the random state-control trajectory is to be minimized over \( \chi \in \mathcal{X} \), i.e.

\[
\min_{\chi \in \mathcal{X}} \max_{\zeta \in \mathcal{D}^N} E[(A w, w) + 2 \langle \beta, w \rangle]
\]

subject to further averaged quadratic inequalities that are to be satisfied robustly in the sense of (11).
3.4.2 Robust steering of densities

The system $S$ is subject to set bounded disturbances $\zeta \in \mathcal{D}^N$ and the question arises whether one can confine the mean and covariance matrix of the state-control trajectory in a certain prespecified set. To this end we will prescribe constraints to the mean of the state-control trajectory via quadratic inequalities. Let $\hat{r} \in \mathbb{Z}_+$ and consider the constraints

$$\forall \zeta \in \mathcal{D}^N, \quad \langle \hat{A}_i \mu_w, \mu_w \rangle + 2 \langle \hat{\beta}_i, \mu_w \rangle \leq \hat{\gamma}_i,$$

where $i \in \mathbb{Z}_{[1,\hat{r}]}$ and

$$\hat{A}_i \in \mathbb{S}^n_w, \quad \hat{\beta}_i \in \mathbb{R}^n_w, \quad \hat{\gamma}_i \in \mathbb{R}.$$  

The parameters $\{\hat{A}_i, \hat{\beta}_i, \hat{\gamma}_i\}_{i\in\mathbb{Z}_{[1,\hat{r}]}}$ defining the quadratic inequalities are assumed to be part of the problem specification. By appropriate choice of the parameters the constraints in (13) allow one to express the requirement of robustly confining the mean of the state and the control vector at different instances of time in prespecified ellipsoidal or polyhedral sets, in particular once can express constraints of the form, for all realizations $\zeta \in \mathcal{D}^N$,

$$\|\mu_{x,t} - \hat{\mu}_t\|^2 \leq \hat{e}_t, \quad \hat{\gamma}_t(-) \leq \mu_{x,t} \leq \hat{\gamma}_t(+), \quad t \in T_x,$$

$$\|\mu_{u,t} - \tilde{\mu}_t\|^2 \leq \tilde{e}_t, \quad \tilde{\gamma}_t(-) \leq \mu_{u,t} \leq \tilde{\gamma}_t(+), \quad t \in T_u.$$

As for the covariance matrix of the state-control trajectory, let us fix $\hat{r}, n_k \in \mathbb{Z}_+$ and consider constraints of the form

$$\forall \zeta \in \mathcal{D}^N, \quad Q_i \Sigma_w \Sigma_w^T \preceq \tilde{\Sigma}_i,$$

where $i \in \mathbb{Z}_{[1,\hat{r}]}$ and

$$\tilde{\Sigma}_i \in \mathbb{S}^{n_k}_{++}, \quad Q_i \in \mathbb{R}^{n_k \times n_w}.$$  

The constraints in (15) allow the decision maker by appropriate choice for instance of the weighting matrices $\{Q_i\}_{i\in\mathbb{Z}_{[1,\hat{r}]}}$ to express requirements of the form, for all $\zeta \in \mathcal{D}^N$,

$$\Sigma_{x,t} \preceq \hat{\Lambda}_t, \quad t \in T_x, \quad \Sigma_{u,t} \preceq \hat{\Lambda}_t, \quad \forall t \in T_u,$$

where $\{\hat{\Lambda}_t\}_{t \in T_x}, \{\hat{\Lambda}_t\}_{t \in T_u}$ are prespecified positive definite matrices.

Finally we point out that our methodology of providing an explicit convex programming formulation for the control design problem in POB affine policies subject to constraints of the form (11), (13), (15) can be augmented with further convex constraints on the control parameters that reflect limits on their magnitudes, prescribed sparsity patterns, etc.

3.5 Contributions

The main contribution of this paper is the development of a computationally tractable procedure for designing affine policies in purified outputs for partially observable Markov jump linear systems affected by external disturbances and an unknown initial state, while being subject to quadratic constraints. Prior work had focused on linear dynamic models exhibiting deterministic evolution subject to linear constraints on the finite-horizon state-control trajectory.
The advantage of affine policies based on the purified outputs over the traditional affine policy parameterization where the bi-affinity of the state-control trajectory as a function of the policy parameters and the vector of the initial state and disturbances is established. This fact sets up theorem 1 that provides an explicit convex program specifying, when feasible, policy parameters ensuring the validity of the design specifications. Furthermore, our convex relaxation is tight within a factor associated to the approximate inhomogeneous S-lemma. Theorem 1 serves as the basis for deriving explicit semi-definite programming formulations for the control design problem and is further supported by proposition 2 for the case of quadratic inequalities and proposition 3 for the covariance constraints. The tractability of our approach is validated via propositions 4 and 5. Namely, in order to avoid exponential exploding in the number of parameters specifying the policies as $N$ grows, we restrict the “switching memory” of the policies. In that case, when using policies that employ a truncation of fixed length of the regime-switching sequence, the coefficients that enter in our convex program can be computed in polynomial in $N, M$ arithmetic operations. This polynomial complexity result is important given that the number of possible sample paths for the underlying regime-switching process grows exponentially in $N$, the horizon under consideration. The consideration of affine policies based on purified outputs motivates the question as to their relation to the classical affine policy parameterization employing the actual outputs of the system. theorem 6 shows the equivalence of the two types of policies, when both are allowed to depend on the entire switching sequence.

To the best of our knowledge the proposed tractable approach is the first of its kind for the problems under consideration.

4 Convex design

For the given finite horizon $N$ we write the state space recursion of $S$, (1), the model based dynamics (6), and the POB affine control law (7) in matrix form as

$$
\begin{align*}
\mathbf{x} &= \mathbf{A} \mathbf{x}_0 + \mathbf{B} \mathbf{u} + \mathbf{B}(d) \mathbf{\zeta}_d + \mathbf{B}(s) \mathbf{e}, \\
\mathbf{v} &= \mathbf{C} \mathbf{x}_0 + \mathbf{D}(d) \mathbf{\zeta}_d + \mathbf{D}(s) \mathbf{e}, \\
\mathbf{u} &= \mathbf{h} + \mathbf{H} \mathbf{v},
\end{align*}
$$

(17) (18) (19)

where we introduced in addition to $\mathbf{x}, \mathbf{u}, \mathbf{v}$, (10), the trajectory signals $\mathbf{\zeta}_d, \mathbf{e}, \mathbf{v}$,

$$
\mathbf{\zeta}_d = \begin{bmatrix} d_0 \\ d_1 \\ \vdots \\ d_{N-1} \end{bmatrix}, \quad \mathbf{e} = \begin{bmatrix} e_0 \\ e_1 \\ \vdots \\ e_{N-1} \end{bmatrix}, \quad \mathbf{v} = \begin{bmatrix} v_0 \\ v_1 \\ \vdots \\ v_{N-1} \end{bmatrix},
$$
while the individual matrices $A, B, D^{(d)}, D^{(s)}, C, D^{(d)}, D^{(s)}, h, H$ are given explicitly in Appendix A. By combining (17) to (19) we obtain for the state-control trajectory

$$ w = b + w^{(d)} + w^{(s)}, $$

$$ b = \begin{bmatrix} B h \\ h \end{bmatrix}, w^{(d)} = B^{(d)} \zeta, w^{(s)} = B^{(s)} \epsilon, $$

$$ B^{(d)} = \begin{bmatrix} B H C + B H D^{(d)} + B^{(d)} \\ H C \end{bmatrix}, B^{(s)} = \begin{bmatrix} B H C + A B H D^{(s)} + B^{(s)} \\ H C \end{bmatrix}. $$

From the relations in (20) one can directly infer that bi-affinity of the state-control trajectory $w$ in terms of the policy parameters $\chi$ and the exogenous signals $\zeta, \epsilon$. Fix a realization of the switching signal $\theta$ then the realizations of $w$ are affine in $\chi$ for every realization of $\zeta, \epsilon$ and vice versa $w$ is affine in $\zeta, \epsilon$ for fixed policy parameters $\chi$. This fact will enable us to specify the parameters $\chi$ in a computationally efficient manner by solving explicit convex optimization programs and motivates the use of POB affine laws.

In the following we will provide explicit convex programming formulations for computing POB affine control laws that guarantee the satisfaction of the performance specifications and further discuss their properties. We start out by deriving a robust optimization result that is central to our subsequent developments. Consider an affine function

$$ \mathcal{M} : \mathbb{R}^{\dim(N,T)} \rightarrow \mathbb{R}^{nw \times n\zeta + 1}, $$

a matrix convex function

$$ \mathcal{V} : \mathbb{R}^{\dim(N,T)} \rightarrow \mathbb{R}^{n\zeta + 1 \times n\zeta + 1}, $$

in the sense that for all $\mu \in [0,1]$ and $\chi, \hat{\chi} \in \mathbb{R}^{\dim(N,T)}$,

$$ \mathcal{V}[\mu \chi + (1-\mu) \hat{\chi}] \preceq \mu \mathcal{V}[\chi] + (1-\mu) \mathcal{V}[\hat{\chi}], $$

along with the quadratic form

$$ \forall \zeta \in \mathcal{D}^N, \gamma \geq \zeta_e^T \mathcal{V}[\chi] \zeta_e + 2(\beta, \mathcal{M}[\chi] \zeta_e), $$

where $\zeta_e^T = [1, \zeta^T]$. Let

$$ \Pi_h^T = \begin{bmatrix} 0_{n\zeta \times 1} \\ I_{n\zeta} \end{bmatrix}, \Pi_c^T = \begin{bmatrix} 1 & 0_{1 \times n\zeta} \end{bmatrix}, $$

and write the right hand side of the quadratic inequality above in its inhomogeneous form,

$$ \forall \zeta \in \mathcal{D}^N, \gamma \geq \zeta^T \Delta[\chi] \zeta + 2 \Phi[\chi]^T \zeta + \Psi[\chi], $$

where

$$ \Delta[\chi] = \Pi_h^T \mathcal{V}[\chi] \Pi_h, \Phi[\chi]^T = \Pi_c^T \mathcal{V}[\chi] \Pi_h + \beta^T \mathcal{M}[\chi] \Pi_h, \Psi[\chi] = \Pi_c^T \mathcal{V}[\chi] \Pi_c + 2 \beta^T \mathcal{M}[\chi] \Pi_c. $$

The following theorem involves a parameter dependent version of the $S$-lemma.
Theorem 1 Suppose that $(\gamma, \chi)$ can be extended by $\lambda \in \mathbb{R}^s$ and $X \in S^{n+1}$ to $\xi = (\gamma, \lambda, X, \chi)$ such that

$$F[\xi] \succeq 0, \ \lambda \geq 0, \ X \succeq V[\chi]$$  \hfill (23)

where

$$F[\xi] = \begin{bmatrix} S[\xi]_{(1,1)} & S[\xi]_{(1,2)} \\ S[\xi]_{(1,2)}^T & S[\xi]_{(2,2)} \end{bmatrix}$$

$S[\xi]_{(1,1)} = \gamma - \psi[X, \chi] - \sum_{i=1}^a [\lambda]_i$

$S[\xi]_{(1,2)} = -\phi[X, \chi]^T$

$S[\xi]_{(2,2)} = \sum_{i=1}^a [\lambda]_i Q_i - \delta[X]$  \hfill (24)

and

$$\delta[X] = \Pi_h^T X \Pi_h,$$

$$\phi[X, \chi]^T = \Pi_c^T X \Pi_h + \beta^T M[\chi] \Pi_h,$$

$$\psi[X, \chi] = \Pi_c^T X \Pi_c + 2 \beta^T M[\chi] \Pi_c.$$  \hfill (25)

Then (21) is satisfied and the feasible set defined by (23) is convex.

In the case where $(\gamma, \chi)$ can not be extended by $\lambda$ and $X$ such that (23) is satisfied, then we know that

$$\forall \zeta \in D^N, \ \zeta^T V[\chi] \zeta_e + 2(\beta, M[\chi] \zeta_e) \leq \gamma^-$$

is violated for some $\zeta \in D^N$. The critical level is

$$\gamma^- = \begin{cases} 
\gamma, & \text{when } s = 1, \\
\frac{1}{\Theta} \left( \gamma - \Psi[\chi] \right) + \Psi[\chi] - \epsilon, & \text{when } s > 1,
\end{cases}$$

with $\epsilon > 0$ arbitrary and

$$\Theta = 2 \ln(s+1) + 2\sqrt{\ln(s+1)} + 1.$$  \hfill (26)

Proof 1 First we address the convexity of (23) in the decision variables $\xi$. The constraint

$$\lambda \geq 0$$

is linear in $\lambda$ and therefore convex. Given that $M$ is affine in $\chi$ from (25) one can deduce that the maps $\delta[X], \phi[X, \chi], \psi[X, \chi]$ are all affine in their arguments and so is the map, $F[\xi]$. It follows therefore that the constraint

$$F[\xi] \succeq 0$$

is convex in $\xi$. As for the inequality

$$X \succeq V[\chi],$$  \hfill (26)
its convexity follows from the fact that $\mathcal{V}[\chi]$ is matrix convex. Now suppose that $(\gamma, \chi)$ can be extended by $\lambda$ and $X$ such that (23) is satisfied. From (23) one can deduce that for any $t \in \mathbb{R}$, $\zeta \in \mathbb{R}^n$,

$$\gamma t^2 \geq t^2 \psi[X, \chi] + \sum_{i=1}^{s} [\lambda]_i (t^2 - \zeta^T Q_i \zeta) + 2 t \phi[X, \chi]^T \zeta + \zeta^T \delta[X] \zeta$$

(27)

The above inequality implies, by taking $t = 1$ and (25) into account, that $\forall \zeta \in \mathcal{D}^N$,

$$\gamma \geq \zeta_e^T X \zeta_e + 2 \langle \beta, \mathcal{M}[\chi] \zeta_e \rangle, \quad \text{where } \zeta_e = \begin{bmatrix} 1 \\ \zeta \end{bmatrix},$$

(28)

and since $X \succeq \mathcal{V}[\chi]$ the performance specification (21) follows.

We consider now the situation when the given convex problem (23) is not feasible. First note that given $(\gamma, \chi)$, existence of $X, \lambda$ such that (23) holds is equivalent to the statement

$$\exists X \succeq \mathcal{V}[\chi] : (\exists \lambda \in \mathbb{R}^s : F[\xi] \succeq 0, \lambda \geq 0).$$

(29)

If the given pair $(\gamma, \chi)$ can not be extended by $\lambda$ and $X$ such that (23) is satisfied then we will distinguish two cases.

- **Case 1, $s = 1$:** We apply the inhomogeneous S-lemma, [75], to the statement inside the parentheses in (29) to write equivalently, $\exists X \succeq \mathcal{V}[\chi] : \forall \zeta \in \mathcal{D}^N$,

$$\gamma \geq \zeta^T \delta[X] \zeta + 2 \phi[X, \chi]^T \zeta + \psi[X, \chi].$$

By taking (25) into account, the last statement is equivalent to $\exists X \succeq \mathcal{V}[\chi] : \forall \zeta \in \mathcal{D}^N$,

$$\gamma \geq \zeta_e^T X \zeta_e + 2 \langle \beta, \mathcal{M}[\chi] \zeta_e \rangle,$$

which in turn is equivalent to (21) since $\exists X \succeq \mathcal{V}[\chi]$. Thus if a given pair $(\gamma, \chi)$ can not be extended by $\lambda$ and $X$ such that (23) is satisfied then (21) is violated for some $\zeta \in \mathcal{D}^N$.

- **Case 2, $s > 1$:** Similar reasoning applies to this case as well, with the only difference being that the approximate inhomogeneous S-lemma, [75], is employed. The tightness factor is adapted from [27] see also Appendix A2. Let

$$\text{SDP}[\chi] = \min \left\{ \omega : F[\omega, \lambda, X, \chi] \succeq 0, \right. \\
\left. \lambda \geq 0, X \succeq \mathcal{V}[\chi] \right\}.$$

If $(\gamma, \chi)$ can not be extended by $X, \lambda$ such that (23) holds then we know that $\gamma < \text{SDP}[\chi]$. Furthermore,

$$\text{SDP}[\chi] = \min \left\{ \text{SDP}[X, \chi] + \psi_j[X, \chi] : \\
X \succeq \mathcal{V}[\chi] \right\},$$
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where
\[
\text{SDP}[X, \chi] = \min \left\{ \tau : \begin{bmatrix} \lambda_i & \phi[X, \chi]^T \\ -\phi[X, \chi] & \sum_{i=1}^s [\lambda_i] Q_i - \delta[X] \end{bmatrix} \succeq 0 \right\},
\]

Applying the approximate inhomogeneous S-lemma to (30) gives
\[
\text{SDP}[X, \chi] \leq \Theta \text{ OPT}[X, \chi]
\]
with
\[
\Theta = 2 \ln(s + 1) + 2\sqrt{\ln(s + 1)} + 1
\]
and
\[
\text{OPT}[X, \chi] = \max_{\zeta \in D^N} \left\{ \zeta^T X \zeta + 2 \phi[X, \chi]^T \zeta \right\}.
\]

Let
\[
\text{OPT}[\chi] = \max_{\zeta \in D^N} \left\{ \zeta^T \Delta[\chi] \zeta + 2 \Phi[\chi]^T \zeta \right\},
\]

by taking into account that \(X \succeq V[\chi] \succeq 0\)
\[
\Theta \text{ OPT}[\chi] + \Psi[\chi] = \min \left\{ \Theta \text{ OPT}[X, \chi] + \psi[X, \chi] : X \succeq V[\chi] + \right\},
\]
which leads to
\[
\gamma - \Psi[\chi] < \Theta \text{ OPT}[\chi].
\]

Constraint violation occurs for any \(\gamma^-\) that satisfies
\[
\gamma^- < \text{OPT}[\chi] + \Psi[\chi].
\]

From the last two strict inequalities the desired result follows.

Theorem 1 will serve as the basis for deriving explicit semi-definite programming formulations for the control design problem with respect to the quadratic inequalities under consideration.

4.1 Averaged quadratic inequalities in \(w\)

We start out by repeating (11) for some fixed index \(j \in \mathbb{Z}_{[1, r]}\),
\[
\forall \zeta \in D^N, E[\langle A_j w, w \rangle + 2 \langle \beta_j, w \rangle] \leq \gamma_j.
\]

One can write
\[
b + w^{(d)} = (F + G) \zeta_e,
\]
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where
\[ F = \begin{bmatrix} B h & B H C & B H D^{(d)} \\ h & H C & H D^{(d)} \end{bmatrix} \]
and
\[ G = \begin{bmatrix} 0, & A, & B^{(d)} \\ 0, & 0, & 0 \end{bmatrix}. \]

In view of (20) by setting
\[ M = E[F + G], \]
and
\[ V = E[(F + G)^T A_j (F + G)] + E[H] \]
with
\[ H = \begin{bmatrix} \text{trace } [B(s)^T A_j B(s) \Sigma] & 0 \\ 0 & 0 \end{bmatrix}, \]
(21) and (31) are equivalent as far as their functional form is concerned. What remains to show is that \( M \) and \( V \) defined in (32) and (33) are affine and matrix convex respectively.

**Proposition 2** \( M \) and \( V \) defined in (32) and (33) are affine and matrix convex in \( \chi \) respectively.

**Proof 2** Given the statistical description of the switching process via \( \pi, P \) one has for any \( 0 \leq \tau \leq N - 1, \)
\[ \Pr[(\theta_0, \theta_1, \ldots, \theta_\tau)] = \left( \prod_{t=0}^{\tau-1} [P]_{\theta_t, \theta_{t+1}} \right) \pi_{\theta_0}. \]

Furthermore, from (32) one has
\[ M = \sum_{\theta \in \Omega^N} \Pr[\theta] (F + G). \]

Given that \( F \) is linear in \( \chi \) and \( G \) is independent of \( \chi \) it follows that \( M \) is affine in \( \chi \). As for \( V \) first note that for every realization of \( \theta \in \Omega^N \) \( F + G \) as well as \( H \) are matrix convex in \( \chi \). We demonstrate the calculation for \( F + G \) similar reasoning applies to \( H \). Let \( \chi, \hat{\chi} \in X \) and \( \mu \in [0,1] \) and set \( J = (F + G)^T A_j (F + G), \) then
\[ R = \mu J[\chi] + (1 - \mu) J[\hat{\chi}] - J[\mu \chi + (1 - \mu) \hat{\chi}] \]
\[ = \mu (F[\chi] + G)^T A_j (F[\chi] + G) + (1 - \mu) (F[\hat{\chi}] + G)^T A_j (F[\hat{\chi}] + G) \]
\[ - (F[\mu \chi + (1 - \mu) \hat{\chi}] + G)^T A_j (F[\mu \chi + (1 - \mu) \hat{\chi}] + G) \]
\[ = \mu (1 - \mu) \left( F[\chi]^T A_j F[\chi] - F[\chi]^T A_j F[\hat{\chi}] - F[\hat{\chi}]^T A_j F[\chi] + F[\hat{\chi}]^T A_j F[\hat{\chi}] \right) \]
\[ = \mu (1 - \mu) F[\chi + \hat{\chi}]^T A_j F[\chi + \hat{\chi}] \]
\[ \succeq 0 \]

From (33) one has \( V = \sum_{\theta \in \Omega^N} \Pr[\theta] J \) and therefore \( V \) is matrix convex in \( \chi \).
Applicability of theorem 1 is established and as such we have arrived to an explicit semidefinite programing formulation for designing the control parameters in regards to the specification (31).

4.2 Quadratic inequalities in $\mu_w$

We start out by repeating (13) for some fixed index $j \in \mathbb{Z}_{[1, r]}$,

$$\forall \zeta \in \mathcal{D}^N, \, \langle \hat{A}_j \, \mu_w, \mu_w \rangle + 2 \langle \beta_j, \mu_w \rangle \leq \hat{\gamma}_j,$$

(35)

In view of (20) and (32) one has

$$\mu_w = \mathcal{M} \, \zeta_e,$$

and by setting

$$\mathcal{V} = \mathcal{M}^T \, \hat{A}_j \, \mathcal{M},$$

(21) and (35) are equivalent as far as their functional form is concerned. Matrix convexity of $\mathcal{V}$ follows by similar arguments as in proposition 2. As such applicability of theorem 1 is valid in this case as well and therefore we have arrived to an explicit semidefinite programing formulation for designing the control parameters in regards to the specification (35).

4.3 Robust steering of densities

For this problem we assume that $m = 1$ thus stochasticity is induced by the external noise in the absence of Markovian-switching. The quadratic inequality on $\mu_w$ has already been discussed we will focus on the semidefinite constraint on the covariance matrix. Given that $\mathbb{E}[\varepsilon] = 0$, one has

$$\mu_w = b + w^{(d)}, \, w - \mu_w = w^{(s)},$$

(36)

and given that the basic random variables $s_0, \{e\}_{0}^{N-1}$ are jointly independent it follows that

$$\Sigma_e = \mathbb{E}[\varepsilon \varepsilon^T] = \begin{bmatrix} \Sigma_0 & 0 \\ 0 & I \end{bmatrix}$$

and therefore

$$\Sigma_w = \mathcal{B}^{(s)} \, \Sigma_e \, \mathcal{B}^{(s)^T}.$$  

(37)

**Proposition 3** Fix $j \in \mathbb{Z}_{[1, r]}$. The policy associated to the control parameters $\chi$ leads to a closed loop system where the specification under consideration is satisfied robustly, i.e.

$$\forall \zeta \in \mathcal{D}^N, \, Q_j \, \Sigma_w \, Q_j^T \preceq \hat{\Sigma}_j,$$

(38)

if and only if

$$Q_j \, \mathcal{B}^{(s)} \, \Sigma_e \, \mathcal{B}^{(s)^T} \, Q_j^T \preceq \hat{\Sigma}_j,$$

(39)

The feasible set defined by (39) is convex.

**Proof 3** The proof is immediate, using (37) we establish the equivalence of (38) and (39). The left hand side of (39)

$$Q_j \, \mathcal{B}^{(s)} \, \Sigma_e \, \mathcal{B}^{(s)^T} \, Q_j^T$$

is matrix convex in $\chi$ by similar arguments as in the proof of proposition 2 and as such the feasible set of (39) is convex.
In retrospect we recognize that the choice of the uncertainty set for the initial state and set bounded disturbances is dictated by the computational machinery we employ in order to arrive at a tractable design procedure. It was this particular choice of \( \mathcal{D}^N \) that enabled the exploitation of the bi-affinity of the state-control trajectory induced by the POB control laws during the subsequent use of the approximate inhomogeneous S-lemma.

### 4.4 Polynomial-time Computation for Linear and Quadratic Forms

In this subsection we provide recursive computation procedures for the terms appearing in the linear form \( M \) and the quadratic form \( V \), that enter in (23) as part of our convex programming formulation. We show that for a fixed \( T \) the coefficients of the functions \( M \) and \( V \) can be computed in polynomial in \( N,m \) number of arithmetic operations. To avoid overly long expressions we introduce some notation. Given \( \tau,T \in \mathbb{N} \) and two sequences of positive integers, \( n_0,n_1,\ldots,n_N \in \mathbb{Z}_+ \), \( m_0,m_1,\ldots,m_N \in \mathbb{Z}_+ \) define the matrix valued functions

\[
f_i : O \rightarrow \mathbb{R}^{n_{i+1} \times n_i}, \quad q_i : O \rightarrow \mathbb{R}^{n_{i+1} \times n_i},
\]

where \( i = 0,1,\ldots,\tau-1,\tau+1,\tau+2,\ldots N-1 \). For \( t \geq s > \tau \) and \( \tau > t \geq s \) let

\[
F_{t,s} : O^{t-s+1} \rightarrow \mathbb{R}^{n_{t+1} \times n_s}, \quad Q_{t,s} : O^{t-s+1} \rightarrow \mathbb{R}^{n_{t+1} \times n_s},
\]

with

\[
F_{t,s}[\theta_t,\ldots,\theta_s] = F_{t,\tau}[\theta_{t,t-s}] = f_t[\theta_t] f_{t-1}[\theta_{t-1}] \cdots f_\tau[\theta_\tau], \\
Q_{t,s}[\theta_t,\ldots,\theta_s] = Q_{t,\tau}[\theta_{t,t-s}] = q_t[\theta_t] q_{t-1}[\theta_{t-1}] \cdots q_\tau[\theta_\tau].
\]

We first discuss the computation of \( M \). The entries of \( M \) are sums of polynomially many terms of the form

\[
\mathbb{E} \left[ f_{N-1}[\theta_{N-1}] f_{N-2}[\theta_{N-2}] \cdots f_{\tau+1}[\theta_{\tau+1}] f_{\tau}[\theta_{[\tau,T]}] f_{\tau-1}[\theta_{\tau-1}] \cdots f_{T-1}[\theta_{T-1}] \cdots f_0[\theta_0] \right], \quad (40)
\]

where \( f_0,\ldots,f_{N-1} \) are matrix valued functions of conformable dimensions so that the product makes sense. The actual entries are given explicitly in the appendix. While the number of elements in the set \( O^N \) grows exponentially in \( N \) we will show in the following proposition that the complexity of computing each term of the form (40) grows polynomially in \( N \) for a fixed \( T \). The proof of this result is given in Appendix C.

**Proposition 4** Consider a Markov chain \( \theta \in O^N \) with statistical description given via \( \pi, P \) and the matrix valued expression

\[
T_l = \mathbb{E} \left[ F_{N-1,\tau+1}[\theta_{[N-1,N-\tau-2]}] f_{\tau}[\theta_{[\tau,T]}] F_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right]. \quad (41)
\]
Define the matrix valued functions

\[ g_{N-2}[\theta_{N-2}] = \sum_{\theta_{N-1} \in \Theta} [P]_{\theta_{N-1}, \theta_{N-2}} f_{N-1}[\theta_{N-1}], \]  
(42)

\[ g_s[\theta_s] = \sum_{\theta_{s+1} \in \Theta} [P]_{\theta_{s+1}, \theta_s} g_{s+1}[\theta_{s+1}] f_{s+1}[\theta_{s+1}], \quad s = N - 3, N - 4, \ldots, \tau + 1, \tau, \]  
(43)

\[ g_{\tau-T-1}[\theta_{\tau-T-1}] = \sum_{(\theta_{\tau-T}, \theta_{\tau-T+1}, \ldots, \theta_{\tau})} [P]_{\theta_{\tau}, \theta_{\tau-1}} \ldots [P]_{\theta_{\tau-T}, \theta_{\tau-T-1}} g_{\tau}[\theta_{\tau}] F_{\tau-1, \tau-1}[\theta_{\tau-1, \tau-1}], \]  
(44)

\[ g_s[\theta_s] = \sum_{\theta_{s+1} \in \Theta} [P]_{\theta_{s+1}, \theta_s} g_{s+1}[\theta_{s+1}] f_{s+1}[\theta_{s+1}], \quad s = \tau - T - 2, \tau - T - 3, \ldots, 0. \]  
(45)

It follows that

\[ T_l = \sum_{\theta_0 \in \Theta} \Pr[\theta_0] g_0[\theta_0] f_0[\theta_0]. \]

Without utilizing Proposition 4, computing \( T_l \) via

\[ T_l = \sum_{\theta \in \Omega^N} \Pr[\theta] F_{N-1, \tau+1}[\theta_{N-1, N-\tau-2}] f_\tau[\theta_{\tau, \tau}] F_{\tau-1, 0}[\theta_{\tau-1, \tau-1}] \]

requires building \( m^N \) matrix products of the form \( F_{N-1, \tau+1}[\theta_{N-1, N-\tau-2}] f_\tau[\theta_{\tau, \tau}] F_{\tau-1, 0}[\theta_{\tau-1, \tau-1}] \). Each long product requires the multiplication of \( N \) matrices. On the other hand, utilization of Proposition 4 requires multiplication of 2 matrices \( m(N - T) \) times as well as multiplication of \( T + 1 \) matrices \( m^{(T+1)} \) times, making the computation of the coefficients of the affine function \( M \) polynomial in \( N, m \).

Now let us consider the computation of \( \mathcal{V} \), which follows a similar route to that of \( \mathcal{M} \). The only difference is that one needs to consider quadratic expressions. Partition for the fixed \( j \in \mathbb{Z}_{[1, r]} \), \( A_j \) as

\[ A_j = \begin{bmatrix} A_{xx,j} & A_{xu,j} \\ A_{ux,j} & A_{uu,j} \end{bmatrix}, \quad \text{where} \quad A_{ux,j} = A_{xu,j}, \]

from (20) and (33) it follows that

\[ \mathcal{V} = \begin{bmatrix} \mathcal{V}_{(I, I)} & \mathcal{V}_{(I, I I)} & \mathcal{V}_{(I, I I I)} \\ \mathcal{V}_{(I I, I)} & \mathcal{V}_{(I I, I I)} & \mathcal{V}_{(I I, I I I)} \\ \mathcal{V}_{(I I I, I)} & \mathcal{V}_{(I I I, I I)} & \mathcal{V}_{(I I I, I I I)} \end{bmatrix} \]

The entries of \( \mathcal{V} \) are sums of polynomially many terms of the form

\[ \mathbb{E} \left[ \begin{bmatrix} Q_{N-1, \tau+1}[\theta_{N-1, N-\tau-2}] q_\tau[\theta_{\tau, \tau}] Q_{\tau-1, 0}[\theta_{\tau-1, \tau-1}] \\ F_{N-1, \tau+1}[\theta_{N-1, N-\tau-2}] f_\tau[\theta_{\tau, \tau}] F_{\tau-1, 0}[\theta_{\tau-1, \tau-1}] \end{bmatrix}^T S \right] \]

where \( f_0, \ldots, f_{N-1} \) and \( q_0, \ldots, q_{N-1} \) are matrix valued functions of conformable dimensions so that the product makes sense, while \( S \) is a constant matrix. While the number of elements in the set \( \Theta^N \) grows exponentially in \( N \) we will show in the following proposition that the complexity of computing each term of the form (46) terms grows polynomially in \( N \) for a fixed \( T \). Again the proof of this result is relegated to Appendix D.
Proposition 5 Consider a Markov chain \( \boldsymbol{\theta} \in \mathbb{O}^N \) with statistical description given via \( \pi, P \) and the matrix valued expression

\[
T_q = \mathbb{E} \left[ \left( Q_{N-1,\tau+1}[\theta_{N-1,N-\tau-2}] q_r[\theta_{\tau,T}] Q_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right)^T S \left( F_{N-1,\tau+1}[\theta_{N-1,N-\tau-2}] f_r[\theta_{\tau,T}] F_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right) \right] \tag{47}
\]

where \( f_0, \ldots, f_{N-1}, q_0, \ldots, q_{N-1} \) are matrix valued functions of conformable dimensions so that the product makes sense, while \( S \) is a constant matrix. Define the matrix valued functions

\[
g_{N-2}[\theta_{N-2}] = \sum_{\theta_{N-1}\in\mathbb{O}} [P]_{\theta_{N-1},\theta_{N-2}} q_{N-1}[\theta_{N-1}]^T S f_{N-1}[\theta_{N-1}], \tag{48}
\]

\[
g_s[\theta_s] = \sum_{\theta_{s+1}\in\mathbb{O}} [P]_{\theta_{s+1},\theta_s} q_{s+1}[\theta_{s+1}]^T g_{s+1}[\theta_{s+1}]^T f_{s+1}[\theta_{s+1}], \quad s = N-3, N-4, \ldots, \tau + 1, \tau, \tag{49}
\]

\[
g_{\tau-T-1}[\theta_{\tau-T-1}] = \sum_{(\theta_{\tau-\theta_{\tau-T-1}}, \ldots, \theta_s)} [P]_{\theta_{\tau-\theta_{\tau-T-1}}, \ldots, \theta_s} q_{\tau-T-1}[\theta_{\tau-T-1}]^T g_{\tau-T-1}[\theta_{\tau-T-1}]^T f_{\tau-T-1}[\theta_{\tau-T-1}], \tag{50}
\]

\[
g_s[\theta_s] = \sum_{\theta_{s+1}\in\mathbb{O}} [P]_{\theta_{s+1},\theta_s} q_{s+1}[\theta_{s+1}]^T g_{s+1}[\theta_{s+1}]^T f_{s+1}[\theta_{s+1}], \quad s = \tau - T - 2, \ldots, 0. \tag{51}
\]

It follows that

\[
T_q = \sum_{\theta_0\in\mathbb{O}} \Pr[\theta_0] q_0[\theta_0]^T g_0[\theta_0] f_0[\theta_0].
\]

Without utilizing Proposition 5 computing \( T_q \) via

\[
T_q = \sum_{\theta\in\mathbb{O}^N} \Pr[\theta] \left( Q_{N-1,\tau+1}[\theta_{N-1,N-\tau-2}] q_r[\theta_{\tau,T}] Q_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right)^T S \left( F_{N-1,\tau+1}[\theta_{N-1,N-\tau-2}] f_r[\theta_{\tau,T}] F_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right)
\]

requires building \( m^N \) matrix products of the form

\[
\left( Q_{N-1,\tau+1}[\theta_{N-1,N-\tau-2}] q_r[\theta_{\tau,T}] Q_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right)^T S \left( F_{N-1,\tau+1}[\theta_{N-1,N-\tau-2}] f_r[\theta_{\tau,T}] F_{\tau-1,0}[\theta_{[\tau-1,\tau-1]}] \right).
\]

Each long product requires the multiplication of 2 \( N + 1 \) matrices. On the other hand utilization of Proposition 5 requires multiplication of 3 matrices \( m(N - T) \) times as well as multiplication of 2 \( T + 3 \) matrices \( m^{(T+1)} \) times, making the computation of the coefficients of \( \Psi \) polynomial in \( N, m \).
4.5 Relation between POB and OB affine control laws

Our motivation for using POB affine control laws is computational tractability. We will discuss the relation to the traditional affine policy based on this actual outputs of the system. To this end consider the classical output-affine policy

\[ u_t = g_t[\theta_{t,T}] + \sum_{i=0}^{t} G_t^i[\theta_{t,T}] y_i, \quad t \in \mathbb{Z}_{[0,N-1]}, \]  

where

\[ g_t : \mathbb{O}^{\min(T+1,t+1)} \to \mathbb{R}^{n_u}, \quad G_t^j : \mathbb{O}^{\min(T+1,t+1)} \to \mathbb{R}^{n_u \times n_x}, \]

\[ 0 \leq j \leq t, \quad t \in \mathbb{Z}_{[0,N-1]}. \]

When employing the classical output-based (OB) affine policy \( \{g_t, G_t^j\}_{j \leq t, t \leq N-1} \) the state-control trajectory is affine in the initial state and disturbances while being highly nonlinear in the parameters of the policy [45]. The very first question is which of them is more flexible, as far as achievable behavior of the controlled system is concerned. The equivalence between POB and OB affine policies for deterministic linear time varying systems was established in [45] in terms of the respective families of achievable closed loop state-control trajectories. A similar result can be derived in the case of Markovian switching with one important caveat. For Markov jump linear systems the equivalence between the affine OB and affine POB policies assumes that both policies can depend, in a non-anticipative manner, on the entire sequence of the switching sequence. In order to avoid exponential exploding in the number of parameters specifying the policies as N grows, we, normally restrict the “switching memory” \( T \) of the policies, by restricting their parameters to depend on (at most) a fixed moderate number of the latest values of the switching signal. With this restriction, the two classes of affine policies in question are, in general, not equivalent and the respective families of achievable state-control trajectories are in a “general position” to each other. The formal statement follows.

**Theorem 6** Consider a realization of the initial state and disturbances \( \zeta \in \mathcal{D}^N \) and let \( T = N - 1 \).

(i) For every affine OB policy there exists an POB affine policy such that the resulting respective state-control trajectories of the associated closed-loop systems are the same.

(ii) Vice versa, for every POB affine policy there exists an affine OB policy such that the resulting respective state-control trajectories of the associated closed-loop systems are the same.

**Proof:** The purified outputs are the outputs of a dynamical model that is driven solely by the initial state and disturbances, has state vector \( \delta_t = x_t - \hat{x}_t, \quad t = 0, 1, \ldots, N - 1 \), and state space realization

\[
\begin{align*}
\delta_0 &= z, \\
\delta_{t+1} &= A_t[\theta_t] \delta_t + R_t[\theta_t] d_t, \\
v_t &= C_t[\theta_t] \delta_t + D_t[\theta_t] d_t, \quad t = 0, 1, \ldots, N - 1.
\end{align*}
\]

Let

\[ y^T = [y_0^T, y_1^T, \ldots, y_{N-1}^T]^T \in \mathbb{R}^{n_y N}, \]

denote the trajectory the actual outputs. Depending on the particular choice of policy one can write

\[ u = h + H v \]
The above relations together with the fixed affine laws would imply that

\[ u = g + G \cdot y \]  

(55)

for an affine policy in the purified outputs and

\[ u = g + G \cdot y \]  

for an affine policy in the actual outputs of the system, where

\[
g = \begin{bmatrix}
g_0[\theta_{[0,T]}] \\
g_1[\theta_{[1,T]}] \\
\vdots \\
g_{N-1}[\theta_{[N-1,T]}]
\end{bmatrix}
\]

and \( G \in \mathbb{R}^{n_u \times n_y \times N} \) consist of \( N^2 \) matrices of size \( n_u \times n_y \). The \((k,j)\)-th block is

\[
[G]_{k,j} = \begin{cases} G_{\theta}^k[\theta_{[k,T]}], & k \geq j, \\
0_{n_u \times n_y}, & k < j, \quad k, j \in \mathbb{Z}_{[0,N-1]}. 
\end{cases}
\]

(i) Fix a particular affine policy as in (52). It suffices to show that for properly chosen maps

\[
q_t : \mathbb{R}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y}, \quad Q^t_j : \mathbb{R}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y \times n_y}, \quad j \leq t, \ t = 0, 1, \ldots, N - 1,
\]

(56)

one has

\[
y_t = q_t[\theta_{[t,T]}] + Q^t_0[\theta_{[t,T]}] \cdot v_0 + Q^t_1[\theta_{[t,T]}] \cdot v_1 + \ldots + Q^t_{N-1}[\theta_{[t,T]}] \cdot v_t, \quad t = 0, 1, \ldots N - 1.
\]

(57)

The above relations together with the fixed affine laws would imply that

\[
u = g + G \cdot y = h + H \cdot v
\]

(58)

for appropriately chosen parameters \( \{h_t, H^t\}_{j \leq t, 0 \leq t \leq N-1} \) so that the affine policy under consideration can be indeed represented as an affine policy via purified outputs.

The proof of (57) proceeds by induction. Given that \( \delta_0 = z = x_0 \) it follows that \( v_0 = y_0 \) proving the base case. Now let \( s \geq 1 \) and assume that (57) is valid \( 0 \leq t < s \). From (58) and (4) it follows that \( \hat{x}_s \) and as such \( \hat{y}_s \) are affine functions of \( v_0, v_1, \ldots, v_{s-1} \), in the sense that for some

\[
l_t : \mathbb{R}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y}, \quad L^t_j : \mathbb{R}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y \times n_y}, \quad j \leq t, \ t = 0, 1, \ldots, N - 1,
\]

one has

\[
\hat{y}_s = l_s + L^t_0[\theta_{[s-1,T]}] \cdot v_0 + L^t_1[\theta_{[s-1,T]}] \cdot v_1 + \ldots + L^t_{s-1}[\theta_{[s-1,T]}] \cdot v_{s-1}.
\]

Given that \( y_t = \hat{y}_t + v_t \) (57) follows and therefore the induction is completed proving (i).

The proof of (ii) is similar. Fix a particular affine policy as in (7). It suffices to show that for properly chosen maps

\[
q_t : \mathbb{R}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y}, \quad Q^t_j : \mathbb{R}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y \times n_y}, \quad j \leq t, \ t = 0, 1, \ldots, N - 1,
\]

(59)

one has

\[
v_t = q_t[\theta_{[t,T]}] + Q^t_0[\theta_{[t,T]}] \cdot y_0 + Q^t_1[\theta_{[t,T]}] \cdot y_1 + \ldots + Q^t_{N-1}[\theta_{[t,T]}] \cdot y_t, \quad t = 0, 1, \ldots N - 1.
\]

(60)
The above relations together with the fixed affine law as in (7) would imply that for appropriately chosen parameters \(\{g_t, G^t_j\}_{j \leq t, 0 \leq t \leq N-1}\) the same state-control trajectory can be produced by an affine policy that is a function of the outputs since (58) will hold.

Again the proof of (60) proceeds by induction. Given that \(\delta_0 = z = x_0\) it follows that \(v_0 = y_0\) proving the base case. Now let \(s \geq 1\) and assume that (60) is valid \(0 \leq t < s\). From (58) and (4) it follows that \(\hat{x}_s\) and as such \(\hat{y}_s\) are affine functions of \(y_0, y_1, \ldots, y_{s-1}\), in the sense that for some

\[
L_t : \mathcal{O}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y}, \quad L^j_t : \mathcal{O}^{\min\{T+1,t+1\}} \to \mathbb{R}^{n_y \times n_y}, \quad j \leq t, \ t = 0, 1, \ldots, N-1,
\]

one has

\[
\hat{y}_s = l_s + L^0_0[\theta_{[s-1,T]}] \ y_0 + L^0_1[\theta_{[s-1,T]}] \ y_1 + \ldots + L^{s-1}_{s-1}[\theta_{[s-1,T]}] \ y_{s-1}.
\]

Given that \(v_t = y_t - \hat{y}_t\) (60) follows and therefore the induction is completed proving (ii).

5 Numerical Illustration, Multiperiod Portfolio Selection

In this section we apply our design methodology to the multiperiod portfolio selection problem. There are \(n\) types of assets and \(N\) investment periods. The market conditions are reflected in two states representing a recessive and expansive period respectively. We assume that the market conditions fluctuate according to a Markov chain \(\theta = (\theta_0, \theta_1, \ldots, \theta_{N-1}) \in \mathcal{O}^N\), where \(\mathcal{O} = \{b, g\}\), “b” stands for the recessive period and “g” stands for expansive period. The statistical description of the Markov chain is given via \(\pi\) and transition probability matrix \(P\). The variables of interest are

- \(x_t \in \mathbb{R}^n\), where \([x_t]_i\) is the position (in dollars) at time instant \(t\) in the \(i\)-th asset, \([x_t]_i < 0\) reflects a short position,
- \(u_t \in \mathbb{R}^n\), where \([u_t]_i\) is the transaction amount at time instant \(t\) in the \(i\)-th asset, \([u_t]_i < 0\) reflects selling,
- \(r : \mathcal{O} \to \mathbb{R}^n\) the vector valued map of actual asset returns,
- \(\bar{r} : \mathcal{O} \to \mathbb{R}^n\) the vector valued map of baseline asset returns.

The decision maker knows \(\bar{r}\) and at each instant of time \(t\) acquires \(x_t, \theta_t\). The model includes also the vectors \(\alpha, \gamma \in \mathbb{R}^n_+\). The vector \(\alpha\) bounds the allowable transaction size at each instant \(t\),

\[
|u_t|_i \leq [\alpha]_i, \quad i = 1, 2, \ldots, n, \ t = 0, 1, \ldots, N-1. \tag{61}
\]

The vector \(\gamma\) reflects the partial knowledge of the decision maker with regards to the uncertain actual asset returns in the sense that

\[
|\bar{r}(\theta)|_i - [r(\theta)]_i \leq [\gamma]_i, \quad i = 1, 2, \ldots, n, \ \theta \in \mathcal{O}. \tag{62}
\]

The asset dynamics are given by

\[
x_t+1 = (1 + r(\theta_t))_i (x_t + u_t)_i, \quad i = 1, 2, \ldots, n, \ t = 0, 1, \ldots, N-1. \tag{63}
\]

The goals are to generate a total income stream \(\sum_{t=0}^{N-1} \langle 1, u_t \rangle\) close to a desired amount \(U_{\text{tar}}\) and to keep at each instant \(t\) the asset holdings \(x_t\) close to the desired allocation \(x_{\text{tar}} \in \mathbb{R}^n\). We assume
that we start out with a balanced portfolio in the sense that \( x_0 = x_{\text{tar}} \). The dynamics above do not fall in the system class (1), as is, since the actual returns which enter in the system matrices are uncertain. One can use the bounds \( \alpha, \gamma \) in conjunction with (61) and (62) in order to construct an uncertainty set for the disturbance signal. First let

\[
M_i = \max_{\theta \in \Theta} (1 + [r(\theta)]_i), \quad i = 1, 2, \ldots, n.
\]

Consider an asset \( i \in \{1, 2, \ldots, n\} \) at any time instant \( t \) one has by virtue of (61) and (63) that

\[
|x_{t+1}|_{i} \leq M_{i}^{t+1} |x_{\text{tar}}|_{i} + \sum_{k=1}^{t+1} M_{i}^{k} \alpha_{i} = M_{i}^{t+1} |x_{\text{tar}}|_{i} + \frac{M_{i}^{t+2} - M_{i}}{M_{i} - 1} \alpha_{i}.
\] (64)

We write (63) as

\[
[x_{t+1}]_{i} = (1 + [\bar{r}](\theta_{t})) ([x]_{i} + [u]_{i}) + [d]_{i}, \quad i = 1, 2, \ldots, n, \quad t = 0, 1, \ldots, N - 1,
\]

with the disturbance signal given by

\[
[d]_{i} = (-[\bar{r}](\theta_{t}) + [r](\theta_{t}) ([x]_{i} + [u]_{i})), \quad t = 0, 1, \ldots, N - 1.
\]

Given the bound on the magnitude of the state (64) and in conjunction with (62), it follows that

\[
[d]_{i}^{2} \leq [\gamma]_{i}^{2} \left( M_{i}^{t} |x_{\text{tar}}|_{i} + \frac{M_{i}^{t+1} - 1}{M_{i} - 1} \alpha_{i} + \alpha_{i} \right) = [q]_{i}, \quad t = 0, 1, \ldots, N - 1.
\]

The above inequality offers the description of the allowable disturbance signals as intersection of \( nN \) ellipsoids centered around the origin. In particular

\[
D^{N} = \{ \zeta_{d} \mid [d]_{i}^{2} \leq 1, \quad i = 1, 2, \ldots, n, \quad t = 0, 1, \ldots, N - 1 \}.
\] (65)

In this example the decision maker observes at each instant \( t \) directly the state of the system \( x_{t} \) and therefore the initial condition does not enter the description of the uncertainty set. The asset dynamics can be written now in state space form as

\[
\begin{align*}
x_{0} &= z = x_{\text{tar}}, \\
x_{t+1} &= A[\theta_{t}] x_{t} + B[\theta_{t}] u_{t} + I_{n} d_{t}, \\
y_{t} &= I_{n} x_{t} + O_{n} d_{t},
\end{align*}
\] (66)

where

\[
A[\theta_{t}] = B[\theta_{t}] = \begin{bmatrix}
1 + [\bar{r}](\theta_{t}) & 0 & \ldots & 0 \\
0 & 1 + [\bar{r}](\theta_{t}) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & 1 + [\bar{r}](\theta_{t})
\end{bmatrix}, \quad t = 0, 1, \ldots, N - 1.
\]
Given the asset dynamics (66) and the uncertainty description for the disturbances (65) the specifications to be satisfied robustly, i.e. for all \( \zeta_d \in \mathcal{D}^N \) are

\[
\begin{align*}
E[(U_{\text{tar}} - \sum_{t=0}^{N-1} \langle 1_n, u_t \rangle)^2] & \leq \rho, \quad (67) \\
E[\|x_t - x_{\text{tar}}\|^2] & \leq \mu_t, \quad t = 1, \ldots, N. \quad (68)
\end{align*}
\]

In (67) the parameter \( \rho > 0 \) controls how much the cumulative income stream deviates from the aspired level \( U_{\text{tar}} \). In (68) the positive parameters \( \mu_t, t = 1, 2, \ldots, N \), control how much the portfolio drifts away from the desired one \( x_{\text{tar}} \). For purposes of illustration let us take \( n = 2, N = 3 \). We consider the situation where there is a risk-free asset, say asset 1, whose return is not affected by the market conditions, while the second’s asset return is varying. The data of the problem are as follows:

- Portfolio optimization, 2 assets, 3 stages, 2 market states
  
  \[
  \begin{align*}
  \bar{r}(b) &= \begin{bmatrix} 0.02 \\ 0.01 \end{bmatrix}, \quad \bar{r}(g) = \begin{bmatrix} 0.02 \\ 0.05 \end{bmatrix}, \quad \gamma = \begin{bmatrix} 0.001 \\ 0.005 \end{bmatrix}, \\
  x_{\text{tar}} &= \begin{bmatrix} 100 \\ 100 \end{bmatrix}, \quad \alpha = \begin{bmatrix} 10 \\ 10 \end{bmatrix}, \\
  \pi &= \begin{bmatrix} 0.1 \\ 0.9 \end{bmatrix}, \quad P = \begin{bmatrix} 0.2 & 0.3 \\ 0.8 & 0.7 \end{bmatrix}
  \end{align*}
  \]

- Constraints
  
  \[
  \begin{align*}
  E[(U_{\text{tar}} - \sum_{t=0}^{2} \langle 1_2, u_t \rangle)^2] & \leq 0.3, \\
  E[\|x_1 - x_{\text{tar}}\|^2] & \leq 5, \\
  E[\|x_2 - x_{\text{tar}}\|^2] & \leq 10, \\
  E[\|x_3 - x_{\text{tar}}\|^2] & \leq 20.
  \end{align*}
  \]

We set the desired income to \( U_{\text{tar}} = -17.675 \) computed via “naive” re-balancing procedure using the baseline returns. In particular naive re-balancing amounts to choosing

\[
[u_t]_i = -\frac{[\bar{r}(\theta_t)]_i}{1 + [\bar{r}(\theta_t)]_i}, \quad i = 1, 2, \ldots, n, \quad t = 0, 1, \ldots, N - 1,
\]

so that \( x_t = x_{\text{tar}} \), under the baseline returns.

We run the simulation in a MATLAB environment on a MacBook Pro with a 2.3 GHz Intel Core i5 Processor, utilizing 8 GB of RAM memory. The semidefinite program was formulated and solved with CVX (Grant and Boyd 2014, Grant et al. 2006) using the SDPT3, Toh et al. (1999), solver. We set the switching memory to \( T = 2 \) and consider 100 realizations of the uncertain data.

- State trajectory
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The above figure depicts boxplots of the state trajectory for 3 different realizations of the regime-switching signal. As time progresses the range of the realized state variables becomes progressively larger given the compounding effect of the uncertainty. The achieved performance tends to be better for the more probable sequences depicted.

The 8 possible scenarios, corresponding to the realizations of the regime-switching signal are categorized in matrix form as

\[
\begin{bmatrix}
  b & b & b & b & g & g & g & g \\
  b & b & g & b & g & g & g & g \\
  b & g & b & g & b & g & g & g \\
\end{bmatrix}
\]

The next figure depicts the average over the 100 samples of

\[
|U_{\text{tar}} - \left[ \begin{array}{c} 1 \\ 1 \end{array} \right] \left( \sum_{t=0}^{2} u_t \right) |^2
\]

for every possible realization of the underlying regime-switching signal. If we start out on a recession as far as the initial conditions are concerned, first four columns, then the quadratic constraint on the income stream is violated. The probability of this event though is 0.1 and the quadratic constraint on the deviation from the desired income stream is satisfied in expectation, as required by our method.
6 Summary and Outlook

In this paper we provide a computationally tractable procedure for designing affine policies for a constrained robust multistage decision problem as it pertains to linear stochastic systems subject to Markovian-switching. The main contribution is the fact that we were able to point out an explicit semidefinite feasibility problem whose solution yields an affine purified-output-based policy meeting the design specifications robustly w.r.t. the uncertain data. Moreover for fixed memory of the switching signal, the sizes of the feasibility problem and the complexity of solving it are polynomial in the sizes of the data and the finite horizon under consideration.

In terms of future work, we will consider the case when the switching signal is not observable by the decision maker, and when the statistics of the switching process are uncertain themselves.

7 Appendices

A1

This section contains the block matrices that connect the initial state, noise and disturbance trajectories to the state, control and purified output trajectories. For \( t, \tau \in \mathbb{Z}_{[0,N]} \), \( \theta \in \mathbb{O}^N \) denote the state transition matrix by

\[
\Gamma[t, \tau] = \begin{cases} 
I & \text{if } t = \tau, \\
A_{t-1}(\theta_{t-1}) \ldots A_\tau(\theta_\tau) & \text{if } t > \tau.
\end{cases}
\]

\( A \in \mathbb{R}^{n_x \times n_x \times N \times n_x} \), is a lower triangular block matrix, consisting of \( N \) blocks of size \( n_x \times n_x \).

\[
A = \begin{bmatrix} 
\Gamma[1,0] \\
\Gamma[2,0] \\
\vdots \\
\Gamma[N,0]
\end{bmatrix}.
\]

\( B \in \mathbb{R}^{n_x \times n_u \times N \times n_u} \), is a block matrix, consisting of \( N^2 \) blocks of size \( n_x \times n_u \). The \((k,j)\)-th block is

\[
[B]_{k,j} = \begin{cases} 
\Gamma[k, j+1] B_j[\theta_j], & k \geq j, \\
0_{n_x \times n_u}, & k < j, \ (k,j) \in \mathbb{Z}_{[0,N-1]}.
\end{cases}
\]

\( B^{(d)} \in \mathbb{R}^{n_x \times n_d \times N \times n_d} \), is a lower triangular block matrix, consisting of \( N^2 \) blocks of size \( n_x \times n_d \). The \((k,j)\)-th block is

\[
[B^{(d)}]_{k,j} = \begin{cases} 
\Gamma[k, j+1] B^{(d)}_j[\theta_j], & k \geq j, \\
0_{n_x \times n_d}, & k < j, \ (k,j) \in \mathbb{Z}_{[0,N-1]}.
\end{cases}
\]

\( B^{(s)} \in \mathbb{R}^{n_x \times n_e \times N \times n_e} \), is a lower triangular block matrix, consisting of \( N^2 \) blocks of size \( n_x \times n_e \). The \((k,j)\)-th block is

\[
[B^{(s)}]_{k,j} = \begin{cases} 
\Gamma[k, j+1] B^{(s)}_j[\theta_j], & k \geq j, \\
0_{n_x \times n_e}, & k < j, \ (k,j) \in \mathbb{Z}_{[0,N-1]}.
\end{cases}
\]
\( \mathbf{C} \in \mathbb{R}^{n_y N \times n_x} \), is a block matrix, consisting of \( N \) blocks of size \( n_y \times n_x \).

\[
\mathbf{C} = \begin{bmatrix}
C_0[\theta_0] \\
C_1[\theta_1] \Gamma[1, 0] \\
\vdots \\
C_{N-1}[\theta_{N-1}] \Gamma[N - 1, 0]
\end{bmatrix}.
\]

\( \mathbf{D}^{(d)} \in \mathbb{R}^{n_y N \times n_d N} \), is a lower triangular block matrix, consisting of \( N^2 \) blocks of size \( n_y \times n_d \). The \((k, j)\)-th block is

\[
[D^{(d)}]_{k,j} = \begin{cases}
D_j^{(d)}[\theta_j] & \text{if } k = j, \\
C_k[\theta_k] \Gamma[k, j + 1] B_j^{(d)}[\theta_j] & \text{if } k > j, \\
0_{n_y \times n_d} & \text{if } k < j,
\end{cases}
\]

\( k, j \in \mathbb{Z}_{[0, N-1]} \).

\( \mathbf{D}^{(s)} \in \mathbb{R}^{n_y N \times n_e N} \), is a lower triangular block matrix, consisting of \( N^2 \) blocks of size \( n_y \times n_e \). The \((k, j)\)-th block is

\[
[D^{(s)}]_{k,j} = \begin{cases}
D_j^{(s)}[\theta_j] & \text{if } k = j, \\
C_k[\theta_k] \Gamma[k, j + 1] B_j^{(s)}[\theta_j] & \text{if } k > j, \\
0_{n_y \times n_e} & \text{if } k < j,
\end{cases}
\]

\( k, j \in \mathbb{Z}_{[0, N-1]} \).

The block vector \( \mathbf{h} \in \mathbb{R}^{n u \times 1} \) consist of \( N \) vectors of size \( n_u \).

\[
\mathbf{h} = \begin{bmatrix}
h_0[\theta_{[0, T]}] \\
h_1[\theta_{[1, T]}] \\
\vdots \\
h_{N-1}[\theta_{[N-1, T]}]
\end{bmatrix}.
\]

The block lower triangular matrix \( \mathbf{H} \in \mathbb{R}^{n u N \times n y N} \) consist of \( N^2 \) matrices of size \( n_u \times n_y \). The \((k, j)\)-th block is

\[
[H]_{k,j} = \begin{cases}
H_j^k[\theta_{[k, T]}] & \text{if } k \geq j, \\
0_{n_u \times n_y} & \text{if } k < j, \ k, j \in \mathbb{Z}_{[0, N-1]}.
\end{cases}
\]

A2

This section contains the approximate version of the inhomogeneous S-lemma, see also [75]. An improved tightness factor is adapted from [27]. Consider the following quadratically constrained optimization problem:

\[
\text{Opt} = \max_{\mathbf{x}} \{ f(\mathbf{x}) = \mathbf{x}^T \mathbf{A} \mathbf{x} + 2 \langle \mathbf{b}, \mathbf{x} \rangle : \mathbf{x}^T \mathbf{A}_i \mathbf{x} \leq c_i, \ i = 1, \ldots, m \},
\]

where \( c_i > 0, \mathbf{A}_i \succeq 0, \ i = 1, \ldots, m \). The matrix \( \mathbf{A} \) is symmetric and \( \sum_{i=1}^{m} \mathbf{A}_i \succ \mathbf{0} \). Let SDP be the optimal value in the semidefinite relaxation of this problem:

\[
\text{SDP} = \min_{\omega, \lambda} \{ \omega : \begin{bmatrix}
\omega - \sum_{i=1}^{m} c_i |\lambda|_i & -\mathbf{b}^T \\
-\mathbf{b} & \sum_{i=1}^{m} |\lambda|_i \mathbf{A}_i - \mathbf{A}
\end{bmatrix} \succeq \mathbf{0}, \ \lambda \succeq 0, \ m \}.\]
Then
\[ \text{Opt} \leq \text{SDP} \leq \Theta \text{Opt} \]  \quad (69)
where \( \Theta = 1 \) in the case of \( m = 1 \) and
\[ \Theta = 2 \ln \left( 6 \sum_{i=1}^{m} \text{rank}(A_i) \right) \]  \quad (70)
in the case of \( m > 1 \). The factor \( \Theta \) was improved in [27], proposition 3.3 to
\[ \Theta = 2 \ln(m) + 2 \sqrt{\ln(m)} + 1 \]
for the case of a homogeneous quadratic form and consequently to
\[ \Theta = 2 \ln(m + 1) + 2 \sqrt{\ln(m + 1)} + 1 \]  \quad (71)
for the case under consideration.

A3
Proof of Proposition 4. The proof will utilize repeatedly the law of iterated expectations and the Markov property. First observe that the matrix valued functions defined in (42) to (45), can be written as sequential conditional expectations as follows:

\[ g_{N-2}[^\theta_{N-2}] = \mathbb{E}[f_{N-1}[^\theta_{N-1}] \mid ^\theta_{N-2}], \]
\[ g_s[^\theta_{s}] = \mathbb{E}[g_{s+1}[^\theta_{s+1}] f_{s+1}[^\theta_{s+1}] \mid ^\theta_{s}], \quad s = N - 3, N - 4, \ldots , \tau + 1, \tau, \]
\[ g_{\tau-T-1}[^\theta_{\tau-T-1}] = \mathbb{E}[g_{\tau}[^\theta_{\tau}] f_{\tau}[^\theta_{\tau-T}] f_{\tau-1}[^\theta_{\tau-1}] \ldots f_{\tau-T}[^\theta_{\tau-T}] \mid ^\theta_{\tau-T-1}], \]
\[ g_s[^\theta_{s}] = \mathbb{E}[g_{s+1}[^\theta_{s+1}] f_{s+1}[^\theta_{s+1}] \mid ^\theta_{s}], \quad s = \tau - T - 2, \tau - T - 3, \ldots , 0. \]
Using the above expressions and by repeatedly applying the law of iterated expectations, gives

\[
T_l = E \left[ E \left[ f_{N-1}\theta_{N-1} \mid \theta_{N-2} \right] F_{N-2,T+1}\left[ \theta_{N-2,N-\tau-3} \mid \theta_{\tau,T} \right] F_{\tau-1,0}\left[ \theta_{\tau-1,\tau-1} \right] \right]
\]

\[
= E \left[ g_{N-2}\theta_{N-2} F_{N-2,T+1}\left[ \theta_{N-2,N-\tau-3} \mid \theta_{\tau,T} \right] F_{\tau-1,0}\left[ \theta_{\tau-1,\tau-1} \right] \right]
\]

\[
= E \left[ g_{N-3}\theta_{N-3} F_{N-3,T+1}\left[ \theta_{N-3,N-\tau-4} \mid \theta_{\tau,T} \right] F_{\tau-1,0}\left[ \theta_{\tau-1,\tau-1} \right] \right]
\]

\[
\vdots
\]

\[
= E \left[ g_{\tau}\left[ \theta_{\tau} \right] F_{\tau}\left[ \theta_{\tau,T} \right] F_{\tau-1,0}\left[ \theta_{\tau-1,\tau-1} \right] \right]
\]

\[
= E \left[ g_{\tau-1}\left[ \theta_{\tau-1} \right] F_{\tau-1,0}\left[ \theta_{\tau-1,\tau-1} \right] \right]
\]

\[
= E \left[ g_{0}\left[ \theta_{0} \right] f_{0}\left[ \theta_{0} \right] \right] = \sum_{\theta_0 \in \Theta} \Pr[\theta_0] g_{0}[\theta_0] f_{0}[\theta_0].
\]

**A4**

This section contains the proof of Proposition 5 as well as the terms appearing in \( V_j[\chi] \).
\[ \mathcal{V}(I,I) = \mathbb{E} \left[ h^T B^T A_{xx,j} B h \right] + 2 \mathbb{E} \left[ h^T B^T A_{zu,j} h \right] + \mathbb{E} \left[ h^T A_{uu,j} h \right] \]

\[ \mathcal{V}(I,II) = \mathbb{E} \left[ h^T B^T A_{xx,j} (B H C + A) \right] + \mathbb{E} \left[ h^T A_{ux,j} (B H C + A) \right] + \mathbb{E} \left[ h^T B^T A_{xu,j} H C \right] \]

\[ \mathcal{V}(I,III) = \mathbb{E} \left[ h^T B^T A_{xx,j} (B H D + R) \right] + \mathbb{E} \left[ h^T A_{ux,j} (B H D + R) \right] + \mathbb{E} \left[ h^T B^T A_{xu,j} H D \right] \]

\[ \mathcal{V}(II,I) = \mathcal{V}(I,II) \]

\[ \mathcal{V}(II,II) = \mathbb{E} \left[ (C^T H^T B^T + A^T) A_{xx,j} (B H C + A) \right] + 2 \mathbb{E} \left[ (C^T H^T B^T + A^T) A_{zu,j} H C \right] \]

\[ \mathcal{V}(II,III) = \mathbb{E} \left[ (C^T H^T B^T + A^T) A_{xx,j} (B H D + R) \right] + \mathbb{E} \left[ (C^T H^T A_{xx,j} (B H D + R) \right] + \mathbb{E} \left[ (C^T H^T A_{uu,j} H D \right] \]

\[ \mathcal{V}(III,I) = \mathcal{V}(I,III) \]

\[ \mathcal{V}(III,II) = \mathcal{V}(II,III) \]

\[ \mathcal{V}(III,III) = \mathbb{E} \left[ (D^T H^T B^T + R^T) A_{xx,j} (B H D + R) \right] + 2 \mathbb{E} \left[ (D^T H^T B^T + R^T) A_{zu,j} H D \right] \]

Provision of Proposition 5. The proof will utilize repeatedly the law of iterated expectations and the Markov property. First observe that the matrix valued functions defined in (48) can be written as sequential conditional expectations as follows:

\[ g_{N-2}[\theta_{N-2}] = \mathbb{E}[q_{N-1}[\theta_{N-1}]^T S f_{N-1}[\theta_{N-1}] | \theta_{N-2}] \]

\[ g_s[\theta_s] = \mathbb{E}[q_{s+1}[\theta_{s+1}]^T g_{s+1}[\theta_{s+1}] f_{s+1}[\theta_{s+1}] | \theta_s], \quad s = N - 3, N - 4, \ldots, \tau + 1, \tau, \]

\[ g_{\tau-T-1}[\theta_{\tau-T-1}] = \mathbb{E}[\left( q_{\tau}[\theta_{\tau}]^T Q_{\tau-1,\tau-T}[\theta_{\tau-1,T-1}] \right)^T g_{\tau}[\theta_{\tau}] \]

\[ \left( f_{\tau}[\theta_{\tau}] F_{\tau-1,\tau-T}[\theta_{\tau-1,T-1}] \right) | \theta_{\tau-T-1}, \]

\[ g_s[\theta_s] = \mathbb{E}[q_{s+1}[\theta_{s+1}]^T g_{s+1}[\theta_{s+1}] f_{s+1}[\theta_{s+1}] | \theta_s], \quad s = \tau - T - 2, \tau - T - 3, \ldots, 0. \]
Using the above expressions and revisiting (47) gives

\[
T_\tau = \mathbb{E}\left[ \left( Q_{N-2,\tau+1|\theta_{N-2,N-\tau-3}} q_{\tau|\theta_{\tau,T}} Q_{\tau-1,0|\theta_{\tau-1,\tau-1}} \right)^T \mathbb{E}[q_{N-1|\theta_{N-1}}^T S f_{N-1|\theta_{N-1}}] \mid \theta_{N-2} \right] \\
= \mathbb{E}\left[ \left( Q_{N-2,\tau+1|\theta_{N-2,N-\tau-3}} q_{\tau|\theta_{\tau,T}} Q_{\tau-1,0|\theta_{\tau-1,\tau-1}} \right)^T \mathbb{E}[q_{N-2|\theta_{N-2}}^T g_{N-2|\theta_{N-2}}^T f_{N-2|\theta_{N-2}}] \mid \theta_{N-3} \right] \\
= \mathbb{E}\left[ \left( Q_{N-3,\tau+1|\theta_{N-3,N-\tau-4}} q_{\tau|\theta_{\tau,T}} Q_{\tau-1,0|\theta_{\tau-1,\tau-1}} \right)^T \mathbb{E}[q_{N-3|\theta_{N-3}}^T g_{N-3|\theta_{N-3}}^T f_{N-3|\theta_{N-3}}] \right] \\
: \\
= \mathbb{E}\left[ \left( q_{\tau|\theta_{\tau,T}} Q_{\tau-1,0|\theta_{\tau-1,\tau-1}} \right)^T g_{\tau}^T f_{\tau|\theta_{\tau,T}} F_{\tau-1,0|\theta_{\tau-1,\tau-1}} \right] \\
= \mathbb{E}\left[ \left( Q_{\tau-T+1,0|\theta_{\tau-T-1,\tau-T-1}} \right)^T \mathbb{E}[q_{\tau-T+1,T \mid \tau-1,\tau-1}^T g_{\tau}^T f_{\tau|\theta_{\tau,T}} F_{\tau-1,0|\theta_{\tau-1,\tau-1}}] \mid \theta_{\tau-T-1} \right] \\
= \mathbb{E}\left[ \left( Q_{\tau-T+1,0|\theta_{\tau-T-1,\tau-T-1}} \right)^T g_{\tau-T+1} F_{\tau-T+1,0|\theta_{\tau-T-1,\tau-T-1}} \right] \\
: \\
= \mathbb{E}\left[ q_0^T g_0 f_0 \right] = \sum_{\theta_0 \in \Theta} \Pr(\theta_0) q_0^T g_0 f_0.
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