Quantum optical analysis of high-harmonic generation in solids within a Wannier-Bloch picture
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The quantum optical characterization of strongly laser-driven matter interactions may allow to extend current quantum technology platforms to unprecedented time and energy scales. In this work, we make a step forward in this direction by studying high-harmonic generation processes in solid-state systems under a quantum optical framework. We do this under a Wannier-Bloch approach, which allows us to perform a direct comparison with the analysis that has been already done for gaseous systems. This allows us to study the photon number probability distribution of the light obtained after emission, and relate its features with those found in usual HHG spectra. Furthermore, after performing the corresponding quantum operations that allow us to restrict ourselves to HHG processes, we find an entangled state between the field modes and the different Wannier states where the electron can be found after recombination, but also between the field modes themselves. We study the non-classical features of this state, and quantify the light-matter entanglement and the entanglement between the field modes.

I. INTRODUCTION

High-harmonic generation (HHG) is one of the most studied processes within the field of strong laser-matter interactions [1], and has found numerous applications in attosecond science [2–4], nonlinear XUV optics [5–12] and high-resolution spectroscopy [13, 14], among others. In general terms, HHG consists of the generation of high-frequency radiation resulting from the interaction of an intense femtosecond laser source with matter. This radiation is typically emitted as a periodic series of ultrashort attosecond bursts of radiation, which combine to form a comb of harmonics of the driving laser that spans dozens, hundreds or even thousands of harmonic orders [15].

Within the context of atoms, the physics behind this process are resumed in the so-called three-step model [16–19], according to which an electron (i) is ripped away from the atom, (ii) accelerates in the continuum driven by the field, and (iii) recoils with the parent ion liberating the gained kinetic energy in form of high-frequency radiation. For solid-state systems [2, 20–22], the process underlying the generation of harmonic radiation becomes more complex [23, 24], as the atoms are more densely packed and their electrons interact strongly with their surroundings. Thus, on top of the transitions between the valence and conduction bands (interband transitions), which find their analogy in gaseous HHG with the ionization and recombination steps, in solid-state media the electron can also undergo excitations within the same band (intraband transitions). This is an crucial difference, as it increases the delocalization of the electron, allowing it to recombine, in the emission step later on, with a different state from the one in which it had initially started the dynamics. Because of this, the resulting HHG spectrum differs in some aspects with respect to its gaseous counterpart, such as a weaker dependence of the harmonic emission on the field’s ellipticity [23, 25, 26] or a different scaling of the cutoff frequency with the driving electric field amplitude [16, 25].

In this work, we provide a quantum optical description of the light-matter interaction between a solid-state system and a the quantized electromagnetic field. From the usual semiclassical perspective, under which the solid system is treated quantum mechanically while the field classically, many approaches have been proposed to model the harmonic emission [23, 24, 27–50]. Of particular interest for the description we provide here, is the model employed in Ref. [27] where the solid system is described under a mixed representation, such that Wannier states are used for describing the valence band and Bloch states...
are used for the conduction band. Because Wannier states are spatially localized [51], this picture allows to establish a much more transparent analogy with the atomic picture, while predicting similar HHG spectra to the outcome of other models where both valence and conduction band are depicted under a Bloch-Bloch approach [23]. On the other hand, from a quantum optical perspective, strong-field processes have been studied experimentally and theoretically, so far, only for atomic ensembles [52–63]. These works have shown that, strong laser-matter interaction processes can lead to the generation of high-photon number non-classical states of light [55, 58, 61, 64] to its solid-state counterpart, and study the properties of the obtained state.

The article is organized as follows. In Section II we present the theoretical analysis, where we introduce the Hamiltonian governing the system dynamics, and study the corresponding Schrödinger equation analytically by implementing some transformations and approximations. In Section III we present the results, which are divided into three subsections. Firstly, we study how the dynamics of the electron in the valence and conduction bands affect the quantum optical state of the system; secondly, we focus on the high-harmonic generation processes, and study the photon number probability of finding a harmonic photon in one of the field modes; thirdly, we introduce the conditioning to HHG operation as experimentally implemented in [58, 65], and theoretically described in [61, 62, 64], to study non-classical properties of the obtained quantum state. Finally, we end our contribution with conclusions and a brief outlook in Section IV, where we also discuss how decoherence effects in solid-state systems may affect the measured quantum optical observables.

II. THEORETICAL ANALYSIS

In typical experimental realizations of intense laser-matter interactions with solid-state systems, the applied laser field hits the target perpendicularly and generates the harmonic radiation along the transmission path [25, 66]. The wavelength of the applied laser field in these scenarios usually belongs to the mid-infrared (MIR) regime (λ ≈ 3−8 μm), which is much larger than the typical lattice constant a (≈ 1 Å). Thus, within the present analysis, we work under the dipole approximation and the single active electron (SAE) approximation [67], such that the Hamiltonian describing the interaction of the solid system with the applied field is given by

$$\hat{H} = \hat{H}_{CT} + e \hat{X} \cdot \hat{E} + \hat{H}_f,$$  (1)

where we have considered for simplicity a one-dimensional model, which restricts us to linearly polarized fields. In this expression, $\hat{H}_{CT}$ represents the crystal Hamiltonian and, to characterize it, we consider a two-band model under the tight-binding approximation, and describe the energy dispersion relations for the valence and conduction bands as [68]

$$\mathcal{E}_v(k) = -2I_v \cos(ka),$$
$$\mathcal{E}_c(k) = \mathcal{E}_c' - 2I_c \cos(ka),$$

where $k$ is the crystal momentum, $I_v < 0$ and $I_c > 0$ are the hopping parameters in the valence and conduction bands, respectively, and $\mathcal{E}_c' = \mathcal{E}_g + 2I_c - 2I_v$ with $\mathcal{E}_g$ the band-gap energy.

In Eq. (1), we describe the light-matter interaction within the length gauge form and under a quantum optical framework [62], in which the electric field is given in terms of

$$\hat{E} = -i \sum_{k, \mu} \sqrt{\frac{\hbar |\mathbf{k}|}{2\varepsilon_0 V}} (\hat{a}_{k, \mu}^\dagger - \hat{a}_{k, \mu}),$$

where $\hat{a}_{k, \mu}^\dagger$ ($\hat{a}_{k, \mu}$) is the creation (annihilation) operator acting over the mode with wavevector $\mathbf{k}$ and polarization $\mu$, $V$ is the quantization volume, $c$ the speed of light and $\varepsilon_0$ the vacuum permittivity. Finally, $\hat{H}_f$ represents the free-field Hamiltonian

$$\hat{H}_f = \sum_{k, \mu} \hbar \omega \hat{a}_{k, \mu}^\dagger \hat{a}_{k, \mu}.$$  (4)

Similarly to Ref. [27], in this work we study the solid-state system within a mixed representation, where we describe the valence band with a Wannier state representation (|$w_{v,j}$⟩) and the conduction band with a Bloch state representation (|$\phi_{c,k}$⟩) (see Appendix A for more details about these states). Since the Wannier wavefunctions are spatially localized while Bloch wavefunctions are not [51], this framework allows us to recover a similar picture to that of strong laser-matter interactions in atomic systems [3, 19]. Thus, although the initial state of the system corresponds to a completely filled Fermi sea, at the level of single-electron dynamics we consider the initial state of our Schrödinger equation to be

$$|\Psi(t_0)⟩ = |w_{v,j_0}⟩ \bigotimes_{k \in \text{IR}} |\alpha_k⟩ \bigotimes_{k \in \text{HH}} |0_k⟩,$$  (5)

that is, the electron is initially placed in the Wannier site $j_0$ of the valence band, the photonic modes that belong to the spectrum of the incident laser field ($\mathbf{k} \in \text{IR}$) are in a coherent state of amplitude $\alpha_k$, while all the other photonic modes ($\mathbf{k} \in \text{HH}$), that could potentially be excited during the HHG process, lie in a vacuum state |0⟩.$$
We note that, although we have selected site \( j_0 \) for the electron, all Wannier states are equivalent so one could set \( j_0 = 0 \) without loss of generality. As in experimental implementations [25, 66] and other theoretical studies [27, 36], we restrict to field amplitudes that are lower than the damage threshold of the material (\( |\alpha| \propto 10^5 - 10^6 \), \( I_0 \propto 10^{10} \sim 10^{11} \) W/cm\(^2\) with \( I_0 \) the peak intensity of the driving pulse).

The Schrödinger equation characterizing the dynamics of our system results

\[
i \hbar \frac{\partial |\Psi(t)\rangle}{\partial t} = (\hat{H}_{\text{cf}} + e\hat{X} \cdot \hat{E} + \hat{H}_I) |\Psi(t)\rangle.
\]

In order to solve this equation, we first simplify it by applying some unitary operations. Specifically, we: (i) move to the interaction picture with respect to the free-field term \( \hat{H}_I \) so that the electric field operator becomes time-dependent,

\[
\hat{E}(t) = -i \sum_{k,\mu} \sqrt{\hbar c|k| \omega_k^2} (\hat{a}^\dagger_{k,\mu} e^{i\omega_k t} - \hat{a}_{k,\mu} e^{-i\omega_k t}),
\]

and (ii) work in a displaced frame with respect to the driving field, such that the electric field operator splits into a classical term \( E_{\text{cl}}(t) \), which depicts the expectation value of the field

\[
E_{\text{cl}}(t) = -i \sum_{k} \sqrt{\hbar c|k| \omega_k^2} (\alpha_k^c e^{i\omega_k t} - \alpha_k e^{-i\omega_k t}),
\]

and another term \( \hat{E}(t) \), with the same form as the one shown in Eq. (7), that represents the quantum optical fluctuations around the mean value. Furthermore, within this frame of reference, the initial state of our system is given by \( |\Psi(t_0)\rangle = |v_{v,j_0}\rangle \otimes k |0_k\rangle \), and the corresponding Schrödinger equation by

\[
i \hbar \frac{\partial |\Psi(t)\rangle}{\partial t} = (\hat{H}_{\text{cr}} + e\hat{X} E_{\text{cl}}(t) + e\hat{X} \hat{E}(t)) |\Psi(t)\rangle,
\]

where \( |\Psi(t)\rangle = \prod_{k \in \text{IR}} D(\alpha_k) e^{-\frac{i}{\hbar} H_{\text{cf}} t} |\Psi(t_0)\rangle \).

With the aim of solving the Schrödinger equation above, we decompose the state by means of a mixed representation of the electronic degrees of freedom

\[
|\Psi(t)\rangle = \sum_j a_j(t) |v_{v,j}\rangle |\Phi_{v,j}(t)\rangle \\
+ \int_{\text{BZ}} dk a_c(k,t) |\phi_{c,k}\rangle |\Phi_{c,k}(t)\rangle,
\]

where the first term represents the case where the electron interacts with the field but ends up in a Wannier state \( |v_{v,j}\rangle \) of the valence band, while the second term represents an excitation of the electron to a Bloch state \( |\phi_{c,k}\rangle \) of the conduction band. In this decomposition, and unlike the one presented in [27], every contribution is multiplied by a quantum optical component (\( |\Phi_{v,j}(t)\rangle \) and \( |\Phi_{c,k}(t)\rangle \) respectively) that describes the state in which the quantum optical field lies after each of the possible events. Note that this is the most general hypothesis one can consider for the interaction of a driving field with a two-band solid-state model.

Under this mixed representation, the matrix elements of the crystal Hamiltonian, \( \hat{H}_{\text{cr}} \), are given by

\[
\langle w_{v,j}|\hat{H}_{\text{cr}}|w_{v,j}\rangle = -i \sigma_{jj'} |1\rangle, \tag{11}
\]

\[
\langle \phi_{c,k}|\hat{H}_{\text{cr}}|\phi_{c,k}\rangle = E_c(k) \delta(k-k'), \tag{12}
\]

where in Eq. (11) we have considered that the electron can only hop to its nearest-neighbor sites, although one could generalize this model by introducing hopping terms to other sites. On the other hand, for the transition matrix elements we have (see Appendix A for a detailed derivation)

\[
\langle \phi_{c,k}|\hat{X}|\phi_{c,k'}\rangle = \hbar \frac{\partial}{\partial k} \delta(k-k'), \tag{13}
\]

\[
e \langle \phi_{c,k}|\hat{X}|w_{v,j}\rangle = \tilde{w}_v e^{i\phi_{v,k}} d_{v,c}(k), \tag{14}
\]

\[
\langle w_{v,j}|\hat{X}|w_{v,j'}\rangle = x_j \delta_{j,j'}. \tag{15}
\]

In Eq. (14) we have that \( \tilde{w}_v \) is a normalization constant, which in the case of one dimensional systems is independent of the crystal momentum [69]. On the other hand, we have that \( d_{v,c}(k) = \langle \phi_{v,k}|\hat{X}|\phi_{c,k}\rangle \). The values that this quantity can acquire are tabulated and can be found in the literature (see for instance Refs. [70–73]).

### A. Conduction band analysis

Firstly, we proceed to study the dynamics of the electron once it is found in the conduction band. With that aim, we project Eq. (9) by a Bloch state in the conduction band \( |\phi_{c,k}\rangle \) such that, when considering this premise in Eq. (10), the Schrödinger equation reads (for a step-by-step derivation see Appendix B1)

\[
i \hbar \frac{\partial}{\partial t} (a_c(k,t) |\Phi_{c}(k,t)\rangle) = E_c(k) a_c(k,t) |\Phi_{c}(k,t)\rangle \\
+ (\hat{E}(t) + E_{\text{cl}}(t)) \sum_j a_j(t) d^*_{c,j}(k) |\Phi_{v,j}(t)\rangle \\
+ i \hbar e (\hat{E}(t) + E_{\text{cl}}(t)) \frac{\partial}{\partial k} (a_c(k,t) |\Phi_{c}(k,t)\rangle), \tag{16}
\]

where \( d_{c,j}(k) = c \langle w_{v,j}|\hat{X}|\phi_{c,k}\rangle \). The first term at the right hand side of this expression introduces the energy of an electron that is in the conduction band with crystal momentum \( k \). The second describes an interband transition to the valence band from an electron that finds itself in Wannier site \( j \) of the valence band right before the excitation. Finally, the third one depicts an intraband transition within the conduction band.

In order to solve the differential equation in (16), we consider that the electronic trajectories in the valence
band do not get affected by the quantum optical fluctuations, and are entirely governed by the mean value of the applied field [60]. Moreover, instead of working with the crystal momentum $k$, we perform another unitary operation and work with the canonical momentum $p = k + \frac{e}{c} A(t)$, where $A(t)$ is the vector potential of the laser field given by $E_c(t) = -(1/c) \partial A(t)/\partial t$, and which is defined in the shifted Brillouin zone $BZ = BZ - A(t)$. With all the above, and under the initial conditions in Eq. (5), we find (see Appendix B1)

$$a_c(p, t) |\Phi_c(p, t)\rangle = \frac{1}{i\hbar} \sum_j \int_{t_0}^t dt_1 e^{-\frac{i}{\hbar} S(p, t_1)} \hat{D}(\delta(p, t, t_1)) \times \left( \hat{E}(t_1) + E_c(t_1) \right) d_{j,c}^* \left( p - \frac{e}{c} A(t_1) \right) \times a_j(t_1) |\Phi_{\nu,j}(t_1)\rangle,$$

where $S(p, t, t_1)$ is the semiclassical action describing the electron dynamics when propagating from the excitation time $t_1$ to the final time $t$, within the conduction band

$$S(p, t, t_1) = \int_{t_1}^t d\tau \mathcal{E}_c \left( p - \frac{e}{c} A(\tau) \right),$$

and

$$\hat{D}(\delta(p, t, t_1)) = \prod_k e^{i\nu(p, t_1)} \hat{D}(\delta_k(p, t, t_1)),$$

with $\hat{D}(\cdot)$ the displacement operator [74, 75]. Thus, similarly to the atomic case [60, 62], during the electron dynamics in the conduction band, the field modes get displaced by an amount $\delta_k(p, t, t_1)$ given by

$$\delta_k(p, t, t_1) = \frac{e}{\hbar} \sqrt{\frac{\hbar e |k|}{2e_0 V}} \int_{t_1}^t d\tau \Delta r(p, \tau, t_1) e^{i\omega_k \tau},$$

where $\Delta r(p, t, t_1)$ is the displacement performed by the electron in the conduction band from time $t_1$ to $t$, i.e.

$$\Delta r(p, t, t_1) = \int_{t_1}^t d\tau \frac{\partial}{\partial p} \left[ \mathcal{E}_c \left( p - \frac{e}{c} A(\tau) \right) \right].$$

The state in Eq. (17) has a clear interpretation, which is pictorially represented in the upper part of Fig. 1. At time $t_1$, the electron finds itself in the Wannier site $j$ and, at that moment, undergoes an intraband transition mediated by the dipole matrix element $d_{j,c}^* \left( p - \frac{e}{c} A(t_1) \right)$. This interaction is imprinted in the quantum optical degrees of freedom by means of the action of the electric field operator happening at $t_1$. Once the electron is in the conduction band, it accelerates until time $t$, acquiring a phase $S(p, t, t_1)$ and, due to its motion, it generates a displacement in the quantum optical degrees of freedom that depends on the specific trajectory that the electron follows during its propagation within the band. Thus, the generated displacement can be understood as an intraband effect that influences the quantum optical state of the field. We note at this point the similarity of these dynamics with those found for the atomic case after the electron’s ionization from the parent system [60, 62]. The main difference between the solid-state case and the latter lies in that the possible values of crystal momentum that the electron can acquire depend on the conduction band’s dispersion relation, besides of the laser parameters such as the frequency, duration and electric field amplitude of the applied laser pulse.

**B. Valence band analysis**

Thus far, we have studied the effects of the conduction band analysis over the quantum optical state of the field, and presented the similarities with respect to the atomic case. Yet, one of the main differences of the solid-state system with respect to the latter are the many different states from which the electron can reach the conduction band and, eventually, recombine. In most of the atomic system analysis, a single ground state is considered for both ionization and recombination processes and, due to the huge distance between distinct atoms in a gas jet, recombination of electrons belonging to different atoms is highly unlikely. This contrasts with what we find in a solid-state system. In our framework, as there are many different Wannier sites available, an electron could undergo an intraband transition from Wannier site $j_0$ to $j'_0$, and perform an interband transition to the conduction band from the latter (see lower part of Fig. 1 for a pictorial representation). Moreover, it could potentially
recombine with Wannier site \( j \) that does not necessarily have to be equal to site \( j' \). Thus, these extra dynamics, which are missing in the atomic picture because of its highly localized nature, lead to additional effects on the quantum optical state of the field.

With the purpose of unveiling the consequences of the valence band dynamics, we project Eq. (9) onto a Wannier state \( |w_{v,j}\rangle \) to get (see Appendix B 2 for a step-by-step derivation)

\[
\hbar \frac{\partial}{\partial \tau} \langle a_j(t)|\Phi_{v,j}(t)\rangle =
- i E_{0} a_{j-1}(t) \langle \Phi_{v,j-1}(t) | - i E_{0} a_{j+1}(t) \langle \Phi_{v,j+1}(t) |
+ (E_{cl}(t) + \hat{E}(t)) \sum_{j'} d_{j,j'} a_{j'}(t) \langle \Phi_{v,j'}(t) |
+ (E_{cl}(t) + \hat{E}(t)) \int_{BZ} dq d_{j,c}(k) a_{c}(k,t) \langle \Phi_{c}(k,t) |,
\]

(22)

where \( d_{j,j'} = e^{i(w_{v,j}X)}|w_{v,j'}\rangle \). In this differential equation, the first two terms at the right hand side introduce the hopping of the electron to its nearest-neighbor sites. On the other hand, and similarly to what we had in the valence band analysis, the other two terms represent, respectively, intraband transitions to other Wannier sites mediated by the electric field, and interband transitions to the conduction band. We note that this last term is proportional to \( e E_{0} \sim 10^{-3} \) a.u., with \( E_{0} \) the field amplitude, which together with the \( a_{c}(k,t) \) probability amplitude, leads to a term proportional to \( (e E_{0})^{2} \). Thus, in order to study this equation we consider a perturbative analysis, taking \( (e E_{0})^{2} \) as the perturbation parameter. We then write

\[
a_j(t) \langle \Phi_{v,j}(t) | = a_j^{(0)}(t) \langle \Phi_{v,j}^{(0)}(t) | + a_j^{(1)}(t) \langle \Phi_{v,j}^{(1)}(t) |,
\]

(23)

where the superscript represents the perturbation order. For the zeroth order term we then have to solve

\[
\hbar \frac{\partial}{\partial \tau} \langle a_j^{(0)}(t)|\Phi_{v,j}^{(0)}(t)\rangle =
- i E_{0} a_{j-1}^{(0)}(t) \langle \Phi_{v,j-1}^{(0)}(t) | - i E_{0} a_{j+1}^{(0)}(t) \langle \Phi_{v,j+1}^{(0)}(t) |
+ (E_{cl}(t) + \hat{E}(t)) \sum_{j'} d_{j,j'} a_{j'}^{(0)}(t) \langle \Phi_{v,j'}^{(0)}(t) |
+ (E_{cl}(t) + \hat{E}(t)) \int_{BZ} dq d_{j,c}(k) a_{c}(k,t) \langle \Phi_{c}(k,t) |,
\]

(24)

while for the first order term we get

\[
\hbar \frac{\partial}{\partial \tau} \langle a_j^{(1)}(t)|\Phi_{v,j}^{(1)}(t)\rangle =
- i E_{0} a_{j-1}^{(1)}(t) \langle \Phi_{v,j-1}^{(1)}(t) | - i E_{0} a_{j+1}^{(1)}(t) \langle \Phi_{v,j+1}^{(1)}(t) |
+ (E_{cl}(t) + \hat{E}(t)) \sum_{j'} d_{j,j'} a_{j'}^{(1)}(t) \langle \Phi_{v,j'}^{(1)}(t) |
+ (E_{cl}(t) + \hat{E}(t)) \int_{BZ} dq d_{j,c}(k) a_{c}(k,t) \langle \Phi_{c}(k,t) |,
\]

(25)

where, in the conduction band term, we consider up to zeroth order terms in \( a_j(t)|\Phi_{v,j}(t)\).

We now proceed to solve these two equations separately but, firstly, we introduce some approximations to simplify the analysis. Regarding the relative contribution from interband and intraband transitions to the HHG process, in Ref. [23] it was shown that most of the harmonic emissions comes mainly from interband transitions. However, here we do take into account, at the level of the Schrödinger equation, the full intraband and interband dynamics, as in Ref. [27]. Under these considerations, and after moving to the reciprocal space in the valence band by defining

\[
a_q(t) \langle \Phi_{v,q}(t) | = \sum_j e^{-iqj} a_j(t) \langle \Phi_{v,j}(t) |,
\]

(26)

we get that the differential equation for the zeroth order term reads as

\[
\hbar \frac{\partial}{\partial \tau} \langle a_q^{(0)}(t)|\Phi_{v,q}^{(0)}(t)\rangle = -2i E_{0} \cos(q) a_q^{(0)}(t) \langle \Phi_{v,q}^{(0)}(t) | + i e A \langle \hat{E}(t) + E_{cl}(t) \frac{\partial}{\partial q} (a_q^{(0)}(t) \langle \Phi_{v,q}^{(0)}(t) |) ,
\]

(27)

while for the first order term we have

\[
\hbar \frac{\partial}{\partial \tau} \langle a_q^{(1)}(t)|\Phi_{v,q}^{(1)}(t)\rangle = -2i E_{0} \cos(q) a_q^{(1)}(t) \langle \Phi_{v,q}^{(1)}(t) | + i e A \langle \hat{E}(t) + E_{cl}(t) \frac{\partial}{\partial q} (a_q^{(1)}(t) \langle \Phi_{v,q}^{(1)}(t) |) + \langle \hat{E}(t) + E_{cl}(t) \rangle \sum_j e^{-iqj} \int_{BZ} dk d_{j,c}(k)
\times a_c(k,t) \langle \Phi_{c}(k,t) |,
\]

(28)

We note that these two equations are very similar to that presented in Eq. (16), and can be solved equally under the assumption that the electron trajectories in the valence band are not affected by the quantum optical fluctuations, and by defining \( \tilde{q} = q + \frac{eA}{hc} \) (see Appendix B 2 for more details). Hence, we find for the zeroth order term (in real space)

\[
a^{(0)}_q \langle \Phi_{v,q}^{(0)}(t) | = \sum_{q} e^{iq(j-j_0)} e^{2i \tilde{q}(q+\frac{eA}{hc})t} \langle \Phi_{v,q}(t) | \times \tilde{D}(\tilde{q}(q+\frac{eA}{hc}A(t),t,t_0)) \otimes |0_k\rangle .
\]

(29)

The obtained expression has some similarities with that obtained in Eq. (17). Firstly, we observe that, because of the electron dynamics in the reciprocal space of the valence band, we get a phase term that depends on the function \( \tilde{S}(\tilde{q},t,t_0) \) which is given by

\[
\tilde{S}(\tilde{q},t,t_0) = I_v \int_{t_0}^{t} d\tau \cos(q + \frac{eA}{hc} A(t) - \frac{eA}{hc} A(\tau)) .
\]

(30)

Secondly, the field modes get affected by a displacement operator in the same way to the one presented in
Eq. (19), but where the generated displacement is now given by

$$\hat{\delta}_k(\tilde{q}, t) = -\frac{2 e a}{\hbar} \sqrt{\frac{\hbar c}{2 e_0 V \epsilon}} \int_{t_0}^{t} d\tau \Delta \tilde{r}(\tilde{q}, \tau, t_0) e^{i\omega_k \tau}, \quad (31)$$

where $\Delta \tilde{r}(\tilde{q}, t, t_0)$ corresponds to the displacement performed by the electron in the reciprocal space of the valence band and, has the form

$$\Delta \tilde{r}(\tilde{q}, t, t_0) = \frac{I_v}{\hbar} \int_{t_0}^{t} d\tau \sin \left( \frac{e a}{\hbar c} A(\tau) \right). \quad (32)$$

Thus, Eq. (29) describes a process in which the electron performs an intraband transition to other Wannier sites and, moving through the reciprocal space during this time, induces a displacement in each of the field modes, with this displacement depending on the specific trajectory that it follows in the reciprocal space of the valence band (see Fig. 1). These dynamics could later on continue with a transition to the conduction band, as shown in Eq. (17) and pictorially represented in Fig. 1 with the red arrows that connect the valence and conduction bands.

On the other hand, for the first order term we get the following result

$$a^{(1)}_j(t) \Phi^{(0)}_{v,j}(t) = \sum_{q,j',j''} \int_{\Gamma} dt_2 \int_{\Omega} dp \int_{t_0}^{t_2} dt_1 e^{i\omega j^2} e^{2\pi i \delta(q^+ + \frac{e a}{\hbar c} A(t_1, t_2)) D(\delta(q + \frac{e a}{\hbar c} A(t, t_2))) E(t_1, t_2) D(\delta(q, t, t_1)) \delta E_{cA}(t_1, t_1, t_2)} d_j^{\nu,c} (p - \frac{e}{c} A(t_1)) \psi_{v,j'}(t), \quad (33)$$

which, on top of the intraband transitions within the valence band from $t_0$ to $t_1$, the interband transition to the conduction band at $t_1$, and the electron’s propagation together with the associated quantum optical displacement in the field until $t_2$, it introduces another extra interaction with the atomic system. Specifically, we observe that at $t_2$ there is a transition matrix element from the conduction band to Wannier site $j'$ of the valence band, and consecutive intraband transitions within this band until reaching the final time $t$. Thus, the first order term introduces recombination effects and, consequently, describes high-harmonic generation phenomena.

Summing up, when introducing these results in Eq. (10), we can split the resulting state as the sum of three terms, i.e.

$$|\Psi(t)\rangle = |\Psi^{(0)}(t)\rangle + |\Psi^{(1)}(t)\rangle + |\Psi^{(IIHG)}(t)\rangle. \quad (34)$$

The first term in the equation above corresponds to the one shown in Eq. (29), together with the corresponding electronic component, which describes an event where the electron undergoes intraband transitions but never performs an interband transition. The second term identifies with that in Eq. (17) where, on top of the initial intraband transitions, the electron reaches the conduction band but never returns to the valence band. Finally the third one, corresponding to Eq. (33), where the electron undergoes each of the steps of the three-step model, namely performs an interband transition, accelerates within the conduction band and finally returns to the valence band.

III. RESULTS

This section is divided into three parts. In the first one, we study the displacements $\delta(p, t, t')$ and $\tilde{\delta}(q, t, t')$ that are generated due to the electron displacement in the conduction and valence bands, respectively. Afterwards, we focus on the HHG part of the state in Eq. (34), and look at the probability of finding a photon in one of the harmonic modes. Finally, we introduce the so-called conditioning to HHG operation that has been theoretically studied and experimentally implemented in Refs. [58, 61, 62, 64, 65], and proceed to characterize the state of the system after such operation.

A. Analysis of the photonic displacements in the valence and conduction bands

As mentioned previously, in this section we aim to study the dependence of the photonic displacement due to the electronic motion in the valence and conduction bands. In particular, we consider the cases where the electron moves in the valence band before getting excited, although the results can be extrapolated to the case where the electron propagates in the valence band after the recombination process in HHG.

In Fig. 2, we show the dependence of the displacement with the excitation time. We observe that, for both kind of dynamics, the generated displacement is very small, i.e., in the order of $|\delta| \sim 10^{-4}$. In Fig. 2 (a), we show the behavior of the displacement due to the electronic valence band propagation for three different values of $\tilde{q}$, while in Fig. 2 (c) we show it for the displacement due
to the electronic conduction band propagation for three values of \( p \). For all values of \( \tilde{q} \), the valence band displacement increases for larger excitation times (via \( t' \)), while the conduction band displacement is larger for smaller excitation times. This is expected as, the later (sooner) the excitation takes place, the more time the electron spends in the valence (conduction) band, and therefore the more it contributes to the displacement generated on the field. However, there is a key difference with the case of atoms. As shown in Ref. [60], the bigger the final photoelectron momentum, the bigger the final value of the displacement. This is because the electron was able to have arbitrarily big values of momentum, and the generated displacement due to its propagation in the continuum was proportional to \( p \). However, in this case the energy the electron can have in both the valence and conduction bands depends on the cosine of the crystal momentum. Thus, the main consequence this has is that the generated displacement cannot acquire arbitrarily big values by increasing the momentum, as it happens in the case of atoms. This implies that values of \( \tilde{q} \) and \( p \) defined as \( \tilde{q} = q_0 + 2\pi m \) and \( p = p_0 + 2\pi m/a \), with \( m \in \mathbb{Z} \), would lead to the same value of the displacement as \( q_0 \) and \( p_0 \), respectively. Nevertheless, modifications of \( \tilde{q} \) and \( p \) within the periodicity lead to substantial changes on the generated displacements, as observed in Fig. (2).

Alternatively, one could potentially consider different solid parameters with the aim of increasing the final value of the displacement. As shown in Eq. (32), the displacement in the valence band is directly proportional to the hopping parameter \( I_c \). Thus, by considering different solid systems, or excitations along particular solid directions, one could increase or decrease the generated displacement due to the valence band motion. On the other hand, for the displacement due to the motion in the conduction band, the modifications of the solid parameters lead to nontrivial changes, as they already enter at the level of the time-integral (see Eqs. (20) and (21)).

Finally, in Fig. 2 (b) and (d), we show how the different displacements would affect our initial coherent state, which we set here to \( \alpha = 1j \) for representation purposes. We see that both displacements affect differently the initial value of \( \alpha \). Specifically, for the displacement due to the conduction band motion in Fig. 2 (d) we get a similar behavior as in the atomic case, where positive and negative values of momentum lead to an enhancement and a decreasing, respectively, of the norm \( |\alpha + \delta_{kL}(p,t,t')| \) [55, 62]. On the other hand, for the displacement due to the valence band motion in Fig. 2 (b), we observe that there is as well an average phase difference of \( \pi \) for positive and negative values of \( \tilde{q} \), but with an oscillating behavior that makes the total contribution to increase or decrease the value of \( |\alpha + \delta_{kL}(\tilde{q},t',t_0)| \) at different values of the excitation time.

### B. Probability of finding a photon in the harmonic modes after the HHG process

We now proceed to analyze the HHG part of the state presented in Eq. (34), and study the probability of finding a photon in the harmonic modes. With that purpose, and for the sake of simplicity, we consider hereupon that, whenever the electron undergoes a recombination process and returns to site \( j' \), it does not propagate to other Wannier sites in the valence band. This allows us to eliminate one of the two terms in the sum appearing in Eq. (33), relaxing the numerical implementation, and allows us to perform a direct comparison with the semiclassical theory presented in Ref. [27]. Furthermore, and taking into account the results obtained in the previous subsection, we consider the effects of the different quantum optical displacements to be negligible, i.e., \( \delta(\tilde{q},t_1,t_0) \approx 0 \) and \( \delta(p,t_2,t_1) \approx 0 \) [76]. Under these assumptions, the HHG part of the state simplifies to

\[
|\Psi_{HHG}(t)\rangle \approx \sum_{j,j'} \int_{t_0}^{t_1} dt_2 \int_{B_{\mathbb{Z}}} dp \int_{t_0}^{t_2} dt_1 \\
\times \hat{E}(t_2)d_{j',c}(p - \frac{e}{c}A(t_2)) \\
\times e^{i\hat{\mathcal{S}}(p,t_2,t_1)}\hat{E}(t_1)d_{j,c}(p - \frac{e}{c}A(t_1)) \\
\times a_{j'}^{(0)}(t_1) |\alpha\rangle \bigotimes_{k \in \mathbb{HH}} |0_k\rangle |w_{v,j}\rangle. \tag{35}
\]

In order to evaluate this expression, we need to study the effect of the two electric field operators acting at times \( t_1 \) and \( t_2 \), onto the initial quantum optical state.
We note that these operators are proportional to \( g(\mathbf{k}) = \sqrt{\text{Re}[\mathbf{k}] / (2e_0V)} \) which, in our case, is proportional to \( 10^{-8} \) (see for instance Ref. [60]). Thus, when evaluating this expression, we keep only those terms that are of first order in \( g(\mathbf{k}) \) (see Appendix D). Thus, if we look at the probability of having one photon in one of the harmonic modes, i.e., without considering the fundamental mode, we get

\[
P(n_k = 1) = \left| \sum_j \left( \mathcal{P}^{(1)}(j, 1_k, t) + \mathcal{P}^{(2)}(j, 1_k, t) \right) \right|^2,
\]

where we have further traced out over all Wannier sites in which the electron can end up. In this expression, \( \mathcal{P}^{(1)}(j, 1_k, t) \) is the probability amplitude of each of the processes that lead to the appearance of an harmonic photon in mode \( k \). For one of the processes, which we refer to hereupon as \( i = 1 \), we have the following expression for the probability amplitude

\[
\mathcal{P}^{(1)}(j, 1_k, t) = g(\mathbf{k}) \sum_{j'} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 e^{i\omega_k t_2} \\
\times d_j c \left( p - \frac{e}{\hbar} A(t_2) \right) e^{-\hbar S(p, t_2, t_1)} \\
\times E_{cl}(t_1) d_{j', c} \left( p - \frac{e}{\hbar} A(t_1) \right) a^{(0)}(t_1),
\]

which we interpret as an excitation event at \( t_1 \) of the electron from site \( j \) in the valence band to the conduction band, and a recombination event at time \( t_2 \) where a photon of frequency \( \omega_k \) is generated. Note the analogy of this term with the semiclassical three-step model found in the atomic scenario [19, 77]. On the other hand, for the other process we get

\[
\mathcal{P}^{(2)}(j, 1_k, t) = g(\mathbf{k}) \sum_{j'} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 E_{cl}(t_2) \\
\times d_j c \left( p - \frac{e}{\hbar} A(t_2) \right) e^{-\hbar S(p, t_2, t_1)} \\
\times e^{i\omega_k t_1} d_{j', c} \left( p - \frac{e}{\hbar} A(t_1) \right) a^{(0)}(t_1),
\]

where we have that the photon of frequency \( \omega_k \) is generated at time \( t_1 \), i.e. when the electron gets excited to the conduction band, while at the recombination time no photons are generated. Thus, this process does not have any semiclassical correspondence, and appears only when introducing the quantum optical nature of the field, similarly to the terms that are neglected in the Jaynes-Cummings model via the Rotating-Wave Approximation [68, 75], and which play an important role in Dynamical Casimir Effect [78] like emissions in Dicke superradiant phase transitions [79]. We interpret them as a consequence of the initial vacuum quantum fluctuations.

In Fig. 3, we show the probabilities associated to each of the processes we have just described. We have considered a ZnO system as solid system, as it was shown that there is a weak dependence of the harmonic emission with the field’s ellipticity, which suggests the influence of delocalized recombination processes [25]. We excite this solid-state system by a laser that has linear polarization along the \( \Gamma - A \) direction, with 4 cycles of duration, a sinusoidal-squared envelope, central wavelength \( \lambda_L = 3.25 \) µm, and peak intensity \( I_0 = 5 \times 10^{11} \) W/cm².

**Fig. 3.** In (a), we show the (unnormalized) probability of generating an harmonic photon in a process where the photon is generated when the electron recombinates to Wannier site \( j \) of the valence band. In (b), we consider the process where the photon is generated when the electron gets excited to the conduction band. We see that in (a) we recover the plateau structure while in (b) the probability decays as the harmonic order of the photon increases. The solid system is ZnO and the laser field has polarization along the \( \Gamma - A \) direction, with 4 cycles of duration, a sinusoidal-squared envelope, central wavelength \( \lambda_L = 3.25 \) µm, and peak intensity \( I_0 = 5 \times 10^{11} \) W/cm².

The primary conclusion from Fig. 3 is that that the main responsible of the plateau structure in HHG in solids is the mechanism described by \( \mathcal{P}^{(1)}(j, 1_k, t) \). When combined with the other process as in Eq. (36), we get Fig. 4 (a) which agrees with the harmonic spectrum (see...
as shown in Appendix D, but we present it this way as it is particularly useful for the numerical evaluation of the expressions presented in the next section.

C. Conditioning to HHG

In current experimental implementations, the generation of non-classical states from HHG processes relies on an heralding scheme where a correlation measurement between the harmonics and part of the fundamental mode is carried out [58, 61, 62, 65]. From a mathematical perspective, we look at those events in which at least one harmonic mode is generated, but taking into account the correlations that are established with the fundamental mode. Mathematically speaking, we consider the projective operation [61]

\[ \hat{P}_{\text{HHG}} = \mathbb{1} - \langle \alpha \rangle \langle \alpha \rangle \bigotimes_{\mathbf{k} \in \mathbb{H}} |0_k\rangle\langle0_k|, \]

which we refer to as conditioning to HHG. Applying this operation onto Eq. (34), results in

\[ |\Psi_{\text{HHG}}(t)\rangle \approx |\Psi(\text{HHG})(t)\rangle \]
\[ - \langle \alpha, \{0\}_{\mathbf{k} \in \mathbb{H}} |\Psi_{\text{HHG}}(t)\rangle \langle \alpha, \{0\}_{\mathbf{k} \in \mathbb{H}} |, \]

which we proceed to characterize in the following subsections under different scenarios.

1. Measuring the XUV modes

In Refs. [58, 65], particular attention was paid to the state of the fundamental after HHG processes in gases. In particular, the presence of non-classical states of light, i.e., with negativities in their Wigner function representation, was reported. For that reason, we consider here the same scenario, but using a solid target as a HHG generating medium instead of an atomic system.

First of all, since from the experimental point of view, and to our knowledge, is not possible to distinguish the Wannier site in which the electron has ended up in, we proceed to characterize in the following subsections under different scenarios.

\[ \begin{align*}
\tilde{\rho}(t) &= \text{tr}_{\text{elec}, \mathbf{k} \neq \mathbf{k}_L} \left( \langle \{0\}_{\mathbf{k} \neq \text{filter}} | \rho_{\text{cond}}(t) | \{0\}_{\mathbf{k} \neq \text{filter}} \rangle \right),
\end{align*} \]

where we have denoted \( \rho_{\text{cond}}(t) = |\Psi_{\text{cond}}(t)\rangle \langle \Psi_{\text{cond}}(t) | \), and where the set \( \{ \mathbf{k} : \mathbf{k} \notin \text{filter} \} \) represents all those field modes that are eliminated, for instance, by a suitable optical filter. By implementing these operations (see

Appendix C) obtained from the semiclassical picture, and which we show in Fig. 4 (b). Both figures share some features such as the harmonic plateau present from the band gap energy \( \varepsilon_g \) (located right before the 9th harmonic) until the maximum energy difference between the bands (located around the 16th harmonic), the stronger peaks for the lowest harmonics, and a no clear identification of an even-odd harmonic symmetry, similarly to what is shown in Ref. [27] for the same solid and laser parameters. However, there are some differences between these two figures, which are mainly due to the different contributions we obtain when the electron recomines in different Wannier sites. In particular, we observe that the structure of the plateau spectrum in Fig. 4 (a) is dominated by recombination effects at site \( j = 0 \), while in Fig. 4 (b) the effect of the different sites provide important contributions as well in the plateau region. These differences lead to a slightly different structure of the plateau, although after the cutoff at \( n_{\mathbf{k}} > \max(\mathcal{E}_e - \mathcal{E}_g) \), recombination at sites \( j \neq 0 \) are dominant in both cases. Finally, the different contributions obtained for recombination sites \( j = 1 \) and \( j = -1 \) might be due to CEP effects. We expect that, for longer laser pulses, these two contributions to be comparable.

Finally, we remark that in Fig. 4 (a), the peak shown at \( n_{\mathbf{k}} = 1 \) comes from evaluating Eqs. (37) and (38) setting \( \omega_{\mathbf{k}} = \omega_{\mathbf{k}_L} \). Thus, it does not represent the probability of having a single photon in the fundamental mode, but the probability of having a recombination event in which a photon of frequency \( \omega_{\mathbf{k}_L} \) is generated. In order to obtain the probability of having a single photon in the fundamental mode, one has to take into account other events as shown in Appendix D, but we present it this way as it...
by the filter. In (a) we considered the range $n_k \in [9, 15]$, in (b) the range $n_k \in [11, 15]$, in (c) the range $n_k \in [9, 13]$ and in (d) $n_k \in [11, 13]$. We observe that, the lower the range is, the deeper is the central minimum of the Wigner function.

FIG. 5. Wigner functions for conditioning over different harmonic ranges, i.e., those frequencies that are not eliminated by the filter. In (a) we considered the range $n_k \in [9, 15]$, in (b) the range $n_k \in [11, 15]$, in (c) the range $n_k \in [9, 13]$ and in (d) $n_k \in [11, 13]$. We observe that, the lower the range is, the deeper is the central minimum of the Wigner function.

Appendix E for a step-by-step derivation), we end up with the following state for the fundamental mode

$$\hat{\rho}(t) = \left( \sum_j P_{\text{total}}(j, 1_k, t) \right) |1_L\rangle\langle 1_L| \ D^j(\alpha)$$

$$+ \left( \sum_{j, k \neq k_L} P_{\text{total}}(j, 1_k, t) \right) |\alpha\rangle\langle \alpha|,$$ \hspace{1cm} (42)

where $P_{\text{total}}(j, 1_k, t) = \sum_{i=1,2} P^{(i)}(j, 1_k, t)^2$. The state we get after these operations is expressed as a maximally mixed state given as the combination between a displaced single-photon state and a coherent state. Following Ref. [80], the Wigner function of this state can be written as

$$W(\beta) = \frac{2}{\pi} \text{tr}(D(\beta) \Pi D(\beta) \hat{\rho}(t))$$

$$= \frac{2}{\pi} \left[ \left( \sum_j P_{\text{total}}(j, 1_k, t) \right) (4|\beta|^2 - 1)$$

$$+ \sum_{j, k \neq k_L} P_{\text{total}}(j, 1_k, t) e^{-2|\beta|^2}. \right]$$ \hspace{1cm} (43)

In Fig. 5, we show the Wigner function presented in Eq. (43) for different harmonic conditionings. More specifically, in Fig. 5 (a) we consider that the measured harmonics, i.e. those ones that are not eliminated by the filter, belong to the range $n_k \in [9, 15]$; in

FIG. 6. Central value of the Wigner distribution as a function of the harmonic range $[n_{k,\text{init}}, n_{k,\text{final}}]$.

Fig. 5 (b), we use the range $n_k \in [11, 15]$; in Fig. 5 (c), the range $n_k \in [9, 13]$; and finally in Fig. 5 (d), the range $n_k \in [11, 13]$. We observe that, the larger the range, the more contribution comes from the coherent state part of Eq. (42). For the longest harmonic ranges, see for example Figs. 5 (a) and (c), the obtained Wigner function has a Gaussian shape with a small minimum at the center, which becomes deeper as the harmonic range decreases, i.e., when the contribution to the displaced single photon state in Eq. (42) becomes more important. Finally, for small ranges as that of Fig. 5 (d), one can potentially find negative regions in the final Wigner function, witnessing the presence of non-classical states of light.

In the figure we have just discussed about, we also observe that similar sizes for the harmonic range lead to slightly different Wigner distributions. For instance, although in Figs. 5 (b) and (d) we have conditioned over the same number of harmonic modes, the obtained minima in the former is deeper than in the latter. This is a consequence of how the probability contributions add up for each harmonic range. Related to the previous ranges, in Fig. 4 (a) we observe that in the range $n_k \in [9, 13]$ the probability of having a photon in one of the harmonic modes remains constant, while in the range $n_k \in [11, 15]$ there is minimum around the 14th harmonic mode. Thus, by choosing properly the harmonic range, one could control the purity of the obtained state. In Fig. 6, we show how the central value of the Wigner distribution, i.e. $W(\beta - \alpha = 0)$, behaves as a function of the harmonic range that is used for the conditioning. In particular, we have considered a range of harmonic modes $n_k \in [n_{k,\text{init}}, n_{k,\text{final}}]$, and changed both limiting values of the range. In general, we observe that the bigger the range, the more positive the central part of the Wigner function is. We also observe that, when keeping $n_{k,\text{init}}$ constant, the central value of the Wigner function converges to some value when increasing $n_{k,\text{final}}$, which depends on the specific initial initial harmonic that is considered.
These are consequences of the fact that the probability of having a photon in an harmonic mode beyond the cutoff dramatically decreases, as shown in Fig. 4 (a). Therefore, when the size of the considered range is small enough and located at the right hand side part of the cutoff frequency, most of the contribution in Eq. (42) comes from a displaced Fock state and, therefore, the value of Wigner function at the center is negative.

2. Measuring the fundamental mode

In a similar basis to what was presented in Refs. [61, 64], one could experimentally condition on the state of the fundamental instead of the XUV modes, such that non-classical states of light could be potentially obtained in the latter. Based on this, we project the fundamental mode onto \(|\alpha\rangle\) so that Eq. (40) reads

\[
\left| \Psi_{\text{cond}}^{(\text{XUV})} \right\rangle = \langle \alpha | \Psi_{\text{cond}}(t) \rangle = \sum_{j,k} P_{\text{total}}(j,1_k,t) |1_k\rangle \langle 0|_{k' \neq k} |w_{v,j}\rangle,
\]

where \(P_{\text{total}}(j,1_k,t) = \sum_{i=1,2} P(i)(j,1_k,t)\). This state, presents correlations between the electronic and the different quantum optical components, which could potentially lead to the generation of an hybrid entangled state [81] between the electronic and quantum optical degrees of freedom, but also to an entangled state between the different field modes.

We first start by studying the light-matter entanglement present in Eq. (44). Since at this point we are dealing with a pure state, we can use as entanglement measure the entropy of entanglement defined as [82, 83]

\[
S(\rho) := - \text{tr}(\rho \text{log}(\rho)),
\]

where \(\rho\) is the reduced density matrix of the system. For simplicity, in order to perform the numerical computations we restrict the total number of sites where the electron can end up to three, i.e. we work with the set of Wannier states \(\{|w_{v,-1}\}, \{|w_{v,0}\}, \{|w_{v,1}\}\}\), such that the reduced density matrix with respect to the XUV modes has size \(3 \times 3\) (see Appendix F1 for more details).

In Fig. 7, we present the obtained results in form of a surface plot in (a), and a contour plot in (b). Here, we study the amount of entanglement as a function of the frequency range \(O = [\omega_{k,\text{init}}, \omega_{k,\text{final}}]\) that is measured, i.e., those modes that are not eliminated by the filter. Thus, the state whose entanglement we characterize is given by \(\left| \Psi_{\text{cond}}^{(\text{XUV})} \right\rangle = \langle 0|_k \neq \omega \left| \Psi_{\text{cond}}^{(\text{XUV})} \right\rangle\). We see that, for all cases, we get \(S(\rho) \neq 0\) which implies that the state presented in Eq. (44) shows non-classical correlations between the electronic and quantum optical degrees of freedom. In particular, we see that \(S(\rho)\) reaches its maximum value the larger the range \(O\) is. This is a consequence of the fact that each of the recombining sites \(j\) contribute differently to the harmonic emission for the different frequencies that we can get after HHG. Mathematically speaking, an increase in the harmonic range makes the quantum optical component associated to each \(|w_{v,j}\rangle\) more different, to the extent that their overlap becomes very small. On the other hand, we observe that the greatest value of \(S(\rho)\) is obtained when \(\omega_{k,\text{init}}/\omega_{k_{j}} = n_{k,\text{init}} = 9\), and decreases until it reaches the maximum value of the energy difference between the conduction and valence band (represented by the black curve in Fig. 7 (a) and with the dashed white line in Fig. 7 (b)). Afterwards, it experiences a small enhancement until \(n_{k,\text{init}} \approx 21\), after which it starts to decrease again. We note that, in this regime, we are far within the cutoff region of the spectrum, where we observe in Fig. 4 (a) that most of the contribution to the state comes from site \(j = -1\), leading to a very close to separable state and, therefore, to a decreasing value of \(S(\rho)\).

Let us consider now the case where the electronic degrees of freedom are disregarded. We first note that, if we consider the case where the electron is found in a given Wannier site \(|w_{v,j}\rangle\), the corresponding projective operation leaves Eq. (44) in a pure state where an harmonic excitation is delocalized in one of the possible modes, that is

\[
\left| \Psi_{\text{cond,j}}^{(\text{XUV})} \right\rangle = \langle w_{v,j} | \Psi_{\text{cond}}^{(\text{XUV})} \rangle = \sum_{k} P_{\text{total}}(j,1_k, t) |1_k\rangle \langle 0|_{k' \neq k}.
\]

Note that the obtained states after the projective operation bears some similarity with the so-called generalized
$W$ states \cite{84}, which are defined as

$$|W_M\rangle = \frac{1}{\sqrt{M}} \sum_n |1_n\rangle |0_{n'}\rangle,$$ \hspace{1cm} (47)

where the excitation can be found with equal probability in each of the possible modes $n$. Hereupon, we will refer to the state in Eq. (47) as a $W$ state of length $M$. These class of $W$ states are in general multipartite entangled \cite{85, 86} and, furthermore, present strong nonlocal features \cite{87, 88}. This makes them a perfect candidate for different applications of quantum information science such as teleportation protocols \cite{89–91}, as well as superdense coding \cite{92}, and quantum communication \cite{93–95}. Thus, their widespread use motivates the performance of a comparison about how close the states in Eq. (46) are to the one presented in Eq. (47). However, and to our knowledge, from an experimental point of view it is not possible to know in which Wannier site the electron has ended up in. Thus, we also consider the case where the electronic degrees of freedom are traced out, such that we are left with the following mixed state

$$\rho^\text{XUV} = \sum_{j,k,k'} \mathcal{P}_{\text{total}}(j,1_k,t) \mathcal{P}^*_{\text{total}}(j,1_{k'},t)$$

$$\times |1_k\rangle |1_{k'}\rangle \otimes \left|0_{k'}\right\rangle \left\langle 0_{k'}\right|,$$ \hspace{1cm} (48)

In order to determine how close the states in Eqs. (46) and (48) are from a $W$ state of length $M$, we use the fidelity as a measure of closeness between two quantum states, which is defined as \cite{83}

$$F(\sigma, \rho) := \left[ \text{tr} \left( \sqrt{\sqrt{\sigma} \rho \sqrt{\sigma}} \right) \right]^2,$$ \hspace{1cm} (49)

and given by (see Appendix F 2 for details)

$$F(|W_M\rangle, |\Psi^\text{XUV}\rangle_{\text{cond}},j) = \frac{1}{M} \sum_k \mathcal{P}_{\text{total}}(j,1_k,t)^2$$ \hspace{1cm} (50)

for the pure state in Eq. (46), while for the mixed state in Eq. (48) as

$$F(|W_M\rangle, \rho^\text{XUV}) =$$

$$\frac{1}{M} \sum_{j,k,k'} \mathcal{P}_{\text{total}}(j,1_k,t) \mathcal{P}^*_{\text{total}}(j,1_{k'},t).$$ \hspace{1cm} (51)

Note that, in order to perform a comparison with a generalized $W$ state of length $M$, we first need to bound the number of modes in the quantum optical states presented in Eqs. (46) and (48). We consider here two approaches. The first one consists on defining a range of harmonic modes $O_n = [n_{\text{init}}, n_{\text{final}}]$, such that $M$ is given by the length of the interval, that is, $M = \|O_n\|$. All the other modes that are not included in the considered interval are projected onto a vacuum state, as if they were eliminated by means of a filter. Thus, by changing the values $n_{\text{init}}$ and $n_{\text{final}}$, we can control $M$. The second choice is to consider a set of frequencies $O_n = \{\omega_{k_1}, \ldots, \omega_{k_{M}}\}$, where $\omega_{k_{i+1}} = \omega_{k_i} + \Delta \omega$. In this case, we fix the values of $\omega_{k_1}$ and $\omega_{k_{M}}$, and vary the value of $\Delta \omega$ by changing $M$, such that the relation between these two quantities is given by $\Delta \omega = (\omega_{k_{M}} - \omega_{k_1})/(M - 1)$. Similarly to the previous case, all the modes that are not included in the set $O_n$ are projected onto a vacuum state. Note that, although similar, the two approaches we consider here are different in the sense that in the first one an increase in $M$ implies an increase in the difference between the initial and final frequencies of the interval, while in the second it implies the introduction of more frequencies within a fixed interval. Thus, the implementation of the second one would require photodetectors able to distinguish between two frequencies that differ in $\Delta \omega$, where an increase in $M$ implies a reduction on this frequency difference.

In Fig. 8, we show how the fidelity behaves for each of the cases presented before. The first scenario considered, where the range $O_n$ is defined, is shown in Fig. 8 (a). Here, we have set $n_{\text{init}} = 9$ and varied $n_{\text{final}}$ from the 10th to the 27th harmonic mode. We observe that, the lower $M$ is, the closer the obtained state is to a $|W_M\rangle$ state. As more harmonic modes are considered, the fidelity decreases as well since the probability amplitudes in the final superposition are less homogeneous. In particular, we observe that for very large values of $M$, the fidelity tends to zero as we are introducing frequencies that are beyond the cutoff, and for which the probability of finding a photon in this frequency regime tends to...
such that we split the harmonic spectrum in two parts. We are going to consider the well-known bipartite scenario, where all the field modes are correlated. However, the entanglement characterization of these states is still an open problem, and has been studied in specific scenarios (see for instance Ref. [82] and references therein). Here, with the aim of quantifying the entanglement between the XUV modes, we are going to consider the well-known bipartite scenario, such that we split the harmonic spectrum in two parts 

A and B, as shown in Fig. 9 (a). Thus, subsystem A contains all the harmonic modes within the interval $O_A = [n_{k,\text{init}}, n_{k,\text{final}}]$ for $n_{k,\text{init}}, n_{k,\text{final}}$, while subsystem B contains all the modes within the interval $O_B = [n_{k,\text{init}}, n_{k,\text{final}}]$. Hence, under this framework, the logarithmic negativity [82] allows us to study the entanglement between a bipartite system that is in a mixed state. This entanglement measure is defined as

$$E_N(\rho_{AB}) := \log_2(2N(\rho_{AB}) + 1),$$

where $N(\rho)$ is the negativity of $\rho$, i.e., the absolute value of the sum of all negative eigenvalues of the partial transpose of $\rho$ with respect to one of the subsystems [96]. In Fig. 9 (b), we show how the logarithmic negativity behaves as a function of the size of subsystem A. We observe that this entanglement measure remains almost constant when we consider frequencies that are within the energy bandgap $E_g$ and the maximum energy difference between the conduction and valence band. In this case, the relative probability of finding an excitation at either subsystem A or subsystem B is similar, and therefore the logarithmic negativity remains constant. As the size of subsystem A comprises the whole harmonic plateau and beyond, the amount of entanglement in the state decreases as the contribution from subsystem B becomes negligible. Thus, in this case the state is very well approximated by the state of subsystem $A$, and the logarithmic negativity vanishes.

Therefore, we observe that opposite restrictions on the harmonic modes leads to two non-exclusive indications of non-classical behaviors, namely the presence of Wigner function negativities and entanglement features.

### IV. Conclusions

In this work, we have presented a quantum optical analysis of high-harmonic generation using a Wannier-Bloch description to model the electronic degrees of freedom. This approach has allowed us to further study the process of high-order harmonic generation in solid-state systems under a different perspective, compared to previous semiclassical studies. Firstly, we focused on the HHG process itself. Within this framework, we found that intraband and interband electronic transitions affect differently the quantum optical state of the system. Moreover, we observed that intraband transitions within the conduction and valence band lead to different displacements on the quantum optical state of the field, although comparable in the order of magnitude. We also found that the contribution to the harmonic photons due to interband transitions has two possible sources. One of them is related to the recombination process itself while the other is due to the quantum fluctuations in the initial vacuum state of the XUV modes. Nevertheless, and as expected, the former are more dominant over the latter specially for the high-order harmonics.
Secondly, we studied how the conditioning operations implemented experimentally in Refs. [58, 65] affect the quantum optical state of the system. When the harmonics are measured, we found that the quantum optical state of the fundamental lies in a mixed state between a displaced Fock state and a coherent state. The non-classical features of this state depend on how the conditioning over the XUV modes is performed. On the other hand, when the fundamental modes are measured, we find a hybrid entangled state between the electronic degrees of freedom and the XUV modes. If the former are traced out, we are left with an entangled mixed state which bears some analogy to W-class states, and whose entanglement we studied in a bipartite scenario.

A natural extension of the present work would involve the introduction of decoherence affects within the solid. This would affect not only the harmonic emission, as shown in Refs. [97] and in Appendix G, but also the purity of the final state after the conditioning, which would require different entanglement measures to the ones presented here, in particular for studying the entanglement between the electronic and quantum optical degrees of freedom. However, we expect the observables that involve only the quantum optical state of the light, where the electronic degrees of freedom have been traced out, to get modified only to the extent of how the harmonic emission differs in each of the cases. This would imply that, in our case, we would obtain Wigner negativities for a different range of harmonic conditionings.

In conclusion, this study further extends, at the theoretical level, the applicability of the techniques that have been developed so far for the generation of non-classical states of light in gaseous HHG processes, to solid-state systems. Although our study is based on the dynamics found by solving the Schrödinger equation at the single-electron level, we expect the features we have observed to be present in a multielectron scenario, similarly to what happens with atomic ensembles. Thus, this work sets a basis on how intriguing the quantum optical features arising from strong laser-matter interactions in solids, together with the corresponding conditioning operations, could potentially be.
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APPENDIX

A. Wannier and Bloch states

According to Bloch’s theorem, the eigenstates of a single-electron Hamiltonian with a periodic potential, can be written as the product of a plane wave and a function that has the periodicity of the applied potential [98]. In particular, for a one-dimensional system the Bloch functions read

\[ \langle x | \phi_{c,k} \rangle = \phi_{m,k}(x) = u_{m,k}(x)e^{ikx}, \] (A1)

where \( m \) is a subscript specifying the band over which the corresponding Bloch wavefunction is defined, and \( k \) is the crystal momentum. These wavefunctions, can be represented as well as

\[ \langle x | w_{m,j} \rangle = w_{m,j}(x) = \int_{\text{BZ}} dk \phi_{m,k}(x - x_j) \tilde{w}_m(k), \] (A2)

and which are referred to as Wannier functions. Here, \( \tilde{w}_m(k) \) is a product of a normalization constant and a phase that depends on the crystal momentum \( k \). However, and as shown in Ref. [69], for a 1D lattice this function is independent of \( k \). We observe that, unlike the set of Bloch wavefunctions which are completely delocalized in space due to their plane wave nature, Wannier states are defined as a superposition within the Brillouin zone of all possible Bloch states, which leads to a localized wavepacket within the real space [51].

1. Computing the matrix element \( \langle w_{v,j} | \hat{X} | \phi_{c,k} \rangle \)

In order to compute the different quantities we study along the main text, we need to use the previous definitions of Bloch and Wannier states. Of particular importance for our purposes, is the transition matrix element between a Wannier-valence band state and a Bloch-conduction band state, i.e., \( d_{j,c}(k) = e \langle w_{v,j} | \hat{X} | \phi_{c,k} \rangle \). First, we introduce the identity in the position representation so that the previous element can be written as

\[ d_{j,c}(k) = e \tilde{w}_v^* \int dx \phi_{v,k}^*(x) \phi_{c,k}(x) \]

and which we can express as

\[ \langle w_{v,j} | (\hat{X} - x_j) | \phi_{c,k} \rangle = \langle w_{v,j} | \hat{X} | \phi_{c,k} \rangle, \] (A5)

due to the orthonormality between Wannier and Bloch states. We then have

\[ d_{j,c}(k) = e \tilde{w}_v^* \int dx \int_{\text{BZ}} dk' \phi_{v,k'}^*(x - x_j) \phi_{c,k}(x - x_j)e^{ikx_j}, \]

\[ = e \tilde{w}_v^* e^{ikx_j} \int_{\text{BZ}} dk' \langle \phi_{v,k'} | \hat{X} | \phi_{c,k} \rangle. \] (A6)

Finally, we take into account that

\[ e \langle \phi_{v,k'} | \hat{X} | \phi_{c,k} \rangle = d_{v,c}(k') \delta(k' - k), \] (A7)

where \( d_{v,c}(k) = e \langle \phi_{v,k} | \hat{X} | \phi_{c,k} \rangle \), such that we can write

\[ d_{j,c}(k) = \tilde{w}_v^* e^{ikx_j} d_{v,c}(k). \] (A8)
2. Computing the matrix element $\langle \phi_{v,k} | \hat{X} | \phi_{c,k} \rangle$

From what we have seen above, the transition matrix element between a Wannier-valence band and a Bloch-conduction band state, depends on the transition matrix element between two Bloch states located in the corresponding bands. Hence, we are now interested in computing $d_{v,c}(k)$. With that purpose, we take into account that

$$[\hat{X}, \hat{H}_{cr}] = \frac{i\hbar}{m} \hat{P}_x,$$

where $m$ is the electron mass, $\hat{H}_{cr}$ the crystal Hamiltonian, and $\hat{P}_x$ the momentum operator along the $x$ direction. According to this expression, we can write

$$\langle \phi_{v,k} | \hat{X} | \phi_{c,k} \rangle = \frac{i\hbar}{m} \langle \phi_{v,k} | \hat{P}_x | \phi_{c,k} \rangle \frac{\partial \phi_{c,k}(x)}{\partial x} ,$$

where we have denoted $E(k) = \mathcal{E}_v(k) - \mathcal{E}_c(k)$. Similarly to what we did before, we now proceed to evaluate the matrix element of the momentum operator $\hat{P}_x$ by introducing the identity in the position representation, taking into account that

$$\langle x | \hat{P}_x | x' \rangle = -i\hbar \frac{\partial}{\partial x} \delta(x - x').$$

This allows us to write

$$\langle \phi_{v,k} | \hat{P}_x | \phi_{c,k} \rangle = -i\hbar \int dx \phi^*_v(x) \frac{\partial \phi_{c,k}(x)}{\partial x} ,$$

and expanding the Bloch wavefunctions up to the leading term in the $\mathbf{k} \cdot \mathbf{p}$ theory [68]

$$\phi_{m,k}(x) \simeq e^{ikx} \frac{u_{m,0}(x)}{a^{3/2}} ,$$

such that

$$\frac{\partial \phi_{m,k}(x)}{\partial x} = i k \phi_{m,k}(x) + \frac{e^{ikx}}{a^{3/2}} \frac{\partial u_{m,0}(x)}{\partial x} ,$$

we can write the matrix element of the momentum operator as

$$\langle \phi_{v,k} | \hat{P}_x | \phi_{c,k} \rangle = -\frac{i\hbar}{a^3} \int dx \ u^*_v(x) u'_{c,0}(x) \equiv p_{v,c}(0) ,$$

where we have taken into account that $\langle \phi_{v,k} | \phi_{c,k} \rangle = 0$. With all the above, we get for the initial transition matrix element

$$d_{v,c}(k) = -\frac{i\hbar e p_{v,c}(0)}{m \mathcal{E}(k)} .$$

In the bibliography, one can find tabulated values for the so-called Kane parameter $\mathcal{E}_{p,i}$, with $i \in \{x, y, z\}$, of different solids, which is related to the element $p_{v,c}(0)$ by $\mathcal{E}_{p,x} = 2p^2_{v,c}(0)$. Thus, in terms of the Kane parameter, the transition matrix element reads

$$d_{v,c}(k) = -\frac{i\hbar}{m} \sqrt{\frac{\mathcal{E}_{p,x}}{2\mathcal{E}^2(k)}} .$$

3. Computing the matrix element $\langle w_{v,j} | \hat{X} | w_{v,j'} \rangle$

Finally, and to conclude with this section, we proceed to compute the matrix element $\langle w_{v,j} | \hat{X} | w_{v,j'} \rangle$. In this case, we have in the position representation

$$\langle w_{v,j} | \hat{X} | w_{v,j'} \rangle = \int dx w_{v,j}(x) x w_{v,j'}(x) = |\tilde{w}_i|^2 \int dx \int_{BZ} dk \int_{BZ} dk' \phi^*_v(x - x_j) \phi_v(k)(x - x_j') ,$$

(A18)
where in the last step we have introduced the definition of Wannier states in terms of the Bloch functions. By taking into account Eq. (A4), we then have
\[
\langle w_{v,j} | \hat{X} | w_{v,j'} \rangle = |\tilde{w}_v|^2 \int_{\text{BZ}} \text{d}k \int_{\text{BZ}} \text{d}k' e^{ikx_j - ik'x_j'} \int \text{d}x \phi_{v,k}^*(x) x \phi_{v,k}(x) \\
= i\hbar |\tilde{w}_v|^2 \int_{\text{BZ}} \text{d}k \int_{\text{BZ}} \text{d}k' e^{ikx_j - ik'x_j'} \frac{\partial}{\partial k} \delta(k - k') \\
= \hbar x_j' |\tilde{w}_v|^2 \int_{\text{BZ}} \text{d}k e^{ik(x_j - x_j')} = x_j' \delta_{j,j'}.
\]

\[\text{(A19)}\]

### B. Solving the time-dependent Schrödinger equation

In this appendix section, we introduce the decomposition presented in Eq. (10) into Eq. (9), and proceed to solve it by projecting the equation with respect to a Bloch or a Wannier state, depending on whether we want to study the dynamics of the conduction or valence band, respectively.

#### 1. Conditioning to the conduction band

Here, we are interested in studying the dynamics of the conduction band. With that purpose, we project Eq. (9) with respect to a Bloch state |φ_{c,k}\rangle, such that we get
\[
\begin{align*}
    i\hbar \frac{\partial}{\partial t} &\left( a_c(k,t) | \Phi_c(k,t) \rangle \right) = \langle \phi_{c,k} | \hat{H}_{\text{cr}} | \Psi'(t) \rangle + cE_{\text{cl}}(t) \langle \phi_{c,k} | \hat{X} | \Psi'(t) \rangle + c\hat{E}(t) \langle \phi_{c,k} | \hat{X} | \Psi'(t) \rangle, \\
    \text{and having in mind that} \\
    \langle \phi_{c,k} | \hat{H}_{\text{cr}} | \phi_{c,k'} \rangle &= \mathcal{E}_c(k) \delta(k - k'), \quad \langle \phi_{c,k} | \hat{X} | \phi_{c,k'} \rangle = i\hbar \frac{\partial}{\partial k} \delta(k - k'), \quad \langle \phi_{c,k} | \hat{X} | w_{v,j} \rangle = d^*_j c(k),
\end{align*}
\]

we can rewrite the previous Schrödinger equation as follows
\[
\begin{align*}
    i\hbar \frac{\partial}{\partial t} &\left( a_c(k,t) | \Phi_c(k,t) \rangle \right) = \mathcal{E}_c(k) a_c(k,t) | \Phi_c(k,t) \rangle + (E_{\text{cl}}(t) + \hat{E}(t)) \sum_j d^*_j c(k) a_j(t) | \Phi_{v,j}(t) \rangle \\
    &\quad + i\hbar e \left( E_{\text{cl}}(t) + \hat{E}(t) \right) \frac{\partial}{\partial k} \left( a_c(k,t) | \Phi_c(k,t) \rangle \right),
\end{align*}
\]

which has an homogeneous and an inhomogeneous part. Since this kind of differential equations can be written as a linear combination of the solution to the homogeneous equation, and a particular solution to the inhomogeneous, we first consider the former
\[
\begin{align*}
    i\hbar \frac{\partial}{\partial t} &\left( a_c(k,t) | \Phi_c(k,t) \rangle \right) = \mathcal{E}_c(k) a_c(k,t) | \Phi_c(k,t) \rangle + i\hbar e E_{\text{cl}}(t) \frac{\partial}{\partial k} \left( a_c(k,t) | \Phi_c(k,t) \rangle \right) \\
    &\quad + i\hbar e \hat{E}(t) \left( \frac{\partial}{\partial k} \left( a_c(k,t) | \Phi_c(k,t) \rangle \right) \right).
\end{align*}
\]

In the above equation, at the right hand side, we distinguish three different terms. The first one introduces the energy of an electron that is in the conduction band with crystal momentum k; the second describes the influence of the average value of the field on the electron’s trajectory; finally, the third one characterizes the quantum fluctuations. Moreover, when applying the chain rule to the derivative in this last term, we get two contributions: one that introduces the backaction of the electron’s trajectory in the quantum optical state of the field, while the second governs the backaction of the quantum optical perturbations in the semiclassical trajectories. In the following, and in agreement with Ref. [60], we work under the assumption that the electron trajectories do not get affected by the quantum optical fluctuations, such that we omit the last term we have just described. Thus, the Schrödinger equation we are going to study becomes
\[
\begin{align*}
    i\hbar \frac{\partial}{\partial t} &\left( a_c(k,t) | \Phi_c(k,t) \rangle \right) = \mathcal{E}_c(k) a_c(k,t) | \Phi_c(k,t) \rangle + i\hbar e E_{\text{cl}}(t) \frac{\partial}{\partial k} \left( a_c(k,t) | \Phi_c(k,t) \rangle \right) \\
    &\quad + i\hbar e \hat{E}(t) \left( \frac{\partial a_c(k,t)}{\partial k} \right) | \Phi_c(k,t) \rangle.
\end{align*}
\]

\[\text{(B5)}\]
At this point, we consider a change from the crystal momentum frame \( k \) to the canonical momentum \( p = k + \xi A(t) \), where \( A(t) \) is the field’s vector potential given by \( E_0(t) = (-1/c) \partial A(t)/\partial t \). We note that the canonical momentum \( p \) is defined in the Brillouin zone shifted by \( A(t) \), i.e., \( BZ = BZ - A(t) \). By implementing this change, we can write the above equation in terms of total derivatives with respect to time

\[
i\hbar \frac{d}{dt} \left( a_c(p, t) |\Phi_c(p, t)\rangle \right) = E_c(k) a_c(p, t) |\Phi_c(p, t)\rangle + i\hbar \hat{E}(t) \left( \frac{\partial}{\partial k} a_c(p, t) \right) |\Phi_c(p, t)\rangle,
\]

and which we write as the sum of two contributions

\[
\left[ i\hbar \frac{da_c(p, t)}{dt} - E_c(p) a_c(p, t) \right] |\Phi_c(p, t)\rangle + \left[ i\hbar \frac{d|\Phi_c(p, t)\rangle}{dt} a_c(p, t) - i\hbar \hat{E}(t) \left( \frac{\partial}{\partial p} a_c(p, t) \right) |\Phi_c(p, t)\rangle \right] = 0.
\]

In order to solve this differential equation, we first look for an \( a_c(p, t) \) that makes the first bracket term equal to zero, i.e., we first solve the following differential equation

\[
i\hbar \frac{da_c(p, t)}{dt} - E_c(p) a_c(p, t) = 0,
\]

whose solution we easily find to be

\[
a_c(p, t) = a_c(p, t_0) \exp \left[ -\frac{i}{\hbar} \int_{t_0}^{t} \mathrm{d}\tau E_c \left( p - \frac{e}{c} A(\tau) \right) \right] = a_c(p, t_0) e^{-iS(p,t,t_0)/\hbar},
\]

and whose partial derivative with respect to \( p \) is given by

\[
i\hbar \frac{\partial a_c(p, t)}{\partial p} = a_c(p, t) \Delta r(p, t, t_0),
\]

where \( \Delta r(p, t, t_0) \) is the displacement performed by the electron within the conduction band from \( t_0 \) to \( t \), and which is given by

\[
\Delta r(p, t, t_0) = \int_{t_0}^{t} \mathrm{d}\tau \frac{\partial}{\partial p} E_c \left( p - \frac{e}{c} A(\tau) \right).
\]

We now introduce this result in Eq. (B7) to find

\[
i\hbar \frac{d|\Phi_c(p, t)\rangle}{dt} = e\hat{E}(t) \Delta r(p, t, t_0) |\Phi_c(p, t)\rangle,
\]

whose right hand side is given as a linear combination of creation and annihilation operators acting on all field modes, but where we do not have any sort of interaction between the field modes. Thus, a solution to this differential equation can be written as [62, 65]

\[
|\Phi_c(p, t)\rangle = \hat{D} \left( \delta(p, t, t_0) \right) |\Phi_c(p, t_0)\rangle = \prod_k e^{i\varphi_k} \hat{D} \left( \delta_k(p, t, t_0) \right) |\Phi_c(p, t_0)\rangle,
\]

where \( \varphi_k(p, t) \) is a phase prefactor appearing due to the introduction of the Baker-Campbell-Hausdorff (BCH) formula [74, 75], and where \( \delta_k(p, t, t_0) \) is given by

\[
\delta_k(p, t, t_0) = -\frac{e}{\hbar} \sqrt{\frac{\hbar |k|}{2\epsilon_0 V}} \int_{t_0}^{t} \mathrm{d}\tau \Delta r(p, \tau, t_0) e^{i\omega_k \tau}.
\]

Thus, from all the above we conclude that the solution to the homogeneous equation given in Eq. (B7) can be written as

\[
(a_c(p, t) |\Phi_c(p, t)\rangle)_\text{hom} = e^{-iS(p,t,t_0)/\hbar} \hat{D} \left( \delta(p, t, t_0) \right) a_c(p, t_0) |\Phi_c(p, t_0)\rangle,
\]

such that the solution to the inhomogeneous equation, under the considered approximations and with the corresponding initial state, reads

\[
a_c(p, t) |\Phi_c(p, t)\rangle = -\frac{i}{\hbar} \sum_j \int_{t_0}^{t} \mathrm{d}t_1 e^{-iS(p,t,t_1)} \hat{D} \left( \delta(p, t, t_1) \right) \left( E_{01}(t_1) + \hat{E}(t_1) \right) d_{j,c}^\ast \left( p - \frac{e}{c} A(t_1) \right) a_j(t_1) |\Phi_{e,j}(t_1)\rangle.
\]
2. Conditioning to the valence band

After studying the dynamics in the conduction band, we now turn our attention to the analysis of the valence band dynamics. With that purpose, we project Eq. (9) with respect to a Wannier state \(|w_{v,j}\rangle\) to obtain

\[ i\hbar \frac{\partial}{\partial t} (a_j(t) |\Phi_{v,j}(t)\rangle) = \langle w_{v,j}|H_{cr}|\Psi'(t)\rangle + e\left(E_{cl}(t) + \hat{E}(t)\right) \langle w_{v,j}|\hat{X}|\Psi'(t)\rangle. \]  

(B17)

In this manuscript, we work under the tight-binding approximation and consider that the electron can only hop to its nearest-neighboring sites. Thus, we write

\[ \langle w_{v,j}|H_{cr}|w_{v,j'}\rangle = -I_v \delta_{j,j'+1}, \]  

(B18)

where \(I_v < 0\) is the hopping parameter in the valence band. Furthermore, if we denote

\[ e \langle w_{v,j}|\hat{X}|w_{v,j'}\rangle = d_{j,j'}, \]  

(B19)

then we can expand the previous Schrödinger equation as

\[ i\hbar \frac{\partial}{\partial t} (a_j(t) |\Phi_{v,j}(t)\rangle) = -I_v a_{j-1}(t) |\Phi_{v,j-1}(t)\rangle - I_v a_{j+1}(t) |\Phi_{v,j+1}(t)\rangle + \left(E_{cl}(t) + \hat{E}(t)\right) \left( \sum_{j'} d_{j,j'} a_{v,j'}(t) |\Phi_{v,j}(t)\rangle + \int_{BZ} dk \ d_{j,c}(k) a_c(k,t) |\Phi_c(k,t)\rangle \right). \]  

(B20)

Note that, in all the analysis we have presented thus far, both interband and intraband transitions have been considered. By introducing the relations derived in Appendix A, we can rewrite the above equation as

\[ i\hbar \frac{\partial}{\partial t} (a_j(t) |\Phi_{v,j}(t)\rangle) = -I_v a_{j-1}(t) |\Phi_{v,j-1}(t)\rangle - I_v a_{j+1}(t) |\Phi_{v,j+1}(t)\rangle + \left(E_{cl}(t) + \hat{E}(t)\right) \left( e x_j a_{v,j}(t) |\Phi_{v,j}(t)\rangle + \int_{BZ} dk \ d_{j,c}(k) a_c(k,t) |\Phi_c(k,t)\rangle \right). \]  

(B21)

In the equation above, the second term of the right hand side has two contributions regarding the electron dynamics: one coming from the electron oscillations in the valence band, and another that accounts for the transitions to the valence band. We note that the latter is already proportional to \(eE_0 \sim 10^{-3}\) a.u., with \(E_0\) the field’s amplitude, which makes the whole term to be proportional to \((eE_0)^2\). Therefore, using this quantity as a perturbation parameter, we then write

\[ a_j(t) |\Phi_{v,j}(t)\rangle = a_j^{(0)} |\Phi_{v,j}^{(0)}(t)\rangle + a_j^{(1)} |\Phi_{v,j}^{(1)}(t)\rangle, \]  

(B22)

where the superscript represents the perturbation order. We now proceed to evaluate each of the perturbation orders separately.

\[ a. \ \text{Analysis of the zeroth order term} \]

The differential equation governing the dynamics of the zeroth order term is given by

\[ i\hbar \frac{\partial}{\partial t} (a_j^{(0)}(t) |\Phi_{v,j}^{(0)}(t)\rangle) = -I_v a_j^{(0)}(t) |\Phi_{v,j-1}^{(0)}(t)\rangle - I_v a_j^{(0)}(t) |\Phi_{v,j+1}^{(0)}(t)\rangle + e \left(E_{cl}(t) + \hat{E}(t)\right) x_j a_{v,j}^{(0)}(t) |\Phi_{v,j}^{(0)}(t)\rangle, \]  

(B23)

and, in order to solve it, we perform a discrete Fourier transform over the site label \(j\), by multiplying the whole equation by \(e^{-iqj}\) and summing over all the sites \(j\). Thus, if we define

\[ a_q(t) |\Phi_{v,q}(t)\rangle = \sum_j a_j(t) |\phi_{v,j}(t)\rangle e^{-iqj}, \]  

(B24)

we then have the following:
for the time-derivative at the left hand side, we can write
\[ \sum_j \frac{\partial}{\partial t} \left( a_j(t) | \Phi_{v,j}(t) \right) e^{-iqj} = \frac{\partial}{\partial t} \left( \sum_j a_j(t) | \Phi_{v,j}(t) \right) e^{-iqj} = \frac{\partial}{\partial t} \left( a_q(t) | \Phi_{v,q}(t) \right); \] (B25)

for the hopping term at the left hand side, we find
\[ -I_v \sum_j \left( a_{j-1}(t) | \Phi_{v,j-1}(t) \right) e^{-iqj} + a_{j+1}(t) | \Phi_{v,j+1}(t) \right) e^{-iqj} = -I_v \left( a_q(t) | \Phi_{v,q}(t) \right) e^{iq} + a_q(t) | \Phi_{v,q}(t) \right) e^{-iq} \]
\[ = -2I_v \cos(q) a_q(t) | \Phi_{v,q}(t) \]; (B26)

finally, for the last term involving the interaction with the electromagnetic field, we get
\[ \sum_j x_j a_j(t) | \Phi_{v,j}(t) \right) e^{-iqj} = i\hbar \sum_j \left( -ij \right) a_j(t) | \Phi_{v,j}(t) \right) e^{-iqj} = i\hbar \partial_q \left( a_q(t) | \Phi_{v,q}(t) \right). \] (B27)

With all the above, the Schrödinger equation for the zeroth order term in the reciprocal space reads
\[ i\hbar \frac{\partial}{\partial t} \left( a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) = -2I_v \cos(q) a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) + i\hbar \left( E_{cl}(t) + \hat{E}(t) \right) \frac{\partial}{\partial q} \left( a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) \right), \] (B28)

which has a similar form to that obtained for the conduction band analysis, although within a different context. In particular, the first term at the right hand side corresponds to the energy associated to an electron that is located in the qth site of the reciprocal lattice, while the second term introduces the effects of the average field on the trajectories that the electron can follow in the reciprocal space, together with the associated quantum optical fluctuations. Introducing here a similar approximation to that of the conduction band Schrödinger equation regarding the influence of the quantum fluctuations on the semiclassical trajectories, we approximate the previous differential equation by
\[ i\hbar \frac{\partial}{\partial t} \left( a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) = -2I_v \cos(q) a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) + i\hbar \left( E_{cl}(t) + \hat{E}(t) \right) \frac{\partial}{\partial q} \left( a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) \right), \] (B29)

We now move to a displaced frame of reference by performing the change of variables \( q = \tilde{q} - \frac{ea}{\hbar c} A(t) \), with \( A(t) \) the field’s vector potential, which allows us to define total derivatives with respect to time. With all the above, we can write our differential equation as a sum of two contributions
\[ \left[ i\hbar \frac{\partial}{\partial \tilde{q}} \left( a_q^{(0)}(t) | \Phi_{v,q}^{(0)}(t) \right) + 2I_v \cos \left( \tilde{q} - \frac{ea}{\hbar c} A(t) \right) a_q^{(0)}(t) \right) \right] = 0, \] (B30)

which we proceed to solve similarly as to the one obtained in the conduction band analysis: we first look for an \( a_q^{(0)}(t) \) that makes the first term between brackets equal to zero, and in second place we introduce the obtained result in the differential equation. Thus, we first study the following differential equation
\[ i\hbar \frac{\partial}{\partial \tilde{q}} \left( a_q^{(0)}(t) \right) + 2I_v \cos \left( \tilde{q} - \frac{ea}{\hbar c} A(t) \right) a_q^{(0)}(t) = 0, \] (B31)

whose solution we easily find to be
\[ a_q^{(0)}(t) = a_q^{(0)}(t_0) \exp \left[ i \frac{\hbar}{2I_v} \int_{t_0}^t d\tau \cos \left( \tilde{q} - \frac{ea}{\hbar c} A(\tau) \right) \right] = a_q^{(0)}(t_0)e^{\pm S(\tilde{q},t,t_0),} \] (B32)

and whose partial derivative with respect to \( \tilde{q} \) is given by
\[ \frac{\partial a_q^{(0)}(t)}{\partial \tilde{q}} = -i \frac{\hbar}{2I_v} \left( \int_{t_0}^t d\tau \sin \left( \tilde{q} - \frac{ea}{\hbar c} A(\tau) \right) \right) a_q^{(0)}(t). \] (B33)

We remark that the equation presented in Eq. (B31) describes the propagation of the electron in the reciprocal lattice under the influence of an electromagnetic field. Therefore, and similarly to what we got in the conduction band
analysis, the electron acquires a phase which depends on the energy that it has acquired during its displacement, and whose derivative with respect to \( \tilde{q} \) leads to the total displacement performed in the reciprocal space, i.e.

\[
\Delta \tilde{r}(\tilde{q}, t, t_0) = \frac{I_v}{\hbar} \int_{t_0}^{t} d\tau \sin \left( \tilde{q} - \frac{e a}{\hbar c} A(\tau) \right). \tag{B34}
\]

Introducing the above results in Eq. (B30), we get the following differential equation describing the quantum optical behavior

\[
\frac{d}{dt} \left[ \Phi_{v, \tilde{q}}^{(0)}(t) \right] - 2 \frac{e a}{\hbar} \Delta \tilde{r}(t)(\tilde{q}, t, t_0) \left[ \Phi_{v, \tilde{q}}^{(0)}(t) \right] = 0, \tag{B35}
\]

which is a linear combination of creation and annihilation operators, that can be solved by means of

\[
\left| \Phi_{v, \tilde{q}}^{(0)}(t) \right\rangle = D(\delta(\tilde{q}, t, t_0)) \left| \Phi_{v, \tilde{q}}^{(0)}(t_0) \right\rangle,
\]

where \( \varphi_\mathbf{k}(\tilde{q}, t) \) is the corresponding BCH prefactor, and where \( \delta_\mathbf{k}(\tilde{q}, t, t_0) \) is given by

\[
\delta_\mathbf{k}(\tilde{q}, t, t_0) = -2 \frac{e a}{\hbar c} \sqrt{\frac{\hbar c |\mathbf{k}|}{2\epsilon_0 V}} \int_{t_0}^{t} d\tau \Delta \tilde{r}(\tilde{q}, \tau, t_0) e^{i\omega_\mathbf{k}\tau}. \tag{B37}
\]

Thus, in the reciprocal space, the solution to the zeroth order term part of the differential equation is given by

\[
a_{\tilde{q}}^{(0)}(t) \left| \Phi_{v, \tilde{q}}^{(0)}(t) \right\rangle = e^{\frac{i}{\hbar} \sum_{\mathbf{k}} (\mathbf{q} \cdot \mathbf{v} + \mathbf{k} \cdot \tilde{\mathbf{r}})} D(\delta(\tilde{q}, t, t_0)) a_{\tilde{q}}(t_0) \left| \Phi_{v, \tilde{q}}^{(0)}(t_0) \right\rangle,
\]

and we can transform back to the real space frame by doing the inverse Fourier transform, i.e

\[
a_{\tilde{q}}^{(0)}(t) \left| \Phi_{v, \tilde{q}}^{(0)}(t) \right\rangle = \sum_{\mathbf{q}} e^{i\mathbf{q} \cdot \mathbf{j}} a_{\tilde{q}}^{(0)}(t) \left| \Phi_{v, \tilde{q}}^{(0)}(t) \right\rangle,
\]

such that, having in mind that the initial condition in reciprocal space can be written as

\[
a_{\tilde{q}}^{(0)}(t) \left| \Phi_{v, \tilde{q}}^{(0)}(t) \right\rangle = e^{-i\mathbf{q}\cdot\mathbf{0}} \otimes \left| \mathbf{0}_k \right\rangle,
\]

we get that the solution to the zeroth order part of the differential equation is given by

\[
a_{\tilde{q}}^{(0)}(t) \left| \Phi_{v, \tilde{q}}^{(0)}(t) \right\rangle = \sum_{\mathbf{q}} e^{i\mathbf{q}(\mathbf{j} - \mathbf{0})} e^{\frac{i}{\hbar} \sum_{\mathbf{k}} (\mathbf{q} \cdot \mathbf{v} + \mathbf{k} \cdot \tilde{\mathbf{r}})} D(\delta(\tilde{q}, t, t_0)) a_{\tilde{q}}(t_0) \otimes \left| \mathbf{0}_k \right\rangle. \tag{B41}
\]

### b. Analysis of the first order term

We now focus on the characterization of the first order perturbation theory equation, which is given by

\[
\frac{i\hbar}{\partial t} \left( a_{\mathbf{j}}^{(1)}(t) \left| \Phi_{v, \mathbf{j}}^{(1)}(t) \right\rangle \right) = -I_v a_{\mathbf{j} - 1}^{(1)}(t) \left| \Phi_{v, \mathbf{j} - 1}^{(1)}(t) \right\rangle - I_v a_{\mathbf{j} + 1}^{(1)}(t) \left| \Phi_{v, \mathbf{j} + 1}^{(1)}(t) \right\rangle
\]

\[
+ (E_{\mathbf{cl}}(t) + E(t)) \left( d_{\mathbf{j}, \mathbf{j}} a_{\mathbf{j}}^{(1)}(t) \left| \Phi_{v, \mathbf{j}}^{(1)}(t) \right\rangle + \int_{BZ} dk \ d_{\mathbf{j}, \mathbf{k}} a_{\mathbf{k}}(k) a_{\mathbf{k}}(k,t) \left| \Phi_{\mathbf{k}}(k,t) \right\rangle \right), \tag{B42}
\]

and by performing a discrete Fourier transform, similarly to what we did with the zeroth order term, we get

\[
\frac{i\hbar}{\partial t} \left( a_{\tilde{q}}^{(1)}(t) \left| \Phi_{v, \tilde{q}}^{(1)}(t) \right\rangle \right) = -\frac{I_v}{\hbar} c \sin (q \tilde{r}) a_{\tilde{q}}^{(1)}(t) \left| \Phi_{v, \tilde{q}}^{(1)}(t) \right\rangle + i e a (E(t) + E_{\mathbf{cl}}(t)) \frac{\partial}{\partial \tilde{q}} \left( a_{\tilde{q}}^{(1)}(t) \left| \Phi_{v, \tilde{q}}^{(1)}(t) \right\rangle \right)
\]

\[
+ (E(t) + E_{\mathbf{cl}}(t)) \sum_{\mathbf{j}} e^{-i\mathbf{q} \cdot \mathbf{j}} \int_{BZ} dk \ d_{\mathbf{j}, \mathbf{k}} a_{\mathbf{k}}(k) a_{\mathbf{k}}(k,t) \left| \Phi_{\mathbf{k}}(k,t) \right\rangle, \tag{B43}
\]
where we distinguish between an homogeneous and an inhomogeneous part. The homogeneous part of the equation essentially corresponds to the zeroth order term we studied before prior to the introduction of some approximations. Thus, by taking them into account as well as the initial condition, we get that the solution to this differential equation is given by
\[
a_j(t) \left| \Phi_{v,j}(t) \right| = \frac{1}{\hbar} \sum_{q,j',j''} \int_{t_0}^{t} dt_2 \int_{\mathbb{B}^2} dp \int_{t_0}^{t_2} dt_1 e^{i q (j-j')} e^{2 i \frac{\hbar}{\mu} A(t), t_2} D \left( \delta (q - \frac{e}{\hbar} A(t), t, t_2) \right) (E(t_2) + E_{cl}(t_2)) 
\times d_{j',c} \left( p - \frac{e}{\hbar} A(t_2) \right) e^{-i S(p,t_2,t_1)} \tilde{D} \left( \delta (p, t_2, t_1) \right) (E(t_1) + E_{cl}(t_1)) d_{j'',c} \left( p - \frac{e}{\hbar} A(t_1) \right) a_{j'',v}(0) (t_1) e^{-i q_{0}(0)} (t_1),
\]
where we have further undone the discrete Fourier transform.

C. Numerical analysis

Most of the numerical effort has been put in the computation of the probability amplitudes shown in Eqs. (37) and (38). In particular, the majority of the computation time was spent in calculating the triple integration that appear in these equations. Here, the implementation we have used is done in Python, and can be found in Ref. [99]. We now present the expression of the integrands as we have implemented them numerically, and discuss how the integrals were performed.

1. Implementation of the probability amplitude in Eq. (37)

As mentioned in the text, Eq. (37) corresponds to the probability amplitude of a process where a photon of frequency \( \omega_k \) is generated at the recombination time \( t_1 \). In order to implement this expression numerically, we first write the transition matrix elements \( d_{j,c}(k) \) as
\[
d_{j,c}(k) = \tilde{w}_{v} e^{i k x_j} d_{v,c},
\]
according to what we discussed in Appendix A. However, we have considered a further approximation, and is to neglect the dependence with the crystal momentum \( k \) in \( d_{v,c} \), following [23] (see the Supplementary Material of the paper), by setting \( k = 0 \). In this case, the Kane parameter lies in the range \( \epsilon_{p,x} = 0.248 \rightarrow 0.355 \). In our numerical implementation, we set it to 0.3.

Thus, under the above approximation, Eq. (37) reads (omitting the \( a(k) \) dependance)
\[
\mathcal{P}^{(1)}(j, 1_k, t) = \sum_{j'} |\tilde{w}_{v}|^2 |d_{v,c}|^2 \int_{t_0}^{t} dt_2 \int_{\mathbb{B}^2} dp \int_{t_0}^{t_2} dt_1 e^{i\omega_k t_2} e^{i(p - \frac{e}{\hbar} A(t_2)) x_j} e^{-i S(p,t_2,t_1)} E_{cl}(t_1) e^{-i(p - \frac{e}{\hbar} A(t_1)) x_j} a_{j}(0) (t_1),
\]
where we have that
\[
S(p, t_1, t_2) = \int_{t_1}^{t_2} d\tau E_c \left( p - \frac{e}{\hbar} A(\tau) \right) = \int_{t_1}^{t_2} d\tau \left[ E_c' - 2 I_c \cos \left( \left( p - \frac{e}{\hbar} A(\tau) \right) a \right) \right],
\]
and for the probability amplitude of an electron being in the Wannier site \( j \) of the valence band
\[
a_j(t) = \sum_q e^{i q (j-j_n)} \exp \left[ \frac{i}{\hbar} 2 I_c \int_{t_0}^{t} d\tau \cos \left( \frac{e}{\hbar} A(\tau) \right) \right].
\]

In all our analysis, we consider the vector potential to have a sinusoidal squared envelope, i.e., we work with
\[
A(t) = A_0 \sin^2 \left( \frac{\omega_{k_0}}{2 n_{cyc}} t \right) \sin(\omega t),
\]
where \( n_{cyc} \) represents the number of cycles. Thus, one of the main problems in computing Eqs. (C3) and (C4) is that there is no trivial exact analytical expression for the integral of the cosine function with the vector potential inside. A clear exception is the case of a monochromatic field, for which these integrals can be written as an expansion in terms of Bessel functions.
Thus, with the aim of writing an analytical expression for these integrals, we first expand the corresponding sinusoidal function as (we use here the integral in Eq. (C3) without loss of generality)

\[
\int_{t_1}^{t_2} d\tau \cos \left( p a - \frac{e a}{c} A(\tau) \right) = \cos(pa) \int_{t_1}^{t_2} d\tau \cos \left( \frac{e a}{c} A(\tau) \right) + \sin(pa) \int_{t_1}^{t_2} d\tau \sin \left( \frac{e a}{c} A(\tau) \right)
\]

\[= \cos(pa)f_1(t_2, t_1) - \sin(pa)f_2(t_2, t_1), \tag{C6}\]

where we have defined

\[
f_1(t_2, t_1) = \int_{t_1}^{t_2} d\tau \cos \left( \frac{e a}{c} A(\tau) \right),
\]

\[
f_2(t_2, t_1) = \int_{t_1}^{t_2} d\tau \sin \left( \frac{e a}{c} A(\tau) \right),
\]

and we now expand both integrands in Taylor series up to fifth order, which provides a good convergence for the range of values \(A(t)\) can have. Thus, we work with

\[
f_1(t_2, t_1) \approx \int_{t_1}^{t_2} d\tau \left( 1 - \frac{\left( \frac{e a}{c} A(\tau) \right)^2}{2!} + \frac{\left( \frac{e a}{c} A(\tau) \right)^4}{4!} \right),
\]

\[
f_2(t_2, t_1) \approx \int_{t_1}^{t_2} d\tau \left( \frac{e a}{c} A(\tau) - \frac{\left( \frac{e a}{c} A(\tau) \right)^3}{3!} + \frac{\left( \frac{e a}{c} A(\tau) \right)^5}{5!} \right). \tag{C8}\]

Another approximation we did is to limit the values of \(q\) appearing in Eq. (C4) to just a few. Specifically, we set \(q \in [-100, 100]\), which leads to good convergence. We have to note here that smaller ranges already lead to good convergence, but we went further beyond into that limit to be safe. However, in our implementation this does not impose an important bottleneck since the calculation of \(a_j'(t)\) is performed in a vectorized manner.

With all the above, the triple integration in Eq. (C2) was done in two steps:

1. In the first step, we fix \(j\) and compute the integrals for momentum and the excitation time \(t_1\). We do this for each value of \(j'\) separately, where for the \(\Gamma - A\) band of ZnO we can take the first fifteen values of \(j'\) to get good convergence. These integrals have been performed simultaneously by using the \texttt{quad} function of the Scipy Python package \cite{100}. For each value of \(j'\), the integral was evaluated in a single 2 GHz-CPU core, and the same process has been performed in parallel for four different values of \(j'\) (each in a CPU core). Each of these single evaluations take around 4 hours in the employed machine, and have been done for three different values of \(j\).

2. In the second step, once all the integrals have already been computed for three different values of \(j\) and fifteen different values of \(j'\), we sum all the results up and perform an interpolation in time of the obtained function, using the \texttt{interp1d} function of the Scipy package. Then, we perform the last integral which corresponds to a Fourier transform by using the \texttt{quad} function of the aforementioned Python package. This approach leads to Fig. (3) (a) in the main text. This last computation has been performed in a Macbook Air M1 (2020) with 8 CPU cores, considering a total of 150 frequencies, and takes around 1 minute.

2. Implementation of the probability amplitude in Eq. (38)

In this case, Eq. (38) represents the probability amplitude of a process where a photon of frequency \(\omega_k\) is generated at the ionization time \(t_2\), due to vacuum fluctuations. By using Eq. (C1), we can write this probability amplitude as

\[
P^{(2)}(j, 1_k, t) = \sum_{j'} |\tilde{w}_{j'}|^2 |d_{j'c}|^2 \int_{t_0}^{t} dt_2 \int_{\text{BZ}} dp \int_{t_0}^{t_2} dt_1 E_1(t_2) e^{i(p - z A(t_2))} e^{\frac{i}{\hbar} S(p, t_2, t_1)} e^{i\omega_k t_1} e^{-i(p - z A(t_1)) x_j, a_{j'}(0)}(t_1).
\]

The main problem regarding the evaluation of these integrals is that, in general, we are interested on how does this quantity change for different frequency terms. This implies changing the frequency \(\omega_k\) depending on the particular case we are interested in. While in Eq. (C2) the associated integral appears as the last one, which allows us to first compute the two inner integrals (either numerically, via the saddle-point approximation or an hybrid approach) and compute the last one using an interpolated approach, in the present case it appears as the inner one. Thus, in order
to follow a similar approach to the one we have been using, we perform a change in the ordering of the integration variables \( t_2 \) and \( t_1 \). For this, we note that integrals over \( p \) and \( t_1 \) are independent and therefore commute.

According to the integration limits, \( t_2 \in [t_0,T] \), where \( T \) in our case is the end of the pulse. On the other hand, for the other time integration variable we have \( t_1 \in [t_0,t_2] \). Having in mind that the integrand is well-behaved, we can swap these two integrals by simply changing the integration limits in each of them properly. In particular, we would have

\[
t_1 \in [t_0,T] \quad \text{and} \quad t_2 \in [t_2,T],
\]

and our integral can be written as

\[
\mathcal{P}^{(2)}(j,1,\mathbf{k},t) = \sum_{j'} |\tilde{w}_{v_c}|^2 |d_{vc}|^2 \int_{t_0}^{t} dt_1 e^{i\omega_k t_1} \int_{t_1}^{T} dt_2 \int_{\text{BZ}} dp \ E_{cl}(t_2) e^{ip \cdot \mathbf{x}} e^{-\frac{i}{\hbar}S(p,t_2,t_1)} e^{-i(p-\frac{\mathbf{k}}{\hbar} A(t_1))x} a_j^{(0)}(t_1).
\]

The way we evaluate these integrals is rather similar to the one presented in the previous subsection. However, instead of using the \texttt{nquad} function for computing the first two integrals, we use instead a trapezoidal technique for computing the integral in momentum, while for the one over the recombination time \( t_2 \) we employed the \texttt{quad} function. The reason of this change is that \texttt{nquad} does only admit integration limits which are fixed, and in this case the integration limits of the momentum integral depend on the recombination time via the dependence in time of the shifted Brillouin zone.

### 3. Evaluation of the harmonic spectrum

Finally, the evaluation of the semiclassical spectrum can be performed straightforwardly with the data obtained when computing the previous two integrals. According to Ref. [27], the time-dependent dipole moment can be written as

\[
d(t) \propto \sum_{j,j'} |\tilde{w}_{v_c}|^2 |d_{vc}|^2 \int_{t_0}^{T} dt_1 e^{i\omega_k t_1} \int_{t_1}^{T} dt_2 \int_{\text{BZ}} dp \ (a_j^{(0)}(t_2))^* E_{cl}(t_2) e^{ip \cdot \mathbf{x}} e^{-\frac{i}{\hbar}S(p,t_2,t_1)} e^{-i(p-\frac{\mathbf{k}}{\hbar} A(t_1))x} a_j^{(0)}(t_1) + \text{c.c.},
\]

where the first two integrals are the ones computed in Eq. (C2). Thus, the only difference with respect to the calculation of \( \mathcal{P}^{(1)}(j,1,\mathbf{k},t) \) is in how the second step of the integrals computation is performed, since now there is an extra \((a_j^{(0)}(t_2))^*\) dependence.

### D. Evaluating the action of the electric field operators acting at different times

As presented in the main text, the HHG component of the state can be written as

\[
|\Psi_{\text{HHG}}(t)\rangle \approx \sum_{j,j'} \int_{t_0}^{t} dt_1 \int_{\text{BZ}} dp \int_{t_0}^{t_2} dt_2 \hat{E}(t_2) d_{j',c} \left( p - \frac{\mathbf{c}}{\hbar} A(t_2) \right) e^{-\frac{i}{\hbar}S(p,t_2,t_1)} \hat{E}(t_1) d_{j,c} \left( p - \frac{\mathbf{c}}{\hbar} A(t_1) \right) |\hat{a}_j^{(0)}(t_1)\rangle \otimes |0_k\rangle \langle w_{v,j}|,
\]

where we have the evaluation of two electric field operators acting at two different times, in particular at the excitation time \( t_1 \) and at the recombination time \( t_2 \). Given the expression of the electric field operator in Eq. (7), in our case we have to evaluate

\[
\hat{E}(t_2) \hat{E}(t_1) = - \sum_{\mathbf{k},\mathbf{k}'} \hat{E}_{\mathbf{k}}(t_2) \hat{E}_{\mathbf{k}'}(t_1)
= - \sum_{\mathbf{k},\mathbf{k}'} g(\mathbf{k}) g(\mathbf{k'}) (\hat{a}_{\mathbf{k}} e^{i\omega_k t_2} - \hat{a}_{\mathbf{k}} e^{-i\omega_k t_2}) (\hat{a}_{\mathbf{k}'} e^{i\omega_{k'} t_1} - \hat{a}_{\mathbf{k}'} e^{-i\omega_{k'} t_1}),
\]

over the initial quantum optical state of the system. Here, we have defined \( g(\mathbf{k}) = \sqrt{\hbar c |\mathbf{k}|/(2\epsilon_0 V)} \). In the following, we proceed to study how all possible combinations of the form \( \hat{E}_{\mathbf{k}}(t_2) \hat{E}_{\mathbf{k}'}(t_1) \) affect the initial quantum optical state of the system.
1. Fundamental-fundamental term

Here, we are going to evaluate the action of \( \hat{E}_{k_L}(t_2) \hat{E}_{k_L}(t_1) \) over the initial coherent state of our system \( |\alpha\rangle \). In order to do so, we take into account the following property of the displacement operator

\[
D^\dagger(\alpha) \hat{E}_{k_L}(t) D(\alpha) = E_{cl}(t) + \hat{E}_{k_L}(t),
\]

such that its action over \( |\alpha\rangle \) leads to

\[
\hat{E}_{k_L}(t_2) \hat{E}_{k_L}(t_1) |\alpha\rangle \{0\}_{\text{HH}} = D(\alpha) \left( E_{cl}(t_2) + \hat{E}_{k_L}(t_2) \right) \left( E_{cl}(t_1) + \hat{E}_{k_L}(t_1) \right) |\alpha\rangle \{0\}_{\text{HH}}
= (E_{cl}(t_2) E_{cl}(t_1) |\alpha\rangle + g(k_L) e^{i\omega_k t_2} E_{cl}(t_1) D(\alpha) |1\rangle + g(k_L) E_{cl}(t_2) e^{i\omega_k t_1} D(\alpha) |1\rangle
+ \sqrt{2} g(k_L)^2 e^{i\omega_k (t_1 + t_2)} D(\alpha) |2\rangle - g(k_L)^2 e^{-i\omega_k (t_1 - t_2)} |\alpha\rangle \{0\}_{k \neq k'}.
\]

In the calculations we perform in the main text, we neglect terms that are of second order with respect to \( g(k) \). Therefore, under this approximation we write the action of both electric field operator components as

\[
\hat{E}_{k_L}(t_2) \hat{E}_{k_L}(t_1) |\alpha\rangle \{0\}_{\text{HH}} \approx (E_{cl}(t_2) E_{cl}(t_1) |\alpha\rangle + g(k_L) e^{i\omega_k t_2} E_{cl}(t_1) D(\alpha) |1\rangle
+ g(k_L) E_{cl}(t_2) e^{i\omega_k t_1} D(\alpha) |1\rangle) \{0\}_{k \neq k'}.
\]

2. Fundamental-harmonic correlator

Here, we are going to evaluate the action of \( \hat{E}_{k_L}(t_2) \hat{E}_{k}(t_1) \), where \( k \neq k_L \), over the initial state of the system. We get

\[
\hat{E}_{k_L}(t_2) \hat{E}_{k}(t_1) |\alpha\rangle \{0\}_{\text{HH}} = D(\alpha) \left( E_{cl}(t_2) + \hat{E}_{k_L}(t_2) \right) \left( E_{cl}(t_1) + \hat{E}_{k}(t_1) \right) |\alpha\rangle \{0\}_{\text{HH}}
= \left( g(k) E_{cl}(t_2) e^{i\omega_k t_1} |\alpha\rangle \{1\}_k \right) + \left( g(k) g(k_L) e^{i(\omega_k - \omega_{k_L}) t_2 + \omega_{k_L} t_1} D(\alpha) \{1\}_{k_L} \{1\}_{k'} \right) \{0\}_{k' \neq k_L,k}.
\]

and neglecting terms of second order with respect to \( g(k) \), the previous expression leads to

\[
\hat{E}_{k_L}(t_2) \hat{E}_{k}(t_1) |\alpha\rangle \{0\}_{\text{HH}} \approx g(k) E_{cl}(t_2) e^{i\omega_k t_1} |\alpha\rangle \{1\}_k \{0\}_{k' \neq k_L,k}.
\]

We note that one can easily obtain the term where the field acts over \( k_L \) at \( t_1 \) and over mode \( k \) at \( t_2 \) just by interchanging \( t_1 \leftrightarrow t_2 \).

3. (Different) Harmonic-harmonic correlator

Here, we are going to evaluate the action of the electric field operators defined over two different harmonic modes \( k \neq k' \), that is,

\[
\hat{E}_k(t_2) \hat{E}_{k'}(t_1) |\alpha\rangle \{0\}_{\text{HH}} = g(k) g(k') e^{i(\omega_k t_2 + \omega_{k'} t_1)} |\alpha\rangle \{1\}_k \{1\}_{k'} \{0\}_{k' \neq k_L,k,k'}.
\]

We observe that this term introduces processes where a photon of frequency \( \omega_k \) is generated under the recombination process at time \( t_2 \), while a photon of frequency \( \omega_{k'} \) is generated in the excitation process at \( t_1 \) due to the vacuum fluctuations. However, since this term is proportional to a second order term in \( g(k) \), we neglect it in our analysis.

4. (Equal) Harmonic-harmonic correlator

Lastly, we consider the scenario where the electric field operators act over the same mode \( k \). We thus get

\[
\hat{E}_k(t_2) \hat{E}_k(t_1) |\alpha\rangle \{0\}_{\text{HH}} = g(k)^2 (\sqrt{2} e^{i\omega_k (t_1 + t_2)} |2_k\rangle + e^{-i\omega_k (t_2 - t_1)} |0_k\rangle) |\alpha\rangle \{0\}_{k' \neq k_L,k,k}.
\]

In this case, we have a similar scenario to the one presented before where a photon of frequency \( \omega_k \) is generated either at the excitation or recombination processes, so we find two photons of that frequency. On the other hand,
we also have the situation where a photon is generated in the excitation process, but it is afterwards eliminated in the recombination step. However, since these terms are proportional to \(g(k)^2\), we neglect them in the main text.

Finally, after introducing these operations in the final HHG quantum state, and by further neglecting the second order terms in \(g(k)\), we get

\[
|\Psi_{\text{HHG}}(t)\rangle \approx \sum_{q,j,j',j''} e^{iq(j-j')} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 e^{-i\mathcal{H}(q,t,t_2)} d_{j',c} \left( p - \frac{e}{c} A(t_2) \right) \\
\times e^{-i\mathcal{H}(p,t,t_1)} d_{j'',c} \left( p - \frac{e}{c} A(t_1) \right) a^{(0)}_{j''}(t_1) E_{cl}(t_2) E_{cl}(t_1) |\alpha\rangle |\{0\}_{k_{\text{HH}}}\rangle \langle 0_{j'} | (D10)
\]

\[
+ \sum_{q,j,j',j''} g(k_L) e^{iq(j-j')} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 e^{-i\mathcal{H}(q,t,t_2)} e^{i\omega_{k}t_2} d_{j',c} \left( p - \frac{e}{c} A(t_2) \right) \\
\times e^{-i\mathcal{H}(p,t,t_1)} E_{cl}(t_1) d_{j'',c} \left( p - \frac{e}{c} A(t_1) \right) a^{(0)}_{j''}(t_1) D(\alpha) |1_{k_L}\rangle \langle 0_{k_{\text{HH}}} | (D11)
\]

\[
+ \sum_{k,q,j,j',j''} g(k) e^{iq(j-j')} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 e^{-i\mathcal{H}(q,t,t_2)} e^{i\omega_{k}t_2} d_{j',c} \left( p - \frac{e}{c} A(t_2) \right) \\
\times e^{-i\mathcal{H}(p,t,t_1)} E_{cl}(t_1) d_{j'',c} \left( p - \frac{e}{c} A(t_1) \right) a^{(0)}_{j''}(t_1) D(\alpha) \left| 1_{k}\right\rangle \langle 0_{k_{\text{HH}}} | (D12)
\]

\[
+ \sum_{k,q,j,j',j''} g(k) e^{iq(j-j')} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 e^{-i\mathcal{H}(q,t,t_2)} e^{i\omega_{k}t_2} d_{j',c} \left( p - \frac{e}{c} A(t_2) \right) \\
\times e^{-i\mathcal{H}(p,t,t_1)} E_{cl}(t_1) d_{j'',c} \left( p - \frac{e}{c} A(t_1) \right) a^{(0)}_{j''}(t_1) D(\alpha) \left| 1_{k}\right\rangle \langle 0_{k_{\text{HH}}} | (D13)
\]

\[
+ \sum_{k,q,j,j',j''} g(k) e^{iq(j-j')} \int_{t_0}^t dt_2 \int_{BZ} dp \int_{t_0}^{t_2} dt_1 e^{-i\mathcal{H}(q,t,t_2)} e^{i\omega_{k}t_2} d_{j',c} \left( p - \frac{e}{c} A(t_2) \right) \\
\times e^{-i\mathcal{H}(p,t,t_1)} E_{cl}(t_1) d_{j'',c} \left( p - \frac{e}{c} A(t_1) \right) a^{(0)}_{j''}(t_1) D(\alpha) \left| 1_{k}\right\rangle \langle 0_{k_{\text{HH}}} | (D14)
\]

**E. Step-by-step derivation of the conditioned to HHG state**

As mentioned in the main text, non-classical states of light can be obtained after high-harmonic generation processes by means of an heralding scheme. In this set-up, a correlation measurement between the harmonic and part of the fundamental mode is carried out. Specifically, we look at events where the generation of photons at high frequencies relies on a perturbation of the fundamental mode. From a mathematical point of view, we characterize this operation via the projector

\[
\hat{P}_{\text{HHG}} = 1 - |\alpha\rangle \langle \alpha | \bigotimes_{k_{\text{HH}}} |0_k\rangle \langle 0_k| ,
\]

which we refer to as **conditioning to HHG** operation. In this expression, we are looking at all those events where both the fundamental and the harmonic modes are not found in the original state in which they initially were when the dynamics started.

We now apply the projector in Eq. (E1) to the state obtained at the end of the previous section

\[
|\Psi_{\text{cond}}(t)\rangle = \hat{P}_{\text{HHG}} |\Psi(t)\rangle \\
\approx |\Psi_{\text{HHG}}(t)\rangle - \langle \alpha, \{0\}_{k_{\text{HH}}} |\Psi_{\text{HHG}}(t)\rangle |\{0\}_{k_{\text{HH}}}\rangle ,
\]

where we neglect the terms arising from \(|\Psi_{\text{ion}}(t)\rangle\), as the only terms that contribute are those where an electron is generated at the ionization time due to vacuum fluctuations, and their effect is negligible when looking at the HHG contributions.

When performing this conditioning operation, we observe that the term in Eq. (D10) vanishes because of the subtraction appearing in Eq. (E1), while the second term of this conditioning operation eliminates all the terms from Eq. (D11) to Eq. (D14). In particular, the ones in Eqs. (D11) and (D12) are eliminated because

\[
\langle \alpha | D(\alpha) |1_{k_L}\rangle = \langle 0_{k_L} | D^\dagger(\alpha) D(\alpha) |1_{k_L}\rangle = \langle 0_{k_L} |1_{k_L}\rangle = 0.
\]
Thus, the final state we get right after the conditioning operation is given by

\[ |\Psi_{\text{cond}}(t)\rangle = \sum_j P_{\text{total}}(j, 1_k, t) |1_k\rangle |\{0\}_{k'\neq k}\rangle |w_{v,j}\rangle, \]

(E4)

where \( P_{\text{total}}(j, 1_k, t) = \sum_i P(i)(j, 1_k, t) \), with \( P(i)(j, 1_k, t) \) are defined in Eqs. (37) and (38) for \( i = 1 \) and \( i = 2 \), respectively.

F. Quantities computed when measuring the fundamental mode

In this section, we develop the expression of the entanglement measures and fidelity quantities we use in the main text when measuring the fundamental mode of our HHG state, i.e., for the state

\[ |\Psi_{\text{cond}}^{(\text{XUV})}(t)\rangle = \langle \alpha |\Psi_{\text{cond}}(t)\rangle = \sum_{j, k} P_{\text{total}}(j, 1_k, t) |1_k\rangle |\{0\}_{k'\neq k}\rangle |w_{v,j}\rangle. \]

(F1)

As a brief summary, we used the entropy of entanglement as an entanglement measure for the light-matter entanglement characterization; we studied how close the conditioned to HHG state, after measuring the fundamental modes, is to a \( W \) state of length \( M \); finally, we studied the entanglement between the different field modes by means of the logarithmic negativity.

1. Entropy of entanglement

The entropy of entanglement is an entanglement measure defined for pure states as

\[ S(\rho) := -\text{tr}(\rho \log \rho), \]

(F2)

where \( \rho \) is the reduced density matrix with respect to one of the subsystems. In our case, the full density matrix of our system can be written as

\[ \rho_{\text{full}} = \sum_{j,j'} |w_{v,j}\rangle \langle w_{v,j'}| \otimes |\Lambda_j\rangle \langle \Lambda_j|, \]

(F3)

where we have defined

\[ |\Lambda_j\rangle = \sum_k P_{\text{total}}(j, 1_k, t) |1_k\rangle |\{0\}_{k'\neq k}\rangle, \]

(F4)

and therefore the reduced density matrix with respect to the quantum optical degrees of freedom can be written as

\[ \rho = \sum_{j,j'} \langle \Lambda_j| |\Lambda_j\rangle |w_{v,j}\rangle \langle w_{v,j'}| \]

(F5).

In principle, there is no difference on what subsystem is traced out: both reduced density matrices lead to the same result. However, in our case we restrict our study to three Wannier sites \( j \in \{-1, 0, 1\} \), while we let the harmonic modes to populate a continuum of modes. Therefore, this choice is more practical from the numerical computations since the reduced density matrix with respect to the field modes is a \( 3 \times 3 \) matrix that can be easily implemented numerically, which we did in Python (the codes employed in the numerical analysis can be found in Ref. [99]). Thus, by using the \texttt{scipy.linalg} package [100] which has functions that allow to compute the logarithm of a matrix, the entropy of entanglement can be easily and efficiently evaluated. In fact, this operation takes on the order of 1 second in the employed machine, a MacBook Air M1 (2020) with 8 CPU cores.

2. Fidelity with respect to a \( W \) state of length \( M \)

Here, we are going to derive the expressions presented in the main text regarding the fidelity. This quantity provides a measure of closeness between two distinct quantum states. It is formally defined as

\[ F(\sigma, \rho) := \left[ \text{tr} \left( \sqrt{\sqrt{\sigma} \rho \sqrt{\sigma}} \right) \right]^2, \]

(F6)
and it is symmetric with respect to a swap between the states, i.e., \( F(\sigma, \rho) = F(\rho, \sigma) \) \cite{83}. In our case, one of the states would correspond to the one we want to study, while the other is the state we want to compare against with, which in our case is the \( W \) state of length \( M \) and that we defined as

\[
|W_M\rangle = \frac{1}{\sqrt{M}} \sum_n |1_n\rangle |\{0\}_{n' \neq n}\rangle. \tag{F7}
\]

Since this state is pure, we select it for convenience to be \( \sigma \) in Eq. (F6), such that we can write

\[
F(|W_M\rangle, \rho) = \left[ \text{tr}\left( \sqrt{\sqrt{|W_M\rangle\langle W_M|}\rho\sqrt{|W_M\rangle\langle W_M|}} \right) \right]^2 = \left[ \text{tr}\left( \sqrt{|W_M\rangle\langle W_M|} \right) \right]^2 = \langle W_M|\rho|W_M\rangle, \tag{F8}
\]

and we now proceed to consider different candidates for \( \rho \). One of them would be the state in Eq. (F1) when projecting onto a particular Wannier state \( |w_{i,j}\rangle \), i.e.

\[
|\Psi_j^{(\text{XUV})}(t)\rangle = \langle w_{i,j}|\Psi^{(\text{XUV})}(t)\rangle = \sum_{j,k} P_{\text{cond}}(j,1_k,t) |1_k\rangle |\{0\}_{k' \neq k}\rangle, \tag{F9}
\]

for which the fidelity adopts the following expression

\[
F(|W_M\rangle, |\Psi_j^{(\text{XUV})}(t)\rangle) = \frac{1}{M} \sum_{k,k'} P_{\text{total}}(j,1_k,t)P^*_{\text{total}}(j,1_{k'},t) = \frac{1}{M} \sum_k P_{\text{total}}(j,1_k,t)^2. \tag{F10}
\]

On the other hand, from a more realistic experimental perspective, one could trace out the electronic degrees of freedom in Eq. (F1) to get

\[
\rho^{(\text{XUV})} = \sum_{j,k,k'} P_{\text{total}}(j,1_k,t)P^*_{\text{total}}(j,1_{k'},t) |1_k,\{0\}_{k' \neq k}\rangle \langle 1_{k'},\{0\}_{k' \neq k'}|, \tag{F11}
\]

such that in this case the fidelity reads

\[
F(|W_M\rangle, \rho^{(\text{XUV})}) = \frac{1}{M} \sum_{j,k,k'} P_{\text{total}}(j,1_k,t)P^*_{\text{total}}(j,1_{k'},t). \tag{F12}
\]

### 3. Logarithmic negativity

In order to study the entanglement between the field modes, we first trace out the electronic degrees of freedom. One could in principle project over a given Wannier state, but instead we restrict ourselves to the realistic experimental scenario where we cannot distinguish in which state has the electron recombined in. Thus, we are left with the mixed state presented in Eq. (F1). In principle, the entanglement characterization of mixed states is a problem that has not a universal solution: there are some entanglement measures that are able to witness entanglement under specific scenarios. Furthermore, we have an extra complication, and is that we have a multipartite state. Thus, instead of dealing with a multipartite scenario, we instead by split our state in two parts \( A \) and \( B \), such that some of the frequencies belong to subsystem \( A \), while others belong to subsystem \( B \). Thus, in this bipartite scenario, we can rewrite our state as

\[
\rho_{AB} = \sum_j \left[ |\Lambda_{A,j}\rangle\langle \Lambda_{A,j}| \otimes |\{0\}_B\rangle\langle \{0\}_B| + |\{0\}_A\rangle\langle \{0\}_A| \otimes |\Lambda_{B,j}\rangle\langle \Lambda_{B,j}| \right.

\[
+ \left. |\Lambda_{A,j}\rangle\langle 0_{A,j}| \otimes |\{0\}_B\rangle\langle \Lambda_{B,j}| + |0_{A,j}\rangle\langle \Lambda_{A,j}| \otimes |\Lambda_{B,j}\rangle\langle \{0\}_B| \right], \tag{F13}
\]

where we have defined

\[
|\Lambda_{A,j}\rangle = \sum_{k \in O_A} P_{\text{total}}(j,1_k,t) |1_k\rangle |\{0\}_{k' \neq k}\rangle, \tag{F14}
\]
with $O_A$ the set of frequencies belonging to subsystem $A$. A similar definition, substituting $A$ by $B$, follows for subsystem $B$.

In this scenario, the logarithmic negativity is an appropriate entanglement measure, and is defined as

\[ E_N(\rho) := \log_2(2N(\rho_{AB}) + 1), \] (F15)

where $N(\rho_{AB})$ is the negativity of the measured state, which is defined as the sum over all negative eigenvalues of the partial transpose with respect to one of the subsystems of $\rho_{AB}$. If we choose subsystem $A$ (although subsystem $B$ can be chosen as well leading to the same results), the partial transposed state $\rho_{AB}^T$ reads

\[ \rho_{AB}^T = \sum_j \left[ (|\Lambda_{A,j}\rangle\langle\Lambda_{A,j}|)^{TA} \otimes |\{0\}_B\rangle\langle\{0\}_B| + |\{0\}_A\rangle\langle\{0\}_A| \otimes |\Lambda_{B,j}\rangle\langle\Lambda_{B,j}| \right. \]
\[ + \left. (|\Lambda_{A,j}\rangle\langle\Lambda_{A,j}|)^{TA} \otimes |\Lambda_{B,j}\rangle\langle\Lambda_{B,j}| + (|\Lambda_{A,j}\rangle\langle\Lambda_{A,j}|)^{TA} \otimes |\{0\}_B\rangle\langle\{0\}_B| \right]. \] (F16)

This operation has been numerically implemented in Python, and the corresponding codes can be found in Ref. [99]. From here, after diagonalizing the partial transposed state, we may find a set of negative eigenvalues \( \{\lambda_j^{(-)}\} \). Then, the negativity can be computed as

\[ N(\rho_{AB}) = \left| \sum_j \lambda_j^{(-)} \right|^2, \] (F17)

and which introduced in the entropy of entanglement definition leads to

\[ E_N(\rho_{AB}) = \log_2 \left( 2 \left| \sum_j \lambda_j^{(-)} \right|^2 + 1 \right). \] (F18)

Thus, if there are no negative eigenvalues, we get $E_N(\rho_{AB}) = 0$. However, from this result we cannot conclude that the state is entangled or not, i.e., there might be other entanglement measures that are non-vanishing for states that have a vanishing entropy of entanglement.

### G. Decoherence effects on the harmonic emission

One of the main advantages of the Bloch-Bloch representation with respect to the Wannier-Bloch approach we introduce here, is that the former is a density matrix approach, while in the latter we have to solve the Schrödinger equation for a single-electron. Thus, the introduction of decoherence effects may become a ponderous task in the Wannier-Bloch approach, while in the Bloch-Bloch approach can be introduced naturally at the level of the semiconductor Bloch equations, as shown for example in Eq. (24) of Ref. [101], by means of a relaxation time $T_2$. Thus, in order to understand how decoherence effects affect the harmonic emission, we consider here (and only here) a Bloch-Bloch approach.

In Fig. 10, we show with continuous (dashed) curves the contributions of interband and intraband dynamics to the harmonic spectrum when decoherence effects are (not) taken into account. These are introduced by means of a finite relaxation time $T_2 = 5.5$ fs. We observe that, when decoherence effects enter into the dynamics, the harmonic plateau gets reduced. This is an expected feature, as the electron has another route, via relaxation, for returning to the valence band and which does not involve a recombination process. Furthermore, we see that intraband and interband contributions become comparable for low harmonic orders. However, and regarding the quantum optical observables we study in the main text such as the Wigner function after the conditioning operation, we do not expect very important modifications to show up. This is because the kind of decoherence that appears here only affects the electronic degrees of freedom, and only affect the quantum optical degrees of freedom via the modifications in the harmonic plateau. Thus, a reduction of the overall intensity of the harmonics implies a lower chance of performing the conditioning to HHG operation successfully. Nevertheless, when the latter takes place, the negativities in the Wigner function could be potentially observed if the harmonic range used is the appropriate one.
FIG. 10. Harmonic spectrum contribution of interband (blue curves) and intraband (red curves) dynamics depending on importance of decoherence effects. The continuous curves correspond to the case where decoherence is not introduced \((T_2 \rightarrow \infty)\), while in the dashed curves we have introduced a finite relaxation time \(T_2 = 227.37\) a.u., i.e., 5.5 fs. The solid system is ZnO and the laser field has polarization along the \(\Gamma - A\) direction, with 4 cycles of duration, a sinusoidal-squared envelope, central wavelength \(\lambda_L = 3.25\) µm, and peak intensity \(I_0 = 5 \times 10^{11}\) W/cm². This spectrum has been computed using a Bloch-Bloch approach. Note that, independently of the theory that is used, the harmonic spectrum is in very good agreement with the one shown in Fig. 4 (b).