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Abstract—Assisting end users to identify desired results from a large dataset is an important problem for multi-criteria decision making. To address this problem, top-$k$ and skyline queries have been widely adopted, but they both have inherent drawbacks, i.e., the user either has to provide a specific utility function or faces many results. The $k$-regret minimization query is proposed, which integrates the merits of top-$k$ and skyline queries. Due to the NP-hardness of the problem, the $k$-regret minimization query is time consuming and the greedy framework is widely adopted. However, formal theoretical analysis of the greedy approaches for the quality of the returned results is still lacking. In this paper, we first fill this gap by conducting a nontrivial theoretical analysis of the approximation ratio of the returned results. To speed up query processing, a sampling-based method, STOCPRESSGREED, is developed to reduce the evaluation cost. In addition, a theoretical analysis of the required sample size is conducted to bound the quality of the returned results. Finally, comprehensive experiments are conducted on both real and synthetic datasets to demonstrate the efficiency and effectiveness of the proposed methods.

I. INTRODUCTION

For end users, identifying the most desired data points from a large dataset to support multi-criteria decision making is an essential functionality in many domains. For instance, when online shopping, it is difficult for a user to view all products. A possible solution is to show the user some representative products based on certain criteria, e.g., the user’s preferences. In the literature, top-$k$ queries [1] and skyline queries [2] are two well-studied and commonly used tools that can effectively reduce the output size. However, both queries suffer from some drawbacks. In the top-$k$ query, we assume that the user can provide a utility function (i.e., user’s preference function) in advance. Then, it can output $k$ data points with the largest scores. In real applications, users usually do not have a specific function in mind. A skyline query does not ask the user for any utility function. Instead, it retrieves all the data points that are not dominated by others in the dataset. For instance, Table I shows a skyline query toy example. It consists of the 16 skyline NBA players found from the 2009 regular season by considering 3 player attributes, i.e., points, rebounds and steals. These players do not dominate each other, such as Kevin Durant and LeBron James, where Kevin Durant is better in points and rebounds than LeBron James but not in steals. However, in real scenarios, the exact number of skyline results is generally large and uncontrollable and cannot be foreseen before the whole dataset is accessed. In addition, the output size of skyline queries usually increases rapidly with the dimensionality. Consequently, the user will still face many choices.

| ID | Player Name | Points | Rebounds | Steals |
|----|-------------|--------|----------|--------|
| 1  | Kevin Durant | 2,472  | 623      | 112    |
| 2  | LeBron James | 2,258  | 554      | 125    |
| 3  | Dwyane Wade  | 2,045  | 373      | 142    |
| 4  | Amare Stoudemire | 1,896 | 732      | 52     |
| 5  | Zach Randolph | 1,681 | 950      | 80     |
| 6  | Stephen Jackson | 1,667 | 401      | 132    |
| 7  | David Lee    | 1,640  | 949      | 85     |
| 8  | Monta Ellis  | 1,631  | 257      | 143    |
| 9  | Dwight Howard | 1,503 | 1,082    | 75     |
| 10 | Andre Iguodala | 1,401 | 529      | 141    |
| 11 | Stephen Curry | 1,399 | 356      | 152    |
| 12 | Gerald Wallace | 1,386 | 762      | 117    |
| 13 | Josh Smith   | 1,269  | 705      | 130    |
| 14 | Rajon Rondo  | 1,110  | 360      | 189    |
| 15 | Jason Kidd   | 824    | 445      | 145    |
| 16 | Marcus Camby | 556    | 871      | 95     |

To address these problems, Nanongkai et al. [3] introduced the $k$-regret minimization query. Given a positive integer $k$ and a dataset $D$, it returns a set $S$ of $k$ data points that can minimize the user’s maximum regret ratio under a class of utility functions. The $k$-regret minimization query integrates the merits of top-$k$ and skyline queries. It does not ask the user for any utility function and outputs a result with controllable size, i.e., only $k$ data points. Due to the NP-hardness of the problem, in [3], RDPGREED was proposed based on the Ramer-Douglas-Peucker greedy framework. The greedy strategy has also been used in most follow-up studies, e.g., [4], [5], [6], [7], [8], [9].

To answer the $k$-regret query, we need to exploit the linear utility function space to simulate all possible utility functions that users may be interested in [10]. However, it
has a side effect of performing many function evaluations via linear programming (LP). Generally, the number of function evaluations conducted by \textsc{RDPGreedy} is \( nk \), where \( n \) is the cardinality of the whole dataset. In real applications, \( k \) is usually much smaller than the size of the skyline set. Thus, the skyline points are considered candidate points, whose setting has also been widely adopted by follow-up studies. Even if \( n \) is the cardinality of the skyline, the cost of LPs still significantly affects the efficiency of the \( k \)-regret minimization query. Therefore, due to the time complexity, \textsc{RDPGreedy} cannot scale well for larger \( n \) and \( k \).

Given the importance of the \( k \)-regret query, the following studies attempt to improve the performance from different perspectives. In \cite{4}, the authors attempted to address the scalability issues by reducing the candidate size, but the time complexity of decreasing the candidate set is still unacceptable when \( n \) is large. In \cite{11, 12, 13}, the proposed approaches, such as \( c \)-kernel, hitting set and \textsc{HD-Greedy}, output the results of variable sizes. Some studies attempted to accelerate the processing by sacrificing the quality of returned results or compromising between the size of the returned set and the maximum regret ratio bounds, e.g., \cite{13, 12, 11, 6}. However, except for \cite{6}, which partially adopts the greedy framework, none of them has attempted to speed up or optimize the greedy framework in \textsc{RDPGreedy} \cite{3}. Moreover, there is still no theoretical analysis of the greedy framework, which is widely adopted by the existing research.

In this paper, the main objective is to speed up existing greedy algorithms with theoretical guarantees. The developed techniques and theorems can also be used by the existing research if a similar greedy framework is involved. To simplify the theoretical analysis, we adopt the concept of the happiness ratio \cite{14}, which captures how happy a user can be after seeing \( k \) representative data points instead of the whole dataset. We show that minimizing the maximum regret ratio is equal to maximizing the user’s minimum happiness ratio. The minimum happiness ratio function is a monotone set function, which is composed of a class of submodular functions corresponding to a class of utility functions of the regret minimization query. We know that the function for computing the maximum of a class of submodular functions is generally not submodular, which means that the minimum happiness ratio function is also not submodular. Therefore, executing the \( k \)-regret minimization query can be regarded as a monotone nonsubmodular maximization problem with cardinality constraint (i.e., return \( k \) data points). By adopting the happiness ratio in \textsc{RDPGreedy}, we introduce the \textsc{PresGreedy} algorithm and conduct a rigorous theoretical analysis of the approximation ratio. Moreover, to further speed up the computation, we develop a sampling-based approach, \textsc{StocPresGreedy}, to achieve a good tradeoff between query processing time and result quality, also with theoretical guarantees.

**Contributions.** Our principal contributions are summarized as follows.

- In this paper, we conduct the first work to provide rigorous theoretical analysis about the approximation ratio for \textsc{RDPGreedy}.
- To reduce the number of evaluations to improve the efficiency, a sampling-based algorithm, \textsc{StocPresGreedy}, is proposed. We also provide theoretical guarantees about the sample size required to bound the quality of returned results.
- Finally, through comprehensive experiments over synthetic and real-world datasets, we demonstrate the efficiency and effectiveness of the proposed methods.

**Road map.** The rest of the paper is organized as follows. We briefly introduce the problem to be studied and the related techniques in Section II. In Section III, we provide the theoretical analysis as well as the sampling-based method. We demonstrate the efficiency and effectiveness of the proposed framework in Section IV on both synthetic and real-world datasets and introduce the related works in Section V. Finally, we conclude the paper in Section VI.

## II. Preliminaries

In this section, we first formally introduce the problem studied in this paper, as well as the properties of the objective function. Then we provide some related concepts employed in the following sections. Table II summarizes the notations frequently used throughout the paper.

### A. K-Regret Minimization

Let \( D \) be a set of \( n \) \( d \)-dimensional points with positive real values. For each point \( p \in D \), the value on the \( i \)th dimension is represented as \( p[i] \). Before we introduce the problem, we first present some related concepts \cite{3}.

**Utility function.** A utility function \( u \) is a mapping \( u : \mathbb{R}_d^+ \rightarrow \mathbb{R}_+ \). Given a utility function \( u \), the utility of a data point \( p \) is denoted as \( u(p) \), which shows how satisfied the user is with the data point.
Regret ratio. Given a dataset $D$, a subset $S$ of $D$ and a utility function $u$, the regret ratio of $S$, represented as $R_D(S, u)$, is defined as

$$R_D(S, u) = 1 - \frac{\max_{p\in S} u(p)}{\max_{p\in D} u(p)}$$

Since $S$ is a subset of $D$, given a utility function $u$, it is obvious that $\max_{p\in S} u(p) \leq \max_{p\in D} u(p)$ and the regret ratio ranges from 0 to 1. The user with utility function $u$ will be happy if the regret ratio approaches 0 because the maximum utility of $S$ is close to the maximum utility of $D$.

Linear utility function. Assume there are some nonnegative real values $\{v[1], v[2], \ldots, v[d]\}$, where $v[i]$ denotes the user's preference for the $i$th dimension. Then, a linear utility function can be represented by these nonnegative reals and $u(p) = \sum_{i=1}^{d} v[i] \cdot p[i]$. A linear utility function can also be expressed by a vector, i.e., $v = (v[1], v[2], ..., v[d])$, so the utility of point $p$ can be expressed by the dot product of $v$ and $p$, i.e., $u(p) = v \cdot p$.

Maximum regret ratio [3]. Given a dataset $D$, a subset $S$ of $D$ and a class of utility functions $U$. The maximum regret ratio of $S$, represented as $R_D(S, U)$, is defined as

$$R_D(S, U) = \sup_{u \in U} R_D(S, u) = \sup_{u \in U} \left( 1 - \frac{\max_{p\in S} u(p)}{\max_{p\in D} u(p)} \right)$$

To calculate $R_D(S, U)$, we call an LP solver such as the Simplex method or the Interior Point method [15]. To simplify the theoretical analysis, we introduce the concepts of happiness ratio $H_D(S, u)$ and minimum happiness ratio $H_D(S, U)$, where

$$H_D(S, u) = 1 - R_D(S, u)$$

$$H_D(S, U) = \inf_{u \in U} \max_{p\in S} u(p)$$

Example 1. Table III shows utilities, happiness ratios and minimum happiness ratios of the first 9 skyline NBA players in Table IV along with 4 linear utility functions $v_0 = (0.9, 0.05, 0.05)$, $v_1 = (0.05, 0.9, 0.05)$, $v_2 = (0.05, 0.05, 0.9)$ and $v_3 = (0.33, 0.33, 0.34)$. For Durant, his corresponding utilities are 0.96, 0.60, 0.61 and 0.72 with happiness ratios of 1, 0.63, 0.84 and 1. The minimum happiness ratio of {Durant} is 0.63.

Problem Definition. Given a dataset $D$, a positive integer $k$ and a class of linear utility functions $U$, we attempt to efficiently answer the $k$-regret minimization query, which finds a subset $S^*$ of $D$ containing at most $k$ points such that the minimum happiness ratio is maximized, i.e.,

$$S^* = \arg \max_{S \subseteq D \setminus \{S\} \leq k} H_D(S, U)$$

B. Function Properties

We first show that our happiness ratio function under a specified utility function is a monotone nondecreasing submodular function. Given a function $f : 2^D \rightarrow \mathbb{R}$, $S \subseteq D$ and $p \in D \setminus S$, let $\Delta_S(p) = f(S \cup p) - f(S)$ be the marginal gain of adding data point $p$ to the set $S$. The function $f$ is monotonically nondecreasing and submodular if $i$) $\Delta_S(p) \geq 0$ and $ii)$ for $S_1 \subseteq S_2$ and $p \notin S_2$, $\Delta_{S_1}(p) \geq \Delta_{S_2}(p)$ [16]. An equivalent form of a submodular function is expressed by $f(S_1) + f(S_2) \geq f(S_1 \cup S_2) + f(S_1 \cap S_2)$ compared to a modular function $f$ which has the form $f(S_1) + f(S_2) = f(S_1 \cup S_2) + f(S_1 \cap S_2)$.

We observe that for a specific utility function $u$, our minimum happiness ratio function $H_D(S, u)$ is a monotonic nondecreasing submodular function. The monotonicity is obvious for $S_1 \subseteq S_2$. The observation of submodularity is shown as follows. Let $\Delta' = H_D(S_1 \cup \{q\}, u) - H_D(S_1, u)$ and $\Delta'' = H_D(S_2 \cup \{q\}, u) - H_D(S_2, u)$. We can see that the maximum value of $\Delta(p)$ may be achieved in one of the three cases: $p \in S_1, p \in S_2 \setminus S_1$ or $p \notin D \setminus S_2$. In all the three cases, $\Delta' \geq \Delta''$. Thus, $H_D(S, u)$ is submodular for a given utility function $u$.

Unfortunately, submodularity does not hold for $H_D(S, U)$, where $U$ represents a class of utility functions. We show that the claim is correct by constructing a counterexample. According to [16], a function $f$ is submodular if it satisfies $f(S_1) + f(S_2) \geq f(S_1 \cup S_2) + f(S_1 \cap S_2)$ for all $S_1, S_2 \subseteq D$. Given a dataset $D = \{(0,1), (1,0)\}$ and a function class $U$ with two linear functions $(1,0), (0,1)$, let $S_1 = \{(0,1)\}$ and $S_2 = \{(1,0)\}$. Based on the definition, we have $H_D(D, U) = 1$ and $H_D(S_1, U) = H_D(S_2, U) = H_D(\emptyset, U) = 0$. It means $1 = H_D(S_1 \cup S_2, U) + H_D(S_1 \cap S_2, U) \neq H_D(S_1, U) + H_D(S_2, U) = 0$. Therefore, the function $H_D(S, U)$ is not submodular.

Monotone nondecreasing submodular functions have been shown with an $1 - 1/e$ approximation ratio and can be well approximated, i.e., near optimal [17]. Because $H_D(S, u)$ is submodular while $H_D(S, U)$ is not, we introduce the submodularity ratio and generalized curvature to model $H_D(S, U)$ to obtain the guarantees of the greedy framework for regret minimization (or happiness maximization) queries [4, 5, 6, 7, 8, 9].

Lemma 1. For a specific utility function $u$, $H_D(S, u)$ is a monotone nondecreasing submodular function.

Proof. Monotone nondecreasing: Given $S_1, S_2$ where $S_1 \subseteq S_2 \subseteq D$ and a specific utility function $u$, the happiness ratio of $S_1$ (i.e., $H_D(S_1, u)$) is not larger than that of $S_2$ (i.e., $H_D(S_2, u)$) since $S_1$ is a subset of $S_2$; that is,

$$H_D(S_1, u) = \frac{\max_{p\in S_1} u(p)}{\max_{p\in D} u(p)} \leq \frac{\max_{p\in S_2} u(p)}{\max_{p\in D} u(p)} = H_D(S_2, u)$$

Submodularity: Given a data point $q \in D \setminus S_2$, according to the definition of $H_D(S, u)$, we have

$$\Delta' = H_D(S_1 \cup \{q\}, u) - H_D(S_1, u) = \frac{\max_{p\in S_1 \cup \{q\}} u(p) - \max_{p\in S_1} u(p)}{\max_{p\in D} u(p)}$$

(1)
TABLE III
EXAMPLE OF OUR PROBLEM. WE SHOW UTILITIES AND HAPPINESS RATIOS OF FIRST 9 PLAYERS IN TABLE III WITH THE CORRESPONDING VALUE NORMALIZED.

| id | player name       | normalized points | v0 = < .9, .05, .05 > | v1 = < .05, .9, .05 > | v2 = < .05, .05, 9 > | v3 = < .33, .33, .34 > | min h.r. |
|----|-------------------|-------------------|------------------------|------------------------|------------------------|------------------------|----------|
| 1  | Kevin Durant      | 1.00 0.58 0.59    | 0.96 0.26 1.00         | 0.60 0.63             | 0.61 0.84             | 0.72 1.00             | 0.63     |
| 2  | LeBron James      | 0.91 0.51 0.66    | 0.88 0.68 0.92         | 0.54 0.57             | 0.67 0.92             | 0.69 0.96             | 0.57     |
| 3  | Dwyane Wade       | 0.83 0.34 0.75    | 0.80 0.36 0.83         | 0.39 0.41             | 0.73 1.00             | 0.64 0.89             | 0.41     |
| 4  | Amare Stoudemire  | 0.77 0.68 0.28    | 0.74 0.77 0.77         | 0.66 0.69             | 0.32 0.44             | 0.57 0.79             | 0.44     |
| 5  | Zach Randolph     | 0.68 0.88 0.42    | 0.68 0.76 0.71         | 0.85 0.89             | 0.46 0.63             | 0.66 0.92             | 0.63     |
| 6  | Stephen Jackson   | 0.67 0.37 0.70    | 0.66 0.69 0.69         | 0.40 0.42             | 0.68 0.93             | 0.58 0.81             | 0.42     |
| 7  | David Lee         | 0.66 0.88 0.45    | 0.66 0.69 0.69         | 0.85 0.89             | 0.48 0.66             | 0.66 0.92             | 0.66     |
| 8  | Monta Ellis       | 0.66 0.24 0.76    | 0.64 0.76 0.67         | 0.29 0.31             | 0.73 1.00             | 0.56 0.78             | 0.31     |
| 9  | Dwight Howard     | 0.61 1.00 0.40    | 0.62 0.62 0.66         | 0.95 1.00             | 0.44 0.60             | 0.67 0.93             | 0.60     |

\[
\Delta'' = H_D(S_2 \cup \{q\}, u) - H_D(S_2, u) = \max_{p \in S_2 \cup \{q\}} u(p) - \max_{p \in S_2} u(p)
\]

For convenience, we denote the maximum utility of data points in \(S_2 \cup \{q\}\) as \(\text{Max}_u\), i.e., \(\text{Max}_u = \max_{p \in S_2 \cup \{q\}} u(p)\) and divide the discussion into 3 cases.

- Case 1: If \(\text{Max}_u\) is achieved by the point in \(S_1\); then we have \(\Delta'' = 0\).
- Case 2: If \(\text{Max}_u\) is achieved by the point in \(S_2 \setminus S_1\), we have \(\Delta'' \geq 0\) since the function is monotone and \(\Delta'' = 0\).
- Case 3: If \(\text{Max}_u\) is achieved by the point \(q\); we have \(H_D(S_1 \cup \{q\}, u) = H_D(S_2 \cup \{q\}, u)\). Since \(S_1 \subseteq S_2\), we have \(H_D(S_1, u) \leq H_D(S_2, u)\). Therefore, \(\Delta'' \geq 0\).

For all the cases, we have \(\Delta' \geq \Delta''\); therefore the function is submodular. Lemma 1 is correct.

Based on Lemma 1, \(H_D(S, u)\) is submodular for a given utility function \(u\). However, according to Lemma 2, the property does not hold for \(H_D(S, U)\), where \(U\) represents a class of utility functions.

**Lemma 2.** The minimum happiness ratio function \(H_D(S, U)\) is not submodular.

**Proof.** We prove Lemma 2 by constructing a counterexample. According to [16], a function \(f\) is submodular if it satisfies \(f(S_1) + f(S_2) \geq f(S_1 \cup S_2) + f(S_1 \cap S_2)\) for all \(S_1, S_2 \subseteq D\). Given a dataset \(D = \{(0, 1), (1, 0)\}\) and a function class \(U\) with two linear functions \((1, 0)\), \((0, 1)\), let \(S_1 = \{(0, 1)\}\) and \(S_2 = \{(1, 0)\}\). Based on the definition, we have \(H_D(D, U) = 1\) and \(H_D(S_1, U) = H_D(S_2, U) = H_D(\emptyset, U) = 0\). Thus, \(1 = H_D(S_1 \cup S_2, U) + H_D(S_1 \cap S_2, U) \leq H_D(S_1, U) + H_D(S_2, U) = 0\). Therefore, the function is not submodular and Lemma 2 is correct.

**C. Submodularity Ratio and Generalized Curvature**

The submodularity ratio is a quantity between 0 and 1 to characterize how close a set function is to be submodular, while curvature quantifies how close a submodular function is to be modular. Denote \(\Delta_S(T) = H_D(S \cup T, U) - H_D(S, U)\). Let \(S_0 = \emptyset, S_i = \{q_1, q_2, ..., q_i\}, i \in [1, k]\) be the successive sets chosen by a greedy algorithm, and \(q_i\) denotes the data point selected in step \(i\).

**Submodularity ratio.** The submodularity ratio of a nonnegative set function \(H(\cdot)\) is the largest scalar \(\gamma, s.t.

\[
\sum_{p \in T \setminus S} \Delta_S(p) \geq \gamma \Delta_S(T), \forall T, S \subseteq D.
\]

We can see that the computation of \(\gamma\) is too time consuming. In practice, we only consider the greedy version of Equation 3. The greedy submodularity ratio in [19] is the largest scalar \(\gamma_G\), s.t.

\[
\sum_{p \in T \setminus S} \Delta_S(p) \geq \gamma_G \Delta_S(T), \forall T = k, i = 0, ..., k - 1
\]

**Generalized curvature.** The curvature of a nonnegative set function \(H(\cdot)\) is the smallest scalar \(\alpha, s.t.

\[
\Delta_{S \setminus \{p\} \cup T}(p) \geq (1 - \alpha) \Delta_{S \setminus \{p\}}(p), \forall T \subseteq D, p \in S \setminus T.
\]

The greedy version of the generalized curvature is the smallest scalar \(\alpha_G\), s.t.

\[
\Delta_{S_{k-1} \setminus T}(q_i) \geq (1 - \alpha_G) \Delta_{S_{k-1}}(q_i), \forall T = k, q_i \in S_{k-1} \setminus T.
\]

**III. ACCELERATED GREEDY ALGORITHMS**

In this section, we adopt the happiness ratio into the RDPGreed greedy framework [3] and present some new properties. Then, we fill the gap by conducting strict theoretical analysis for the quality of returned results. Finally, a sampling-based method is developed to further speed up the search.

**A. Greedy Algorithm with Preselection**

The \(k\)-regret minimization problem is NP-hard, and a greedy strategy is often used [20, 19]. After adopting the concept of the happiness ratio, we show that the problem equals finding \(k\) data points that can maximize the minimum happiness ratio. The objective function \(H_D(S, U)\) is monotonic but not submodular. The classical greedy algorithm [17] can solve the problem, which is critical to efficiently identify the data point with the largest marginal gain. We call the algorithm by directly using the classical greedy framework as GREEDY.
Algorithm 1: \textsc{PresGreedy} \((D, k)\)

\begin{algorithm}
\textbf{Input:} A set of \(n\) \(d\)-dimensional points \(D = \{p_1, p_2, \ldots, p_n\}\) and \(k\).
\textbf{Output:} A result set \(S_k\).
1. Let \(S_1 = \{q_1\}\), where \(q_1 = \arg\max_{p \in D} p[1]\).
2. for \((i = 2; i \leq k; i + +)\) do
3. \quad Let \(h^* = 1\) and \(q_i = null\).
4. \quad for each \(p_j \in D \setminus S_{i-1}\) do
5. \quad \quad calculate the value of \(H_{S_{i-1} \cup \{p_j\}}(S_{i-1}, U)\) using linear programming:
6. \quad \quad if \(h^* > H_{S_{i-1} \cup \{p_j\}}(S_{i-1}, U)\) then
7. \quad \quad \quad \(h^* = H_{S_{i-1} \cup \{p_j\}}(S_{i-1}, U)\);
8. \quad \quad \quad \(q_i = p_j\);
9. \quad if \(q_i = null\) then
10. \quad \quad return \(S_{i-1}\);
11. \quad else
12. \quad \quad \(S_i = S_{i-1} \cup \{q_i\}\);
13. return \(S_k\);
\end{algorithm}

Based on Lemma 3, it is time consuming for \textsc{Greedy} to find even the first data point.

**Lemma 3.** The time complexity of determining the first data point in \textsc{Greedy} is at least \(O(n^2)\).

**Proof.** Based on the \textsc{Greedy} framework, the first data point selected is \(q_I = \arg\max_{p \in D} H_D(\{p\}, U)\), where \(H_D(\{p\}, U) = \inf_{u \in U} \frac{u(p)}{\max_{p' \in D} u(p')}\). When the utility function class \(U\) contains only one element \(u\), i.e., \(H_D(\{p\}, U) = \frac{u(p)}{\max_{p' \in D} u(p')}\), then we only need to traverse all the data points in \(D\) to compute the \(H_D(\{p\}, U)\). However, when facing a class of utility functions (i.e., the infinite number of functions), we need to employ a linear programming method to compute the first data point. The time complexity of current state-of-the-art linear programming algorithms is at least \(O(n)\) (e.g., the time complexity of the Simplex method is \(O(n^2d)\)). Therefore, the time complexity of determining the first data point \(q_I\) is at least \(O(n^2)\).

Based on the \textsc{Greedy} framework, it is still costly to determine even the first data point. To reduce the cost, we adopt the same strategy as \textsc{RDPGreedy} does by preselecting some data points and then integrating the \textsc{Greedy} process. The details are shown in Algorithm 1.

As shown in [3], the data points with the maximum value(s) in the coordinate(s) are more representative. Therefore, we preselect these data points for our \textsc{PresGreedy} algorithm. Then, our algorithm iteratively selects the point that contributes the most to the happiness ratio \(H\) and adds it into the result set (Lines 2-12). The happiness ratio is computed by using the linear programming tools in Line 5.

**Computing \(H_{S \cup \{p\}}(S, U)\) using an LP.** Given a set \(S\) and a point \(p\), we can compute \(H_{S \cup \{p\}}(S, U)\) using the linear program LP 4.\footnote{In the following, we preselect only one data point in the algorithm, in which case the approximation ratio guarantee can be maximized.}

\[\begin{align*}
\min & \quad y \\
\text{s.t.} & \quad \sum_{j=1}^{d} p'[j]v[j] \leq y && \forall p' \in S \\
& \quad \sum_{j=1}^{d} p[j]v[j] = 1 \\
& \quad v[j] \geq 0 && \forall j \leq d \\
& \quad y \leq 1
\end{align*}\]

**Example 2.** We select 9 points from Table [3], and use them to illustrate the process of the \textsc{PresGreedy} algorithm. We assume that the class of linear utility functions \(U\) contains 4 linear utility functions (i.e., \(v_0 = \langle 0.9, 0.05, 0.05 \rangle\), \(v_1 = \langle 0.05, 0.9, 0.05 \rangle\), \(v_2 = \langle 0.05, 0.05, 0.9 \rangle\), and \(v_3 = \langle 0.33, 0.33, 0.34 \rangle\)). The attribute values of each point are listed in Table IV, and the corresponding utilities of these points are listed in Table IV. We run the \textsc{PresGreedy} algorithm to select \(k = 3\) points, and each step is also listed in Table IV. Let \(H_{S, j}\) denote \(H_{S \cup \{p_i\}}(S, U)\). First, we select the point whose first attribute value is maximal; thus, we select Kevin Durant to \(S_1\). Next, for iteration 1, we need to calculate the value of \(H_{S, 1}\) of each point remaining. For Dwight Howard, \(H_{S_1, 9} = H_{S_1 \cup \{p_9\}}(S_1, U) = \max\{\langle 0.96, 0.96, 0.62 \rangle, \langle 0.6, 0.6, 0.95 \rangle, \langle 0.05, 0.96, 0.44 \rangle, \langle 0.72, 0.72, 0.67 \rangle\} = 0.63\). Thus, we select the point Dwight Howard to \(S_2\) whose \(H_{S, 1, 9}\) is minimal. For iteration 2, we also use the same approach to select the point Dwyane Wade to \(S_3\). After this iteration, \(S_3 = \{Kevin Durant, Dwight Howard, Dwyane Wade\}\) and the minimum happiness ratio of \(S_3\) is \(H_{S_3, U} = \min\{\langle 0.96, 0.95, 0.73 \rangle, \langle 0.73, 0.74, 0.72 \rangle, \langle 0.72, 0.72, 0.72 \rangle\} = 1\).
TABLE IV
EXAMPLE OF THE PRESGREED ALGORITHM. WE SHOW EACH STEP FOR SELECTING POINTS BY THE PRESGREED ALGORITHM

| id | player name       | utility  | Step 1 (line 1) | Step 2 (line 2-12) | result (line 13) | min h.r. |
|----|-------------------|----------|----------------|-------------------|-----------------|----------|
| 1  | Kevin Durant      | 0.96     | u_0            | 0.91              | {1}             | 1.00     |
| 2  | LeBron James      | 0.88     | u_1            | 0.71              | {1, 9}          | 0.84     |
| 3  | Dwyane Wade       | 0.80     | u_2            | 0.84              | {1, 9, 3}       | 0.84     |
| 4  | Amare Stoudemire  | 0.74     | u_3            | 0.91              | {1, 9, 3}       | 1.00     |
| 5  | Zach Randolph     | 0.68     |                | 0.91              |                 |          |
| 6  | Stephen Jackson   | 0.66     |                | 1.00              |                 |          |
| 7  | David Lee         | 0.66     |                | 0.84              |                 |          |
| 8  | Monta Ellis       | 0.64     |                | 0.84              |                 |          |
| 9  | Dwight Howard     | 0.62     |                | 0.63              |                 |          |

We claim that \(u_1 = u_2\) and the claim can be proved by contradiction. If \(u_1 \neq u_2\), we know that

\[
H_D(S_{i-1}, U) = \inf_{u \in U} \frac{\max_{q \in S_{i-1}} u(q)}{\max_{q \in U} u(q)} < \frac{\max_{q \in S_{i-1}} u_2(q)}{\max_{q \in U} u_2(q)} \neq H_{S_{i-1} \cup \{p\}}(S_{i-1}, U) \quad \text{(Contradict)}
\]

For \(u_1 = u_2 = u\), the equality \(\max_{q \in D} u(q) = \max_{q \in S_{i-1} \cup \{p\}} u(q)\) holds. For the happiness ratio function \(H\), the aim is to find the inferior value of the fraction of two maxim functions and \(H\) is also affected by the quality of the subset \(S_{i-1}\). We can see that when \(S_{i-1}\) is small or chosen badly enough, there will be several inferior values of the happiness function \(H\) under different utility functions. Otherwise, if \(H_D(S_{i-1}, U) < 1\), we have \(\max_{q \in D} u(q) = u(p)\), i.e., \(p = \arg\max_{q \in D} u(q)\). In practice, we greedily add points to \(S_{i-1}\) to make the phenomenon that \(H\) has multiple inferior values seldom happen thus Heuristic 1 stands.

Heuristic 1 with high probability guarantees that if the equality \(H_D(S_{i-1}, U) = H_{S_{i-1} \cup \{p\}}(S_{i-1}, U)\) is satisfied, we only need to select the point which contributes the most to \(H_D(S_{i-1} \cup \{p\}, U)\).

**Analysis.** For the solution \(S_{i-1}\) at step \(i - 1\) in Algorithm 1 due to the properties of nonnegative and nondecreasing of the minimum happiness ratio function, the minimum value of the happiness ratio is no less than 0, i.e., \(H_D(S_{i-1}, U) \geq 0\). Then, the calculation of \(\Delta_{S_{i-1}}(p)\) can be simplified to calculate \(H_D(S_{i-1} \cup \{p\}, U)\) because the value of \(H_D(S_{i-1})\) remains unchanged.

According to Heuristic 1 with a data point \(p \in D \setminus S_{i-1}\) that contributes the most to the solution set \(S_{i-1}\), i.e., maximizing \(H_D(S_{i-1} \cup \{p\}, U)\), is the point satisfying \(H_D(S_{i-1}, U) = H_{S_{i-1} \cup \{p\}}(S_{i-1}, U)\). This can be done by computing \(H_{S_{i-1} \cup \{p\}}(S_{i-1}, U)\) for each point \(p\) and keeping the point with the minimum value, where \(H_{S_{i-1} \cup \{p\}}(S_{i-1}, U)\) is computed using the linear program and \(p \cdot v\) is normalized due to the scale-invariance property of the \(k\)-regret query. The time complexity of the linear program is \(O(k^2d)\) because \(p' \in S\) instead of \(p' \in D\). Otherwise, the time complexity will be \(O(n^2d)\). Usually, \(|S| \ll |D|\); thus, the time complexity decreases by a great extent.

**B. Approximation Guarantee with Preselection**

In this section, we conduct a theoretical analysis of the approximation ratio of the returned result set in PRESGREED, which fills the gap in the existing research. Our main theoretical result shows that the result set \(S_k\) of PRESGREED achieves a near-optimal solution for general monotone nonsubmodular functions with only one preselected data point. The details are shown in Theorem 1.

**Theorem 1.** Let \(S_i\) and \(i \geq 0\) be the incremental successive solution sets and \(\alpha\) and \(\gamma\) are the curvature and submodularity ratio of the PRESGREED algorithm with a cardinality constraint \(|S| \leq k\), respectively. Then, for all positive integers \(k\), the approximation guarantee achieved by PRESGREED is

\[
\frac{1}{\gamma}[1 - (1 - \frac{\alpha}{k})^{k-1}].
\]

**Proof.** Let \(H(S) = H_D(S, U), \forall S \subseteq D\). According to elementary set theory, we have

\[
H(T \cup S_i) = H(T) + \sum_{q_i \in S_i} \Delta_{T \cup S_{i-1}}(q_i)
\]

\[
= H(T) + \sum_{q_i \in S_i \setminus T} \Delta_{T \cup S_{i-1}}(q_i) + \sum_{q_i \in S_i \cap T} \Delta_{T \cup S_{i-1}}(q_i)
\]

\[
= H(T) + \sum_{q_i \in S_i \setminus T} \Delta_{T \cup S_{i-1}}(q_i)
\]

From the definition of the submodularity ratio, we have

\[
H(T \cup S_i) \leq H(S_i) + \frac{1}{\gamma} \sum_{p \in T \setminus S_i} \Delta_{S_i}(p)
\]

From the definition of curvature, we have

\[
\sum_{q_i \in S_i \setminus T} \Delta_{T \cup S_{i-1}}(q_i) \geq (1 - \alpha) \sum_{q_i \in S_i \setminus T} \Delta_{S_{i-1}}(q_i)
\]

Note that we use the shorthand \(\Delta = \Delta_{S_{i-1}}(q_i)\). By combi-
According to Equation 12, the structure of the constraint \( I \) is tight; hence, \( y \) is the optimal solution. Therefore,

\[
I(\emptyset) = \sum_{i=1}^{k} y_i = \beta_1 + \frac{1}{\alpha}(1 - \alpha \beta_1)[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}].
\]

We know that \( \beta_1 \geq 0 \) and function \( I(\emptyset) \) is monotonically increasing function of \( \beta_1 \). Hence, \( I(\emptyset) \) is no smaller than \( \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}] \), and \( \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}] \geq 1/\alpha[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}]^{-1} \).

In summary, \( I(\{o_1, \ldots, o_m\}) \geq I(\emptyset) \geq \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}] \), i.e., \( H_0(\mathcal{S}_k, \mathcal{U}) \geq \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}]H_1(\mathcal{S}^*, \mathcal{U}) \). The theorem is correct.

\[ \square \]

From Theorem 1, we can see that when \( \alpha \) and \( \gamma \) approach 1, the approximation ratio is closely equal to \( 1 - 1/\epsilon \) with not too small \( k \), e.g., \( k > 5 \). Even though \( \alpha \) and \( \gamma \) take values from the range \([0, 1]\), Theorem 1 provides an approximation ratio of Algorithm 1 which guarantees that the greedy framework cannot be arbitrarily bad.

C. Accelerated Processing via Sampling

Even though the PresGreedy algorithm can efficiently compute the result with theoretical guarantees, it is still not scalable when \( n \) is large. To scale for large datasets, a common method uses a sampling-based technique to reduce the number of data points evaluated \([21]\) and returns a result with tight theoretical guarantees. Therefore, we propose a sampling-based method, StocPresGreedy, which extends the proposed PresGreedy algorithm. The algorithm details are shown in Algorithm 2 which replaces lines 3-4 in Algorithm 1 with lines 1-3. The difference between StocPresGreedy and PresGreedy is that PresGreedy finds a point from \( D \setminus S_{i-1} \) directly, while StocPresGreedy samples a subset \( R \) randomly and then finds the point in \( R \) which contributes the most to the value of the happiness ratio. To bound the quality of returned results for a sampling-based approach, a critical issue is to carefully choose the sample size. To do this, in each iteration of the algorithm, we sample a set \( R \) of size \( s = \frac{1}{\epsilon^2} \log\left(\frac{1}{\lambda(1-\epsilon)}\right) \) uniformly at random, where \( \epsilon > 0 \) and \( \lambda \geq 1 \), which is the sample factor.

The proposed algorithm is simple, but it can provide high-quality results, which is verified by the following concrete example, theoretical analysis and our experimental results.

**Algorithm 2: StocPresGreedy \((D, k)\)**

\[
\begin{align*}
1 & \text{// REPLACE LINE } 3-4 \text{ IN ALG. 1 WITH FOLLOWING CODE} \\
2 & \text{Let } h^* = 1 \text{ and } q_k = \text{null;} \\
3 & \text{Obtain a random subset } R \text{ by sampling } s \text{ random points from } D \setminus S_{i-1}; \\
4 & \text{for each } p_i \in R \text{ do} \\
5 & \text{Example 3. We select the same 9 points as in Table 7 and use them to illustrate the process of the StocPresGreedy algorithm. We also assume that the class of linear utility}
\end{align*}
\]

Let \( y_1 = \beta_1 \). Then, \( y_i = \frac{1}{\alpha} \beta_1 \), \( \beta_i = (1 - \alpha \beta_1)(1 - \frac{\alpha \gamma}{k})^{i-2}, i = 2, \ldots, k \). We can observe that the vector \( y \in \mathbb{R}_+^k \) satisfies all the constraints, and each row in Equation 13 is

\[
I(\emptyset) = \sum_{i=1}^{k} y_i = \beta_1 + \frac{1}{\alpha}(1 - \alpha \beta_1)[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}].
\]

We know that \( \beta_1 \geq 0 \) and function \( I(\emptyset) \) is monotonically increasing function of \( \beta_1 \). Hence, \( I(\emptyset) \) is no smaller than \( \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}] \), and \( \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}] \geq 1/\alpha[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}]^{-1} \).

In summary, \( I(\{o_1, \ldots, o_m\}) \geq I(\emptyset) \geq \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}] \), i.e., \( H_0(\mathcal{S}_k, \mathcal{U}) \geq \frac{1}{\alpha}[1 - (1 - \frac{\alpha \gamma}{k})^{k-1}]H_1(\mathcal{S}^*, \mathcal{U}) \). The theorem is correct.

\[ \square \]

From Theorem 1, we can see that when \( \alpha \) and \( \gamma \) approach 1, the approximation ratio is closely equal to \( 1 - 1/\epsilon \) with not too small \( k \), e.g., \( k > 5 \). Even though \( \alpha \) and \( \gamma \) take values from the range \([0, 1]\), Theorem 1 provides an approximation ratio of Algorithm 1 which guarantees that the greedy framework cannot be arbitrarily bad.

C. Accelerated Processing via Sampling

Even though the PresGreedy algorithm can efficiently compute the result with theoretical guarantees, it is still not scalable when \( n \) is large. To scale for large datasets, a common method uses a sampling-based technique to reduce the number of data points evaluated \([21]\) and returns a result with tight theoretical guarantees. Therefore, we propose a sampling-based method, StocPresGreedy, which extends the proposed PresGreedy algorithm. The algorithm details are shown in Algorithm 2 which replaces lines 3-4 in Algorithm 1 with lines 1-3. The difference between StocPresGreedy and PresGreedy is that PresGreedy finds a point from \( D \setminus S_{i-1} \) directly, while StocPresGreedy samples a subset \( R \) randomly and then finds the point in \( R \) which contributes the most to the value of the happiness ratio. To bound the quality of returned results for a sampling-based approach, a critical issue is to carefully choose the sample size. To do this, in each iteration of the algorithm, we sample a set \( R \) of size \( s = \frac{1}{\epsilon^2} \log\left(\frac{1}{\lambda(1-\epsilon)}\right) \) uniformly at random, where \( \epsilon > 0 \) and \( \lambda \geq 1 \), which is the sample factor.

The proposed algorithm is simple, but it can provide high-quality results, which is verified by the following concrete example, theoretical analysis and our experimental results.

**Algorithm 2: StocPresGreedy \((D, k)\)**

\[
\begin{align*}
1 & \text{// REPLACE LINE } 3-4 \text{ IN ALG. 1 WITH FOLLOWING CODE} \\
2 & \text{Let } h^* = 1 \text{ and } q_k = \text{null;} \\
3 & \text{Obtain a random subset } R \text{ by sampling } s \text{ random points from } D \setminus S_{i-1}; \\
4 & \text{for each } p_i \in R \text{ do} \\
\end{align*}
\]

Example 3. We select the same 9 points as in Table 7 and use them to illustrate the process of the StocPresGreedy algorithm. We also assume that the class of linear utility
functions \( U \) contains 4 linear utility functions (i.e., \( v_0 = \langle 0.9, 0.05, 0.05 \rangle \), \( v_1 = \langle 0.05, 0.9, 0.05 \rangle \), \( v_2 = \langle 0.05, 0.05, 0.9 \rangle \) and \( v_3 = \langle 0.33, 0.33, 0.34 \rangle \). Therefore, the attribute values of each point are listed in Table \( \text{IV} \) and the corresponding utilities of the 4 utility functions are the same as in Table \( \text{IV} \). We run our StocPresGreedy algorithm 4 times, and the sample sizes are 6, 5, 4 and 3. We aim to select \( k = 3 \) points to the result set, and the results are shown in Table \( \text{V} \) corresponding to algorithms SPG1~4. Let \( H_{1,j} \) denote \( H_{S_j \cup \{p\}}(S_i, U) \) for simplicity. For SPG1, first, we select Kevin Durant to \( S_1 \). Next, for iteration 1, we sample 6 points from the remaining points and calculate the values of \( H_{1,j} \) of these 6 points. Then we select the point Dwight Howard to \( S_2 \) whose \( H_{1,j} \) is minimal. For iteration 2, we also sample 6 points from the remaining points, and use the same approach to select the point Dwyane Wade to \( S_3 \). After this iteration, we select 3 points to result set \( S_3 \); then, the minimum happiness ratio of \( S_3 \) is 1. The processes of SPG2~4 are the same as SPG1.

We can see that with 2 times, the minimum happiness ratios are equal to 1, which is the same as the result of PresGreedy. The average minimum happiness ratio of the 4 algorithms is 0.945, which is very close to 1. If we choose the maximum value among the results, it has a great chance to select a result as good as that of PresGreedy. In addition, the result of random sampling is also influenced by \( k \). When sampling a subset \( R \) with size \( s \) from the dataset \( D \), the probability of a data point \( p \) being selected is \( Pr(p) = 1 - (C_s^{k-1}/C_s^k) \) for sampling without replacement, which approaches 1 when \( k \) increases.

A theorem shows that the sample size used in Algorithm \( 2 \) is sufficient and the returned result is theoretically bounded. Before we introduce the details of the theorem, we first show that the expected marginal gain of the algorithm in each iteration is bounded in Lemma \( 4 \).

**Lemma 4.** Given the current solution \( S \) and \( \epsilon > 0 \), \( \lambda \geq 1 \), the expected marginal gain of StocPresGreedy in each iteration (except the first step) is at least \( \frac{1 - \epsilon}{\lambda k} \sum_{p \in S \setminus S_i} \Delta_S(p) \).

**Proof.** To prove the lemma, we need to estimate the probability that \( R \cap (S^* \setminus S) \neq \emptyset \). The set \( R \) consists of \( s \) random samples from \( D \setminus S \), hence

\[
Pr[R \cap (S^* \setminus S) = \emptyset] = \left( 1 - \frac{|S^* \setminus S|}{|D|} \right)^s 
\leq e^{-\frac{|S^* \setminus S|}{|D|}} 
\leq e^{-\frac{|S^* \setminus S|}{k}}.
\]

Therefore, by using the concavity of \( 1 - e^{-\frac{x}{k}} \) as a function of \( x \) and the fact that \( x = |S^* \setminus S| \in [0, k] \), we obtain

\[
Pr[R \cap (S^* \setminus S) \neq \emptyset] \geq 1 - e^{-\frac{|S^* \setminus S|}{k}} \geq (1 - e^{-\frac{|S^* \setminus S|}{k}}) \frac{|S^* \setminus S|}{k}.
\]

Recall that we set \( s = \frac{n}{k} \log\left(\frac{\lambda}{\lambda - 1}\right) \), which gives

\[
Pr[R \cap (S^* \setminus S) \neq \emptyset] \geq (1 - \epsilon) \frac{|S^* \setminus S|}{\lambda k}.
\]

In algorithm StocPresGreedy, we select an element \( p \in R \) that contributes the most to the solution set \( S \). It is clear that the marginal value of \( p \) is no less than the maximum contribution of an element randomly chosen from \( R \cap (S^* \setminus S) \) (if not empty). Overall, \( R \) is equally likely to contain each element of \( S^* \setminus S \), so a randomly selected element from \( R \cap (S^* \setminus S) \) is actually a randomly selected element from \( S^* \setminus S \). Thus, we obtain

\[
E[\Delta_S(p)] \geq Pr[R \cap (S^* \setminus S) \neq \emptyset] \times \frac{1}{|S^* \setminus S|} \sum_{p \in S^* \setminus S} \Delta_S(p).
\]

Hence, by combining Equation \( 14 \) the lemma is correct, i.e.,

\[
E[\Delta_S(p)] \geq \frac{1 - \epsilon}{\lambda k} \sum_{p \in S^* \setminus S} \Delta_S(p).
\]

**Theorem 2.** Given \( \epsilon > 0 \), \( \lambda \geq 1 \) and \( s = \frac{n}{k} \log\left(\frac{\lambda}{\lambda - 1}\right) \), then StocPresGreedy can achieve an \((1 - e^{-\frac{|S^* \setminus S|}{k}})\) approximation ratio guarantee in expectation.

**Proof.** Let \( S_i = \{q_1, ..., q_i\} \) denote the solution returned by StocPresGreedy after \( i \) steps, \( i \geq 1 \). From Lemma \( 4 \)

\[
E[\Delta_{S_i}(q_{i+1})|S_i] \geq \frac{1 - \epsilon}{\lambda k} \sum_{p \in S^* \setminus S_i} \Delta_S(p).
\]

Based on Equation \( 5 \) we have

\[
\sum_{p \in S^* \setminus S_i} \Delta_S(p) \geq \gamma \Delta_{S_i}(S^*) = \gamma(H_D(S^* \cup S_i, U) - H_D(S_i, U))
\]

Based on the monotonic property, we have

\[
H_D(S^* \cup S_i, U) - H_D(S_i, U) \geq H_D(S^*, U) - H_D(S_i, U)
\]

Based on Equation \( 15 \) we can obtain

\[
E[\Delta_{S_i}(q_{i+1})|S_i] = E[H_D(S_{i+1}, U) - H_D(S_i, U)|S_i] 
\geq \frac{1 - \epsilon}{\lambda k} \gamma(H_D(S^*, U) - H_D(S_i, U))
\]
By taking expectation over $S_i$, we have
\[
\mathbb{E}[H_D(S_{i+1},U) - H_D(S_i,U)] \
\geq \frac{1 - e^{-\lambda k}}{\lambda k} \mathbb{E}[H_D(S^*,U) - H_D(S_i,U)]
\]
Note that in our StocPRESGreedy algorithm, the first point does not contribute to the theoretical guarantee of the lower bound. Therefore, by induction, it implies that
\[
\mathbb{E}[H_D(S_k,U)] \geq (1 - (1 - \frac{1 - e^{-\lambda k}}{\lambda k}(k - 1))) \mathbb{E}[H_D(S^*,U)] \
\geq (1 - e^{-\frac{(1 - e^{-\lambda k})(k - 1)}{k}}) \mathbb{E}[H_D(S^*,U)]
\]
Thus, the theorem is proved.

In Theorem 2, $\lambda$ is a tradeoff parameter between the sample size and the corresponding approximation ratio. A larger $\lambda$ denotes a smaller sample size and vice versa. When $\lambda = 1$, we tend toward the bound $\left(1 - e^{-\frac{(1 - e^{-1})(k - 1)}{k}}\right)$, which extends the bound in [21] for monotonically decaying functions from submodular to non-submodular and the bound of greedy algorithms in [22] for nonsubmodular (weakly submodular) functions from deterministic to stochastic. The bound also covers the well-known bound $(1 - 1/e)$ [17] for submodular functions.

Though Theorems 1 and 2 provide parameterized theoretical guarantees of Algorithms 1 and 2 respectively, in most cases, they approach $1 - 1/e$ from a theoretical aspect. In practice, they usually approach 1, which can also be verified in our experiments. The proposed theorems guarantee that the Greedy frame with/without sampling cannot be arbitrarily poor.

IV. EMPIRICAL EVALUATION

In this section, we present the results of a comprehensive performance study on both synthetic and real-world datasets to evaluate the efficiency and effectiveness of the techniques proposed in this paper.

A. Experimental Setup

Datasets. We run our experiments on 1 synthetic and 4 real-world datasets, which are widely used in previous studies, e.g., [3], [4], [23], [5], [7], [6]. Moreover, similar to studies in the literature [3], [4], [23], [5], [6] on $k$-regret queries, we computed the skyline first and then identified $k$ points from it. The information about the datasets is summarized in Table VI.

- **Anti-correlated** (synthetic dataset). The dataset is created by using the dataset generator in [2]. It is a 6-dimensional anti-correlated dataset with 10,000 data points and 5,531 skyline points.
- **The NBA** [7] NBA dataset is extracted from NBA players' game statistics from 1946 to 2009 with 21,961 records and 164 skyline records, each of which has 8 dimensions.
- **Household** [7] It is a 6-dimensional dataset with 127,932 records and 49 skyline records, each of which represents the percentage of an American family’s annual income on different types of expenditures.
- **Movie** [7] It is a 21-dimensional dataset with 100,000 ratings (1-5) from 943 users on 1,682 movies along with 470 skyline ratings.
- **Weather** [7] It is 15-dimensional weather data of 566,268 points with 63,398 skyline points, each of which consists of average monthly precipitation totals and elevation at over half a million sensor locations.

#### Table VI

| Dataset      | Dimensionality | Size     |
|--------------|----------------|----------|
| Anti-correlated | 6              | 10,000   |
| NBA          | 8              | 21,961   |
| Household    | 6              | 127,391  |
| Movie        | 21             | 1,682    |
| Weather      | 15             | 566,268  |

Algorithms. We implement and evaluate the following algorithms in the experiments.

- **Greedy.** Baseline algorithm using the classical greedy framework [17].
- **HD-RRMS.** The set-cover based algorithm [13].
- **HD-Greedy.** The greedy-based heuristic algorithm [13].
- **Eps-Kernel.** The coreset-based algorithm [11].
- **RMS-HS.** The hitting set algorithm [12].
- **Sphere.** The state-of-the-art algorithm [6].
- **PRESGreedy.** The greedy algorithm adopts the happiness ratio, which is proposed in Section II-A.
- **StocPRESGreedy.** The sampling-based algorithm proposed in Section II-C.

Note that there exist improved versions of the CUBE algorithm [3] and GeoGreedy algorithm [4], namely Eps-Kernel and Sphere, respectively; we only compare with the improved algorithms.

Workload and implementation. To evaluate the performance of the proposed techniques, we report the maximum regret ratio and CPU time by varying $k, d$ and $n$. Note that the maximum regret ratios shown in the experiments are calculated by subtracting the corresponding minimum happiness ratios from 1. We also report the submodularity ratio and curvature for different algorithms. We only calculate the greedy version of $\gamma^G$ and $\alpha^G$ because it is too time consuming to calculate the full version by exhaustive search. To complete the process within an acceptable time, $k \in [2, 6]$ are selected for the submodularity ratio and curvature experiments.

For StocPRESGreedy, we only use $\epsilon = 0.01, \lambda = 1.01$ and $\epsilon = 0.1, \lambda = 1.1$ to demonstrate its performance named $SPG1$ and $SPG4$, respectively (similar setting as in Example 3). From Lemma 4 and Theorem 2, the adopted $\lambda$ values are only slightly larger than 1, which can greatly reduce the dataset size, while there is little change in the approximation ratio. This also shows the advantage of our StocPRESGreedy algorithm.

---

https://www.rotowire.com/basketball/
http://www.ipums.org
https://movielens.umn.edu
http://cru.uea.ac.uk/cru/data/hrg/tmc/
We run each setting 20 times and report the average value. All the algorithms are implemented in C++ with GCC 4.8.5. Experiments are conducted on a workstation with a 3.3GHz CPU using an Ubuntu 16.04 LTS. Linear programming is implemented with the GNU Linear Programming Kit.

B. Experiment Results

Maximum regret ratio and CPU time by varying $k$. In Figure 1, we report the maximum regret ratio and CPU time on all the datasets by varying $k$. We omit the result of the GREEDY algorithm on the Weather dataset because it takes several days to obtain a solution. For the EPS-KERNEL algorithm, the result size of this algorithm is much larger than $k$, so we randomly return $k$ points as the solution as in [6]. In high-dimensional datasets such as Movie and Weather, the HD-RRMS, HD-GREEDY and EPS-KERNEL algorithms all require too much memory to compute the solutions. Thus, we omit their performances in the Movie and Weather datasets. When $k < d$, HD-GREEDY and SPHERE do not work [13], [6], so we report their performance for $k \geq d$.

As shown, when $k$ is small, the maximum regret ratios of our proposed algorithms especially STOCPRESGREED are worse than the others. The reason is that STOCPRESGREED uses greedy policy and sampling to select points. But with $k$ increase, they are very close to each other except for the NBA and Household datasets. For the NBA dataset, our STOCPRESGREED performs better than HD-based algorithms and is comparable to others. In addition, when we need to select fewer data points in high-dimensional datasets (i.e., $k < d$), such as Movie and Weather, the SPHERE algorithm does not work under this case, but our STOCPRESGREED algorithm can still perform well. PRESGREED and STOCPRESGREED with different values of $\epsilon$ and $\lambda$ are very close to each other and decrease with $k$. For the real datasets, the maximum regret ratio is much smaller than that on the anti-correlated dataset, and they generally decrease with the values of $k$.

In terms of CPU time, by increasing $k$, the response time of all the algorithms increases since more data points are selected. GREEDY, HD-RRMS and EPS-KERNEL run much slower than the other algorithms on all the datasets. Under different settings of $\epsilon$ and $\lambda$, STOCPRESGREED constantly outperforms PRESGREED and achieves up to 10 times speedup. The HD-GREEDY algorithm is close to STOCPRESGREED, but it consumes a large amount of memory. Therefore, we omit it for the Movie and Weather datasets. The performance of STOCPRESGREED is close to SPHERE and even better in the Household dataset. However, SPHERE cannot work under the case of $k < d$. As can be observed, for different values of $\epsilon$ and $\lambda$, the maximum regret ratio reported by STOCPRESGREED is very close to that of PRESGREED but with much better performance in CPU time.

In summary, we can observe that STOCPRESGREED provides very compelling performance and can make a tradeoff between the CPU time and the quality of returned results. Though our STOCPRESGREED algorithms sacrifices a little regret ratio, it can work under any circumstances, especially for the large high-dimensional datasets, e.g., the Weather dataset.

Maximum regret ratio and CPU time by varying $d$ and $n$. For large $d$ or $n$, GREEDY and HD-RRMS are too time consuming. Therefore, we omit the evaluation of GREEDY and some results of HD-RRMS here. In Figure 2(a)-(b), we conduct the experiments on the anti-correlated datasets by varying $d$. When $d$ increases, the maximum regret ratio and CPU time of all algorithms increase since more dimensions need to be processed. With the increase in $d$, the maximum regret ratios of different algorithms are very close to each other. However, the CPU times of PRESGREED, EPS-KERNEL and RMS-HS are always larger than that of STOCPRESGREED for different values of $\epsilon$ and $\lambda$. This is because PRESGREED requires more function evaluations, EPS-KERNEL needs more time to compute available coreset and RMS-HS consumes plenty of time to solve a large number of hitting-set problems. The CPU time of HD-RRMS increases very quickly and the performance drops quickly, especially in high-dimensional spaces. HD-GREEDY performs better for $d < 6$, but the query time is longer compared with STOCPRESGREED and SPHERE when $d$ is large. This is because the discretized matrix in HD-GREEDY can be large in high-dimensional spaces. The CPU time of STOCPRESGREED is close to SPHERE, but SPHERE has the aforementioned drawback when $k < d$. We vary $n$ on the anti-correlated dataset and the results are shown in Figure 3(c)-(d). Similar trends can be observed among the algorithms.

Regret ratio distribution. Since STOCPRESGREED is a sampling-based method, we report the regret ratio distribution here to demonstrate the stability of STOCPRESGREED under different $\epsilon$ and $\lambda$ settings. We run the algorithms 20 times with $k = 25$ and record their distribution on all the datasets. The results are shown in Figure 3. Figure 3(a) only shows the regret ratios of the PRESGREED and SPHERE algorithms, which are the algorithms without sampling. The other nonsampling methods are quite time consuming, so we omit them. Figure 3(b)-(e) shows the regret ratio distribution for STOCPRESGREED. It records the number of times that the regret ratio has fallen into that interval. The size of each interval is set to approximately 0.05. We can see that most of the regret ratios of STOCPRESGREED are very close to those of PRESGREED. The difference in the regret ratio between our STOCPRESGREED algorithm and the PRESGREED algorithm does not exceed 0.1. For the anti-correlated and Movie datasets, the difference does not exceed 0.05. In addition, the difference of the regret ratio between our STOCPRESGREED algorithm and the SPHERE algorithm is similar to that of PRESGREED on the anti-correlated and NBA datasets. However, due to the high dimensions of the Movie and Weather datasets, SPHERE either does not work or performs poorly even when computing the $k$ results. Our STOCPRESGREED algorithm can still provide stable performance. We do not show the results on the House-

1https://www.gnu.org/software/glpk/
hold dataset here, because the regret ratios of the PRESGREED, STOC-PRESGREED and SPHERE algorithms are almost the same. Since the algorithms are conducted over the skyline points, the larger the skyline size is, the more effective our STOC-PRESGREED algorithm will be.

Submodularity ratio and curvature. We compute the submodularity ratio for each $S_i$, where $i \in [1, k - 1]$. The results are shown in Figure 3(a)-(e). We can see that the submodularity ratio is nonincreasing with the increase in $k$ for PRESGREED. For the STOC-PRESGREED algorithm, its submodularity ratio is not strictly nonincreasing with the increase in $k$, due to the randomness of STOC-PRESGREED.

As illustrated in Figure 4(f)-(j), with the increase in $k$ the curvatures are almost equal to 1 for PRESGREED. According to the definition of curvature, for most cases, when $T \subseteq D$ and $|T| = k$, $\Delta S_{i-1} \cup T(q_i) = 0$, which makes the curvature equal to 1. From Theorem 1, we can see that the approximation ratio approaches $1 - 1/e$. Thus, it verifies the advantages of the PRESGREED algorithm.

The evaluation of $\epsilon$ and $\lambda$. In STOC-PRESGREED, a larger $\epsilon$ or $\lambda$ denotes a smaller sample size. Here, we evaluate the performance of STOC-PRESGREED by varying $\epsilon$ and $\lambda$ on the anti-correlated dataset. The results are shown in Figure 5(a)-(b). As we can observe, the maximum regret ratio does not
change much when we vary $\epsilon$ or $\lambda$ over a wide range. However, the CPU time decreases considerably when the sample size drops.

The upper bounds of maximum regret ratios. Since the RMS-HS, HD-GREEDY and EPS-KERNEL algorithms cannot output exact $k$ points, we report only the upper bounds of the HD-RRMS and SPHERE algorithms along with our proposed algorithms. As Figure 5(a)-(e) shows, the upper bound of the maximum regret ratio of HD-RRMS is smaller than others and closer to the maximum regret ratio of the optimal solution. However, HD-RRMS is time consuming as shown in Figure 1 and 2. The upper bounds of the maximum regret ratios of PRESGREED and STOC-PRESGREED are close to each other. For the SPHERE algorithm, its upper bounds are decided by both $k$ and $d$. As shown in Figure 7, the upper bound of the maximum regret ratio increases with increasing $d$, but for $k$, it basically remains unchanged.

V. RELATED WORK

Top-$k$ queries [11] and skyline queries [2] are two well-known tools for multi-criteria decision making that have received considerable attention during the last two decades. Improved versions are also investigated to improve the quality of the returned results, such as the subspace skyline [24], the constrained skyline [25], [26], the restricted skyline [27], [28], the $k$-dominant skyline query [29], top-$k$ representative skyline [30], distance-based representative skyline [31] and threshold-based preferences [32].

Due to the inherent limitations of top-$k$ and skyline queries, Nanongkai et al. [3] proposed the $k$-regret minimization problem. The problem is NP-hard, and a greedy strategy is proposed. However, the developed approach suffers from efficiency issues, and cannot scale well for large datasets. The following studies attempt to solve the problem from different perspectives. Peng et al. [4] attempted to reduce the candidate points from the whole skyline points to a small candidate set by using geometric properties. Cao et al. [11] and Agarwal et al. [12] proposed the $\epsilon$-kernel algorithm independently, which can keep the maximum regret ratio at most $\epsilon$ with an output size of $O(\epsilon^{-\frac{d}{2}})$. However, the output sizes of these algorithms are uncontrollable. They made output size from $O(\epsilon^{-\frac{d}{2}})$ to $k$. Then the upper bound was $O(k^{-\frac{d}{2}})$ [6]. Agarwal et al. [12] also proposed the hitting-set algorithm, which returns $O(k\log k)$ points. Asudeh et al. [13] interpreted the $k$-regret query in a $d$-dimensional dataset as a discretized matrix min-max problem and proposed two algorithms with upper bounds. Moreover, Xie et al. [6] designed the state-of-the-art Sphere algorithm whose upper bound on the maximum regret ratio was asymptotically optimal and restriction-free for datasets of any dimensionality. These bounds or theoretical results focus on the regret ratio instead of approximation guarantees. Qiu et al. [8] and Dong et al. [9] also provided the sampling techniques for 1-RMS and $k$-RMS queries, respectively. However, the proposed method in [8] is a special case of ours, where the sample factor equals 1, i.e., $\lambda = 1$. Additionally, they both do not provide any approximation guarantees.

Several works extend Nanongkai et al. [3] to some extent. Chester et al. [33] introduced the relaxation to $k$-regret minimizing sets, denoted as the $k$-RMS query. The efficiency of the $k$-RMS query was further improved by [11] based
on the $\epsilon$-kernel and \cite{12,34} via coresets and hitting sets. Faulkner et al. \cite{5} and Qi et al. \cite{7} extended the linear utility functions to \textsc{Convex}, \textsc{Concave}, \textsc{Ces} utility functions and multiplicative utility functions for \(k\)-regret queries. Zeighami and Wong \cite{35} proposed the metric of the average regret ratio to measure user satisfaction. To reduce the bounds of the regret ratio, Nanongkai et al. \cite{23} and Xie et al. \cite{36} combined user interactions into the process of selection. Additionally, based on regret minimization concepts, \cite{13,37,38,14} focus on compact maxima, rank regret representative problems, unified algorithms for different aggregate norms and min-size versions of the regret minimization query. To reduce the bounds of regret ratio, Nanongkai et al. \cite{23} combine user’s interactions into the process of selection. Moreover, Xie et al. \cite{36} provide a strongly truthful interactive mechanism to leverage the regret ratios using true database tuples instead of artificial ones and provide provable performance guarantees. Zeighami and Wong \cite{39} propose the metric of average regret ratio to measure user’s satisfaction and further develop efficient algorithms to solve it \cite{35}. Also, based on regret minimization concepts, \cite{13,37} focus on the compact maxima and rank regret representative problems, respectively. Moreover, the concept of the regret ratio is also adopted to solve the problems in the machine learning area, e.g., multi-objective submodular function maximization \cite{40}.

Due to the hardness of the problem, most of the studies utilize the greedy framework \cite{4,5,6,7,8,9}. However, there is still no strict theoretical analysis of the approximation ratio in the original greedy framework. We fill the theoretical gap, and our developed techniques can be used by the existing research if the greedy framework is used.

For summodularity aspect, submodular function maximization has numerous applications in machine learning and database systems \cite{41,42}. Though the problems are NP-hard, the greedy method can return a result with \(1−1/e\) approximation ratio \cite{17}. By leveraging the marginal gain property, lazy-update method is proposed to accelerate the search \cite{43}. Badanidiyuru and Vondrák \cite{44} propose a centralized algorithm that achieves a \((1−1/e−\epsilon)\) approximation ratio using \(O(n/e\log(n/e))\) function evaluations for general submodular functions, and a multistage algorithm is proposed to further accelerate the search. In \cite{21}, a linear time algorithm is proposed for cardinality constrained submodular maximization, which provides the same approximation ratio as \cite{44} with \(n\log\frac{1}{\epsilon}\) function evaluations. The accelerated greedy algorithms \cite{43,21} start from an empty set, and need more time for picking the first data point. While the approaches in \cite{44} require much more functions evaluations when \(n\) is large, and they are more effective when those submodular functions can be easily decomposed and approximated. In a word, all the approaches in above are not efficient for large-scale datasets.

VI. CONCLUSION

As an important operator, the \(k\)-regret minimization query is investigated to provide users with high-quality results from a large dataset. The existing solution is efficient, but there is still much space left for improvement, especially for larger datasets. In addition, the approximation ratio of the returned results of the greedy framework is not discussed in the literature. In this paper, we conduct the first theoretical analysis and provide an approximation guarantee for the previous RDP-GREED greedy framework by utilizing the proposed happiness ratio concept. To reduce the evaluation cost and further speed up the processing, a sampling-based method, STOCPRES-GREED, is proposed that provides an \((1−e^{-(1−1/\epsilon+1/d)})\) approximation ratio. Moreover, careful analysis is presented to demonstrate the sample size required. Experiments over real-world and synthetic datasets were conducted to verify the advantages of the proposed methods.
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