Generalized Markov stability of network communities
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We address the problem of community detection in networks by introducing a general definition of Markov stability, based on the difference between the probability fluxes of a Markov chain on the network at different time scales. The specific implementation of the quality function and the resulting optimal community structure thus become dependent both on the type of Markov process and on the specific Markov times considered. For instance, if we use a natural Markov chain dynamics and discount its stationary distribution – that is, we take as reference process the dynamics at infinite time – we obtain the standard formulation of the Markov stability. Notably, the possibility to use finite-time transition probabilities to define the reference process naturally allows detecting communities at different resolutions, without the need to consider a continuous-time Markov chain in the small time limit. The main advantage of our general formulation of Markov stability based on dynamical flows is that we work with lumped Markov chains on network partitions, having the same stationary distribution of the original process. In this way the form of the quality function becomes invariant under partitioning, leading to a self-consistent definition of community structures at different aggregation scales.

I. INTRODUCTION

Networks are systems made up of entities (nodes) embedded in a complex pattern of interconnections (links), which occur in a large variety of contexts – ranging from socio-economic systems and infrastructures to biological processes and ecosystems [1–4]. Networks observed in nature have a recurrent set of characteristics, such as fat-tail behavior of the degree distribution, small-world topology, and community structure – the latter referring to the internal organization of nodes into densely connected groups. Identifying the communities of a network means uncovering its mesoscopic structure, and is still an outstanding challenge for network science [5,7].

The first method proposed in the literature to partition a network in communities is based on the maximization of a quality function, the modularity, which compares the actual number of links in the network falling inside each community to the expectation of such number under a null network model [8]. The modularity function has been then generalized to various setups, like directed, weighted or bipartite networks (see e.g. [9–10]), and still nowadays represents the benchmark method for community detection [6]. However, by relying on a global null model, the modularity suffers from a resolution limit, that is, it cannot find communities smaller than a minimum size – which depends on the scale of the whole system [11]. Multi-resolution versions of the modularity address this issue using a tunable resolution parameter [12,13], whereas, the modularity-density functional employs a penalty function for splitting partitions [14]. Another popular approach to community detection consists in fitting the network to a stochastic blockmodel, namely a random graph with built-in communities [15], yet this approach was recently shown to be equivalent to modularity maximization [16]. Other well known community detection methods use clique percolation [17], spectral graph properties [18], spin glass models [13,19,20] or combinatorial arguments – notably this latter method, Surprise [21,22], is nearly unaffected by the resolution limit, but has the opposite drawback of overestimating the number of communities [23].

Another popular branch of community detection methods is based on random walks [24]. The idea is that communities correspond to network regions where the walker’s dynamics spends a relatively long time, because of the high density of links within communities and the sparse connections across communities. This phenomenon leads to the definition of a quality function known as Markov stability [25]. Notably, Markov stability allows interpolating between modularity and spectral clustering by simply varying the time scale of the dynamics [26]. Indeed, such a time scale effectively acts as a resolution parameter, with short scales leading to many small communities and long scales to a few large communities [25,27]. Using continuous-time random walks in the small time limit can even overcome the resolution limit of the modularity [25]. Among related methods, the Walktrap algorithm has been one of the first to use random walks for inferring similarities between nodes whence the network community structure [25]. The popular Infomap algorithm instead puts the community detection problem in information-theoretical terms [29,30]: the functional to be optimized with respect to the network partition is the description length for the moves of a random walker on the network. Hence the codebook and the codewords are based on the transition probabilities and stationary distribution of the random walk. Related to this, methods based on Boltzmann minimum description length have recently been proposed [31]. Random
walks have also been used to partition the links (rather than the nodes) of the network, and thus to uncover community structures using the concept of the line graph.

The plethora of community detection methods give similar but not identical results, and indeed no algorithm seems to be optimal for all possible community detection tasks. This happens because community detection is an ill-defined problem: there is no universal definition of communities, and thus no clear guidelines on how to build and assess a community detection method. For instance, the approaches based on the network topology (modularity and blockmodel) or on link combinatorics (surprise) use a null network model to assess the statistical significance of a network partition, and the freedom in choosing the null model introduces a degeneracy in the definition of the community structure. Physics-inspired methods suffer from the same pathology, since changing the definition of the interaction between nodes and the strength of the noise give different phases, whereas, methods based on random walks find different partitions depending on the particular dynamics implemented on the network.

Given that the quest for the “best method” to detect the ground truth communities of any network is possibly vain, here we follow up on the complementary viewpoint of random walks methods that any given dynamical process on the network induces a different community structure. We thus consider a general Markov diffusion process on the network, and derive a general quality function for the optimization problem using the transition probability fluxes of the dynamics at different time scales. In this way we generalize previous definitions of the Markov stability, which compare the Markov dynamics at finite times to a reference process given by its stationary distribution (i.e., the dynamics at infinite time). Indeed by varying the time scales of the Markov dynamics and of the reference process we can detect communities at both higher and lower resolutions. Remarkably, our approach is grounded on the definition of lumped Markov chains on network partitions, whose stationary distributions follow the same aggregating rules of the dynamics. Thanks to this property the form of the quality function becomes invariant under network partitioning, leading to a self-consistent definition of hierarchical structures at different scales. This leads not only to an elegant theoretical formulation of the problem but also to a convenient recursive algorithm for the optimization of the quality function.

II. MARKOV CHAIN ON NETWORKS

We start by recalling basic definitions and properties of Markov chains on networks. We then introduce lumped Markov chains on network partitions, and illustrate these concepts in the simple case of the natural Markov chain (i.e., the random walk).

A network is a set \( \mathcal{N} \) of \( N \) nodes, whose pattern of interconnections is described by the adjacency matrix – with generic element \( A_{ij} \) giving the weight of the link from node \( i \) to node \( j \) (in the case of binary networks, \( A_{ij} = 1 \) if the link \( i \to j \) exists and 0 otherwise). A Markov chain on a network is a discrete-time stochastic process that defines a temporal sequence of nodes (the possible states of the chain), and that satisfies the Markov property: the probability to be in any state at a given time step depends only on the state attained at the previous step. The process is thus described by the set of probabilities \( \{ p_{ij} \}_{j \in \mathcal{N}} \) of jumping from node \( i \) to node \( j \) at a given time step.

A Markov chain is ergodic if it is non-periodic and in the long time regime it visits each node of the network with a non-zero frequency, which converges to a stationary distribution \( \{ \pi_j \}_{j \in \mathcal{N}} \) satisfying the eigenvalue relation \( \pi_j = \sum_{i \in \mathcal{N}} \pi_i p_{ij} \). Transition probabilities for a finite number \( n \) of jumps, \( \{ p_{ij}^n \}_{j \in \mathcal{N}} \), are obtained from the \( n \)-th power of the single jump transition probability matrix. Thus the expected proportion of times that a chain starting from node \( i \) visits node \( j \) in the first \( n \) jumps is \( q_{ij}^n = n^{-1} \sum_{m=1}^{n} p_{ij}^m \). Because of ergodicity, in the long-time limit the latter quantity converges to the stationary frequency of visiting node \( j \):

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} p_{ij}^m \equiv \pi_j, \quad (1)
\]

which is independent on the initial node \( i \). Here \( \{ \pi_j \}_{j \in \mathcal{N}} \) is the set of infinite time transition probabilities. Finally, the stationary probability flux from node \( i \) to node \( j \) is the probability that the chain actually jumps from \( i \) to \( j \), and thus is given by the asymptotic joint probability of being in \( i \) and successively jump to \( j \):

\[
F_p(i \to j) = \pi_i p_{ij}. \quad (2)
\]

Lumped Markov chain on network partitions

A partition of the network nodes into a set of communities \( \{ C \} \) induces an aggregated dynamical process, described by transition probabilities \( \{ \tilde{p}_{CC'} \} \) between communities, that is a function of the original Markov chain. Such aggregated process is not necessarily Markovian, since the new transition probabilities could in principle depend on the whole sequence of visited nodes. However, if the original Markov chain is ergodic, it is possible to define a lumped Markov process by preserving the probability fluxes between communities:

\[
F_{\tilde{p}}(C \to C') = \sum_{i \in C} \sum_{j \in C'} F_p(i \to j). \quad (3)
\]

This property is called weak lumpability, and translates into a transition probability from \( C \) to \( C' \) of the form

\[
\tilde{p}_{CC'} = \sum_{i \in C} \sum_{j \in C'} \frac{\pi_i p_{ij}}{\pi_C}, \quad (4)
\]
where $\tilde{\pi}_C = \sum_{i \in C} \pi_i$. The generic diagonal term of this matrix, $\tilde{\pi}_{CC}$, is the persistence probability of community $C$ \cite{37,39}. Analogously, we can build the finite and infinite time transition probabilities of the lumped process as $\tilde{q}_{CC}^n = \tilde{\pi}_C^{-1} \sum_{i \in C} \sum_{j \in C'} \pi_i q_{ij}^n$ and $\tilde{\omega}_{CC'} = \tilde{\pi}_C^{-1} \sum_{i \in C} \sum_{j \in C'} \pi_i \omega_{ij}$ \cite{40}.

### The natural Markov chain

The natural Markov chain gives the simplest instance of transition probabilities between nodes in a network: the probability $p_{ij}$ to jump from node $i$ to one of its neighbors $j$ is uniform across the neighbors, and zero for unconnected nodes. If the network is weighted, $p_{ij}$ simply becomes proportional to $A_{ij}$. Hence in general $p_{ij} = A_{ij}/d_i$ where $d_i = \sum_{j \in N} A_{ij}$ denotes the total weight of outgoing connections for node $i$.

In the case of undirected networks ($A_{ij} = A_{ji}$ for each $i,j$) with a single connected component, the natural Markov chain is ergodic and the stationary distribution has the analytic form $\pi_i = d_i/(2L)$, where $2L = \sum_{ij \in E} d_{ij}$. Besides, the chain is reversible since it satisfies the detailed balance: the probability fluxes between any two nodes are equal, $F_p(i \rightarrow j) \equiv \pi_i p_{ij} = \pi_j p_{ji} \equiv F_p(j \rightarrow i)$. This relation holds simply because fluxes are proportional to the elements of the adjacency matrix, $F_p(i \rightarrow j) \sim A_{ij}$.

Due to this property, the lumped process of a natural Markov chain on a network partition can be mapped to a new weighted adjacency matrix, whose terms are given by the sum of elements of the original adjacency matrix corresponding to nodes in the considered partitions:

$$F_p(C \rightarrow C') \sim A_{CC'} = \sum_{i \in C} \sum_{j \in C'} A_{ij}. \quad (5)$$

### III. Community Detection with lumped Markov chains

We now use the general dynamical framework of lumped Markov chain introduced above to define a quality function for community detection tasks. We start from two key assumptions on which we base our definition of communities.

Firstly, as stated above, different Markov dynamics induce different partitions of the network. According to the principle behind the Markov stability, communities are regions of the network where the Markov chain remains confined for relatively long time – where “relatively long” has to be assessed using a reference process. The most natural choice is to use a reference that brings zero information both on the details of the network topology and on the initial state of the dynamics. The infinite time transition probabilities of eq. (3) satisfy this requirement, but this is just a possible choice – we can as well use as reference the Markov dynamics at any finite time.

Secondly, we require that any community has to be resilient to changes occurring locally elsewhere in the network, or equivalently that a community is a community almost independently on the topological details of the rest of the network. This assumption allows simplifying the assessment of an individual community using a lumped Markov chain with two states: the community itself and the rest of the network. Notably such a two-states Markov process can be described using only the stationary distribution $\tilde{\pi}_C$ and persistence probability $\tilde{\pi}_{CC}$ of the community concerned, since the conservation of probability fluxes implies that the flux from $C$ to anywhere else is equal to the flux from anywhere else to $C$ \cite{11}.

### Generalized Markov stability (GMS)

To find a good network partition, we aim at “maximizing the difference” between the Markov dynamics and the reference process. We can thus build a quality function based on the probability flux difference between these two processes. For simplicity we start by considering the single jump Markov dynamics, using as reference process its asymptotic behavior given by the infinite time transition probabilities. For any two nodes $i,j$ in the original Markov chain we define

$$D_{ij} = F_p(i \rightarrow j) - F_{\omega}(i \rightarrow j) = \pi_i (p_{ij} - \omega_{ij}), \quad (6)$$

while for two communities $C,C'$ in the lumped chain

$$D_{CC'} = F_p(C \rightarrow C') - F_{\omega}(C \rightarrow C') = \tilde{\pi}_C (\tilde{\pi}_{CC'} - \tilde{\omega}_{CC'}) \quad \text{ (7)}$$

meaning that $D_{CC'} \equiv \sum_{i \in C} \sum_{j \in C'} D_{ij}$. From this definition we see that the flux difference internal to community $C$, $D_{CC}$, satisfies the requirement of depending only on quantities related to $C$ itself – with respect to the rest of the network. As global quality function to assess the quality of a network partition we can thus take the trace

$$\mathcal{M}^{[1,\infty]}(\{C\}) = \sum_c \tilde{\pi}_C (\tilde{\pi}_{CC} - \tilde{\omega}_{CC}), \quad (8)$$

representing the probability flux that a random walker remains in a community within one time step, discounting the stationary distribution of the process. More generally, if we consider transition probabilities of $n$ jumps against visiting frequencies within $m$ jumps (with $n < m$) we can define

$$\mathcal{M}^{[n,m]}(\{C\}) = \sum_c \tilde{\pi}_C (\tilde{\pi}_{CC}^n - \tilde{\omega}_{CC}^m). \quad (9)$$

This quality function is a generalized Markov stability (GMS). Indeed for $m \rightarrow \infty$ the reference process is given by the infinite time transition probability as in eq. (8), which converges to the stationary distribution of the dynamics, and in this case $\mathcal{M}^{[n,\infty]}(\{C\})$ coincides with the traditional definition of Markov stability \cite{25,29}. Also,
for a natural Markov chain on an undirected network and 

\[ n = 1, \mathcal{M}^{[1,\infty]} \{ \{ C \} \} \]  

This equivalence holds because the modularity relies on a null network model (known as the Chung-Lu configuration model) that constrains node degrees [9], and the expectations of link probabilities under this null model coincide with the infinite time transition probabilities of the natural Markov chain.

The Markov stability and its generalized version have conceptual and practical advantages with respect to modularity. First of all, the modularity is based on simple link counts, as well as on a null model for the network topology. Typically, null model implementations are limited to the simple Erdős-Rényi random graph, the configuration model and the (possibly degree-corrected) stochastic blockmodel [16] – the few cases that have an analytic formulation. The Markov stability is instead based on a generic Markov process on the network: besides the natural Markov chain one is free to consider other dynamics, e.g., PageRank [42] or maximal entropic random walks [33], as well as higher-order Markov models [14]. Moreover, GMS is automatically defined in the case of directed networks, at stake with modularity [20, 39].

The peculiar advantage of our generalization of Markov stability is instead the possibility of choosing the reference process, in particular by setting its time horizon. This last aspect in particular relates to the resolution limit of the modularity. According to [5], “the resolution limit comes from the very definition of modularity, in particular from its random model. The weak point of the random model is the implicit assumption that each vertex can interact with every other vertex, which implies that each part of the network knows about everything else [...] It is certainly more reasonable to assume that each vertex has a limited horizon within the network”. In terms of Markov stability, this is implemented as in eq. (9) by using a finite time horizon for the reference process. In this way, the dynamics is compared not to its stationary distribution (which is achieved after the walker has explored the whole network), but to the finite-time frequency of visiting nodes (i.e., what the walker is able to explore in a finite number of steps). Thus, it is possible to find smaller communities than with modularity. Note also that previous attempts [25, 26] to overcome the resolution limit with standard Markov stability are based on a continuous-time process in the small time limit, rather than on a different reference process as in eq. (9).

Finally, the definition of the quality function using lumped Markov chains is invariant under hierarchical partitioning of the network. We use this feature when implementing the numerical search of communities (see pseudocode 1) using a variant of the Louvain algorithm [45] and a coarse-graining procedure.

**Algorithm 1 Louvain-based algorithm**

```plaintext
procedure GMS MAXIMIZATION
    input:
    \{p\} ← transition probabilities between nodes
    \{C\}: initial partition of single-node communities
    list: community membership of each node
    repeat
        \{C\} ← Moves(\{C\}, \{p\})
        if \mathcal{M}(\{C\}, \{p\}) > \mathcal{M}(\{\tilde{C}\}, \{p\}) then
            update list according to \{\tilde{C}\}
            \{p\} ← lumped transition probabilities – eq. (4)
            \{C\} ← coarse-grained \{\tilde{C}\} (one node per community)
        end if
    until \mathcal{M} reaches a maximum
    output list
    final step:
    \{p\} ← transition probabilities between nodes
    \{C\}: partition corresponding to list
    \{C\} ← Moves(\{C\}, \{p\})
end procedure

function Moves(\{C\}, \{p\})
(repeat a few times)
for all communities \(C \in \{C\}\) do
    for all nodes \(i \in C\) do
        find \(C' \neq C\) such that
        moving \(i\) from \(C\) to \(C'\) maximally increases \(M\)
        if such \(C'\) exists then move \(i\) from \(C\) to \(C'\)
    end if
end for
end for
end function
```

**Numerical optimization**

We first work at the finest level of nodes. We start with a configuration where each node is considered as a different community, giving the corresponding initial value for \(\mathcal{M}^{[n,m]}\). The moves we consider are successive changes of community for individual nodes. Each move is accepted if the induced change to \(\mathcal{M}^{[n,m]}\) is positive (such variation is computed locally because we consider only moves of single nodes and not of node groups). These moves are repeated until no further increase of \(\mathcal{M}^{[n,m]}\) can be achieved.

The communities found through this first procedure are then taken as the meta-nodes of a coarse-grained network, while the Markov process for this new network is defined using the lumpability condition of eq. (4). The local moves described above are then repeated again for this network until a new maximum of \(\mathcal{M}^{[n,m]}\) is reached. The corresponding partition is then used to build a more coarse-grained network, and the whole process is repeated until no further moves nor coarse-graining steps can increase \(\mathcal{M}^{[n,m]}\).

As a final step, we restart the method from the node level but imposing the community structure just found – that is, we check whether the move of a single node can refine the optimal partition. For instance in the case of the Karate Club network [46] (see below), this final step
causes a single node to switch community and the GMS value to rise from 0.4188 to 0.4198.

IV. RESULTS

Resolution of generalized Markov stability

We first explore the resolution of $\mathcal{M}^{[n,m]}$ with respect to different choices of Markov times $n$ and $m$. To this end, we consider a natural Markov chain process on the toy undirected network used in [11] – a ring-like configuration with 30 cliques of 5 nodes, each clique being connected to only two other cliques (Figure 1). For this graph, standard modularity optimization returns a maximum value of 0.8879 and a structure of 15 communities (each composed by a pair of cliques). Standard Markov stability $\mathcal{M}^{[n,\infty]}$ for $n > 1$ instead finds a community structure that is coarser than what is found by modularity [25]. In particular, since communities are defined as regions where the walker remains confined within $n$ jumps, by increasing the time horizon $n$ of the dynamics communities become less in number and bigger in size – as shown in the upper panel of Figure 1. Notably, if we use a reference process at finite time, we automatically obtain finer communities than with modularity. The lower panel of Figure 1 shows the case of the simple function $\mathcal{M}^{[1,m]}$: there is a sharp transition for the number of communities at a critical value $m^*$, below which the true structure of 30 communities (one for each clique) emerges.

The cliques-graphs considered above is a very simple example, especially because the cliques have the same size. We thus consider an heterogeneous graph of 30 cliques whose size is exponentially distributed. As shown in Figure 2 standard modularity maximization on a realization of this graph returns 22 communities, since it tends to group together the small nearest cliques (while being able to identify the large cliques). Instead $\mathcal{M}^{[1,m]}$ with $m = 3$ finds the true community structure.

Generalized Markov stability of different random processes

$\mathcal{M}^{[n,m]}$ of eq. (8) is defined for a generic Markov process on the network – the only requirement being the existence of the stationary distribution and its finite-time version. The induced community structure can thus strongly depend on which process is implemented. In the section above we used the natural Markov chain. Here we considered two other processes.

The first one is PageRank [42] (see also [39, 47]), which complements the natural Markov chain with a teleportation term allowing for jumps between any two nodes: $p_{ij} = (1 - \mu)A_{ij}/d_i + \mu/N$. Notably, the teleportation probability $\mu$ makes the chain ergodic even if the network has disconnected components or if it is directed and has transient parts (that the walker cannot access after leaving them). Figure 3 shows the number of communities found by $\mathcal{M}^{[n,\infty]}$ with PageRank for two undirected social networks: Dolphins [48] and Karate club [46]. Dolphins is the network of “swimming together” relations among a group of dolphins, whereas, Karate Club describes the social interactions between the members of a karate club before the its splits into two separated groups. Both these networks are representative small graphs with communities, often used to benchmark community detection methods. We see that, for both networks, the number of communities decreases with the teleportation rate $\mu$ due to a larger probability to jump outside communities.
FIG. 2. Visual representation of communities found by standard modularity $M_{[1,\infty]}$ (a) and generalized Markov stability $M_{[1,3]}$ (b), on a ring-like configuration with 30 cliques of varying (exponentially distributed) size, each clique being connected to only two other cliques. Each community is represented by a different color.

Hence teleportation has a similar effect of considering a longer time horizon for the natural Markov chain – see the upper panel of of Figure 1.

The second Markov process we consider is the maximal entropy random walk (MERW) \cite{43,49}, also known as the Ruelle-Bowen process in discrete time \cite{26}. MERW transition probabilities are such that all trajectories of given length and given endpoints are equiprobable, and take the form $p_{ij} = (A_{ij}/\lambda)/\psi_j/\psi_i$ – where $\lambda$ is the largest eigenvalue of the adjacency matrix and $\psi_i$ is the $i$-th component of the normalized eigenvector associated to $\lambda$. MERW has strong localization property, imprisoning the walkers in entropic wells \cite{43}. When applied to the networks of Figure 3, $M_{[1,\infty]}$ with MERW dynamics finds 3 communities in the Dolphins network and 2 in the Karate club network.

To visually grasp the effect of using a particular Markov dynamics, as an illustrative example we show in Figure 4 the communities detected by $M_{[1,\infty]}$ on the Dolphins network using the natural Markov chain, PageRank and MERW. We see that indeed the community structure varies using a different Markov processes, yet notably...
some communities seem more resilient to the different
dynamics (in this case, the top left part of the network).

Directed networks

As a final remark, we stress that the definition of gen-
eralized Markov stability does not depend on the spe-
cific network features. Therefore, GMS can be directly
implemented on directed networks, provided the consid-
ered Markov chain is ergodic (an easy solution for this
is the teleportation term of PageRank). Indeed, the case
\( n = 1 \) and \( m = \infty \) for simple random walks on directed
networks has been studied in [39] as a generalization of
standard modularity.

CONCLUSIONS

In this work we reformulated the use of ergodic Markov
chains applied to the problem of community detection in
networks. Specifically, we defined a lumped Markov pro-
cess between communities, whose transition probability
fluxes are built by aggregating the probability fluxes at
the level of nodes. This aggregated process is then used
to define a quality function to evaluate a network partition,
by requiring the probability fluxes internal to com-

communities to be maximally larger than those of a reference
case. This results in a generalized version of the Markov
stability. When the reference process corresponds to a
dynamics in which all the information on initial condi-
tions and nodes correlations is lost, as in the case of the
infinite time transition probability, we obtain the stan-
dard Markov stability. However, considering a reference
process with a finite time horizon allows finding commu-
nities of varying size – thus overcoming in a natural way
the resolution limit typical of the modularity and other
approaches.

The framework we developed in this work is general
and can possibly be applied to other kinds of networks
(e.g., bipartite graphs) or to detect overlapping communities.
Another interesting research direction would be to
compare, within the quality function, Markov processes
of different nature.
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