Towards the Test of Saturation Physics Beyond Leading Logarithm
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We present results from the first next-to-leading order (NLO) numerical analysis of forward hadron production in pA and dA collisions in the small-x saturation formalism. Using parton distributions and fragmentation functions at NLO, as well as the dipole amplitude from the solution to the Balitsky-Kovchegov equation with running coupling, together with the NLO corrections to the hard coefficients, we obtain a good description of the available RHIC data in dAu collisions. We also comment on the results in the large $p_\perp$ region beyond the saturation scale. Furthermore, we make predictions for forward hadron production in pPb collisions at the LHC. This analysis not only incorporates the important NLO corrections for all partonic channels, but also reduces the renormalization scale dependence and therefore helps to significantly reduce the theoretical uncertainties. It therefore provides a precise test of saturation physics beyond the leading logarithmic approximation.
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1. Introduction. Prior to the era of quantum chromodynamics (QCD), the study of the physics of strong interactions at high energy was mostly based on the analytic properties of the scattering matrix. Hadron scattering was described in terms of Reggeon and Pomeron exchanges, with the latter being dominant at high center-of-mass energies. Shortly after the discovery of the QCD as the microscopic theory for the strong interaction, the BFKL (Balitskii-Fadin-Kuraev-Lipatov) Pomeron [1] was derived using perturbative calculations in QCD. It predicted a strong rise of the gluon density with decreasing longitudinal momentum fraction $x$, which in turn implied a strong growth of the cross section with increasing energy. On a microscopic level it was understood that this strong growth is due to the Bremsstrahlung gluon radiation, which is enhanced in the small-$x$ regime. As a result, large logarithms $\alpha_s \ln (1/x_g)^n$ appear and they can be resummed by solving the BFKL equation.

Furthermore, it is expected that, when too many gluons are squeezed in a confined hadron, they start to overlap and recombine. The balance between radiation and recombination is known as gluon saturation. To include the effect of saturation, a nonlinear term in the evolution equation was introduced [2,3]. The derivation of the nonlinear evolution equation, the BK-JIMWLK (Balitskii-Kovchegov-Jalilian-Marian-Iancu-McLerran-Weigert-Leonidov-Kovner) equation, was performed in Refs [4,5,7]. A characteristic feature of the solution to this nonlinear evolution equation is the emergence of a dynamical scale, the saturation momentum $Q_s(x_g)$, which separates the dense saturated parton regime from the dilute regime. This type of dense and saturated gluonic matter is also known as the color glass condensate [4].

The quest for an experimental signal of gluon saturation has been especially important in the context of the nucleon-nucleus experiments at RHIC and the LHC [8], and constitutes a vital part of the scientific program for possible future electron-ion colliders [9]. There has been a lot of experimental effort devoted to the test of saturation physics both at RHIC [10,13] and the LHC [14,17]. Among many experimental observables which can reveal the parton saturation phenomenon, forward single inclusive hadron productions in proton-nucleus (pA) collisions is unique in terms of its simplicity and accuracy.

Forward single inclusive hadron production in pA collisions $p + A \rightarrow h(y, p_\perp) + X$ at leading order (LO) can be viewed as follows: a collinear parton, with momentum fraction $x$, from the proton projectile scatters off the dense nuclear target $A$ and subsequently fragments into a hadron with momentum fraction $z$ which is measured at forward rapidity $y$ with transverse momentum $p_\perp$. Observing the produced hadron at forward rapidity $y$ is particularly interesting since the proton projectile, with relatively large $x \equiv \frac{p_\perp}{\sqrt{s}} e^0$, is always dilute (when $x > 0.1$) while the nuclear target, with small $x_g \equiv \frac{p_\perp}{\sqrt{s} \Lambda_{QCD}} e^{-\eta}$ (when $x_g \ll 10^{-2}$), is dense in this kinematic region. When $p_\perp \leq Q_s(x_g)$, with $Q_s(x_g) \gg \Lambda_{QCD}$ ($Q_s$ increases as $x_g$ decreases), one should expect that gluon saturation plays an important role, while the traditional collinear factorization, which does not include multiple scatterings and small-$x$ evolutions, breaks down. This observable is also relatively simple in the large $N_c$ limit since it only depends on the dipole amplitude, which has been studied most extensively. Previous phenomenological studies [8,13,29] on this topic either used the LO effective factorization [18] or the $k_t$ factorization together with the running coupling corrections to the leading logarithmic approximation.
mic (LL) BK equation. However, to test the saturation physics predictions more rigorously, one needs to go beyond the LO formalism.

In the past few years, there has been considerable progress in the development of the effective small-$x$ factorization [21][23] for high energy scattering in dilute-dense systems. In particular, the cross section for single inclusive hadron production in pA collisions has been computed up to the one-loop order for all partonic channels [26]. It was demonstrated that the collinear and rapidity divergencies can be systematically accommodated into the parton densities, fragmentation functions and dipole amplitude, and that the effective factorization holds up to next-to-leading order. To include the important NLO corrections, we have developed a program called Saturation physics at One Loop Order, or SOLO. The objective of this Letter is to use SOLO to numerically study single inclusive forward hadron production for the first time up to NLO accuracy, which shall shed light on the study of the onset of gluon saturation at RHIC and the LHC.

2. The numerical study of single inclusive hadron productions in proton(deuteron)-nucleus collisions. We use the one-loop order results from Ref. [25] for the single inclusive cross section in pA collisions calculated in the effective small-$x$ factorization formalism. The result can be schematically written as follows:

$$d\sigma = \int x f_a(x) \otimes D_a(z) \otimes F^{x_1}_{a}(k_{\perp}) \otimes H^{(0)},$$

$$+ \frac{\alpha_s}{2\pi} \int x f_a(x) \otimes D_b(z) \otimes F^{x_2}_{ab}(\perp) \otimes H^{(1)},$$

with the full expression available in Ref. [20]. The sign $\otimes$ indicates the convolution between parton distributions, fragmentation functions, dipole amplitudes and hard coefficients in terms of fractions of momenta and coordinates. Here, the first line comes from the leading order contribution, while the second line comes from the one-loop calculation with the collinear divergences absorbed into the proton’s collinear parton distribution $x f(x)$ or the hadron fragmentation function $D(z)$ and the rapidity divergence absorbed into the small-$x$ dipole gluon distribution $F^{x_1}(k_{\perp}) \equiv \int \frac{d^2r}{(2\pi)^2} e^{-ik_{\perp}r} S_{x_1}^{(2)}(r)$. It is well known that $\alpha_s$, $x f(x)$ and $D(z)$ depend on the factorization scale $\mu$. Unlike the LO formalism which contains monotonic dependence on the scale $\mu$, the NLO results that we are using come with the advantage of reduced $\mu$ dependence. All eleven hard factors $H^{(1)}$ calculated from all possible partonic channels are finite and free of divergence of any kind. Due to the high gluon density inside the heavy nucleus target, we have to take into account multiple interactions as well as the nonlinear dynamics which are encoded in the nonlinear dipole amplitude $F^{x_2}_{ab}(\perp)$. The challenge of the following analysis mainly comes from the incorporation of various higher order corrections and the multi-dimensional numerical integration of these terms.

At LO, there are two diagonal channels, $q \to g$ and $g \to g$. This is indicated in the LO part of Eq. (1) with $a = q, g$, respectively. At NLO, there are also off-diagonal channels which can be computed from the second line of Eq. (1), when $a = q, b = g$ and $a = g, b = q$. All four channels have to be taken into account in the computation. We take the large $N_c$ approximation throughout the whole computation to eliminate higher point correlation amplitudes beyond the dipole amplitude, such as quadrupoles, etc. This indicates that our results could have corrections of order $O(1/N_c^2)$. In addition, we can also simplify the non-linear amplitudes $F^{x_2}_{(N)}$ as products of dipole amplitudes in the large $N_c$ limit.

We use the NLO MSTW parton distributions [27] and NLO DSS fragmentation functions [28] together with the one-loop running coupling. In principle, to achieve the complete NLL accuracy, we should solve the NLL BK evolution equation and obtain the NLL dipole gluon distribution for $F^{x_2}(k_{\perp})$ as well. However, the NLL BK equation is notoriously hard to solve due to the multi-dimensional integrations involved. Also, from previous analysis of the linear BFKL equation at NLL level, it is known that the higher order corrections in $\alpha_s \ln 1/x$ are very large and lead to instabilities of the evolution kernel, making resummation of collinear divergences necessary [29].

Thus, for practical purposes, we use the solution to the LL BK equation in coordinate space with the running coupling correction from Ref. [30], in which all parameters are fixed by comparing with RHIC data. Then we perform a Hankel-Fourier transform to convert the solution into momentum space in order to obtain the expression for $F^{x_2}(k_{\perp})$. The running coupling BK equation (rcBK) has been solved in many works, for example [31][33], and it was found that the inclusion of the running coupling slows down the evolution significantly, compared to the pure LL with fixed coupling, and reduces the value of the saturation scale.

3. Results. Fig. 1 shows the single inclusive hadron production yields in dAu collisions measured by BRAHMS [10] and STAR [11] and the corresponding curves generated by SOLO using the rcBK solution as the gluon distribution. Without use of K factors, we find generally decent agreement between our NLO calculation and the data for relatively low momenta $p_{\perp} < Q_s(x_g)$. The limit $Q_s(x_g)$ increases with forward rapidity $\eta$. Therefore, this calculation becomes more robust as $\eta$ increases.

A notable feature of the present calculation is that the NLO correction becomes negative at higher $p_{\perp}$, and in fact dominates over the leading order result for some values of $p_{\perp}$. Similar behavior is also seen in Ref. [23] which incorporated only part of the NLO corrections. The critical value of $p_{\perp}$ at which the overall LO+NLO cross sec-
tion becomes negative increases with rapidity, as can be seen from Fig. 1. Once the hadron transverse momentum $p_\perp$ is larger than $Q_s(x_g)$, the NLO correction starts to become very large and negative. This indicates that we need to either go beyond NLO or perform some sort of resummation when $p_\perp > Q_s(x_g)$, due to this theoretical limitation of the dilute-dense factorization formalism at NLO. This is an important problem but it lies outside the scope of the current work and we will leave this to future study. Given these limitations, we expect the dilute-dense factorization formalism to work much better for more forward rapidity regions. This trend is indeed observed in Fig. 1 and Fig. 3. Nevertheless, as shown in all the plots, the results computed from SOLO are stable and reliable as long as $p_\perp < Q_s(x_g)$.

Furthermore, we have also run SOLO with three other choices of dipole gluon distribution: the Golec-Biernat and Wusthoff (GBW) model [34], the McLerran-Venugopalan (MV) model [4], and the solution to the fixed coupling BK equation. As shown in Fig. 2 all four parametrizations give similar results and agree with the BRAHMS data in the $p_\perp < Q_s$ region. For other plots, we only use the rcBK solution, which is the most sophisticated parametrization.

Fig. 3 shows predictions made by SOLO for pPb collisions at high pseudorapidities which are accessible at LHC detectors, in particular $5.3 \leq \eta \leq 6.5$ for TOTEM’s T2 telescope [25] and $\eta \geq 8.4$ at LHCf [26]. Of course, our prediction in the left plot should only be valid when $p_\perp < 3$ GeV, which is about the size of the saturation momentum at the corresponding rapidity.

One of the advantages of the NLO results is the significantly reduced scale dependence as shown in Fig. 4. In principle, cross sections for any physical observable, if it could be calculated up to all order, should be completely independent of the factorization scale $\mu$. However, as shown in Fig. 1, the LO cross section is a monotonically decreasing function of the factorization scale $\mu$. This is well-known and is simply due to the fact that an increase of $\mu$ causes both the parton distribution function (in the region $x > 0.1$) and the fragmentation function (in the
region $z > 0.2$) to decrease. Therefore, one has to choose the scale $\mu$ properly for LO calculations. By including the NLO corrections, which cancels all the scale dependence up to one-loop order, we find that the dependence on $\mu$ is sharply reduced in the NLO cross section except for very low $\mu^2$ values. In other words, the factorization scale can be chosen from a large range of values without changing the cross sections much. This greatly increases the reliability of our calculation and reduces the uncertainty of our prediction. In addition, Fig. 4 indicates that the best choice of factorization scale $\mu$ should be about two or maybe three times the average transverse momentum of the produced hadron. This helps us to choose a reasonable range of $\mu^2$ to set the error band for our numerical analysis.

4. Discussion and Conclusion. As an important first step towards the NLO phenomenology in the saturation physics, we have developed a program called SOLO which allows us to incorporate most of the NLO corrections for forward single hadron productions in pA collisions. We have used recent theoretical results for forward hadron production at NLO accuracy, which demonstrate the factorization of collinear and rapidity divergencies, together with NLO parton distribution functions and fragmentation functions, as well as the solution to the BK equation with running coupling. We obtained decent agreement with the experimental data from RHIC and we have made predictions for the forward production in pA collisions at the LHC. The results show the enhancement of the NLO calculation over the LO calculation at very low values of $p_{\perp}$, and the reduction of the NLO cross section with respect to the LO calculation at higher values of the hadron transverse momentum.

We found that the scale dependence is significantly reduced at NLO as compared to the lowest order result. We also found that the results turn negative for higher values of $p_T$ above some critical value. This critical value increases with rising rapidity, thus justifying the calculation for the forward region. Several extensions of this work are possible. The large negative value of the NLO correction may imply the need to include higher order corrections or some resummation in order to stabilize the result beyond the critical value of $p_{\perp}$. Also, for the complete NLL analysis one would need to evaluate the dipole gluon distribution using the NLL BK equation. These are important issues that certainly deserve separate studies.

Nevertheless, this calculation is important progress in small-$x$ physics phenomenology beyond LL accuracy, and it provides predictions for pA collisions at the LHC with the theoretical uncertainty under control.
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