A Multiscale Sequential Data Assimilation System and Its Application to Short-term Traffic Flow Prediction
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We present a multiscale sequential data assimilation (M-SDA) system and apply it to short-term traffic flow prediction. Assimilation models in traditional sequential data assimilation (T-SDA) systems, which are usually constructed using historical measurements, are always disturbed by local noises. Simultaneously, the accuracy of assimilation results is also affected. To reduce the effects of these noises on assimilation models and the accuracy of results, an M-SDA system combining a T-SDA system and noise separation methods is constructed. This paper comprises four main parts: (1) a T-SDA system for short-term traffic flow prediction and multiscale noise separation methods are briefly discussed, and an example of denoised measurements with separated multiscale noises is given; (2) an M-SDA system for short-term traffic flow prediction is established; (3) the impacts of different noise separation scales on the accuracy of assimilation results are analyzed; and (4) applications of the M-SDA system to short-term traffic flow prediction are presented and compared with those of a T-SDA system. Experimental results were acquired from traffic flow measurements collected from a sub-area of a highway near Liverpool and Manchester, UK. The gap between the true and predicted values was evaluated by the root mean square error (RMSE) and mean absolute percent error (MAPE). By comparison with the prediction results from the T-SDA system, it was experimentally shown that the M-SDA system can successfully reduce the effects of noises in historical measurements on assimilation model construction and improve the accuracy of short-term traffic flow prediction results.

1. Introduction

Traffic flow prediction, including long-term and short-term predictions, is a crucial component in many intelligent transportation systems. For the purpose of dynamic traffic management or providing advance information to travelers, short-term traffic flow prediction that reflects fast-changing local temporal and spatial fluctuations in traffic flow values is necessary. Data used in short-term traffic flow predictions are aggregated over seconds to
hours. Most studies commonly used intervals of a number of minutes, such as 1,\(1\), 5,\(1\), 10,\(1\), 15,\(5\), or 30 min.\(4\)

Owing to the stochastic nature of traffic flow values, prediction algorithms with both accuracy and robustness have become increasingly important. Much attention has focused on taking advantage of different measurements and models to make predictions.\(5\) Data assimilation (DA) is a technique that can estimate state vectors by integrating physical model information and measurements with the consideration of the data distribution in time and space, as well as measurements and background field errors. It plays a significant role in meteorology,\(6\) oceanography,\(7\) hydrology,\(8\) and other fields. Related DA studies based on Bayesian theory have been applied in some short-term traffic state predictions.\(9,10\)

There are three components in DA systems: assimilation models (dynamic state and observation models), measurements, and assimilation methods. Using the discrete time index \(k\), DA can be mathematically expressed as\(11\)

\[
\begin{align*}
X_k &= A_{k,k-1}X_{k-1} + G_{k,k-1}w_{k-1} \\
y_k &= H_kX_k + v_k
\end{align*}
\]

where the first expression is the dynamic equation and the second expression is the observation equation. \(A\) is the dynamic state model. \(H\) is the time-dependent measurement operator, which connects the statements \(X\) and measurements \(y\). \(w\) and \(v\) are assumed to be zero-mean Gaussian random noises with the covariance matrices \(Q\) and \(R\), respectively. \(G\) is a coefficient matrix.

Sequential assimilation methods, as one of the implementation classes of DA, posteriorly estimate the state vectors on the basis of status updates using the weights of the model and measurement errors when measurements are available.\(12\) Each of such methods contains two steps: predict the state using the previously analyzed one and update it using Bayes’ formula.\(13\) The Kalman filter (KF) method is a basic algorithm in sequential DA systems. It can update variable states using real-time measurements and adapt to changes in traffic flows. The KF method has excellent performance in many traffic flow prediction applications.\(9,14\) It also has a low computational cost and low storage requirements. Owing to these advantages, the KF method will be used later in the sequential DA system for traffic flow prediction research.

Although traditional sequential data assimilation (T-SDA) systems have already been used for short-term traffic flow prediction, the following issues need to be further investigated. (i) Most researchers have focused on finding appropriate traffic flow prediction models but have ignored the quality of the models.\(15\) Variation patterns in historical measurements are similar on the same day of consecutive weeks or months, and they are always used to construct forecast models such as the vector autoregressive (VAR) model used in Ref. 16. However, noises in historical measurements usually make it difficult to abstract patterns of traffic flow data and further affect the accuracy of models for prediction. (ii) There are some disadvantages in methods that have been proposed for dealing with noises. One type of method directly smooths the errors in the time domain through a mean filtering algorithm,\(17\) a nonlocal mean filter algorithm,\(18\) a median filter algorithm,\(19\) and so forth. However, in these methods, the window size used for filtering is often difficult to determine, which has a major impact on the precision of noise processing. Moreover, mean filtering and nonlocal mean filter algorithms are
only suitable for processing Gaussian random noises. Owing to these limitations, these methods are often used for image denoising.\(^{(20)}\) The other type of noise processing method is performed in the frequency domain. Noises in measurement series usually have a high frequency. The discrete wavelet transform (DWT)\(^{(21)}\) and empirical mode decomposition (EMD)\(^{(22)}\) methods have been hot topics in applications that process measurement noises in recent years. These methods can be used to separate noises from measurements.\(^{(23)}\) However, different degrees of noise separation (denoted as the noise separation scale later in this paper) will have different effects on model construction and assimilation results. Detailed analyses of these different noise separation methods with different noise separation scales in traffic flow prediction are required.

This study mainly focuses on the problem of assimilation model inaccuracy caused by noises in historical measurements, which are used to construct models in T-SDA systems. The purpose of this study is to build a multiscale sequential data assimilation (M-SDA) system and apply it to short-term traffic flow prediction. The M-SDA system is a combination of a T-SDA system and noise separation methods under multiple scales. Three critical issues are investigated as follows. (i) We establish an M-SDA system combining a T-SDA system with two noise separation methods, that is, a DWT method and an EMD method. (ii) We analyze the impacts of different noise separation scales on assimilation forecasting results. (iii) We apply the proposed M-SDA system to short-term traffic flow prediction and verify its effectiveness by comparison with the T-SDA system.

The remainder of the paper is organized as follows. The theoretical background is introduced in Sect. 2. The construction of the M-SDA system is described in Sect. 3. Section 4 presents detailed application experiments utilizing the M-SDA system and analyzes the accuracy of the results. Finally, conclusions are made in Sect. 5.

2. Theoretical Background

2.1 T-SDA system for short-term traffic flow prediction

Short-term traffic flow prediction models are an important part of a T-SDA system. A VAR model that considers the effects of downstream and upstream location information on the traffic flow of a specific location is used in this study.\(^{(16)}\) The model is expressed as

\[
\begin{align*}
    r(k + 1) &= para\_0(k) \times Z(k) + para\_l(k) \times Z(k - 1) + \\
    &\quad para\_2(k) \times Z(k - 2) + \ldots + para\_n(k) \times Z(k - n) + \nu(k),
\end{align*}
\]

(2)

with

\[
\begin{align*}
    r(k + 1) &= \frac{q_r(k + 1)}{q_{\nu}(k + 1)} \\
    Z(k) &= \begin{bmatrix}
        \frac{q_r(k)}{q_{\nu}(k)} & \frac{q_{\alpha}(k)}{q_{\nu}(k)}
    \end{bmatrix}^T (i = 1, 2, 3, \ldots, m),
\end{align*}
\]

(3)
where \([\text{para}_0(k), \text{para}_1(k), ..., \text{para}_n(k)]\) are the unknown parameters of the state model. \(q_\ell(k + 1)\) is the traffic flow value of a specific path that needs to be predicted through the T-SDA system. \(\overline{q}_\ell(k + 1)\) denotes the average value of the specific path, which can be calculated by historical flow measurements of the same day of the week in previous weeks at the time interval \([kT, (k + 1)T]\). \(q_\ell(k)\) is the historical traffic flow value of the specific path at the time interval \([(k - 1)T, kT]\), and \(\overline{q}_\ell(k)\) is the corresponding average value. \(q_{\phi_\ell}(k)\) denotes the traffic flow values of the downstream and upstream paths, which are also the adjacent paths at the time interval \([(k - 1)T, kT]\). \(\overline{q}_{\phi_\ell}(k)\) is the historical average value.

In Eqs. (2) and (3), the unknown parameters should be calculated before acquiring the traffic flow forecasting results. Thus, for the calculation in the T-SDA system, the form in Eq. (3) can be transferred into Eq. (1) by setting

\[
\begin{align*}
A_{k, k-1} &= I, G_{k, k-1} = 0 \\
X_k &= \left[\text{para}_0(k), \text{para}_1(k), ..., \text{para}_n(k)\right]^T \\
y_k &= r(k + 1) \\
H_k &= \left[Z^T(k), Z^T(k-1), Z^T(k-2), ..., Z^T(k-n)\right].
\end{align*}
\]

The measurements are traffic flow values. The standard KF method\(^{(24)}\) is used as the assimilation method in the T-SDA system\(^{(24)}\) as shown in Fig. 1.

It can be seen from Eq. (4) and Fig. 1 that the measurement operator \(H_k\) is built using historical measurements. It plays an important role in the calculation of the Kalman gain matrix \(K\) in the KF method, which is the key to balancing the weight between the state estimates and the new measurements. Noises in historical traffic flow measurements disturb the specification of the measurement operator \(H_k\) and then further reduce the accuracy of assimilation results through the effect on the Kalman gain matrix \(K\). Denoising processing for the measurement operator \(H_k\) is essential before short-term traffic flow forecasting.

### 2.2 Multiscale noise separation methods

Denoising processing is a major application of the DWT\(^{(21)}\) and EMD\(^{(22)}\) methods. Typical DWT and EMD methods applied to a signal \(f(k) \in S^2(R)\) [where \(S^2(R)\) denotes the square integrable function space] for multiscale noise separation are briefly introduced as

![Fig. 1. KF method.](image_url)
DWT: 
\[
(W_\psi f)(a, b) = \left| a \right|^{-1/2} \int_{-\infty}^{+\infty} f(k) \psi_a \left( \frac{k-b}{a} \right) \, dk 
\]

\[
f(k) = C_\psi^{-1} \int_{-\infty}^{+\infty} (W_\psi f)(a, b) \psi_{a,b}(k) \frac{da}{a^2} \, db,
\]

where \(W_\psi f\) denotes the wavelet transform. \(\psi_{a,b}(k)\) is the wavelet function and \(a\) and \(b\) are the scale and shift factors, respectively. \(|a|^{-1/2}\) is a normalizing factor. The Haar wavelet is appointed as the mother wavelet as it is commonly used in the DWT method. By using the DWT method, the original signal is decomposed into several levels of purer and noisy series, expressed as \(A_i\) and \(D_i\), respectively, with \(i\) mean levels, as described in detail in Ref. 21. Using different levels of decomposed pure data \(A_i\) as measurements means different noise separation scales. The maximum level in this study was taken to be 2. This is because after many experiments, decomposed noisy series will contain excessively pure information beyond decomposed level 2. Excessive noise separation will make the left purer series lose the changing profile of the original data series.

\[
EMD: \quad f(k) = \sum_{i=1}^{g} c_i(k) + r(k)
\]

The original signal \(f(k)\) can be decomposed into several intrinsic mode functions (IMFs). \(c_i(t)\) denotes the \(i\)th IMF; and \(g\) is the number of decomposed IMFs. \(r(t)\) denotes the separated noises. Details of the algorithm are given in Ref. 22. In this study, we define different numbers of IMF combinations for rebuilt data, such as the sum of \(IMF_2-IMF_g\) and the sum of \(IMF_3-IMF_g\), as different noise separation scales. The maximum level in this study was taken to be the sum of \(IMF_3-IMF_g\) to avoid the excessive separation of noises, which would adversely affect the accuracy of pure series on the basis of the results of many experiments.

### 2.3 Example of multiscale noise separation

In this section, an example of multiscale noise separation using the above two methods is given. The original data are 15 min traffic flow measurements of path 3339 (LM91) belonging to Highways England. The original traffic flow data on three Mondays in consecutive weeks, which have similar variations but are affected by observation noises, are shown in Fig. 2(a). These original data series were decomposed into several purer and noisy series under four noise separation scales. Details of the four noise separation scales are given in Table 1. After noise separation, different purer series \([P\ \text{in Figs. 2(b)–2(e)}]\) and noise series \([N\ \text{in Figs. 2(f)–(i)}]\) were acquired. The purer series are smoother than the original series but still keep their variation trends. They can be treated as denoised data for further multiscale model building. The noisy series were regarded as noises and removed. Figure 2 indicates that different separation scales can give different noise separation results.
3. M-SDA System for Short-term Traffic Flow Prediction

As reported in this section, an M-SDA system was built combining T-SDA and multiscale measurement noise separation methods, that is, the DWT and EMD methods. For the M-SDA system in this study, multiseries historical measurements with various degrees of noise removal are used to build multiple measurement operators $H_k$ in the sequential DA system to satisfy different situations of modeling data. After noises are separated at multiple scales using the above methods, more precise historical measurements remain. Furthermore, different models can be constructed using multiseries historical measurements with multiscale noises separated. “Multiscale models” is shorthand for these different models. Multiscale models will be used for different traffic flow forecasting situations with the purpose of achieving highly precise assimilation results. A schematic of the proposed M-SDA system based on the above discussion for short-term traffic flow prediction is presented in Fig. 3. The M-SDA system was built in three steps: (1) multiseries historical measurements were acquired with multiscale noises separated using the DWT and EMD methods; (2) multiscale assimilation models in the M-SDA system were constructed under multiseries historical measurements after the noises were separated; and (3) a schematic of the M-SDA system for short-term traffic flow prediction was established. Figure 3 shows the entire technological framework of the study.

4. Empirical Study

In this section, real-world data are used in short-term traffic flow prediction. Our experiment is designed to investigate the impact of different noise separation scales on the prediction results and performance of the M-SDA system for short-term traffic flow prediction.
4.1 Study area and material description

The datasets used in this paper are downloadable from the website of Highways England (highwaysengland.co.uk). The data were collected from a sub-area of a highway between Liverpool and Manchester, UK, as shown in Fig. 4(a). The time interval for the data is 15 min. The traffic flow forecasting results from Monday to Sunday were acquired and analyzed. The data of each path contain eight days from consecutive weeks. As the mean traffic flow values are required in the assimilation models shown in Eq. (4), datasets of the first seven days were used for model construction in the S-DA system, and the data from the eighth day were employed to test the effectiveness of the proposed approach. Also, because the traffic flow early in the morning and late at night was small and of little concern to traffic management, prediction results from 6:00 a.m. to 9:00 p.m. were used.

4.2 Impacts of different noise separation scales on prediction results

The short-term traffic flow prediction of path 3339 (LM91) shown in Fig. 4(b) was first taken as a detailed example to illustrate the impacts of different noise separation scales on assimilation prediction results. There are four paths adjacent to path 3339 (LM91): path 3338 (LM89), path 3339 (LM93), path 6200 (LM844A), and path 6296 (LM87); thus, \( m = 4 \) in Eq. (3). We then set \( n = 2 \) in Eq. (4). Without the loss of generality, the prediction results obtained on the workday Wednesday and the non-workday Sunday were analyzed in detail. For a comparative analysis of experimental results, prediction results from the T-SDA system obtained using the raw data without the noises separated were also obtained. In addition to the four noise separation scales already shown in Table 1, the five noise separation scales used in later tests are redefined in Table 2. Five assimilation models were also built. Model 1 was the assimilation model in the T-SDA
system. Models 2 through 5 were built using historical measurements with the noises separated under the four scales and are the models in the M-SDA system. Root mean square error (RMSE) and mean absolute percent error (MAPE) values were employed to evaluate the prediction performance under different noise separation scales. RMSE and MAPE are defined as

\[
RMSE = \sqrt{\frac{1}{tn} \sum_{k=1}^{tn} (\hat{x}(k) - x(k))^2},
\]

\[
MAPE = \frac{1}{tn} \sum_{k=1}^{tn} \left| \frac{\hat{x}(k) - x(k)}{x(k)} \right| \times 100\%,
\]

where \(\hat{x}(k)\) denotes the prediction value, \(x(k)\) is the true observed value, and \(tn\) is the total number of time intervals. The smaller the \(RMSE\) and \(MAPE\) values, the higher the prediction performance.

Figure 5 shows the prediction results on the workday Wednesday for the five models. Figure 6 shows the prediction results on the non-workday Sunday. The prediction results from Model 1, which are also the results from the T-SDA system, were taken as reference to verify

### Table 2

| Scale-I  | Scale-II | Scale-III | Scale-IV | Scale-V |
|----------|----------|-----------|----------|---------|
| Raw data | \(A_1\)  | \(A_2\)   | Sum (IMF\(_2\)–IMF\(_g\)) | Sum (IMF\(_3\)–IMF\(_g\)) |
| Model 1  | Model 2  | Model 3   | Model 4  | Model 5 |

Fig. 4. (Color online) (a) Study area and (b) part of the paths.
the effectiveness of the models in the M-SDA system. The true values were also added. Table 3 shows the corresponding RMSE and MAPE values of the short-term traffic flow prediction results on Wednesday and Sunday, respectively.

Fig. 5. (Color online) Different traffic flow prediction performance characteristics of path 3339 (LM91) on Wednesday for five models.

Fig. 6. (Color online) Different traffic flow prediction performance characteristics of path 3339 (LM91) on Sunday for five models.
It can be seen from the results shown in Table 3 that the prediction results acquired from Models 2–5 in the M-SDA system using historical measurements with noises separated were superior to those obtained from the T-SDA system (Model 1). Also, different good performance characteristics were produced by the different models in the M-SDA system. For example, \( \text{RMSE} \) and \( \text{MAPE} \) are 24.04 and 5.03\% for Model 2 on Wednesday, and \( \text{RMSE} \) and \( \text{MAPE} \) were reduced by 10.93 (from 35.33 to 24.40) and 2.92\% (from 7.91 to 4.99\%) for Model 4 compared with the results for Model 1. Similar prediction results were obtained using the data collected on Sunday.

It is concluded from Figs. 5 and 6 and Table 3 that different noise separation scales have different impacts on assimilation models and assimilation prediction results. Also, from the lower \( \text{RMSE} \) and \( \text{MAPE} \) values shown in Table 3 and the better distributions displayed in Figs. 5 and 6, good results were obtained when using the models in the M-SDA system. This indicated that the M-SDA system built in this study is effective in improving prediction accuracy and that different noise separation scales have different impacts on prediction results.

### 4.3 Performance of M-SDA system for short-term traffic flow prediction

In this section, to further verify the effectiveness of the M-SDA system, it was applied to short-term traffic flow prediction of all the paths shown in Fig. 4(a) on Monday to Sunday. There are four models in the M-SDA system, which were constructed using historical measurements with noises separated under the four scales shown in Table 1. As an example of a detailed analysis, the prediction performance characteristics of the five paths shown in Fig. 4(b) are listed first. \( \text{RMSE} \) and \( \text{MAPE} \) values of the prediction results acquired from the models in the T-SDA system (Model 1) and the M-SDA system (Models 2–5) from Monday to Sunday are given in Fig. 7, and the average \( \text{RMSE} \) and \( \text{MAPE} \) values of the five paths are shown in Tables 4 and 5, respectively.

The prediction performance characteristics were different for the four models in the M-SDA system. As shown in Tables 4 and 5, compared with prediction results from the T-SDA system (Model 1), the average \( \text{RMSE} \) and \( \text{MAPE} \) were improved by various degrees when using the models from the M-SDA system. By taking path 3339 (LM91) as an example, the average \( \text{RMSE} \) and \( \text{MAPE} \) acquired from the T-SDA system (Model 1) were 37.12 and 8.46\%, respectively, and the best prediction performance was acquired from the M-SDA system for Model 4, with the average \( \text{RMSE} \) reduced by 14.15 (from 37.12 to 22.97) and the relative
Fig. 7. (Color online) RMSE and MAPE values of five paths for five models from Monday to Sunday.

Table 4
Average RMSE values of five paths for five models.

| Path         | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 |
|--------------|---------|---------|---------|---------|---------|
| 3338 (LM89)  | 14.36   | 9.34*   | 10.31   | 10.51   | 13.20   |
| 3339 (LM91)  | 37.12   | 23.79   | 23.82   | 22.97*  | 24.30   |
| 3339 (LM93)  | 25.65   | 17.97   | 18.07*  | 24.26   |         |
| 6200 (LM844A)| 82.72   | 59.65   | 60.52   | 56.08*  | 65.92   |
| 6296 (LM87)  | 36.67   | 23.17   | 24.37   | 22.63*  | 31.84   |

*Best performance.

Table 5
Average MAPE values of five paths for five models.

| Path         | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 |
|--------------|---------|---------|---------|---------|---------|
| 3338 (LM89)  | 14.10   | 9.22*   | 9.55    | 10.16   | 12.64   |
| 3339 (LM91)  | 8.46    | 5.74*   | 5.78    | 5.74*   | 6.20    |
| 3339 (LM93)  | 8.76    | 6.62    | 6.63    | 6.50*   | 8.67    |
| 6200 (LM844A)| 6.37    | 4.48*   | 4.74    | 4.55    | 5.39    |
| 6296 (LM87)  | 8.50    | 5.55    | 5.73    | 5.38*   | 7.49    |

*Best performance.

accuracy improved by 38.12%. The corresponding average MAPE was reduced by 2.72% (from 8.46 to 5.74%) and the relative accuracy was improved by 32.15%. Similar results were also obtained for the other four paths. The results of this test indicate that the multiscale models built using historical measurements with multiscale noise separation in the M-SDA system can achieve a higher prediction accuracy.

For further verification, the T-SDA and M-SDA systems built in this study were used for all the paths shown in Fig. 4(a). The corresponding average RMSE and MAPE values from Monday to Sunday are given in Tables 6 and 7, respectively. Results show that the average RMSE and
MAPE values from the M-SDA system (Models 2–5) are all smaller than those from the T-SDA system (Model 1). Taking the workday Monday and non-workday Sunday as examples, the average RMSE and MAPE from the T-SDA system (Model 1) on Monday were 79.69 and 9.50%, compared with 71.05 and 8.16% from the M-SDA system for Model 2, respectively. On the non-workday Sunday, the RMSE and MAPE values from the T-SDA system were 47.25 and 9.76%, compared with 37.74 and 7.82% from the M-SDA system for Model 3, respectively.

Overall, the results in Fig. 7 and Tables 4–7 suggest that the performance of the M-SDA system is higher than that of the T-SDA system, although different models in the M-SDA system have different effects on improving the prediction accuracy. The built M-SDA system can be effectively applied to predict short-term traffic flows.

### 5. Conclusions

The T-SDA system has been shown to be effective in short-term traffic flow prediction. However, short-term traffic flow data are always corrupted by local noises. To improve the accuracy of assimilation models and prediction results, this work sheds a new light on the impacts of noises in historical measurements on the construction of assimilation models and the accuracy of the prediction results. The M-SDA system combining the T-SDA system and noise separation methods was built to overcome the problems of noises in historical measurements. It was found to perform well in short-term traffic flow prediction applications. The main conclusions from the analysis results are as follows:

---

**Table 6**

Average RMSE values of all paths for five models.

|       | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 |
|-------|---------|---------|---------|---------|---------|
| Mon.  | 79.69   | 71.05*  | 73.46   | 72.11   | 77.16   |
| Tues. | 83.04   | 74.79*  | 81.64   | 75.32   | 79.07   |
| Wed.  | 83.89   | 74.84*  | 77.54   | 77.91   | 82.37   |
| Thur. | 83.12   | 72.79*  | 75.01   | 74.51   | 75.64   |
| Fri.  | 84.47   | 73.17*  | 74.71   | 74.95   | 81.90   |
| Sat.  | 50.84   | 41.33   | 40.25*  | 41.04   | 46.44   |
| Sun.  | 47.25   | 38.44   | 37.74*  | 38.72   | 42.40   |

*Best performance.

**Table 7**

Average MAPE values of all paths for five models.

|       | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 |
|-------|---------|---------|---------|---------|---------|
| Mon.  | 9.50    | 8.16*   | 8.22    | 8.28    | 9.25    |
| Tues. | 9.63    | 8.31*   | 8.94    | 8.37    | 8.98    |
| Wed.  | 10.17   | 8.77*   | 9.03    | 8.98    | 9.84    |
| Thur. | 9.35    | 7.98*   | 8.15    | 8.22    | 8.14    |
| Fri.  | 9.40    | 7.91*   | 8.10    | 8.17    | 8.31    |
| Sat.  | 9.32    | 7.68*   | 7.75    | 7.80    | 8.23    |
| Sun.  | 9.76    | 7.85    | 7.82*   | 7.99    | 8.91    |

*Best performance.
(1) Noises can be successfully separated from historical measurements under different scales using the DWT and EMD methods. Also, different noise separation scales give different noise separation results.

(2) Different noise separation scales have different impacts on assimilation prediction results. The prediction results of path 3339 (LM91) on Wednesday and Sunday were taken as examples for a detailed analysis. RMSE and MAPE were 24.04 and 5.03% for Model 2 on Wednesday, and RMSE and MAPE were reduced by 11.01% (from 35.33 to 24.32%) and 2.62% (from 7.91 to 5.29%) for Model 5 compared with the results from Model 1, respectively. Similar improvements in the prediction results were obtained using the data collected on Sunday.

(3) The built M-SDA system was successfully applied to short-term traffic flow prediction. The prediction results acquired from the M-SDA system outperformed those from the T-SDA system. After removing the noises existing in historical measurements used to build the measurement model in the T-SDA system, the M-SDA system is effective for predicting short-term traffic flow with a higher accuracy.

However, the conclusions of this study are based on an experiment with a time interval of 15 min. In future work, we will consider the application of the M-SDA system to shorter-term traffic flow prediction, such as to traffic flow prediction in urban areas, as traffic conditions in urban areas with a shorter time interval are much more complicated. Moreover, an adaptive scale model in the M-SDA system may be studied in the future to dynamically obtain the highest prediction performance of the M-SDA system.
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