Attention Mechanisms in CNN-Based Single Image Super-Resolution: A Brief Review and a New Perspective
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Abstract: With the advance of deep learning, the performance of single image super-resolution (SR) has been notably improved by convolution neural network (CNN)-based methods. However, the increasing depth of CNNs makes them more difficult to train, which hinders the SR networks from achieving greater success. To overcome this, a wide range of related mechanisms has been introduced into the SR networks recently, with the aim of helping them converge more quickly and perform better. This has resulted in many research papers that incorporated a variety of attention mechanisms into the above SR baseline from different perspectives. Thus, this survey focuses on this topic and provides a review of these recently published works by grouping them into three major categories: channel attention, spatial attention, and non-local attention. For each of the groups in the taxonomy, the basic concepts are first explained, and then we delve deep into the detailed insights and contributions. Finally, we conclude this review by highlighting the bottlenecks of the current SR attention mechanisms, and propose a new perspective that can be viewed as a potential way to make a breakthrough.
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1. Introduction

Single image super-resolution, which will be abbreviated as SR hereinafter, aims at addressing the problem of reconstructing a high-resolution image from its given low-resolution counterpart, meanwhile refining the details and textures and improving the visual quality. SR is widely used in a variety of practical applications [1], ranging from remote sensing, video surveillance, medical imaging, to preconditioning of some high-level computer vision tasks, such as image classification and pattern recognition [2–4]. Currently, SR has been receiving an increasing amount of attention from both academic and industrial communities [5].

Although numerous methods have been proposed to push forward the SR performance and extensive research has been conducted to explore more effective and efficient ones, SR is still a fundamental and long-standing problem with many aspects to be promoted. This low-level vision task is challenging, since it is a severely ill-posed problem with a number of potential high-resolution images relating to the corresponding low-resolution one. Furthermore, with the increase in the scale factor, the ill-posed problem becomes more serious, and thus it needs more priors to determine the missing pixel values.

Recently, neural networks and deep learning have been widely used in the field of computer vision and pattern recognition [6]. Due to its inherent capability of overcoming
the drawbacks of traditional algorithms that rely heavily on hand-crafted features [7], deep learning gains great popularity and achieves tremendous success in the areas of computer vision [8,9], pattern recognition [10,11], speech recognition [12], etc. However, neural networks have faced some issues including their provability, stability, robustness, adversarial perturbations and noisy labels. Many researchers have noticed these problems and accordingly put forward their own views and solutions [13–16].

With the development of deep learning theory [17], convolutional neural networks (CNNs) [18–20] have attracted considerable attention from global researchers. Since Dong et al. [7,8] first proposed the pioneering work in SR, called SRCNN, it has been widely explored to design effective SR networks. Many studies have proved that deeper and wider SR networks generally achieve better results as compared to plain and shallow ones [21–24]. However, the growing parameters in deeper CNNs [25–27] also increase their training difficulty dramatically, making the networks harder to converge and optimize, which decreases the efficiency of each feature map in them. Fortunately, in recent years, a novel kind of technique called attention mechanisms [28–30], which was originally proposed to boost the representational power of deep networks, has been introduced to SR networks in order to help them perform better.

Although there are some existing CNN-based SR surveys in the literature [31–35], our work differs from them in that we concentrate on the networks that utilize attention mechanisms. Many existing surveys focus on the performance of SR [36], while ours pays more attention to the architecture of SR networks and their place of insertion of attention mechanisms.

As far as we are concerned, these attention mechanisms can be divided into three categories, and each category has an original form, then followed by its variants. The first class is called channel attention, which extracts the weight from each channel of the feature map to reweight itself. The second class, namely spatial attention, gains the weight matrix in 2D space for pixels at the same spatial position. The third class is non-local attention, which aims at calculating the weight of each position from the global perspective of a feature map.

In this survey, we briefly review these three kinds of mechanisms used in recent CNN-based SR and propose a new perspective to achieve further improvement. The rest of the paper is arranged as follows. In Section 2, the background of the SR, the CNN-based methods and the attention mechanisms used in the SR networks is presented. Section 3 gives the detailed explanation of the existing three attention mechanisms in super-resolution. In Section 4, we conclude the bottlenecks of the existing attention mechanisms used in SR networks and propose a new perspective, and Section 5 concludes the survey and discusses the future directions.

2. Background

In the task of SR, if we represent a high-resolution image by $x$ and its low-resolution counterpart by $y$, the degradation process can be described by the following formula:

$$y = \phi(x, \theta_\eta)$$  \hspace{1cm} (1)

where $\phi$ represents the degradation process, and $\theta_\eta$ represents the parameters, including the downsampling kernel and additive noise [37]. The SR solver tries to predict and reconstruct a high-resolution image counterpart $\hat{x}$ from the input low-resolution image $y$ [38], which can be denoted as:

$$\hat{x} = \phi^{-1}(y, \theta_\zeta)$$  \hspace{1cm} (2)

where $\theta_\zeta$ is the parameters to make up the inverse-problem solver [39]. The complicated image degradation process is generally unknown and affected by various factors, such as
the occurrence of noise, blur, mosaic, compression, etc. In the research field, most of the researchers model the degradation as follows:

\[ y = (x \otimes k) \downarrow_s + n \]  

(3)

where \( \otimes \) denotes the convolution operation, \( k \) denotes the convolution kernel which leads to blurring the images, and \( \downarrow_s \) is the downscaling operation which reduces the height and width \( s \) times. \( n \) in the symbol represents the additive white Gaussian noise with kernel width \( \sigma \), i.e., the noise level \([40]\).

With a mushroom growth of deep learning technologies for the past several years, deep-learning-based SR models have been actively explored and have broken the previous SR performance record constantly. Various deep-learning-based methods are applied to the performance improvement, including CNN-based methods (e.g., SRCNN \([7,8]\)), ResNet \([41]\) based methods (e.g., VDSR \([42]\) and EDSR \([43]\)), and Generative Adversarial Nets (GAN) \([44]\) based methods. Nevertheless, in this survey, we mainly focus on the attention-mechanism-based methods, which take advantages of various attention mechanisms to promote the effect of reconstruction. As mentioned previously, we divide this mechanism into three categories, each of which has a distinct characteristic and utilizes different dimensions of information from the feature map to reconstruct a more elaborate super-resolution image \([45]\).

3. Attention Mechanisms in SR

3.1. Channel Attention Mechanism

In 2017, in order to boost the representational power and channel relationship, Hu et al. \([28]\) proposed the SENet, which first develops the channel attention mechanism in order to fully use the different importance degree of different channels and mining the channel interdependence of the model. This mechanism is of great value for improving the efficiency of each feature map. The CNN based on the squeeze-and-excitation network leads to huge improvement in the classification networks, and it is widely used in designing neural networks for the downstream computer vision tasks \([46]\).

In the image SR domain, researchers introduce this mechanism to the neural networks and thus promote the performance. RCAN \([30]\) builds a CNN with the residual-skip-connection structure combined with the channel attention mechanism. SAN \([47]\) refines the mechanism by using the covariance average pooling. DRLN \([48]\) puts forward the mechanism, replacing the channel attention module with the proposed Laplacian module to learn features at multiple sub-band frequencies.

3.1.1. RCAN

The first channel-attention-based CNN model to solve the SISR problems was put forward by Zhang et al., namely very deep residual channel attention networks (RCAN) \([30]\). The proposed network has two contributions. The first contribution is the network structure RIR, which is the abbreviation of “Residual in Residual”. The RIR structure, which is inspired by the famous architecture ResNet \([41]\), contains the long skip connection (LSC), from behind the first residual group (RG) to after the last residual group, in order to pass the low-frequency information \([49]\) from the front to the end, thus making it possible for the network to learn the residual information at a coarse level. The network accommodates 10 RGs. In each RG are 20 residual channel attention blocks (RCABs), and a short skip connection from behind the first RCAB towards after the end of the last RCAB. The two kinds of skip connections compose the RIR structure, which makes the network more stable to train.

The second highlight of the article, which is the main contribution, is the residual channel attention block (RCAB) that includes the channel attention operation. As shown in Figure 1a, each RCAB is composed of two convolution layers and one Rectified Linear Unit (ReLU) activation, followed by a channel attention unit. A skip connection connects
the front of the first convolution layer to the end of the channel attention block to pass forward residual features. In the channel attention block, a feature map with the shape $H \times W \times C$ is then collapsed to the shape $1 \times 1 \times C$, using the global average pooling operation, which computes the average value of each feature map. Then, a multilayer perceptron (MLP), which is called the gate mechanism, is used to mine the inside relation of the average value among each feature map channel. First, a convolution with kernel size $1 \times 1$ is utilized to shrink the shape to $1 \times 1 \times C/r$, where $r$ is the reduction ratio, the same as that in SENet. RCAN takes 16 as the ratio $r$. After a layer of ReLU activation, a $1 \times 1$ convolution is then exploited to upscale the size to the original $1 \times 1 \times C$. After a sigmoid function, the weight of each channel has been completely generated. The newly generated weights have captured the relation and significance of each channel, so multiplying the weights with each corresponding channel, we obtain the final reweighted feature maps.

**Figure 1.** The detailed structure of channel attention mechanisms. (a) Channel attention in RCAN, (b) Second-order channel attention in SAN, (c) Laplacian pyramid attention in DRLN.

The introduction of the channel mechanism above significantly improves the performance and reduces the number of parameters required. The parameters of RCAN are about one-third of those of EDSR, which also has a Residual-in-Residual-like structure, but it achieves better performance.

RCAN uses L1 loss function and an ADAM [50] optimizer to train the network. The training data are 800 pairs of images in the DIV2K [51] dataset with data augmentation including rotating and flipping. In addition, compared to temporary methods like IRCNN [52] and VDSR [42], it brings better performance and certifies the positive effect of the channel attention mechanism.

### 3.1.2. SAN (Enhanced Channel Attention)

Dai et al. [47] proposed a Second-order Attention Neural network (SAN) for image super-resolution. It is pointed out that because the “global average pooling” manipulation, which is an import component in the channel attention in SENet [28] and RCAN [30], only explores the first-order statistics, while ignoring the statistics higher than the first-
order, this will result in the model’s lack of discriminative ability. As second-order information has been proved helpful in large-scale visual recognition [53], the second-order channel attention mechanism is proposed to support the convolutional neural network.

Different from the first-order channel attention above, the second-order attention has more complicated steps, which are shown in Figure 1b. Denote a given feature map as $F = [f_1, f_2, \ldots, f_C]$ with the shape $H \times W \times C$, which has $C$ channels and the size of $H \times W$. First, reshape the feature map to a 2-D feature matrix $X$ with the shape $C \times S$, where $S = H \times W$. Then, compute the sample covariance matrix using the following formula:

$$S = X^T X$$

where $T$ is a matrix, with the value of all the diagonal elements set to $\frac{s-1}{s^2}$, and other elements set to $\frac{1}{s}$. It can be computed by the formula $\hat{I} = \frac{1}{s} \left[ I - \frac{1}{s} \mathbf{1} \right]$, where $I$ is the $s$-dimension identity matrix and $\mathbf{1}$ is a matrix of all ones.

The obtained matrix $\Sigma$, which is symmetric positive semi-definite, has the following eigenvalue decomposition (EIG):

$$\Sigma = \Lambda U^T$$

where $U$ denotes an orthogonal matrix while $\Lambda$ is a diagonal matrix with eigenvalues $[\lambda_1, \lambda_2, \ldots, \lambda_C]$ in non-increasing order.

After the above-mentioned step is the covariance normalization operated on the obtained matrix $\Sigma$, which is equivalent to the power of eigenvalues:

$$\hat{Y} = \Sigma^{\alpha} = U \Lambda^\alpha U^T$$

The paper set $\alpha = \frac{1}{2}$ to achieve the best discriminative representations. Then, following SENet and RCAN, channel attention weight is computed. Denoting $\hat{Y}$ as $[y_1, y_2, \ldots, y_C]$, Dai et al. shrink it to the channel-wise statistics $z$ with the shape $1 \times 1 \times C$ using global covariance pooling as the following formula:

$$z_c = H_{GCP}(y_c) = \frac{1}{C} \sum_{i=1}^{C} y_c(i)$$

After this operation, all the other steps are the same as in RCAN and SENet, which include MLP-like layers to fully exploit feature interdependencies from the aggregated information. Dai et al. also took $r = 16$ as the reduction ratio.

However, the second-order attention algorithm includes an EIG (eigenvalue decomposition) [54] method, which needs extra computational resource occupation, thus making it inefficient in training. The authors of SAN exploited the Newton–Schulz method [55] to solve the square root of the matrix $\Sigma$ and accelerate the computation while training. First, pre-normalize the matrix $\Sigma$ via the following equation:

$$\hat{\Sigma} = \frac{1}{\text{tr}(\Sigma)} \Sigma$$

where $\text{tr}(\Sigma)$ denotes the trace of $\Sigma$ which is the sum of all the eigenvalues. Then, given $Y_0 = \hat{\Sigma}$, $Z_0 = I$, for $n = 1, 2, \ldots, N$, the Newton–Schulz method [55] iterates the following equations alternatively:

$$Y_n = \frac{1}{2} Y_{n-1} (3I - Z_{n-1} Y_{n-1})$$
After no more than five iterations, $Y_N$ and $Z_n$ quadratically converge to $Y$ and $Y^{-1}$. Finally, there is the post compensation procedure, which can be expressed as:

$$\tilde{Y} = \sqrt{\text{tr}(\Sigma)} Y_N$$ (11)

The main backbone of the SAN network, namely Non-locally Enhanced Residual Group (NLRG), consists of a Share-source Residual Group (SSRG) and two Region-level non-local modules (RL-NL) in the start and end of the network structure, which will be introduced in the next section. The Share-source Residual Group (SSRG) consists of 20 Local-source Residual Attention Groups (LSRAGs). Each LSRAG has 10 residual blocks and a second-order channel attention (SOCA) module behind them. SAN utilizes the L1 loss function and ADAM optimizer with 800 HR images in DIV2K to train the network. The SAN network achieved state-of-the-art results over other algorithms in the year of 2019.

3.1.3. DRLN

The Densely Residual Laplacian Network (DRLN) [48] for super-resolution by Anwar et al. introduced the Laplacian pyramid attention mechanism to the super-resolution domain, which is the most important insight of the creative work.

The major component of the DRLN network is the Cascading Residual on Residual module (CRIR), which has a long skip connection (LSC) to help the information flow through the cascading blocks. The CRIR architecture is mainly composed of cascading blocks, and each has a medium skip connection (MSC) to cascade feature concatenation. The cascading blocks are made of three dense residual Laplacian modules (DRLM) for each, and one DRLM consists of a densely connected residual unit [56], compression unit and Laplacian pyramid attention unit.

As shown in Figure 1c, the Laplacian pyramid attention module, which also computes the weight for each channel, has several differences against the channel attention module of RCAN. After the global average pooling operation to obtain a feature map with the size $1 \times 1 \times C$, which can be denoted as $x$, zero is used to pad $x$ to the size of $7 \times 7 \times C$, $11 \times 11 \times C$, $15 \times 15 \times C$, denoted as $c_1, c_2, c_3$. Then, $c_1, c_2, c_3$ pass the dilated convolution layers with the kernel size 3 and dilated size 3, 5, 7, respectively.

The length of dilated convolution kernels just equals the size of the feature maps after padding. Same as RCAN, the reduction rate is set to 16 in the paper for each dilated convolution. After the three-pronged spear, the feature maps are concatenated and fed into a convolution layer to recover the dimension to the original $1 \times 1 \times C$. After a sigmoid function, the channel weights are generated to multiply each channel to obtain the final feature map.

The Laplacian pyramid attention mechanism has two main advantages over others suggested by the authors: first is its capability to learn features at multiple sub-band frequencies; second is its poser to adaptively rescale features and model feature dependencies at multiple feature spaces.

Same as RCAN, the network uses L1 loss function and an ADAM optimizer to help training. The well-designed architecture of the DRLN network takes the advantages of the residual connection, the dense concatenation, and the Laplacian attention to outperform to the classical network RCAN.

$$Z_n = \frac{1}{2} (3I - Z_{n-1} Y_{n-1}) Z_{n-1}$$ (10)

$$\tilde{Y} = \sqrt{\text{tr}(\Sigma)} Y_N$$ (11)
3.2. Spatial Attention Mechanism

3.2.1. SelNet

Choi and Kim et al. [57] proposed the super-resolution network SelNet with a novel selecting unit (SU). Different from the traditional ReLU activate function, which has the defect that it cannot back-propagate the training error through the switches while training the network, the proposed selecting unit works as a trainable switch. As shown in Figure 2a, SU consists of an identity mapping and a selection module (SM). The selection module is composed of a ReLU activation layer, a convolution layer with kernel size $1 \times 1$ and a sigmoid function layer in turn. The selection module computes the weight in the spatial domain, which can be regarded as belonging to the general spatial mechanism.

![Figure 2a](image)

Figure 2a. The detailed structure of spatial attention mechanism. (a) SU in SelNet, (b) EFA block in RFANet.

SelNet has 22 convolution layers in total, with one SU after each convolution layer. The authors adopted the enhanced residual connection to add the $(n-2)$-th feature map to the $n$-th feature map to feed forward to the next convolution layer. A sub-pixel layer is adopted to resize the feature map into the required height and width. Like VDSR, the input LR image is interpolated using the bicubic method and it adds the up-sized feature map to obtain the final SR image. All the manipulations are performed with the Y channel of the original image.

3.2.2. RFANet

Liu et al. [58] proposed the Residual Feature Aggregation Network for Image Super-Resolution (RFANet), which enhances the spatial attention to make a better improvement.

The main architecture of the network is the 30 residual feature aggregation (RFA) modules with a residual skip connection. The RFA module contains four residual blocks and a $1 \times 1$ convolitional layer. The residual features of the first three blocks are sent directly to the end of the RFA module and concatenated together with the output of the fourth residual block. This creative way makes the fullest use of all these residual features. The RFA module includes a convolution layer, a ReLU activation layer, a convolution layer, and an ESA block, which utilizes the enhanced spatial attention to promote the performance.

The ESA block, which is shown in Figure 2b, starts with a $1 \times 1$ convolution layer, which can decrease channel dimensions so as to lightweight the network. Then, a convolution with stride = 2 is utilized to shrink the height and width of the feature map, which is followed by a max-pooling layer with a large receptive field with a $7 \times 7$ kernel and
taking 3 as stride. An up-sampling layer is then added, which uses bilinear interpolation as the strategy to recover the feature map to the original height and width. A skip connection is built from the reduced-channel feature map to after the up-sampling layer in the end. Finally, a $1 \times 1$ convolution layer helps to restore the number of channels, followed by a sigmoid function layer to generate the attention mask. Multiplying the mask and the feature map, we can obtain the reweighted value.

The RFANet uses the L1 loss function and ADAM optimizer to help with the training. A lot of the ablation studies and experiments to combine the RFA blocks with other baselines prove the effect of the proposed method.

3.3. Combining the Above Two Attention Mechanisms

3.3.1. CSFM

Hu et al. proposed the Channel-wise and Spatial Feature Modulation Network for Single Image Super-Resolution (CSFM) [59], which combines the channel attention and the spatial attention mechanism to take the advantages of both of them.

The proposed CSFM network, which is shown in Figure 3a, consists of three blocks: an initial feature extraction sub-network (IFENet), a feature transformation sub-network (FTNet) and an upscaling sub-network (UpNet). The FTNet, which is the main part of the network, is composed of eight feature modulation memory modules (FMM) as a building module and stacks several FMM modules within a densely connected structure. An FMM module contains a channel-wise and spatial attention residual (CSAR) blockchain and a gated fusion (GF) node. The CSAR blockchain has 20 CSAR blocks.

![Figure 3. The detailed structure of the attention blocks, which has the combination of the two kinds of attention mechanisms. (a) CSAR module in CSFM, (b) RAM in SRRAM.](image_url)
In a CSAR block, in order to increase the perception of features with a higher contribution and value, thus increasing the discriminating capability of the model, the authors designed a structure that takes channel-wise attention (CA) and spatial attention (SA) in a parallel position and combines them together.

The CA unit works the same as the channel mechanism in RCAN, and has the same reduction ratio of 16. The SA unit is utilized concurrently to learn the diverse information of the feature map in the spatial domain and enable the network to discriminate the importance of different regions. Let \( U = [u_1, u_2, \ldots, u_L] \) be an input to the SA unit, which has the shape of \( C \times H \times W \), and the input will pass two convolution layers. The first one increases the number of channels two-fold, then the next convolution layer reduces the number of channels to 1, i.e., the shape of the feature map has been changed to \( 1 \times H \times W \). After a sigmoid function layer to generate the SA mask, multiply the original feature map with the mask and the output is generated.

Different from the enhanced spatial attention (ESA) block in RFANet, the SA in CSAR only generates a \( 1 \times H \times W \) mask while the mask in ESA has the same number of channels with the feature map, i.e., every value in the feature map has its weight value to multiply with.

After the parallel CA and SA unit is the concatenating manipulation to connect the output of both of them, and a \( 1 \times 1 \) convolution layer is used to adaptively fuse two types of attentive features with learned weights.

Another insight of CSFM is its gate node, which is designed to integrate the information coming from the previous FMM modules and from the current blockchain through an adaptive learning process. The network uses the L1 loss function for training and is optimized by the ADAM optimizer. All the proposed mechanisms of CSFM have been proved effective through the ablation study.

3.3.2. SRRAM

Kim and Choi et al. [60] proposed the Residual Attention Module (RAM, shown in Figure 3b) for Single Image Super-Resolution. The RAM module combines the channel attention and the spatial attention, but with some changes that better fit the super-resolution task.

In the Residual Attention Module, after a convolution, a ReLU activation and a convolution layer, the feature maps are sent into the channel attention (CA) unit and the spatial attention (SA) unit, respectively. Different from the previous works, the authors proposed that, since SR ultimately aims at restoring high-frequency components of images, it is more reasonable for attention maps to be determined using high-frequency statistics about the channels, so the variance pooling methods are adopted instead of the global average pooling. The rest of the CA is the same as that in RCAN. For the spatial attention (SA) unit, it is claimed that each channel represents a kind of filter and different filters are used to extract different features. It is of great importance to deal with each channel on its merits. Depth wise convolution with kernel size as \( 3 \times 3 \) is chosen to generate the SA mask. Finally, the mask of CA and SA is added and passes a sigmoid activation function to be the final mask of the RAM module.

SRRAM has an RCAN-like architecture and has 16 RAM residual blocks. The joining of the proposed mechanism is proved extremely successful.

3.4. Non-Local Attention

Wang et al. [61] first proposed the Non-local Neural Network, which is further researched and used in building deep-learning networks for low-level tasks such as super-resolution. Zhang et al. [62] proposed Residual Non-local Attention Networks for Image Restoration, which employ a pixel-level non-local attention mechanism to boost the performance for low-level vision tasks such as super-resolution and denoising. As shown in Figure 4a, given image feature map \( X \), the non-local attention is defined as:
where \((i, j), (g, h)\) and \((u, v)\) are pairs of coordinates of \(X\). \(\psi(\cdot)\) is the feature transformation function, and \(\phi(\cdot, \cdot)\) is the correlation function to measure similarity that is defined as:

\[
\phi(X_{i,j}, X_{g,h}) = \theta(X_{i,j})^T \delta(X_{g,h})
\]

where \(\theta(\cdot)\) and \(\delta(\cdot)\) are feature transformations. Note that the pixel-wise correlation is measured in the same scale. The SAN network utilizes the region-level non-local attention block. The CSNLN uses the enhanced non-local attention, which extracts cross-scale features to help reconstruct the HR images. The PAN further uses the non-local information among different scales with pyramid-shaped feature maps.

**Figure 4.** The detailed structure of non-local attention. (a) Non-local attention, (b) Cross-scale non-local attention.

### 3.4.1. SAN (Region-Level Non-Local Attention)

Except for the second-order attention mechanism, which is the greatest contribution of SAN, it also first employs the Region-Level Non-Local (RL-NL) to further capture the correlation of long-range dependencies throughout the entire feature map, as the low-level vision tasks prefer the non-local operations at a proper neighborhood size, which is proved in [62]. Therefore, the feature map is divided into a grid of regions, which is \(2 \times 2\) in the paper. The four patches compute their non-local maps and values, respectively, and then are merged to compose a whole feature map. Additionally, this manipulation reduces the computing burden.

The RL-NL modules are placed at the beginning and end of the backbone network to exploit the spatial correlations of features.

### 3.4.2. CSNLN

Recently, Mei et al. [63] proposed an innovative design of a network which can super-resolve images with Cross-Scale Non-Local (CS-NL) attention and exhaustive Self-Exemplars Mining (SEM), which enables the network to fully excavate the self-similarity [63].

The main architecture of the designed network is composed of the recurrent of the Self-Exemplars Mining (SEM) cell, which fuses the features from the cross-scale non-local...
attention module, the in-scale non-local attention module and the local branch. All the fused feature maps from SEM cells are concatenated at the end of the main structure to reconstruct high-resolution images.

The in-scale non-local attention module has the same operation as in [47], except for the deconvolution layer at the end position to upscale the feature map to match the output of the cross-scale non-local attention module. The cross-scale non-local attention module in Figure 4b, which is newly proposed by the authors, is designed to measure the correlation between low-resolution pixels and larger-scale patches in the LR images. Denote the size of the feature map input as $W \times H$. One of the branches of the module down-samples the feature map, using the bilinear method, followed by a reshape operation to transform the feature map to the filters with kernel size $p$. Another branch has a $1 \times 1$ convolution to reduce the channels to generate the input and uses the filters generated to perform the convolution. After a softmax layer, the weighted tensor is prepared for deconvolution. The last branch uses convolution and the reshape operation to transform the feature map to the filters with kernel size $sp \times sp$ to be the filters for deconvolution. The final operation is the deconvolution, and we obtain the feature map upscaled with the shape $sW \times sH$.

With three feature maps from the IS-NL module, the CS-NL module and the local branch, instead of concatenating them together, the authors creatively proposed a mutual-projected fusion to progressively combine features together. The residual between the CS-NL feature and the IS-NL feature after convolution is added to the IS-NL feature map, and the residual between the added result and the local feature is also added to calculate the final feature.

3.4.3. Pyramid Attention Networks

Mei et al. [64] recently proposed a new Pyramid Attention Network (PANet), which is the updated version of the cross-scale non-local network. The pyramid attention is a “plug and play” module. They achieved state-of-the-art performance in several image restoration tasks, especially when plugged into the EDSR network, and it outperformed the original EDSR and the SAN network, which was the best model in 2019.

It is pointed out that recent non-local-attention-based methods show restricted performance due to the simple single-scale correlations, further reduced by involving many ill matches during the pixel-wise feature matching in attention units. In order to make good use of the correlation of image patches in different sizes, a new type of non-local attention module is proposed, which downscales the feature map to the shape of a pyramid, namely the pyramid attention module.

Unlike the original attention module, which can be presented briefly:

$$y'_i = \frac{1}{\sigma(x)} \sum_{j} \phi(x'_i, x'_j) \theta(x'_j)$$

(14)

where $i, j$ are indices on the input $x$ and output $y$, respectively, the Scale Agnostic Attention, which composes the pyramid attention module, can be expressed as:

$$y'_i = \frac{1}{\sigma(x)} \sum_{s \in S} \sum_{j} \phi(x'_i, x'_j) \theta(x'_j)$$

(15)

where $S = \{1, s_1, s_2, \ldots, s_n\}$ is a series of given factors to downscale the feature map, and the $\delta(s)$ represents a $s^2$ neighborhood centered at index $j$ on input $x$. The function $\phi$ computes pair-wise affinity between two input features. $\theta$ is a feature transformation function that generates a new representation of $x'_i$. The output response $y'_i$ obtains information from all features by explicitly summing over all positions and is normalized by a scalar function $\sigma(x)$.

Built by the Scale Agnostic Attention, the pyramid attention block has the following expression:
where $F = \{F_1, F_2, \ldots, F_n\}$ are generated with the scale factor series $S$, i.e., $F_i$ has the shape $\frac{H}{s_i} \times \frac{W}{s_i}$.

In the article, the pair-wise function is determined to be the embedded Gaussian function, which has the following formula:

$$\phi(x^i, z^j) = e^{f(x^i) g(z^j)}$$

(17)

where $f(x^i) = W_x x^i$ and $g(z^j) = W_z z^j$. A simple linear function $\theta = W_{\theta} z^j$ is chosen to be the feature transformation and scalar function $\sigma(x, F) = \sum_{i \in F} \sum_{j \in z} \phi(x^i, z^j)$ is set.

When adding the module into the EDSR network, $S$, which is the collection of scale factor $S$, is set to $\{1.0, 0.9, 0.8, 0.7, 0.6\}$, leading to the 5-layer feature pyramid within the attention block. The attention block is plugged into the middle position of the backbone of the EDSR network, namely PA-EDSR. It is proposed that the PA-EDSR reconstructs more accurate image details for its excellent mechanism to utilize the features across the whole image from distinct scales.

4. Bottlenecks in SR Attention Mechanisms and a New Perspective

Although the attention mechanisms mentioned above have been proven helpful in the SR field, they still have some shortcomings. The traditional channel attention in SE and RCAN, which briefly squeezes the 2D feature map by coarsely doing the global average pooling (GAP) in order to generate the weight for each channel, only considers re-weighting each channel by modeling channel relationships, thus ignoring the coordinate of the features. The spatial attention mechanism and non-local attention mechanism, which have been proved effective when joint to the super-resolution network, need a large sum of calculation, which increases the amount of the parameters and prolongs the inferring time.

We are also exploring an enhanced mechanism, which ought to have a plug-and-play attribute and a light-weighted structure. When plugged into the SR networks, it should greatly improve their performance.

The coordinate attention, which was proposed recently by Hou et al. [65], has gained increasing notice due to its excellent performance when added into the neural networks for image classification and its down-streaming tasks such as segmentation and object detection [66,67]. Figure 5 shows the structure of this creative attention mechanism. As a new branch of the channel attention, to effectively solve the problem, the newly proposed method first calculates the mean value in each channel of the feature map in the $x$- and $y$-coordinate, that is, using the two spatial extents of pooling kernels ($H$, 1) and (1, $W$) to encode each channel along the horizontal coordinate and the vertical coordinate, respectively, formulated by the following equations:

$$z^h_c(h) = \frac{1}{W} \sum_{0 \leq i < W} x_c(h, i)$$

(18)

$$z^w_c(w) = \frac{1}{H} \sum_{0 \leq j < H} x_c(j, w)$$

(19)
The two formulas aggregate the information in the height and width direction, yielding a pair of direction-aware feature maps. The two feature maps, which contain the positional information, have larger capacity than only using the global average pooling. The proposed transformation also allows the next steps to capture the long-range dependencies along one spatial direction and preserve precise positional information along the other spatial direction, thus helping the networks locate the features precisely while training and inferring.

Then, the two groups of the obtained arrays are concatenated to pass a convolution layer with kernel size $1 \times 1$, which reduces the number of channels, where the transformation expression can be written as:

$$f = \delta \left( F \left( \left[ z^h, z^w \right] \right) \right)$$  \hspace{1cm} (20)

where $[\cdot, \cdot]$ denotes the concatenation operation along the spatial dimension, $\delta$ is a non-linear activation function and $f \in \mathbb{R}^{C_{r \times (H+W)}}$ is the intermediate feature map that encodes spatial information in both the horizontal direction and the vertical direction. $r$ is the reduction ratio for controlling the block size as in the SE block.

Then, the feature map is split into the original two groups according to the original proportion, which can be denoted as $f^h \in \mathbb{R}^{C_{r \times H}}$ and $f^w \in \mathbb{R}^{C_{r \times W}}$.

Next, each group performs a convolution operation to restore the number of channels. Finally, after a sigmoid activation, the weight in the x- and y-coordinate is generated to reweigh the raw feature map in the two directions, whose process can be denoted as:
\[ g^h = \sigma \left( F_h \left( f^h \right) \right) \]  
\[ g^w = \sigma \left( F_w \left( f^w \right) \right) \]

Thus, the calculation of the final feature map is written as:

\[ y_c(i,j) = x_c(i,j) \times g^h_c(i) \times g^w_c(j) \]

In the super-resolution field, the location information holds tremendous importance because the reconstruction of the image needs the pixel value of each position precisely. Additionally, different positions in the feature maps have different significance when contributing to the reconstructed super-resolved images.

5. Conclusions

Attention mechanisms have been proved a very helpful method to help enhance the performance of convolutional neural networks for image SR. As the research of deep-learning and super-resolution continues, many new mechanisms are proposed, which can be classified into three kinds: channel attention, spatial attention and non-local attention mechanisms. We have a comprehensive survey over these methods, introducing the detailed principles and steps of them and their variants, with the accurate architecture information of the particular neural networks. In Section 3.1, RCAN, SAN, and DRLN are explicitly introduced, which contain the raw and variant versions of channel attention mechanisms, and all gain great improvement beyond the baseline without attention mechanisms. In Section 3.2, we introduce the spatial attention mechanism, which consists of the SelNet and RFANet. They utilize the spatial information inside the feature map to help reconstruct better high-resolution images. CSFM and SRRAM are featured in Section 3.3, which both have the combination of the two mechanisms. Non-local attention is exhibited in Section 3.4, including the SAN, CSNLN, and PA-EDSR networks. They explore the global correlation in the feature map, thus they perform well when there are similar patterns and features in the images. We show precise analyses of their advantages and shortcomings. The performance of each network with its particular attention mechanism is shown in Table 1. Furthermore, we introduce a new perspective, namely the coordinate attention, which belongs to the channel attention mechanism but avoids the problem of the neglect of the position information in the primitive channel attention mechanism. With its distinct operating process, the newly proposed method is certain to surpass the former networks when integrated into a well-designed network structure. The proposed mechanism can also be plugged into CNNs for other tasks in order to push forward their performance.

Table 1. The scores of different SR network on Set5 [68] and sources of all networks mentioned in the paper. The EDSR network is set to be the baseline without any attention mechanism. The best scores are in bold.

| SR Networks | x2 | x3 | x4 | x8 | Attention Mechanisms | Sources |
|-------------|----|----|----|----|----------------------|---------|
| PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | CA | SA | NLA | |
| EDSR [43] | 38.11 | 0.9601 | 34.65 | 0.9282 | 32.46 | 0.8968 | - | - | CVPR2017(BASELINE) |
| RCAN [30] | 38.27 | 0.9614 | 34.74 | 0.9299 | 32.63 | 0.9002 | 27.31 | 0.7878 | √ | ECCV2018 |
| SAN [47] | 38.31 | 0.9620 | 34.75 | 0.9300 | 32.64 | 0.9003 | 27.22 | 0.7829 | √ | CVPR2019 |
| DRNL [48] | 38.27 | 0.9616 | 34.78 | 0.9303 | 32.63 | 0.9002 | 27.36 | 0.7882 | √ | TPAMI2020(Arxiv2019) |
| SelNet [57] | 37.98 | 0.9598 | 34.27 | 0.9257 | 32.00 | 0.8931 | - | - | √ | CVPRW2017 |
| RFANet [58] | 38.26 | 0.9615 | 34.79 | 0.9300 | 32.66 | 0.9004 | - | - | √ | CVPR2020 |
| CSFM [59] | 38.26 | 0.9615 | 34.76 | 0.9301 | 32.61 | 0.9000 | - | - | √ | TCSVT2018 |
| Dataset       | SRRAM | CSNLN | PA-EDSR |
|--------------|-------|-------|---------|
|              | [60]  | [63]  | [64]    |
|              | 37.82 | 38.28 | 38.33   |
|              | 0.9592| 0.9616| 0.9617  |
|              | 34.30 | 34.74 | 34.84   |
|              | 0.9256| 0.9300| 0.9306  |
|              | 32.13 | 32.68 | 32.65   |
|              | 0.8932| 0.9004| 0.9006  |
|              | -     | -     | -       |
|              | √     | -     | √       |
|              | √     | -     | Arxiv2020 |
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