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Abstract—In this work, motivated by recent manufacturing trends, we investigate autonomous robotic assembly. Industrial assembly tasks require contact-rich manipulation skills, which are challenging to acquire using classical control and motion planning approaches. Consequently, robot controllers for assembly domains are presently engineered to solve a particular task, and cannot easily handle variations in the product or environment. Reinforcement learning (RL) is a promising approach for autonomously acquiring robot skills that involve contact-rich dynamics. However, RL relies on random exploration for learning a control policy, which requires many robot executions, and often gets trapped in locally suboptimal solutions. Instead, we posit that prior knowledge, when available, can improve RL performance. We exploit the fact that in modern assembly domains, geometric information about the task is readily available via the CAD design files. We propose to leverage this prior knowledge by guiding RL along a geometric motion plan, calculated using the CAD data. We show that our approach effectively improves over traditional control approaches for tracking the motion plan, and can solve assembly tasks that require high precision, even without accurate state estimation. In addition, we propose a neural network architecture that can learn to track the motion plan, thereby generalizing the assembly controller to changes in the object positions.

I. INTRODUCTION

A dominant trend in manufacturing is the move toward small production volumes and high product variability [1]. It is thus anticipated that future manufacturing automation systems will be characterized by a high degree of autonomy, and will be able to learn new behaviors without explicit programming. In this work, we look at an important problem in manufacturing: the assembly of mechanical objects.

Robotic assembly typically involves object manipulation tasks with substantial contacts and friction, such as inserting or removing tight-fitting objects, or twisting a bolt into place. Designing robot controllers for such tasks is difficult because of the complexity of modelling and estimating contact dynamics accurately. Consequently, nearly all real-world robotic assembly applications are implemented in repetitive scenarios, which can pay off the substantial engineering efforts required [2]. In addition, the implementations often rely on clever (special-purpose) fixtures to guide the assembly and part feeders for assuring repetitive initial conditions.

Prominent approaches for autonomous manipulation are based on either motion planning [3], [4], [5], or reinforcement learning (RL) [6], [7], [8]. In motion planning, geometric and dynamic knowledge about the task is used to plan a trajectory for the robot, which is then executed using a tracking controller.

In contact rich environments such as robotic assembly, it is required that either the controllers or the modeling of contact and friction dynamics are highly accurate, both of which can be difficult to obtain in practice. In RL, on the other hand, no prior knowledge about the dynamics is required, and the task is specified only by means of a scalar cost function, such as a distance to a goal. A controller for the task is learned through interaction with the system by searching for a reactive policy that minimizes the cost.

While RL has shown promise in learning policies for contact-rich manipulation [8], [9], [10], the policy search can converge to undesirable local minima in the cost, and a reactive policy can fail to generalize to simple modifications of the task such as moving the object positions [11]. Furthermore, without prior knowledge to guide the search, RL methods tend to suffer from high sample complexity, which further challenges their use in real-world robotic applications.

In this work we propose a method that combines motion planning with RL policy search for efficient learning of assembly tasks. We exploit the fact that in most real-world assembly domains, high quality geometric information about the objects is readily available in the form of CAD models used to manufacture the assembly parts. Thus we can obtain a geometric motion plan for the task and use it as guidance for the RL algorithm. Our approach has two main ideas:

1) A cost function for RL that ‘tracks’ the motion plan, to effectively avoid locally optimal solutions.
2) A neural-network policy representation that takes as input both an observation and a motion plan, for generalizing to task modifications.
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1This distinguishes RL from the traditional optimal control setting.
We show that our approach can efficiently learn to assemble mechanical objects using the PR2 robot by exploiting a CAD specification of the task. Our resulting policy generalizes to modifications in the task, such as the object placements. In addition, our approach succeeds in tasks where noisy state estimation and local minima cause standard motion planning and RL approaches to fail. Finally, the prior knowledge we exploit leads to a fast convergence of the RL algorithm, further motivating our approach for real-world domains.

II. RELATED WORK

Various aspects of autonomous assembly have been explored in the robotics community. Early works such as [12] and [13] explored how to transpose a CAD file to a sequence of assembly steps. Recently, [14] extended this approach to autonomous furniture assembly, and [15] explored extensions for error detection and recovery. In these works, the focus is on planning – inferring the correct sequence of assembly steps, while the execution is performed using special purpose hardware for each task (e.g., the special purpose grippers in [14]). In this work we dismiss the planning component in assembly, and consider simple tasks that involve only two parts. Our focus, however, is on the control part, and we investigate learning controllers on a general purpose platform such as the PR2 robot.

Combining RL with a reference trajectory has been explored in learning with dynamic movement primitives [16], [17], [18]. In these works, the reference trajectory is obtained from a human demonstration, and represented parametrically, using supervised learning. RL is then used to modify the trajectory parameters, and the trajectory is tracked using a fixed controller. Our work acquires the trajectory from motion planning and does not require any human demonstration. Instead of modifying the reference trajectory, we learn to modify the controller that tracks it.

Given a fixed motion plan, iterative learning control (ILC) [19], [20], [21], [22] sequentially adapts a controller to track it. The iLQR trajectory optimization stage in our algorithm is essentially a form of ILC; however, we also learn a neural network policy that generalizes the learned controller to different motion plans.

The recent work of Duan et al. [23] proposed an imitation learning method that trains a NN policy to take as input a reference demonstration, using soft attention. Our NN representation is similar in spirit and applies a similar soft attention mechanism to the motion plan.

Our cost function for tracking the motion plan can be seen as a form of reward shaping [24]. Designing reward functions for RL is a difficult task and often approached using additional human feedback, e.g. inverse RL and preference-based RL [25], [26], [27], [28], [29]. In contrast, we exploit prior geometric information about the task for reward design.

Kinodynamic motion planning [5], [30], [31], [32] can plan motions that account for the dynamics in the task. However, it requires knowing the dynamics model in advance, which is difficult to obtain in the contact-rich manipulation scenarios we consider. Instead, we focus on geometric motion planning, and handle the dynamics using RL.

Finally, control using force/torque sensing is an effective method for assembly tasks [33], [34]. In this work our controller is based on position and velocity input, though our method can be directly extended to use additional sensory modalities such as force/torque.

III. PRELIMINARIES

A. Problem Formulation

We consider robot manipulation tasks that can be described as moving a grasped object to a goal position. This family of problems includes common household and industrial manipulation tasks, such as assembling and disassembling parts together, inserting and ejecting objects, and movement in high-friction domains. We assume that a collision-free trajectory to the goal exists, in the sense that it can be computed using motion planning. However, we make no particular assumptions on the dynamics experienced throughout the task execution, and in particular, do not restrict contacts and friction.

Let \( \phi_0 \) and \( x_0 \) denote the state of the robot in configuration space (joint space) and task space (end-effector pose), respectively, at time \( t \), and let \( u_t \) denote the control command (torque) applied at that time. Given a goal state in task space \( x_g \), an initial robot state \( \phi_0 \), and a time horizon \( T \), our manipulation problem is formulated as:

\[
\min_{u_0, ..., u_{T-1}} \ell(x_T, x_g),
\]

s.t. \( \phi_{t+1} = f(\phi_t, u_t) \), \( t = 0, ..., T - 1 \),

\[
x_t = f_{FK}(\phi_t), \quad t = 0, ..., T,
\]

where \( f \) is the (unknown) system dynamics, \( f_{FK} \) is the forward kinematics function, and \( \ell \) is a loss function, such as the squared distance \( \|x_t - x_g\|^2 \).

B. Reinforcement Learning and Guided Policy Search

Reinforcement learning (RL) [35] methods solve the problem in \((1)\) by interacting with the system, and learning from trial and error. In particular, policy search methods [7], [6] search for the parameters \( \theta \) of a reactive parametrized policy \( \pi_\theta(u_t|\phi_t) \) such that selecting actions according to \( \pi \) minimizes the loss in \((1)\). We focus on the guided policy search (GPS) method [36], [8] – a model based RL algorithm. However, our approach for combining RL with motion planning can be used with any policy search algorithm.

GPS is comprised of two main components: trajectory optimization and supervised learning. The trajectory optimization component solves problem \((1)\) for a fixed set of initial states \( \{\phi_0^i\} \) by learning time dependent models \( f^i(\phi_t, u_t) \) of the system dynamics for each initial state, and computing the optimal policy using an iterative LQG (iLQG) method. The iLQG method optimizes a predefined loss of

\[^2\text{It is straightforward to extend this formulation to stochastic dynamics, by considering the expected loss, e.g., as in [8]. It is also straightforward to add to the cost constraints on velocity or time dependence. For clarity, we restrict our presentation to this simple and deterministic setting.}\]
the form $\sum_i \ell(x_i, x_g)$. The second component learns a state-dependent but time-independent neural network (NN) policy $\pi_{0}(u|\phi)$ using supervised learning, by fitting the NN policy to match the actions of the trajectory optimizer from the set of starting positions. A main ingredient in GPS is an additional loss term for the trajectory optimization algorithm that drives the computed solution to be feasible under the NN policy, thereby assuring that the learned policy performs as expected. We refer to [36], [8] for a full description of the method.

C. Motion Planning

In robot motion planning [3], [4], a path between two robot configurations that avoids obstacles is computed. Let $\mathcal{A}$ and $\mathcal{O}$ denote the geometric description of the robot and obstacles, respectively, and let $\mathcal{C}$ denote the robot configuration space. The free space is defined as $\mathcal{C}_{\text{free}} = \{ \phi \in \mathcal{C}|\mathcal{A}(\phi) \cap \mathcal{O} = \emptyset \}$. Given an initial configuration $\phi_0$ and goal configuration $\phi_g$, motion planning computes a continuous path $\tau : [0, 1] \rightarrow \mathcal{C}_{\text{free}}$ such that $\tau(0) = \phi_0$ and $\tau(1) = \phi_g$. In this work we assume that the goal is specified in the task space, and motion planning produces a $\tau$ such that $\tau(0) = \phi_0$ and $\ell_{\text{FK}}(\tau(1)) = x_g$.

IV. COMBINING MOTION PLANNING AND POLICY SEARCH

We begin by motivating our approach with an illustrative example in Figure 2. In this example, the task is to insert a ring of diameter $r'$ onto a peg of diameter $r$ and height $h$. In the initial state $x_0$, the ring is on the floor, next to the peg, and the goal state $x_g$ is such that the ring is fully inserted. A policy search algorithm such as GPS, which tries to minimize the cost $\sum_i \ell(x_i, x_g)$, is likely to arrive at a solution that moves the ring horizontally until it touches peg. Such a solution, which is obviously undesirable, is a local minimum of the cost, and much easier to find with random exploration than the correct solution, especially when $h \gg r$. If we know the geometry of the parts in advance, standard motion planning algorithms can easily generate a collision free trajectory that inserts the ring onto the peg. To execute the plan on the robot, however, we need a controller that generates torque commands that track the trajectory. When the tolerance $\delta = r' - r$ is small, such a controller requires extremely high precision, which can be too demanding in practice. To see this, consider the case where, due to sensing noise, the ring is approaching the peg with a horizontal misalignment. In this case, successful insertion requires to apply horizontal force to re-align the ring, while a naive tracking controller would apply vertical force to minimize the error with the trajectory, and would get stuck outside the peg.

In the following, we propose an approach that combines the strength of motion planning in exploiting geometric information about the task, with the effectiveness of policy search in handling complex dynamics and noise in the execution / sensing. Our approach is comprised of three components: a policy search cost function that incorporates the motion plan trajectory, an efficient initialization of the policy search algorithm with a traditional tracking controller, and a NN representation that takes as input a motion plan, and can be trained with RL to track it. Before describing each component in detail, we first outline the complete pipeline of our assembly system.

A. Robotic Assembly System

Figure 3 provides a flow chart of our system.

Given an initial configuration of the parts\(^3\), we first estimate the pose of the objects, using the geometric CAD data and the robot perception system. For example, in this work we estimated the object pose by using the PR2’s binocular vision, and attaching April Tags [37] to known positions on the objects, though other methods can be used instead. Given the current pose of the objects, and a known goal position (typically specified in the CAD model), we use an off-the-shelf motion planner to compute a reference trajectory, which is then used to define a cost function, as described in Section IV-B. This cost function is used by a policy search algorithm, initialized as per Section IV-C for learning a policy that reaches the goal from the initial position.

If the same assembly task needs to be performed from varied initial positions, such as random placements of the assembly parts, we can replace the policy search for a new initial position by learning a neural network controller for the task. For training, the process described above is repeated several times with different initial positions but with the same goal position, to obtain a set of policies and motion plans. The motion plans, and the trajectories executed by using the policies are used as data for training a NN controller that follows the reference trajectory using the GPS algorithm [8], with the NN described in Section IV-D. After training, the NN controller can replace the policy search for performing the task with a new initial position.

\(^3\)In this work we focus on the assembly of two objects, where one object is grasped and the other is clamped to a fixed position. Our method can be extended to include grasping and assembly of several objects. We defer this to future work.
B. A Motion Planning-Based Cost Function

Our main observation is that the geometric motion plan can be used to ‘guide’ the policy search onto the correct trajectory to follow, thereby avoiding undesired trajectories that are only locally optimal with respect to the RL cost. We therefore propose a cost function that ‘tracks’ the motion plan, treating it as a reference trajectory.

Given a manipulation problem as defined in (1), we run motion planning to obtain a path $\tau$, where $\tau(0) = \phi_0$ and $f_{FK}(\tau(1)) = x_g$ (cf. Sec III-C). We then discretize the continuous $\tau$ into $T = T_{\text{traj}} + T_{\text{final}}$ reference points in task space $x_1^{\text{ref}}, \ldots, x_T^{\text{ref}}$, such that the first $T_{\text{traj}}$ points are equally spaced on $\tau$, and the last $T_{\text{final}}$ points are on the goal,

$$x_t^{\text{ref}} = \begin{cases} f_{FK}(\tau(\frac{t}{T_{\text{traj}}})), & 1 \leq t \leq T_{\text{traj}}, \\ x_g, & T_{\text{traj}} < t \leq T, \end{cases}$$

and propose the following cost function,

$$\ell^{\text{ref}}(x_1, \ldots, x_T) = \sum_{t=1}^{T} \ell(x_t, x_t^{\text{ref}}).$$

(2)

The cost $\ell^{\text{ref}}$ is different from the cost in the original problem (1). Thus, in principle, a solution that minimizes $\ell^{\text{ref}}$ is not necessarily a solution for (1). However, for large enough $T$ and $T_{\text{final}}$, the weight of $\ell(x_t, x_g)$ overwhelms the terms in $\ell^{\text{ref}}$, and therefore, trajectories that reach the goal $x_g$ would have lower cost than trajectories that do not. Thus, we are guaranteed that the reward shaping is aligned with the original problem.

In this work, we focus on the iLQG algorithm for policy search [36]. As we show in our experiments, iLQG with the cost $\ell^{\text{ref}}$ performs significantly better than iLQG with a standard cost function $\sum_t \ell(x_t, x_g)$, by effectively steering the search away from locally optimal solutions.

C. Warm Starting Policy Search with a Motion Plan

In addition to guiding policy search via the cost function above, we can further exploit the motion plan for warm-starting policy search with a trajectory tracking controller. Recall that policy search optimizes a policy $\pi_0(\theta_k|\phi_t)$. Typically, the optimization is initialized with an uninformed policy by randomly selecting $\theta$. However, since in our case we know the motion plan, we can warm-start the search from a policy that acts as a trajectory tracking controller for the motion plan. For example, a proportional-derivative (PD) controller. Learning the parameters $\theta$ that produce such a controller can be done using supervised learning.

For the specific case of the iLQG algorithm [36], however, a more direct approach can be applied. The output of one iteration of iLQG is a linear control policy. If the state observation includes positions and velocities, a PD controller can also be represented as a linear control policy. Therefore, we can directly replace the first iLQG iteration with a linear controller that applies PD control for tracking the motion plan, thereby warm-starting the algorithm with a well-informed policy.

In our experiments, warm-starting has significantly reduced the sample complexity of iLQG, allowing us to obtain performant controllers with relatively few task rollouts.

D. A Trajectory-Tracking NN for Generalizing across Task Configurations

The cost function and initialization procedure described above consider a specific motion plan, and can therefore be applied for learning the policy for a single task configuration, where by configuration we refer to the initial and final placement of the objects. Indeed, in our work the cost and initialization were used within iLQG, which optimizes the policy from a specific initial state.

In this section we consider the generalization capabilities of our approach, and ask: can we exploit the motion planning component in our method for learning policies that generalize to different task configurations? In particular, we wish to train the policy on a set of configurations, and then be able to solve the task from new configurations that are similar to – but not exactly alike – the training configurations.

In principle, the GPS algorithm allows us to do exactly that, by using supervised learning to train a neural network policy that imitates the policies computed by iLQG from a set of training configurations. However, previous applications of GPS [36], [8] use a standard multilayer perceptron (MLP; [38]) to represent the policy, which does not make use of the information in the motion plan. Such a representation can generalize well when the task is simple enough that interpolation between the training conditions is sufficient to solve it, or when there is enough training data for essentially ‘covering’ the entire distribution of possible configurations. However, for tasks that require complex motions and/or have widely varying configurations, we require stronger generalization capabilities.

We next propose a NN architecture that accepts the reference trajectory as additional input and learns to use this information to solve the task in a manner that generalizes naturally to unseen test configurations. We describe the computational graph first and explain the motivation for the design after.

Our network is depicted in Figure 3. The input to the network consists of the joint angles and angular velocities $\phi_1, \phi_5$, end-effector positions and velocities $x_1, \dot{x}_1$, reference trajectory $\{x_t^{\text{ref}}\}_{t=1}^{T}$, and current timestep $t$. The network first indexes into the reference trajectory to select only the
subtracting it out, to obtain a set of directions $d_i = x_i^a - x_t$. These directions, as well as the end-effector velocities $\dot{x}_t$, are fed into an MLP that outputs a probability distribution $w_1, \ldots, w_k$ over the $2k + 1$ directions via the softmax function. A single attended direction $d_t^a$ is then given by a weighted sum of these:

$$d_t^a = \sum_{i=-k}^{k} w_i d_i.$$

The action $u_t$ is computed by another MLP as a function of the state and this attended direction:

$$u_t = MLP(\phi_t, \dot{\phi}_t, x_t, \dot{x}_t, d_t^a).$$

Using only timesteps $t-k, \ldots, t+k$ of the reference trajectory reduces computational load compared to using the whole trajectory, and only local information is needed to determine which direction to move in. In particular the network does not suffer from the issues plaguing reactive policies detailed earlier because global information is encoded into the motion plan.

Subtracting the current end-effector positions from the reference points changes the coordinate system so that the network need only care about the direction to the path it should be following, rather than the absolute position of the path, which is less informative. During training, this transformation effectively normalizes the data, thereby simplifying the learning process.

Taking a linear combination where the weights are given by a softmax is known as soft attention [39], since most of the weights will be roughly zero and thus the result will be approximately equal to one of the directions. The attentional MLP incorporates velocity information to know how far ahead or behind to look in the given reference data.

Finally, the action is computed as a function of the current state and the direction towards a nearby point on the trajectory. The network learns which direction to select.

V. EXPERIMENTS

We now report our experimental results. We encourage the reader to view the accompanying video.[5]

In our experiments, we set out to investigate the following questions.

1) Does our method of combining motion planning with policy search improve upon using each separately?
2) Can our method effectively solve challenging assembly problems?

We consider the following set of assembly tasks, depicted in Figure[5]. These tasks demonstrate the typical difficulties of realistic assembly problems – tight fitting objects with little tolerance (1 mm or less in all tasks), and geometric shapes that require non-trivial motion trajectories for a successful task completion. The parts were 3D printed out of PLA filament using a Type A Series 1 Pro machine, and were not sanded or otherwise post-processed, resulting in an additional high friction challenge. In all tasks, one object is mounted to the table, while the other is initially placed in a random position and orientation on the table.[6]

a) U Shape Assembly Task: Two U shaped objects need to be interlinked.

b) Gear Assembly Task: A gear with a circular aperture of diameter 25mm needs to be fully inserted onto a circular shaft. The shaft height is 67mm, and the gear height is 28mm.

c) Peg Insertion Task: A cylindrical peg needs to be fully inserted into a cylindrical hole, of diameter 25mm. The peg length is 46mm.

Tasks (b) and (c) are parts of a full gear assembly task, designed by our collaborators at Siemens as a challenging, realistic problem for robotic assembly. The CAD files of the objects have been made publicly available[6] to facilitate future benchmarking of assembly algorithms.

Task Setup Details

The experiments were done using Willow Garage’s robot PR2. For pose estimation, we used AprilTags [37], recorded using the narrow stereo camera on the head of the PR2. To improve pose estimation accuracy, we also recorded the goal position by manually moving the PR2 arm to the goal, and

https://youtu.be/pIzuPL5yhcq

In this work we do not consider the grasping problem. Thus, each task starts when the object is grasped at a manually defined grasping position.

See https://www.usa.siemens.com/robot-learning

calculating the forward kinematics. The difference between the forward kinematics pose and April tags pose at the goal was later added as an offset to the motion plan. This extra manual step can be avoided by using more accurate pose estimation, which we defer to future work.

For motion planning, we used OMPL [40], and the RRT-Connect algorithm, which samples both starting and ending states and grows random trees from both.

For policy search, we used the GPS code implementation [41], and modified the cost function, initialization, and neural network structure according to Section IV. To further automate the learning process, we also learned reset controllers using iLQG, as described in [42]. This was important since learning to pull out the parts from a partly assembled state can require a non-trivial control policy. The GPS implementation sends torque control commands at 20Hz, which are repeated on the robot real time controller at 1KHz. We compare our method to the standard MoveIt! [43] controller, which tracks a joint trajectory at 1KHz. Note that the finer granularity of the MoveIt! controller gives it an advantage over our controller, but in practice the 20Hz controller is sufficient to solve the tasks considered here.

The policy search was warm-started with a joint-tracking PD controller of the form

\[ u_t = G[K_p(\phi_t - \phi^*_t) + K_d(\dot{\phi}_t - \dot{\phi}^*_t)] \]

where \( \phi_t, \dot{\phi}_t \) are the current joint positions and velocities at time \( t \); \( \phi^*_t, \dot{\phi}^*_t \) are the target joint positions and velocities at time \( t \) as determined by the motion plan; \( G \) is a diagonal gain matrix proportional to the moments of inertia of the PR2’s arm links, from [41]. The values \( K_p = 50 \) and \( K_d = 9 \) were chosen manually but kept fixed across all experiments.

**A. Evaluating Policy Search with Motion-Planning Cost**

Our first experiment evaluates the cost function introduced in Section IV-B. For this experiment, We use the iLQG policy search algorithm in [41], and compare our motion planning based cost function with the standard cost function of the form \( \sum_t \ell(x_t, x_g) \). As proposed in [8], we chose \( \ell \) to be \( \|x_t - x_g\|^2 + \log(\alpha + \|x_t - x_g\|^2) \). We also compare to the MoveIt! [43] controller, an off-the-shelf controller for tracking a motion plan, which was given the same motion plan as our algorithm. For each task, we evaluate the success rate of the policy from two fixed starting positions. The ‘easy’ initial position is such that a straight line motion to the goal can succeed (e.g., the peg placed right above the hole), while the ‘hard’ initial position requires a more complex movement. We define success as reaching the goal position to within less than 2mm, which corresponds to a full insertion of the objects. Our results are presented in Table I. Clearly, the combination of motion planning with RL resulted in significantly better controllers. The vanilla iLQG method was only able to succeed at the peg insertion task when the peg was placed directly above the hole, while the ‘hard’ initial position required a more complex movement. We define success as reaching the goal position to within less than 2mm, which corresponds to a full insertion of the objects. Our results are presented in Table I. Clearly, the combination of motion planning with RL resulted in significantly better controllers. The vanilla iLQG method was only able to succeed at the peg insertion task when the peg was placed directly above the hole. The standard MoveIt! controller also failed in all tasks, since the state estimation is not accurate enough to precisely follow the motion plan and avoid contact in the low-tolerance tasks.
TABLE I: Success rate from fixed positions.

| U Shape | Gear | Peg |
|---------|------|-----|
| Easy    | iLQG |     |
| Hard    |      |     |
|         | MP+iLQG | 4/5 |
|         | MP+MoveIt! | 1/5 |

TABLE II: Sample complexity (number of rollouts) of MP+iLQG from fixed positions.

| U Shape | Gear | Peg |
|---------|------|-----|
| Easy    | MP+iLQG | 75  |
| Hard    |      | 150 |
|         | MP+MoveIt! | 30  |
|         |      | 30  |
|         |     | 25  |
|         |     | 30  |

TABLE III: Performance on generalization task in simulation

| Number of successes | Train | Test | Overall |
|---------------------|-------|------|---------|
| Success rate        | 0.9   | 0.9  | 0.9     |

we consider. This is clearly demonstrated in the supporting videos. Combining the motion plan with iLQG, however, resulted in robust policies that can overcome the noise in state estimation and reliably solve the tasks.

In Table III we show the number of policy rollouts required for successful task completion. On average, each task required about 30 minutes of robot interaction.

B. Generalization Across Task Configurations

To investigate the ability of our proposed network to generalize to unseen test configurations, we prepared a traditional supervised train/test scenario on the U-shape task in simulation. First a set of 30 initial poses were generated (detailed below) and separated into a training set (10) and a test set (20). For each of the training poses we trained a controller to solve the task via iLQG with our modified reference cost function. Then the network was trained to mimic the iLQG controllers using one GPS iteration (equivalent to behavioral cloning). We used the Adam optimizer [44] with initial learning rate $10^{-3}$ and $\beta_1 = 0.9$, the other hyperparameters being left as their TensorFlow defaults.

We found it beneficial to pre-train the network (in the same behavioral cloning fashion) on auxiliary data. This data was also obtained by training iLQG controllers to follow reference trajectories, but these extra trajectories had random initial and goal positions independent of the task being solved. This helps because the network needs to learn how to use its attention mechanism over the reference trajectory, rather than just relying on the current state information, as it might do if we only trained it on trajectories that all move towards the same goal position.

At test time, a new reference trajectory is computed for each configuration and passed as input to the policy. A trial is defined as a success if the end-effector is within 2 mm of the target position. Only one rollout is taken for each condition because the system is deterministic. The results are displayed in Table III. Remarkably, the network performs equally well on the training and test sets.

The poses were generated as follows. We randomly generate $(x, y)$ coordinates uniformly from a rectangular region which roughly corresponds to the area that the robot can reach. The z position is fixed so that the objects are on (or technically slightly above) the table. The roll is selected uniformly from $\{0, \pi\}$, the pitch is fixed at 0, and the yaw is selected uniformly from $\{0, \frac{\pi}{2}, \frac{3\pi}{2}\}$. Then we attempt to generate a motion plan to this pose to check if it’s feasible – if a plan exists, the pose is added to the set, otherwise we discard and start over. See Figure 7 for a visualization of some of the initial poses generated by this process.

VI. CONCLUSION

We proposed a method that combines CAD-based motion planning with reinforcement learning, for contact-rich manipulation problems. In our approach, the geometric motion plan guides the reinforcement learning through a special cost function and initialization procedure, resulting in faster and more reliable learning. In addition, we proposed a neural network architecture that can imitate the learned solution for tracking the motion plan, thereby generalizing the controller to different task configurations.

Our method can learn robust controllers in domains that require high precision, even when significant state estimation noise is present. In these challenging domains, state-of-the-art methods were not able to complete the task. Our method is also sample efficient, and requires only minutes of robot time to learn a task. We believe that these results provide a promising direction for autonomous assembly that can handle variability in the task/design while being practical for real-world manufacturing domains.

In future work, we will explore the use of additional data that can be retrieved from a CAD file, such as tolerances, process planning, and guidelines, for improving the reinforcement learning algorithm. Another promising direction is learning policies that work directly with image inputs [45], and can exploit a CAD rendering of a proposed motion plan.
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