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Abstract—Generic Boundary Detection (GBD) aims at locating the general boundaries that divide videos into semantically coherent and taxonomy-free units, and could serve as an important preprocessing step for long-form video understanding. Previous works often separately handle these different types of generic boundaries with specific designs of deep networks from simple CNN to LSTM. Instead, in this paper, we present Temporal Perceiver, a general architecture with Transformer, offering a unified solution to the detection of arbitrary generic boundaries, ranging from shot-level, event-level, to scene-level GBDs. Our core design is to introduce a small set of latent feature queries as anchors to compress the redundant video input into a fixed dimension via cross-attention blocks. Thanks to this fixed number of latent units, it reduces the quadratic complexity of attention operation to a linear form of input frames. Specifically, to explicitly leverage the temporal structure of videos, we construct two types of latent feature queries: boundary queries and context queries, which handle the semantic incoherence and coherence accordingly. Moreover, to guide the learning of latent feature queries, we propose an alignment loss on the cross-attention maps to explicitly encourage the boundary queries to attend on the top boundary candidates. Finally, we present a sparse detection head on the compressed representation, and directly output the final boundary detection results without any post-processing module. We test our Temporal Perceiver on a variety of GBD benchmarks. Our method obtains the state-of-the-art results on all benchmarks with RGB single-stream features: SoccerNet-v2 (81.9 percent average-mAP), Kinetics-GEBD (86.0 percent average-f1), TAPOS (73.2 percent average-f1), MovieScenes (51.9 percent AP and 53.1 percent $M_{ext}$) and MovieNet (53.3 percent AP and 53.2 percent $M_{ext}$), demonstrating the generalization ability of our Temporal Perceiver. To further pursue a general GBD model, we combine various tasks to train a class-agnostic Temporal perceiver and evaluate its performance across all benchmarks. Results show that the class-agnostic Perceiver achieves comparable detection accuracy but better generalization ability compared to dataset-specific counterparts.

Index Terms—Feature compression, general perception, generic boundary detection, latent feature query, long-form video understanding, query-based detection, temporal modeling.

I. INTRODUCTION

V

ideo content analysis [1], [2], [3], [4], [5], [6], [7], [8], [9] is a fundamental and important topic in computer vision due to the drastic growth of videos captured and shared online. Mainstream video understanding focuses on shot-form videos for action recognition [10], [11], [12], [13], [14], [15], action detection [16], [17], [18], [19], [20], [21], video retrieval [22], [23], [24], and video grounding [25], [26], [27], [28], [29]. Long-form videos, such as surveillance videos, movies, and recordings of sport events, contain hours of content with rich semantics. These long-form videos still remain under-explored in previous literature due to the deficit in temporal segmentation of long videos to different levels. To facilitate long-form video understanding, we perform research to bridge the gap between long-form and short-form video understanding, by segmenting long videos into a series of shorter, meaningful pieces, as a basic pre-processing technique.

We study the problem of generic boundary detection (GBD), which aims to localize its temporal location in long-form videos. The core concept of this task is generic boundary [30], which is a specific kind of temporal boundary that emerges only from semantic incoherence. Different from the well-studied action instance boundaries of limited target classes [31], [32], [33], [34], [35], generic boundaries are not specific to any pre-defined semantic category and can indicate the temporal structure of videos without any semantic bias. The concept was explored in [30] in regard to event-level generic boundary. We extend this study to arbitrary conditions including shot-level boundary in soccer matches [36] and scene-level boundary in movies [37]. Fig. 1 provides examples of class-agnostic generic boundaries from shot-level, event-level to scene-level instances. To detect such diverse temporal boundaries, different levels of information are required for capturing temporal structure and context at different scales.

Current research on generic boundary detection is separately studied in different tasks based on their boundary definition and granularity. For example, camera shot segmentation [36] targets at shot-level boundaries Fig. 1(a) that are rapid transitions between camera shots. Generic event boundary detection (GBED) [30] aims to locate event-level generic boundaries Fig. 1(b) which are moments where the action/subject/environment changes. Scene segmentation [37] tries to detect scene-level generic boundaries Fig. 1(c), which are transits between movie scenes, indicating the high-level plot twists. Previous methods [30], [38], [39], [40] mainly focused on building informative feature representations carefully designed...
used CNNs in local temporal window and resorted to LSTM to address event boundary. Scene boundary is determined by holistic scene understanding and resorted to LSTM to capture long-range temporal context for scene boundary. Moreover, to produce the final boundary detection, these methods often resorted to sophisticated post-processing techniques to remove duplicate false positives. The complicated design and post-processing is highly correlated with specific boundary type and prevent them from generalizing well to different types of generic boundary detection.

Instead, we argue that in spite of the difference in boundary granularity, these tasks share the similar semantic structure and pose similar requirement. Therefore, a natural question arises: whether we can address these different kinds of generic boundary detection in a general and unified architecture? To this end, in this paper, we unify the detection of different kinds of boundaries within a simple sparse detection framework. We introduce the **Temporal Perceiver**, a general and efficient framework designed to detect arbitrary kinds of boundaries using a single Transformer-based architecture. Attention modules are flexible architectural building blocks, but also require computational cost quadratically with the input dimension. Based on the key observation that there exists high redundancy among frames in each segment, we figure out to compress the long-form video before applying attention operations. Specifically, our core contribution is to introduce a small set of latent units as anchors to adaptively compress the long video sequence into a fixed dimension. These latent units form a cross-attention block to squeeze the original video input into a latent feature space with fixed dimension. This step reduces the computational cost of attention operations to be linear complexity of temporal duration. The compression rate varies according to different levels of redundancy in each benchmark. We show in experiments that the input features can be compressed into \( \sim 50\% \) for most benchmarks and the largest compression is up to 68% for SoccerNet-v2.

To improve the compression effectiveness of latent units, we propose two specific designs on their form and training strategy, respectively. Naturally, videos can be viewed a series of semantically coherent segments divided by generic boundaries. A good compression for GBD is expected to only skip these redundant frames inside the segments yet still retain the informative ones around the boundaries. First, to meet this requirement, our latent units are explicitly composed of boundary queries and context queries. The boundary queries aim to aggregate the important semantic incoherence regions across boundaries in a one-on-one manner, while the context queries are learned to cluster the coherence regions into a few semantic centers to suppress video redundancy. In practice, we compute an array of coherence scores on every temporal location to characterize the coherence structure. Second, to utilize this coherence score for effective compression, we propose a new alignment loss to guide the training on cross-attention maps and make this compression process more informative. This novel loss will endow our Temporal Perceiver with the awareness of video-specific temporal structure during latent unit learning, which turns out to be helpful for speeding up model convergence as well as boosting detection performance. Finally, we place a transformer decoder on top to perform sparse detection of generic boundaries with a set of learnable proposals. Due to the nature of sparse detection and strict matching criteria during training, our method is free of complicated post-processing and can be generalized to different types of GBD.

We perform experiments on five popular benchmarks across the shot-level, event-level and scene-level GBD tasks: SoccerNet-v2 [36], Kinetics-GBD [30], TAPOS [41], MoviScenes [39] and MovieNet [37], to verify the effectiveness of Temporal Perceiver for arbitrary generic boundary detection. In practice, Temporal Perceiver employs image encoder ResNet50 [42] as backbone network by default for fair comparison with previous literature. Our method achieves the state-of-the-art performance on all benchmarks with remarkable improvements with RGB inputs only. Additionally, we test the performance of Temporal Perceiver with the IG-65M [43] pre-trained video encoder CSN [44] as backbone on Kinetics-GBD val set to demonstrate our performance upper-bound. We also visualize qualitative results for better understanding of our models. We hope these quantitative results can provide more insightful analysis on our modeling details of Temporal Perceiver.

In summary, our contributions are summarized as follows: 1) We present **Temporal Perceiver**, a general architecture to tackle generic boundary detection in long-form videos, providing a unified solution to the detection of the arbitrary boundary with Transformer. 2) To tackle the temporal redundancy of long videos and reduce the model complexity, we introduce a small set of latent queries for feature compression via cross-attention mechanism. 3) To improve the compression effectiveness of latent units, we devise customized designs on their form and training strategy, respectively. 4) Extensive experiments demonstrate that our method outperforms the existing state-of-the-art methods with RGB features only on shot-level, event-level, and scene-level generic boundary benchmarks, demonstrating its generalization ability on GBD.

**II. RELATED WORK**

In this section, we first discuss previous works in generic boundary detection, with a particular focus on shot-level, event-level and scene-level boundary detection. After that, we mention...
several related Visual Transformer literature that tackle the quadratic encoder complexity.

A. Generic Boundary Detection

Generic boundary detection is termed for unified detection of arbitrary temporal generic boundaries. In this research, we particularly study GBD at shot-level (also termed as camera shot segmentation), event-level (generic event boundary detection, GEBD), and scene-level (movie scene segmentation).

Previous literature used specific hand-crafted techniques to solve different types of boundaries. Methods from Scikit [38] and PySceneDetect [45] libraries achieved superior performance in shot boundary detection based on frame variations in color or intensity. Previous GEBD methods [30], [31], [41], [46], [47], [48], [49] focused on building representations specifically designed for event-level boundaries and exploited dense prediction paradigm with post-processing. Temporal Convolution Network (TCN) [46], [47] used a two-layer temporal convolution network to densely predict the confidence score for each frame. PC [30] explored the local temporal dependency by modeling past and feature features at each temporal location for final dense confidence estimation. These methods used CNNs in local temporal windows to address event boundary and depended heavily on post-processing to remove duplicates. Scene segmentation attracts academic attention from both supervised [39], [50], [51], [52] and unsupervised [40], [53], [54], [55], [56], [57] domain. The pioneering method LGSS [39] resorted to LSTM to capture long-range temporal context for scene boundary detection and manually designed a dynamic programming algorithm for post-processing. No previous work has addressed these boundaries in a single and unified framework. In contrast, our temporal perceives presents a general solution with global view to handle these different types of boundaries without any specific design.

B. Visual Transformers

Inspired by the great advances of Transformer architecture [58] in NLP field [59], researchers have explored the application of such architecture in visual tasks [18], [60], [61], [62], [63], [64], [65]. DETR [60] was the first to successfully utilize a Transformer encoder-decoder structure in object detection task and achieves on par performance with its highly optimized CNN-based counterparts. Despite its success, DETR suffered from the quadratic memory complexity in encoder self-attention layers and therefore had limitations with large input sequences. Deformable DETR [66] replaced the global and dense self-attention in encoder with a set of sparsely sampled reference points and deformable attention mechanism. PnF-DETR [67] performed differentiable sparse sampling on input sequences and reduced the input length to Transformer encoder. RTD [18] extended the idea of DETR to the video domain for temporal action localization with several important improvements. In our Temporal Perceiver, we present a new architecture composed of two transformer decoders. Our first decoder is to re-purpose the Transformer decoder as an encoder for temporal feature compression in video domain. This decoder-as-encoder structure squeezes temporal redundant input into a small set of feature queries for subsequent processing. Our second decoder is similar to the work of DETR and RTD, but designed for a different task (i.e. generic boundary detection).

Recently, Jaegle et al. proposed the Perceiver [68] and Perceiver IO [69] architecture, which formulates prediction tasks across modalities with a general “read-process-write” perception paradigm. They read large inputs into small latent dimension through cross attention blocks, process the latent queries with stacked self-attention blocks, and outputs prediction results with cross attention blocks. In fact, we developed our method independently in June 2021, but lately found our idea similar to the Perceiver architecture in compressing large input to small latent space. However, our Temporal Perceiver still has several important differences with Perceiver or Perceiver IO. First, our Temporal Perceiver deals with a temporal detection problem in videos using a sparse detection head, while Perceiver and Perceiver IO handles with classification and dense prediction problems, respectively. More importantly, we explicitly leverage the temporal structure for the design of latent units and their training strategy. Our explicit alignment loss will help to speed up the convergence of latent units and contribute to a better detection performance. Finally, in our Temporal Perceiver, the specific design of network architecture is different. The same number of layers of self-attention and cross-attention blocks are coupled and stacked alternatively to compress video features, while Perceiver and Perceiver IO use less cross-attention blocks and more self-attention blocks in separate reading and processing steps, respectively. We discuss the difference in details between our method and the Perceivers in Section III-C3.

III. Method

A. Overview

We propose the Temporal Perceiver based on Transformers, to efficiently locate arbitrary generic boundaries in long-form videos. Given an untrimmed video X, Temporal Perceiver generates a set of generic boundary proposals \( \Psi = \{ t_n \}_{n=1}^{N_d} \) to locate the generic boundaries \( \hat{\Psi} = \{ \hat{t}_n \}_{n=1}^{N_d} \) in video X, with \( N_d \) and \( N_d \) denote the number of detected boundary and boundary groundtruths, respectively.

The main structure of Temporal Perceiver is depicted in Fig. 2. We take the frame-level \( \text{RGB features} F \in \mathbb{R}^{N \times C} \) and \( \text{coherence scores} S \in \mathbb{R}^{N \times 1} \) from backbone network as input, where \( N \) is the number of frames and \( C \) is the number of feature channels. A cross-attention based Transformer \( \text{encoder} E \) and a set of learnable \( \text{feature queries} (\text{latent units}) Q_e \in \mathbb{R}^{M \times C} \), distill and transform the input sequence into a latent feature space of reduced dimension \( F \in \mathbb{R}^{M \times C} \), where \( M \) is the number of latent units. The latent units are less than the input frames \( (M < N) \) and each unit acts as an anchor to cluster the temporal information in a global view. These latent units could be supervised by an explicit alignment loss. Based on this compressed representation, we use another Transformer \( \text{decoder} D \) and a set of learnable \( \text{propal queries} (\text{latent units}) Q_d \in \mathbb{R}^{N_d \times C} \) to directly produce generic boundary representations. Finally, feed forward networks (FFNs) are used as localization head
Fig. 2. The overall pipeline of Temporal Perceiver. The input to our model is video features and an array of coherence scores, both of length $N$. Added with sine positional encoding, the input video features are shuffled and ranked in the descending order of coherence score. Feature queries compress the input feature into latent dimension $M$ in the encoder cross-attention. An alignment loss is enforced on the cross-attention map to make sure that $K$ boundary queries preserve top-$K$ boundary features and $M - K$ context queries cluster context features into $M - K$ semantic centers. After the feature compression, the decoder with FFNs (Feed-forward Networks) employs $N_p$ proposal queries to decode boundary location and confidence from the compressed latent sequence.

Fig. 3. An illustration of the backbone module. The backbone are trained on benchmarks with dense boundary supervision. Video features are extracted after the max pooling on each snippet. The coherence scores are predicted from the final linear layer and scoring head to give the final predictions. Our Temporal Perceiver yields a simple and end-to-end temporal detection framework without any post-processing technique, which makes no specific assumption about the boundary type and can be generalized to arbitrary generic boundary detection (GBD).

B. Feature Encoding and Coherence Score

As illustrated in Fig. 3, we adopt ResNet50 [42] pre-trained on ImageNet [70] as backbone to extract appearance features $F = \{f_i\}_{i=1}^N$ and coherence scores $S = \{s_i\}_{i=1}^N$ from RGB frames. Specifically, we first densely sample snippets from videos. Each snippet contains $k$ frames and is sampled at stride $\tau$. Given a snippet $i$, we concatenate its $k$ feature vectors encoded by backbone, and then perform temporal convolution, max pooling and linear layer upon the feature vectors. The output feature $f_i$ is extracted after max-pooling layer. The final linear layer outputs a classification score $s_i$ to represent the probability that its center frame $i$ is boundary. This classification score is the coherence score used in Temporal Perceiver. The backbone network is trained with the dense boundary groundtruth on the benchmarks in advance.

C. Temporal Perceiver

The Temporal Perceiver architecture is formulated as an encoder-decoder framework and built upon the Transformer. The encoder, which is a re-purposed Transformer decoder of $L_{enc}$ layers, takes in a set of feature queries and compresses the video feature into a reduced sequence of latent representations. The decoder, which is a vanilla Transformer decoder of $L_{dec}$ layers, directly output final predictions with a set of proposal queries from the compressed feature. The input features of length $N$ are down-scaled into fixed length $M$ via the cross-attention operations in encoder ($M < N$). Compared with the original Transformer encoder of fully self-attention, our Temporal Perceiver complexity is reduced from $O(N^2)$ to $O(NM + M^2)$, resulting in linear complexity of $N$ with a relatively small $M$.

1) Encoder: Temporal Compression Via Latent Units: Videos can be divided into two kinds of regions in time, namely boundary regions and context regions (i.e., within each segment). Boundary region refers to the temporal interval around the generic boundary with gradual temporal transition, while context region refers to more central regions within coherent segments. For better localization performance, our main focus is on boundary regions. Context regions are highly redundant and could be compressed into shorter sequences for efficiency. To this end, we build two types of feature queries (boundary
queries and context queries) to attend on semantic incoherent (boundary) and coherent (context) regions accordingly.

Specifically, we distinguish the boundary region and the context region based on dense coherence scores $S$ obtained from backbone. These coherence scores are estimates of the likelihood that the corresponding location is a generic boundary. We sort the input features according to the descending order of coherence scores and obtain the sorted permutation $\pi$. The top $K$ locations with highest coherence scores are taken as boundary regions

$$F_b = \{f_{\pi_n} | n = 1, \ldots, K\}. \quad (1)$$

The rest as context regions $F_c = F \sim F_b$. We allocate $M$ latent feature queries to $K$ boundary queries $Q_b$ and $M - K$ context queries $Q_c$. These latent queries $Q_c = [Q_b, Q_c]$ are learnable embeddings shared among all videos in the dataset. They are randomly initialized and trained jointly with network weights. Self-attention in encoder models the global dependency for feature queries, adding pair-wise feature interactions throughout the compression. Through cross-attention layers, $K$ boundary queries $Q_b$ handle the features of boundary regions in a one-on-one manner, and $M - K$ context queries $Q_c$ flexibly cluster the vast context regions into a few contextual centers. The overall encoder of Temporal Perceiver is as follows:

Encoder $\mathcal{E}: \hat{F} =$

Cross_attention([F_b, F_c], Self_attention(Q_c)), \quad (2)

where $\hat{F} \in \mathbb{R}^{M \times C}$ is the compressed video representation for subsequent sparse detection in decoder.

Alignment Constraint on Cross-attention: To guide the boundary feature queries to attend the actual video boundaries, we incorporate alignment constraint on its cross-attention maps. As we have re-organized the feature sequence according to its coherence score in the ranking step (in (1)), we could simply introduce an identity matrix based alignment loss on the last cross-attention map of boundary queries. In this sense, each boundary query is enforced to only attend one of top $K$ locations with highest coherence score. For context queries, we allow them to flexibly attend context information without any constraints. With this new training strategy, we find our feature queries can speed up the model convergence and generate more stable compressed feature representations corresponding to both boundaries and context.

2) Decoder: Sparse Detection Via Proposal Queries: We follow the direct proposal generation pipeline in [18], [60] to generate boundary prediction with Transformer decoders and a set of learnable proposal queries. Throughout the stacked self-attention layers and cross-attention layers, the pair-wise dependencies are modeled for proposals via self-attention to avoid duplicates, and the full sequence of reduced features are attended to via cross-attention to generate proposal embedding. Specifically, the sparse detection is defined as follows:

Decoder $\mathcal{D}: \Phi =$

Cross_attention($\hat{F}$, Self_attention($Q_d$)), \quad (3)

where $\Phi \in \mathbb{R}^{N_p \times C}$ is the decoded representations for all proposal queries.

The final predictions are decoded from proposal query embedding via a two-branch head architecture. The localization head uses a three-layer MLP to predict the boundary location, and the classification head uses a fully-connected layer followed by sigmoid function to get confidence scores that effectively distinguish boundaries.

3) Discussion With Perceiver and Perceiver IO: In spirit, our work is similar to the recent Perceiver [68] and Perceiver IO [69] architectures. Although we both utilize latent queries for input compression, our method is different from the Perceivers in several important aspects.

First, the basic processing scheme and pipeline is different. Both Perceiver and Perceiver IO follow the general “read-process-write” scheme by designing separate compression and processing modules. In this decoupled architecture, it uses a symmetric architecture where a cross-attention block is equipped with multiple self-attention block. Instead, our Temporal Perceiver employs a coupled and progressive “compression-process” scheme by stacking multiple layers of encoders, each of which is compose of a cross-attention and self-attention block. Our Temporal Perceiver aims to gradually compress and transform the original video feature sequence in a joint manner. Therefore, the number of cross-attention and self-attention blocks in our Temporal Perceiver is the same. We analyze that this coupled and progressive compression and transformation process can enhance its effectiveness and also allows for deep supervision to guide the this process as discussed next.

Second, the training paradigm and loss is different. Both Perceiver and Perceiver IO fail to utilize the explicit loss to guide the training of latent units. They solely rely on the final target supervision such as classification and prediction loss. Yet, this blind learning process might lead to insufficient latent unit usage and inferior performance. Instead, we carefully consider the specific property of video data and the GBD task, and propose customized latent unit form and training strategy. In particular, we explicitly divide the latent queries into two kinds (boundary and context) to handle the temporal redundancy of input video data. Meanwhile, we introduce a novel alignment loss on cross attention maps to guide the training of boundary queries, while Perceiver and Perceiver IO do not employ any auxiliary supervision. Ablative experiments show that the alignment loss helps to speed up the model convergence as well as improve model performance.

Finally, the target problem and domain is different. Both Perceiver and Perceiver IO deal with the general classification and dense prediction in space. These tasks often require a classification head to generate a label or a dense prediction head to generate pixel-wise labels. Instead, our Temporal Perceiver handle the temporal detection problem in videos. We need to integrate our Temporal Perceiver with a sparse detection head to directly regress the location of generic boundary. In general, the detection task is more challenging than the classification and dense prediction task due to the large variance in its detected targets. Overall, direct application of Perceiver architecture is not sufficient for good boundary detection and our customized...
designs are effective with non-trivial performance gains in general generic boundary detection.

D. Training

First, we divide videos features into fixed-length sequences via a sliding-window manner: short videos are zero-padded and long videos are divided into non-overlapping segments. Then, we filter out those windows with no groundtruth for training.

1) Label Assignment: Following the practice of [60], we assign positive labels to predictions with groundtruths in a strict matching scheme. For video input \( X \), the groundtruth set is denoted \( \Psi = \{ t_n \}_{n=1}^{N_{\Psi}} \) and the prediction set is denoted \( \Psi = \{ \hat{t}_n \}_{n=1}^{N_{\Psi}} \). The bipartite matcher searches for an optimal one-on-one matching between the two sets. The matcher minimizes the cost function via hungarian algorithm to seek the optimal matching \( \sigma(\cdot) \), then assign positive labels to those predictions that are matched with groundtruths. The cost function is defined as:

\[
C = \sum_{n: \sigma(n) \neq \emptyset} \alpha_{loc} \cdot |t_n - \hat{t}_{\sigma(n)}| - \alpha_{cls} \cdot p_n, \tag{4}
\]

where \( p_n \) denotes the boundary confidence score of proposal query \( n \), \( \sigma(\cdot) \) denotes a permutation for predictions to match with the groundtruths. \( \alpha_{cls} \) and \( \alpha_{loc} \) denote coefficients for classification error and localization error.

2) Loss Functions: Conventionally, we define a localization loss and a classification loss to supervise the final predictions. The localization loss is formulated with \( L_1 \) loss on predicted boundary point \( t_n \) and its matched groundtruth \( t_{\sigma(n)} \):

\[
L_{loc} = \frac{1}{N_{p, pos} \sum_{n: \sigma(n) \neq \emptyset}} L_1(t_n, \hat{t}_{\sigma(n)}). \tag{5}
\]

The classification loss is defined with cross-entropy loss:

\[
L_{cls} = -\frac{1}{N_p} \sum_{n: \sigma(n)} (\hat{t}_{\sigma(n)} \log(p_n) + (1 - \hat{t}_{\sigma(n)}) \log(1 - p_n)), \tag{6}
\]

\( \hat{t}_{\sigma(n)} \) denotes the matched binary groundtruth label for proposal query \( n \).

To enforce additional constraint on feature compression in order to preserve the important boundary information, we add a diagonal alignment loss \( L_{align} \) on cross-attention maps:

\[
L_{align} = -\log \frac{1}{K} \sum_{m=1}^{K} A_{m,m}, \tag{7}
\]

where \( A \) denotes the last-layer cross-attention map. It is noted that we use auxiliary loss with classification loss and localization loss, but not with the alignment loss.

The overall loss function \( \mathcal{L} \) writes as follows:

\[
\mathcal{L} = \alpha_{loc} \cdot L_{loc} + \alpha_{cls} \cdot L_{cls} + \alpha_{align} \cdot L_{align}, \tag{8}
\]

where \( \alpha_{align} \) is the alignment loss coefficient. We use the same set of classification and localization coefficients for the matching cost function and the loss function.
TAPOS [41] contains 16,294 valid instances from Olympics sport videos. All instances are split into train, validation and test sets, of sizes 13094, 1790, 1763, respectively. We trim the action instances as input video and detect the sub-action boundaries within the action. The benchmark is re-furnished for generic event boundary detection by Shou et al. [30]. Our model is evaluated on the validation set.

Scene-Level Boundary Dataset: MovieScenes [39] is scene segmentation dataset containing 297 hours of 150 movies. Previous works divide the dataset into a 100-video training set, a 20-video validation set and a 30-video test set. MovieNet [37] dataset expands upon MovieScenes and becomes another popular benchmark for scene segmentation. It contains 42 K annotated scene segments from 318 movies, and it is divided into training, validation and testing sets with 190, 64 and 64 movies respectively. We compare with previous works on MovieScenes and report ablation results on MovieNet validation set.

B. Implementation Details.

We adopt ResNet50 [42] for feature extraction, the sampling stride \( \tau = 1 \) for SoccerNet-v2, \( \tau = 3 \) for Kinetics-GEBD and TAPOS. Due to copyright, MovieNet only provides three frames from each shot, so the actual temporal strides between frames can be huge. We strategically take all frames into account and set the sampling stride \( \tau = 1 \), to mitigate large regression errors caused by large input stride. The local window size \( k \) for frame-level feature extraction is 9 for SoccerNet-v2, 10 for Kinetics-GEBD and TAPOS, 12 for MovieNet.

We process input videos via a sliding-window mechanism for all datasets, the window size \( N \) for SoccerNet-v2, Kinetics-GEBD and TAPOS is set to 100 and the window size for MovieNet is set to 30. Short videos are zero-padded to window size. We don’t overlap windows, so the overlap ratio is 1 for both training and inference. The refined feature length \( M \) is set to 32, 60, 60, 15 for SoccerNet-v2, Kinetics-GEBD, TAPOS and MovieNet; the number of boundary queries and context queries is 20 and 12 for SoccerNet-v2, 48 and 12 for Kinetics-GEBD and TAPOS, 10 and 5 for MovieNet. \( L_{\text{enc}} = 6 \) for Kinetics-GEBD and TAPOS, 3 for MovieNet and SoccerNet. \( L_{\text{dec}} = 6 \) for all benchmarks.

The loss parameters \( \alpha_{\text{cls}}, \alpha_{\text{loc}} \) and \( \alpha_{\text{align}} \) are set to 2, 1, 1 respectively. We use AdamW as optimizer. The learning rate is set to 2e-4 and the batch size is 64. The confidence threshold \( \gamma \) for final submissions is set to 0.9 for SoccerNet-v2, Kinetics-GEBD and TAPOS, 0.7 for MovieNet.

C. Comparison With the State of the Art

1) Shot Boundary Detection. Evaluation Metrics: We follow [36] to use mAP metric with tolerance \( \delta \) of 1 s for evaluation. A predicted boundary is positive if it falls within the given tolerance \( \delta \) of a ground-truth timestamp.

Comparisons with the state of the art: We train Temporal Perceiver on the training set, validate on the validation set to select the best model, then report the results on the testing set. As Table I illustrates, Temporal Perceiver outperforms the previous state-of-the-art method by 3.4%, generalizing well to shot-level generic boundary detection. Our model outperforms all previous methods on fading transitions with a large margin of 9.4% and achieves competitive results on abrupt and logo transitions, thanks to the adaptive receptive field of attention mechanism.

2) Event Boundary Detection. Evaluation metrics: We use f1 score under different Relative Distance thresholds for quality measurement. Relative Distance is the relative distance between the predicted and groundtruth boundary timestamps, divided by the duration of the corresponding video. Given a fixed Relative Distance, we use it as threshold to determine whether a boundary prediction is correct, then the f1 metrics can be computed. We mainly compare f1 score with 0.05 relative threshold and average f1 score.

Comparisons with the state of the art: In Table II, we compare the results of ResNet50-based Temporal Perceiver with the state-of-the-art methods on Kinetics-GEBD and TAPOS for event-level boundary detection. The results show that our method comfortably outperforms the state-of-the-art method especially with smaller Rel.Dis. threshold (less error tolerance). We also provide results of Temporal Perceiver with CSN backbone on Kinetics-GEBD to show the performance upper-bound of our model. This also demonstrates that our model produces more precise and accurate boundary predictions than previous methods both with image encoder and video encoder backbone.

3) Scene Boundary Detection. Evaluation metrics: Following [39], we use Average Precision (AP) and \( M_{\text{iou}} \) to evaluate the quality of detected scene boundaries, where \( M_{\text{iou}} \) calculates the weighted sum of intersection-over-union of a detected scene with respect to its distance to the closest ground-truth scene.

Comparisons with the state of the art: In Table III, we compare the results of Temporal Perceiver with the state-of-the-art methods on MovieScenes. The results of previous literature is quoted from [39]. However, the exact data-split scheme in [39] is not provided. Thus, we apply a 10-fold cross-validation on the dataset and report the mean and standard deviation of AP and \( M_{\text{iou}} \).

To compute Average Precision, we construct Gaussian distributions centered at our sparsely-predicted boundary locations to approximate dense score sequences for each video. AP is
reported based on the approximated dense scores. Temporal Perceiver improves the AP by 4.8% and $M_{iso}$ by 4.3% over previous SOTA, using visual modality only. The remarkable improvement demonstrates the generalization ability and effectiveness of our model on generic boundary detection under various granularity.

4) Coherence Scores and Optical Flow Input: In Tables I, II, and III, we have included the evaluation results of the coherence module for each benchmark to show the quality of coherence scores. Results show that Temporal Perceiver significantly improves performance over the coherence scores across all benchmarks.

As Optical Flow is shown to improve temporal boundary detection systems in the past literature, we also incorporated this modality along with RGB input for shot-level and event-level boundary detection in Table I and Table II. Unfortunately, we were unable to provide MovieNet results with optical flow input due to the benchmark’s lack of temporal consistent frames, which prevents the extraction of optical flow frames. Our findings in Tables I and II suggest that adding optical flow is generally beneficial for GBD. However, we also observed that the gains from optical flow become less obvious when RGB frames alone are sufficient to achieve high accuracy in boundary detection, as is the case for shot boundary detection on SoccerNet-v2 and for event boundary detection with CSN backbone on Kinetics-GEBD.

D. Efficiency Analysis

We analyze Temporal Perceiver’s advantage in efficiency in terms of Shot Per Second (SPS) in inference and FLOPs of feature encoders on MovieNet. We compare our model with the previous state-of-the-art method LGSS and a Transformer baseline method. The results are reported on one RTX 2080-Ti GPU. We take three random movies selected from MovieNet validation set (2275 shots in total) as input. Table IV shows this.

### Table II: Comparison With the Event-Level State-of-The-Art Methods in Terms of F1@Rel.Dis on Kinetics-GEBD Validation Set and TAPOS Validation Set

| Benchmark | Method | Backbone | f1 @ Rel.Dis. |
|-----------|--------|----------|---------------|
| Kinetics-GEBD | BMN [31] | ResNet50 | 18.6 |
| | BMN-StartEnd [31] | ResNet50 | 49.1 |
| | TCN-ATAPO [46], [47] | ResNet50 | 46.4 |
| | TCN [46], [47] | ResNet50 | 58.5 |
| | PC [30] | ResNet50 | 62.5 |
| | CVPR'22 LOVEU winner [74]| CNS | 85.4 |
| TAPOS | Coherence Scores | ResNet50 | 66.8 |
| | Temporal Perceiver | ResNet50 | 74.8 |
| | Temporal Perceiver* | ResNet50 | 77.4 |
| | Coherence Scores | CNS | 76.2 |
| | Temporal Perceiver | CNS | 82.2 |
| | Temporal Perceiver* | CNS | 82.7 |
| | TCN [46], [47] | ResNet50 | 23.7 |
| | TransParser [41] | BNNInception | 28.9 |
| | PC [30] | ResNet50 | 52.2 |
| | Coherence Scores | ResNet50 | 51.6 |
| | Temporal Perceiver | ResNet50 | 55.2 |
| | Temporal Perceiver* | ResNet50 | 60.1 |

### Table III: Comparison With the Scene-Level State-of-The-Art Methods in Terms of AP and $M_{iso}$ on MovieScenes and MovieNet

| Method | Modality | AP (†) | $M_{iso}$ (†) |
|--------|----------|--------|---------------|
| GraphCut [54] | Visual | 14.1 | 29.7 |
| SCSSA [55] | Visual | 14.7 | 30.5 |
| DP [56] | Visual | 15.5 | 32.0 |
| Grouping [50] | Visual | 17.6 | 33.1 |
| StoryGraph [57] | Visual | 25.1 | 35.7 |
| SiamSec [51] | Visual | 28.1 | 36.0 |
| LGSS [39] | Visual Audio Actor Action | 47.1 | 48.8 |
| Temporal Perceiver | Visual | 51.9±2.4 | 53.1±1.5 |
| Coherence Scores* | Visual | 51.9 | 51.6 |
| Temporal Perceiver* | Visual | 53.3 | 53.2 |

### Table IV: Efficiency Comparison With Previous Scene-Level GBD Method

| Method | ShotPS(†) | GFLOPs (‡) |
|--------|-----------|------------|
| LGSS [39] | 60.7 | 8141 |
| Vanilla Transformer | 371.1 | 66 |
| Temporal Perceiver | 377.9 | 49 |

The backbone network is excluded for all models in run-time.
that our model is more efficient than LGSS and the vanilla Transformer baseline due to effective feature compression. Free of post-processing modules, Temporal Perceiver infers 6 times faster with much less FLOPs than LGSS.

E. Ablation Study

Comparison with Transformer-based baselines: To achieve fair comparison and demonstrate the effectiveness of our model over Transformer architecture, we implement two baseline models: 1) Sparse Transformer with a 2x downsample to reduce features before encoding and 2) PerceiverIO with cross-attention blocks for read, self-attention blocks for feature compression processing, and cross-attention blocks for decoding to predict dense boundaries. As shown in Table V, feature compression via learned latent is a more effective method than 2x down-sampling, as the Sparse Transformer is outperformed by PerceiverIO and Temporal Perceiver. Both without alignment loss, PerceiverIO proves to be a strong competitor that achieves similar results with Temporal Perceiver on Kinetics-GEBD and outperforms Temporal Perceiver on MovieNet. Added with the alignment loss, which is specifically designed for the boundary-context queries in Temporal Perceiver, our model generally outperforms PerceiverIO on Kinetics-GEBD and MovieNet. Note that PerceiverIO as a dense prediction model inherently performs better under dense metric than sparse model, which explains its 0.5% advantage over Temporal Perceiver. The alignment loss also boosts performance for PerceiverIO in terms of average f1 on Kinetics-GEBD and $M_{iou}$ on MovieNet. These results indicate the effectiveness of the alignment loss and the overall superiority of Temporal Perceiver for temporal boundary detection.

Study on input temporal length: The input temporal feature length $N$ determines the global temporal receptive field in feature compression, therefore we study the impact of increased temporal field to detection performance in Table VI. The experiments are conducted based on the default choices of $N$ for each benchmark, and we learn that increasing $N$ by 2× or 3× results in severe performance decrease. Decreasing the input length is also harmful to the detection performance. We analyze that boundary detection do not need very large temporal receptive field and increased window size could introduce more noise.

E. Ablation Study

Comparison with Transformer-based baselines: To achieve fair comparison and demonstrate the effectiveness of our model over Transformer architecture, we implement two baseline models: 1) Sparse Transformer with a 2x downsample to reduce features before encoding and 2) PerceiverIO with cross-attention blocks for read, self-attention blocks for feature compression processing, and cross-attention blocks for decoding to predict dense boundaries. As shown in Table V, feature compression via learned latent is a more effective method than 2x down-sampling, as the Sparse Transformer is outperformed by PerceiverIO and Temporal Perceiver. Both without alignment loss, PerceiverIO proves to be a strong competitor that achieves similar results with Temporal Perceiver on Kinetics-GEBD and outperforms Temporal Perceiver on MovieNet. Added with the alignment loss, which is specifically designed for the boundary-context queries in Temporal Perceiver, our model generally outperforms PerceiverIO on Kinetics-GEBD and MovieNet. Note that PerceiverIO as a dense prediction model inherently performs better under dense metric than sparse model, which explains its 0.5% advantage over Temporal Perceiver. The alignment loss also boosts performance for PerceiverIO in terms of average f1 on Kinetics-GEBD and $M_{iou}$ on MovieNet. These results indicate the effectiveness of the alignment loss and the overall superiority of Temporal Perceiver for temporal boundary detection.

Study on input temporal length: The input temporal feature length $N$ determines the global temporal receptive field in feature compression, therefore we study the impact of increased temporal field to detection performance in Table VI. The experiments are conducted based on the default choices of $N$ for each benchmark, and we learn that increasing $N$ by 2× or 3× results in severe performance decrease. Decreasing the input length is also harmful to the detection performance. We analyze that boundary detection do not need very large temporal receptive field and increased window size could introduce more noise.

Study on feature compression: With latent queries and cross-attention mechanism, we reduce the temporal redundancy and model complexity via feature compression. Fig. 4(a) shows the AP and encoder GFLOPs on MovieNet under different settings of $M$. The point size and the captions represent encoder GFLOPs. The AP performance reaches the peak at $M = 0.5N$, indicating the sweet spot for compression without severe information loss. It is interesting that lower compression also performs worse. We argue that while high compression could miss important content, at low compression the video redundancy would distort the quality of compressed features, making $M = 0.5N$ a perfect solution for balance and efficiency. Compared with the zero-compression ($M = N$) setting, our design improves the performance by 1.34% in AP and reduces the FLOPs by half.

Study on varying $N$ and $M$. Apart from studying different $N$ and $M$ separately on MovieNet, we also plot the model’s performance under different $(N, M)$ pairs to see the model’s sensitivity to the two parameters. In Fig. 4(b) is a performance plot of varying $N$, $M$ for Kinetics-GEBD. The results indicate that the model is generally not sensitive to $M$ for Kinetics-GEBD, and we have chosen $M = 0.6N$ at $N = 100$ as a default value based on empirical results. Most Kinetics videos last 10 seconds and are encoded at 24 ∼ 30 fps, which results in video feature sequences of length 100 for most cases. Hence, there is a noticeable performance difference between $N = 50$ and $N = 100$, but the model becomes less sensitive to $N$ as $N \geq 100$. 

| Table V | Quantitative Comparison With Transformer-Based and Perceiver-Based Baselines |
|---|---|---|---|
| Method | Feature Compression | Alignment Loss | MovieNet | Kinetics-GEBD |
| | | | AP | $M_{iou}$ | h@0.05 | avg f1 |
| Sparse Transformer | 2x down-sample | ✓ | 46.2 | 50.4 | 70.4 | 81.7 |
| PerceiverIO | ✓ | 53.8 | 52.2 | 72.0 | 83.6 |
| PerceiverIO | ✓ | 53.6 | 52.6 | 71.8 | 85.8 |
| Temporal Perceiver | ✓ | 50.6 | 51.9 | 73.7 | 83.3 |
| Temporal Perceiver | ✓ | 53.3 | 53.2 | 74.8 | 86.0 |

| Table VI | Ablative Experiments of Temporal Perceiver on Different Choices of Alignment Implementations, Input Temporal Length and Ranking Orders |
|---|---|---|---|---|---|---|
| Benchmarks | Metrics | Alignment | Input Length | Ranking Order | TP |
| | | None | Concat | 0.5N | 2N | 3N | by gt | by temp. order | rand. #1 | rand. #2 | rand. #3 | rand. avg |
| MovieNet | AP | 50.6 | 49.6 | 52.2 | 47.2 | 19.2 | 52.7 | 52.4 | 41.8 | 41.6 | 42.3 | 41.9 |
| | $M_{iou}$ | 51.9 | 52.2 | 52.0 | 51.7 | 38.4 | 52.8 | 52.5 | 47.3 | 47 | 47.3 | 47.2 |
| Kinetics-GEBD | f1@0.05 | 72.6 | 73.5 | 69.4 | 74.5 | 33.8 | 74.6 | 74.4 | 73.2 | 73.9 | 71.7 | 73.0 | 74.8 |
| | avg-f1 | 83.4 | 82.2 | 82.8 | 85.6 | 49.7 | 84.4 | 85.2 | 84.2 | 84 | 83.7 | 84.0 | 86.0

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Study on query construction: With specific latent query construction, we exploit the semantic structure of long-form videos and compress features into stable latent queries. The ratio of boundary and context queries in latent query construction needs consideration. We test different number of boundary queries $K$ with fixed compression rate on Kinetics-GEBD and MovieNet. Table VII shows that the detection performance is sub-optimal when only one type of latent query is used in compression. Compared to using only boundary queries ($K = 0$), Temporal Perceiver improves performance by 2.2% under $f_1@0.05$ and 2.6% under average $f_1$ for Kinetics-GEBD, by 1.1% in $M_{iou}$ and nearly 3% AP for MovieNet. We argue that when there are few boundary queries, the compressed features lack discriminative boundary information, explaining the weak performance. The performance is also weak at $K = M$ without context queries, demonstrating the complementary contributions of context information. Generally, it is observed that boundary information benefits the detection performance more than context information. We report with the setting $K = \frac{2}{3}M$ for the best performance based on empirical results.

Study on alignment loss: The alignment loss is proposed to guarantee the respective compression scheme for boundary and context queries. With the additional alignment supervision, the $f_1@0.05$ and avg-$f_1$ performance increases by 2.2% and 2.6% on Kinetics-GEBD benchmark, and the $M_{iou}$ and AP performance increases by 1.3% and 2.7% on MovieNet. In addition, we plot the convergence curve on Kinetics-GEBD in Fig. 4(c), the results show that the model converges faster with the alignment loss and improves $f_1$ score.

In order to build stable boundary-context representations, the boundary queries attend to boundary features in a one-on-one manner via alignment supervision on the last layer of encoder cross-attention. For the design simplicity, one may ask: why not directly use boundary features to replace learned boundary queries? In Table VI, We compare the results of the alignment loss guided model and another variant model that discards the boundary queries and directly concatenates the boundary features with learned context centers. On both benchmarks, the performance of the direct concatenation variant is weaker than the alignment-guided model. We contend that boundary queries aggregate crucial context into feature embedding via layers of cross-attention (before the last layer) and self-attention.

Study on Ranking Orders: To facilitate alignment loss implementation, we devise a permutation $\pi$ for input frame features to rank them according to the descending order of coherence scores, and use identity matrix on the last cross-attention layer to align boundary frames and queries. We study the importance of ranking via exploring different ranking orders $\pi$, described as follows. (a) ranking by learned coherence scores (default in TP) is to construct a permutation $\pi$ based on coarse predictions of the boundary likeliness at each temporal location. These scores are smooth and consistent boundary estimations at both training and inference. (b) ranking by groundtruth-based scores is to construct a permutation $\pi$ based on groundtruth during training. As the groundtruth encodes hard boundary positions that cannot be used for ranking, we devise a set of gaussian kernels centered on each gt boundary to give smoother scores. The only drawback is that the practice also creates gap for training and inference as inference samples do not have access to the groundtruth-based scores. For fair comparison, we construct $\pi$ based on learned coherence scores (as in (a)) for testing. (c) ranking by temporal order indicates a permutation that computes $\pi(n) = n$ for each input frame. (d) random ranking is to construct a random permutation for each input frame. We train and test the random ranking model for three times, and report the result for each run with the average result.

The results are presented in Table VI. Note that, in this ranking order ablation study, the alignment constraint on cross-attention maps will not be adjusted according to the ranking order.
Therefore, different ranking orders will define different sets of frames to align with boundary queries. Our findings indicate that ranking by original temporal order and random orders will result in performance decrease, especially for random rankings, which validates the effectiveness of boundary frame-query alignment. Meanwhile, we notice that ranking by groundtruth would lead to inconsistency between training and inference and ultimately harm performance.

F. Class-Agnostic Perceiver

To further pursue a general boundary detection model, we have developed a class-agnostic perceiver that joins Kinetics-GBD, TAPOS and SoccerNet for training and testing. In our implementation, we use a shared and single model for different tasks and datasets. Specifically, the encoder and decoder layers are shared among all tasks and datasets. Only data pre-processing, latent queries and proposal queries are tailored to each dataset and task to indicate distinct data distribution, compression level and decoding prior for each dataset. During training, we employ balanced batch sampling to select the same amount of samples from each datasets.

We did not include MovieNet in the training process due to its frame rate inconsistency with other datasets. Instead, we test the model’s generalization ability on MovieNet with both the class-agnostic and class-specific models. To generalize the class-agnostic model to MovieNet, specific latent queries and proposal queries are initiated for the unseen dataset. Then, we follow the locked tuning protocol \[75\] to freeze the encoder-decoder layers and only finetune the latent and proposal queries for MovieNet for generalization results.

The results are presented in Table VIII. Class-agnostic TP detects boundaries with comparable accuracy to the task-specific TP across all three datasets, while also achieving better generalization on MovieNet with a margin of 1.8% \(M_{iou}\) and 1.4% AP compared with the task-specific TP.

V. MODEL VISUALIZATION

In this section, we provide qualitative results for event-level and scene-level boundary detection. In addition, comprehensive visualizations for coherence scores and encoder cross-attention are provided to facilitate the understanding of how Temporal Perceiver works. We specifically illustrate how the coherence scores instructs the compression for scene-level and event-level
Fig. 6. The visualization of coherence scores on MovieNet (scene-level). We show the raw frames from seven scenes in a movie before the compression with the x-axis showing the shot number (row 1), large redundancy are present in especially scene 6. The groundtruth boundaries of this movie (row 2) further demonstrate the large redundancy in movies. Then, we show the predicted coherence scores for the seven scenes achieves high recall for boundary capture in comparison with the groundtruth (row 3), serving as good prior for feature compression.

(a) The visualization of coherence scores on MovieNet (scene-level). We show the raw frames from seven scenes in a movie before the compression with the x-axis showing the shot number (row 1), large redundancy are present in especially scene 6. The groundtruth boundaries of this movie (row 2) further demonstrate the large redundancy in movies. Then, we show the predicted coherence scores for the seven scenes achieves high recall for boundary capture in comparison with the groundtruth (row 3), serving as good prior for feature compression.

(b) The visualization of coherence scores on Kinetics-GEBD (event-level). The video records the event of a woman doing laundry, as shown in raw frames (row 1). The temporal redundancy occurs mainly in clip 3 and 4. Coherence scores (row 3) accurately detects potential boundaries and the redundant clips are clustered into semantics centers. Additionally, boundary regions decided by top-k highest coherence scores are indicated with dark blocks in row 4.

Fig. 6. The visualization of coherence scores on (a) MovieNet for Scene-level GBD; (b) Kinetics-GEBD for Event-level GBD.

Fig. 7. The Visualization of encoder cross-attention from Layer 1 to Layer 6. The x-axis indicates the temporal ranking order in input sequence, and the y-axis indicates the sequence in latent queries. The boundary queries and features are shown with green bars along axes, and the context queries and features are indicated with red bars. The obvious diagonal pattern observed in the last cross-attention shows efficient preservation of boundary features by boundary queries.
boundary detection. Moreover, we look inside the encoder cross-attention maps for feature compression and show how the alignment loss is enforced on cross-attention activation maps.

A. Qualitative Evaluation

In Fig. 5(a), we provide the qualitative results on a randomly selected segment from the validation set of MovieNet. We visualize the groundtruth boundaries and the predictions from our model and previous SOTA method LGSS. The LGSS results are reproduced on MovieNet with multi-modal input, whereas our method takes single-stream RGB features only. Compared with LGSS results, our method does not produce duplicates around groundtruth or other within-scene false positives and is able to detect the generic boundary with accurate localization.

To demonstrate the model generalization ability, in Fig. 5(b) we also provide the qualitative results on a random video sample from Kinetics-GEBD validation set. Compared to the previous state-of-the-art method PC, the predictions of Temporal Perceiver are more accurate, with less relative distance to groundtruth and handles the relatively intense within-event motion in the third event with fewer false positives.

B. Visualization of Coherence Scores

We perform feature compression on boundary and context regions and distinguish these regions based on the coherence estimation scores. Fig. 6 illustrates coherence scores in feature compression process with scene-level and event-level video to demonstrate its effectiveness with different levels of video redundancy. In Fig. 6(a), the coherence scores are visualized in row 3. Darker color represents bigger likeliness of frames to cover incoherence regions. In the visualization of video content and groundtruth, we observe larger temporal redundancy for movie clips, especially in scene 6. The coherence scores predict higher likeliness scores near groundtruth boundaries and remain low in scene 6. As a result, the redundant frames in scene 6 are not marked as boundaries and would be clustered into few contextual centers, achieving redundancy compression.

The coherence scores for event-level testing sample is shown in Fig. 6(b). Compared to scene-level movie clips, although daily event videos are less redundant in temporal aspect, Temporal Perceiver still works for event boundary detection. We observe that similar to feature compression with scene-level sample, the coherence scores (row 3) give coarse yet reliable estimation of boundary regions. We additionally marks the selected boundary regions for event-level sample in row 4. It is observed that all groundtruths are covered in these selected boundary regions. Meanwhile, the temporal redundancy between generic boundaries, such as the repeated back-and-forth movement of pouring detergent in the fourth clip, are excluded and would be clustered into a few centers.

C. Visualization of Encoder Cross-Attention Maps

Fig. 7 is the visualization of cross-attention blocks in all 6 layers of encoder on a randomly selected video of Kinetics-GEBD. In the first 2 layers, the latent queries aggregate information from both the boundary and context regions as an initialization. In the third to fifth layer, latent queries attend to parts of boundary regions and context regions. Beam patterns appear at different parts for each layer without overlap. Our analysis in Fig. 8 reveals that, in the selected sample, the vertical beams are representative frames in both boundary and context regions. With the vertical beams, the model can locate important keyframes from a slow-changing video sequence and effectively filter out redundant frames. In the last layer, guided by the diagonal alignment loss, most of the boundary queries aggregate corresponding boundary features in a diagonal-alike pattern, with a few out-of-line attention on neighboring features. The context queries are free of additional supervision and learn to cluster the contextual centers within the context region.

VI. CONCLUSION

In this paper, we have presented Temporal Perceiver, a general architecture for generic boundary detection. It offers an effective pipeline with Transformer architecture and provides a unified framework for the sparse detection of arbitrary generic boundaries. The core contribution is to utilize cross-attention blocks and a small set of latent queries to squeeze redundant video input into a fixed dimension, reducing encoder complexity to linear-level. Moreover, we construct the latent units with boundary and context queries to pattern semantic incoherent boundary features and coherent context features. Furthermore, to facilitate training, we introduce a new alignment loss on encoder cross-attention maps for feature-query alignment. Finally, the sparse detection paradigm of transformer decoder allows our model to be free of post-processing, resulting in a more efficient framework. Experiments show that Temporal Perceiver achieves state-of-the-art results on benchmarks of shot-level, event-level, and scene-level generic boundaries, demonstrating the generalization ability of our model to handle arbitrary generic boundaries.
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