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We propose a classical simulation method for quantum circuits based on decomposing unitary gates into a sum of stabilizer projectors. By only decomposing the non-Clifford gates, we take advantage of the Gottesman-Knill theorem and build a bridge between stabilizer-based simulation and Feynman-path type simulation. We give two variants of this method: stabilizer-based path integral recursion (SPIR) and stabilizer projector contraction (SPC). We analyze the advantages and disadvantages of our method compared to the Bravyi-Gosset algorithm and recursive Feynman path-integral algorithms. We construct a parametrized circuit ensemble and identify the parameter regime in this ensemble where our method offers superior performance. We also estimate the time cost for simulating quantum supremacy experiments with our method.

I. INTRODUCTION

Noisy Intermediate-Scale Quantum (NISQ) devices are quantum systems where the quality of the qubits and gates are not sufficient to enable fault-tolerant quantum computation but whose output probability distributions are still hard for classical devices to sample from [22]. Improvements in the performance of NISQ devices are stimulating the development of methods to simulate them on classical computers [6, 12, 13, 17, 21, 23, 32, 34]. Specifically, when running quantum algorithms to demonstrate quantum supremacy, one needs a classical machine to verify the outputs of the NISQ device [4, 6, 28]. Improved classical simulation can improve the benchmarking of NISQ devices, as well as potentially challenging current supremacy results [21, 31].

Simulation of quantum mechanics in general, and quantum computation in particular, is believed to be hard. However, proofs of the difficulty of the simulation of quantum mechanics remain elusive. For example, efficient classical simulation of Shor’s factoring algorithm would imply that factoring is classically easy. The widespread disbelief in the classical tractability of factoring is the basis for the use of the RSA cryptosystem. Nevertheless, the classical difficulty of factoring remains unproven.

The exponentially rapid growth of Hilbert space with number of qubits is frequently invoked to underpin arguments concerning the difficulty of classical simulation of quantum systems. In fact the simulation of quantum systems only requires polynomial memory [27]. However, methods that use polynomial memory do so by computing the amplitude of one path at a time in a path integral representation. Hence, the claim of exponential cost of classical simulation rests on the belief that it is necessary to compute the amplitude of an exponentially large number of paths.

The difficulty in finding an efficient classical simulation algorithm for quantum mechanics arises from the nature of the wavefunction. As Heisenberg said, the wavefunction is partly a thing, and partly our knowledge of a thing [18]. It remains unclear to what extent the wavefunction is ontological in nature - meaning it represents a thing, or epistemological in nature, meaning it represents our knowledge of a thing [13, 22, 30].

If the wavefunction were ontological - meaning that simulation of the entire wavefunction was inescapable - the difficulty of simulation of quantum mechanics would be clear. If the wavefunction is epistemic one could treat simulation of quantum mechanics as one does probabilistic simulations of classical systems - by sampling and other techniques that might yield an efficient scheme in particular cases.

These two points of view on the wavefunction lead to two types of classical simulation: strong and weak. In strong simulation, the simulator is given a string x and it outputs the exact output probability \( p(x) = |\langle x | U | 0 \rangle|^2 \) of observing x, or it approximate the probabilities to a multiplicative error:

\[
(1 - \epsilon) \hat{p}(x) \leq p(x) \leq (1 + \epsilon) \hat{p}(x),
\]

where \( \hat{p}(x) \) is the estimated probability.

In weak simulation, the outputs of the simulator are samples from \( p(x) \) instead of probabilities, see Appendix A for more discussion of the notion of weak simulation. In this paper, we only consider the notion of exact strong simulation.

The direct simulation of \( n \)-qubit quantum evolution stores the whole wave function and evolves it by applying unitary operators. Direct simulation requires memory \( O(2^n) \) and time \( O(m2^n) \), where \( m \) is the number of gates in the circuit. We refer to this as the Schrodinger approach in accordance with [4]. In the following, we will also briefly review the recursive Feynman path-integral simulation algorithm and the Bravyi-Gosset algorithm for simulating quantum circuits, as they will be relevant for our later discussion.

A circuit has depth \( d \) when the circuit can be divided into \( d \) layers where each layer has gates acting on disjoint sets of qubits. The width \( w_i \) of each layer will be the number of qubits that are acted on by gates in each layer. If the width for all layers is \( O(w) \), then the number of
gates \( m \) will be \( O(dw) \). Even for shallow NISQ devices, we know that the depth of quantum circuit at least needs to be more than 2 to be hard for classical computers to simulate \[34\]. Assuming the width for all layers is \( O(n) \), then the depth-3 circuit that is hard for classical simulation has \( m \approx O(3n) \) gates. Therefore, we have \( m > n \) in general. In this paper, we also define the non-Clifford depth \( d_{nc} \), which we will use in Section \[11\]. We divide the circuit into Clifford layers and non-Clifford layers and the number of non-Clifford layers is the non-Clifford depth \( d_{nc} \) in that context.

A. Recursive Feynman path-integral algorithm

The Feynman approach calculates the amplitude of obtaining outcome of string \( x \) using the path-integral representation of a circuit:

\[
\langle x | U_m U_{m-1} \cdots U_1 | 0^n \rangle = \sum_{j_1, \ldots, j_{m-1}} \langle x | U_m | j_{m-1} \rangle \langle j_{m-1} | U_{m-1} | j_{m-2} \rangle \cdots \langle j_1 | U_1 | 0^n \rangle
\]

(2)

This method requires memory \( O(m + n) \), because after calculating each amplitude, one only needs to add the final result to the sum. However, \( O(4^m) \) operations are required to process all possible paths. Because \( m \) is almost always bigger than \( n \), the number of operations \( O(4^m) \) here is larger than that of the Schrodinger approach.

To reduce the time cost for the Feynman approach, one can notice that there are a large number of repeated calculations in eq. (2) if we calculate the terms in the sum path by path. For example, if two of the paths are the same for the first \( m - 2 \) steps, but only differs at the last step. In eq. (2), these two paths will give two terms that only differ on the first factor of the term, \( \langle x | U_m | j_{m-1} \rangle \). However, naive evaluation of eq. (2) results in redundant computation of the first \( m - 1 \) factors.

As discussed in \[2\], one can avoid this repeated calculation as follows. By first slicing a circuit into two sub-circuits first, \( C_1 \) and \( C_2 \):

\[
\langle x | C | 0^n \rangle = \sum_{y \in \{0, 1\}^n} \langle x | C_2 | y \rangle \langle y | C_1 | 0^n \rangle.
\]

(3)

one can obtain a recursion relation for the time cost for calculating the whole sum from the results of the two sub-circuits:

\[
T(d) = 2^{d+1}T(d/2)
\]

(4)

assuming the depth of the whole circuit is \( d \) and the depth of both \( C_1 \) and \( C_2 \) is \( d/2 \). Following this relation, one can recursively divide the two sub-circuits further until getting down to single-layer circuits. In this way, one can calculate the sum more efficiently than the Feynman approach, without sacrificing much of the space cost advantages of the Feynman approach \[2\]. In fact, we only need \( O(\log d) \) steps to reach the leaf level (single layer) with recursion, and at each step we need a \( n \)-bit string \( y \) to label the term we can try to compute. Therefore, we need \( O(n \log d) \) space to recursively return a single term to the whole summation. Meanwhile, one can see the total time cost is brought down to \( O(2^{n \log d}) \) by solving the recursion relation above. We will use the idea of this algorithm later when we apply this recursion to our algorithm in Section \[III A\].

B. Feynman-Schroedinger Hybrid simulation

The Schrodinger approach requires exponential space due to the need to store the entire wave function. One can take advantage of limited entanglement to reduce the space required \[13, 23\]. This method is called the Feynman-Schrodinger hybrid algorithm.

If one divides the circuit into two sub-circuits and ignores the entangling gates connecting the sub-circuits, one can reduce the memory cost to \( O(2^{n/2}) \). How can we “ignore” the entangling gates between the patches? For every such gate, one performs a Schmidt decomposition of the gate, e.g., decomposing the control-Z gate as follows \[13, 23\]:

\[
CZ = |0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes Z.
\]

(5)

If there are \( x \) entangling gate between the two patches, there will be \( 2^x \) patched circuit configurations. Now the space cost of running Schrodinger’s approach on every patch becomes \( O(2^{n/2}) \). Afterwards, one could establish a Feynman path summation with \( 2^x \) terms from the results of the Schrodinger simulation on the patched circuits, where the number of operations required is now \( 2^x \). Therefore, the total number of operations becomes \( 2^{x+n/2} \), which is better than the direct simulation time scaling \( 2^n \) if the connectivity between the two patches is low enough such that \( x < n/2 \). Even though the number of operations required by the hybrid algorithm is greater than direct simulation if \( x > n/2 \) the memory cost is brought down to \( 2^{n/2} \). This is preferable for circuits with more than 50 qubits, even for the connectivity of the Google supremacy circuits \[1\].

Both of the two algorithms we discussed above together with general tensor-network algorithms \[7, 12, 21, 24\] all belong to a bigger class of simulation methods called the monotone methods \[20\]. Algorithms in this class only care about the number and location of non-zero elements in the matrices that describe the gates in the circuit, not what values these elements take. This means they will not be sensitive to gate and circuit structures, e.g., Clifford gates. An unconditional lower bound for this class of method is obtained as \((n - 2)(2^{n-3} - 1)\) \[20\]. Below we introduce an algorithm outside of this class which works better than monotone methods for circuits dominated by Clifford circuits.
C. Bravyi-Gosset algorithm

Clifford operations are unitaries generated by Hadamard, Phase and CNOT gates. Clifford operations on $|0\rangle^\otimes n$ followed by measurement in the computational basis may be efficiently simulated classically [10]. The sets of states obtained by Clifford operations acting on the computational-basis states are called stabilizer states. Clifford operations plus one non-Clifford gate can boost Clifford circuits into universal quantum computation. One such gate is the $T$ gate, which is defined as:

$$ T = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{pmatrix}. $$

(6)

Therefore, Clifford+$T$ circuits cannot be efficiently simulated unless $P = BQP$, where $BQP$ stands for bounded-error Quantum Polynomial Time. An algorithm for simulating Clifford+$T$ circuits with cost scaling exponentially with the number of $T$ gates but polynomially with the number of qubits is the Bravyi-Gosset algorithm [9]. The algorithm is based on the stabilizer rank $\sum$ of resource states $|A\rangle^{\otimes t} = (T|0\rangle)^{\otimes t}$. The $T$ gates are implemented by magic state injection [10]. The strong simulation version of the Bravyi-Gosset algorithm has time cost that scales linearly with the stabilizer rank of $|A\rangle^{\otimes t}$. This rank is upper bounded by $2^{0.474t}$.

The original Bravyi-Gosset algorithm can only tackle non-Clifford gates that are in the third level of the Clifford hierarchy [33], because only these gates can be implemented by injecting magic states. The method based on Sum-over-Cliffords for unitaries [8] uses a unitary matrix as follows:

$$ U = \sum_j a_j K_j, $$

(7)

where $K_j$’s are all Clifford gates and $a_j$’s are some complex coefficients. This decomposition of unitaries is able to deal with unitaries that are beyond the third level of the Clifford hierarchy.

The Bravyi-Gosset algorithm has the property that adding one non-Clifford gate increases the number of stabilizer states in the expansion of the wavefunction. On average, one $T$ gate multiplies the number of stabilizer states one needs to keep track of by a factor of $2^{0.47}$.

The way to avoid branching is to insert stabilizer projectors. No matter how many stabilizer states there are in the decomposition from the previous step, a sum of $\kappa$ stabilizer projectors will always turn them into a sum of $\kappa$ stabilizer states. In Section III we introduce an algorithm that combines the stabilizer projector insertion with the recursion Feynman path-integral approach. By replacing the non-Clifford gates with stabilizer projectors, we incorporate the advantage of stabilizer-based simulation into Feynman path-integral simulation.

D. Quantum supremacy experiment

The Google “quantum supremacy” experiment [4] implemented 20 cycles of random supremacy gates chosen from a universal gate set (see Appendix E), where each cycle contains one round of single-qubit gates on every qubit and one round of two-qubit gates in fixed repeating configurations. A linear cross-entropy fidelity of $\sim 0.002$ is achieved after measurement. The set of single-qubit gates used contains two Clifford gates and one non-Clifford gate. The two-qubit gates are all non-Clifford gates. One restriction on the random selection of single-qubit gates is that the same gate does not act on the same qubit in two consecutive cycles. The non-Clifford depth of the circuit is 40.

For this random circuit, there are 1113 single-qubit gates and 430 two-qubit gates. Out of the 1113 single-qubit gates, one third of them are non-Clifford. This means there are roughly 800 non-Clifford gates in the circuit. This is beyond the reach of the Bravyi-Gosset or the Sum-over-Clifford methods.

Motivated by this fact, the algorithms we introduce in this paper can serve as an extension to the Bravyi-Gosset or the Sum-over-Clifford method for circuits with a larger fraction of non-Clifford gates. However, as we shall see, the large fraction of non-Clifford gates of the circuits in [4] remains an obstacle for stabilizer-based methods.

II. STABILIZER PROJECTOR DECOMPOSITION FOR UNITARIES

We denote the full set of $n$-qubit stabilizer states as STAB, which gives an overcomplete basis for $n$-qubit states. The stabilizer projector basis, $\{|\phi_i\rangle \phi_i\rangle_{\text{STAB}}$, provides an overcomplete basis for $n$-qubit operators. This basis is used to decompose density matrices in [19] and forms stabalizer pseudomixtures, where the coefficients are all real. They can also be used for decomposing a unitary matrix as follows:

$$ U = \sum_i c_i |\phi_i\rangle \langle \phi_i|, $$

(8)

where the $c_i$’s are complex coefficients and the $|\phi_i\rangle$s are stabilizer states.

We define the stabilizer projector rank of a unitary operator as follows:

$$ \kappa(U) = \min \{ k : U = \sum_{i=1}^k c_i |\phi_i\rangle \langle \phi_i| \}. $$

(9)

Because the matrix rank of a single stabilizer projector is one while the rank of a unitary matrix is $2^n$, we at least need $2^n$ terms to decompose a unitary operator. This implies that the stabilizer projector rank of an $n$-qubit unitary is at least $2^n$. Therefore it is clear that this quantity is not a measure of non-Cliffordness of the gate,
because $\kappa \neq 1$ for Clifford gates. The stabilizer projector decomposition provides a representation of an arbitrary unitary that enables the action of the operator on the stabilizer states to be computed with cost $O(n^3 \kappa)$.

We give upper bounds for the stabilizer projector rank for the non-Clifford gates used in the Google quantum supremacy experiment. See Appendix D for one of the decompositions achieving these upper bounds for each gate.

### III. ALGORITHM

In this Section we discuss two simulation algorithms based on the stabilizer projector decomposition for unitaries introduced in Section II. We call the first algorithm the stabilizer path integral recursion (SPIR) method and the second algorithm the stabilizer projector contraction (SPC) method.

#### A. Polynomial-space SPIR method

To evaluate an amplitude $\langle x | U | 0^n \rangle$, one can replace all the non-Clifford gates in the circuit for $U$ with the projector decomposition of eq. (3) such that they form layers of stabilizer projectors. The amplitude then is given as a sum of products of Clifford operators contracted by stabilizer states. Calculating the inner product between two $n$-qubit stabilizer states takes $O(n^3)$ time. Therefore the exponential part of the scaling of this simulation comes from the number of terms in the stabilizer projector decomposition of each gate.

This procedure is analogous to a path integral formulation in eq. (2), except here the unitaries are all Clifford gates and the computational basis states are all general stabilizer states. Therefore the same structure of repeated calculations is also present in this procedure. We can use the recursion implementation of eq. (2) as follows. In general, if we divide the circuit $U$ we want to simulate into $2$ depth $[\frac{d_{nc}}{2}]$ sub-circuits $U_1$ and $U_2$ with a depth-$1$ layer of non-Clifford gates $U_c = \sum_i c_i |\phi_i\rangle \langle \phi_i|$ in the middle, we can now calculate an amplitude. The Clifford gates in the circuit will be ignored because they can be absorbed into the stabilizer states in $O(n)$ time.

$$\langle x | U | 0^n \rangle = \sum_i c_i \langle x | U_2 | \phi_i \rangle \langle \phi_i | U_1 | 0^n \rangle$$

If the stabilizer projector rank of $U_{nc}$, which acts on $n$ qubits, is $\kappa_n = 2^k$, which we assume is the maximum among all non-Clifford layers without loss of generality. We keep splitting the circuit at the non-Clifford layers, obtaining the following recursion relation

$$T(d_{nc}) = 2\kappa_n T(d_{nc}/2),$$

The base case, which only contains one layer of non-Clifford gates, take $T(1) = O(n^{3}2^{k})$ operations because one needs to calculate all $2^k$ inner-products for one layer of stabilizer projectors. Therefore the total number of operations to calculate this amplitude will be

$$T(d_{nc}) = O((2d_{nc})^{k+1}n^{3}) = O(\kappa_{d_{nc}}^{k+1}n^{3}).$$

We summarize this algorithm as follows:

1. Divide the circuit into layers of Clifford gates and non-Clifford gates.
2. Find the middle ([d_{nc}/2]th) layer of non-Clifford gates, divide the whole circuit into two sub-circuits, and rewrite this non-Clifford layer into a sum of stabilizer projectors.
3. Recursively implement step 2 for each sub-circuit and for each stabilizer projector until one gets down to the base case. For the base case, the $U_1$ and $U_2$ in eq. (10) become Clifford layers $C_1$ and $C_2$. Calculate the inner-products for all $2^k$ projectors and sum them up to obtain the value for $\langle \phi_j | C_2 U_{nc} C_1 | \phi_k \rangle$.
4. Return the value obtained in the base cases from step 3 and recursively return the values to the level above, until one gets back to the root level and obtains the value for the final amplitude.

This recursive method, in spirit identical to the original recursive Feynman path integral simulation, therefore the space requirement is $O(n \log d_{nc})$, as we already discussed in Section II A. In subsection III B, we discuss an algorithm requiring exponential space, which may be used to combine with the Feynman-Schrodinger hybrid algorithm or the Sum-over-Clifford algorithm.

#### B. Exponential-space SPC method

The SPIR algorithm in the previous section is a Feynman-path type algorithm that calculates a single amplitude at a time. One can also evolve the whole state altogether as in the Schrodinger method using the stabilizer projector decomposition.
One first partitions the circuit into alternating rounds of one layer of Clifford gates followed by one layer of non-Clifford gates. Then one runs the following exponential-space SPC algorithm:

1. Start with computational basis state $|0\rangle^\otimes n$ and use the Gottesman-Knill theorem to evolve through the first Clifford layer at the beginning of the circuit, obtaining a stabilizer state $|\psi_1\rangle = |\phi\rangle$. This step takes a $O(m_1 n^2)$ operations where $m_1$ is the number of Clifford gates in the first layer.

2. Decompose the next layer of non-Clifford gates into a sum of stabilizer projectors as in eq. (2), project the stabilizer state we obtained in step 1 onto this projector. The new state after this layer of non-Clifford gates is described as a sum of stabilizer states $|\psi_2\rangle = \sum_i c_i |\phi_i\rangle |\phi_i\rangle$. This step takes $O(\kappa n^3)$ operations.

3. Evolve each stabilizer states in the sum for $|\psi_2\rangle$ above through the next round of Clifford layer separately. Then project each one onto the next non-Clifford layer with stabilizer projector decomposition. This step take $O(\kappa n^3 n^3)$ operations.

4. Iterate step 3 until the end of the circuit.

The overall number of operations is therefore $O(m_1 n^2 + \kappa n^3 + (d_{nc} - 1) \kappa^2 n^3) = O(d_{nc} \kappa^2 n^3)$ because we iterate step 3 $O(d_{nc})$ times. The space complexity is $O(\kappa)$. The limitation of the improvement of our algorithm is, as we discussed before, the stabilizer projector rank of each layer of gates is at least $2^n$. Therefore, one wants to put as many non-Clifford gates as possible in one layer for stabilizer projector decomposition, and to ensure the gates act non-trivially on as many qubits as possible. In this way, one can avoid devoting resources to representing the identity. Meanwhile, as we will discuss, the key idea of the Feynman-Schroedinger hybrid algorithm applies naturally to our SPC method and can be therefore taken advantage of to reduce the space and time requirement.

C. Combination of SPC method with Feynman-Schroedinger hybrid algorithm algorithm

As introduced in Section [13], we can partition the initial circuit we need to simulate into two patches with an approximately equal number of qubits. The criterion for the partition is to make the number of entangling gates, $x$, that connects the two patches as small as possible. Then we decompose these entangling gates across the two patches into a sum of separable operations as in eq. [5]. Now we have $2^x$ pairs of circuits, each of which contains two separate sub-circuits of $\sim n/2$ qubits. Then for each of these sub-circuits, we use our SPC method as a subroutine. Then we sum the amplitudes computed for all $2^x$ pairs. The space requirement of this algorithm is $n_{nc}/2$. The time requirement will be $O(2^x d_{nc} \kappa^2 n_{nc}^3)$. As we mentioned before in Section [13], the space complexity is greatly reduced from $\sim 2^n$ to $\sim 2^n/2$, while the time complexity is reduced if $x < 2 \log_2 n_{nc}/2$. This is why it is important that we choose two patches of relatively equal size with $x$ as small as possible.

D. Combination of SPC method with Sum-over-Clifford algorithm

The SPC algorithm is complementary to the original Sum-over-Clifford algorithm when the number of non-Clifford gates in the circuit exceeds the number of qubits. From another point of view, we can use the Sum-over-Clifford method to improve the time scaling of the SPC algorithm using its advantage for circuits with a small number of non-Clifford gates. In fact, in step 1 and 2 of the SPC procedure we described above, the number of terms in the stabilizer decomposition of $\psi_1$ and $\psi_2$ suddenly goes from 1 to $\kappa$, which is of the order of $2^n$. Therefore, we will replace replace step 1 and 2 in the SPC method section by evolving the Sum-over-Clifford algorithm through the circuit until the number of Clifford gates in the decomposition exceeds the stabilizer projector rank $\kappa$ of the next non-Clifford layer. In the case of $T$-gates, this allows us to process $2.13 n$ gates because one $T$-gate only adds a factor of $2^{0.47}$ to the rank on average. After that, we use steps 3 and 4 of the SPC procedure to prevent the rank from growing too fast.

IV. COMPARISON TO BRAVYI-GOSSET ALGORITHM FOR A FAMILY OF CIRCUITS

In this Section we will compare the time cost of our SPIR method with the strong version of the Bravyi-
Gosset algorithm for a specific family of circuits.

Both of the algorithms have an \( n^3 \) factor in the time cost, therefore it is sufficient to only compare the exponential part. The Bravyi-Gosset algorithm has exponential scaling \( 2^{0.471n} \), while our method has scaling \( (2d_{nc})^k \).

We will compare our SPIR method to the Bravyi-Gosset algorithm for simulation of an ensemble of random circuits with alternating single-qubit and two-qubit rounds. Specifically we consider the family of circuits where the single qubit gate-set contains both Clifford gates and non-Clifford gates and the non-Clifford gates are chosen with probability \( p \).

We analyse the performance for an example in the family where two-qubit gates are Control-Z (CZ) gates and single qubit gates are \( T \) gates with probability \( p \) and Clifford gates with probability \( 1 - p \). The only non-Clifford gates in the circuit are the \( T \) gates. On average, for a circuit with \( d_{nc} \) cycles, there are \( d_{nc}np \) \( T \) gates. We decompose the product of \( T \) gates and CZ gates in one cycle into a single unitary and perform a stabilizer projector decomposition. Therefore the effective depth in the SPIR method is \( d_{nc}/2 \). We also have \( k = n \) because the product of \( T \) gates and CZ gates are all diagonal and can be represented exactly by the \( 2^n \) projectors of the computational basis states. Therefore the time complexity of our SPIR method and the Bravyi-Gosset algorithm are \( (d_{nc})^n \) and \( 2^{0.47npd_{nc}} \) respectively. Hence the SPIR method will have a better scaling than the Bravyi-Gosset algorithm when

\[
\log_2 d_{nc} \leq 0.47pd_{nc}, \tag{13}
\]
giving

\[
p \geq \frac{\log_2 d_{nc}}{0.47d_{nc}}. \tag{14}
\]

This inequality is shown in Figure 1. Therefore if this inequality is satisfied, i.e., the density of non-Clifford gates is larger than this threshold with respect to the non-Clifford depth, the SPIR method has a better scaling, otherwise the Sum-over-Clifford method has the advantage.

Next we consider another example of the ensemble in which the two-qubit gates are Control-S (CS) gates, which is a non-Clifford gate. The number of non-Clifford gates in the circuits will be greatly increased and the non-Clifford depth is twice the number of cycles. In this case, for a \( d_{nc}/2 \) cycle circuit, there are on average \( d_{nc}np/2 \) \( T \) gates and \( nd_{nc}/4 \) CS gates. Meanwhile, due to the fact that the product of \( T \) gates and CS gates are all diagonal, we have \( k = n \) for our algorithm. Therefore the time complexity of our algorithm and the Bravyi-Gosset algorithm are \( (d_{nc})^n \) and \( 2^{0.47npd_{nc}/2+nd_{nc}/4} \) respectively. Hence our algorithm will have a better scaling when

\[
\log d_{nc} \leq 0.47pd_{nc}/2 + d_{nc}/4. \tag{15}
\]

Giving

\[
p \geq \frac{2(\log d_{nc} - d_{nc}/4)}{0.47d_{nc}}. \tag{16}
\]

This inequality is also shown in Figure 1.

The comparison between the SPC method and Bravyi-Gosset algorithm is straightforward: it is the comparison between \( \kappa_n^2 \) and the stabilizer rank. Now we assume \( T \) gates as the only non-Clifford resource. In this case, \( \kappa_n = 2^n \) for one layer of \( T \) gates no matter how many qubits it acts on non-trivially because it is diagonal. Meanwhile the stabilizer projectors in this decomposition are computational basis projectors \(|x\rangle \langle x|\), which are all orthogonal. Therefore the quadratic scaling is reduced to linear. One \( T \) gate contributes a factor of \( 2^{0.47} \) to the time scaling. Hence, our algorithm performs better when \( 2^n > 2^{0.47} \), i.e., when the number of \( T \) gates is bigger than 2.13\( n \). If this is the case, we introduce the SPC method to complement the Sum-over-Clifford method, as we discussed in Section III D.
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\caption{In this plot we consider the ensemble random circuits with alternating rounds of single qubit and two qubit layers. We plot the threshold density (probability) of non-Clifford gates for the SPIR method to have a better scaling than the strong Bravyi-Gosset algorithm for such circuits of different non-Clifford depth as in eq. (14) and eq. (16). The two-qubit gates in comparison here are CS and CZ gates. Here the curve for CS is going negative for \( d_{nc} > 16 \), which means for any density of single-qubit non-Clifford gates, the scaling of the SPIR method is better than the strong Bravyi-Gosset algorithm. For \( p = 1/3 \) and CZ gates as two-qubit gates, the SPIR method starts to have a better scaling when the non-Clifford depth is bigger than 31. For \( p = 1/3 \) and CS gates, the SPIR method starts to have a better scaling when the non-Clifford depth is bigger than 11.}
\end{figure}
\end{center}

V. QUANTUM SUPREMACY EXPERIMENT

The random circuit in the Google supremacy experiment is one example in the ensemble of circuits we defined in Section IV. The two qubit gates are all non-Clifford gates. The one qubit gates are randomly selected from two Clifford gates and one non-Clifford gate. If we choose from these three gates with equal probability, we have \( p = 1/3 \). The non-Clifford depth of the supremacy circuit is 20 if we combine the single-qubit gates and two-qubit
gates in one cycle and decompose them into stabilizer projectors altogether in Table I.

Now we explicitly analyse the performance of our SPIR method for the supremacy circuits. In the average-case scenario, there will be roughly 10 $fSim(\pi/2, \pi/6) \cdot \sqrt{W_1} \cdot C_1$ gates (or $fSim(\pi/2, \pi/6) \cdot C_2 \cdot \sqrt{W_2}$ gates), 2 $fSim(\pi/2, \pi/6) \cdot \sqrt{W_1} \sqrt{W_2}$ gates and 10 $fSim(\pi/2, \pi/6) \cdot C$ and $3$ individual $\sqrt{W}$ gates in one cycle, where $C$, $C_1$, $C_2$ represents some Cliffords such as tensor product of $I$, $X$ and $Y$. Therefore, average-case stabilizer projector rank for a cycle is

$$n_c = 2^k = 12^{10}4^{10}10^2 . 18 = 266.67 \approx 2^{1.25n^2}.$$ (17)

Therefore, the total cost for our SPIR method is roughly $O(2^{1.25n \log d_{nc} n^3})$ and $O(40^{1.25n}n^3) = O(2^{6.7n}n^3)$ given $d_{nc} = 20$. This cost makes the SPIR algorithm impractical for $n = 53$.

If we try to tackle the supremacy circuit by the Sum-over-Clifford method, we have a rank-2 Clifford decomposition for the $fSim(\pi/2, \pi/6)$ gate and a rank-4 decomposition for the $\sqrt{W}$ gate, which are shown in Appendix [C]. As we discussed in the introduction, there are 430 $fSim(\pi/2, \pi/6)$ gates, this alone gives an overhead of $2^{430}$, which is bigger than the exponential cost of our SPIR method. This indicates that the supremacy circuits are in a regime where the SPIR method scales better than the exact Sum-over-Clifford method. However, it is still impractical to simulate the supremacy circuits for both methods.

The original recursive Feynman path-integral approach in [2] gave a coefficient on the exponent for the supremacy circuit of $\log 2d = \log_2(80) = 6.32$, where $d$ is the total depth instead of the non-Clifford-gate depth. One can see our modified method is slightly worse than that of [2]. This is because the non-Clifford-gate depth to total gate depth ratio is one half for the supremacy circuit, which is relatively large.

For our SPC method, the time cost is $O(d_{nc} \approx n^3 \approx n^3_{2^{0.5k}})$, from the discussion in the previous section. By combing the SPC method with the Feynman-Schrodinger algorithm, we obtain two equal-size subcircuits with 35 cross-patch entangling gates (see Figure S21 of the supplemental information of [4]). Therefore the overall time scaling is $O(d_{nc}n^{3\approx 1+1.25 \times 53}) \sim O(d_{nc}n^{3\approx 3^{100}})$.

By combing the SPC method with Sum-over-Clifford, we can save one cycle of computation time. Because one cycle gives the exact Sum-over-Clifford method an overhead of $2^2 \cdot 4^{18} = 2^{58}$, two such cycles give a factor of $2^{114} \neq 2^{2.5 \times 53}$, which is the exponential overhead for one cycle in our SPC method. Again, as we remarked before, because the non-Clifford gates are relatively dense in the supremacy circuit, the benefit of combining the Sum-over-Clifford method in the SPC is limited. These two methods are prohibitive in the supremacy regime because the space requirement also scales as $O(2^{2.5n})$. This motivates for further research of approximate simulation with the SPC method which suits weak simulation.

VI. DISCUSSION

In this paper, we take advantage of Clifford gates for Feynman-path type simulators. We introduced the stabilizer projector rank of a unitary matrix and described two algorithms called SPIR and SPC algorithm based on that. By inserting stabilizer projector decompositions into the circuit, we keep the stabilizer rank from growing too rapidly even when the number of non-Clifford gates is larger than the number of qubits. The SPC algorithm, in this regard, complements the Bravyi-Gosset algorithm for circuits where the non-Clifford gates are more dense. However, this method also requires exponential space. In the spirit of the recursive Feynman-path algorithm proposed by Aaronson and Chen, the SPCR algorithm only uses polynomial space, but with super-exponential time cost. Although both our SPIR method and the SPC method have a larger scaling than the tensor network type simulation and Feynman-Schrodinger hybrid simulation for the supremacy circuit, we hope our algorithms offer some insights in regard of taking advantage of Clifford gates in Feynman-path type simulation, or in monotone methods in general. We expect these algorithms to bring the cost of simulation for circuits with more non-Clifford gates below the unconditional bound for monotone methods than the Bravyi-Gosset and Sum-over-Clifford algorithms.

We hope our method of decomposing unitaries into stabilizer projectors will serve as a possible way to simulate NISQ devices. There is no reason to attempt to simulate hard NISQ devices like the Google circuits assuming the states and operations are perfect. One would want to take advantage of their low fidelity outputs. We made comparisons to the strong version of Bravyi-Gosset algorithm and Sum-over-Clifford algorithm in the paper. It is worth mentioning that the prominent part of the Sum-over-Clifford method is its performance for approximate simulation with weak simulation. Therefore in order to make a real comparison, a total-variational distance approximation version of our algorithm is worth exploring. By approximating the output probability distribution within a total variational distance or an additive error, we hope to have a algorithm that is comparable to sum-of-Clifford method for QAOA circuits. Meanwhile, being able to truncate and get rid of the smaller amplitudes in order to achieve some certain error threshold will enable us to compare our method with some of the state-of-the-art Matrix Product State (MPS) simulations [17, 34]. We leave these developments for future work.
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Appendix A: Notions of Weak simulation

The task for a weak simulator is to output a set of samples according to the quantum circuit. If one can do strong simulation, then one can achieve weak simulation. Meanwhile, it is known that exact strong simulation is \#P-hard \[^26\), while the class BQP, is believed to be smaller than \#P-hard.

The distinction between the strong simulation and weak simulation is not completely understood. Therefore it is not known to what extent one need approximate the probability distribution such that it is just enough to for the weak simulator to generate samples that are indistinguishable from the samples of the quantum device. However, there are several ways to weaken the condition in eq. \[^1\] for the purpose of weak simulation, which we discuss as follows.

First, our approximation \(\tilde{p}(x)\) has to be 0 if the actual \(p(x) = 0\), according to the multiplicative approximation in eq. \[^1\]. This is not necessary for weak simulation. We assume the number of samples required for the weak simulator is not exponential. In this case it maybe enough to spoof a verification test by sampling from a probability distribution that approximates the real probabilities better on the high probability (heavy) outputs but more poorly on the low probability outputs. Hence, our estimation \(\tilde{p}(x)\) for \(p(x) = 0\) does not need to be exactly 0 but only needs to be small enough. Therefore we have the following weaker condition compared to eq. \[^1\]:

\[
|p(x) - \tilde{p}(x)| < \epsilon_1 \sim O\left(\frac{1}{\exp(n)}\right). \quad (A1)
\]

What’s more, one may not even need to approximate all high probability outputs well, but to approximate a majority of them (more than half) better. For example, a total variational distance approximation suffices in most cases:

\[
\sum_x |p(x) - \tilde{p}(x)| < \epsilon'. \quad (A2)
\]

If there are only polynomial number of samples output by the quantum device and the output probability distribution only has non-negligible support on polynomial number of strings, then by the Chernoff?Hoeffding bound, one can only obtain information about the probabilities with polynomial precision \[^29\). Therefore it is enough to have a weak simulator that approximates the probabilities to the following degree:

\[
|p(x) - \tilde{p}(x)| < \epsilon_2 \sim O\left(\frac{1}{\text{poly}(n)}\right). \quad (A3)
\]

This condition is much weaker than that of eq. \[^2\] and \[^1\]. For a quantum circuit that has anti-concentrated output probability distribution, this constraint alone is not enough for a faithful weak simulator. For example, we can imagine a distribution where almost all probabilities are exponentially small. The approximation in eq. \[^3\] may give us a distribution that only has supports on a polynomial number of outputs, say \(q(n)\). Assume we sample a set of outputs that has size \(10q(n)\) according to this distribution, which is still polynomial, we will see many repetitions in the sampled outputs. When we sample from the actual quantum circuit, we will almost see no repetition because the actual probability distribution is anti-concentrated.

As we mentioned before, we care more about the high probability outputs for the purpose of weak simulation. Therefore if we know the shape of the probability distribution, one could determine \(l\) threshold probability values \(0 \leq y_1 \leq y_2 \leq \ldots \leq y_l \leq 1\) and it may be enough in most cases to specify what range \(p(x)\) is in among these \(y_i\)s for most probability distributions. For example, for an anti-concentrated probability distribution, if may suffice to know whether the probability \(p(x)\) is bigger or smaller than the median probability of \(p(x)\)s for all \(x\)s \[^2\).

One can see there are several different notions and different conditions for the approximation of \(p(x)\) for weak simulation. For some weak conditions like eq. \[^3\], the accuracy of the weak simulator depends on the shape of the actual distribution itself.

Appendix B: Conventions and definitions for stabilizer states

We can for convenience label the single qubit stabilizer states as follows: \(|+\rangle = |x\rangle, |−\rangle = |\bar{x}\rangle, |+i\rangle = |y\rangle, |−i\rangle = |\bar{y}\rangle, |0\rangle = |z\rangle, |1\rangle = |\bar{z}\rangle\). Given a pair of labels of basis \(a, b\) where \(a, b \in \{x, y, z\}\) we can define the following states:

\[
\begin{align*}
|\Phi_{ab}^\pm\rangle &= \frac{1}{\sqrt{2}} \left(|ab\rangle \pm |\bar{a}\bar{b}\rangle\right) \\
|\Phi_{\bar{a}b}^\pm\rangle &= \frac{1}{\sqrt{2}} \left(|ab\rangle \pm i |\bar{a}\bar{b}\rangle\right) \\
|\Psi_{ab}^\pm\rangle &= \frac{1}{\sqrt{2}} \left(|ab\rangle \pm |\bar{a}\bar{b}\rangle\right) \\
|\Psi_{\bar{a}b}^\pm\rangle &= \frac{1}{\sqrt{2}} \left(|ab\rangle \pm i |\bar{a}\bar{b}\rangle\right)
\end{align*}
\]

This is the notation for two qubit stabilizer states that we will use below. There are six orthogonal bases of four stabilizer states that are maximally entangled, therefore the notation we use here doesn’t correspond one-to-one to the stabilizer states.

Appendix C: Gates in the Google supremacy experiment and their Sum-over-Clifford decompositions

The single-qubit Clifford gates are:

\[
\sqrt{X} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix} \quad (C1)
\]
\[ \sqrt{T} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}. \]  
\hspace{2cm} \text{(C2)}

The non-Clifford single-qubit gate is:
\[ \sqrt{W} = T^d \sqrt{X} T \]
\[ = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix}. \]  
\hspace{2cm} \text{(C3)}

One Sum-over-Clifford decomposition for the \( T \) gate is
\[ T = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{pmatrix} = e^{i\pi/8} \begin{pmatrix} e^{-i\pi/8} & 0 \\ 0 & e^{i\pi/8} \end{pmatrix} \]
\[ = \frac{e^{i\pi/8}}{2 \cos(\pi/8)} \left( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + e^{i\pi/4} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \right) = \frac{e^{i\pi/8}}{2 \cos(\pi/8)} (I + e^{i\pi/4} CZ). \]  
\hspace{2cm} \text{(C4)}

Therefore we have an upper bound for the rank of the sum-over-Clifford for the \( \sqrt{W} \) gate as 4.

The two qubit gate is
\[ \text{fSim}(\pi/2, \pi/6) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & -i & 0 \\ 0 & -i & 0 & 0 \\ 0 & 0 & 0 & e^{-i\pi/6} \end{pmatrix}. \]  
\hspace{2cm} \text{(C5)}

which is non-Clifford.

This gate has sum-over-Clifford rank 2 because
\[ \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & e^{-i\pi/6} \end{pmatrix} = \frac{e^{i\pi/12}}{2 \cos(\pi/12)} (I + e^{i\pi/6} CZ). \]  
\hspace{2cm} \text{(C6)}

and
\[ \text{fSim}(\pi/2, \pi/6) = iSWAP^\dagger \cdot \text{diag}(1, 1, 1, e^{i\pi/6}). \]  
\hspace{2cm} \text{(C7)}

**Appendix D: Stabilizer projector decomposition for non-Clifford gates in the Google supremacy experiment**

Here we give one stabilizer projector decomposition for each gate that gives the upper bounds in Table. Notice the coefficients are not unique. The optimal support of the stabilizer projectors may also not be unique for the bounds.

\[ \text{fSim}(\pi/2, \pi/6) = |zz\rangle \langle zz| + e^{i\pi/6} |\bar{zz}\rangle \langle \bar{zz}| - i |\Psi^+_zz\rangle \langle \Psi^+_zz| + i |\Psi^-zz\rangle \langle \Psi^-zz|. \]  
\hspace{2cm} \text{(D1)}

**Appendix E: Stabilizer projector rank for \( \sqrt{W} \otimes \sqrt{W} \)**

Our starting point is the spectral decomposition of \( \sqrt{W} \otimes \sqrt{W} \). The spectrum of \( \sqrt{W} \otimes \sqrt{W} \) has a doubly-
degenerate eigenvalue 1 eigenspace and two eigenvectors with eigenvalues $\pm i$. The degenerate eigenspace is spanned by stabilizer states $|\Psi^{-}\rangle$ and $|\Phi^{+i}\rangle$. The non-degenerate, non-stabilizer eigenvectors are:

$$|v_{+i}\rangle = \frac{1}{2}(e^{i\pi/4}, -1, -1, e^{-i\pi/4})$$

$$|v_{-i}\rangle = \frac{1}{2}(e^{-i\pi/4}, 1, 1, e^{i\pi/4})$$

We can write the Pauli operator expansion of their contribution to the spectral decomposition as follows:

$$i(|v_{+i}\rangle\langle v_{+i}| - |v_{-i}\rangle\langle v_{-i}|) = -\frac{i}{2\sqrt{2}}(IX + XI + IY + YI)$$

(E2)

The spectral decomposition of this Pauli expansion will of course be a stabilizer projector decomposition. We group commuting Pauli operators and use the fact that these sums have zero eigenvalues which reduces the number of terms in their spectral decomposition:

$$\frac{1}{2}(IX + XI) = |xx\rangle\langle xx| - |\bar{x}\bar{x}\rangle\langle \bar{x}\bar{x}|$$

$$\frac{1}{2}(IY + YI) = |yy\rangle\langle yy| - |\bar{y}\bar{y}\rangle\langle \bar{y}\bar{y}|.$$  \hspace{1cm} (E3)

Hence the stabilizer projector rank of $\sqrt{W} \otimes \sqrt{W}$ is six and the decomposition is:

$$\sqrt{W} \otimes \sqrt{W} = |\Psi^{+}_{zz}\rangle\langle \Psi^{+}_{zz}| + |\Phi^{+i}_{zz}\rangle\langle \Phi^{+i}_{zz}|$$

$$-\frac{i}{\sqrt{2}}\left(|xx\rangle\langle xx| - |\bar{x}\bar{x}\rangle\langle \bar{x}\bar{x}| + |yy\rangle\langle yy| - |\bar{y}\bar{y}\rangle\langle \bar{y}\bar{y}|\right)$$

(E4)