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Abstract  A compressible numerical model is applied for three-dimensional (3-D) gravity wave (GW) packets undergoing momentum deposition, self-acceleration (SA), breaking, and secondary GW (SGW) generation in the presence of highly-structured environments enabling thermal and/or Doppler ducts, such as a mesoscale inversion layer (MIL), tidal wind (TW), or combination of MIL and TW. Simulations reveal that ducts can strongly modulate GW dynamics. Responses modeled here include reflection, trapping, suppressed transmission, strong local instabilities, reduced SGW generations, higher altitude SGW responses, and induced large-scale flows. Instabilities that arise in ducts experience strong dissipation after they emerge, while trapped smaller-amplitude and smaller-scale GWs can survive in ducts to much later times. Additionally, GW breaking and its associated dynamics enhance the local wind along the GW propagation direction in the ducts, and yield layering in the wind field. However, these dynamics do not yield significant heat transport in the ducts. The failure of GW breaking to induce stratified layers in the temperature field suggests that such heat transport might not be as strong as previously assumed or inferred from observations and theoretical assessments. The present numerical simulations confirm previous finding that MIL generation may not be caused by the breaking of a transient high-frequency GW packet alone.

1. Introduction

Gravity waves (GWs) play a central role in the transfer of energy and momentum from the lower to the upper atmosphere (Fritts & Alexander, 2003). Their significance in forcing the mean state of the mesosphere and lower thermosphere (MLT) is acknowledged by inclusion of their influences via parameterization in all numerical weather prediction, climate, and general circulation models. Evidence of GW activity in the MLT exists in the wealth of airglow and polar mesospheric cloud (PMC) observations and simulations that detail horizontal scales and velocities of both vertically propagating and ducted GWs, and turbulence and instability events (e.g., Dong, Fritts et al., 2021; Dong, Hickey, & Zhang, 2021; Fritts et al., 1993, 2019; Yue et al., 2009). GW signatures are also present in ground-based radar and lidar profiling (e.g., Baumgarten et al., 2017; Cao et al., 2016; Chen et al., 2016; Kaifler et al., 2017, 2020; Li et al., 2007), radiosondes (e.g., Murphy et al., 2014; Stephan et al., 2020; Tsuda et al., 2004; Zhang et al., 2013, 2014), MLT imaging (Baumgarten & Fritts, 2014; Fritts et al., 1993, 2019; Hecht et al., 2005, 2020; Pautet et al., 2014, 2021), and satellite-based imaging (e.g., Alexander & Barnet, 2007; Ern et al., 2011; Hindley et al., 2020; Liu et al., 2017) from which GW scales and approximate amplitudes can be deduced at various altitudes.

Because GW amplitudes grow approximately exponentially with altitude in the absence of dissipation to conserve wave action in an ambient medium with decreasing density, GWs can have important effects at higher altitudes even if initial amplitudes are small. GWs often achieve sufficiently large amplitudes that they become susceptible to a diversity of interactions and/or local instabilities. Idealized GW packets can exhibit parametric and modulational instabilities with sufficient time (Klostermeyer, 1991; Lombard & Riley, 1996; Sutherland, 2006). GW “self-acceleration” (hereafter SA, e.g., acceleration of the GW horizontal phase speed due to its residence in the region undergoing mean flow acceleration along its direction of propagation) arises because GW packets...
induce pseudo-momentum fluxes that distort the GW packets (Fritts & Dunkerton, 1984; Sutherland, 2001). SA dynamics appear to be the major GW “packet” instability at finite amplitudes (Sutherland, 2006), especially in the atmosphere in which GW amplitudes and induced GW SA dynamics increase exponentially with altitude (Dong et al., 2020; Fritts et al., 2015, 2020).

Transient GW pseudo-momentum flux convergence (divergence) accelerates (decelerates) the local mean flow along the GW propagation direction and distorts the GW phase. This causes the leading (trailing) GW phases to steepen (become shallower). Depending on the GW amplitude, its packet depth, its environment, and its induced accelerations, it can exhibit either (a) breaking approaching overturning amplitudes, (b) shear instabilities where these dynamics enhance local shears, (c) approach to a critical level that drives a decreasing vertical wavelength, \( \lambda \), and small-scale shear instabilities or breaking, or (c) SA dynamics exhibiting different, larger-scale, and stronger instabilities and breaking. All of these dynamics can excite secondary GWs (SGWs), but the apparent strongest sources appear to be deep GW breaking (Lund et al., 2020) and SA dynamics of localized GW packets (Dong et al., 2020; Dong, Fritts, et al., 2021; Dong, Hickey, & Zhang, 2021; Fritts et al., 2020). In the case of SA dynamics, SGWs are excited in two ways. First, rapid pseudo-momentum flux convergence and divergence yield a rapidly increasing pseudo-momentum enhancement to the local mean flow, for example, a strong, transient, local \( \Delta U \) in the direction of GW propagation that projects onto SGW scales dictated by the \( \Delta U / \rho \) spatial scales, hence larger SGW scales. Importantly, this component of SGW generation occurs prior to primary GW SA instabilities and breaking. Second, as SA instabilities and breaking arise, these excite additional, smaller-scale SGWs and acoustic waves (AWs) that also radiate outward from the SA breaking event.

Our topics of interest here are the nonlinear responses to large-amplitude GWs encountering ducting environments. Highly structured wind fields enabling Doppler ducts, and highly-structured temperature fields enabling thermal ducts, or both, are suggested to serve as ducting environments for high-frequency GWs (e.g., Chimonas & Hines, 1986; Dong, Fritts, et al., 2021; Dong, Hickey, & Zhang, 2021; Dong et al., 2018; Fritts & Li, 1989; Heale et al., 2014; Snively & Pasko, 2004; Snively et al., 2007; Yu & Hickey, 2007a, 2007b). For a specified GW, ducts occur when two evanescence regions (\( m^2 < 0 \)) sandwich a region of internal wave propagation (\( m^2 > 0 \)). In general, Doppler ducts are controlled primarily by larger-scale dynamics, especially tidal and planetary wave winds, and are expected to be shorter lived due to the high variability of the winds over periods of a few hours (Larsen, 2002).

MILs often serve as thermal ducts for high-frequency GWs (e.g., Dewan & Picard, 1998; Dewan & Ricket, 2001; Walterscheid & Hickey, 2009). MILs are regions of enhanced static stability, \( N^2 \) (where \( N \) is the Brunt-Väisälä frequency), resulting from local \( T(z) \) maxima with amplitudes that can reach 20–30 K or larger, relative to adjacent cooler regions. MILs are frequently observed in both single-site measurements (Hauchecorne et al., 1987) and satellite studies (Gan et al., 2012). The formation mechanisms of MILs are not fully understood and there have been multiple theories offered to date (Meriwether & Gardner, 2000), among them, GW breaking (Hauchecorne et al., 1987), nonlinear interactions between GWs and tides (Liu & Hagan, 1998; Liu et al., 2000), planetary waves (e.g., France et al., 2015), and chemical heating due to exothermic chemical reactions (Meriwether & Mlynczak, 1995).

In the middle atmosphere, the strongest GW activity usually occurs during high-latitude winter and low-latitude equinoxes (Meriwether & Gerrard, 2004). This coincides with where MILs are the strongest, suggesting a close linkage between GW breaking and the formation of MILs in some cases. Hauchecorne et al. (1987) proposed convective instability of GWs as the mechanism for generating MILs due to the heating of the turbulent layers generated by the continuous GW breaking. Huang et al. (1998) suggested that MILs are associated with energy deposition, direct and indirect, resulting from GW/critical layer interactions. A subsequent study by Huang et al. (2002) that included temperature gradients in the calculation of the Richardson number, \( R_t = N^2[(dU/dz)^2 + (dV/dz)^2] \), for local-mean zonal and meridional winds, \( U \) and \( V \), showed that the atmosphere was more unstable than previously thought, providing support for their original hypothesis. Their calculations also showed that energy transported by the observed GW was sufficiently large to account for an increase of mean temperature. However, Duck et al. (2001) argued that GW breaking cannot provide sufficient heating rates to explain observed temperature enhancement causing MILs.
(Fritts, Laughman et al. (2018), Fritts, Wang et al. (2018), hereafter F18) performed a series of MIL simulations for 1-D GW packets having ratios of vertical to horizontal wavelengths as large as 2 and associated intrinsic frequencies as high as 0.7 \( N \). F18 results relevant to our current study include the following:

1. GW breaking and turbulence in the MIL occur below where they would otherwise arise, due to enhancements of GW amplitudes and shears in the MIL.
2. MILs intensify GW amplitudes and shears that can enable instabilities, turbulence, and GW dissipation at sufficient amplitudes. GW dissipation in a MIL yields energy and momentum deposition, jet formation, and reduced transmission and reflection.
3. 2-D and 3-D heat fluxes in regions of strong turbulence yield small departures from initial background temperature, and hence do not yield nearly adiabatic “mixed” layers.

In F18, the anelastic formulation prevented acoustic wave (AW) generation, and the assumption of horizontal periodicity in the horizontal direction, which limits GW packets to vary only in \( z \) direction, artificially constrained the spectrum of motions that can arise from nonlinear interactions and instability dynamics. In particular, spatial and temporal localization of GW packets plays key roles in the partitioning of body forces accompanying momentum transport among mean responses and SGW generation. These limitations were addressed by Fritts et al. (2020, hereafter F20), who examined a 3-D GW packet attaining amplitudes required by GW breaking in a representative 3-D tidal wind (TW) field. F20 results relevant to our current study include the following:

1. Localized 3-D GW packets exhibit strong SA dynamics, local 3-D instabilities and dissipation, and SGW and AW generation.
2. SGWs are modulated by TW and have large scales and large influences extending into the thermosphere. Responses include refraction by TW, and reduced SGW responses at higher altitudes relative to the case of no TW.
3. TW were found to constrain GW amplitudes, cause GW dissipation, momentum deposition, local body forces accompanying decreasing phase speeds, and to yield layering of induced mean responses.

The studies cited above have shown that nonlinear dynamics at small and large scales drive interactions, instabilities, and turbulent dissipation and hence play important roles in energy and momentum deposition, modulations of tides, and evolution of the GW spectrum throughout the atmosphere. They also reveal that a more quantitative understanding of GW dynamics and effects in highly structured atmospheres must address the related dynamics in 3-D. Motivated by these previous studies, we use a versatile compressible model to explore 3-D GWs undergoing strong SA and breaking dynamics in the presence of MIL, TW, or the combination of MIL and TW. This modeling study addresses three primary questions concerning multiscale GW environments:

1. What are the key dynamics in GW-MIL and GW-TW interactions for GW packets localized in 3-D?
2. How do MILs and TW affect the GW evolutions and the associated energy and momentum transports and energy exchanges among various GW components in the packet?
3. How do these dynamics affect the wind and thermal structure?

Our paper is organized as follows. Section 2 briefly describes the numerical model and simulation setup. The results and analyses are provided in Section 3. Section 4 discusses these results in relation to those of previous studies. A summary and our conclusions are provided in Section 5.

2. Numerical Model and Simulation Setup

2.1. Numerical Model

The numerical model used for our simulations is the Complex Geometry Compressible Atmosphere Model (CGCAM), which solves the 3-D fully nonlinear and compressible Navier-Stokes equations. These can be written in strong conservation law (flux) form as:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0
\]
\[
\frac{\partial (\rho u_i)}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} - \rho g \delta_{ij} + \frac{\partial \sigma_{ij}}{\partial x_j}
\]  
(2)

\[
\frac{\partial (\rho E)}{\partial t} + \frac{\partial (\rho E + \rho u_i u_j)}{\partial x_j} = -\rho g u_i + \frac{\partial (u_i \sigma_{ij})}{\partial x_j} - \frac{\partial q_j}{\partial x_j}
\]  
(3)

where \(\sigma_{ij}\) and \(q_j\) are the viscous stress and thermal conduction, respectively, defined as

\[
\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \left( \frac{\partial u_k}{\partial x_k} \right) \delta_{ij}
\]  
(4)

\[
q_j = -\kappa \frac{\partial T}{\partial x_j}
\]  
(5)

and where \(\mu\) is the dynamic viscosity, \(\kappa\) is the thermal conductivity, \(\delta_{ij}\) is the Kronecker delta, \(\rho\) is density, and \(g\) is the gravitational acceleration. \(\mu\) and \(\kappa\) depend on the temperature through Sutherland’s Law (White, 1974). For the high frequency motions considered here the Coriolis force can be ignored.

The solution variables are \(\rho\), the momentum per unit volume, \((\rho u_i, \rho v, \rho w)\), and the total energy \(E = e + u_i u_i/2 = c_i T + u_i u_i/2\) with velocity components \((u_i, u_j, u_j)\) along \((x, y, z)\). Also \(c_i = R(\gamma - 1)\) is the specific heat at constant volume and \(T\) is the temperature. The compressible equation set is discretized using a second-order finite-volume scheme identical to the method discussed by Felten and Lund (2006). Our scheme is stable due to its kinetic energy-conserving construction and is therefore well suited for instability, transition, and turbulent flow regimes. This formulation results in exact numerical conservation of mass, momentum, and kinetic and thermal energy and thus faithfully represents the underlying conservation laws. Time advancement is achieved via a low-storage, third-order accurate Runge-Kutta scheme. Additional details for CGCAM are provided by Dong et al. (2020) and Lund et al. (2020).

3-D simulation cases discussed in this paper will make use of the dynamic Smagorinsky subgrid-scale model (Germano et al., 1991; Moin et al., 1991) to account for unresolved turbulent motions. The equations for the eddy viscosity, eddy conductivity, and turbulent kinetic energy coefficients are averaged over limited horizontal planes that contain just the turbulent flow. This is standard treatment and results in well-conditioned equations for the model coefficients (Germano et al., 1991; Moin et al., 1991).

### 2.2. CGCAM Configuration and Initial Conditions

Simulations are performed for a computational domain having dimensions \(600 \times 600 \times 180\) km \((x, y, z)\) with resolutions of 0.4 km in each direction. Periodic boundary conditions are used at the lateral boundaries. An isothermal no-stress wall condition is used at the lower boundary, and a characteristic radiation condition is used at the upper boundary. The boundary conditions are supplemented with sponge layers at all streamwise and vertical boundaries to absorb outgoing GWs and AWs. The sponge layers are 20 km deep at the upper boundary, 5 km deep at the lower boundary, and 20 km wide on the streamwise and spanwise boundaries.

Our choices for GW parameters and the background state are made in part to enable reflection, trapping, and instability dynamics in the specified atmospheric profiles. The dispersion relation for GWs obtained from the linear Taylor-Goldstein equation provides valuable insights in studying GW dynamics, and can be written as

\[
m^2 = \frac{N^2}{c - U} + \frac{d^2 U}{dz^2} \left( \frac{1}{c - U} \right) - \frac{dU}{dz} \left( \frac{1}{H} \right) \frac{1}{c - U} - \frac{1}{4H^2} - k^2
\]  
(6)

where \(U(z)\) is the mean horizontal velocity profile in the plane of wave propagation, \(H\) is the density scale height, \(N(z)\) is the buoyancy frequency profile, \(k\) and \(m\) are the local GW horizontal and vertical wavenumbers, respectively, and \(c\) is the GW horizontal phase speed relative to the ground. In most cases of interest, the second and third terms in Equation 6 are small so that \(m^2\) depends primarily on \(N, k\) and \(c - U\). Equation 6 has GW solutions that are vertically propagating provided that \(m^2 > 0\) and that are evanescent for \(m^2 < 0\). Thus, GW trapping and ducting can occur for GW parameters and atmospheric profiles where \(m^2 > 0\) only in certain height intervals. From the form of \(m^2\) given by Equation 6, for sufficiently small \(k\), this will occur for altitudes in the region where...
either a maximum in $N^2$ occurs and/or a minimum in $c - U$ occurs (a velocity maximum in the direction of GW propagation).

We assume a nominal background temperature with $T_i(z) = 300$ K at lower altitudes, transitioning to a linear decrease with altitude and achieving a $-1.5$ K/km lapse rate by about 80 km altitude. $T_i(z)$ without the MIL is prescribed as

$$T_i(z) = \left\{1,000 + 700 \left(\frac{1}{2} \left(1 - \tanh \left(\frac{z - 120}{20}\right)\right)\right)^{0.2}\right\} \left[1 - 0.4 \text{sech} \left(\frac{z - 100}{55}\right)^2\right]$$

This temperature profile has a minimum value of $\sim 187$ K at $\sim 95$ km altitude and increases to $\sim 255$ K at 120 km altitude.

In order to quantify the effects of a MIL and/or TW on GW evolutions we consider three different initial background temperature and wind environments. The first comprises the nominal temperature profile with no winds; the second comprises the nominal plus MIL temperature profile (see below) with no winds; the third comprises the nominal temperature profile with TW included; and the fourth comprises the nominal plus MIL temperature profile with TW included. The MIL structure is specified as

$$T_j(z) = T_i(z) \left\{1 + \beta \left[\frac{1}{\cosh \left(-\frac{z - z_{mil}}{h_{mil}}\right)}\right]^2\right\}$$

Here $\beta = 0.3$ determines the degree of departure of the MIL from the nominal background temperature defined by Equation 8, $z_{mil} = 82$ km is the center of the MIL structure, and $h_{mil} = 6$ km determines the vertical scale of the MIL structure. To quantify the effects of TW on the GW evolutions and make a comparison with the MIL cases, we define a wind profile that provides a similar $m^2$ profile to the MIL case. For given values of $c$ and $k$, this was achieved by substituting the value of $m^2$ from the MIL case with the nominal value of $N$ into Equation 8 to derive $U$, see the red line (U2) in Figure 1b For all cases, an additional constant initial mean wind (22 m/s, not shown in Figure 1) opposite to the GW propagation is applied such that linear GWs evolve only in altitude and time.

We assume a GW packet propagating in the $(x, z)$ plane having a Gaussian horizontal velocity ($u'$ along $x$) amplitude of the form

$$u'(x, y, z, t) = u_0 e^{-\frac{(x - x_0)^2}{2\sigma_x^2} - \frac{(y - y_0)^2}{2\sigma_y^2} - \frac{(z - z_0)^2}{2\sigma_z^2}} \sin(k_0 x + m_0 z + \omega_0 t)$$

Here $x_0 = y_0 = 0$ km and $z_0 = 40$ km are the initial central positions of GW packet in $x$, $y$, and $z$, respectively, and $\sigma_x = \sigma_y = 30$ km, and $\sigma_z = 10$ km are the half widths of the GW packet in $x$, $y$, and $z$, respectively. Also, $k_0 = 2\pi/\lambda_x$ and $m_0 = 2\pi/\lambda_z$ are the horizontal and vertical wavenumbers, respectively, and $\omega_0 = k(c - U)$ is the
intrinsic frequency. The entire visible widths of the packet are about ∼180 and ∼60 km in the horizontal and vertical directions, respectively. The other perturbation quantities (spanwise velocity $v'$ along $y$, vertical velocity $w'$, temperature perturbation $T'$, and density perturbation $\rho'$) are then related to $u'$ using the GW polarization relations following Dong et al. (2020). The GW and model parameters for each case are listed in Table 1. The horizontal intrinsic phase speed, $A_Ai = (A - u)$, results in an intrinsic GW period of 450 s. Cases 1a, 2a, and 3a are used to examine the relative evolutions of a GW packet having a very small amplitude encountering MIL, TW, and MIL + TW, respectively. The other cases are used to explore a GW packet, with sufficient amplitude that could lead to nonlinear dynamics and potential instability, encountering MIL, TW, and MIL + TW.

3. Results and Analysis

3.1. Small-Amplitude GW Evolutions

Three cases (Cases 1a, 2a, and 3a in Table 1) are performed to illustrate the differences between small-amplitude GW packet evolutions in the MIL, TW, and the combined MIL and TW environments. Since there is no essential difference between GW evolutions under 2-D and 3-D conditions before they become nonlinear (e.g., Dong et al., 2020; F20), these simulations for small-amplitude GWs are only performed in 2-D. These three cases are compared by showing temporal evolutions of $x$-$z$ cross sections of $\sqrt{\rho(z)/\rho_0}u'$ at $t = 35, 55, 75,$ and 120 min in Figure 2. Considering Case 1a first (top row in the figure), by 35 min, the GW packet has entered the MIL region and the GW phase exhibits significant refraction. By 55 min, the GW packet exhibits partial downward reflection where $m^2 < 0$, partial GW packet transmission through the MIL, and partial trapping and horizontal propagation within the MIL.

Examination of Figure 2 reveals both strong similarities and clear differences between the three cases. Similarities include the following: (S1) Strong reflection and effective trapping, and (S2) similar dynamical time scales for reflection and transmission. Differences include the following: (D1) reduced transmitted GW amplitudes for stronger ducts in Case 3a, which are those with larger $m^2$ at the duct centers. (D2) larger horizontal velocities for the trapped GWs in the ducts when TW are included, and (D3) different morphologies of the trapped GWs. For

### Table 1: GW Parameters for Each Case Performed

| Case | $\lambda_{oi}$ (km) | $\lambda_{oz}$ (km) | $u_o$ (m/s) | Initial mean atmospheric state | 2-D/3-D |
|------|---------------------|---------------------|------------|-------------------------------|--------|
| 1a   | 20                  | 20                  | 0.006      | Only MIL ($T_2, U_1$)         | 2-D    |
| 1b   | 20                  | 20                  | 0.1        | No MIL, No TW ($T_1, U_1$)    | 3-D    |
| 1c   | 20                  | 20                  | 0.1        | Only MIL ($T_2, U_1$)         | 3-D    |
| 2a   | 20                  | 20                  | 0.006      | Only TW ($T_1, U_1$)          | 2-D    |
| 2b   | 20                  | 20                  | 0.1        | Only TW ($T_1, U_1$)          | 3-D    |
| 3a   | 20                  | 20                  | 0.006      | MIL and TW ($T_2, U_1$)       | 2-D    |
| 3b   | 20                  | 20                  | 0.1        | MIL and TW ($T_2, U_1$)       | 3-D    |

Figure 2. 2-D gravity wave $\sqrt{\rho(z)/\rho_0}u'$ $x$-$z$ cross-sections at $t = 35, 55, 75,$ and 120 min for Cases 1a (top row), 2a (middle row), and 3a (bottom row).
Case 3a, the trapped wave is attributed to the first mode because there is one node within the duct, while for Cases 1a and 2a, the trapped GWs are the zero mode because there is no node within the duct. A node occurs where $\sqrt{\rho(z)/\rho_0 u_t'} = 0$ within the duct.

Similarities between the three cases are not surprising. The strong reflection and effective trapping arise due to the implications of Equation 5 for $m^2$, which suggests that the background conditions in all cases provide a suitable ducting environment for the specified GWs as shown in Figure 1d. Similar dynamical time scales for reflection and transmission occur because the GWs in these three cases have the same altitudes of reflection.

Differences noted above can also be traced to specific causes. Reduced transmission of GWs for stronger ducts is due to stronger reflection for incident GWs leading to increased trapping of spectral components within the ducts. A duct having regions of strong evanescence (negative $m^2$) extending over larger altitude ranges will allow more GW spectral components to exhibit ducting. A good example of this is shown by the dashed red line (MIL + TW) in Figure 1d. The strong dependence of $c$ of the trapped GWs on $U$ enables GWs having larger horizontal velocity to be trapped within the ducts including TW relative to those without TW; see Equation 5 and the discussion above. Referring to Figure 2, the $\lambda_n$ in the three cases are ~10 km, which is half that of the primary GW packet and is the second harmonic arising from the initial GW packet (see the later discussion of the spectral results in Section 3.3). Previous studies (e.g., Dong, Fritts, et al., 2021; Dong, Hickey, & Zhang, 2021; Dong et al., 2018) have confirmed that the trapped GWs at the duct center should satisfy the relationship of $\lambda_n = 2h/n$, ($n = 1, 2, and 3$ are referred to as zero, first, and second wave modes, respectively), where $\lambda_n$ are the vertical wavelengths of the trapped GWs, and $h$ is the duct width. It can be seen from Figure 2 that most of the trapped GWs in Cases 1a, 2a, and 3a are confined to an ~20 km vertical region. Thus, the duct widths $h$ should be ~20 km. According to $\lambda_n = 2h/n$, $\lambda_1$ of the trapped GWs at the duct center are ~40, ~40, and ~20 km for Cases 1a, 2a, and 3a, respectively. Inspection of the spectral results for the $\sqrt{\rho(z)/\rho_0 u_t'}$ over the $t$-$x$ (temporal – zonal distance) domain and at the duct center confirm our derivations.

### 3.2. Large-Amplitude GW Evolutions

Figure 3 shows show $x$-$z$ and $y$-$z$ cross sections of $u'$ at times of 20, 40, 60, and 80 min, while Figures 4 and 5 show $x$-$y$ cross sections of $u'$ at $z = 76$ and 110 km, respectively, at times of 20 (30 for $z = 110$ km), 40, 60, and 80 min. We begin with an overview of the major features of the GW evolutions in the absence of ducts. The evolutions of 2-D and 3-D large-amplitude GW packets were described in detail by Dong et al. (2020) and F20.

Cases 1c, 2b, and 3b address the same GW packets, but in different ducting environments (e.g., only MIL for case 1c, only TW for case 2b, MIL and TW for case 3b). Referring to Figure 3, at $t = 20$ min, the GW packets are still propagating upward and relatively weak in the mesosphere, but the GW packets above ~80 km exhibit clear phase refraction. At $t = 40$ min, there are clear modulations of the primary GWs by the ducts. The ducts cause partial trapping, reflection, and transmission of the GWs in the ducts from ~60 – 90 km. The transmitted GWs have propagated to higher altitudes and exhibited various dynamics spanning these times. The transmitted GWs in Cases 1c and 2b exhibit strong phase kinking, however, the stronger duct in Case 3b yields more effective trapping, and thus, the transmitted GWs in Case 3b still remain linear due to their reduced amplitudes.

For Case 1b without the ducting environments, the GW packet exhibits initial SA instability near 100 km. In contrast, the GW packets in Cases 1c, 2b, and 3b exhibit initial SA instability within the ducts. These dynamics are similar in form to those shown in F18 for a 1-D GW packet, and both reveal that (a) instabilities occur within the ducts when the GW amplitude approaches that required for breaking due to compression of the vertical wavelength accompanying the increasing $m^2$, and (b) ducts can cause large-amplitude GWs to yield instability below the altitude where they would otherwise arise. For the same GW packets, the altitude of instability generated by GWs in the presence of ducts is lower than that without ducts. For example, it can be seen in Figure 3 that the initial instability of Case 1b occurred at $z = \sim 100$ km, which is higher than that of $z = \sim 80$ km for Cases 1c, 2b, and 3b. The localization of 3-D GW packets also implies momentum transport that varies in $x$ and $z$, acts as sources for larger-scale SGWs, and does not occur for 1-D GW packets.

By $t = 60$ min, the transmitted GWs in Cases 1c, 2b, and 3b exhibit similar dynamics to the primary GW in Case 1b, including strong SA instabilities, breaking, and SGW generation at higher altitudes (see Figure 3). In each duct case, some components of the primary GW packet are transmitted, reach altitudes above that of primary SA
Figure 3. 3-D gravity wave $u'$ x-z (y-z) cross-sections in the top (bottom) subpanels at $t = 20, 40, 60,$ and $80$ min for Cases 1b, 1c, 2b, and 3b, respectively (top to bottom in each subpanel).
instability within the ducts, and continue to propagate to higher altitudes and induce SA dynamics, breaking, and SGW generation.

Beyond 60 min, instabilities that arose for transmitted GWs in all cases expanded spatially and decreased rapidly over time. In those cases, instabilities within the ducts dissipated rapidly, pseudo-momentum deposition induced mean flows within the ducts, and trapped GWs propagated horizontally and experienced a slight decrease in amplitude (see Figure 4).

Referring to Figures 3–5, we see both strong similarities and interesting differences among the GW dynamics in Cases 1c, 2b, and 3b. Similarities include the following: (S1) formation of strong layering due to the modulations by ducting environments; (S2) rapid cessation of transmitted GWs, and intense generation of SGWs following

---

**Figure 4.** 3-D gravity wave $u'$ x-y cross-sections at $z = 76$ km and $t = 20, 40, 60,$ and $80$ min (left to right) for Cases 1b, 1c, 2b, and 3b, respectively (top to bottom).
initial instabilities; (S3) large GW amplitudes and ducting conditions lead to the initial instabilities within the ducts; and (S4) similar forms of trapped GWs arise within the ducts.

Differences among these results include the following: (D1) larger (smaller) amplitudes of trapped (transmitted) GWs in Case 3b due to its stronger ducting environment (See Figures 3 and 4); and (D2) the horizontal velocities of trapped GWs are largest (smallest) in Case 3b (Case 1c). As we discussed in Section 3.1 for these small amplitude GWs, $U$ in the GW direction of propagation significantly influences $c$ of the trapped GWs.

Summarizing, ducts can strongly modulate SGWs that arise from transmitted GWs by reducing their amplitudes to varying degrees, depending on ducting strength. Ducts also intensify GW amplitudes as the GWs approach ducts (compare the GW amplitudes between Case 1b without a duct and Cases 1c, 2 and 3b with a duct at $z = \sim 70–80$ km in Figure 3), Cases 1c, 2b, and 3b with a duct induces GW trapping and smaller vertical amplitudes.

Figure 5. Same as Figure 4 for x-y cross sections at $z = 110$ km and $t = 30, 40, 60, \text{ and } 80$ min.
wavelength (smaller $m^2$, see Figure 1d), hence exhibit the formation of shears that can enable instabilities, and reduced transmission and reflection.

We now explore the detailed dynamics of trapped GWs within the ducts for Cases 1c, 2b, and 3b. These are shown in Figure 6 with $x$-$z$ and $y$-$z$ cross sections of $\sqrt{\rho(z)/\rho_0 u'}$ at times of 30, 40, 60, and 90 min. All exhibit strong instabilities within the ducts by $t = 40$ min. By $t = 60$ min, most of the instabilities have dissipated, with pseudo-momentum deposition accelerating the local mean flow. Interestingly, these responses include clear GWs having horizontal wavelengths of $\sim 10$ km within the ducts at this time that experience slight decreases in amplitude thereafter due to dispersion along the ducts and the energy leakages within the ducts.
The trapped GWs in Cases 1c and 2b are first modes, while for Cases 1a and 2a with the same configurations but with the smaller-amplitude GWs, the trapped GWs are zero modes. For Cases 1a and 2a, large-amplitude GW packets deposited momentum and energy within the ducts via breaking and dissipation, thus accelerated the mean flow along the GW propagation. The induced flow enhances the ducting environments, and the enhanced ducts have the potential to capture the spectral components with larger $m^2$.

It is worth noting that the source of those clear GWs that emerged above and below the ducts where the initial instabilities occur must be partially (or totally) due to GW reflection and transmission. However, instabilities dynamics within the ducts might contribute to these clear GWs by radiating SGWs to higher and lower altitudes that have both upstream (upward to the left) and downstream (upward to the right) phase alignments above the ducts. Previous studies have suggested GWs can be emitted from small-scale Kelvin Helmholtz instabilities (KHI), or localized KHI “packets”, and from turbulent wakes (e.g., Abdilghanie & Diamessis, 2013; Bühler et al., 1999; Chimonas & Grant, 1984a, 1984b; Fritts, 1982, 1984). However, relative to the more widely recognized GW sources, these KHI sources have been much less studied to date.

### 3.3. Co-Spectral Evolutions

Spectra are useful to identify shifts in the dominant wavelengths as well as the onset of nonlinear transfers over a broad range of scales. In this section, we discuss the velocity and flux spectra, and how they reflect influences of modulations of ducting environments on GW propagation and spectral evolution. The 3-D simulation velocity spectra along the x and y directions, denoted $\langle u'^2 \rangle$ for $|x|$ and $|y| \leq 200$ km, are shown in the upper and lower panels in Figure 7, respectively. Perturbations are measured relative to instantaneous horizontal averages of the wind flow fields, that is $u'(x, y, z, t) = u'(x, y, z, t) - \bar{u}(x, y, z, t)$, where $\bar{u}(x, y, z, t)$ represents a horizontal average. The equivalent momentum and heat flux spectra, denoted $\langle u'v' \rangle$, $\langle v'w' \rangle$, $\langle u'w' \rangle$, are shown in Figure 8. The spectra are averaged over $|x|$ and $|y| \leq 200$ km, respectively, and averaged over 10-km altitude bins centered at 76 and 110 km, respectively. In order to clearly depict GW dynamics and energy transfers from the initial GWs to instabilities leading to turbulence, we show only the low wavenumber portion of each spectrum.

Considering first the spectra for Case 1b and referring to the first column in Figure 7, we see that $\langle u'^2(k) \rangle$ largely reflects the initial GW packet wavenumber dependence in $k$ with the major peak at $\lambda_{10} = 2\pi/k_0 = 20$ km and its second harmonic peak at $\lambda_{21} = 2\pi/k_1 = 10$ km (see the gray lines at $t = 20$ min). At $t = 30$ min, the GW packet has propagated $\sim 25$ km higher, the amplitude of the GW and its second harmonic peak have further increased, initial SA instabilities have achieved large amplitudes, and initial SGWs have appeared above $z = 110$ km. These yield spectral slopes for $k$ and $l$ approaching $-5/3$ corresponding to $\sim 5-15$ km wavelengths due to transfers of GW energy to small-scale instability structures, turbulence, and SGWs. At this time, the $k$ and $l$ spectral amplitudes are consistent, suggesting a relatively isotropic spectrum at $z = \sim 110$ km as a result of strong instability dynamics spanning a broad region. GW packet instabilities and the generation of SGWs decrease significantly from $t = \sim 60$ to $\sim 80$ min. The spectra reflect these dynamics, where spectral amplitudes at $\sim 110$ km for $\lambda_1$ and $\lambda_2$, $\sim 15$ km are smaller by factors of $\sim 10$ or more at $t = 80$ min relative to those at $t = 40$ min.

The strong influences of ducts on the various GWs can be seen in the spectra. The $k$ spectra for Cases 1c and 3b shown in columns 1 and 4 of Figure 7, respectively, agree closely at $t = 20$ min and $z = \sim 76$ km. This is because most of the initial GW packet still lies below the duct, so there is only weak refraction at the leading edge of the GW packet at this time.

By $t = 40$ min, differences between the different cases have increased at all altitudes. As discussed above, the ducts caused the initial GW instabilities and dissipation to occur within the ducts, which is below where they would otherwise occur. The 3-D spectra in Cases 1c, 2b, and 3b reflect these dynamics, where spectral slopes at $z = \sim 76$ km for $k$ and $l$ corresponding to $\sim 5-15$ km wavelengths approach $-5/3$ due to the conversion of GW energy into 3-D instabilities, turbulence, and high-frequency and small-scale SGWs that are emitted from instabilities.

By comparison, there is no $-5/3$ slope at $z = \sim 76$ km in Case 1c in the absence of a duct. This is because there are no energy conversions from GWs to instabilities at $z = \sim 76$ km in Case 1c at this time (see Figure 3). For Case 3b, the transmitted GWs have propagated to altitudes of $\sim 100 - 130$ km and have similar parameters to the initial GW packet (e.g., horizontal wavelength) except for the amplitudes by $t = 40$ min. In response, the $k$ spectra (blue line) at $\sim 110$ km in the fourth column show similar transmitted GW packet wavenumber dependence in $k$. 

---
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At later times, a \(-5/3\) spectral slope is expected for the transmitted GWs, given that they are dictated by the character of the underlying GW field.

The spectra associated with GW evolutions for the varying ducting environments defined by Cases 1c, 2b, and 3b are shown in columns 2, 3, and 4 of Figure 7, respectively. Strong similarities and clear differences amongst the major peaks and their second harmonic peaks to that of the initial GW packet, as expected from inspection of Figure 3. At later times, a \(-5/3\) spectral slope is expected for the transmitted GWs, given that they are dictated by the character of the underlying GW field.

Figure 7. Power spectra of \(u'\) averaged in the orthogonal direction and in 10-km altitude bins with centers at \(z = 76, 110\) km in Case 1b (first column), Case 1c (second column), Case 2b (third column), and Case 3b (fourth column). Times of 20, 40, 60, and 80 min are shown in black, blue, green, and red. The \(-5/3\) and \(-7\) slopes are shown as dashed black lines at upper right and the spectral range extends from 1 to 400 km in each panel. The gray lines denote the first (\(\lambda_x = 20\) km) and the second (\(\lambda_x = 10\) km) harmonics of the initial GW packet, respectively.
the three cases can be seen. Similarities include the following: (S1) nearly identical spectral evolutions at duct altitudes, such as the $-5/3$ and $-7$ spectral slopes; (S2) for the transmitted GWs, the three cases exhibit a dependence on the wavenumber $k$ at early times, and the related dynamics yield a $-5/3$ spectral slopes at later times. Differences include the following: (D1) the spectral amplitudes at 110 km altitude are smaller by factors of $\sim 5$–25 times or more for the stronger ducting environments relative to the weaker ducting environments (see the red lines in second and fourth rows in Figure 7).

Figure 8. As in Figure 7 for the $\langle u'w' \rangle$, $\langle v'w' \rangle$, and $\langle w'T' \rangle$ cross spectra (solid, dashed, and dotted lines, respectively) along $x$ and $y$. Units for the three cross spectra are $m^3/s^2$ and $K \cdot m^2/s$. 
For the flux spectra shown in Figure 8, we again see the spectral responses to modulations of the ducting environments on GW evolutions. For the spectra at \( t = 20 \) min (black lines), the major fluxes accompany the initial GW and its harmonics. Of these, the first and second harmonics make the major contributions at ducting altitudes (∼76 km) to \( u'w' \), \( v'w' \), and \( w'T \). Furthermore, the amplitudes of the second harmonic are slightly larger than those of the first harmonic. By \( t = 40 \) min, differences between the spectra with and without ducting environments are seen to increase at ducting altitudes. For the spectra with ducts, the cascade of energy to smaller scales in regions of active GW instabilities in the ducts yields the spectral slopes of ∼5/3 at scales of ∼5–10 km. This is not seen in the spectral results without ducts due to the GW breaking occurring above \( z = \sim 80 \) km. More dramatic differences are seen at \( z = \sim 110 \) km, where the ducting modulations yield reduced spectral amplitudes and a delayed formation of ∼5/3 spectral slopes due to the reasons discussed above. At later times, comparable spectral amplitudes in \( k \) and \( l \) indicate relatively isotropic spectra at ducting altitudes and the altitudes where the transmitted GW breaking occurs.

### 3.4. GW Energy, Momentum Flux, and Induced Mean Flow Evolutions

#### 3.4.1. GW Energy Evolutions

Figure 9 depicts the GW energy evolutions under varying background environments corresponding to Cases 1b, 1c, 2b, and 2c, respectively. The GW total energy, \( E' \left( E' = \frac{1}{2} (u'^2 + v'^2 + w'^2) + \frac{1}{N^2} \left( \frac{\nabla^2}{\nabla} \right)^2 \right) \), is summed over \( |x| \leq 200 \) km for each altitude and shown in the top panel of Figure 9. The middle and bottom panels of Figure 9 show the summed \( E \) over altitude bins of 60–87 km and 87–150 km, respectively.

Without the ducting environments, the GW energy grows exponentially in altitude, approximately preserving its vertical profile as it penetrates to higher altitudes where it is dissipated. At \( t = 30 \) min (blue lines), the GW packet peak has propagated to \( z = \sim 95 \) km where it has remained largely linear. By \( t = 45 \) min, smaller disturbances occurring in the energy profile indicate strong GW breaking and related dynamics at this time. Beyond 45 min, the GW energy experiences a rapid decrease due to GW dissipation driving energy and momentum deposition.

For Cases 1c, 2b and 3b having ducts, we see that \( E \) is largest below ∼90 km altitude and that most of the GW energy is constrained within the ducts at \( t = 30 \) min. By \( t = 40 \) min, the GW energy within the ducts experiences a slight decrease for three reasons, including (a) GW dissipation through the conversion of energy from GWs to instabilities and turbulence; (b) energy leakage from the ducts; and (c) radiation of high-frequency SGWs from instabilities within the ducts. At this time, the transmitted GWs have achieved breaking amplitudes in Cases 1c and 2b, but not yet in Case 3b.

For specified GW sources, a stronger duct implies that less GW energy will tunnel into the ducting region from outside the duct, and also less energy will leak from the ducting region. This can be seen in the middle panel of Figure 9, where the maximum energy entering the duct in Case 3b is less than that for Cases 1c and 2b. However, beyond ∼070 min, the trapped GWs for these three cases are nearly identical. The reason for this is that strong 3-D instabilities, contributing to the maximum energy within the duct, have dissipated and deposited energy into the mean flow after they emerged. Additionally, the long-lived, small-scale, trapped GWs with horizontal wavelengths ∼10 km, which arise from the second harmonic of the initial GW packet and/or initial GW packet breaking, become the main contributor to the trapped energy at later times. The bottom panel of Figure 9 shows, as expected based on the discussion above, that the transmitted GW energy in Case 3b is less than that in both Cases 1c and 2b.

#### 3.4.2. GW Momentum Flux Evolutions

Figures 10 and 11 show the time-averaged momentum flux \( \sqrt{\left( u'w' \right)^2 + \left( v'w' \right)^2} \) for Cases 1b, 1c, 2b, and 3b at ∼76 and 110 km altitudes, respectively. The momentum flux was averaged over 0–30, 30–60, and 60–90 min of the simulation.

Perturbation fields shown in Figures 3–5 and spectral evolutions shown in Figures 7 and 8 reveal the evolutions of the 3-D GW packet accompanying the exponentially increasing amplitudes. Additional responses in \( x \) and \( y \) arise due to propagation in the varying ducting environments imposed at \( z = \sim 76 \) km. The ducting conditions act
to dissipate GWs and decrease their fluxes for GWs experiencing decreasing phase speed $|c_i|$ and vertical wavelength $\lambda_z$, and to enable GWs having increasing $|c_i|$ to have increasing fluxes. The fluxes are thus highly structured within the ducting environments and they have different influences in different portions of the GW fields.

The flux fields shown in Figures 10 and 11 clearly reveal these dynamics. Considering the first-interval, the fluxes exhibit nearly identical characteristics at $z = \sim 76$ km, however, large differences are seen in their magnitudes at $z = \sim 110$ km. The reason for this is that only a small part of the leading edge of the initial 3-D GW packet is influenced by the ducting environments for times up to 30 min. After 60 min, increasing differences are seen at both $z = \sim 76$ and 110 km. At $z = 76$ km, the fluxes expand along the $x$ and $y$ directions and are mainly contributed by small-scale instabilities structure caused by GW breaking. At $z = 110$ km, the fluxes are associated with small-scale structures due to the breaking of transmitted GWs. The stronger ducting environment of Case
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Figure 10. The time-averaged momentum flux \( \sqrt{(u' w')^2 + (v' w')^2} \) at \( z = 76 \) km for Case 1b (first row), 1c (second row), 2b (third row), and 3b (fourth row). The momentum flux averaged over (left) 0–30 min, (middle) 30–60 min, and (right) 60–90 min of the simulation.
3b blocks GW energy propagation to higher altitudes, thus yielding weaker local responses at 110 km than for the other cases.

After 90 min at $z = \sim 76$ km, the Case 1b fluxes have experienced a large decrease due to strong instability-driven dissipation, but Cases 1c, 2b, and 3b fluxes experience only slight decreases and retain the influences of the ducting modulations. The Case 3b fluxes have shifted toward negative $x$ values with respect to the packet center.

Figure 11. Same as Figure 10 for 110 km altitude. Note that the color scales for Case 1b are different from those in Cases 1c, 2b, and 3b.
because of the stronger induced wind shear in the stronger ducting environment. As was seen for the transmitted fluxes at $z \approx 110 \text{ km}$ during at 30–60 min, the Case 3b fluxes are largely constrained by the stronger ducting environments, and thus their influences on the mean flow are more local than in other cases.

### 3.4.3. GW Induced Wind and Thermal Structure Evolutions

The mean flow accelerations and heating are directly related to the momentum and heat fluxes, respectively. These fluxes may undergo significant changes because of GW breaking and resulting instabilities. In this section, we examine the momentum and heat fluxes, and their induced mean flow evolutions accompanying the GW breaking described above. Figure 12 shows the momentum and heat fluxes as functions of time. They are obtained by averaging $u'w'$ and $w'T'$ over the region exhibiting instabilities from $z = 60–87 \text{ km}$. The mean wind $U(z)$ and temperature $T(z)$ fields during 30-min intervals of the simulation for Cases 1b, 1c, 2b and 2c are also shown in
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**Figure 12.** Gravity wave $\langle u'w' \rangle$ (first row) and $\langle u'T' \rangle$ (third row) as functions of time. They are obtained by averaged from $z = 60–87 \text{ km}$. The second and fourth rows show the mean wind and temperature fields during the three intervals for Cases 1b, 1c, 2b, and 3b (left to right).
The quantities $\Delta U(z)$ and $\Delta T(z)$ are calculated by averaging $u'$ and $T'$ over $x$ between $-60$ and $60$ km at each altitude and using a 30-min temporal window.

The momentum fluxes $(\langle u'w' \rangle)$ (top panel of Figure 12) and the quantity $U(z)$ (second row of Figure 12) increase with time until reaching their maximum values at times of $\sim 26$ and $30$ min for the three ducting cases (Cases 1c, 2b, and 3b) and the no duct case (Case 1b), respectively. The increasing momentum fluxes beyond $t \sim 10$ min imply large momentum fluxes into the ducting environments, strong and transient momentum flux divergences, and strong local mean-flow accelerations prior to significant GW dissipation.

The maximum $\langle u'w' \rangle$ occurs between $t = 20$ and $30$ min prior to the generation of strong 3-D instabilities. Thus, the largest $\langle u'w' \rangle$ must be attributed to the 2-D GW and instability dynamics rather than to 3-D instabilities. The largest momentum flux in Case 1b is delayed due to the delayed formation of the initial 2-D SA instability dynamics. The $(\langle u'w' \rangle)$ in the ducts decrease from their maximum values that begin at $t = 26$ and $30$ min accompanying 2-D and 3-D instabilities in the ducting cases and Case 1b, respectively, thus increasing the $\langle u'w' \rangle$ convergence between the ducting level and the stable region below. This accelerates the mean flow and extends the shear layer to lower altitudes, which can be seen from the induced wind shear in the second row in Figure 12. The induced winds in the ducting region from $30$ to $60$ min are $\sim 25$, $30$ and $30$ m/s in Cases 1c, 2b, and 3b, respectively, and can survive to much later times despite the decreasing $\langle u'w' \rangle$.

Figure 12 also shows $\langle w'T' \rangle$ and the related temperature changes. The thermal structure in the ducting region remains almost unchanged throughout the simulation time, implying that cooling and warming terms closely balance each other, and net heating is negligible. The failure of GW breaking to induce an obvious change in the temperature field suggests that such GW-induced heating is not as strong as previously assumed.

4. Discussion

Employing high-resolution simulations, we have examined the dynamics of GWs encountering a highly structured wind and temperature environment. Modeling responses include GW transmission, reflection, SA and instability dynamics, SGWs generation, and the induced mean wind and temperature evolutions. Here we provide a more extensive discussion of the impacts of GW breaking on mean temperature profiles.

As expected, we see that momentum deposition in ducts due to GW breaking accelerates the mean flow along the GW propagation direction. However, the GW breaking process induced by a single wave packet of initially small amplitude at 40 km altitude does not yield significant net heating or cooling. Similar results were obtained by F18, who employed a high-resolution anelastic 2D numerical model to explore the dynamics of GWs entering a MIL. In their cases, they found that GW breaking does not cause the local mean thermal structure to approach an adiabatic lapse rate. This similarity indicates that heat flux and its divergence are insensitive to the differences in GW breaking process for 2D and 3D GW packets. These results suggest inefficient vertical heat fluxes due to GW breaking in line with the initial theoretical considerations by Fritts and Dunkerton (1985), Coy and Fritts (1988), and McIntyre (1989) suggesting an effective Prandtl number, $Pr \sim 2$ or greater, that appears to have been confirmed in initial and more recent global modeling (Garcia et al., 2017; Strobel et al., 1985, 1987), and in the modeling exploration of MIL dynamics by F18.

Nevertheless, it has been argued that GW breaking can affect the thermal structure due to GW amplitude growth with altitude and instabilities that occur for all GW amplitudes and intrinsic frequencies (e.g., Liu & Hagan, 1998; Liu et al., 1999, 2000), but these studies did not resolve the instabilities and turbulence driving the mean state evolution.

Observations from multiple lidar measurements suggest potentially significant vertical heat fluxes of 1–2 Km/s (Gardner & Liu, 2007; Gardner & Yang, 1998; Guo & Liu, 2021), significantly larger than in this model simulation. However, these estimates likely have significant uncertainties, as their implications for mean state evolutions are not consistent with the high-resolution modeling fully describing instability dynamics and their implications for mixing and heat transport reported here and cited above.

Various other mechanisms expected to influence the thermal structure of the atmosphere include the following:

1. Turbulent dissipation of GW kinetic energy yielding heating (e.g., Ebel, 1984);
2. Frictional heating converting GW kinetic energy to internal energy (heating) in a viscous atmosphere precluding turbulence generation (e.g., Medvedev & Klassen, 2003);
3. Divergence of the vertical heat flux causing local heating and cooling, but no net heating or cooling (e.g., Walterscheid, 1981); and
4. Exothermic chemical reactions, which can be altered by the presence of GWs and create local heating. For example, Meriwether and Mlynczak (1995) and Fadnavis and Beig (2004) have illustrated the importance of chemical heating in causing MILs between $z = 80$ and $90\ km$.

Our CGCAM simulations of GW heating/cooling effects directly include the first and second mechanisms listed above. The third mechanism, eddy diffusion, is implicitly included in the model and is large only when and where there is active GW breaking. This is different from those considered in studies such as Walterscheid (1981) and Liu et al. (2000) where an eddy diffusion coefficient is prescribed. Implied in these latter studies is a background eddy diffusion that acts to mix the local atmosphere, but in a manner that is apparently not consistent with our direct modeling of the underlying dynamics including instabilities, turbulence, and their mean state influences. The fourth mechanism, exothermic chemical reactions, is dependent on the densities and temperature of reacting species and can certainly perturbed by GWs. Due to the nonlinear relationship between the chemical heating generation and GW perturbations, even a non-breaking GWs can potentially induce non-zero heat flux and alter the background thermal structure.

In this study, simulation of the breaking of a single high-frequency GW packet shows very little heat flux. Further studies are required to take into account of multiple simultaneous GW breakings under more general background conditions and at multiple temporal and spatial scales. This will help ascertain the effects of wave-wave and wave/mean-flow interactions, instabilities, and turbulence accompanying superposed GWs breaking events, that may impact the thermal structure thus contributing to the MIL formation (e.g., Fritts & Wang, 2013).

5. Summary and Conclusion

The Complex Geometry Compressible Atmosphere Model (CGCAM) was employed here to explore the propagation and instability dynamics of 2-D and 3-D GW packets entering highly structured ducting environments (MIL and TW) enabling GW ducting. Two types of cases were considered, one for small-amplitude GWs, and the other for large-amplitude GWs. Results of our simulations for the small-amplitude GWs (Cases 1a, 2a, and 3a) include the following:

1. Trapped GWs in the duct satisfy the relationship $\lambda_z = 2h/n$, for $n = 1, 2, 3, \ldots$, (referred to as zero, first, and second wave mode, respectively), where $\lambda_z$ is the local vertical wavelength of the trapped GWs, and $h$ is the duct width;
2. The morphology of trapped GWs directly is dictated by the ducting strength. The stronger the ducting environments, the greater the possibility of exciting higher order trapped modes, and stronger ducting reduces transmitted GW amplitudes.

Results for large-amplitude GWs (Cases 1b, 1c, 2b, and 3b) include the following:

1. Localized GWs undergoing breaking and/or SA dynamics exhibit complex dynamics in the presence of highly structured (i.e., ducting) environments. Responses include reflection, trapping, transmission, 2-D and 3-D instabilities, induced transient mean flows, variable momentum transport and deposition, and SGW and AW responses at higher altitudes;
2. Highly structured ducting environments exhibit strong modulations of primary GWs and SGWs. High-frequency SGWs emitted from strong instabilities in ducts, and SGWs that arise from transmitted GWs, have large scales and large influences extending to much higher altitudes;
3. Ducts enhance GW amplitudes due to compression of their vertical wavelengths accompanying $m^2$ approaches 0, this causes the GWs to achieve breaking amplitudes below where they would otherwise arise;
4. Stronger ducts cause more efficient GW reflection, thus less energy enters the ducts from below and weaker GWs propagate to higher altitudes;
5. Interactions between GWs and ducts yield layering in the mean wind, and mean wind accelerations are largely contributed by 2-D GW dynamics rather than 3-D instabilities, and the increasing convergence between the
ducting level and the stable region below accelerates the mean flow and extends the shear layer to lower altitudes; and
6. GW breaking and instability dynamics in the ducts do not yield strong net heating/cooling in the thermal structure, this suggests that GW-induced heat transport might not be as strong as previously argued by some authors.

The present numerical simulations with advanced model configurations confirm previous finding that MIL generation may not be caused by the breaking of a transient high-frequency GW packet alone. Both simulations in F18 and this paper are based on the interaction between a high-frequency GW and a duct. This similarity indicates that heat fluxes caused by transient high-frequency GW packets are too small. However, this may be different for mid-frequency GWs and more turbulent environments. It is anticipated that high-resolution CGCAM modeling can provide additional insights into MIL formation mechanisms for other GW and initial flow specifications. Further assessments of GW influences on evolving mean wind and thermal fields will hopefully contribute to improved GW parameterizations in general circulation, and weather and climate prediction models.
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