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Abstract: Learning robot objective functions from human input has become increasingly important, but state-of-the-art techniques assume that the human’s desired objective lies within the robot’s hypothesis space. When this is not true, even methods that keep track of uncertainty over the objective fail because they reason about which hypothesis might be correct, and not whether any of the hypotheses are correct. We focus specifically on learning from physical human corrections during the robot’s task execution, where not having a rich enough hypothesis space leads to the robot updating its objective in ways that the person did not actually intend. We observe that such corrections appear irrelevant to the robot, because they are not the best way of achieving any of the candidate objectives. Instead of naively trusting and learning from every human interaction, we propose robots learn conservatively by reasoning in real time about how relevant the human’s correction is for the robot’s hypothesis space. We test our inference method in an experiment with human interaction data, and demonstrate that this alleviates unintended learning in an in-person user study with a robot manipulator.
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Figure 1: The human pushes the robot to indicate she wants it to stay farther away from her, but this objective falls outside the robot’s hypothesis space (i.e. robot does not reason about distance from humans). The robot detects a change in the distance to the table and erroneously learns to move closer to it (gray trajectory). Instead, with our method, the robot realizes that the human’s correction does not make sense if what she wanted was a smaller distance to the table, and it does not erroneously learn from the physical interaction (orange trajectory).

1 Introduction

Progress in robot motion planning and reinforcement learning has enabled faster and more efficient optimization of pre-specified objective functions. This progress on how to solve optimization problems has opened up new questions about which objective functions to use. New avenues of research focus on learning robot objectives from human input through demonstrations [1, 2], teleoperation data [3], corrections [4, 5], comparisons [6], examples of what constitutes a goal [7], or even specified proxy objectives [8]. In this domain it is common to model the human as a utility-driven agent that chooses actions with respect to an internal objective function. Given measurements of the human’s actions over time, the robot can attempt to solve an inverse reinforcement learning (IRL) problem [9, 10], by running inference over a class of possible objective functions. By choosing
We consider settings where a robot is collaborating with a person to perform everyday tasks. We focus our attention on a particular kind of human input: learning from physical human robot interaction (pHRI). In pHRI scenarios, a person works in close physical proximity with a robot and can apply forces on the robot as it is performing a task. Recent work \[5, 13\] has proposed methods to update the robot objective function from these interaction forces in real time in order to align the robot’s performance with the human’s preferences. For instance, if a human wants the robot to carry objects closer to the table, they push down on the manipulator and the robot updates its understanding of the task and moves closer to the table for the rest of the trajectory. However, if the robot’s objective space does not include features that encode other objectives the human may care about (e.g. distance to the human’s body), then the robot can mistakenly learn about other features it does know about (like moving closer to the table—gray trajectory in Fig. 1). In other words, even if the human’s correction is not relevant to the robot’s hypothesis space, the robot will mistakenly learn anyway.

Our goal is to detect whether human input is relevant, i.e. meant to correct something known to the robot. We propose that when a correction is relevant, it is informative while also minimizing human effort. If there are easier ways to achieve the same change in the objective, then the observed change is likely not what the person intended—they meant to correct something else (or possibly nothing at all). In doing this, we take inspiration from prior work that has used apparent rationality to adjust confidence in predictions about human behavior \[14\], but introduce a method for detecting correction relevance in real time for continuous and high-dimensional state and action spaces. We test this method in an experiment with human physical interaction data on a robotic manipulator, and test its implications for learning in a user study.

## 2 Method

We consider settings where a robot is collaborating with a person to perform everyday tasks by learning from pHRI, but their feature spaces might not be shared. When the robot receives human input, it should be able to reason about the relevance of the action and replan its trajectory accordingly.

### A Graphical Model for Correction Relevance

Let \( x \) describe the robot’s state (joint position and velocity) and \( u_R \) the robot’s action (the control torque it applies). By default, the robot generates actions via an impedance controller to track a trajectory \( \xi_R = x^0:T \in \Xi \). This trajectory is optimal with respect to the robot’s objective which is encoded as a linear combination of features of the state, \( \phi(x^t) \) \[1, 15\]. The robot might adapt its objective over time, which means it replans and tracks a new trajectory corresponding to its understanding of the objective at the current time \( t \) by solving

\[
\xi_R^t = \arg \min_{\xi} \theta^T \Phi(\xi).
\]

Here \( \Phi(\xi) = \sum_{x^t \in \xi} \phi(x^t) \) is the total feature count along a particular trajectory \( \xi \), and \( \theta \in \Theta \) represents the current weights on these features.

At any timestep during the trajectory execution, the human may physically interact with the robot, inducing a joint torque, \( u_H \). Following \[16, 17, 5\], we model the human as a noisily-rational agent that chooses actions which approximately minimize the robot’s cost:

\[
P(u_H | \xi_R; \beta, \theta) = \frac{e^{-\beta(\theta^T \Phi(\xi_R) + \lambda\|u_H\|^2)}}{\int e^{-\beta(\theta^T \Phi(\xi_R) + \lambda\|u_H\|^2)} du_H}.
\]

In this model, \( \beta \in [0, \infty) \) is the rationality coefficient that determines the variance of the distribution over human actions, and \( \xi_R \) is the trajectory induced by the human’s action \( u_H \). The coefficient \( \beta \) adjusts how noisily the human picks \( u_H \). When the person’s correction is relevant, \( \beta \) is large,
while during irrelevant corrections $\beta$ is small, resulting in seemingly random behavior. Lastly, in this work, we compute $\xi_H$ by deforming the robot’s current trajectory $\xi_R$ in the direction of $u_H$ via $\xi_H = \xi_R + \mu A^{-1}U_H$ [5]. Here, $\mu > 0$ scales the magnitude of the deformation, $A$ defines a norm on the Hilbert space of trajectories and dictates the deformation shape [18], and $U_H = u_H$ at the current time and $U_H = 0$ otherwise\(^1\). When choosing actions, the human is modeled as trading off between inducing a good trajectory $\xi_H$ with respect to $\theta$, and minimizing their effort.

Ideally, with this model of human actions we would perform inference over both the rationality coefficient $\beta$ and the parameters $\theta$ by maintaining a joint Bayesian belief $b(\beta, \theta)$. Our probability distribution over $\theta$ would automatically adjust for relevant corrections, whereas for irrelevant ones the robot would stay closer to its prior on $\theta$: the robot would implicitly realize that there is a better $u_H$ for each possible $\theta$, and therefore no $\theta$ explains the correction. Unfortunately, this is not possible in real time given the continuous and possibly high-dimensional nature of the weight-space, $\Theta$.

To alleviate the computational challenge of performing joint inference over $\beta$ and $\theta$, we introduce a binary variable $r \in \{0, 1\}$ which (a) indicates interaction relevance, and (b) allows us to split inference over $\beta$ and $\theta$ into two separate computations. When $r = 1$, the interaction appears less noisy (i.e. $\beta$ is large) and the human’s desired modification of the robot’s behavior can be well explained by some feature weight vector $\theta \in \Theta$. As a result, the interaction $u_H$ is likely to be efficient for the cost encoded by this $\theta$. Conversely, when $r = 0$, the interaction appears noisy (i.e. $\beta$ is small) and the person is correcting some feature(s) that the robot does not have access to. Thus, the interaction $u_H$ is substantially less likely to be efficient for any cost expressible within the space $\Theta$.

Overall, this forms the graphical model in 2a, with $P(u_H \mid \xi_H; \beta, \theta)$ defined above, and the distribution $P(\beta \mid r)$ (describing what $\beta$ we expect under relevant or irrelevant corrections) to be learned empirically. Next, we simplify the problem to enable real time computation while preserving the benefit of automatically adjusting the learning depending on relevance.

**Approximate Inference.**

We simplify inference by leveraging a proxy variable $\Phi(\xi_H)$—the feature values of the corrected trajectory $\xi_H$—to split the problem into two stages. Rather than looking at how relevant $u_H$ is overall, we estimate rationality $\beta$ (and therefore relevance $r$) based on how efficiently $u_H$ produced the feature values of $\Phi(\xi_H)$. If there is a more efficient correction that would induce $\Phi(\xi_H)$, this suggests that the correction was not relevant to the robot’s hypothesis space. Then, armed with an estimate of relevance, we infer $\theta$ from $\Phi(\xi_H)$.

These two steps are captured by the two simplified graphical models in Figure 2b and Figure 2c. The first relates $u_H$ to $\beta, \xi_R$, and the induced feature values $\Phi(\xi_H)$ by modeling that $u_H$ should achieve the $\Phi(\xi_H)$ with minimal effort. The conditional probability in this Bayes net is:

\[
P(u_H \mid \beta, \Phi(\xi_H), \xi_R) = \frac{e^{-\beta(\|u_H\|_2^{2})}}{\int e^{-\beta(\|u_H\|_2^{2}) + \lambda \|\Phi(\xi_H) - \Phi(\xi_R)\|^2}du_H},
\]

where the cost function is $\beta(\|u_H\|_2^{2} + \lambda \|\Phi(\xi_H) - \Phi(\xi_R)\|^2)$, with $\lambda \|\Phi(\xi_H) - \Phi(\xi_R)\|^2$ a strong penalty on deviating from the induced features (this penalty is 0 in the numerator since the observed $\Phi(\xi_R)$ is exactly the one induced by $u_H$). This will enable us to estimate $\hat{\beta}$ from the observed $u_H$.

The second simplified graphical model (Figure 2c) relates the induced feature values $\Phi(\xi_H)$ to $\theta$ as a function of the relevance. When $r = 1$, the induced features should have low cost with respect to $\theta$;

\(^1\)We used a norm $A$ based on acceleration, consistent with [5], but other norm choices are possible as well.
when \( r = 0 \), the induced features do not depend on \( \theta \), and we model them as Gaussian noise centered at the current robot trajectory feature values:

\[
P(\Phi(\xi_H) \mid \theta, r) = \begin{cases} 
e^{-\theta^T \Phi(\xi_H)}, & \text{if } r = 1 \\ \frac{1}{2\pi} \frac{1}{2} e^{-\lambda\norm{\Phi(\xi_H) - \Phi(\xi_H)|^2}, & \text{if } r = 0 \\ \end{cases}
\]  

(3)

with the constant in the \( r = 0 \) case corresponding to the normalization term of the normal distribution.

Finally, this graphical model also relates the estimated \( \hat{\beta} \) from the first simplified model to \( r \) by a \( P(\hat{\beta} \mid r) \). We fit this distribution from controlled user interaction samples where we know \( r \). For each sample interaction, we compute a \( \hat{\beta} \) (using Equation 8 below) and label it with the corresponding binary \( r \) value. We fit a chi-squared distribution to these samples to obtain the probability distributions for \( P(\hat{\beta} \mid r = 0) \) and \( P(\hat{\beta} \mid r = 1) \). The resulting distribution fits are shown in Figure 3.

**Estimating \( \beta \).** The integral in Equation 2 is computationally prohibitive, but we can approximate it via a Laplace approximation (detailed in Appendix 6.1):

\[
P(u_H \mid \beta, \Phi(\xi_H), \xi_R) \approx e^{-\beta(\norm{u_H}^2)} e^{-\beta(\norm{u_H}^2 + \lambda\norm{\Phi(\xi_H) - \Phi(\xi_H)|^2}^{\lambda})} \sqrt{\frac{\beta k |H_{u_H}^*|}{2\pi k}},
\]

(4)

where \( k \) is the action space dimensionality and \( H_{u_H}^* \) is the Hessian of the cost function around \( u_H^* \). We obtain the optimal action \( u_H^* \) by solving the constrained optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \norm{u}^2 \\
\text{subject to} & \quad \Phi(\xi_R + \mu A^{-1} U) - \Phi(\xi_H) = 0.
\end{align*}
\]

(5)

Notice that by formulating the problem as a constrained optimization, the \( \lambda \)-term in Equation 4 is close to 0 and vanishes, so the final conditional probability becomes:

\[
P(u_H \mid \beta, \Phi(\xi_H), \xi_R) = e^{-\beta(\norm{u_H}^2 - \norm{u_H^*}^2)} \sqrt{\frac{\beta k |H_{u_H}^*|}{2\pi k}}.
\]

(6)

We can obtain an estimate of the rationality coefficient via a maximum likelihood estimate:

\[
\hat{\beta} = \arg \max_{\beta} \{\log(P(u_H \mid \beta, \Phi(\xi_H), \xi_R))\} = \arg \max_{\beta} \{-\beta(\norm{u_H}^2 - \norm{u_H^*}^2) + \log(\sqrt{\frac{\beta k |H_{u_H}^*|}{2\pi k}})\}
\]

(7)

and setting the gradient to zero:

\[
\hat{\beta} = \frac{k}{2(\norm{u_H}^2 - \norm{u_H^*}^2).}
\]

(8)

**Intuitive Interpretation of \( \hat{\beta} \).** The estimator above yields a high value when the difference between \( u_H \) and \( u_H^* \) is small, i.e. the person’s correction achieves the induced features \( \Phi(\xi_H) \) efficiently. For instance, if \( \xi_H \) brings the robot closer to the table, and \( u_H \) pushes the robot straight towards the table, \( u_H \) is an efficient way to induce those new feature values. However, when there is a much more efficient alternative (e.g. when the person pushes mostly sideways rather than straight towards the table), \( \hat{\beta} \) will be small. Efficient ways to induce the feature values will suggest relevance, inefficient ones will suggest irrelevance (i.e. there is something else that explains the correction).

**Estimating \( \theta \).** Lastly, we can infer a new \( \theta \) estimate based on the model from Figure 2c. We do this tractably by interpreting the estimate \( \hat{\beta} \) obtained from (8) as an indirect observation of the unknown variable \( r \). We empirically characterize the conditional distribution \( P(\hat{\beta} \mid r) \), and then combine the learned likelihood model with an initial uniform prior \( P(r) \) to maintain a Bayesian posterior on \( r \) based on the evidence \( \hat{\beta} \) constructed from human observations at deployment time, \( P(r \mid \hat{\beta}) \propto P(\hat{\beta} \mid r)P(r) \). Further, since we wish to obtain a posterior estimate of the human’s objective \( \theta \), we use the model from Figure 2c to obtain the posterior probability measure

\[
P(\theta \mid \Phi(\xi_H), \hat{\beta}) \propto \sum_{r \in \{0,1\}} P(\Phi(\xi_H) \mid \theta, r)P(r \mid \hat{\beta})P(\theta).
\]

(9)
Following [5], we approximate the partition function in the human’s policy (3) by the exponentiated cost of the robot’s original trajectory, thereby obtaining
\[
P(\Phi(\xi_H) \mid \theta, r = 1) = e^{-\theta^\top (\Phi(\xi_H) - \Phi(\xi_R))}.
\] (10)
We also consider a Gaussian prior distribution of \(\theta\)
\[
P(\theta) = \frac{1}{(2\pi\alpha)^{\frac{3}{2}}} e^{-\frac{3}{2}\pi\|\theta - \hat{\theta}\|^2}.
\] (11)
The maximum-a-posteriori estimate of the human’s objective \(\theta\) is therefore the solution maximizer of
\[
P(\theta) \left[ P(r = 1 \mid \hat{\beta})P(\Phi(\xi_H) \mid \theta, r = 1) + P(r = 0 \mid \hat{\beta})P(\Phi(\xi_H) \mid \theta, r = 0) \right]
= \frac{1}{(2\pi\alpha)^{\frac{3}{2}}} e^{-\frac{3}{2}\pi\|\theta - \hat{\theta}\|^2} \left[ P(r = 1 \mid \hat{\beta}) e^{-\theta^\top (\Phi(\xi_H) - \Phi(\xi_R))} + P(r = 0 \mid \hat{\beta}) \left( \frac{\lambda}{\pi} \right)^{\frac{3}{2}} e^{-\lambda\|\Phi(\xi_H) - \Phi(\xi_R)\|^2} \right].
\] (12)
Differentiating (12) with respect to \(\theta\) and equating to 0 gives the maximum-a-posteriori update rule:
\[
\hat{\theta} = \hat{\theta} - \alpha \frac{P(r = 1 \mid \hat{\beta}) e^{-\hat{\theta}^\top (\Phi(\xi_H) - \Phi(\xi_R))}}{P(r = 1 \mid \hat{\beta}) e^{-\hat{\theta}^\top (\Phi(\xi_H) - \Phi(\xi_R))} + P(r = 0 \mid \hat{\beta}) \left( \frac{\lambda}{\pi} \right)^{\frac{3}{2}} e^{-\lambda\|\Phi(\xi_H) - \Phi(\xi_R)\|^2}} (\Phi(\xi_H) - \Phi(\xi_R)).
\] (13)
We note that due to the coupling in \(\hat{\theta}\), the solution to (13) is non-analytic and can instead be obtained via classical numerical approaches like Newton-Raphson or quasi-Newton methods.
In previous objective-learning approaches including [5] and [15], it is implicitly assumed that all human actions are fully explainable by the robot’s representation of the objective function space \( (r = 1)\), leading to the simplified update
\[
\hat{\theta} = \hat{\theta} - \alpha (\Phi(\xi_H) - \Phi(\xi_R)),
\] (14)
which can be easily seen to be a special case of (13) when \(P(r = 0 \mid \hat{\beta}) = 0\). Our proposed update rule therefore generalizes commonly-used objective-learning formulations to cases where the human’s underlying objective function is not fully captured by the robot’s model. We expect that this extended formulation will enable learning that is more robust to misspecified or incomplete human objective parameterizations. Once we obtain the \(\hat{\theta}\) update, we replan the robot trajectory in its 7-DOF configuration space with an off-the-shelf trajectory optimizer\(^2\).

**Intuitive Interpretation of \(\hat{\theta}\).** The update rule changes the weights in the objective in the direction of the feature difference as well, but how much it does so depends on the probability assigned to the correction being relevant. At one extreme, if we know with full certainty that the correction is relevant, then we do the full update as in traditional objective learning. But crucially, at the other extreme, if we know that the correction is irrelevant, we do not update at all and keep our prior belief.

### 3 Offline \(\beta\)-estimation Experiments

We evaluate our rationality estimates with human data collected offline.

**Independent and Dependent Variables.** We recruited 12 people to physically interact with a JACO 7DOF robotic arm as it moves from a start to a goal pose while holding a cup. We asked the participants to intentionally correct a feature (that the robot may or may not know about): adjusting the distance of the end effector from the table, adjusting the distance from the person, or adjusting the cup’s orientation\(^1\). In this data collection stage, the robot did not perform learning and simply tracked

\(^1\)We provide an open-source implementation of our method here. We used TrajOpt [19], which is based on sequential quadratic programming and uses convex-convex collision checking.

\(^2\)Because users tend to accidentally correct more than one feature, we perform \(\beta\)-inference separately for each feature. This requires more overall computation (although still linear in the number of features and can be parallelized) and a separate \(P(\hat{\beta} \mid r)\) estimate for each feature.
a predefined trajectory with impedance control [20]. The participants were instructed to intervene only once during the robot’s task execution, in order to record a single physical correction.

Next, we ran our inference algorithm using the recorded human interaction torques and robot joint angle information. We measured what ̂β would have been for each interaction if the robot knew about a given subset of the features. By changing the subset of features for the robot, we changed whether any given human interaction was relevant to the robot’s hypothesis space.

Hypotheses:

H1. Relevant interactions result in high ̂β, whereas interactions that change a feature the robot does not know about result in low ̂β for all features the robot does know about.

H2. Not reasoning about relevant interactions and, instead, indiscriminately learning from every update leads to significant unintended learning.

Analysis. We ran a repeated-measures ANOVA to test the effect of relevance on our ̂β. We found a significant effect (F(1, 521) = 9.9093, p = 0.0017): when the person was providing a relevant correction, ̂β was significantly higher. This supports our hypothesis H1.

Figure 4a plots ̂β under the relevant (orange) and irrelevant (blue) conditions. Whereas the irrelevant interactions end up with ̂βs close to 0, relevant corrections have higher mean and take on a wider range of values, reflecting varying degrees of human performance in correcting something the robot knows about. We fit per-feature chi-squared distributions for P( ̂β | r) for each value of r which we will use to infer r and, thus, θ online. In addition, Figure 4b illustrates that even for irrelevant human actions u_H, the resulting feature difference ∆Φ = Φ(ξ_H) − Φ(ξ_R) is non-negligible. This supports our second hypothesis, H2, that not reasoning about action relevance is detrimental to learning performance when the robot receives misspecified updates.

4 Online Learning User Study

Our offline experiments suggested that ̂β can be used as a measure of whether physical interactions are relevant and should be learned from. Next, we conducted an IRB-approved user study to investigate the implications of using these estimates during learning. During each experimental task, the robot began with a number of incorrect weights and participants were asked to physically correct the robot. Locations of the objects and human were kept consistent in our experiments across tasks and users to control for confounds. The planning and inference were done for robot trajectories in 7-dimensional configuration space, accounting for all relevant constraints including joint limits and self-collisions, as well as collisions between obstacles in the workspace and any part of the robot’s body.

4.1 Experiment Design

Independent Variables. We used a 2 by 2 factorial design. We manipulated the pHRI learning strategy with two levels (fixed and adaptive learning), and also relevance (human corrected for...
features inside or outside the robot’s hypothesis space). In the fixed learning strategy, the robot updated its feature weights from a given interaction via (14). In the adaptive learning strategy, the robot updates its feature weights via (13). The offline experiments above provided us an estimate for $P(r | \hat{\beta})$ that we used in the gradient update.

**Dependent Measures.**

**Objective.** To analyze the objective performance of the two learning strategies, we focused on comparing two main measurements: the length of the $\hat{\theta}$ path through weight space as a measurement of the learning process, and the regret in feature space measured by $|\Phi(\xi_{\text{opt}}) - \Phi(\xi_{\text{actual}})|$.

**Subjective.** For each condition, we administered a 7-point Likert scale survey about the participant’s interaction experience (Table 1). We separate the survey into 3 scales: task completion, task understanding, and unintended learning.

**Hypotheses:**

**H1.** On tasks where humans try to correct inside the robot’s hypothesis space (relevant corrections), detecting irrationality is not inferior to assuming rational human behavior.

**H2.** On tasks where humans try to correct outside the robot’s hypothesis space (irrelevant corrections), detecting irrationality reduces unintended learning.

**H3.** On tasks where they tried to correct inside the robot’s hypothesis space, participants felt like the two methods performed the same.

**H4.** On tasks where they tried to correct outside the robot’s hypothesis space, participants felt like our method reduced unintended learning.

**Tasks.** We designed four experimental household manipulation tasks for the robot to perform in a shared workspace. For each experimental task, the robot carried a cup from a start to end pose with an initially incorrect objective. Participants were instructed to physically intervene to correct the robot’s behavior during the task. Similar to state-of-the-art methods, all the features were chosen to be intuitive to a human to ensure that participants could understand how to correct the robot.

In Tasks 1 and 2, the robot’s default trajectory took a cup from the participant and put it down on the table, but carried the cup too high above the table. In Tasks 3 and 4, the robot also took a cup from the human and placed it on the table, but this time it initially grasped the cup at the wrong angle, requiring human assistance to correct end-effector orientation to an upright position. For Tasks 1 and 3, the robot knew about the feature the human was asked to correct for ($r = 1$) and participants were told that the robot should be compliant. For Tasks 2 and 4, the correction was irrelevant ($r = 0$) and participants were instructed to correct any additional unwanted changes in the trajectory.

**Participants.** We used a within-subjects design and randomized the order of the learning methods during experiments. In total, we recruited 12 participants (6 females, 6 males, aged 18-30) from the campus community, 10 of which had technical backgrounds and 2 of which did not. None of the participants had experience interacting with the robot used in our experiments.

**Procedure.** Every participant was assigned a random ordering of the two methods, and performed each task without knowing how the methods work. At the beginning of each task, the participant was shown the incorrect default trajectory, followed by the desired trajectory. Then the participant
performed a familiarization round, followed by two recorded experimental rounds. After answering the survey, the participant repeated the procedure for the other method.

4.2 Analysis

**Objective.** We ran a repeated-measures factorial ANOVA with learning strategy and relevance as factors for the regret. We found a significant main effect for the method ($F(1, 187) = 7.8, p = 0.0058$), and a significant interaction effect ($F(1, 187) = 6.77, p = 0.0101$). We ran a post-hoc analysis with Tukey HSD corrections for multiple comparisons to analyze this effect, and found that it supported our hypotheses. On tasks where corrections were not relevant, our method had significantly lower regret ($p = 0.001$); on tasks where corrections were relevant, there was no significant difference ($p = 0.9991$). Figure 5a plots the regret per task, and indeed our method was not inferior on tasks 1 and 3, and significantly better on tasks 2 and 4. We found analogous results on an ANOVA for the difference in learned weights from the optimal ones over time (see Figure 5b for details).

**Subjective.** We ran a repeated measures ANOVA on the results of our participant survey. We find that our method is not significantly different from the baseline in terms of task completion ($F(1, 7) = 0.88, p = 0.348$) and task understanding ($F(1, 7) = 0.55, p = 0.46$), which supports hypothesis H3. At the same time, participants significantly preferred our method in terms of reducing unintended learning ($F(1, 7) = 9.15, p = 0.0046$), which supports our final hypothesis, H4.

| Questions                                                                 | Cronbach’s $\alpha$ | F-Ratio | p-value  |
|---------------------------------------------------------------------------|----------------------|---------|----------|
| task                                                                      |                      |         |          |
| The robot accomplished the task in the way I wanted.                     | 0.94                 | 0.88    | 0.348    |
| The robot was NOT able to complete the task correctly.                   |                      |         |          |
| initial.                                                                  |                      |         |          |
| I felt the robot understood how I wanted the task done.                  | 0.95                 | 0.55    | 0.46     |
| I felt the robot did NOT know how I wanted the task done.                |                      |         |          |
| unintended                                                                |                      |         |          |
| I had to undo corrections that I gave the robot.                         | 0.91                 | 9.15    | 0.0046   |
| The robot wrongly updated its understanding about aspects of the task I did not want to change. After I adjusted the robot, it continued to do the other parts of the task correctly. After I adjusted the robot, it incorrectly updated parts of the task that were already correct. | | | |

Table 1: Results of ANOVA on subjective metrics collected from a 7-point Likert-scale survey.

5 Discussion

**Summary.** We propose that robots should learn conservatively from human input by reasoning in real time about how rational the human’s correction is for the robot’s hypothesis space. Through both objective and subjective metrics, we show that this results in significantly reduced unintended learning when the human acts irrelevantly, and preserves performance when the actions are relevant.

**Limitations.** Our method is a first step in handling misspecified objectives by decreasing learning when an input is not understood. Ideally, the robot should both detect when features fall outside of its hypothesis space and identify them to continually augment its model. Instead of using a number of hand-designed features, the robot could use data-driven techniques, such as function approximators, to obtain richer models. However, learning from a single correction in general becomes problematic due to the very limited training set compared to the space of possible feature misspecifications.
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6 Appendix

6.1 Laplace Approximation of Denominator in Equation 2

Let the cost function in the denominator be denoted by $C(\bar{u}_H) = \beta(\|\bar{u}_H\|^2 + \lambda\|\Phi(\xi_H) - \Phi(\xi_H)\|^2)$ for an observed, $\Phi(\xi_H)$. First, our cost function can be approximated to quadratic order by computing a second order Taylor series approximation about the optimal human action $u_H^*$ (obtained via the constrained optimization in 5):

$$C(\bar{u}_H) \approx C(u_H^*) + \nabla C(u_H^*)^\top (\bar{u}_H - u_H^*) + \frac{1}{2}(\bar{u}_H - u_H^*)^\top \nabla^2 C(u_H^*)(\bar{u}_H - u_H^*) .$$

Since $\nabla C(\bar{u}_H)$ has a global minimum at $u_H^*$ then $\nabla C(u_H^*) = 0$ and the denominator of Equation 2 can be rewritten as:

$$\int e^{-C(\bar{u}_H)} d\bar{u}_H \approx e^{-C(u_H^*)} \int e^{-\frac{1}{2}(\bar{u}_H - u_H^*)^\top \nabla^2 C(u_H^*) (\bar{u}_H - u_H^*)} d\bar{u}_H .$$

Since $\nabla^2 C(u_H^*) > 0$ for $u_H^* \neq 0$, the integral is in Gaussian form, which admits a closed form solution:

$$\int e^{-C(\bar{u}_H)} d\bar{u}_H \approx e^{-C(u_H^*)} \sqrt{\frac{2\pi}{\beta|H_{u_H^*}|}} ,$$

where $H_{u_H^*} = \nabla^2 C(u_H^*)$ denotes the Hessian of the cost function at $u_H^*$. Replacing $C(\bar{u}_H)$ with the expanded cost function, we arrive at the final approximation of the observation model:

$$P(u_H | \beta, \Phi(\xi_H), \xi_H) \approx \frac{e^{-\beta(\|u_H\|^2)}}{e^{-\beta(\|u_H\|^2 + \lambda\|\Phi(\xi_H) - \Phi(\xi_H)\|^2)}} \sqrt{\frac{\beta|H_{u_H^*}|}{2\pi}} .$$