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SUMMARY  Recently, information centric network (ICN) has attracted attention because cached content delivery from router’s cache storage improves quality of service (QoS) by reducing redundant traffic. Then, adaptive video streaming is applied to ICN to improve client’s quality of experience (QoE). However, in the previous approaches for the cache control, the router implicitly caches the content requested by a user for the other users who may request the same content subsequently. As a result, these approaches are not able to use the cache effectively to improve client’s QoE because the cached contents are not always requested by the other users. In addition, since the previous cache control does not consider network congestion state, the adaptive bitrate (ABR) algorithm works incorrectly and causes congestion, and then QoE degrades due to unnecessary congestion. In this paper, we propose an explicit cache placement notification for congestion-aware adaptive video streaming over ICN (CASwECPN) to mitigate congestion. CASwECPN encourages explicit feedback according to the congestion detection in the router on the communication path. While congestion is detected, the router caches the content to its cache storage and explicitly notifies the client that the requested content is cached (explicit cache placement and notification) to mitigate congestion quickly. Then the client retrieves the explicitly cached content in the router detecting congestion according to the general procedures of ICN. The simulation experiments show that CASwECPN improves both QoS and client’s QoE in adaptive video streaming that adjusts the bitrate every video segment download. As a result, CASwECPN effectively uses router’s cache storage as compared to the conventional cache control policies.
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1. Introduction

With significant increase of video traffic over the Internet [1], information centric network (ICN) has attracted attention as a new content distribution infrastructure [2]. In ICN, each network node associates a content-based and decentralized network of a content request by Interest packets and a content distribution by Data packets. An ICN router temporarily caches the transferring Data packets to its cache storage and enables content delivery from cache storage to clients. By delivering content quickly from router’s cache storage close to the client, the ICN router can reduce redundant traffic to the upstream. Thus, since ICN has a key advantage of improving QoS with effective use of router’s cache storage, video streaming over ICN is applied for improvement of QoS and client’s QoE [2], [3].

In conventional single bitrate video streaming, however congestion leads to degradation of QoS and QoE because congestion reduces throughput and the reduced throughput causes video buffer starvation in the video player resulting in playback interruption (stall time) [4]. To avoid congestion, adaptive video streaming, which is the most popular video streaming method to adjust the bitrate in multiple bitrate levels, is proposed [5]. In adaptive video streaming, an adaptive bitrate (ABR) algorithm in a client can avoid congestion by reducing the bitrate of the video segment according to congestion estimation. However, congestion causes a bitrate reduction and frequent variation of the bitrate in adaptive video streaming [6], [7], and still reduces QoE [8].

In ICN, since content delivery from router’s cache storage enables fast delivery from routers closer to the client and reduces redundant traffic to upstream, many cache control policies are applied to adaptive video streaming to improve QoS and QoE [9]–[13]. These previous cache policies stand for an implicit cache placement that the router caches a content requested by a user for the other users who may request the same content subsequently. However, since adaptive video streaming dynamically selects the bitrate level even for the same content with congestion of the network, the other users obtain the cached contents with the other bitrate levels. As a result, these cache policies are not always effective for improvement of QoS and QoE in adaptive video streaming over ICN. In addition, since the previous cache policies are designed to increase throughput without considering the network congestion state, the ABR algorithm works incorrectly (e.g., overestimating the bitrate) even if network is congested and causes congestion as a result, and then QoS and QoE degrade due to congestion [9].

As an alternative approach for transport control in ICN research areas, an explicit congestion control, which applies the idea of explicit congestion notification (ECN), is proposed for better communication performance than that of conventional implicit congestion control [14]–[16]. These approaches propose feedback-enabled congestion control in which routers explicitly notify the local congestion state to the clients on a communication path. By detecting congestion according to the explicit feedback, the client can avoid congestion by decreasing its transmission rate of Interest packet according to the explicit congestion state at the router. However, the idea of ECN has not been applied to the implicit cache policy of ICN router for adaptive video streaming.

In this paper, we propose congestion-aware adaptive video streaming over ICN with explicit cache placement no-
tification (CASwECPN). CASwECPN applies the idea of ECN to explicit cache placement notification (ECPN) for mitigating QoS and QoE degradation due to congestion. The design of CASwECPN employs an ECN framework based on the explicit congestion detection measuring packet queue length of each router’s network interface [15], [16]. According to the explicit congestion detection, the router avoids congestion by caching the arrived contents to its cache storage and explicitly notifies the client of that the requested content is cached (explicit cache placement and notification). According to the feedback, the client retrieves the explicitly cached content in the router after congestion is mitigated. As a result, the router caches the contents that the users surely request after mitigating congestion for effective use of cache storage. In the simulation experiments, we implement CASwECPN with each of two representative cache placement methods, leave copy everywhere (LCE) and Probcache [10], and evaluate its effectiveness for improvement of QoS, QoE and cache efficiency in adaptive video streaming.

This paper is organized as follows. Section 2 describes backgrounds and related work. Section 3 proposes CASwECPN. Then we show the evaluation of CASwECPN from the point of QoS metrics, the complex metrics for client’s QoE, and cache efficiency in Sect.4. Section 5 provides discussion about the behavior of CASwECPN according to the results in Sect.4. Finally, we conclude CASwECPN in Sect.6.

2. Backgrounds and Related Works

2.1 Adaptive Video Streaming over ICN

Recently, adaptive video streaming has become the most popular video streaming method because the client improves QoE by adjusting the bitrate according to the estimated congestion state as compared to conventional single bitrate video streaming [3]. Therefore, ICN is also applied to adaptive video streaming for further client’s QoE improvement [2]. Figure 1 shows an overview of adaptive video streaming over ICN [17]. In Fig.1, the server stores the video contents composed of the media presentation description (MPD) that includes video contents information (e.g., a number of video segments, stored multiple bitrate levels, audio information) and N video segments of short play time encoded in M bitrate levels1. The server and the router with cache storage transfer the video contents to the client over ICN. In addition, the router caches transferring Data packets to its cache storage according to the preinstalled cache control policy. The client starts video streaming with the video player engine in the application layer. The video player engine equips a fixed-length video buffer which stores pre-downloaded video segments and starts the playback of the stored video segment after the video buffer length becomes larger than a predefined threshold. In addition, the ABR algorithm is installed to the video player engine for adaptive video streaming. The ABR algorithm adjusts the bitrate for each video segment before the video player engine downloads the video segment according to the following procedures through the transport control in the ICN transport layer.

Figure 2 shows the sequential procedures in the Interest/Data packet communication for the video contents download in adaptive video streaming. The video player engine first downloads MPD for streaming initialization ((0) in Fig.2) and the transport control manages the communication to receive MPD ((0-0) to (0-k)) in Fig.2. In the communication, the transport control first sends an Interest packet for requesting a Data packet of a first data chunk of MPD ((0-0) in Fig.2) using a name address composed of the content information of MPD and the first chunk name (e.g., video/MPD/#1). When the router receives the Interest packet, the router first looks up the corresponding Data packet in its cache storage ((0-1) in Fig.2). If the Data packet is cached, the router returns the cached Data packet to

1The bitrate represents the average throughput required to download the video segment encoded in the bitrate.
the client ((0-5) in Fig. 2). If not, the router transfers the Interest packet to the server for requesting the Data packet ((0-2) in Fig. 2); when the router receives the Data packet, the router caches the Data packet to its cache storage according to the preinstalled cache control policy ((0-4) in Fig. 2) and transfers the Data packet to the client ((0-5) in Fig. 2). After acquiring the first data chunk of MPD, the transport control acquires the remaining data chunks to download MPD ((0-6) to (0-k) in Fig. 2) as the same procedure for the first data chunk. As soon as downloading MPD, the video player engine with ABR algorithm starts the bitrate adaptation of each video segment ((1-0) to (N-0) in Fig. 2) and download of the video segment sequentially ((1-1) to (N-1) in Fig. 2). For instance, in the first video segment download ((1-0) and (1-1) in Fig. 2), the ABR algorithm first selects the bitrate (Bitrate0) of the first video segment according to the estimated congestion state in the previous video content download (i.e., throughput in MPD download) ((1-0) in Fig. 2), and then the video player engine requests the communication procedure to download the first video segment ((1-1) in Fig. 2) as the same procedure for MPD download.

In this way, the video player engine with ABR algorithm sequentially downloads MPD and the video segments through the ICN transport layer as long as the video buffer is not occupied, and the server/router’s cache storage transfers Data packets of MPD and video segments to the client. In addition, the transport control is installed into the ICN transport layer for management of the communication procedure in downloading video segments. In the following subsections, we describe the details of cache control policy for router’s cache storage (in section 2.2), the ABR algorithm (in section 2.3) in the application layer, and the transport control in the ICN transport layer (in section 2.4).

2.2 Cache Control Policy with Implicit Cache Placement for Clients

Most of the cache control policies are composed of a cache placement policy and a cache replacement policy on each router’s cache storage along the download path[12]. The cache placement policy determines whether a router should cache the arrived Data packets in its cache storage ((0-4) in Fig. 2). The replacement policy determines relocation of the Data packets in cache storage on cache eviction. In addition, the eviction of Data packets when cache storage is occupied at cache placement.

Algorithm 1 shows the basic procedures of the cache placement and replacement policy in cache storage. If a Data packet arrives (line 1 in Algorithm 1), the cache placement policy first checks if cache storage is occupied. If occupied (line 2 in Algorithm 1), cache placement of the Data packet (line 5 in Algorithm 1) is scheduled after the cache eviction according to the cache replacement policy (lines 3 in Algorithm 1). If an Interest packet arrives (line 6 in Algorithm 1), the cache replacement policy first looks up cache storage for the corresponding Data packet and makes a copy of the Data packet (lines 7-8 in Algorithm 1). If the Data packet is not null (cache hit), the cached Data packet is replaced in cache storage according to the cache replacement policy (lines 9-10 in Algorithm 1).

There are two representative algorithms in implicit cache placement policy for clients.

- **Leave copy everywhere (LCE):** LCE is the most basic and simplest cache placement policy to cache all the arrived Data packets to cache storage. LCE enables all the routers on the communication path to cache all the transferring Data packets.
- **Probcache[10]:** Probcache is a probabilistic approach to determine whether a router should cache a Data packet passing through it. To reduce redundant placement, Probcache enables all the routers on the communication path to calculate probability of caching based on its distance from the client and the cache capacity on the communication path.

The above implicit cache placement policies caches a content for the clients who may request the same content subsequently. Since the clients do not always request the cached content, the implicit cache placement policies causes frequent cache misses.

The most representative cache replacement policy is Least Recently Used (LRU), which is designed to leave the most recently requested Data packet in cache storage [18]. LRU moves the hit Data packet to the start of the cache queue on cache hit. In addition, LRU purges the end of the cache queue on cache eviction.

2.3 ABR Algorithm for Congestion State Estimation

The ABR algorithm is designed to select the bitrate before the video segment download according to the congestion state estimation. There are two representative ABR algorithms, the rate-based bitrate adaptation algorithm (RBA) [19] and the buffer-based bitrate adaptation algorithm (BBA) [20]. RBA refers to the average throughput of the last video segment request for congestion state estimation. Dash.js [21], which is the open source project of dynamic adaptive streaming over HTTP (DASH) [4], implements RBA. On the other hand, BBA refers to the remaining video buffer length for congestion state estimation.

Algorithm 1 Cache placement and replacement in router’s cache storage.

```
1: if a Data packet arrives at a router then
2: if cache storage is occupied then
3: eviction of Data packet(s) according to cache replacement policy;
4: end if
5: cache the Data packet according to cache placement policy;
6: else if an Interest packet arrives at the router then
7: look up cache storage for the Interest packet;
8: cache = the matched data packet when looking up;
9: if cache is not Null then
10: replace cache according to cache replacement policy;
11: end if
12: end if
```
Algorithm 2 Rate-based bitrate adaptation of nth video segment.
1: for \( n \in [1, N] \) do
2: \( \{rate_1, ..., rate_n\} \leftarrow \) available bitrate levels in MPD;
3: \( \text{intervalTime} \leftarrow \) constant for time interval to start the next segment download;
4: \( \text{segments}_n \leftarrow \) nth video segment;
5: \( B_v \leftarrow \) video buffer length (sec) at time \( n \);
6: \( B_{\text{max}} \leftarrow \) max length of video buffer;
7: \( T_{\text{set}} \leftarrow \) average throughput in \( \text{segments}_{n-1} \) download;
8: \( T_{\text{max}} = \text{EWMA}(T_{\text{set}}) \);
9: \( \text{Bitrate}_n = \text{max}(rate_a | rate_a \leq T_{\text{set}}) \)
10: \( I_n = \{\text{intervalTime}; (B_v \geq B_{\text{max}}) \}
11: \) end for

Algorithm 2 shows the procedures of RBA when requesting the nth video segment. For the bitrate adaptation of the nth video segment, RBA actually refers to the smoothed average throughput at the request of the last video segment \( (T_{\text{set}}) \) using an exponentially weighted moving average (EWMA) (lines 7-8 in Algorithm 2), and selects the highest possible bitrate \( (\text{Bitrate}_n) \) of nth video segment according to \( T_{\text{set}} \) from the multiple bitrate levels described in MPD (line 9 in Algorithm 2). After the bitrate adaptation, the time interval length \( (I_n) \) to start downloading the nth video segment is calculated according to the remaining video buffer length \( (B_v) \) (line 10 in Algorithm 2). Since RBA implicitly estimates congestion using throughput, RBA causes congestion by selecting excessively high bitrate for available bandwidth [22, 23].

Algorithm 3 shows the procedures of BBA when requesting the nth video segment. For the bitrate adaptation of the nth video segment, BBA refers to remaining video buffer length (sec) at the request of the nth video segment \( (B_v) \), and selects the bitrate \( (\text{Bitrate}_n) \) of nth video segment according to the mapping function from video buffer length to available bitrate levels \( (f(B_v)) \) and two buffer threshold, the reservoir \( (r) \) and the cushion \( (cu) \) (lines 20-30 in Algorithm 3). First, to avoid the cause of stall time, the reservoir is set to fill at least one chunk in the buffer. Therefore, when the buffer is filling up the reservoir (i.e., \( 0 \leq B_v \leq r \)), BBA selects minimum bitrate (lines 20-21 in Algorithm 3). Once the reservoir is reached, BBA then increases the bitrate according to \( f(B_v) \) that increases the bitrate passively as the buffer increases (lines 24-29 in Algorithm 3). Then, when the buffer is filled up enough (i.e., \( r + cu \leq B_v \leq B_{\text{max}} \)), BBA selects maximum bitrate (lines 22-23 in Algorithm 3). After the bitrate adaptation, the time interval length \( (I_n) \) to start downloading the nth video segment is calculated according to the remaining video buffer length \( (B_v) \) (line 31 in Algorithm 3). In this way, the BBA is designed to reduce stall time, thus preventing QoE degradation [20].

2.4 Implicit/Explicit Congestion Control in the ICN Transport Layer
The congestion control in the ICN transport layer stands for the Interest packet transmission control for congestion avoidance. In other words, the congestion control reduces the transmission amount of Interest packets according to the congestion detection. In ICN research areas, the methods of congestion detection are classified into two approaches, an implicit approach and an explicit one. The implicit approach [24-26] is the implicit congestion detection determining the cause of congestion based on packet loss at a client. Specifically, the implicit approach detects congestion when the client does not receive Data packet even after a predefined time length passed since sending the Interest packet as described in Sect. 2.1. The explicit approach is the ECN-like explicit congestion detection in which the router explicitly notifies the local congestion state to the client. Since the explicit approach enables it to notify the congestion state of the network explicitly with short communication delay between the client and the router, communication performance is better than that of the implicit approach [14-16].

To improve client’s QoE with effective congestion avoidance, the idea of explicit congestion control is applied to the implicit ABR algorithm (e.g., RBA), which implicitly estimates congestion using the end-to-end throughput at the client, by some references [22, 23]. However, the idea of ECN has not been applied to the implicit cache control.
3. Congestion-Aware Adaptive Video Streaming over ICN with Explicit Cache Placement Notification

3.1 Overview

To mitigate congestion with effective use of router’s cache storage, we propose congestion-aware adaptive video streaming over ICN with explicit cache placement notification (CASwECPN). CASwECPN follows the prescribed operation of video streaming over ICN, and further introduces congestion avoidance enabling the explicit cache placement notification (ECPN) from routers to clients. Figure 3 shows an overview of CASwECPN. In Fig. 3, the server stores the video contents composed of MPD and the video segments of short play time, and the server and the router with cache storage transfer the video contents to the client over ICN. In the client, the video player engine with ABR algorithm starts adaptive video streaming. Then, the video player engine starts playback of the pre-downloaded video segment in the video buffer according to the prescribed procedure in Sect. 2. In addition, for download processes, the ECP Interest transmission control based on ECP Signal is newly installed to the ICN transport layer for cooperating with the following ECP control in the router.

The ECP control in the router is processed according to the following communication procedures for the video contents download. Figure 4 shows a packet sequence for downloading the video contents with the ECP control. As soon as the video player engine starts downloading MPD ((0) in Fig. 4), every time the router transfers a Data packet to the client, the ECP control checks the local congestion state of the network interfaces for transferring ((0-0-4) in Fig. 4). While congestion is detected on the network interfaces, the router forces the preinstalled cache policy to cache the Data packet to its cache storage ((0-0-4) in Fig. 4) and transfers the Data packet with no payload (as an ECP Signal) ((0-0-5) in Fig. 4) to the client (explicit cache placement and notification). As soon as the client receives the ECP Signal, the ECP Interest transmission control immediately transmits the Interest packet (as an ECP Interest) ((0-0-6) in Fig. 4) to retrieve the explicitly cached Data packet (as an ECP Data) in the router. When the router receives the ECP Interest, the router looks up the ECP Data in cache storage ((0-0-8) in Fig. 4) and checks local congestion when transferring the ECP Data ((0-0-11) in Fig. 4). Then, if congestion is detected, the router transfers the ECP Signal to the client again ((0-0-12) in Fig. 4). In this way, the ECP Signal/ECP Interest communication ((0-0-6) to (0-0-12) in Fig. 4) is repeated as long as the client receives the ECP Data ((0-0-k) in Fig. 4). Thus, to mitigate congestion, the ECP control enables routers to reduce traffic for the congested network interface by caching the requested contents to its cache storage and notifies the explicit feedback of cache placement for the clients who surely retrieve the cached contents.

In the following subsections, we describe the details of the ECP control in the routers (in Sect. 3.2) and the ECP Interest transmission control based on ECP Signal in the client (in Sect. 3.3), which are the functions unique to CASwECPN in Fig. 3.

3.2 ECP Control in the Router on a Communication Path

In CASwECPN, the ECP control works on each network interface. The ECP control checks the local congestion state of the network interfaces for transferring Data packet to the client and forces the preinstalled cache policy to cache Data packet to its cache storage as long as congestion is detected. The ECP control also sends ECP Signal to the client to inform the precached Data packet and checks the local congestion state of the network interfaces for transferring ECP Data packet to the client. The ECP control repeats this process as long as the client receives ECP Data packet.
interface in each router on a communication path. The network interfaces are equipped with a priority queue for preferentially sending ECP packets (ECP Signal/ECP Interest/ECP Data). In the router, the ECP control is composed of the explicit cache placement notification (ECPN) procedure according to the congestion detection and the ECP Data transmission.

The ECPN procedure according to the congestion detection is scheduled every time the router transfers a Data packet through an equipped network interface. Algorithm 4 describes the ECP procedure for transferring Data packet according to the congestion detection. If a transferring Data packet is the ECP Signal, the router does not cache the Data packet (lines 4–5 in Algorithm 4) because the data packet has already been cached in the upstream router and the ECP Signal has no content. If not, the router checks congestion by comparing packet queue length \( \frac{Q_L}{Q_{L_{\text{max}}}} \) and congestion threshold \( C_h \) (lines 7–10 in Algorithm 4). If congestion is detected, the router forces the preinstalled cache policy to cache the Data packet (line 11 in Algorithm 4), removes the content of the Data packet, and creates the Data packet with the ECP flag (ECP Signal) (lines 12–13 in Algorithm 4) to notify ECP for the client. If non-congestion, the router caches the Data packet according to the preinstalled cache policy (lines 14–15 in Algorithm 4). Then, the router finally forwards the Data packet to the prescribed transfer procedures through the network interface (line 18 in Algorithm 4).

The ECP Data transmission is processed when the router receives the ECP Interest from the client. Algorithm 5 describes ECP Data transmission. When an Interest packet arrives, the router first looks up cache storage for the Interest packet (line 3 in Algorithm 5). If cache hit (line 4 in Algorithm 5), the router first checks the congestion state of the network interface to transfer the cached Data packet (lines 5–9 in Algorithm 5). If congestion, the router forwards the cached Data packet to the ECPN procedure (line 10 in Algorithm 5). If not congestion, the router checks whether the Interest packet is the ECP Interest or not (lines 11–12 in Algorithm 5). If the ECP Interest, the router creates the Data packet with the ECP flag (ECP Data) (line 13 in Algorithm 5) and finally forwards the Data packet/ECP Data to downstream (line 15 in Algorithm 5). If cache miss (line 17 in Algorithm 5), the Interest packet is immediately forwarded to upstream to receive the corresponding Data packet (line 18 in Algorithm 5).

### Algorithm 4 ECPN procedure according to the congestion detection in the router

```plaintext
1: interface \( \rightarrow \) network interface for transferring Data packet;
2: cache policy \( \rightarrow \) preinstalled cache control policy;
3: if a Data packet arrives at interface then
4:   if the Data packet is ECP Signal then
5:     do not cache the Data packet in cache storage;
6:   else
7:     \( C_h \rightarrow \) congestion threshold in \([0, 1]\);
8:     \( Q_L \rightarrow \) packet queue length of interface;
9:     \( Q_{L_{\text{max}}} \rightarrow \) max packet queue length of interface;
10:    if \( \frac{Q_L}{Q_{L_{\text{max}}}} \geq C_h \) then
11:      force cache policy to cache the Data packet to cache storage;
12:      remove content payload from the Data packet;
13:      add ECP flag to the Data packet (ECP Signal);
14:    else
15:      cache the Data packet to cache storage according to cache policy;
16: end if
17: end if
18: forward the Data packet to the prescribed transfer process;
19: end if
```

### Algorithm 5 ECP Data transmission in a router

```plaintext
1: cache policy \( \rightarrow \) preinstalled cache control policy;
2: if an Interest packet arrives at the router then
3:   cachehit \( \rightarrow \) the matched Data packet when looking up cache storage for the Interest packet;
4:   if cachehit is not Null then
5:     interface \( \rightarrow \) network interface for transferring cachehit;
6:     \( C_h \rightarrow \) congestion threshold in \([0, 1]\);
7:     \( Q_L \rightarrow \) packet queue length of interface;
8:     \( Q_{L_{\text{max}}} \rightarrow \) max packet queue length of interface;
9:     if \( \frac{Q_L}{Q_{L_{\text{max}}}} \geq C_h \) then
10:    forward cachehit to ECPN procedure;
11:  else
12:    if the Interest packet is ECP Interest then
13:      add ECP flag to Cachehit (ECP Data);
14:    end if
15:    forward cachehit to the prescribed transfer process;
16:  end if
17: end if
18: forward the Interest packet to the prescribed transfer process;
19: end if
```

As soon as the video player engine with ABR algorithm starts downloading the first video content (i.e., MPD), the ECP Interest transmission control is scheduled before the prescribed transport control in the ICN transport layer as below.

When an ECP Signal arrives at the ICN transport layer, a new ECP Interest is created to retrieve the content of ECP Data. When the other Data packet arrives at the client, the new Interest packet follows the prescribed procedures through the transport control. Then, the ICN transport layer finally transfers the newly created Interest packet/ECP Interest by using the priority queue for preferentially sending ECP packets. In this way, the ECP Interest transmission control enables the client to retrieve the explicitly cached content quickly from the router notifying the ECP Signal.

### 4. Evaluation

We evaluate behavior of congestion-aware adaptive video streaming over ICN with explicit cache placement notification (CASwECPN) on QoS, QoE and cache efficiency...
through amus-ndnSIM, the event-driven ICN simulator for video streaming [27].

Figure 5 shows the evaluation topology composed of 5 (white square) servers, 20 routers (black circle) and 25 clients (white circle) [3]. The link speed between the router and the client and between each router is 10 Mbps, and the link speed between the router and the server is 100 Mbps. Each server stores the video content, and each router works in basic functionalities for ICN routing and equips cache storage with a capacity of 15 Mbytes. The preinstalled cache placement policy in cache storage is composed of the implicit cache placement policy of LCE/Probcache and a cache replacement policy of least recently used (LRU). The ECP control ($C_{th} = 0.1$) is installed on all routers for CASwECPN. Each client employs a video player engine with a video buffer with 15 video segments (30 sec). The ICN transport layer in each client controls the video contents download through the ECP Interest transmission control based on ECP Signal and the transport control.

In the simulation we set up the adaptive video streaming scenario with 100 kinds of video content (a time length of each video content is 600 sec), composed of 300 video segments (a time length of each video segment is 2 sec). Each server stores 3.7 Gbytes of video contents (MPD and 300 video segments encoded in 20 bitrate levels (from 45 Kbps to 4.2 Mbps)) [28], and one of the ABR algorithm (RBA or BBA) is installed with the video player engine to each client. RBA determines the bitrate based on end-to-end throughput in the previous download, and BBA determines the bitrate based on the remaining video buffer length¹.

For comparison, we conduct 8 methods based on the aforementioned adaptive video streaming scenario, adaptive video streaming with RBA and LCE (RBA LCE), CASwECPN with RBA and LCE (CASwECPN RBA LCE), adaptive video streaming with RBA and Probcache (RBA Probcache), CASwECPN with RBA and Probcache (CASwECPN RBA Probcache), adaptive video streaming with BBA and LCE (BBA LCE), CASwECPN with BBA and LCE (CASwECPN BBA LCE), adaptive video streaming with BBA and Probcache (BBA Probcache), CASwECPN with BBA and Probcache (CASwECPN BBA Probcache).

4.1 Metrics for Evaluation

To evaluate QoS, we evaluate throughput (Mbps) for both the video content download and the video segment download respectively.

To evaluate QoE, we use QoE-lin scoring [29]–[31] in adaptive video streaming. A QoE-lin is a complex QoE metric based on quantitative log information on an adaptive streaming application in a client. QoE-lin is a linear combination of three QoE metrics, a bitrate, a bitrate magnitude, a stall time defined in (1).

1In the evaluation topology and content requests, we confirmed that network is congested.

$$QoE_{lin} = \sum_{n=1}^{N} q(R_n) - \lambda \sum_{n=1}^{N-1} |q(R_{n+1}) - q(R_n)|$$

$$- \mu \sum_{n=1}^{N} b_n - \mu_D D$$

In QoE-lin, The stall time experience is composed of the playback stop time and the wait time for streaming initialization. $[b_n | 0 \leq b_n < \infty]$ of the third term in $QoE_{lin}$ is a sum of playback stop (stall) time length due to video buffer exhaustion (sec) at a nth video segment playback. In addition, $[D | 0 \leq D < \infty]$ is a sum of stop time length (sec) due to the initialization of adaptive streaming. $b_n$ and $D$ represent “QoE(stall time).”

$\{\lambda, \mu, \mu_D\}$ are non-negative weighting factors for QoE(bitrate magnitude) and QoE(stall time) set against the bitrate metric. We use the predefined values in [27], $\{\lambda = 1, \mu = 4.3, \mu_D = 4.3\}$ for adaptive video streaming.

To evaluate cache efficiency, we use the cache hit rate on each router and the details of received ECP Data at all the clients.

4.2 Evaluation for Adaptive Video Streaming

Firstly, we evaluate the effect of CASwECPN on QoS metric, throughput in 8 methods. Table 1 and Fig. 6 show the comparison of an average and a cumulative distribution function (CDF) of throughput (Mbps).

In Table 1, all the CASwECPN methods do not affect the average throughput metrics as compared to all the regular methods. However, in Fig. 6 (a), (b), we can see that throughput per video segment in all the CASwECPN methods do not become excessively small/large and proportion of
around 2 Mbps is larger as compared to all the regular methods. This is because the router adjusts the throughput by caching the traffics without transferring them to the network interface detecting congestion, and then transfers the cached traffic after congestion is mitigated. In addition, since the ABR algorithm works correctly under the proposed control, in Fig. 6 (c), (d), all the CASwECPN methods are better in around throughput of per video content is larger than 3 Mbps as compared to all the regular methods.

Secondly, we evaluate the effect of CASwECPN on QoE metrics, QoE-lin, QoE(bitrate), QoE(bitrate magnitude), and QoE(stall time) in 8 methods. Table 2 and Fig. 7 show the comparison of an average and CDF of QoE metrics.

First, we evaluate the comprehensive QoE metric, QoE-lin. In Table 2, the CASwECPN methods improves 94 % in the RBA LCE method, 7 % in the BBA LCE method, 114 % in the RBA Probcache method, and 8 % in the BBA Probcache method about the average QoE-lin. Besides, in Fig. 7 (a), (b), all the CASwECPN methods avoids excessively high QoE-lin as compared to all the regular methods. In addition, in Fig. 7 (a), all the CASwECPN RBA methods are not excessively low QoE-lin, and thus QoE-lin becomes more fair for all the clients as compared to all the regular methods. Therefore, all the CASwECPN methods enable the client to improve the comprehensive QoE because the router mitigates QoE degradation due to congestion (details are described in the following).

Second, we evaluate QoE(bitrate). In Table 2, all the CASwECPN RBA methods do not affect the average QoE(bitrate). However, in Fig. 7 (c), all the CASwECPN RBA methods avoid the excessive high QoE(bitrate) larger than 600 as compared to all the regular RBA methods. This is because CASwECPN avoids the excessively high throughput by caching the traffics during congestion (This behavior is shown in Fig. 6 (a)). As a result, all the CASwECPN RBA methods avoid the excessively high bitrate. On the other hand, while the BBA also avoids the excessive high QoE(bitrate) (600 to 900) as well as RBA, the CASwECPN BBA methods are better in the high QoE(bitrate) (larger than 900) compared to all the regular BBA methods. This is because BBA selects the lower bitrate passively and continuously after the bitrate drops excessively due to congestion. As a result, in Fig. 7 (d), by

Table 1: Average throughput.

|                | RBA LCE | CASwECPN RBA LCE | RBA Probcache | CASwECPN RBA Probcache | BBA LCE | CASwECPN BBA LCE | BBA Probcache | CASwECPN BBA Probcache |
|----------------|---------|-------------------|---------------|------------------------|---------|-------------------|---------------|------------------------|
| Throughput per video segment | 3.147   | 3.034             | 3.119         | 3.019                  | 3.120   | 2.981             | 3.119         | 2.955                  |
| Throughput per video content  | 2.508   | 2.596             | 2.486         | 2.590                  | 2.406   | 2.526             | 2.387         | 2.513                  |
mitigating congestion, and then all the CASwECPN BBA methods improves 7% in all the regular methods about the average QoE(bitrate) in Table 2.

Third, we evaluate QoE(bitrate magnitude). In Table 2, the CASwECPN methods improves about 16% in all the regular RBA methods, and about 33% in all the regular BBA methods about the average QoE(bitrate magnitude). Besides, in Fig. 7 (e), (f), we can see that all the CASwECPN RBA methods are smaller than 300 in QoE(bitrate magnitude) as compared to all the regular RBA methods, and all the CASwECPN RBA methods are smaller than 50 in QoE(bitrate magnitude) as compared to all the regular BBA methods. Therefore, CASwECPN enables the ABR algorithm to adjusts the bitrate correctly by adjusting the throughput due to congestion avoidance (in Fig. 6 (a), (b)). As a result, all the CASwECPN methods improve the QoE-lin.

Fourth, we evaluate QoE(stall time). In Table 2, all the CASwECPN RBA methods improve 50% in the average QoE(stall time) as compared to all the regular RBA methods, and all the CASwECPN RBA methods improve 70% in the average QoE(stall time) as compared to all the regular BBA methods. Therefore, CASwECPN enables the ABR algorithm to adjusts the bitrate correctly by adjusting the throughput due to congestion avoidance (in Fig. 6 (a), (b)). As a result, all the CASwECPN methods improve the QoE-lin.

![Fig. 7 CDF for QoE metrics. (a) and (b) QoE(linear combination), (c) and (d) QoE(bitrate), (e) and (f) QoE(bitrate magnitude), (g) and (h) QoE(stall time).](image-url)
Table 2  Average QoE metrics.

| Method          | RBA LCE | CASwECPN RBA | RBA Probcache | CASwECPN RBA Probcache | BBA LCE | CASwECPN BBA | BBA Probcache | CASwECPN BBA Probcache |
|-----------------|---------|--------------|---------------|------------------------|---------|--------------|---------------|------------------------|
| QoE-lin         | 179.787 | 348.640      | 163.206       | 348.452                | 607.308 | 647.303      | 598.217        | 642.898                |
| QoE (bitrate)   | 729.860 | 715.900      | 719.643       | 709.753                | 653.852 | 684.016      | 644.988        | 679.091                |
| QoE(bitrate magnitude) | 257.170 | 219.343      | 253.962       | 214.049                | 38.345  | 28.922       | 38.292         | 28.319                |
| QoE (stall time) | 292.904 | 147.918      | 302.475       | 147.252                | 8.120   | 7.792        | 8.479          | 7.874                |

Consequently, RBA and BBA with the implicit cache policy works incorrectly and causes congestion as a result, and then QoE-lin degrades due to congestion. In contrast, CASwECPN enables RBA and BBA to adjust the bitrate correctly for the in-network congestion state (in Fig. 7 (c), (d)) because the router reduces the throughput quickly by caching data packets in its cache storage to mitigate congestion (in Fig. 6 (a), (b)). Thus, CASwECPN mitigates the bitrate magnitude (in Fig. 7 (e), (f)), enables RBA to reduce the stall time experience (in Fig. 7 (g)), and enables BBA to increase the bitrate (in Fig. 7 (d)). As a result, CASwECPN mitigates comprehensive QoE-lin degradation due to congestion (in Fig. 7 (a), (b)).

Finally, we evaluate the effect of CASwECPN on cache efficiency metrics, cache hit rate on each router and the details of received ECP Data at all the clients.

Table 3 and Fig. 8 show the comparison of an average and CDF of cache hit rate per 10 seconds on each router in 8 methods.

Table 3  Average cache hit rate on each router.

| Method          | Cache hit rate |
|-----------------|----------------|
| oneBit RBA      | 0.059          |
| CASwECPN RBA LCE | 0.073          |
| RBA Probcache   | 0.017          |
| CASwECPN RBA Probcache | 0.071          |
| oneBit BBA      | 0.059          |
| CASwECPN BBA LCE | 0.071          |
| BBA Probcache   | 0.016          |
| CASwECPN BBA Probcache | 0.068          |

In the congestion situation. Besides, the all the Probcache method excessively reduce cache hit rate because Probcache reduces the cache amount on the communication path as
compared to LCE\(^1\). However, all the CASwECPN Prebcache methods improve the average cache hit rate as compared to all the regular Prebcache methods (in Table 3) because CASwECPN forces Prebcache to cache the traffic during congestion and enables the client to request the cached content surely by ECPN after congestion is mitigated.

Table 4 shows the details of received ECP Data at all the clients composed of reception rate (RxRate) of ECP Data \(\frac{\text{Num of received ECP Data}}{\text{Sum of Data Interest}}\) and ratio of content sources, downstream from the router detecting congestion (the congested R), the congested R, upstream from the congested R, in all the received ECP Data.

In Table 4, RxRate is about 0.5 and the content source of ECP Data is almost 100 % of the congested router in all the CASwECPN methods. In other words, the client sends the ECP Interest twice (on average) until receiving the ECP Data from the congested router. Therefore, in CASwECPN, the router does not sufficiently mitigate the congestion at the first transfer of each ECP Data, and then explicitly caches each ECP Data and sends the ECP Signal again to mitigate congestion\(^1\). As a result, the download time during congestion is delayed and the download throughput is reduced (in Fig. 6), and then RBA and BBA avoids excessively high bitrate (in Fig. 7 (c), (d)). Thus, CASwECPN enables RBA and BBA to adjust the bitrate correctly according to congestion state.

Consequently, the conventional and implicit LCE and Prebcache, which caches a content requested by a client for the other clients that may request the content subsequently, is unable to keep caching the contents for the other users due to the very large video content size with comparing the cache size of the router. In contrast, ECPN enables the router that detects congestion to keep caching the content requested by a client until congestion is mitigated, and surely delivers the cached content to the client after congestion is mitigated. As a result, CASwECPN improves cache hit rate of the routers notifying ECPN.

5. Discussion

5.1 Effect of Implicit/Explicit Cache Policy on Bitrate Adaptation

To analyze the effect of the implicit/explicit cache policy on bitrate adaptation, we evaluate the time-series graph of video segment numbers that plots the bitrate, throughput, FromCacheRate of each video segment in the CASwECPN RBA LCE method and the CASwECPN BBA LCE method.

\[
\text{FromCacheRate} = \frac{\text{Data Num from cache}}{\text{Sum of Data Num}} \quad (2)
\]

First, Fig. 9 (a), (b) show the time-series graph of video segment numbers with the bitrate, throughput, and FromCacheRate of each video segment in the CASwECPN RBA LCE method and the CASwECPN RBA LCE method.

In Fig. 9 (a), we can see that RBA selects the excessively high bitrate for the throughput after the throughput increases in the previous segment download with the high FromCacheRate (at segment number 4, 6, 11, 19). Therefore, since the implicit cache policy increases the throughput without considering in-network congestion state, it causes the bitrate overestimation in RBA. Then, the bitrate drops excessively, and the stall time experience is caused due to congestion, QoE degrades as a result.

On the other hand, in Fig. 9 (b), we can see that

| Table 4 | Details of Received ECP Data. |
|---------|-----------------------------|
| Method  | RxRate | Ratio of content sources in received ECP Data |
|         |        | Downstream | Congested R | Upstream |
| CASwECPN RBA LCE | 0.591 | 1.47 \times 10^{-3} | 0.999 | 1.53 \times 10^{-6} |
| CASwECPN RBA Prebcache | 0.595 | 1.41 \times 10^{-3} | 0.999 | 5.42 \times 10^{-6} |
| CASwECPN BBA LCE | 0.592 | 0.85 \times 10^{-3} | 0.999 | 2.50 \times 10^{-7} |
| CASwECPN BBA Prebcache | 0.594 | 0.96 \times 10^{-3} | 0.999 | 2.69 \times 10^{-6} |

\(^1\)Reduced cache hit rate of the regular Prebcache method results in a little degradation of QoE-lin as compared to the regular LCE method in Fig. 7 (a), (b).

\(^1\)Since the ECP Signal is the Data packet with the content payload removed, the size of ECP Signal is small as compared to the size of normal Data packet. Therefore, the traversing of the ECP Signal/Interest reduces the network load while congestion is detected (in Fig. 6).
Table 5  Average QoE metrics on changing the congestion threshold (Cth).

|               | CASwECPN RBA LCE Cth0.1 | CASwECPN RBA LCE Cth0.5 | CASwECPN BBA LCE Cth0.1 | CASwECPN BBA LCE Cth0.5 |
|---------------|--------------------------|--------------------------|--------------------------|--------------------------|
| QoE-lin       | 348.640                  | 308.523                  | 647.303                  | 647.349                  |
| QoE (bitrate) | 715.900                  | 726.258                  | 684.016                  | 684.403                  |
| QoE(bitrate magnitude) | 219.343                  | 234.058                  | 28.922                   | 29.589                   |
| QoE (stall time) | 147.918                  | 183.677                  | 7.792                    | 7.874                    |

Fig. 10  Time-series graph of video segment numbers with the bitrate, throughput, video buffer length (normalized in [0,1]), FromCacheRate of each video segment in (a) the BBA LCE method and (b) the CASwECPN BBA LCE method.

CASwECPN reduces the throughput with the high FromCacheRate (at segment number 12, 13, 17, 18). Therefore, CASwECPN reduces the throughput and avoids the bitrate overestimation in RBA by downloading traffic during congestion with a delay for congestion avoidance. As a result, CASwECPN mitigates QoE degradation due to congestion as compared to the regular RBA methods (in Fig. 7 (e)).

Second, Fig. 10 (a), (b) show the time-series graph of video segment numbers with the bitrate, throughput, video buffer length (normalized in [0,1]), FromCacheRate of each video segment in the BBA LCE method and the CASwECPN BBA LCE method.

In Fig. 10 (a), BBA overestimates the bitrate for the throughput and then has to select the lower bitrate after the period with the high FromCacheRate (in a sequence of segment numbers 10 to 15). Therefore, since the implicit cache policy works without considering the network congestion state, it also causes the incorrect bitrate adaptation in BBA as well as RBA.

Besides, in Fig. 10 (b), BBA avoids the excessively low bitrate with the high FromCacheRate (in a sequence of segment numbers 7 to 20). Therefore, since the router in CASwECPN adjusts the throughput by caching the traffics without transferring them to the network while congestion is detected, BBA works correctly under the control of CASwECPN. As a result, CASwECPN mitigates QoE degradation due to congestion as compared to the regular BBA methods (in Fig. 7 (e)).

5.2 Effect on Changing Congestion Threshold

To analyze the effect on changing the congestion threshold, we evaluate the CASwECPN RBA LCE method and the CASwECPN BBA LCE method with congestion threshold changed to 0.5 (0.1 in default). In Table 5, QoE(bitrate magnitude) and QoE(stall time) degrade in the CASwECPN RBA LCE Cth0.5 method as compared to the CASwECPN RBA LCE Cth0.1 method. Therefore, since the congestion detection is delayed due to the increased congestion threshold, QoE metrics degrade in the CASwECPN RBA LCE Cth0.5. In contrast, the low congestion threshold in the control of CASwECPN enables the router to early detect congestion and enables the client to surely retrieve the explicitly cached contents after congestion is mitigated quickly.

On the other hand, since BBA is insensitive to the change of in-network congestion state with the congestion threshold increased, the CASwECPN BBA LCE method does not affect the QoE metrics when increasing the congestion threshold in Table 5. However, in the case of the video streaming scenarios with the smaller video buffer size (e.g., 6 sec video buffer in HTTP live streaming[^3]), BBA selects the bitrate more sensitively to the in-network congestion state due to the shorter video buffer.[^3]

[^3]: In the evaluation, we assume on-demand video streaming, which allows the client to set a longer video buffer length (i.e., 30 sec) than HTTP live streaming.
when BBA works for video streaming with shorten video buffer such as HTTP live streaming, CASwECPN should be applied to BBA to select bitrate correctly.

6. Conclusion

In this paper, we propose congestion-aware adaptive video streaming over ICN with explicit cache placement notification (CASwECPN) to mitigate congestion. Through the simulation experiments, CASwECPN mitigates congestion because the router reduces the throughput by temporarily caching the data packets during congestion and deliver the cached Data packets by ECPN immediately after congestion is mitigated. As a result, CASwECPN mitigates client’s QoE degradation due to congestion. In addition, since the explicit cache placement policy in CASwECPN enables a manner that the users always request the explicitly cached contents in the router detecting congestion, router’s cache storage is effectively used even for video content with large file sizes.

In the future, for further improvement of cache efficiency in CASwECPN, we will study a cooperative system in which routers offload traffic during congestion to cache storage closer to the client.
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