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Abstract. Building on the work of Iwaniec, Luo and Sarnak, we use the $n$-level density to bound the probability of vanishing to order at least $r$ at the central point for families of cuspidal newforms of prime level $N \to \infty$, split by sign. There are three methods to improve bounds on the order of vanishing: optimizing the test functions, increasing the support, and increasing the $n$-level density studied. Previous work has determined the optimal test functions for the 1 and 2-level densities in certain support ranges, with the effectiveness of the bounds only marginally increasing by the optimized test functions over simpler ones, and thus this is not expected to be a productive avenue for further research. Similarly the support has been increased as far as possible, and further progress is shown to be related to delicate and difficult conjectures in number theory. Thus we concentrate on the third method, and study the higher centered moments (which are similar to the $n$-level densities but combinatorially easier). We find the level at each rank for which the bounds on the order of vanishing is the best, thus producing world-record bounds on the order of vanishing to rank at least $r$ for every $r > 2$ (for example, our bounds for vanishing to order at least 5 or at least 6 are less than half the previous bounds, a significant improvement). Additionally, we explicitly calculate the optimal test function for the 1-level density from previous work and compare it to the naive test functions for higher levels. In doing so, we find that the optimal test function for certain levels are not the optimal for other levels, and some test functions may outperform others for some levels but not in others. Finally, we explicitly calculate the integrals needed to determine the bounds, doing so by transforming an $n$-dimensional integral to a 1-dimensional integral and greatly reducing the computation cost in the process.
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1. Introduction

1.1. Background. Building on the work of Iwaniec, Luo and Sarnak \cite{ILS} we determine new world records for bounding the probability of $L$-functions of cuspidal newforms of prime level $N \to \infty$, split by sign, vanishing to order at least $r$ at the central point. We recall some standard definitions (see \cite{IK} for more details), review connections between $L$-functions and Random Matrix Theory, and then state our improved results.

**Definition 1.1 (Cuspidal Newforms).** Let $H^*_k(N)$ denote the set of holomorphic cusp forms of weight $k$ that are newforms of level $N$. For every $f \in H^*_k(N)$, we have a Fourier expansion

$$f(z) = \sum_{n=1}^{\infty} a_f(n)e(nz). \quad \text{(1.1)}$$

We set $\lambda_f(n) = a_f(n)n^{-(k-1)/2}$, and obtain the $L$-function associated to $f$

$$L(s, f) = \sum_{n=1}^{\infty} \lambda_f(n)n^{-s}. \quad \text{(1.2)}$$

The completed $L$-function is

$$\Lambda(s, f) := \left(\frac{\sqrt{N}}{2\pi}\right)^s \Gamma\left(s + \frac{k-1}{2}\right) L(s, f). \quad \text{(1.3)}$$

Since $\Lambda(s, f)$ satisfies the functional equation $\Lambda(s, f) = \epsilon_f \Lambda(1-s, f)$ with $\epsilon_f = \pm 1$, $H^*_k(N)$ splits into two disjoint subsets, $H^+_k(N) = \{f \in H^*_k(N) : \epsilon_f = +1\}$ and $H^-_k(N) = \{f \in H^*_k(N) : \epsilon_f = -1\}$. The associated symmetry group of $H^*_k(N)$ is Orthogonal (O), $H^+_k(N)$ is Special Orthogonal even $\text{SO(even)}$, and $H^-_k(N)$ is Special Orthogonal odd $\text{SO(odd)}$.

1.2. Random Matrix Theory and Statistics of $L$-functions. The Riemann Hypothesis states that all zeroes of the Riemann zeta function are either at the negative even integers (the trivial zeros, as these numbers are well understood!) or complex numbers with real part $1/2$ (the nontrivial zeros); the Generalized Riemann Hypothesis (GRH) asserts this is true for all $L$-functions, in particular for the cuspidal newforms we study.

It turns out that the behavior of many different objects in mathematics and physics are the same, and this has led to fruitful conversations where one subject suggests problems and predicts answers in another. In the early 1900s, random matrix theory was used for applications in statistics and harmonic analysis. However, a major advance in the subject was made with the seminal work of Eugene Wigner, who noticed a remarkable connection between fluctuations in the position of compound nuclei resonances and statistics for the eigenvalues of random matrices. As more researchers began exploring random matrix theory, they discovered connections between random matrix theory (specifically the distribution of eigenvalues of matrices) and number theory (the distribution of the non-trivial zeros). See \cite{BFMT-B, Ha} and the references therein for the history and many of the results.

The first statistics studied were the $n$-level correlations and the spacings between adjacent zeros; see \cite{Hej, Mon, Od1, Od2, RS}, where it was observed that the behavior of zeros far from the central point converged to a universal behavior, independent of the
arithmetic of the $L$-function. This led to the quest to find a new statistic that was sensitive to the behavior near the central point, which by the Birch and Swinnerton-Dyer Conjecture was known to be an important point to study.

Katz and Sarnak [KS1, KS2] introduced a new statistic, the $n$-level density, which has different values for different families of $L$-functions, and essentially only depends on the zeros near the central point. They found that as the level of the forms approach infinity, the statistics for the zeroes of families of $L$-functions can be modelled by eigenvalue statistics for one of the classical compact groups (unitary, orthogonal, symplectic).

**Definition 1.2 ($n$-level Density)**. The $n$-level density of an $L$-function $L(s, f)$ is defined as

$$D_n(f; \phi) := \sum_{j_1, \ldots, j_n \neq \pm j_k} \phi \left( \frac{\log c_f}{2\pi} \gamma_f(j_1), \ldots, \frac{\log c_f}{2\pi} \gamma_f(j_n) \right)$$

(1.4)

for a test function $\phi : \mathbb{R}^n \to \mathbb{R}$ where $c_f$ is the analytic conductor of $f$. For many applications we assume $\phi$ is a non-negative even Schwartz function (see 2.5) with compactly supported Fourier transform and $\phi(0, \ldots, 0) > 0$.

There is now an extensive series of papers showing that the $n$-level densities of various families of $L$-functions match the random matrix theory predictions; see for example the introduction in [C–] for a review of the literature. Our main result is to use the $n$-level densities to bound how often forms in the family $F_N$ vanish to a given order (or more), with $F_N$ being cuspidal newforms of level $N$ and some fixed weight $k$, with $N \to \infty$ through the primes.

### 1.3. Test Functions.

To get the best bounds, we must choose a good test function to use in the $n$-level density. As shown later (see Theorem 3.1), we require the test function to be even, non-negative, Schwartz, and have a Fourier transform with finite support; we will later see how to pass from such functions to bounds on vanishing.

To obtain the most information about what is happening at the central point, we want our test function to be concentrated there and rapidly decay, ideally a delta spike at the origin. Unfortunately, the closer our test function is to a delta spike, the larger the support is of its Fourier transform; this is the mathematical instance of the Heisenberg Uncertainty Principle: we cannot localize both a function and its Fourier transform. The reason this is an obstruction is that the $n$-level density requires us to compute certain weighted sums of the $L$-function coefficients times the Fourier transform of the test function evaluated at the logarithm of the primes, and we can only compute these sums if the support of the Fourier transform is suitably restricted. Thus the goal is to find test functions as close to the delta spike as we can, subject to being able to compute the resulting sums on the Fourier transform side.

Throughout this paper, the main test function we use is the naive test function (so named as it is easy to use and easy to guess is worth using).

---

1A function $f$ is supported in $(\sigma, \sigma)$ if $f(x) = 0$ for all $x$ with $|x| > \sigma$.

2This latter condition is for technical reasons; with additional work (see [?]) one may take $N$ tending to infinity through all integers. We use the results on the $n$-level densities of cuspidal newform families as inputs, and thus with standard but tedious and technical work, we could remove the prime restriction.

3We define the Fourier transform of $g$ by $\hat{g}(y) = \int_{-\infty}^{\infty} g(x)e^{-2\pi i xy}$. 
Definition 1.3 (Naive Test Function). The naive test function is the Fourier test function pair
\[
\varphi_{\text{naive}}(x) = \left(\frac{\sin(\pi v_n x)}{\pi v_n x}\right)^2, \quad \hat{\varphi}_{\text{naive}}(y) = \frac{1}{v_n} \left(y - \frac{|y|}{v_n}\right)
\]
for \(|y| < v_n\) where \(v_n\) is the support.

Previous work has improved on the naive test function by finding the optimal test function for some of the \(n\)-level densities for certain ranges of support (see, for example, [BCDMZ, FM, ILS]). This is one of three ways to improve results; however, the optimal function for the \(1\)-level density leads to such a small improvement (and there are similarly small gains in the higher levels) that this avenue is not pursued in this paper. The second approach is to try to increase the support for the \(n\)-level density, but doing so requires resolving difficult combinatorics and technical sums. There has been a recent breakthrough here, though, in work by Cohen et. al. [C–], who increased the support for the \(n\)-level density from \(1/(n-1)\) to \(2/n\).

We turn to the third method, high level densities. There has been some progress here; Li and Miller [LiM] used the 4-level density to obtain better bounds than those from the first and second level densities, for sufficiently large vanishing at the central point. Unfortunately the higher level densities have a disadvantage – while they give better bounds for much larger than expected vanishing at the central point, they give worse bounds for small vanishing.

This trade-off has never been quantified and analyzed till now, and is the main goal of this project. In particular, we prove for each \(r\) what is the optimal level density to use (for a fixed test function, usually the naive one), to bound the probability of vanishing to order at least \(r\) at the central point.

1.4. \(n\)-th Centered Moments. The first results are due to Iwaniec-Luo-Sarnak [ILS], who computed the 1-level density for families of cuspidal newforms split by sign with support up to 2. This was extended by Hughes-Miller [HM] to the \(n\)-level; while it was expected their results should hold up to \(2/n\) for the support, there were combinatorial obstructions and their results are only valid if the support is at most \(1/(n-1)\); these complications were recently resolved in [C–], and now the \(n\)-level is known up to \(2/n\).

The following theorem from [C–] is used to generate bounds on the order of vanishing.
Theorem 1.4. [Theorem 1.1 from [C–].] Let \( n \geq 2 \) and \( \text{supp}(\phi) \subset (-\frac{2}{n}, \frac{2}{n}) \). Define

\[
\sigma_\phi^2 := 2 \int_{-\infty}^{\infty} |y| \hat{\phi}(y)^2 dy
\]

\[
R(m, i; \phi) := 2^{m-1} (-1)^{m+1} \sum_{l=0}^{i-1} (-1)^l \binom{m}{l}
\]

\[
\left( -\frac{1}{2} \phi^m(0) + \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \right)
\]

\[
\int_{-\infty}^{\infty} \phi^{m-l}(x_1) \left( \frac{\sin(2\pi x_1 (1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} \right) dx_1 \cdots dx_{l+1}
\]

\[
S(n, a, \phi) := \sum_{l=0}^{\lfloor \frac{n-1}{2} \rfloor} \frac{n!}{(n-2l)!l!} R(n-2l, a-2l, \phi) \left( \frac{\sigma_\phi^2}{2} \right)^l
\]

and

\[
\lim_{N \to \infty} \left( \frac{D(f; \phi) - \langle D(f; \phi) \rangle_{\pm}}{n} \right)^n_{\pm} = (n-1)!! \sigma_\phi^4 \frac{1}{n \text{ even}} \pm S(n, a; \phi). \tag{1.7}
\]

1.5. Main Results. We use the \( n \)-level densities to bound how often forms in the family \( \mathcal{F}_N \) vanish with \( \mathcal{F}_N \) being cuspidal newforms of level \( N \) and some fixed weight \( k \), with \( N \to \infty \) through the primes.

In order to generate better bounds on the order of vanishing, as remarked there are three main methods we can turn to: optimizing the test function, increasing the support, and using higher levels. We concentrate on the last.

Because work done to find the optimal test function produces marginal improvements, we turn to using higher levels using the recently improved results with support \( 2/n \), thus producing record bounds for the order of vanishing as shown in the following tables. For example, the previous record for vanishing to order 5 or more was .06580440 and for order 6 it was .00853841 from [LiM], while we show for vanishing to order 5 or more it is at most .020408300 while 6 or more .003346510; these are not slight improvements but a decrease by more than a factor of two! The tables below show our results for the various symmetry groups; cuspidal newforms with even functional equations are SO(even), while those with odd signs are SO(odd).

\[4\text{With extra work, we can move to } N \text{ through the square-free integers in the limit.}\]
We find that although using higher levels can create better bounds, increasing the levels to an arbitrarily large value does not lead to better bounds for small rank. Increasing the level eventually produces trivial bounds (such as the percent that vanish to a given level is at most a number greater than 100%!). Thus there are only a finite number of levels that need to be checked to find which level creates the optimal bound for each order of vanishing. Additionally, we find that the optimal test functions for certain levels will not necessarily outperform other test functions for higher levels, as shown by the worse results produced by the 1-level optimal test function for higher levels as opposed to the naive test function; this was a very surprising result, namely that a function which is superior for one \( n \) can become inferior to a test function it beat for larger \( n \).

In addition to calculating bounds, we show explicit calculations for the integrals needed to generate bounds. For support \( 2/n \), we are able to reduce an \( n \)-dimensional integral to a 1-dimensional integral, thus significantly reducing the computation time needed to evaluate the integral (it is unfortunately not solvable in closed form, and requires numerical approximation, which we do via Simpson’s method).

After reviewing some number theory and complex analysis preliminaries we continue to a review of work done by [ILS] to generate bounds for the 1-level density. We show the bounds obtained by [ILS] by both the naive and optimal test function while explicitly enumerating the optimal Fourier pair for the 1-level density. We then continue to results for the bounds with higher levels for support \( 1/(n-1) \) and extend this to support \( 2/n \).
Lastly, we display plots and tables of the bounds of the order of vanishing based on the rank and level.

2. Preliminaries

We record some needed definitions and standard results; see [SS] for more details and proofs.

**Definition 2.1** (Fourier Transform). The Fourier transform of a function $\phi(x)$ is

$$ F(\phi(x)) := \hat{\phi}(y) = \int_{-\infty}^{\infty} \phi(x)e^{-2\pi i xy}dx. \quad (2.1) $$

**Theorem 2.2** (Plancherel Theorem). For a Fourier pair $f(x)$ and $\hat{f}(y)$ such that $E(t)$ is square-integrable,

$$ \int_{-\infty}^{\infty} |f(x)|^2dt = \int_{-\infty}^{\infty} |\hat{f}(y)|^2dy. \quad (2.2) $$

**Remark 2.3.** As a result of the polarization identity\(^5\) for square-integrable functions $f$ and $g$, the Plancherel Theorem can be re-expressed as

$$ \int_{-\infty}^{\infty} f(x)\overline{g(x)}dx = \int_{-\infty}^{\infty} \hat{f}(y)\overline{\hat{g}(y)}dy. \quad (2.3) $$

Recall the convolution of two functions $f$ and $g$ is defined by

$$ (f * g)(x) = \int_{-\infty}^{\infty} f(t)g(x-t)dx. \quad (2.4) $$

**Theorem 2.4** (Convolution Theorem). For functions $f(t)$ and $g(t)$,

$$ F[f * g] = F[f]F[g]. \quad (2.5) $$

**Definition 2.5** (Schwartz space). The Schwartz space is the set of all functions such that $f$ is infinitely differentiable and the derivatives of $f$ decay faster than any polynomial. A function is Schwartz if it is a function in the Schwartz space.

**Definition 2.6** (Even Indicator Function). The Even Indicator function is defined to be

$$ 1_{\text{even}}(n) := \begin{cases} 1 & \text{if } n \text{ is even} \\ 0 & \text{if } n \text{ is odd}. \end{cases} \quad (2.6) $$

Since we encounter integrals later which we cannot evaluate in closed form, we use Simpson’s Rule to approximate the integral using only function values at certain points while having a low error term.

**Theorem 2.7** (Simpson’s Rule). Let $[a, b]$ be an interval that is split into $s$ equal sub-intervals with $s$ even and $h = (b-a)/s$. Then, the integral $\int_{a}^{b} f(x)dx$ is approximated by

$$ \int_{a}^{b} f(x)dx \approx \frac{h}{3} \left[ f(x_0) + 4 \sum_{j=1}^{\frac{s}{2}} f(x_{2j-1}) + 2 \sum_{j=1}^{\frac{s}{2}-1} f(x_{2j}) + f(x_n) \right] \quad (2.7) $$

\(^5\)The polarization identity relates the inner product of two vectors with the norm of the two vectors.
where \( x_j = a + jh \) for \( j = 0, 1, 2, ..., n \) and the difference between the integral and the sum, \( \text{Err}(f) \), is bounded by

\[
|\text{Err}(f)| \leq \frac{h^4}{180} (b-a) \max_{\epsilon \in [a,b]} |f^{(4)}(\epsilon)|. \tag{2.8}
\]

**Theorem 2.8** (Fubini’s Theorem). If \( \int\int_{X \times Y} |f(x,y)|d(x,y) < \infty \),

\[
\int\int_{X \times Y} |f(x,y)|d(x,y) = \int_X \left( \int_Y f(x,y)dy \right) dx = \int_Y \left( \int_X f(x,y)dx \right) dy. \tag{2.9}
\]

**Definition 2.9** (Double Factorial). For positive integer \( n \),

\[
n!! = \begin{cases} 
n(n-2)(n-4)\cdots4\cdot2 & \text{for } n \text{ even} \\
n(n-2)(n-4)\cdots3\cdot1 & \text{for } n \text{ odd.} 
\end{cases} \tag{2.10}
\]

**Definition 2.10.** Define the family of forms in \( F_N \) that vanish to exact order \( r \) to be \( F_{N,r} \).

**Definition 2.11.** Define the percent of \( f \in F_N \) that vanish to exact order \( r \) to be

\[
p_r(F_N) := \frac{|F_{N,r}|}{|F_N|}. \tag{2.11}
\]

**Definition 2.12.** For a fixed \( r \), define \( p_r(F) \) to be the limit of the percent of forms in \( F_N \) whose order of vanishing is \( r \) as \( N \) tends to infinity through the primes:

\[
p_r(F) := \lim_{N \to \infty} \frac{|F_{N,r}|}{|F_N|}. \tag{2.12}
\]

**Definition 2.13.** For a fixed \( r \), define \( q_r(F) \) to be the limit of the percent of forms in \( F_N \) that vanish to order at least \( r \) as \( N \) tends to infinity through the primes:

\[
q_r(F) = \sum_{i \geq r} p_i(F). \tag{2.13}
\]

**Definition 2.14.** The one-level density of an L-function \( L(s,f) \) is

\[
D(f,\phi) := \sum_{\gamma_f} \phi \left( \frac{\gamma_f}{2\pi} \log c_f \right), \tag{2.14}
\]

where \( c_f \) is the analytic conductor of \( f \). The average or expectation of \( D(f,\phi) \) over a family \( F_N \) is

\[
E(F_N,\phi) := \frac{1}{|F_N|} \sum_{f \in F_N} D(f,\phi). \tag{2.15}
\]

**Definition 2.15.** The mean of the 1-level density of a family is denoted \( F_N \) is \( \mu(\phi,F_N) \).

### 3. Bounds on the Order of Vanishing From the 1-Level Density

As we use the same functions and similar techniques as [ILS], We quickly summarize their work to obtain bounds on the order of vanishing using the 1-level density, and then discuss the complications that arise in extending these arguments to the \( n \)-level densities.
Theorem 3.1. [Bounds on the 1-level density from [ILS]] Let $\phi$ be a non-negative, even Schwartz function with $\text{supp}(\hat{\phi}) \subset (-\sigma, \sigma)$ for some finite $\sigma$. Let $G$ be the group associated to the family $\{F_N\}$ (i.e., Unitary, Symplectic, Orthogonal, $SO(\text{even})$, $SO(\text{odd})$). Set

$$g_{\mathcal{F}}(\phi) := \int_{-\infty}^{\infty} \hat{\phi}(y) \hat{W}_{\mathcal{F}}(y) dy.$$  \hspace{1cm} (3.1)

For a given $r$, as $N \to \infty$ the percent of forms in the family $F_N$ that vanish to order exactly $r$ is bounded by

$$p_r \leq \frac{1}{r} (g_{\mathcal{F}}(\phi)).$$ \hspace{1cm} (3.2)

Corollary 3.2. Let $\phi$ be the naive test function with $\text{supp}(\hat{\phi}) \subset (-v_n, v_n)$, Then

$$p_r(\mathcal{F}) \leq \frac{1}{r} \left( \frac{1}{v_n} + \frac{1}{2} \right) \text{ for } G = O$$ \hspace{1cm} (3.3)

Proof of Corollary 3.2. To use Theorem 3.1 we need to choose a good pair of functions, $\phi$ and $\hat{\phi}$. In [ILS] the authors remark that a particularly good choice is the following (what we call the naive test function):

$$\phi_v(x) = \left( \frac{\sin(\pi v x)}{\pi v x} \right)^2, \quad \hat{\phi}_v(y) = \frac{1}{v_n} \left( 1 - \frac{|y|}{v_n} \right)$$ \hspace{1cm} (3.4)

for $|y| < v$.

To find the bounds on the order of vanishing, we first must find $g$ for specific cases. From (3.1), we get

$$g_{\mathcal{F}}(v_n) = \frac{1}{v_n} + \frac{1}{2} \text{ for } G = O$$

$$g_{\mathcal{F}}(v_n) = \begin{cases} \frac{1}{v_n} + \frac{1}{2} & \text{if } v_n \leq 1 \\ \frac{2}{v_n} - \frac{1}{2v_n^2} & \text{if } v_n \geq 1 \end{cases} \text{ for } G = SO(\text{even})$$

$$g_{\mathcal{F}}(v_n) = \begin{cases} \frac{1}{v_n} + \frac{1}{2} & \text{if } v_n \leq 1 \\ \frac{1}{v_n} + \frac{1}{2v_n^2} & \text{if } v_n \geq 1 \end{cases} \text{ for } G = SO(\text{odd}).$$ \hspace{1cm} (3.5)
We now want to find the bounds for the order of vanishing as a function of the support \( v \). Substituting in our values for \( g_F(v) \) from (3.5) into (3.2) we get

\[
p_r(F) \leq \frac{1}{r} \left( \frac{1}{v_n} + \frac{1}{2} \right) \quad \text{for } G = O
\]

\[
p_r(F) \leq \begin{cases} 
\frac{1}{r} \left( \frac{1}{v_n} + \frac{r}{2} \right) & \text{if } v \leq 1 \\
\frac{1}{r} \left( \frac{2}{v_n} - \frac{1}{2v_n^2} \right) & \text{if } v \geq 1
\end{cases} \quad \text{for } G = \text{SO(even)}
\]

\[
p_r(F) \leq \begin{cases} 
\frac{1}{r} \left( \frac{1}{v_n} + \frac{r}{2} \right) & \text{if } v \leq 1 \\
\frac{1}{r} \left( 1 + \frac{1}{2v_n^2} \right) & \text{if } v_n \geq 1
\end{cases} \quad \text{for } G = \text{SO(odd)}. \quad (3.6)
\]

The best results to date give the support for the 1-level density to be \( \text{supp}(\tilde{\phi}) \subset (-2, 2) \). As a result, we get

\[
p_r(F) \leq \frac{1}{r} \quad \text{for } G = O
\]

\[
p_r(F) \leq \frac{7}{8r} \quad \text{for } G = \text{SO(even)}
\]

\[
p_r(F) \leq \frac{9}{8r} \quad \text{for } G = \text{SO(odd)}. \quad (3.7)
\]

The test function \( \phi_v(x) \) is not the optimal test function that we can use. The function that satisfies

\[
\hat{\phi}_{\text{optimal}}(y) := (f_0 \ast \overline{f_0})(y) \quad (3.8)
\]

for

\[
f_0(x) := \frac{\cos \left( \frac{|x|^2}{2} - \frac{\pi + 1}{4} \right)}{\sqrt{2} \sin \left( \frac{1}{4} \right) + \sin \left( \frac{\pi + 1}{4} \right)} , \quad 0 \leq |x| \leq 1 \quad (3.9)
\]

for \( G = \text{SO(even)} \) and

\[
f_0(x) := \frac{\cos \left( \frac{|x|^2}{2} + \frac{\pi - 1}{4} \right)}{3 \sin \left( \frac{\pi + 1}{4} \right) - 2 \sin \left( \frac{\pi - 1}{4} \right)} , \quad 0 < |x| < 1 \quad (3.10)
\]

for \( G = \text{SO(odd)} \) from [ILS] has been proven to be the optimal test function to use for the 1-level density and can create better bounds. We now want to calculate the test function using the values provided by [ILS] and compare the bounds from the optimal test function to that of the naive test function.

**Lemma 3.3.** Let

\[
f(x) := \frac{\cos \left( \frac{x}{2} - a \right)}{b} , \quad 0 \leq |x| \leq 1. \quad (3.11)
\]
(f ∗ f)(y) = \frac{1}{b^2} \left[ \frac{1}{2} (|y| - 1) \cos \left( \frac{|y|}{2} \right) + \cos \left( \frac{1}{2} - 2a \right) \sin \left( \frac{1 - |y|}{2} \right) \\
+ \frac{1}{2} |y| \cos \left( 2a - \frac{|y|}{2} \right) + \sin \left( \frac{|y|}{2} \right) \right] 

(3.12)

for 0 ≤ |y| ≤ 1 and

(f ∗ f)(y) = \frac{1}{b^2} \left[ \frac{1}{2} (|y| - 2) \sin \left( \frac{1 - |y|}{2} \right) + \sin \left( \frac{1 - |y|}{2} \right) \right] 

(3.13)

for 1 ≤ |y| ≤ 2.

Proof. Since \( f \) is a real-valued function, \( \overline{f} \) = \( f \). Therefore, we want to find \( (f ∗ f)(y) \). Since our resulting function is an even function with support \( v_n = 2 \), we consider the values of \( y \in [0, 2] \) and reflect over the \( y \)-axis to find the values of \( y \in [-2, 0] \). Using the definition of a convolution, we get

\[
(f ∗ f)(y) = \frac{1}{b^2} \int_{y-1}^{1} \cos \left( \frac{|x|}{2} - A \right) \cos \left( \frac{|y-x|}{2} - A \right) \, dx. 
\]

(3.14)

We first consider the case of \( y \in [0, 1] \). We proceed to split the integral into 3 cases: \( x < 0, x > 0 \) and \( y ≥ x, x > 0 \) and \( y < x \). The contribution to the integral from each case is \( V_1, V_2, \) and \( V_3 \) respectively.

For \( x < 0 \), we get

\[
V_1 = \frac{1}{b^2} \int_{y-1}^{0} \cos \left( \frac{y}{2} \right) \cos \left( x + 2a - \frac{y}{2} \right) \, dx \\
= \frac{1}{b^2} \left[ \frac{1}{2} (y - 1) \cos \left( \frac{y}{2} \right) + \cos \left( \frac{1}{2} - 2a \right) \sin \left( \frac{1 - y}{2} \right) \right]. 
\]

(3.15)

From \( x > 0 \) and \( y ≥ x \), we get

\[
V_2 = \frac{1}{b^2} \int_{0}^{y} \cos \left( \frac{2x - y}{2} \right) \cos \left( \frac{y}{2} - 2a \right) \, dx \\
= \frac{1}{b^2} \left[ \frac{1}{2} y \cos \left( 2a - \frac{y}{2} \right) + \sin \left( \frac{y}{2} \right) \right]. 
\]

(3.16)

From \( x > 0 \) and \( y < x \), we get

\[
V_3 = \frac{1}{b^2} \int_{y}^{1} \cos \left( \frac{x}{2} - a \right) \cos \left( \frac{y-x}{2} - r \right) \, dx \\
= \frac{1}{b^2} \left[ \frac{1}{2} (y - 1) \cos \left( \frac{y}{2} \right) + \cos \left( \frac{1}{2} - 2a \right) \sin \left( \frac{1 - y}{2} \right) \right]. 
\]

(3.17)
Since $V_1 = V_2$, we get
\[
(f * f)(y) = 2V_1 + V_3 \\
= \frac{1}{b^2} \left[ \frac{1}{2} (y - 1) \cos \left( \frac{y}{2} \right) + \cos \left( \frac{1}{2} - 2a \right) \sin \left( \frac{1 - y}{2} \right) \right] \\
+ \frac{1}{2} y \cos \left( 2a - \frac{y}{2} \right) + \sin \left( \frac{y}{2} \right)
\]  
(3.18)

for $0 \leq |y| \leq 1$. We now consider the case of $y \in [0, 2]$. Since $x \in [0, 1]$, $x > 0$ and $y - x > 0$. Therefore, for $y \in [1, 2]$, we get
\[
(f * f)(y) = \frac{1}{b^2} \int_{y-1}^{1} \cos \left( \frac{x}{2} - a \right) \cos \left( \frac{y - x}{2} - a \right) \, dx \\
= \frac{1}{b^2} \left[ \frac{1}{2} (y - 2) \sin \left( \frac{1 - y}{2} \right) + \sin \left( \frac{1 - y}{2} \right) \right].
\]  
(3.19)

We now calculate $\phi$ using $\hat{\phi}$. We first show that the Fourier transform of $\hat{\phi}$ is the same as the inverse Fourier transform of $\hat{\phi}$. Let $F(g)$ denote the Fourier transform of $g$. Since $\hat{\phi}$ is even, we get
\[
F(\hat{\phi}) = \int_{-\infty}^{\infty} \hat{\phi}(y) e^{-2\pi i xy} dy = \int_{\phi} (y) e^{2\pi i xy} dy = F^{-1}(\hat{\phi}).
\]  
(3.20)

Therefore, using Theorem (2.4), we get
\[
\phi(x) = F^{-1}(\hat{\phi}(x)) = F((f * f)(y)).
\]  
(3.21)

From the Convolution Theorem (2.4), we get
\[
F(f * f(y)) = F(f)F(f) = F(f)^2.
\]  
(3.22)

Therefore, we need to compute the Fourier transform of
\[
f(x) = \frac{\cos \left( \frac{|x|}{2} - a \right)}{b}
\]  
(3.23)

for $|x| \in [0, 1]$. From the definition of Fourier transforms, we get
\[
\hat{f}(y) = \int_{-1}^{1} \frac{\cos \left( \frac{|x|}{2} - a \right)}{b} e^{-2\pi i xy} dx \\
= \int_{-1}^{1} \cos \left( \frac{|x|}{2} - a \right) \cos(2\pi xy) dx + i \int_{-1}^{1} \cos \left( \frac{|x|}{2} - a \right) \sin(2\pi xy) dx.
\]  
(3.24)
Since the right integral is the integral from $-1$ to $1$ of an odd function, it evaluates to $0$. Therefore, we get
\[
\hat{f}(y) = \int_{-1}^{1} \frac{\cos \left( \frac{|x|}{2} - a \right)}{b} \cos(2\pi xy) \, dy
\]
\[
= \frac{16 \left( \cos(2\pi x) \sin \left( \frac{1}{2} - a \right) + \sin(a) - 4\pi x \cos \left( \frac{1}{2} - a \right) \sin(2\pi x) \right)^2}{(b - 16b\pi^2x^2)^2}. \tag{3.25}
\]
Substituting in our values of $a$ and $b$ for the cases of SO(even) and SO(odd), we get
\[
p_r(\mathcal{F}) \leq \frac{0.8645...}{r} \quad \text{for } G = \text{SO(even)} \tag{3.26}
\]
\[
p_r(\mathcal{F}) \leq \frac{1.1145...}{r} \quad \text{for } G = \text{SO(odd)}. \tag{3.27}
\]
We now present the graphs of the optimal and naive test functions and their respective Fourier transforms. As shown in the plots, the two functions have values that are close to each other and thus produce similar bounds.

| Rank | Bound From naive test function | Bound From optimal test function |
|------|--------------------------------|---------------------------------|
| 2    | 0.43750000                    | 0.43231300                     |
| 4    | 0.21875000                    | 0.21615700                     |
| 6    | 0.14583333                    | 0.14410400                     |
| 8    | 0.10937500                    | 0.10807800                     |
| 10   | 0.08750000                    | 0.08646260                     |
| 12   | 0.07291670                    | 0.07205220                     |
| 14   | 0.06250000                    | 0.06175900                     |
| 16   | 0.05468750                    | 0.05403910                     |
| 18   | 0.04861110                    | 0.04803848                     |
| 20   | 0.04375000                    | 0.04323130                     |
As shown in the tables, the improvements in the bounds by the optimal function are marginal, with a difference in the bounds only showing up in the hundredths digit for the non-trivial bounds. Previous work has been done by [BCDMZ, FM, ILS] to generate the optimal test functions for the 1- and 2-level densities. However, since the gain is so small, we choose to pursue alternate methods rather than optimizing the test functions for higher levels; we choose to look at higher levels to generate better bounds.

4. Bounds from the n-Level Densities (n even) with support $v = 2/n$

Previously, the largest support found was from [HM] which was $v = 1/(n - 1)$. This has been extended to $v = 2/n$ for the $n$-level density by [C–]. The increased support results in a great increase in the complexity of the integrals. For support $v = 1/(n - 1)$, we only have a one-dimensional integral, which can be easily integrated with methods like Mathematica’s NIntegrate, Simpson’s Method, or Riemann approximations (we can also do directly through a contour integral, though some work is required as there is a pole of high order on the line of integration). However, the extended support introduces $n$-dimensional integrals and sums over $n$-dimensional integrals which renders these methods unusable or far too computationally intensive.

In this section, we describe how to obtain bounds using the $n$-level density and support $v_n = 2/n$. Additionally, we detail methods to lower the complexity of the calculations, including converting our $n$-dimensional integral to a 1-dimensional integral, which allows us to use the aforementioned methods.

**Theorem 4.1.** Theorem 1.1 from [C–] Let $n \geq 2$ and $\text{supp} (\phi) \subset (-\frac{2}{n}, \frac{2}{n})$. Define

$$\sigma^2_{\phi} := \int_{-\infty}^{\infty} |y| \hat{\phi}(y)^2 \, dy,$$  \hspace{1cm} (4.1)
\[ R(m, i; \phi) := 2^{m-1}(-1)^{m+1} \sum_{l=0}^{i-1} (-1)^l \binom{m}{l} \]
\[ \left( -\frac{1}{2} \phi^m(0) + \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \right) \]
\[ \int_{-\infty}^{\infty} \phi^{m-l}(x_1) \frac{\sin(2\pi x_1(1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} dx_1 \cdots dx_{l+1} \), \quad (4.2) \]

\[ S(n, a, \phi) := \frac{n!}{(n-2l)!l!} R(n - 2l, a - 2l, \phi) \left( \frac{\sigma^2_\phi}{2} \right)^l. \quad (4.3) \]

Then
\[ \lim_{N \to \infty} \left( \langle D(f; \phi) - \langle D(f; \phi) \rangle \rangle \right)^n \pm = (n - 1)!! \sigma^2_\phi \pm S(n, a; \phi). \quad (4.4) \]

**Remark 4.2.** Since the integrand is an even function in \( x_1, x_2, \ldots, x_{l+1} \), we can re-write \( R \) as

\[ R(m, i; \phi) := 2^{m-1}(-1)^{m+1} \sum_{l=0}^{i-1} (-1)^l \binom{m}{l} \]
\[ \left( -\frac{1}{2} \phi^m(0) + 2^{l+1} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \right) \]
\[ \int_{0}^{\infty} \phi^{m-l}(x_1) \frac{\sin(2\pi x_1(1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} dx_1 \cdots dx_{l+1} \). \quad (4.5) \]

This decreases the computation by a factor of \( 1/2^{l+1} \) when computing the integral.

**Remark 4.3.** We can rewrite (4.4) as

\[ \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi \left( \gamma f, j c_n \right) - \mu(\phi, F_N) \right)^n = 1_{n \text{ even}} (n - 1)!! \sigma^2_\phi \pm S(n, a; \phi) \quad (4.6) \]

for \( \phi \) an even Schwartz function with \( \text{supp}(\phi) \subset (-\frac{2}{n}, \frac{2}{n}) \) and even \( n = 2m \).

**Corollary 4.4.** For \( \phi \) an even Schwartz function with \( \text{supp}(\phi) \subset (-\frac{1}{n-1}, \frac{1}{n-1}) \) and even \( n = 2m \), we have

\[ \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi \left( \gamma f, j c_n \right) - \mu(\phi, F) \right)^n = 1_{n \text{ even}} (n - 1)!! \sigma^2_\phi \pm S(n, a; \phi). \quad (4.7) \]

**Proof.** From (4.7), we get

\[ \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi \left( \gamma f, j c_n \right) - \mu(\phi, F_N) \right)^n = 1_{n \text{ even}} (n - 1)!! \sigma^2_\phi \pm S(n, a; \phi). \quad (4.8) \]
We now consider the following term, $T$, and show that it equals the LHS of (4.8)

$$T = \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi(\gamma f_j c_n) - \mu(\phi, F_N) + \mu(\phi, F_N) - \mu(\phi, \mathcal{F}) \right)^n. \quad (4.9)$$

Applying the Binomial Theorem, we get

$$T = \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \sum_{k=0}^{n} \binom{n}{k} \left( \sum_j \phi(\gamma f_j c_n) - \mu(\phi, F_N) \right)^k \left( \mu(\phi, F_N) - \mu(\phi, \mathcal{F}) \right)_{n-k}. \quad (4.10)$$

Since $\lim_{N \to \infty} (\mu(\phi, \mathcal{F}) - \mu(\phi, F_N)) = 0$, we would like to say each term vanishes in the limit except the $k = 0$ term. Unfortunately more care is needed, as it is possible that the two terms in each product could reinforce each other. A standard application of the Cauchy-Schwarz inequality however suffices.

We now have the square root of two sums. The first involves $n$-level densities to even arguments, and is $O(1)$, while the second involves our differences and thus tends to zero. Thus the only term that contributes in the limit is the first, and

$$\lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi(\gamma f_j c_n) - \mu(\phi, F_N) \right)^n = \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi(\gamma f_j c_n) - \mu(\phi, F) \right)^n. \quad (4.11)$$

Substituting this back into our original equation, we get

$$\lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_N} \left( \sum_j \phi(\gamma f_j c_n) - \mu(\phi, \mathcal{F}) \right)^n = 1_{n \text{ even}} (n-1)! \sigma^n_\phi \pm S(n, \alpha; \phi). \quad (4.12)$$

We use the following from [ILS].

**Theorem 4.5.** For a given test function $\phi$ where $\text{supp}(\hat{\phi}) \subset (-1, 1)$, the main term of the mean of the 1-level density of $\mathcal{F}_N$ is

$$\mu(\phi, \mathcal{F}) := \hat{\phi}(0) + \frac{1}{2} \int_{-1}^{1} \hat{\phi}(y)dy. \quad (4.13)$$

**Theorem 4.6.** For an even $n$ with $r \geq \mu(\phi, \mathcal{F}) / \phi(0)$,

$$p_r(\mathcal{F}) \leq \frac{(n-1)! \sigma^n_\phi \pm S(n, \alpha; \phi)}{(r \phi(0) - \mu(\phi, \mathcal{F}))^n}. \quad (4.14)$$
Proof. For even-level densities, the contribution to the sum in Corollary (4.4) by forms in which there are not \( r \) zeroes at the central point is positive (as \( n \) is even), so removing them cannot increase the sum. Therefore, from Corollary (4.4), we have

\[
\lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_{N,r}} (r\phi(0) + B_f(\phi) - \mu(\phi, F))^n \leq 1_n \text{ even}(n-1)!! \sigma^n_\phi \pm S(n,a;\phi). \tag{4.15}
\]

We have \((r\phi(0) + B_f(\phi) - \mu(\phi, F_N))^n\); we would like to say dropping \( B_f(\phi) \) cannot increase the sum, but if the first two terms are less than the third, this is not the case. By our assumption on \( r \), however, we see the sum with and without \( B_f(\phi) \) is positive and thus dropping it leads to an upper bound:

\[
\lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_{N,r}} (r\phi(0) - \mu(\phi, F))^n \leq 1_n \text{ even}(n-1)!! \sigma^n_\phi \pm S(n,a;\phi). \tag{4.16}
\]

Since the quantity \( r\phi(0) - \mu(\phi, F_N) \) is not dependent on \( f \), we can separate it from the summation:

\[
(r\phi(0) - \mu(\phi, F))^n \lim_{N \to \infty} \frac{1}{|F_N|} \sum_{f \in F_{N,r}} 1 \leq 1_n \text{ even}(n-1)!! \sigma^n_\phi \pm S(n,a;\phi). \tag{4.17}
\]

Since \( \sum_{f \in F_{N,r}} 1 = |F_{N,r}| \), we get

\[
(r\phi(0) - \mu(\phi, F_N))^n \lim_{N \to \infty} \frac{|F_{N,r}|}{|F_N|} \leq 1_n \text{ even}(n-1)!! \sigma^n_\phi \pm S(n,a;\phi). \tag{4.18}
\]

Using the definition for the percent that vanish to exact order \( r \) from (4.11), we get

\[
\lim_{N \to \infty} p_r(F_N) \leq \frac{(n-1)!! \sigma^n_\phi \pm R_n(\phi)}{(r\phi(0) - \mu(\phi, F_N))^n}. \tag{4.19}
\]

Taking the limit as \( N \to \infty \), we get

\[
p_r(F) \leq \frac{1_n \text{ even}(n-1)!! \sigma^n_\phi \pm S(n,a;\phi)}{(r\phi(0) - \mu(\phi, F_N))^n}. \tag{4.20}
\]

For quicker computation, we can convert the multi-dimensional \( R \) integral to a one-dimensional integral.

**Lemma 4.7.** Let

\[
I_1(x, \nu) := \frac{2i \pi \nu x - e^{2i \pi \nu x} + 1}{2\pi^2 \nu^2 x^2}, \quad I_2(x, \nu) := \frac{1 - e^{-2i \pi \nu x} - 2i \pi \nu x}{2\pi^2 \nu^2 x^2} = I_1(x, \nu). \tag{4.21}
\]

\[
R(m, i; \phi) = 2^{m-1} (-1)^{m+1} \sum_{l=0}^{m-1} (-1)^l \binom{m}{l} 
\left( -\frac{1}{2} \phi^m(0) + \int_{-\infty}^{\infty} \phi^{m-l}(x) I_1(x) e^{2i \pi x} - I_2(x) e^{-2i \pi x} \right). \tag{4.22}
\]
Proof. Let

\[ T := \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \]
\[ \int_{-\infty}^{\infty} \phi^{m-l}(x_1) \frac{\sin(2\pi x_1(1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} dx_1 \cdots dx_{l+1}. \tag{4.23} \]

Then, we get

\[ R(m, i; \phi) = 2^{m-1}(-1)^{m+1} \sum_{l=0}^{i-1} (-1)^l \binom{m}{l} \left(-\frac{1}{2}\phi^m(0) + T\right). \tag{4.24} \]

We reduce \( T \) to a 1-dimensional integral. To do so, we first show that the conditions for Fubini’s Theorem hold which allows us to switch the order of integration. Therefore, we show that the integral of the absolute value converges. Let

\[ T' := \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \]
\[ \int_{-\infty}^{\infty} \phi^{m-l}(x_1) \left| \frac{\sin(2\pi x_1(1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} \right| dx_1 \cdots dx_{l+1}. \tag{4.25} \]

Since \( \phi \) and \( \hat{\phi} \) are non-negative and the absolute value is non-negative, the value inside the integrand is non-negative. Multiplying by \( (1 + |x_2| + \cdots + |x_{l+1}|)/(1 + |x_2| + \cdots + |x_{l+1}|) \), we get

\[ T' = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1})(1 + |x_2| + \cdots + |x_{l+1}|) \]
\[ \int_{-\infty}^{\infty} \phi^{m-l}(x_1) \left| \frac{\sin(2\pi x_1(1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} \right| dx_1 \cdots dx_{l+1}. \tag{4.26} \]

Since \( |\sin(u)/u| \leq 1 \) for all \( u \), we get

\[ T' \leq \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1})(1 + |x_2| + \cdots + |x_{l+1}|) \int_{-\infty}^{\infty} \phi^{m-l}(x_1) dx_1 \cdots dx_{l+1}. \tag{4.27} \]

Since \( \hat{\phi} \) decays faster than any polynomial, the integral converges so Fubini’s Theorem holds. Therefore, we can apply Fubini’s Theorem to get

\[ T = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \]
\[ \int_{-\infty}^{\infty} \phi^{m-l}(x_1) \frac{\sin(2\pi x_1(1 + |x_2| + \cdots + |x_{l+1}|))}{2\pi x_1} dx_1 \cdots dx_{l+1}. \tag{4.28} \]

Converting sine to exponential form, we get

\[ T = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{\phi}(x_2) \cdots \hat{\phi}(x_{l+1}) \]
\[ \int_{-\infty}^{\infty} \phi^{m-l}(x + 1) \frac{e^{2\pi ix_1} \cdots e^{2\pi ix_{l+1}} - e^{-2\pi ix_1} \cdots e^{-2\pi ix_{l+1}}}{4\pi ix_1} dx_2 \cdots dx_{l+1} dx_1. \tag{4.29} \]
To evaluate this integral, we find
\[
\int_{-\infty}^{\infty} \hat{\phi}(y)e^{2\pi i x_1 |y|} = 2 \int_0^{\infty} \hat{\phi}(y)e^{2\pi i x_1 y} dy
\]
\[
= \frac{2i\pi v x - e^{2i\pi vx} + 1}{2\pi^2 v^2 x^2} = I_1(x, v).
\]  
(4.30)

Additionally, we find
\[
\int_{-\infty}^{\infty} \hat{\phi}(y)e^{-2\pi i x_1 |y|} = 2 \int_0^{\infty} \hat{\phi}(y)e^{-2\pi i x_1 y} dy
\]
\[
= \frac{1 - e^{-2i\pi vx - 2i\pi vx}}{2\pi^2 v^2 x^2} = I_2(x, v).
\]  
(4.31)

Plugging these values into (4.28), we get
\[
T = \int_{-\infty}^{\infty} I_1(x_1)\phi^{m-1}(x_1) e^{2\pi i x_1} - \int_{-\infty}^{\infty} I_2(x_1)\phi^{m-1}(x_1) e^{-2\pi i x_1}
\]
\[
= \int_{-\infty}^{\infty} \phi^{m-1}(x) I_1(x) e^{2\pi i x} - I_2(x) e^{-2\pi i x}
\]
\[
\frac{4\pi i x}{4\pi i x}.
\]  
(4.32)

Therefore, plugging in our value of $T$ from (4.32), we get
\[
R(m, i; \phi) = 2^{m-1}(-1)^{m+1} \sum_{l=0}^{i-1} \binom{m}{l} \left( -\frac{1}{2} \phi^{m}(0) + \int_{-\infty}^{\infty} \phi^{m-1}(x) I_1(x)\phi^{m-1} e^{2\pi i x} - I_2(x) e^{-2\pi i x} \right).
\]  
(4.33)

**Remark 4.8.** From the equations of $I_1(x, v)$ and $I_2(x, v)$, we see that $I_1(x, v)$ and $I_2(x, v)$ are complex conjugates. Therefore, when calculating the difference of $I_1(x, v)$ and $I_2(x, v)$, we only need to calculate $2\Re(I_1(x, v))$ which reduces computation.

We now want to calculate the values of $S$ for small cases to find bounds using support $2/n$. We first consider the cases of $n = 2$ and $n = 4$ with the naive test function.

5. Plots of Bounds for Support $v = 2/n$

We display bounds found using support $v = 2/n$. We first present bounds for the naive test function.

We now show our bounds using the optimal test function for the 1-level density. As shown in the Figure (II), the 1-level optimal test function does not produce better results than the naive test function for higher levels. While the bounds for the 1-level optimal are better for the 1-level, interestingly the naive test function outperforms it for higher levels and ranks.

See the table in §1.5 for a summary of the bounds attainable using the best choice of level and the naive test function for each rank from 2 through 20.
Figure 1. Approximate Bounds for the Percent of Vanishing to exact order \( r \) for the case \( G=\text{SO(even)} \) with support \( v = 2 \) for the 1-level and \( v = 2/n \) for the \( n \)-level with \( n \) going from 1 to 10 and \( r \) from 2 through 20 obtained using the naive test function.

| Mean | 1-level | 2-level | 4-th centered moment | 6-th centered moment | 8-th centered moment | 10-th centered moment |
|------|---------|---------|----------------------|----------------------|----------------------|----------------------|
| 2    | 8.4375  | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 4    | 8.21875 | 0.0666667 | 0.8735666 | Invalid Bound | Invalid Bound | Invalid Bound |
| 6    | 8.14383 | 0.029576 | 0.00247561 | 0.00234651 | 8.0592932 | Invalid Bound |
| 8    | 8.1095766 | 0.0086293 | 0.00840985 | 0.0080609981 | 8.00587562 | Invalid Bound |
| 10   | 8.08750 | 0.0057601 | 0.0011739 | 7.59594 \times 10^{-6} | 1.55879 \times 10^{-6} | 1.1343 \times 10^{-6} |
| 12   | 8.0729167 | 0.00377929 | 0.000458617 | 1.51897 \times 10^{-6} | 1.30376 \times 10^{-7} | 2.89295 \times 10^{-8} |
| 14   | 8.0625 | 0.00266667 | 0.000212365 | 4.2704 \times 10^{-7} | 1.96743 \times 10^{-8} | 1.97637 \times 10^{-9} |
| 16   | 8.054875 | 0.00196277 | 0.0086121825 | 1.50176 \times 10^{-7} | 4.26583 \times 10^{-8} | 2.39181 \times 10^{-9} |
| 18   | 8.0486111 | 0.00155046 | 0.435 \times 10^{-8} | 6.16387 \times 10^{-8} | 1.18398 \times 10^{-9} | 4.18191 \times 10^{-10} |
| 20   | 8.04375 | 0.00121743 | 3.96025 \times 10^{-6} | 2.63895 \times 10^{-8} | 3.91773 \times 10^{-10} | 9.47909 \times 10^{-12} |

Figure 2. Approximate Bounds for the Percent of Vanishing to exact order \( r \) for the case \( G=\text{SO(even)} \) with support \( v = 2 \) for the 1-level and \( v = 2/n \) with \( n \) going from 12 through 20 and \( r \) going from 2 through 20 obtained using the naive test function.

| Mean | 12-th centered moment | 14-th centered moment | 16-th centered moment | 18-th centered moment | 20-th centered moment |
|------|----------------------|----------------------|----------------------|----------------------|----------------------|
| 2    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 4    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 6    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 8    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 10   | 4.2152 \times 10^{-4} | 0.000165746 | 0.47178 | Invalid Bound | Invalid Bound |
| 12   | 1.859981 \times 10^{-5} | 4.22171 \times 10^{-5} | 6.1898 \times 10^{-7} | 8.000128364 | 3.3337 |
| 14   | 4.69033 \times 10^{-11} | 2.6931 \times 10^{-11} | 4.1974 \times 10^{-11} | 3.02675 \times 10^{-11} | 1.45333 \times 10^{-11} |
| 16   | 2.63604 \times 10^{-11} | 6.08831 \times 10^{-12} | 3.99185 \times 10^{-12} | 4.08904 \times 10^{-12} | 1.72009 \times 10^{-11} |
| 18   | 2.60732 \times 10^{-12} | 3.11585 \times 10^{-13} | 7.90479 \times 10^{-14} | 3.26332 \times 10^{-14} | 3.49215 \times 10^{-14} |
| 20   | 3.88713 \times 10^{-13} | 2.71559 \times 10^{-14} | 3.31157 \times 10^{-15} | 7.27434 \times 10^{-16} | 3.8892 \times 10^{-16} |

Figure 3. Approximate Bounds for the Percent of Vanishing to exact order \( r \) for the case \( G=\text{SO(odd)} \) with support \( v = 2 \) for the 1-level and \( v = 2/n \) with \( n \) going from 1 through 10 and \( r \) going from 1 through 21 obtained using the naive test function.

| Mean | 1-level | 2-level | 4-th centered moment | 6-th centered moment | 8-th centered moment | 10-th centered moment |
|------|---------|---------|----------------------|----------------------|----------------------|----------------------|
| 1    | 1.125 | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 3    | 8.375 | 0.111111 | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 5    | 8.225 | 0.0240828 | 0.0075581 | 0.84732 | Invalid Bound | Invalid Bound |
| 7    | 8.107143 | 0.00826446 | 0.000715983 | 0.000252794 | 0.000843684 | 0.0673385 |
| 9    | 8.125 | 0.0944444 | 0.00165394 | 0.000914444 | 7.65996 \times 10^{-6} | 0.0000140765 |
| 11   | 8.102373 | 0.09279088 | 0.000825564 | 3.02415 \times 10^{-6} | 4.94031 \times 10^{-7} | 1.53302 \times 10^{-7} |
| 13   | 8.068335 | 0.09189036 | 0.0000242893 | 7.32109 \times 10^{-7} | 7.24422 \times 10^{-8} | 6.89546 \times 10^{-9} |
| 15   | 8.075 | 0.09137174 | 0.000012693 | 2.32693 \times 10^{-9} | 8.71336 \times 10^{-9} | 6.48546 \times 10^{-10} |
| 17   | 8.061705 | 0.081044585 | 6.67983 \times 10^{-6} | 8.9133 \times 10^{-9} | 2.15985 \times 10^{-9} | 9.59837 \times 10^{-10} |
| 19   | 8.059185 | 0.098036326 | 3.08234 \times 10^{-6} | 3.81333 \times 10^{-9} | 6.58803 \times 10^{-10} | 1.93125 \times 10^{-10} |
| 21   | 8.053714 | 0.098607462 | 2.52049 \times 10^{-6} | 1.87388 \times 10^{-9} | 2.343 \times 10^{-10} | 4.85313 \times 10^{-12} |
Figure 4. Approximate Bounds for the Percent of Vanishing to exact order $r$ for the case $G=SO(\text{odd})$ with support $v = 2$ for the 1-level and $v = 2/n$ with $n$ going from 12 through 20 and $r$ going from 1 through 21 obtained using the naive test function.

| Mean  | 1-level | 2-level | 4-level | 6-level | 8-level | 10-level |
|-------|---------|---------|---------|---------|---------|----------|
| 6     | 6.02558 | 7.04787 | 8.06879 | 9.65897 | 10.711  |
| 7     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 8     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 9     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 10    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 11    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 12    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 13    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 14    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 15    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 16    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 17    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 18    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 19    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 20    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |

Figure 5. Approximate Bounds for the Percent of Vanishing to exact order $r$ for the case $G=SO(\text{even})$ with support $v = 2$ for the 1-level and $v = 2/n$ for the $n$-level with $n$ going from 1 to 10 and $r$ from 2 through 20 obtained using the optimal test function.

| Mean  | 1-level | 2-level | 4-level | 6-level | 8-level | 10-level |
|-------|---------|---------|---------|---------|---------|----------|
| 6     | 6.02558 | 7.04787 | 8.06879 | 9.65897 | 10.711  |
| 7     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 8     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 9     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 10    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 11    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 12    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 13    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 14    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 15    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 16    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 17    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 18    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 19    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 20    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |

Figure 6. Approximate Bounds for the Percent of Vanishing to exact order $r$ for the case $G=SO(\text{even})$ with support $v = 2$ for the 1-level and $v = 2/n$ with $n$ going from 12 through 20 and $r$ going from 2 through 20 obtained using the optimal test function.

| Mean  | 1-level | 2-level | 4-level | 6-level | 8-level | 10-level |
|-------|---------|---------|---------|---------|---------|----------|
| 6     | 6.02558 | 7.04787 | 8.06879 | 9.65897 | 10.711  |
| 7     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 8     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 9     | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 10    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 11    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 12    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 13    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
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| 19    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
| 20    | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound | Invalid Bound |
Figure 7. Approximate Bounds for the Percent of Vanishing to exact order \(r\) for the case \(G=SO(\text{odd})\) with support \(v=2\) for the 1-level and \(v=2/n\) with \(n\) going from 1 through 10 and \(r\) going from 1 through 21 obtained using the optimal test function.

| Mean | 12-th centered moment | 14-th centered moment | 16-th centered moment | 18-th centered moment | 20-th centered moment |
|------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|
| 1    | 0.62658               | 7.64763               | 8.06877               | 9.68987               | 10.711                |
| 2    | 1.11454               | 1.5231                | 2.5421                | 3.5925                | 4.5833                | 5.7665                |
| 3    | 0.37152               | 0.123799              | 0.73279               | 1.5923                | 2.5843                | 3.5764                |
| 4    | 0.52998               | 0.022372              | 0.0084578             | 0.0019525             | 0.00435               | 0.00775               |
| 5    | 0.15922               | 0.00992285            | 0.0007823             | 0.000330587            | 0.00011383            | 0.00003567            |
| 6    | 0.12383               | 0.0048864             | 0.000177631           | 0.000010988           | 0.000003567           | 0.00000109545         |
| 7    | 0.10132               | 0.00308356            | 0.000863708           | 0.000024765           | 0.00000875            | 0.0000002847          |
| 8    | 0.0657338             | 0.00250492            | 0.000258233           | 0.000022863           | 0.000002847           | 0.0000002847          |
| 9    | 0.0743827             | 0.00149835            | 0.000102863           | 0.000005095           | 0.0000005095          | 0.00000005095         |
| 10   | 0.0565162             | 0.0013381             | 0.000704743           | 0.000296726           | 0.000013381           | 0.00000066726         |
| 11   | 0.050866              | 0.000862743           | 0.001086318           | 0.000266743           | 0.000065610           | 0.000026233           |
| 12   | 0.0530733             | 0.000713621           | 0.002667431           | 0.0009386             | 0.00044236            | 0.00017747            |
| 13   | 0.072924 \times 10^8 | 0.192999 \times 10^9  | 2.71267 \times 10^9   | 3.87836 \times 10^9   | 5.008111 \times 10^9  | 6.30533 \times 10^9   |
| 14   | 0.009443808           | 8.87648               | 1.46143 \times 10^9   | 2.89685 \times 10^9   | 5.088403157           | 7.63053 \times 10^9   |
| 15   | 3.15726 \times 10^9   | 0.87836 \times 10^9   | 8.008111 \times 10^9  | 9.79749 \times 10^9   | 1.541268 \times 10^9  | 2.40743 \times 10^9   |
| 16   | 1.59384 \times 10^{10} | 4.55299 \times 10^{11} | 4.60283 \times 10^{11} | 6.63775 \times 10^{11} | 1.541268 \times 10^{12} | 2.40743 \times 10^{12} |
| 17   | 0.93521 \times 10^{12} | 0.5808 \times 10^{13}  | 0.69493 \times 10^{13} | 0.88784 \times 10^{13} | 1.723510 \times 10^{13} | 2.62987 \times 10^{13} |
| 18   | 1.00464 \times 10^{12} | 1.59384 \times 10^{14} | 1.59384 \times 10^{15} | 1.59384 \times 10^{16} | 1.59384 \times 10^{17} | 1.59384 \times 10^{18} |
| 19   | 1.0213 \times 10^{12}  | 1.68005 \times 10^{13} | 1.82138 \times 10^{14} | 1.82138 \times 10^{15} | 1.82138 \times 10^{16} | 1.82138 \times 10^{17} |
| 20   | 1.82415 \times 10^{13} | 1.07262 \times 10^{14} | 1.07333 \times 10^{15} | 1.07333 \times 10^{16} | 1.07333 \times 10^{17} | 1.07333 \times 10^{18} |
| 21   | 6.21697 \times 10^{17} | 6.21697 \times 10^{17} | 6.21697 \times 10^{17} | 6.21697 \times 10^{17} | 6.21697 \times 10^{17} | 6.21697 \times 10^{17} |

Figure 8. Approximate Bounds for the Percent of Vanishing to exact order \(r\) for the case \(G=SO(\text{odd})\) with support \(v=2\) for the 1-level and \(v=2/n\) with \(n\) going from 12 through 20 and \(r\) going from 1 through 21 obtained using the optimal test function.
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