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ABSTRACT
Detecting accounting anomalies is a recurrent challenge in financial statement audits. Recently, novel methods derived from Deep-Learning (DL) such as Autoencoder Neural Networks (AENNs) have been proposed to audit the large volumes of a statement’s underlying accounting records. However, due to their vast number of parameters, such models exhibit the drawback of being inherently opaque. At the same time, the concealing of a model’s inner workings often hinders its real-world application in financial audits, since auditors must reasonably explain and justify their audit decisions. Nowadays, various Explainable AI (XAI) techniques have been proposed to address this challenge, e.g., SHapley Additive exPlanations (SHAP). However, in unsupervised DL as often applied in financial audits, these methods explain the model output at the level of encoded variables. As a result, the explanations of AENNs are often hard to comprehend by human auditors. To mitigate this drawback, we propose Reconstruction Error SHapley Additive exPlanations Extension (RESHAPE), which explains the model output on an aggregated attribute level. In addition, we introduce an evaluation framework to compare the versatility of XAI methods in auditing. Our experimental results show empirical evidence that RESHAPE results in versatile explanations compared to state-of-the-art baselines. We envision such attribute-level explanations as a necessary next step in the adoption of unsupervised DL techniques in financial auditing.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Information systems → Enterprise resource planning.
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Figure 1: Schematic view of an Autoencoder Neural Network (AENN) [20] to reconstruct accounting records. The AENN architecture comprises the Encoder (green), the Bottleneck (red) and the Decoder (blue).

The financial statements of every major company are examined annually by an external auditor. During an audit, the auditor forms an opinion on whether the financial statements are free of material misstatements arising from fraud or error [21]. This protects both the shareholders and the economy from the negative fall-out that can result from flawed financial accounting.

Accounting technology has evolved greatly over the past few decades. Nowadays, modern Enterprise-Resource-Planning (ERP) systems offer the possibility to record detailed information about every business transaction. This has significantly increased the amount of data available to the auditor. At the same time, the International Standards on Auditing (ISA) require that auditors perform an audit of the detailed accounting records, also referred to as Journal Entries (JEs), to find indications of misstatements due to fraud or error (ISA 240 [23], SAS 99 [2]). As a result of the increasing amount of available electronic audit evidence, computer-assisted audit techniques (CAATs) have emerged. CAATs include various
techniques that allow the auditors to analyze the entire population of JEs. The currently used CAATs often utilize statistical methods to analyze unique attributes of a journal entry dataset at a time, limiting their anomaly detection performance [11].

Driven by the steady progress in Artificial Intelligence (AI), methods derived from Deep-Learning (DL) [26] have emerged into financial audits [44]. Recently, the effectiveness of deep autoencoder neural networks (AENNs) to detect anomalies in large-scale JE datasets was successfully demonstrated. AENNs feature a degree of adaptability and do not require a labelled training set as they belong to the class of unsupervised Deep-Learning models. For this reason, they are well suited to detect accounting anomalies in large-scale accounting datasets. [39, 42] However, the application of such highly parameterized models comes at the cost of model interpretability. As a result, such artificial neural networks are often perceived as opaque or ‘black boxes’ due to their vast amounts of underlying parameters. At the same time, model explainability is of paramount importance for auditors, as they are subject to extensive documentation and justification obligations. Ultimately, auditors face an inherent performance vs. interpretability trade-off when applying DL methods.

To derive explainable neural network outputs and alleviate their application in sensitive areas, model agnostic post-hoc explanation methods such as SHapley Additive exPlanations (SHAP) have been developed [18]. Lately, enhancements of SHAP have been applied in the context of AENN-based anomaly detection. Thereby, detected anomalies are explained either at a data instance-level, such as the entire reconstructed JE (LossSHAP) [37, 45] or data encoding-level, such as detailed reconstructed encodings (A-SHAP) [5].

In the audit context, instance-level explanation methods often lack an explanation of the attributes that deem a JE to be anomalous. Furthermore, encoding-level explanation methods often create a vast number of detailed explanations which scatter across multiple encodings. For auditors, interpreting both types of explanations is often challenging and time-consuming. In this work, we propose RESHAPE to explain accounting anomalies detected by AENNs on an aggregated attribute level. In summary, we present the following contributions:

- Introduction of a novel method of generating explanations for AENN that allows for attribute-level explanations.
- Introduction of a comprehensive evaluation framework to benchmark XAI methods in a financial audit setup.
- An extensive evaluation of RESHAPE against baselines using two synthetic and a real-world dataset.

The remainder of this work is structured as follows: In section 2, we provide an overview of related work. Section 3 follows with a description of the proposed methodology to explain detected accounting JEs. In section 4, the introduced evaluation framework to benchmark XAI methods in a financial audit setup is presented. The experimental setup and results are outlined in section 5 and section 6. In section 7, the paper concludes with a summary. A reference implementation of the proposed methodology will be made available via [https://github.com/RicardoMueller/RESHAPE].

2 RELATED WORK

The subsequent literature review provides an overview of the relevant related work focusing on: (i) the detection of accounting anomalies using AENNs, (ii) the application of XAI methods for anomaly detection, and (iii) the evaluation of XAI methods.

2.1 Detection of Accounting Anomalies

Surveys on anomaly detection methods were conducted by [1, 8, 9, 25]. Since Hawkins et al. first introduced the application of AENNs to detect data anomalies [17, 19, 49], their capabilities have been demonstrated on different datasets. In the context of financial fraud, AENNs have been used to detect anomalies in credit card transaction datasets [24, 34]. However, fewer publications attempt to employ AENNs in the context of auditing. The application of AENNs to detect anomalies in large-scale accounting data presented by Schreyer et al. [39] is closely related to this paper. In subsequent work, the authors [41] demonstrated that the JE representation learned by the AENN can be used to identify anomalies. Building on this work, Schultz et al. [42] compared the results of an AENN-based audit of JEs to the audit findings of human auditors. Furthermore, Zupan et al. [54] used Long Short-Term Memory AENNs to detect temporal anomalies in journal entry data. In addition, Nonnenmacher et al. [32] and Schreyer et al. [40] demonstrated that AENNs could be used to improve audit sampling during an audit process. Furthermore, it was shown that AENNs can be trained in a self-supervised learning setup to detect accounting anomalies and complete additional down-stream audit tasks [38].

2.2 Explainable AI in Anomaly Detection

An overview of methods to explain anomalies was presented by Yepamo et al. in [52]. As most commonly used anomaly detection methods offer limited intrinsic explainability, post-hoc XAI methods are preferred [52]. Two popular XAI methods for generating local and post-hoc explanations Local Interpretable Model-Agnostic Explanations (LIME) and SHapley Additive exPlanations (SHAP). The LIME method [36] generates explanations by approximating the models’ local behaviour using a linear, and thus interpretable, regression. In contrast, the SHAP method [29], draws from the Shapley values, a renowned game theory concept, to generate explanations. In [45] Takeishi used SHAP to explain the anomaly score of anomalies detected using a Principal Component Analysis (PCA). Previous publications in this domain focused on frameworks to generate visual explanations [12, 16, 27]. Roshan & Zafar [37] recently used the same method to explain computer network anomalies detected by an AENN. In a premier attempt to apply XAI methods to generate explanations for AENN outputs, Antwarg et al. [5] compared the performance of both SHAP and LIME and found that SHAP generates superior explanations. Additional publications demonstrated the usefulness of combining SHAP and AENNs [10, 14, 33]. Recently, two publications focused on applying XAI in the financial audit domain were published. Rebstadt et al. [35] developed a role model for XAI in auditing. Furthermore, Gnoss et al. [15] performed a user study to determine the usefulness of...
XAI in the audit domain. However, they resorted to explaining a surrogate neural network trained on the dataset labelled by the AENN, as generating global explanations using the AENN directly is particularly challenging.

2.3 Explainable AI Evaluation Frameworks
The evaluation of XAI methods is a rather broadly defined goal and covers a large set of methods, processes, and metrics. Surveys about the evaluation of XAI methods were published by [13, 53]. Defining appropriate and generally applicable metrics to evaluate the quality of explanations [3, 31, 46–48], the field is actively researched and hasn’t converged towards a set of standard metrics. Nguyen & Martínez [31] even argue that a general computational benchmark is unlikely to be possible, as the required qualities of explanations heavily depend on the context. Nevertheless, some researchers made first advances to integrate different metrics into comprehensive benchmarks [4, 28, 50]. Yang and Kim [50] introduced the Benchmark Interpretability Methods framework (BIM), which offers a set of tools to quantitatively compare a model’s ground truth to the output of interpretability methods. Amparo et al. [4] released a library that offers a comprehensive set of evaluation metrics to compare evaluation methods. These metrics include conciseness, local fidelity, local concordance, reiteration similarity and prescriptivity. Liu et al. [28] released a library to evaluate explainability methods using a synthetic dataset to develop a ground truth. This allows exact computation of the popular metrics faithfulness, monotonicity, remove and retrain (ROAR), ground truth Shapley values and infidelity.

The above literature survey demonstrated that whilst AENNs have often been used to detect anomalies in financial datasets, publications on explaining AENNs used in the financial audit domain are scarce. Multiple methods of applying SHAP to generate explainable AENNs have been proposed but have not yet been compared. Additionally, the proposed methods only allow for data instance-level or encoding-level explanations. Finally, benchmarking the different XAI approaches is challenging due to the absence of a standardized framework of evaluation metrics.

3 METHODOLOGY
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3.2 Autoencoder Neural Networks (AENNs)
An Autoencoder Neural Network (AENN), as illustrated in Fig. 1 defines a feed-forward multi-layer neural network that is trained to reconstruct its input [20]. In general, an AENN consists of two non-linear functions, namely an Encoder Network \( f_g(x) \) and a Decoder Network \( g_\psi(z') \) [6]. The encoder function \( z' = f_g(x') \) maps the input \( x' \in \mathbb{R}^n \) to a latent space representation \( z' \in \mathbb{R}^p \) in the latent space \( Z \). The decoder network \( x' = g_\psi(z') \) maps the latent space representation \( z' \) to the model output \( x' \in \mathbb{R}^n \). Formally, the learning objective of an AENN is to minimize the difference between the input \( JEx \) and its reconstruction \( x' \).

\[
\arg \min_{\psi} \|x' - g_\psi(f_g(x'))\|
\]

where \( f_g(\cdot) \) denotes the encoder function with its parameters \( \theta \) and \( g_\psi(\cdot) \) denotes the decoder function with corresponding parameters \( \psi \). The input is described by \( x' \). To ensure that the AENN learns a rich data representation, the dimension of the bottleneck layer \( p \) is decreased compared to the input and output layer dimension \( n \). The constraint of \( \text{dim}(p) < \text{dim}(n) \) forces the AENN to learn latent representations \( z' \) of the most salient input data features of the input data [17]. Furthermore, the architectural structure necessitates that the AENN draws from patterns in the data that generalize for the majority of the JEs in the dataset. A JE cannot be faithfully reconstructed if it does not correspond to the general patterns learned by AENN during the unsupervised learning procedure [6, 17]. Thereby, the AENNs Reconstruction Error (RE), denoted as \( \mathcal{L}(x'; x') \), quantifies the difference between an original input JE \( x' \) and its reconstruction \( x' \). Upon successful model training, the RE is then used to quantify the degree of ‘anomalousness’ of a given JE. If the RE of a journal \( \mathcal{L}(x'; x') \) exceeds a threshold \( \delta \), the entry corresponding to \( \mathcal{L}(x'; x') > \delta \) is flagged as an anomaly, denoted as \( x \).
3.3 Shapley Additive exPlanations (SHAP)

Lundberg & Lee in [29] proposed the Shapley Additive exPlanations (SHAP), combining existing XAI methods and Shapley Values [43]. Shapley Values, a concept derived from game theory, measure the individual payoff contribution by a single player \( j \) in a multi-player game of \( K \) players. Therefore, Shapley Values can be used as a basis for a fair distribution \( v(K) \) of the payoff among the \( K \) players. Formally, the Shapley Value of a particular player \( j \) is calculated according to:

\[
\phi_j = \sum_{S \subseteq K \setminus j} \frac{|S|! \times (|K| - |S| - 1)!}{K!} (v(S \cup j) - v(S)),
\]

where \( \phi_j \) denotes the Shapley Value of player \( j \), the set of all players is denoted by \( K \). Furthermore, \( S \subseteq K \setminus j \) denotes the set of all possible subsets of players excluding the \( j \)-th player. Ultimately, the payoff function \( v(\cdot) \) defines the (hypothetical) payoff that a subset of players achieves. With SHAP, Lundberg & Lee adopted the Shapley Value concept to explain the behaviour of ML models. Thereby, explanations \( e(x^t) \) are crafted considering an ML model as a game. Using this analogy, the output of a model is viewed as the game’s payoff. The main idea of SHAP is to explain ML models based on the importance of an individual data feature for the model output. The importance of a particular feature \( j \) is determined by its Shapley Value \( \phi_j \). However, SHAP is designed to only explain a single model output while treating the model to be explained as a ‘black box’ [29]. This is a major limitation in unsupervised DL learning, particularly AENN-based anomaly detection. AENNs are typically designed to output a vector of outputs rather than a single output. Recently, two methods have been proposed that adapt SHAP to facilitate the output structure of AENNs. Both methods, namely LossSHAP [45] and A-SHAP [5], explain the detected anomalies at different levels of abstraction as described in the following.

3.4 Reconstruction Error Shapley Additive exPlanations Extension (RESHAPE)

To introduce RESHAPE, let \( o_m = \{o_{1,m}, o_{2,m}, \ldots, o_{K,m}\} \) define the encoding of a particular JE attribute \( a_m \), where \( k \) denotes the number of encoding dimensions of the \( m \)-th attribute. Furthermore let \( \delta_m = \{\delta_{1,m}, \delta_{2,m}, \ldots, \delta_{K,m}\} \) define encodings of the reconstructed JE attribute \( \hat{a}_m \) derived by the AENN. To establish the RESHAPE approach for each attribute \( a_m \) and its reconstruction \( \hat{a}_m \), we define an attribute loss, as formally defined by:

\[
\mathcal{L}(a_m; \hat{a}_m) = \sum_{k=1}^{K} \mathcal{L}(o_{m,k}; \delta_{m,k}),
\]

where \( a_m \) denotes the \( m \)-th attribute of a JE and \( o_{m,k} \) denotes its \( k \)-th encoded attribute dimension. In the following, the three RESHAPE steps performed to create an attribute-level explanation of an anomalous JE are introduced. The distinct process steps are illustrated in Fig. 2.
Step 1: Rank Reconstructed Attributes: In a first step, the JE’s attributes are ranked according to their reconstruction errors \( L(d_{in}, \hat{d}_{in}) \). This process results in a ranked list of attributes \((a_{i(1)}, a_{i(2)}, \ldots a_{i(m)})\), where \( L(a_{i(1)}; \hat{d}_{i(1)}) \geq L(a_{i(2)}; \hat{d}_{i(2)}) \geq \cdots \geq L(a_{i(m)}; \hat{d}_{i(m)}) \). The top \( l \) ranked attributes, exhibiting the highest reconstruction errors, are selected, formally defined by \( \text{topAttributes} = \{a_{i(1)}, a_{i(2)}, \ldots, a_{i(l)}\} \).

Step 2: Compute Shapley Values: In a second step, for each attribute in \( \text{topAttributes} \) a SHAP explanation run is conducted. As the number of explanation runs is reduced to the number of attributes instead of encodings, the computation time is lower than when applying the A-SHAP method. The objective of the explanation run is to determine for each attribute its impact on the attribute reconstruction error. Thereby, the reconstruction error of the attribute to be explained \( v(\cdot) = L(a'_i; \hat{d}_i) \) is used as the payoff function \( v(\cdot) \) of the SHAP runs. Ultimately, the different runs result in a list of attribute attribution values, formally defined by \( \phi_i = \{\phi_i^1, \phi_i^2, \ldots, \phi_i^m\} \).

Step 3: Rank Contributing and Offsetting Attributes: In a third step, the attribute attribution values \( \phi_i \) form the basis to determine an explanation’s contributing and offsetting attributes. Attributes \( a'_i \) exhibiting a positive (negative) error attribution \( \phi_i > 0 (\phi_i < 0) \) are marked as contributing (offsetting) attributes. Finally, attributes exhibiting a high offsetting or contributing magnitude are considered explanatory for the JE’s anomalousness.

Upon completion of the process steps, the generated explanations are presented to a human auditor. Based on the explanations, the auditor can deduce on an attribute level why the AENN flagged a particular as an anomaly.

4 EVALUATION FRAMEWORK

In the following, we propose a set of evaluation measures to evaluate the quality of explanations in the financial audit setting. The framework evaluates three desirable characteristics that explanations should encompass to enable auditors to derive actionable decisions, namely (i) fidelity, (ii) stability, and (iii) robustness.

4.1 Explanation Fidelity

The fidelity of an explanation is defined as the explanation’s ability to capture the underlying local dynamics of the model [51]. This is particularly important in the audit context, as false decisions based on inaccurate explanations could have severe consequences. We evaluate the fidelity of generated explanations using three metrics.

4.1.1 Mean Reciprocal Rank (MRR) Measure [5, 46]: This metric measures the average rank of known attributes that contributed to the anomalousness of a JE. Thereby, the MRR measures the average inverse rank of an explanation’s first relevant attribute, as formally defined by:

\[
MRR_r = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{\text{rank}_R^i},
\]

where \( M \) denotes the number of explanations, \( R = \{a'_i, \ldots, a'_k\} \) the set of explanation relevant attributes. Thereby, the variable \( \text{rank}_R^i \) denotes the first occurrence of a relevant attribute in the explanation.

4.1.2 Hits@n Measure [45]: This metric determines if a relevant attribute resides among the top-\( n \) ranked attributes of an explanation. This is an important property, as auditors might focus on most explanatory attributes when interpreting a detected anomalous JE. Given an explanation, the \( \text{Hits}@n \) measure is formally defined as:

\[
\text{Hits}@n = \begin{cases} 
1, & \text{if } \text{rank}_R^i \leq n \\
0, & \text{otherwise}
\end{cases}
\]

where \( n \) denotes the rank up to which attributes in the set of explanation attributes \( R = \{a'_i, \ldots, a'_k\} \) are considered. Furthermore, the variable \( \text{rank}_R^i \) denotes the first occurrence of a relevant attribute in an explanation.

4.1.3 Reduction of Anomaly Score: This metric measures how an anomalous JE’s attribute needs to be adjusted to convert it into a regular JE. The objective is thereby to constantly minimize the reconstruction error decrease is then determined according to:

\[
\text{error}^{\text{anomaly}}_n = \frac{L(x^i; \hat{x}^i)}{L(x^i; \hat{x}')} = \frac{L(x^i; \hat{x}^i)}{L(x^i; \hat{x}'}),
\]

where \( L(x^i; \hat{x}^i) \) denotes the reconstruction error upon conversion of the top-\( n \) explanatory attributes and \( L(x^i; \hat{x}') \) the original reconstruction error of the JE.

4.2 Explanation Stability

In the audit context, supervisory bodies demand the reproducability of analytical audit procedures. The explanation stability [30] measures the variability of an explanation over different explanation run parameters. For each explanation \( K \) runs are conducted, and the \( n \) top-ranked explanatory attributes are collected. Afterwards, a Stability Index is determined, formally defined as:

\[
S_n = \sqrt{\frac{V_1 + V_2 + \ldots + V_i + \ldots + V_n}{n}}
\]

where \( V_i = \text{Var}(r_{k,i}) \) denotes the variance in rank \( r_{k,i} \) of the \( i \)-th explanatory attribute in the \( K \) explanation runs.

4.3 Explanation Robustness

The explanation robustness [5] measures an explanation’s attribution to uninformative attributes. This is relevant in an audit setting, where auditors don’t want to be misguided by irrelevant attributes. The robustness is determined by the MRR of uninformative attributes (MRRu) as defined in Eq. 8.

\[
\text{MRRu} = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{\text{rank}_U^i},
\]

where \( M \) denotes the number of explanations, \( U = \{a'_i, \ldots, a'_k\} \) the set of explanation uninformative attributes. Thereby, the variable
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We use two synthetic datasets and a publicly available real-world financial payment dataset to conduct a comprehensive evaluation. In the following, a summary of each dataset is presented:

- **Synthetic Boolean Dataset**: This dataset consists of 15 random boolean variables as well as 5 dependent variables implementing boolean functions such as the OR or XOR operator. The dataset encompasses a total of 2.09 M records, including 75,000 inserted synthetic TypeA anomalies. The encoding resulted in a total of 20 encoded dimensions for each data instance \( x^i \in \mathbb{R}^{20} \).

- **Synthetic Accounting Dataset**: This dataset encompasses 533,091 transactions that mimic JEs extracted from SAP-ERP systems comprising 7 categorical and two numerical attributes. A total of 280 synthetic anomalies were inserted, including 160 TypeA and 120 TypeB anomalies. The encoding resulted in a total of 704 encoded dimensions for each of the JE records \( x^i \in \mathbb{R}^{704} \).

- **Real-World Payments Dataset**: This real-world dataset encompass a total of 238,894 city payments comprised of 10 categorical and one numerical attribute. A total of 300 synthetic anomalies were inserted, including 180 TypeA and 120 TypeB anomalies. The encoding resulted in a total of 8,565 encoded dimensions for each of the city’s vendor payment record \( x^i \in \mathbb{R}^{8,565} \).

Both the ‘Synthetic Accounting Dataset’ and the ‘Real-World Payments Dataset’ exhibit high similarity to JE data examined in financial statement audits, e.g., manual payments or payments runs.

### 5.2 AENN Training Setup

To train dataset-specific models, we use fully-connected layers exhibiting different architectural setups. Tab. 1 provides an overview of the respective setups. In each layer, we use Leaky-ReLU nonlinear activations functions with scaling factor \( a = 0.4 \) except for the encoder’s and decoder’s final layers. When optimizing the AENN models, we compute the binary cross entropy error of a given reconstructed JE \( \hat{x}_i \), formally defined as:

\[
L_{BCE}(x_i; \hat{x}_i) = \frac{1}{N} \sum_{i=1}^{N} x_i \cdot \log(\hat{x}_i) + (1 - x_i) \cdot \log(1 - \hat{x}_i),
\]

where \( x_i \) denotes the original encoded JE. We used a batch size of \( \rho = 128 \) and Adam optimization with \( \beta_1 = 0.9, \beta_2 = 0.999 \) in all our experiments. The models are trained for a max. of 500 (Boolean Dataset), 5 (Accounting Dataset), and 25 (Payment Dataset) training epochs using a learning rate of 0.0001. We applied early stopping once the loss converged.

### 5.3 Explanation Runs Setup

Upon successful AENN model training, the anomalies are explained using REtSHAPE and baseline XAI methods. We use a background set \( \eta \) of 500 data instances for the boolean and accounting data in all our SHAP explanation runs. For the transactions dataset we use a reduced background set size \( \eta = 250 \) due to the high number of encoded dimensions (see Tab. 1). Each explanation run was repeated three times using different random seed initialization. The experimental results for a Random ordering of attributes are recorded As an additional baseline.

### 6 EXPERIMENTAL RESULTS

In this section, the experimental results are presented. Thereby, the introduced evaluation framework is used to compare the (i) fidelity, (ii) stability, and (iii) robustness of REtSHAPE and baseline XAI methods.

#### 6.1 Explanation Fidelity

The explanation fidelity of REtSHAPE and baseline XAI methods is compared using the three evaluation metrics described in Sec. 4.1.

##### 6.1.1 Mean Reciprocal Rank (MRR) Results: We use the Synthetic Boolean Dataset to evaluate the MRR of the different methods. Since the ‘ground-truth’ relationships in the dataset are known, it allows a qualitative assessment of the explanations’ attribute rankings. The MRR results obtained for the boolean AND or OR dependencies are depicted in Tab. 2. The results for both dependencies show that the REtSHAPE and the A-SHAP methods exhibit a high degree of fidelity. Both methods rank at least one of the attributes of the AND or OR dependency at the top of the explanation. Comparing the methods in terms of ranking independent and dependent variables, A-SHAP identifies the independent variables as the most explanatory. In contrast, the loss-based methods emphasize the dependent variables more.

##### 6.1.2 Hits@n Results: We use the Synthetic Accounting and Real-World Payment Dataset to evaluate the Hits@n of the different methods. A high score indicates that an unusual attribute \( \hat{a}_j \) is more often among the \( n \) top-ranked attributes of the explanations. The Area Under the Curve (AUC) of the Hits@n over the datasets and XAI methods are shown in Tab. 3. The results show that REtSHAPE
...results obtained for both datasets and XAI methods are shown in Fig. 3. Comparing the different methods, RESHAPE and LossSHAP show a comparatively rapid reduction of anomaly scores. The results demonstrate that both methods provide effective explanations for the TypeA1 anomalies in both datasets. At the same time, the A-SHAP exhibits a similar performance to random guessing when explaining the most salient attributes.

### 6.2 Explanation Stability

We use the Synthetic Accounting and Real-World Payment Dataset to evaluate the Stability Index of the top-ranked explanatory attributes by different methods. The results of the stability evaluation are depicted in Fig. 3. It can be observed that RESHAPE and LossSHAP outperform the A-SHAP method on both datasets. Ultimately, RESHAPE results in the lowest Stability Index score of the top-ranked attribute. This indicates that the methods are more certain in terms of which attributes had the highest effect on the reconstruction error of an anomalous JE.

### 6.3 Explanation Robustness

We use the Synthetic Accounting and Real-World Payment Dataset to evaluate the Mean Reciprocal Rank of uninformative attributes (MRRu) score of the different methods. The obtained results over the distinct datasets and XAI methods are shown in Tab. 3. For both datasets, the LossSHAP method attributes the least importance to the uninformative attribute, whilst a random ordering of attributes leads to the highest MRRu being assigned to the uninformative attribute. The RESHAPE method assigns higher importance to the uninformative attribute than the LossSHAP method but outperforms the A-SHAP method.

Ultimately, the RESHAPE method outperforms the baseline XAI methods in terms of versatility. Figure 4 summarizes the experiments by ranking each method according to the results obtained for the distinct evaluation metrics.
Table 4: Results of robustness against noise evaluation: Mean reciprocal rank (MRR$_{u}$) of noisy attribute for Accounting Data and Transaction Data (lower is better).

| XAI Method         | Accounting Data | Payment Data |
|--------------------|-----------------|--------------|
| Random             | 0.32 ± 0.14     | 0.34 ± 0.11  |
| LossSHAP [45]      | 0.17 ± 0.02     | 0.14 ± 0.02  |
| A-SHAP [5]         | 0.21 ± 0.08     | 0.21 ± 0.08  |
| RESHAPE (ours)     | 0.18 ± 0.03     | 0.17 ± 0.04  |

*Variance originate from 20 different explained anomalies.

Figure 4: Ranking the performance of compared XAI methods over the set of evaluation metrics.

7 SUMMARY

In this work, we proposed RESHAPE, a novel method to explain the output of AENNs using SHAP. RESHAPE enables the generation of explanations on an attribute level when working with categorical data. Additionally, an evaluation framework for benchmarking XAI methods in a financial audit context is introduced and used to benchmark the currently available methods of explaining AENNs. The assessment against the existing baselines was evaluated on a real-world and two synthetic datasets. The results show that the RESHAPE method is the most versatile methodology in most of the conducted experiments. Therefore, we believe that the RESHAPE method will help to enable the widespread application of complex neural networks in financial audits by providing sufficiently detailed but comprehensible explanations to the auditors, increasing their trust in the opaque models.
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