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Abstract
In this paper, we are testing the symmetry in the distribution of data observed on a random variable. We proposed test statistics using cumulative past and residual extropy of record values based on the characterization developed by Gupta and Chaudhary (2022) [5]. It is shown that the obtained estimator is consistent. Our proposed test has an advantage that we do not need to estimate the centre of symmetry. The empirical density, critical value and power of the proposed test statistics have been obtained. The test procedure has been implemented on six real-life data sets to verify its performance in identifying the symmetric nature. Simulations indicate our test performs better than the competitor tests.
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1 Introduction
Let $X_1, X_2, \ldots, X_N$ be a random sample of size $N$ from population $X$ with unknown probability density function(pdf) $f$. A probability distribution is said to be symmetric around $k$ if and only if there exists a finite number $k$ such that $f_X(k+x) = f_X(k-x)$ for all $x \in \mathbb{R}$ that is, $F_X(k-x) + F_X(k+x) = 1$ for all $x \in \mathbb{R}$. Here, we are interested in testing whether a distribution is symmetric or skewed. That is,

$H_0: f_X(k+x) = f_X(k-x)$ for all $x \in \mathbb{R}$

against $H_1: f_X(k+x) \neq f_X(k-x)$ for some $x \in \mathbb{R}$.
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In some areas such as economy and finance, testing for symmetry of a distribution may be very important. A variety of tests for symmetry have been proposed in the literature. Interested readers can refer to McWilliams (1990) [9], Gibbons and Chakraborti (1992) [27], Tajuddin (1994) [28], Modarres and Gastwirth (1996) [12], Baklizi (2003 [29], 2007 [30], 2008 [31]), Cheng and Balakrishnan (2004) [10], and Corzo and Babativa (2013) [11] for more details on this topic. It is to be noted that all the tests are constructed for continuous distributions with a known median. Vasicek (1976) [3] provided the estimate of entropy per observation and established a goodness of fit test for normality using sample entropy. Park (1999) [4] provided the sample entropy of order statistics, and presented a goodness-of-fit test for normality based on the sample entropy of order statistics. McWilliams (1990) [9] proposed a new test for symmetry based on runs statistics and presented an analysis of the proposed test with respect to some alternatives. Cheng and Balakrishnan (2004) [10] proposed another test for symmetry based on the information on both absolute ranks and signs of the observations recorded on the random sample. Corzo and Babativa (2013) [11] presented a modified version of the test proposed by Modarres and Gastwirth (1996) [12] for the testing symmetry of a probability distribution with a known central value.

How can we test the distribution’s symmetry if the median is unknown? Recently Xiong et al. (2021) [1] provided the property of symmetric distribution using extropy of \( k \)th upper and lower record value and proposed a test of symmetry based on that property. Jose and Sathar (2022) [6] gave a characterization result of symmetric distribution using extropy of \( n \)th upper \( k \)-record value and \( n \)th lower \( k \)-record value and proposed a test for symmetry based on that characterization. In this paper, we present a test of symmetry using characteristics developed in Gupta and Chaudhary (2022) [5] based on cumulative past and residual extropy of record values.

Entropy was first introduced by Shannon (1948) [16] and it measures the average level of uncertainty related to the results of the random experiment. The Shannon entropy for continuous random variable \( X \) is defined as:

\[
H(X) = -\int_{-\infty}^{\infty} f(x) \ln(f(x)) \, dx = E(- \ln f(X)). \tag{1.1}
\]

Lad et al. (2015) defined the compliment dual of the Shannon entropy called extropy. The extropy of continuous random variable \( X \) is defined as:

\[
J(X) = -\frac{1}{2} \int_{-\infty}^{\infty} f^2(x) dx = -\frac{1}{2} E(f(X)). \tag{1.2}
\]

The cumulative residual extropy of continuous random variable \( X \) is defined as:

\[
\xi J(X) = -\frac{1}{2} \int_{-\infty}^{\infty} \bar{F}_X^2(x) dx. \tag{1.3}
\]
The cumulative past extropy of $X$ is defined as:

$$\bar{\xi}J(X) = -\frac{1}{2} \int_{-\infty}^{\infty} F_X^2(x) dx.$$ (1.4)

The concept of $k$-records was introduced by Dziubdziela and Kopociński (1976) [22]; for more details, also see Ahsanullah (1995) and Arnold et al. (1998) [24]. The pdf of the $n$th upper $k$-record value $U_{n,k}$ and the $n$th lower $k$-record value $L_{n,k}$ respectively are given by (see Arnold et al. (2008) [25] and Ahsanullah (2004) [26])

$$f_{U_{n(k)}}(x) = \frac{k^n}{(n-1)!}[-\log (1-F_X(x))]^{n-1} (1-F_X(x))^{k-1} f_X(x),$$

and

$$g_{L_{n(k)}}(x) = \frac{k^n}{(n-1)!}[-\log F_X(x)]^{n-1} F_X(x)^{k-1} f_X(x).$$

The cdf of $U_{n,k}$ and $L_{n,k}$, respectively, are

$$F_{U_{n,k}}(u) = 1 - \bar{F}_X^k(u) \sum_{i=0}^{n-1} \frac{(-k \log \bar{F}_X(u))^i}{i!},$$

and

$$F_{L_{n,k}}(u) = F_X^k(u) \sum_{i=0}^{n-1} \frac{(-k \log F_X(u))^i}{i!}.$$
The process for determining the critical value, power, empirical density, and p-value of the test statistics is outlined in the appendix and includes fully functional code.

2 Characterization results based on the cumulative and past extropy of record values

The following lemma due to Fashandi and Ahmadi (2012) \[8\] gives a result about symmetric distribution.

**Lemma 1** (Fashandi and Ahmadi, 2012 [8]) Let $X$ be a continuous random variable with pdf $f_X$ and cdf $F_X$ with support $S_X$. Then, the identity,

$$f_X(F_X^{-1}(u)) = f_X(F_X^{-1}(1 - u))$$

for almost all $u \in (0, \frac{1}{2})$ if and only if that there exists a constant $k$ such that $F_X(k - x) + F_X(k + x) = 1$ for all $x \in S_X$.

Let $\mathbb{C}$ denote the class of all continuous pdf $f_X$ having cdf $F_X$ such that $f_X(F_X^{-1}(1 - u)) \geq f_X(F_X^{-1}(u))$ for all $u \in (0, \frac{1}{2})$. It can be observed using Lemma 1 that $F$ is symmetric if and only if $f_X(F_X^{-1}(u)) = f_X(F_X^{-1}(1 - u))$ for almost all $u \in (0, \frac{1}{2})$. The class $\mathbb{C}$ is non-empty and includes but is not limited to power distribution, pareto distribution, exponential distribution, uniform distribution and standard normal distribution (see, Ahmadi (2021) [7], and Gupta and Chaudhary (2022) [5]).

Gupta and Chaudhary (2022) [5] proved the following theorems that will be used to derive test statistics for testing the symmetry of a continuous symmetric distribution.

**Theorem 1** (Gupta and Chaudhary (2022) [5]) The following two statements are equivalent for any $F_X \in \mathbb{C}$:

(i) random variable $X$ has a symmetric distribution;

(ii) $\bar{\xi}J(X) = \xi J(X)$.

**Theorem 2** (Gupta and Chaudhary (2022) [5]) Let $X_1, X_2, \ldots$ be a random sample of continuous random variables from a population $X$ having cdf $F_X$ and pdf $f_X$. The following two statements are equivalent for any $F_X \in \mathbb{C}$:

(i) random variable $X$ has a symmetric distribution;

(ii) for a fixed $k \geq 1$, $\bar{\xi}J(L_{n,k}) = \xi J(U_{n,k})$ for all $n \geq 1$. 
Example 1 The pdf and cdf respectively of power function distribution are
\[ f_X(x) = \theta x^{\theta - 1} \quad \text{and} \quad F_X(x) = x^\theta, \ 0 < x < 1, \ \theta > 0. \quad (2.1) \]

Using theorem [1] Gupta and Chaudhary (2022) [5] showed that the power distribution is symmetric for \( \theta = 1 \).

Example 2 The pdf and cdf respectively of Pareto distribution are
\[ f_X(x) = \theta x^{-\theta - 1} \quad \text{and} \quad F_X(x) = 1 - x^{-\theta}, \ x > 1, \ \theta > 0. \quad (2.2) \]

Using theorem [3] Gupta and Chaudhary (2022) [3] showed that the Pareto distribution is not symmetric.

This motivates us that \( \Delta_{n,k} = \bar{\xi}J(L_{n,k}) - \xi J(U_{n,k}) \) can be used to test whether \( X \) is symmetric distribution. Small or large values of \( \Delta_{n,k} \) can be regarded as a symptom of non-symmetry and therefore we reject the null hypothesis of symmetry. For this reason, we propose a new test for symmetry based on the sample estimator of \( \Delta_{n,k} \) in section 3.

3 Our proposed test statistics for testing symmetry

We see from theorem [2] that \( \Delta_{n,k} = 0 \) if and only if \( X \) is symmetric distribution. Therefore, if an iid sample of size \( N \) is available, its empirical counterpart \( \hat{\Delta}_{n,k} \) will be helpful in determining whether or not the sample comes from a symmetric distribution. To derive an expression for \( \Delta_{n,k} \), we need to derive an expression for cumulative past extropy of \( n \)th lower \( k \)-record value and cumulative residual extropy of \( n \)th upper \( k \)-record value.

The cumulative past extropy of \( X \) is given as:
\[
\bar{\xi}J(X) = -\frac{1}{2} \int_{-\infty}^{\infty} F_X^2(x) dx = -\frac{1}{2} \int_{0}^{1} u^2 du \left( \frac{d}{du} F^{-1}(u) \right) du.
\]

The cumulative residual extropy of \( X \) is given as:
\[
\xi J(X) = -\frac{1}{2} \int_{-\infty}^{\infty} \bar{F}_X^2(x) dx = -\frac{1}{2} \int_{0}^{1} (1 - u)^2 du \left( \frac{1}{f(F^{-1}(u))} \right).
\]

(3.1)
We propose test statistics as:

\[ \Delta = \xi_J(X) - \bar{\xi}_J(X) \]

\[ = -\frac{1}{2} \int_0^1 ((1 - u)^2 - u^2) \frac{du}{f(F^{-1}(u))} \]  
\[ = -\frac{1}{2} \int_0^1 (1 - 2u) \left( \frac{dF^{-1}(u)}{du} \right) du. \]  

(3.2)

(3.3)

Following the idea of Vasicek (1976), an estimator of \( \Delta \) will be calculated by replacing the distribution function \( F \) by empirical distribution function \( \hat{F} \) and using the difference operator in place of a differential operator. The derivative of \( F^{-1}(u) \) with respect to \( u \), that is, \( \frac{dF^{-1}(u)}{du} \) will be estimated as

\[ \frac{X_{i+m:N} - X_{i-m:N}}{\hat{F}_N(X_{i+m:N}) - \hat{F}_N(X_{i-m:N})} = \frac{X_{i+m:N} - X_{i-m:N}}{\frac{i+m}{N} - \frac{i-m}{N}} = \frac{X_{i+m:N} - X_{i-m:N}}{2m/N}. \]

Here \( m \) denotes window size and it is a positive integer which assume values less than \( \frac{N}{2} \). If \( i+m > N \) then we consider \( X_{i+m:N} = X_{N:N} \) and if \( i+m < 1 \) then we consider \( X_{i-m:N} = X_{1:N} \).

Analogous to Vasicek (1976) [3], Park (1999) [4], Xiong et al. (2021) [11], Jose and Sathar (2022) [6], we write estimator of \( \xi_J(X) \), \( J(X) \) and \( \Delta \) as follows. Estimator of \( \xi_J(X) \) is

\[ \hat{D}_1 = -\frac{1}{2N} \sum_{i=1}^N \left( \frac{i}{N+1} \right)^2 \frac{(X_{i+m:N} - X_{i-m:N})}{2m/N}. \]

An estimator of \( J(X) \) is

\[ \hat{D}_2 = -\frac{1}{2N} \sum_{i=1}^N \left( 1 - \frac{i}{N+1} \right)^2 \frac{(X_{i+m:N} - X_{i-m:N})}{2m/N}. \]  
\[ = -\frac{1}{2N} \sum_{i=1}^N \left[ 1 - \frac{2i}{N+1} \right] \frac{(X_{i+m:N} - X_{i-m:N})}{2m/N}. \]  

(3.4)
Cumulative past extropy of $n$th lower $k$ record value is

$$\bar{\xi}_J(L_{n,k}) = -\frac{1}{2} \int_{-\infty}^{\infty} F_{L_{n,k}}^2(x) dx$$

$$= -\frac{1}{2} \int_{-\infty}^{\infty} \left( F^k(x) \sum_{j=0}^{n-1} \frac{(-k \log F(x))^j}{j!} \right)^2 dx$$

$$= -\frac{1}{2} \int_0^1 \left( u^k \sum_{j=0}^{n-1} \frac{(-k \log(u))^j}{j!} \right)^2 \frac{du}{f(F^{-1}(u))}$$

$$= -\frac{1}{2} \int_0^1 u^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k \log(u))^j}{j!} \right)^2 \left( \frac{d}{du} F^{-1}(u) \right) du.$$

Estimator of $\bar{\xi}_J(L_{n,k})$ is

$$D_{n,k}^{(1)} = -\frac{1}{2N} \sum_{i=0}^{N} \left[ \left( \frac{i}{N+1} \right)^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k \log(\frac{i}{N+1}))^j}{j!} \right)^2 \left( \frac{X_{i+m:N} - X_{i-m:N}}{2m/N} \right) \right].$$

Cumulative residual extropy of $n$th lower $k$ record value is

$$\xi_J(U_{n,k}) = -\frac{1}{2} \int_{-\infty}^{\infty} \bar{F}_{U_{n,k}}^2(x) dx$$

$$= -\frac{1}{2} \int_{-\infty}^{\infty} \left( \bar{F}^k(x) \sum_{j=0}^{n-1} \frac{(-k \log \bar{F}(x))^j}{j!} \right)^2 dx$$

$$= -\frac{1}{2} \int_0^1 \left[ (1-u)^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k \log(1-u))^j}{j!} \right)^2 \frac{1}{f(F^{-1}(u))} \right] du$$

$$= -\frac{1}{2} \int_0^1 (1-u)^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k \log(1-u))^j}{j!} \right)^2 \left( \frac{d}{du} F^{-1}(u) \right) du.$$
Estimator of $\bar{\xi}_J(U_{n,k})$ is

$$D^{(2)}_{n,k} = -\frac{1}{2N} \sum_{i=0}^{N} \left[ \left( 1 - \frac{i}{N+1} \right)^2 \left( \sum_{j=0}^{n-1} \frac{(-k\log(1 - \frac{i}{N+1}))^j}{j!} \right)^2 \left( \frac{X_{i+m:N} - X_{i-m:N}}{2m/N} \right) \right].$$

We propose test statistics as:

$$\Delta_{n,k} = \xi_J(U_{n,k}) - \bar{\xi}_J(L_{n,k})$$

$$= -\frac{1}{2} \int_0^1 (1 - u)^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k\log(1 - u))^j}{j!} \right)^2 \frac{du}{f(F^{-1}(u))}$$

$$+ \frac{1}{2} \int_0^1 u^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k\log(u))^j}{j!} \right)^2 \frac{du}{f(F^{-1}(u))}$$

$$= -\frac{1}{2} \int_0^1 \left[ (1 - u)^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k\log(1 - u))^j}{j!} \right)^2 - u^{2k} \left( \sum_{j=0}^{n-1} \frac{(-k\log(u))^j}{j!} \right)^2 \left( \frac{dF^{-1}(u)}{du} \right) \right] \frac{du}{f(F^{-1}(u))}$$

An estimator of test statistics $\Delta_{n,k}$ is

$$\hat{\Delta}_{n,k} = D^{(2)}_{n,k} - D^{(1)}_{n,k}$$

$$= -\frac{1}{2N} \sum_{i=1}^{N} \left[ \left( 1 - \frac{i}{N+1} \right)^2 \left( \sum_{j=0}^{n-1} \frac{(-k\log(1 - \frac{i}{N+1}))^j}{j!} \right)^2 \left( \frac{X_{i+m:N} - X_{i-m:N}}{2m/N} \right) \right].$$
We choose \( n = 2 \) and \( k = 2 \) for the simplicity of calculation, so we consider test statistics as \( \hat{\Delta}_{2,2} \).

\[
\hat{\Delta}_{2,2} = -\frac{1}{2N} \sum_{i=1}^{N} \left[ \left( 1 - \frac{i}{N+1} \right)^4 \left( 1 - 2\log\left( 1 - \frac{i}{N+1} \right) \right)^2 \right. \\
\left. - \left( \frac{i}{N+1} \right)^4 \left( 1 - 2\log\left( \frac{i}{N+1} \right) \right)^2 \right] \frac{(X_{i+m:N} - X_{i-m:N})}{2m/N}.
\]

The procedure remains the same we choose any other \( n \) and \( k \). Following theorem says \( \hat{\Delta}_{2,2} \) is consistent estimator of \( \Delta_{2,2} \).

**Theorem 3** Assume that \( X_1, X_2, ..., X_N \) is a random sample of size \( N \) taken from a population with pdf \( f \) and cdf \( F \). Also, let the variance of the random variable be finite. Then \( \hat{\Delta}_{2,2} \) converges in probability to \( \Delta_{2,2} \) as \( N \to \infty \), \( m \to \infty \) and \( \frac{m}{N} \to 0 \).

**Proof :** Following lines of the proof of Theorem 1 of Vasicek (1976) [3]. We have, \( D_{2,2}^{(2)} \xrightarrow{P} \xi J(U_{2,2}) \) and \( D_{2,2}^{(1)} \xrightarrow{P} \xi J(L_{2,2}) \). Therefore we get, \( \hat{\Delta}_{2,2} \xrightarrow{P} \Delta_{2,2} \). That is, \( \Delta_{2,2} \) is consistent estimator of \( \Delta_{2,2} \).

Note that the test statistics proposed by Park (1999) [4], Xiong et al. (2021) [1] and Jose and Sathar (2022) [6] are consistent due to the method given in Vasicek (1976) [3].

**Theorem 4** Let \( X_1, X_2, ..., X_N \) be a sequence of iid random variables and let \( Y_i = aX_i + b \), \( a > 0 \), \( b \in \mathbb{R} \), \( i = 1, 2, ..., N \). Denote the estimator for \( \Delta_{2,2} \) based on \( X_i \) and \( Y_i \) by \( \Delta_{X_{2,2}} \) and \( \Delta_{Y_{2,2}} \), respectively. Then

\begin{align*}
(i) \ E(\Delta_{Y_{2,2}}) &= aE(\Delta_{X_{2,2}}) \\
(ii) \ Var(\Delta_{Y_{2,2}}) &= a^2Var(\Delta_{X_{2,2}}) \\
(iii) \ MSE(\Delta_{Y_{2,2}}) &= a^2MSE(\Delta_{X_{2,2}})
\end{align*}

where \( E(X) \), \( Var(X) \) and \( MSE(X) \) represent expectation, variance and mean square error of random variable \( X \), respectively.
Proof:

\[
\hat{\Delta}_{2,2}^Y = -\frac{1}{2N} \sum_{i=1}^{N} \left[ \left( 1 - \frac{i}{N+1} \right)^4 \left( 1 - 2\log \left( 1 - \frac{i}{N+1} \right) \right)^2 \right. \\
- \left. \left( \frac{i}{N+1} \right)^4 \left( 1 - 2\log \left( \frac{i}{N+1} \right) \right)^2 \right] \frac{(Y_{i+m:N} - Y_{i-m:N})}{2m/N} \\
= -\frac{1}{2N} \sum_{i=1}^{N} \left[ \left( 1 - \frac{i}{N+1} \right)^4 \left( 1 - 2\log \left( 1 - \frac{i}{N+1} \right) \right)^2 \right. \\
- \left. \left( \frac{i}{N+1} \right)^4 \left( 1 - 2\log \left( \frac{i}{N+1} \right) \right)^2 \right] \frac{(aX_{i+m:N} - aX_{i-m:N})}{2m/N} \\
= a\hat{\Delta}_{2,2}^X.
\]

Thus, proof is completed because of \( \hat{\Delta}_{2,2}^Y = a\hat{\Delta}_{2,2}^X \) and properties of mean, variance and MSE of \( X \).

4 Empirical density of \( \hat{\Delta}_{2,2} \)

For the computation of the critical values, it is crucial to assess the asymptotic distribution of the newly suggested test statistic. Unfortunately, it is very difficult to deduce the distribution of \( \hat{\Delta}_{2,2} \) as \( N \to \infty \), because there is a window size \( m \) that depends on \( N \). In light of this, the empirical density of the suggested test statistic is evaluated. Figure 1 depicts the empirical densities of \( \hat{\Delta}_{2,2} \) for sample size \( N = 100 \) and window size \( m = 40 \) based on 10,000 iterations generated from the null distribution taken as standard normal distribution.

**Figure 1.** Empirical densities of \( \hat{\Delta}_{2,2} \) for \( N = 100 \) and \( m = 40 \)
5 Critical values of $|\hat{\Delta}_{2,2}|$

Now, 10,000 samples of size $N$ taken from the null distribution, which serves as the standard normal distribution, are used to calculate the critical values of the $|\hat{\Delta}_{2,2}|$ function. Then, the values of $\hat{\Delta}_{2,2}$ are obtained based on these 10,000 samples of size $N$ generated from the null distribution. From the 10,000 values of $\hat{\Delta}_{2,2}$, $(1 - \frac{\alpha}{2})$th quantile represents the critical value corresponding to sample size $N$ of the test statistic at significance level $\alpha$. If the critical values are denoted as $\hat{\Delta}_{2,2}(1 - \frac{\alpha}{2})$, then the null hypothesis is rejected with size $\alpha$ whenever $|\hat{\Delta}_{2,2}| > \hat{\Delta}_{2,2}(1 - \frac{\alpha}{2})$.

The exact critical values of $\hat{\Delta}_{2,2}$ based on 10,000 samples of different sizes generated from the null distribution at significance level $\alpha = 0.10$, $\alpha = 0.05$ and $\alpha = 0.01$ are given in Table 1, 2 and 3 respectively. For sample sizes $N = 5, 10, 20, 30, 40, 50, 100$ with window sizes $m$ ranging from 1 to 30, the critical values are obtained. The next section deals with the simulation study through which the power of the test statistic is evaluated.

Table 1. Critical values of $|\hat{\Delta}_{2,2}|$ statistics at significance level $\alpha = 0.10$
| $m \backslash N$ | 5   | 10  | 20  | 30  | 40  | 50  | 100 |
|-------------|-----|-----|-----|-----|-----|-----|-----|
| 2           | 0.3151 | 0.5250 | 0.5743 | 0.5777 | 0.5738 | 0.5590 | 0.5197 |
| 3           | 0.4141 | 0.5179 | 0.5092 | 0.5176 | 0.5071 | 0.4824 |     |
| 4           | 0.3167 | 0.4581 | 0.4783 | 0.4818 | 0.4762 | 0.4572 |     |
| 5           | 0.4183 | 0.4501 | 0.4535 | 0.4588 | 0.4401 |     |     |
| 6           | 0.3778 | 0.4256 | 0.4436 | 0.4360 | 0.4187 |     |     |
| 7           | 0.3330 | 0.3907 | 0.4131 | 0.4148 | 0.4149 |     |     |
| 8           | 0.2948 | 0.3652 | 0.3901 | 0.4076 | 0.3955 |     |     |
| 9           | 0.2584 | 0.3464 | 0.3747 | 0.3929 | 0.3874 |     |     |
| 10          | 0.3190 | 0.3621 | 0.3735 | 0.3862 |     |     |     |
| 11          | 0.2989 | 0.3409 | 0.3681 | 0.3676 |     |     |     |
| 12          | 0.2808 | 0.3291 | 0.3438 | 0.3682 |     |     |     |
| 13          | 0.2542 | 0.3099 | 0.3428 | 0.3672 |     |     |     |
| 14          | 0.2324 | 0.2991 | 0.3311 | 0.3631 |     |     |     |
| 15          | 0.2814 | 0.3150 | 0.3528 |     |     |     |     |
| 16          | 0.2667 | 0.3075 | 0.3442 |     |     |     |     |
| 17          | 0.2497 | 0.2906 | 0.3373 |     |     |     |     |
| 18          | 0.2379 | 0.2868 | 0.3358 |     |     |     |     |
| 19          | 0.2251 | 0.2738 | 0.3375 |     |     |     |     |
| 20          | 0.2589 | 0.3329 |     |     |     |     |     |
| 21          | 0.2500 | 0.3205 |     |     |     |     |     |
| 22          | 0.2395 | 0.3163 |     |     |     |     |     |
| 23          | 0.2305 | 0.3126 |     |     |     |     |     |
| 24          | 0.2212 | 0.3097 |     |     |     |     |     |
| 25          | 0.3111 |     |     |     |     |     |     |
| 26          | 0.2977 |     |     |     |     |     |     |
| 27          | 0.2957 |     |     |     |     |     |     |
| 28          | 0.2972 |     |     |     |     |     |     |
| 29          | 0.2896 |     |     |     |     |     |     |
| 30          | 0.2827 |     |     |     |     |     |     |
| 40          | 0.2409 |     |     |     |     |     |     |

Table 2. Critical values of $|\hat{\Delta}_{2,2}|$ statistics at significance level $\alpha = 0.05$
| \(m\) | \(N\) | 5     | 10    | 20    | 30    | 40    | 50    | 100   |
|------|------|-------|-------|-------|-------|-------|-------|-------|
| 2    |      | 0.3637| 0.6093| 0.6673| 0.6703| 0.6658| 0.6474| 0.5969|
| 3    |      | 0.4787| 0.5833| 0.5936| 0.6011| 0.5857| 0.5611|       |
| 4    |      | 0.3641| 0.5333| 0.5539| 0.5553| 0.5387| 0.5284|       |
| 5    |      | 0.4776| 0.5216| 0.5287| 0.5305| 0.5054|       |       |
| 6    |      | 0.4362| 0.4872| 0.5074| 0.4979| 0.4794|       |       |
| 7    |      | 0.3848| 0.4536| 0.4785| 0.4718| 0.4750|       |       |
| 8    |      | 0.3460| 0.4207| 0.4543| 0.4647| 0.4573|       |       |
| 9    |      | 0.2951| 0.4044| 0.4271| 0.4491| 0.4488|       |       |
| 10   |      | 0.3642| 0.4188| 0.4235| 0.4405|       |       |       |
| 11   |      | 0.3440| 0.3953| 0.4259| 0.4242|       |       |       |
| 12   |      | 0.3254| 0.3775| 0.4053| 0.4249|       |       |       |
| 13   |      | 0.2948| 0.3561| 0.3947| 0.4251|       |       |       |
| 14   |      | 0.2751| 0.3515| 0.3821| 0.4203|       |       |       |
| 15   |      | 0.3239| 0.3626| 0.4157|       |       |       |       |
| 16   |      | 0.3057| 0.3521| 0.3967|       |       |       |       |
| 17   |      | 0.2868| 0.3433| 0.3901|       |       |       |       |
| 18   |      | 0.2769| 0.3356| 0.3820|       |       |       |       |
| 19   |      | 0.2583| 0.3182| 0.3883|       |       |       |       |
| 20   |      | 0.3011|       |       |       |       |       |       |
| 21   |      | 0.2909|       |       |       |       |       |       |
| 22   |      | 0.2777|       |       |       |       |       |       |
| 23   |      | 0.2697|       |       |       |       |       |       |
| 24   |      | 0.2533|       |       |       |       |       |       |
| 25   |      |       |       |       |       |       |       |       |
| 26   |      |       |       |       |       |       |       |       |
| 27   |      |       |       |       |       |       |       |       |
| 28   |      |       |       |       |       |       |       |       |
| 29   |      |       |       |       |       |       |       |       |
| 30   |      |       |       |       |       |       |       |       |
| 40   |      |       |       |       |       |       |       |       |

**Table 3.** Critical values of \(|\hat{\Delta}_{2,2}|\) statistics at significance level \(\alpha = 0.01\)
Unfortunately, it is very complicated to derive the exact distribution of $\hat{\Delta}_{2,2}$ because it depends on window size $m$ which is dependent on sample size $N$. Tables 1, 2 and 3 show the exact critical values of the test statistic $|\hat{\Delta}_{2,2}|$ for various sample sizes by Monte Carlo simulation with 10,000 repetitions, for significance levels $\alpha = 0.10$, $\alpha = 0.05$, and $\alpha = 0.01$. A similar procedure has been used in Xiong et al. (2021)\[1\]. In order to determine whether the test statistic’s absolute value is greater than the critical value, we generated a sample of size $N$ from the null distribution. We then repeated this process 10,000 times. The power of the test is measured by the percentage of

| $m \setminus N$ | 5   | 10  | 20  | 30  | 40  | 50  | 100 |
|-----------------|-----|-----|-----|-----|-----|-----|-----|
| 2               | 0.4569 | 0.7690 | 0.8663 | 0.8474 | 0.8501 | 0.8292 | 0.7548 |
| 3               | 0.6042 | 0.7349 | 0.7590 | 0.7570 | 0.7447 | 0.6997 |
| 4               | 0.4739 | 0.6810 | 0.7185 | 0.6946 | 0.6843 | 0.6553 |
| 5               | 0.6158 | 0.6570 | 0.6695 | 0.6629 | 0.6488 |
| 6               | 0.5636 | 0.6427 | 0.6256 | 0.6502 | 0.6257 |
| 7               | 0.4903 | 0.5819 | 0.6082 | 0.5989 | 0.6017 |
| 8               | 0.4428 | 0.5273 | 0.5784 | 0.6020 | 0.5835 |
| 9               | 0.3757 | 0.5063 | 0.5343 | 0.5828 | 0.5844 |
| 10              | 0.4594 | 0.5488 | 0.5394 | 0.5560 |
| 11              | 0.4536 | 0.4971 | 0.5462 | 0.5438 |
| 12              | 0.4146 | 0.4845 | 0.5288 | 0.5504 |
| 13              | 0.3862 | 0.4462 | 0.5049 | 0.5480 |
| 14              | 0.3467 | 0.4364 | 0.4878 | 0.5433 |
| 15              | 0.4213 | 0.4523 | 0.5259 |
| 16              | 0.4091 | 0.4747 | 0.5016 |
| 17              | 0.3727 | 0.4471 | 0.5187 |
| 18              | 0.3572 | 0.4239 | 0.4955 |
| 19              | 0.3285 | 0.4134 | 0.4912 |
| 20              | 0.3869 | 0.4794 |
| 21              | 0.3777 | 0.4761 |
| 22              | 0.3587 | 0.4931 |
| 23              | 0.3505 | 0.4606 |
| 24              | 0.3241 | 0.4648 |
| 25              | 0.4524 |
| 26              | 0.4469 |
| 27              | 0.4388 |
| 28              | 0.4405 |
| 29              | 0.4270 |
| 30              | 0.4086 |
| 40              | 0.3650 |
rejection. Table 4, 5 and 6 gives power of test when alternative distribution is taken as chi-square distribution with degree of freedom 1 for $\alpha = 0.10$, $\alpha = 0.05$ and $\alpha = 0.01$, respectively. Since $\chi^2(1)$ is asymmetric distribution. Our test significantly verifies this fact. We observe from table 4,5,6 that when we increase sample size $N$, power increases. When the sample size is 100, power is 1.00 for any value of $m$. That means our test performs well for a large sample size.

**Table 4.** Powers of $\hat{\Delta}_{2.2}$ statistics against alternative $\chi^2(1)$ at significance level $\alpha = 0.10$

| $m$ | $N$ | 5    | 10   | 20   | 30   | 40   | 50   | 100  |
|-----|-----|------|------|------|------|------|------|------|
| 2   |     | 0.3168 | 0.6397 | 0.9151 | 0.9822 | 0.9966 | 0.9998 | 1.0000 |
| 3   |     | 0.6285 | 0.9186 | 0.9870 | 0.9971 | 0.9996 | 1.0000 |
| 4   |     | 0.6127 | 0.9220 | 0.9885 | 0.9976 | 0.9999 | 1.0000 |
| 5   |     | 0.9166 | 0.9856 | 0.9990 | 0.9999 | 1.0000 |
| 6   |     | 0.9171 | 0.9848 | 0.9970 | 0.9996 | 1.0000 |
| 7   |     | 0.9125 | 0.9851 | 0.9979 | 0.9998 | 1.0000 |
| 8   |     | 0.9106 | 0.9850 | 0.9984 | 0.9996 | 1.0000 |
| 9   |     | 0.8980 | 0.9841 | 0.9981 | 0.9996 | 1.0000 |
| 10  |     | 0.9846 | 0.9970 | 0.9998 | 1.0000 |
| 11  |     | 0.9836 | 0.9978 | 0.9993 | 1.0000 |
| 12  |     | 0.9804 | 0.9984 | 1.0000 | 1.0000 |
| 13  |     | 0.9763 | 0.9972 | 0.9995 | 1.0000 |
| 14  |     | 0.9776 | 0.9969 | 0.9996 | 1.0000 |
| 15  |     | 0.9963 | 0.9997 | 1.0000 |
| 16  |     | 0.9957 | 0.9994 | 1.0000 |
| 17  |     | 0.9960 | 0.9996 | 1.0000 |
| 18  |     | 0.9952 | 0.9991 | 1.0000 |
| 19  |     | 0.9948 | 0.9992 | 1.0000 |
| 20  |     | 0.9994 | 1.0000 |
| 21  |     | 0.9987 | 1.0000 |
| 22  |     | 0.9992 | 1.0000 |
| 23  |     | 0.9987 | 1.0000 |
| 24  |     | 0.9982 | 1.0000 |
| 25  |     | 1.0000 |
| 26  |     | 1.0000 |
| 27  |     | 1.0000 |
| 28  |     | 1.0000 |
| 29  |     | 1.0000 |
| 30  |     | 1.0000 |
| 40  |     | 1.0000 |

**Table 5.** Powers of $\hat{\Delta}_{2.2}$ statistics against alternative $\chi^2(1)$ at significance level $\alpha = 0.05$
| $m \backslash N$ | 5     | 10    | 20    | 30    | 40    | 50    | 100   |
|------------|-------|-------|-------|-------|-------|-------|-------|
| 2          | 0.2649| 0.5644| 0.8759| 0.9685| 0.9924| 0.9984| 1.0000|
| 3          | 0.5624| 0.8859| 0.9703| 0.9922| 0.9991| 1.0000|
| 4          | 0.5534| 0.8769| 0.9749| 0.9957| 0.9997| 1.0000|
| 5          | 0.8794| 0.9694| 0.9952| 0.9990| 1.0000|
| 6          | 0.8691| 0.9784| 0.9941| 0.9991| 1.0000|
| 7          | 0.8756| 0.9756| 0.9945| 0.9995| 1.0000|
| 8          | 0.8536| 0.9759| 0.9952| 0.9989| 1.0000|
| 9          | 0.8556| 0.9680| 0.9949| 0.9993| 1.0000|
| 10         |       | 0.9679| 0.9936| 0.9991| 1.0000|
| 11         |       | 0.9708| 0.9937| 0.9986| 1.0000|
| 12         |       | 0.9609| 0.9928| 0.9991| 1.0000|
| 13         |       | 0.9589| 0.9945| 0.9991| 1.0000|
| 14         |       | 0.9586| 0.9913| 0.9989| 1.0000|
| 15         |       |       | 0.9924| 0.9991| 1.0000|
| 16         |       |       | 0.9902| 0.9988| 1.0000|
| 17         |       |       | 0.9902| 0.9978| 1.0000|
| 18         |       |       | 0.9903| 0.9972| 1.0000|
| 19         |       |       | 0.9870| 0.9984| 1.0000|
| 20         |       |       |       | 0.9987| 1.0000|
| 21         |       |       |       | 0.9977| 1.0000|
| 22         |       |       |       | 0.9971| 1.0000|
| 23         |       |       |       | 0.9964| 1.0000|
| 24         |       |       |       | 0.9958| 1.0000|
| 25         |       |       |       |       | 1.0000|
| 26         |       |       |       |       | 1.0000|
| 27         |       |       |       |       | 1.0000|
| 28         |       |       |       |       | 1.0000|
| 29         |       |       |       |       | 1.0000|
| 30         |       |       |       |       | 1.0000|
| 40         |       |       |       |       | 1.0000|

**Table 6.** Powers of $\hat{\Delta}_{2,2}$ statistics against alternative $\chi^2_{(1)}$ at significance level $\alpha = 0.01$
Table 7 gives information about power against different alternative distribution $\chi^2(1)$, $\chi^2(2)$, $\chi^2(3)$ and $N(0, 1)$.

| $m \setminus N$ | 5      | 10     | 20     | 30     | 40     | 50     | 100    |
|-----------------|--------|--------|--------|--------|--------|--------|--------|
| 2               | 0.1924 | 0.4437 | 0.8671 | 0.9162 | 0.9714 | 0.9978 | 1.0000 |
| 3               | 0.4483 | 0.7861 | 0.9273 | 0.9760 | 0.9981 | 1.0000 |
| 4               | 0.4114 | 0.7799 | 0.9215 | 0.9825 | 0.9989 | 1.0000 |
| 5               | 0.7713 | 0.9318 | 0.9789 | 0.9991 | 1.0000 |
| 6               | 0.7566 | 0.9186 | 0.9830 | 0.9991 | 1.0000 |
| 7               | 0.7611 | 0.9264 | 0.9818 | 0.9994 | 1.0000 |
| 8               | 0.7496 | 0.9308 | 0.9800 | 0.9991 | 1.0000 |
| 9               | 0.7502 | 0.9302 | 0.9802 | 0.9991 | 1.0000 |
| 10              | 0.9283 | 0.9728 | 0.9990 | 1.0000 |
| 11              | 0.9104 | 0.9813 | 0.9992 | 1.0000 |
| 12              | 0.9127 | 0.9744 | 0.9989 | 1.0000 |
| 13              | 0.8990 | 0.9795 | 0.9933 | 1.0000 |
| 14              | 0.8929 | 0.9738 | 0.9918 | 1.0000 |
| 15              | 0.9721 | 0.9942 | 1.0000 |
| 16              | 0.9611 | 0.9900 | 1.0000 |
| 17              | 0.9649 | 0.9904 | 1.0000 |
| 18              | 0.9565 | 0.9897 | 1.0000 |
| 19              | 0.9588 | 0.9887 | 1.0000 |
| 20              |       | 0.9979 | 1.0000 |
| 21              |       | 0.9984 | 1.0000 |
| 22              |       | 0.9972 | 1.0000 |
| 23              |       | 0.9951 | 1.0000 |
| 24              |       | 0.9974 | 1.0000 |
| 25              |       |        | 1.0000 |
| 26              |       |        | 1.0000 |
| 27              |       |        | 1.0000 |
| 28              |       |        | 1.0000 |
| 29              |       |        | 1.0000 |
| 30              |       |        | 1.0000 |
| 40              |       |        | 1.0000 |

Table 7. Power of $\hat{\Delta}_{2,2}$ for $N = 20, 50, 100$ and significance level $\alpha = 0.05$ for alternatives $\chi^2(1), \chi^2(2), \chi^2(3)$ and $N(0, 1)$.
7 Power comparison

We recall that Park (1999) [4], Xiong et al. (2021) [1] and Jose and Sathar (2022) [6] also used the idea in Vasicek (1976) and proposed a test for symmetry based on the entropy of order statistics, extropy of $k$th upper and lower record value and extropy of $n$th upper and lower $k$-record value, respectively. Let $T_1$ and $T_2$ denotes test statistics of Xiong et al. (2021) [1] and Jose and Sathar (2022) [6] respectively. Power of $T_1$ and $T_2$ in table 7 are taken from respective papers. Park (1999) [4] showed that his test outperformed others. Xiong et al. (2021) compared their test with Park (1999) [4]. If the alternative distribution is $\chi^2_{(2)}$ or $N(0, 1)$ then Xiong et al. (2021) [1] test and Park (1999) [4] test have the almost same performance for moderate and large sample size. Table 8 compares the power of our proposed test with the test proposed by Xiong et al. (2021) [1] and Jose and Sathar (2022) [6]. Since $\chi^2_{(2)}$ is not symmetric and higher value of power yield a better test. Our test performs better in power comparison.

| N   | $m$ | $\chi^2_{(1)}$ | $\chi^2_{(2)}$ | $\chi^2_{(3)}$ | $N(0, 1)$ |
|-----|-----|----------------|----------------|----------------|-----------|
| 2   | 0.8759 | 0.8861 | 0.8627 | 0.0231 |
| 3   | 0.8859 | 0.8976 | 0.8728 | 0.0235 |
| 4   | 0.8769 | 0.8956 | 0.8762 | 0.0224 |
| 5   | 0.8794 | 0.8943 | 0.8715 | 0.0263 |
| 6   | 0.8691 | 0.8941 | 0.8732 | 0.0244 |
| 7   | 0.8756 | 0.8889 | 0.8716 | 0.0253 |
| 8   | 0.8536 | 0.8814 | 0.8643 | 0.0230 |
| 9   | 0.8556 | 0.8757 | 0.8555 | 0.0210 |
| 10  | 0.9984 | 0.9981 | 0.9955 | 0.0222 |
| 11  | 0.9997 | 0.9991 | 0.9969 | 0.0263 |
| 12  | 0.9995 | 0.9987 | 0.9964 | 0.0304 |
| 13  | 0.9993 | 0.9986 | 0.9960 | 0.0218 |
| 14  | 0.9991 | 0.9985 | 0.9961 | 0.0261 |
| 15  | 0.9978 | 0.9986 | 0.9955 | 0.0259 |
| 16  | 0.9987 | 0.9979 | 0.9944 | 0.0226 |
| 17  | 0.9971 | 0.9976 | 0.9946 | 0.0247 |
| 18  | 1.0000 | 1.0000 | 1.0000 | 0.0263 |
| 19  | 1.0000 | 1.0000 | 1.0000 | 0.0257 |
| 20  | 1.0000 | 1.0000 | 1.0000 | 0.0238 |
| 21  | 1.0000 | 1.0000 | 1.0000 | 0.0250 |
| 22  | 1.0000 | 1.0000 | 1.0000 | 0.0231 |
| 23  | 1.0000 | 1.0000 | 1.0000 | 0.0225 |
| 24  | 1.0000 | 1.0000 | 1.0000 | 0.0250 |
than the test proposed by Xiong et al. (2021) [1] and Jose and Sathar (2022) [6] except in very few cases. Since $N(0, 1)$ is symmetric distribution and a lower value of power yields a better test. Our test performs better in power comparison than the test proposed by Xiong et al. (2021) [1].

Table 8. Powers of $\hat{\Delta}_{2,2}$, $T_1$ and $T_2$ for $N = 20, 50, 100$ at significance level $\alpha = 0.05$

| $N$ | $m$ | $T_1$ | $T_2$ | $\Delta_{2,2}$ | $T_1$ | $\Delta_{2,2}$ |
|-----|-----|-------|-------|----------------|-------|----------------|
| 2   | 3   | 0.3999| 0.4765| 0.8861        | 0.0549| 0.0231        |
| 20  | 4   | 0.5962| 0.5082| 0.8956        | 0.0501| 0.0224        |
| 20  | 6   | 0.6157| 0.5187| 0.8641        | 0.0440| 0.0244        |
| 20  | 7   | 0.6234| 0.4431| 0.8889        | 0.0535| 0.0253        |
| 20  | 8   | 0.5650| 0.5673| 0.8814        | 0.0518| 0.0230        |
| 5   | 5   | 0.9999| 0.9813| 0.9988        | 0.0569| 0.0199        |
| 50  | 8   | 0.9995| 0.9874| 0.9990        | 0.0558| 0.0233        |
| 100 | 10  | 0.9971| 0.9770| 0.9979        | 0.0494| 0.0226        |

We may therefore conclude that our suggested test, which is based on the cumulative past and residual extropy of the $n$th lower and upper $k$-record value, works satisfactorily in the simulation research. Our test perform better than Park (1999) [4], Xiong et al. (2021) [1] and Jose and Sathar (2022) [6] in power comparison. We, therefore, anticipate that the proposed test will be superior to the competing tests in many real-world applications.

8 Real data application

Jose and Sathar (2022) also used dataset 1 for their proposed test of symmetry. Dataset 1 from Montgomery et al. (2021) [14] has a normal distribution (symmetric model) as a suitable model.

Dataset 1: 15.5, 23.75, 8.0, 17.0, 5.5, 19.0, 24.0, 2.5, 7.5, 11.0, 13.0, 3.75, 25.0, 9.75, 22.0, 18.0, 6.0, 12.5, 2.0, 21.5.

The normal distribution is symmetric. This fact is verified by our test. The value of the test statistics $\hat{\Delta}_{2,2}$ is 0.1531 with an estimated $p$-value 0.2969 when window size $m = 2$ and sample size $N = 20$. Our test based on $\hat{\Delta}_{2,2}$ fail in rejecting null hypothesis even if the significance level is 10%. That is because the dataset has normal distribution as a suitable model.
Xiong et al. (2022) [1] used dataset 2 for their proposed test of symmetry. Dataset 2 from Qiu and Jia (2018b) [15] represent active repair times (in hours) for an airborne communication transceiver.

Dataset 2: 0.2, 0.3, 0.5, 0.5, 0.5, 0.6, 0.6, 0.7, 0.7, 0.8, 0.8, 1.0, 1.0, 1.0, 1.1, 1.3, 1.5, 1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 3.0, 3.0, 3.3, 3.3, 4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0, 10.3, 22.0, 24.5.

This data can be fitted by inverse Gaussian (IG) distribution as pointed out in Qiu and Jia (2018b) [15]. IG distribution is not symmetric see, Xiong et al (2021) [1] and Qiu and Jia (2018b) [15]. This fact is verified by our test. The value of the test statistics $\hat{\Delta}_{2.2}$ is 3.6678 with an estimated p-value 0 when window size $m=20$ and sample size $N = 45$. Our test based on $\hat{\Delta}_{2.2}$ succeed in rejecting the null hypothesis even if the significance level is small enough, say, 1%. This further shows the advantage of our test.

Dataset 3: 1.42, 0.84, 2.32, 1.84, 2.4, 0.9, 1.49, 0.87, 1.36, 1.25, 1.25, 1.8, 0.86, 0.04, 0.49, 2.08, 0.58, 0.22, 0.06, 1.7, 2.67, 2.39, 2.32, 2.98, 3.21, 1.99, 1.3, 1.25, 1.76, 1.67, 1.36, 1.57, 1.21, 1.24, 1.62, 0.93, 1.32, 0.86, 1.48, 0.85, 1.23, 1.23, 2.14.

Dataset 3 is taken from Sathar and Jose (2020) [18]. Sathar and Jose (2020) [18] proposed Normal distribution (symmetric model) as a suitable model for this data set. Jose and Sathar (2021) [6] also used this dataset in testing symmetry.

Dataset 4: 99, 61, 86, 113, 99, 83, 57, 80, 79, 75, 70, 15, 62, 87, 95, 81, 71, 44, 13, 52, 97, 146, 52, 52, 29, 108, 48, 66, 90, 22, 72, 176, 107, 84, 83, 37, 67, 83, 36, 49, 39, 102, 66, 154, 72, 63, 83, 77.

Dataset 4 is taken from Thomas and Jose (2021) [19]. Thomas and Jose (2021) [19] proposed Burr-type XII distribution (skewed model) as a suitable model for this data set. Jose and Sathar (2021) [6] also used this dataset in testing symmetry.

Dataset 5: 0.0518, 0.0518, 0.1009, 0.1009, 0.1917, 0.1917, 0.1917, 0.2336, 0.2336, 0.2336, 0.2733, 0.2733, 0.3467, 0.3805, 0.3805, 0.4126, 0.4431, 0.4719, 0.4719, 0.4993, 0.6162, 0.6550, 0.6550, 0.7059, 0.7211, 0.7356, 0.7623, 0.7863, 0.8178, 0.8810, 0.9337, 0.9404, 0.9732, 0.9858.

Dataset 5 is Transformed vinyl chloride data into uniform distribution using probability integral transformation see, Xiong et al (2022) [2].

Dataset 6: 0.014, 0.034, 0.059, 0.061, 0.069, 0.080, 0.123, 0.142, 0.165,
We considered dataset 6 from Lawless (2011) \[21\] which represents the quantity of 1000 cycles to failure for electrical appliances in a life test. See Table 7 for the value of test statistics and p-value for different datasets based on the specific window size and sample size of each dataset. Jose and Sathar (2021) \[6\] also used this dataset in testing symmetry.

Table 9. Description of models fitted

| Dataset | N  | m  | $\Delta_{2,2}$ | p-value |
|---------|----|----|----------------|---------|
| Dataset 1 | 20 | 2  | 0.1531         | 0.2969  |
| Dataset 2 | 45 | 20 | 3.6678         | 0.0000  |
| Dataset 3 | 43 | 3  | 0.1545         | 0.2821  |
| Dataset 4 | 51 | 25 | 6.2144         | 0.0000  |
| Dataset 5 | 34 | 11 | 0.0247         | 0.4425  |
| Dataset 6 | 50 | 2  | 0.5776         | 0.0210  |

If we are testing at a 5% level of significance then the p-value less than 0.0500 detects asymmetric nature and a p-value more than 0.005 detects the symmetric nature of data. Table 9 confirms that the newly proposed test determines whether the random sample’s distribution is symmetric or asymmetric. The p-values indicate that, at a 5% level of significance, Datasets 2, 4, and 6 do not have symmetry in the distribution of the random sample. Similar to this, a moderate p-value suggests accepting symmetry in the distribution of Datasets 1, 3, and 5. As a result, we could verify that the test statistic correctly identified the symmetry in the random variable’s distribution.

9 Conclusion and future work

Gupta and Chaudhary (2022) \[5\] proved cumulative past extropy of nth lower k-record value is equal to cumulative residual extropy of nth upper k-record value if and only if the underlying distribution is continuous symmetric distribution. Using the above result, we proposed a new test for symmetry. We provided critical value and power against $\chi^{(1)}$ distribution for different sample size at significance level $\alpha = 0.10$, $\alpha = 0.05$ and $\alpha = 0.01$. We calculated power of test against $\chi^{(1)}$, $\chi^{(2)}$, $\chi^{(3)}$ and $N(0,1)$ at 5% significance level for sample size 20, 50 and 100. Power comparison is done with competitors and our test performs better. We applied our test over six real-life examples and
proposed a test that detects symmetric or asymmetric nature well with a significant p-value.

One may use some other characteristics provided by Gupta and Chaudhary (2022), of symmetric distribution in testing symmetry using extropy. Also, one may do testing of exponentiality, uniformity and normality based on characteristics of exponential, uniform and normal distribution using cumulative past and residual extropy of record values.
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Appendix

1. The following steps were used to determine the critical values and compute the power of our proposed test and that of other tests for symmetry at significance level \( \alpha = 0.10, \alpha = 0.05, \alpha = 0.01 \):
   (1) we defined a function to calculate absolute value of \( \hat{\Delta}_{2.2} \).
   (2) Generate a sample of size \( N \) from the standard normal distribution and compute the test statistics for the sample data;
   (3) Repeat Step 1 for 10,000 times and determine the 950th, 975th and 995th quantile respectively of the test statistics as the critical value;
   (4) Generate a sample of size \( N \) from the null distribution and check if the absolute value of the test statistic is greater than the critical value;
   (5) Repeat Step 3 for 10,000 times and the percentage of rejection is the power of the test.

2. Python code for critical value and power of the test statistics against a chi-square distribution with 1 degree of freedom. The value of \( m \) and \( N \) can
be changed according to the need of study.

```python
import numpy as np

def calD2(sample, m, N):
    sample.sort()
    Junx=-1.0/2/N*sum([(1-2*np.log(1-i/(N+1)))**2*(1-i/(N+1))**4*(sample[min(i+m-1,N-1)] - sample[max(i-m-1,0)]) for i in range(1,N+1)])/(2*m/N)
    Jlnx=-1.0/2/N*sum([(1-2*np.log(i/(N+1)))**2*(i/(N+1))**4*(sample[min(i+m-1,N-1)] - sample[max(i-m-1,0)]) for i in range(1,N+1)])/(2*m/N)
    D2=Junx-Jlnx
    return abs(D2)

list1=[]
m=2
N=10
for i in range(10000):
    sample1=np.random.normal(0.0,1.0,N)
    list1.append(calD2(sample1, m, N))
print(list1)
print("critical value for alpha=0.10 is ",np.quantile(list1, 0.950))
print("critical value for alpha=0.05 is ",np.quantile(list1, 0.975))
print("critical value for alpha=0.01 is ",np.quantile(list1, 0.995))
count2=0
for i in range(10000):
    sample2=np.random.chisquare(1,N)
    if calD2(sample2, m, N)<np.quantile(list1, 0.950):
        count2=count2+1
print("power when alpha=0.10",count2/10000)

count3=0
for i in range(10000):
    sample3=np.random.chisquare(1,N)
    if calD2(sample3, m, N)<np.quantile(list1, 0.975):
        count3=count3+1
print("power when alpha=0.05",count3/10000)

count4=0
for i in range(10000):
    sample4=np.random.chisquare(1,N)
    if calD2(sample4, m, N)<np.quantile(list1, 0.995):
        count4=count4+1
print("power when alpha=0.01",count4/10000)
```

3. Python code to calculate the value of test statistics and p-value corresponding to dataset 1 as an alternative. Sample 2 is real life dataset as an alternative.

```python
import numpy as np
```
def calD2(sample, m, N):
    sample.sort()
    
    Junx=-1.0/2/N*sum([(1-2*np.log(1-i/(N+1)))**2*(1-i/(N+1))**4*
        (sample[min(i+m-1,N-1)] - sample[max(i-m-1,0)]) for i in range(1,N+1)])
    / (2*m/N)

    Jlnx=-1.0/2/N*sum([(1-2*np.log(i/(N+1)))**2*(i/(N+1))**4*(sample
        [min(i+m-1,N-1)]- sample[max(i-m-1,0)]) for i in range(1,N+1)]) / (2*m/N)

    D2=Junx-Jlnx
    return D2

m=2
N=20
count2=0
for i in range(10000):
    sample1=np.random.normal(0.0,1.0,N)
    sample2=[15.5, 23.75, 8.0, 17.0, 5.5, 19.0, 24.0, 2.5, 7.5, 11.0, 13.0, 3.75,
    25.0, 9.75, 22.0, 18.0, 6.0, 12.5, 2.0, 21.5]
    if calD2(sample2, m, N) ¡ calD2(sample1, m, N):
        count2=count2+1
print(count2/10000)

4. Python code for empirical density of test statistics
   
   import pandas as pd
   from matplotlib import pyplot
   from numpy.random import normal
   from numpy import hstack
   import matplotlib.pyplot as plt
   import seaborn as sns
   import numpy as np
   
   def calD2(sample, m, N):
       sample.sort()
       
       Junx=-1.0/2/N*sum([(1-2*np.log(1-i/(N+1)))**2*(1-i/(N+1))**4*
        (sample[min(i+m-1,N-1)] - sample[max(i-m-1,0)]) for i in range(1,N+1)])
       / (2*m/N)

       Jlnx=-1.0/2/N*sum([(1-2*np.log(i/(N+1)))**2*(i/(N+1))**4*(sample
        [min(i+m-1,N-1)]- sample[max(i-m-1,0)]) for i in range(1,N+1)]) / (2*m/N)

       D2=Junx-Jlnx
       return D2

   list1=[]
   m=45
   N=100
   for i in range(10000):
       sample1=np.random.normal(0.0,1.0,N)
       list1.append(calD2(sample1, m, N))
   print(list1)
sns.distplot(list1, hist=False, kde=True, bins=int(250/5), color = 'dark-blue', hist_kws='edgecolor':'black', kde_kws='linewidth': 3)
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