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ABSTRACT. This paper is devoted to an in-depth study of the limiting measure of Lee–Yang zeroes for the Ising Model on the Cayley Tree. We build on previous works of Müller-Hartmann–Zittartz (1974 and 1977), Barata–Marchetti (1997), and Barata–Goldbaum (2001), to determine the support of the limiting measure, prove that the limiting measure is not absolutely continuous with respect to Lebesgue measure, and determine the pointwise dimension of the measure at Lebesgue a.e. point on the unit circle and every temperature. The latter is related to the critical exponents for the phase transitions in the model as one crosses the unit circle at Lebesgue a.e. point, providing a global version of the “phase transition of continuous order” discovered by Müller-Hartmann–Zittartz. The key techniques are from dynamical systems because there is an explicit formula for the Lee–Yang zeros of the finite Cayley Tree of level $n$ in terms of the $n$-th iterate of an expanding Blaschke Product. A subtlety arises because the conjugacies between Blaschke Products at different parameter values are not absolutely continuous.

1. INTRODUCTION

We study the the limiting measure of Lee–Yang zeros for the infinite Cayley tree, a finite approximation of which is shown in Figure 1 below.

![Figure 1. Four levels of the Cayley tree with branching number $k = 2$. The rooted version is shown on the left and the unrooted (full) version on the right.](image)

Consideration of the Lee–Yang zeros for the Ising Model on the Cayley Tree dates back to works of Müller-Hartmann and Zittartz [20, 19], Barata–Marchetti [2], Barata–Goldbaum [1], and others. The hierarchical structure of the Cayley Tree results in the following renormalization procedure for studying the Lee–Yang zeros, which played a key role in each of the aforementioned papers:
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Proposition 1.1. For any $k \geq 2$, any $t \in [0,1)$ and any $z \in T := \{ z \in \mathbb{C} : |z| = 1 \}$ consider the following Blaschke Product:

$$B_{z,t,k}(w) := z \left( \frac{w + t}{1 + wt} \right)^k.$$  

The Lee–Yang zeros for the $n$-th rooted Cayley Tree with branching number $k \geq 2$ are solutions $z$ to

$$B_{z,t,k}^n(z) = -1,$$

and the Lee–Yang zeros for the $n$-th full Cayley Tree with branching number $k \geq 2$ are solutions $z$ to

$$B_{z,t,k+1} \circ B_{z,t,k}^{n-1}(z) = -1.$$

Here, $z := \exp(-2h/T)$ and $t := \exp(-2J/T)$, where $h$ is the externally applied magnetic field, $T > 0$ is the temperature, and $J > 0$ is the coupling constant between neighboring atoms. The superscript “$n$” denotes iteration of the function $n$ times. When the exponent $k$ is clear from the context we will drop it from the notation, writing $B_{z,t,k} = B_{z,t}$.

Remark that many classical treatments of the Ising Model on the Cayley Tree consider only the thermodynamical properties associated to vertices “deep” in the lattice (e.g. the root vertex); see [3, Ch. 4] and the references therein. The term “Bethe Lattice” is customarily used to describe such considerations. Instead, we treat all vertices equally, studying the “bulk” behavior of the lattice, and thus we follow the standard convention of referring to our work as being on the Cayley Tree.

Before stating our results, we will give a brief background on Lee–Yang zeros, including a description of what many people believe should hold for the classical $\mathbb{Z}^d$ lattice (where $d \geq 2$), as well as a description of the previous results of Müller-Hartmann and Zittartz, Barata and Marchetti, and Barata and Goldbaum. The reader who already knows this background can skip ahead to Section 1.6.

Proposition 1.1 allows us to use powerful techniques from dynamical systems to prove results about the Lee–Yang zeros for the Cayley Tree, whose analogs are completely unknown for classical lattices like $\mathbb{Z}^d$. Therefore, our work lies at the boundary between dynamical systems and statistical physics. For this reason, we have attempted to provide considerable background in both areas.

1.1. Lee–Yang Zeros. The Ising Model describes magnetic materials. The matter at a certain scale is described using a graph $\Gamma = (V,E)$ with vertex set $V$ and edge set $E$. Here, $V$ represents atoms and $E$ represents the magnetic bonds between them. Assign a spin to each vertex using a spin configuration $\sigma : V \to \{\pm 1\}$. The total energy of the configuration $\sigma$ is given as

$$H(\sigma) = -J \cdot \sum_{\{v,w\} \in E} \sigma(v)\sigma(w) - h \cdot \sum_{v \in V} \sigma(v),$$

where $J > 0$ is the coupling constant that describes the interaction between neighboring spins, and $h$ is the externally applied magnetic field.

The Boltzmann-Gibbs Principle gives that the probability $P(\sigma)$ of a configuration $\sigma$ is proportional\footnote{We set the Boltzmann constant $k_B = 1$.} to $W(\sigma) := \exp(-H(\sigma)/T)$ for temperature $T > 0$. Explicitly, $P(\sigma) = W(\sigma)/Z$, where $Z$ is the normalizing factor defined as

$$Z \equiv Z(J,h,T) := \sum_\sigma W(\sigma),$$
which is summed over all possible spin configurations $\sigma$. (Remark that we will always impose free boundary conditions on $\Gamma$.) This normalizing factor $Z$ is known as the partition function. It is a fundamental quantity to study in statistical mechanics and most aggregate thermodynamic quantities of a physical system can be derived from it.

It is useful to make a change of variables to $z = \exp(-2h/T)$, which represents the magnetic field variable, and $t = \exp(-2J/T)$, which represents the temperature variable. In these new variables, $Z(z,t)$ becomes a polynomial, if we multiply by $\sqrt{|V|}\sqrt{|E|}$ to clear the denominators. For fixed $t \in [0,1]$, the behavior of $Z(z,t)$ can be fully understood by studying its complex zeros in the variable $z$. In 1952, T. D. Lee and C. N. Yang characterized these zeros, now known as Lee–Yang zeros, in their famous theorem.

**Lee–Yang Theorem.** For $t \in [0,1]$, the complex zeros in $z$ of the partition function $Z(z,t)$ for the Ising model on any graph lie on the unit circle $\mathbb{T} = \{|z| = 1\}$.

Because of the Lee–Yang Theorem, throughout the paper we will refer to $z$ and $\phi := \text{Arg}(z)$ interchangeably.

### 1.2 Limiting Measure of Lee–Yang Zeros $\mu_t$.

One typically describes a magnetic material at different scales using a sequence of connected graphs $\Gamma_n = (V_n,E_n)$, each thought of as a finer approximation of the material than the previous. Let us call such a sequence of graphs a “lattice”. The standard example is the $\mathbb{Z}^d$ lattice where, for each $n \geq 0$, one defines $\Gamma_n$ to be the graph whose vertices consist of the integer points in $[1,n] \times [1,n]$ and whose edges connect vertices at distance one in $\mathbb{R}^2$.

The physical properties of the magnetic material are described by limits of suitably normalized thermodynamical quantities associated to each of the finite graphs $\Gamma_n$. Many of these can be described in terms of the limiting measure of Lee–Yang zeros associated to the lattice $\{\Gamma_n\}$, which we will now describe. For each $n \geq 0$ let $Z_n(z,t)$ denote the partition function associated to $\Gamma_n$ and let $z_1(t), \ldots, z_{|V_n|}(t)$ denote the Lee–Yang zeros at temperature $t \in [0,1]$. For classical lattices ($\mathbb{Z}^d$, etc), it is a consequence of the van-Hove Theorem and the Lee–Yang Theorem that for each $t \in [0,1]$ the sequence of measures

$$\mu_{t,n} := \frac{1}{|V_n|} \sum_{i=1}^{|V_n|} \delta_{z_i(t)}$$

weakly converges to a limiting measure $\mu_t$ that is supported on the unit circle $\mathbb{T}$. One has the following expressions for the limiting free energy and magnetization:

$$F(z,t) = -2T \int_\mathbb{T} \log |z - \zeta| \; d\mu_t(\zeta) + T \left( \log |z| + \left( \lim_{n \to \infty} \frac{|E_n|}{|V_n|} \right) \log |t| \right)$$

for a.e. $z \in \mathbb{C}$,

$$M(z,t) = -2 \frac{\partial F}{\partial h} = -4z \int_\mathbb{T} \frac{d\mu_t(\zeta)}{z - \zeta} + 2$$

for $z \in \mathbb{C} \setminus \text{Supp}(\mu_t)$.

### 1.3 Conjectural Description of $\mu_t$ for the $\mathbb{Z}^d$ lattice (where $d \geq 2$).

A famous unsolved problem from statistical physics is to understand the limiting measures of Lee–Yang zeros $\mu_t$ for the $\mathbb{Z}^d$ lattice and how they depend on $t$. It is believed that for every $t \in [0,1)$ the measure $\mu_t$ is absolutely continuous with respect to Lebesgue measure $d\phi$ on the circle, and thus has density $\rho_t(\phi) := \frac{d\mu_t}{d\phi}$. Let $t_c > 0$ denote the critical temperature of the $\mathbb{Z}^d$ Ising model. It is believed that:

(A) For $t < t_c$, $\rho_t(\phi)$ is a continuous function of $\phi$ and positive on all of $\mathbb{T}$.
(B) For $t \geq t_c$, there is an arc $\mathbb{T} \setminus [-\kappa(t), \kappa(t)]$, symmetric about $z = -1$, such that $\rho_t(\phi)$ is a continuous function of $\phi$ and positive on $\mathbb{T} \setminus [-\kappa(t), \kappa(t)]$ and zero otherwise. Moreover, $\kappa : [t_c, 1] \to [0, \pi]$ is a continuous function with $\kappa(t_c) = 0$, $\kappa(t) > 0$ for $t > t_c$, and $\kappa(1) = \pi$.

In fact, for sufficiently small $t > 0$, it has been proved by Biskup, Borgs, Chayes, Kleinwaks, and Kotecký [5] that the limiting measure of Lee–Yang zeros for the $\mathbb{Z}^d$ lattice is absolutely continuous and even has $C^2$ density $\rho_t(\phi)$. Meanwhile, at high temperatures, quantum field theory gives a prediction of the universal exponents of the densities $\rho_t$ near the end-points of $\mathbb{T} \setminus [-\kappa(t), \kappa(t)]$, see Fisher [8] and Cardy [6]. For example, for $d = 2$ the exponent is $(-1/6)$, while for $d > 6$ it is $1/2$.

1.4. Description of $\mu_t$ for the Diamond Hierarchical Lattice. Besides the one-dimensional lattice $\mathbb{Z}^1$ there are very few lattices for which a global description of the limiting measure of Lee–Yang zeros has been rigorously proved. One exception is the Diamond Hierarchical Lattice (DHL), which was recently studied in [22]. Below the critical temperature of the DHL, the limiting measure of Lee–Yang zeros matches nicely with the conjectural picture for the $\mathbb{Z}^d$ lattice in that it is absolutely continuous and even has $C^\infty$ density. On the other hand, the sequence of graphs $\Gamma_n$ comprising the DHL has vertices whose valence tend to infinity, causing the limiting measure of Lee–Yang zeros $\mu_t$ to have support equal to the entire circle $\mathbb{T}$ for every $t \in (0, 1]$, which is not physical; see [24].

1.5. Work of Müller-Hartmann–Zittartz, Barata-Marchetti, and Barata-Goldbaum. Let $\Gamma_n^k$ denote the $n$-th-level rooted Cayley Tree with branching number $k$ and $\hat{\Gamma}_n^k$ the unrooted (full) Cayley Tree of level $n$ with branching number $k$. An illustration for $k = 2$ is given in Figure 1. We will denote the corresponding lattices by $\Gamma^k := \{\Gamma_n^k\}_{n=0}^\infty$ and $\hat{\Gamma}^k := \{\hat{\Gamma}_n^k\}_{n=0}^\infty$. In Proposition 5.3 we will see that the limiting measure of Lee–Yang zeros is the same for $\Gamma^k$ and $\hat{\Gamma}^k$ and after that point we will ignore the distinction between them.

The critical temperature for the Ising Model on the Cayley Tree with branching number $k$ is

$$t_c = \frac{k - 1}{k + 1}.$$  

In [20], Müller-Hartmann and Zittartz used the hierarchical structure of the Cayley Tree to write an explicit expression (see [20] Eq. 4) for the limiting free energy. They then used this expression to see a curious type of phase transition: for fixed $0 < t < t_c$ and varying $z \in (0, \infty)$ there exists real-analytic $F_{\text{reg}}(z, t)$ so that

$$\lim_{z \to 1} \frac{\log |F(z, t) - F_{\text{reg}}(z, t)|}{\log |1 - z|} = \frac{\log k}{\log \gamma} \quad \text{where} \quad \gamma = (B_{1, t, k})'(1) = \frac{k - t}{1 + t}.$$  

Said differently, the singular part of the free energy $F_{\text{sing}}(z, t) := F(z, t) - F_{\text{reg}}(z, t)$ vanishes with exponent

$$\sigma(t) := \frac{\log k}{\log \gamma}$$

at $z = 1$, so that $\sigma(t)$ is called the critical exponent of $F(z, t)$. The phase transition is called “continuous order” because the exponent $\sigma(t)$ increases continuously from 1 to $\infty$ as $t$ increases from 0 to $t_c$. Meanwhile, for fixed $t_c < t \leq 1$, $F(z, t)$ varies analytically for all $z \in (0, \infty)$.

Remark that in that paper, the variable $z = e^{-h/T}$ is used, so the description must be read with care.
In [19], Müller-Hartmann provided a different explanation for this phenomenon by computing the pointwise dimension \( d_{\mu_t}(0) \) of the Lee–Yang measure \( \mu_t \) at \( \phi = \text{Arg}(z) = 0 \). He found

\[
d_{\mu_t}(0) := \lim_{\delta \to 0} \frac{\log \mu_t(-\delta, +\delta)}{\log 2\delta} = \sigma(t).
\]

He then used the electrostatic representation (5) for \( F(z,t) \) and a clever argument to reprove (7) and actually obtain further details of the singularity.

A global study of the Lee–Yang zeros for the Cayley Tree is done by Barata and Marchetti [2]. While they allow the coupling constants to be chosen as 0 or \( J \), at random, we will simply describe their results in the deterministic setting. They proved for the binary Cayley tree \( \Gamma^2_n \) that

1. For \( t < t_c = \frac{1}{3} \), the Lee–Yang zeros \( \Gamma^2_n \) become dense on \( \mathbb{T} \) as \( n \to \infty \).
2. For \( t_c \leq t \leq t_\ell \approx 0.46409 \), the Lee–Yang zeros of \( \Gamma^2_n \) become dense on the arc \( \mathbb{T} \setminus [-K(t), K(t)] \) as \( n \to \infty \), where \( K : [t_c, t_\ell] \to [0, \pi] \) is a continuous function such that \( K(t_c) = 0 \), \( K(t) > 0 \) for \( t_c < t < t_\ell \), and \( K(t_\ell) = \pi \).
3. For \( t \geq t_c \), \( \Gamma^2_n \) has no Lee–Yang zeros in the arc \( [-\kappa(t), \kappa(t)] \), where \( \kappa : [t_c, 1] \to [0, \pi] \) is a continuous function such that \( \kappa(t_c) = 0 \), \( \kappa(t) > 0 \) for \( t > t_c \), and \( \kappa(1) = \pi \).

The work of Barata-Goldbaum [1] re-investigates the issues studied by Barata-Marchetti with the couplings between neighboring vertices chosen periodically and aperiodically.

1.6. **Main Results.** Each of the following theorems holds for either the rooted Cayley Tree or the full one. So, we will not distinguish between them. Note also that for any lattice, the limiting measure of Lee–Yang zeros at \( t = 0 \) and \( t = 1 \) are Lebesgue measure on \( \mathbb{T} \) and a Dirac mass at \( z = -1 \), respectively. Indeed, for any connected graph \( \Gamma = (V, E) \) the Lee–Yang zeros at \( t = 0 \) are the \( |V| \)-th roots of \( -1 \) and the Lee–Yang zeros at \( t = 1 \) are all equal to \( z = -1 \). For this reason, our results focus on \( 0 < t < 1 \).

In Theorem A we see for the Cayley Tree that \( \text{Supp}(\mu_t) \) matches perfectly with the conjectural picture for the \( \mathbb{Z}^d \) lattice:

---

\(^3\)We have re-expressed his result in our variables.
Theorem A. Consider the Cayley Tree with branching number $k \geq 2$ and let $\mu_t$ denote the limiting measure of Lee–Yang zeros as $n \to \infty$ at temperature $t \in [0,1]$. Then

(i) for every $0 \leq t \leq t_c$, $\text{Supp}(\mu_t) = T$ and

(ii) For each $t_c < t < 1$, $\text{Supp}(\mu_t) = T \setminus (-\kappa(t), \kappa(t))$, where

$$
\kappa(t) = \text{Arg} \left( w_\bullet \left( \frac{1 + w_\bullet t}{w_\bullet + t} \frac{t}{w_\bullet + t} \right)^k \right), \quad \text{where}
\label{eq:kappa}
$$

$$
\frac{1}{w_\bullet} = \frac{(k + 1)t^2 - (k - 1) \pm \sqrt{(k + 1)^2 t^4 - 2(k^2 + 1)t^2 + (k - 1)^2}}{2t}.
$$

(iii) For each $t_c < t \leq 1$ and any $n \geq 0$ there are no Lee–Yang zeros for $\Gamma_n^k$ in $(-\kappa(t), \kappa(t))$.

For the remainder of the paper we will use the notation $S_t := \text{Supp}(\mu_t)$, which by Theorem A is either all of $T$, if $0 \leq t \leq t_c$, or the arc $T \setminus (-\kappa(t), \kappa(t))$, if $t_c < t \leq 1$.

From the formula of $\kappa$ given in (8), it is evident that the set of points $(\pm \kappa(t), t)$ forms a continuous curve that wraps once around the cylinder $T \times [0,1]$. We refer to this as the $\kappa$ curve. It is shown for branching number $k = 2$ in Figure 2.

A key aspect of the proof of Theorem A is the following:

Proposition 1.2. Fix any branching number $k \geq 2$. If either $t \in [0, t_c)$ or both $t \in [t_c, 1)$ and $\phi \in T \setminus [-\kappa(t), \kappa(t)]$, then

(i) $B_{\phi,t,k}(w)$ has a fixed point $w_\mathbb{D}$ in $\mathbb{D}$ and a symmetric fixed point $w_{\mathbb{C} \setminus \mathbb{D}} = 1/w_\mathbb{D} \in \mathbb{C} \setminus \mathbb{D}$, and

(ii) $B_{\phi,t,k}$ is an expanding map of $T$, i.e. there exists $c > 0$ and $\lambda > 1$ such that for all $w \in T$ and $n > 0$ we have $| (B_{\phi,t,k}^n)(w) | \geq c \lambda^n$.

In Theorem B we see that for the limiting measure $\mu_t$ for the Cayley Tree is much wilder than what is conjectured (and rigorously proved at small temperature [5]) for the Lebesgue measure.

Theorem B. Fix any branching number $k \geq 2$ and any $0 < t < 1$. For any compact interval $X_t \subseteq \text{interior}(S_t)$, the restriction of $\mu_t$ to $X_t$ has Hausdorff dimension less than one. In particular, for any $\phi \in S_t$ and any neighborhood of $\phi$, $\mu_t$ is not absolutely continuous with respect to the Lebesgue measure.

(Recall that the Hausdorff dimension of a measure is defined to be the smallest Hausdorff dimension of a full measure set.)

The pointwise dimension $d_{\mu_t}(\phi)$ for $\mu_t$ at $\phi \in S_t$ is defined by

$$
d_{\mu_t}(\phi) := \lim_{\delta \to 0} \frac{\log \mu_t([\phi - \delta, \phi + \delta])}{\log 2\delta},
$$

supposing that the limit exists.

Theorem C. Fix any branching number $k \geq 2$. For any $0 < t < 1$, there is a Lebesgue full measure set $S_t^+ \subset S_t$, such that for any $\phi \in S_t^+$, we have

$$
d_{\mu_t}(\phi) = \frac{\log k}{\chi_{\phi,t}} > 1,
$$

where

$$
\chi_{\phi,t} = 2\pi \log \left| \frac{k(1 - t^2)w_\mathbb{D}(1 - w_\mathbb{D}t)}{(w_\mathbb{D} + t)(1 + w_\mathbb{D}t)(1 - w_\mathbb{D})} \right|, \quad \text{with } w_\mathbb{D} \text{ the unique fixed point of } B_{z,t,k} \text{ in } \mathbb{D}.
$$

Meanwhile, there is a dense set $S_t^- \subset S_t$, such that for any $\phi \in S_t^-$ we have $d_{\mu_t}(\phi) < 1$. 
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Figure 3. Plot of the “almost everywhere critical exponent” \( \sigma \left( \phi, \frac{2}{3} \right) \) for branching number \( k = 2 \).

We will see in the proof of Theorem C that \( \chi_{\phi, t} \) is the Lyapunov exponent for the unique absolutely continuous invariant measure \( \nu_{z,t} \) for \( B_{z,t,k} \).

Theorem C and an adaptation of Müller-Hartmann’s analysis of the electrostatic representation (5) for \( F(z, t) \) allows us to prove the following global (Lebesgue almost everywhere) version of the “phase transition of continuous order” described by Müller-Hartmann and Zittartz.

For \( \phi \in S^+_t \) we will see that the pointwise dimension \( d_{\mu_t}(\phi) \) serves as the critical exponent for the free energy, thus it will be more natural to use the notation \( \sigma(\phi, t) \equiv d_{\mu_t}(\phi) \).

Theorem D. Fix any branching number \( k \geq 2 \), any \( 0 < t < 1 \), and any \( \phi \) in the Lebesgue full measure set \( S^+_t \subset S_t \). Then, the free energy \( F(z, t) \) has radial critical exponent

\[
\sigma(\phi, t) = d_{\mu_t}(\phi) = \frac{\log k}{\chi_{\phi, t}}
\]

at the point \( z = e^{i\phi} \). More precisely, there is a real analytic function \( g : (0, \infty) \to \mathbb{R} \) so that

\[
\lim_{r \to 1} \frac{\log |F(re^{i\phi}, t) - g(r)|}{\log |r - 1|} = \sigma(\phi, t) > 1.
\]

Meanwhile, for \( \phi \) in the dense set \( S^-_t \) there is a real analytic \( g : (0, \infty) \to \mathbb{R} \) so that

\[
\lim_{r \to 1} \frac{\log |F(re^{i\phi}, t) - g(r)|}{\log |r - 1|} < 1.
\]

The “almost-everywhere” critical exponent \( \sigma(\phi, t) \) from Theorem D is illustrated in Figure 3.

1.7. Main technical difficulty. The main technical difficulty in proving Theorems B and C is that Proposition 1.1 expresses the Lee–Yang zeros for \( \Gamma_n \) as solutions to \( B_{z,t,k}(z) = -1 \), i.e. that variable \( z \) occurs both as a parameter and as the dynamical variable. To address this issue we fix \( t \in (0, 1) \) and work with the skew product

\[
B : \mathbb{T} \times \mathbb{T} \to \mathbb{T} \times \mathbb{T}
\]

given by

\[
B(\phi, \theta) = (\phi, B_{\phi,t}(\theta)),
\]

where\(^5\) we have set \( \phi = \arg(z) \) and \( \theta = \arg(w) \). Suppose we parameterize the diagonal \( \Delta = \{ (\phi, \theta) : \theta = \phi \} \) by the variable \( \phi \). Then, Proposition 1.1 gives that the Lee–Yang zeros for \( \Gamma_n \) are

\(^4\)\( g \) depends on on \( k, t, \) and \( \phi \).

\(^5\)We will typically abuse notation and ignore subtleties about branches arg, except when truly necessary.
Figure 4. Illustration of how to determine Lee–Yang zeros for $\Gamma_k^n$ using the skew product $B(\phi, \theta) = (\phi, B_{\phi,t}(\theta))$. Here, we use branching number $k = 2$, level $n = 4$, and temperature $t = \frac{1}{2}$. For these choices, the Lee–Yang zeros are the values of $\phi$ at which the black curves (depicting $B^{-4}\{\theta = \pi\}$) intersect the diagonal $\Delta$, in red. Also shown is a vertical $T_{\frac{\pi}{2}} := \{\frac{\pi}{2}\} \times T$, in blue.

This is illustrated in Figure 4.

Fix $\phi_0 \in \text{interior}(S_t)$ and let $T_{\phi_0} := \{\phi_0\} \times T$. Then, $B_{\phi_0,t} : T_{\phi_0} \to T_{\phi_0}$ is an expanding map of the circle, by Proposition 1.2. Therefore, if we assign Dirac mass to each of the preimages $(B^{-n})\{\theta = \pi\} \cap T_{\phi_0}$ and normalize, the result converges to the measure of maximal entropy (MME) $\eta_{\phi_0,t}$ of $B_{\phi_0,t}$, as $n \to \infty$. Because expanding maps of the circle are one of the simplest types of dynamical systems, a tremendous amount is known about $\eta_{\phi_0,t}$. The issue in proving Theorems B and C is to relate these properties of $\eta_{\phi_0,t}$ to the properties of the Lee–Yang measure $\mu_t$ at points on the diagonal $\Delta$ that are near to $(\phi_0, \phi_0)$.

This is done as follows: Let $X_t \subseteq \text{interior}(S_t)$ be an interval containing $\phi_0$. Then, Proposition 1.2 implies that the restriction $B : X_t \times T \to X_t \times T$ is partially hyperbolic, with the vertical direction expanding. As such, it has a unique central foliation $F^c$, that can be thought of as “horizontal”. Using standard dynamical techniques, one can construct a holonomy invariant transverse measure $\eta$ on $F^c$ that describes the limit as $n \to \infty$ of the (normalized) preimages

$$(B^n)^{-1}\{\theta = \pi\} \cap \Delta.$$
If we restrict $\eta$ to $T_{\phi_0}$ we obtain the MME $\eta_{\phi_0,t}$ for $B_{\phi_0,t}$ and if we restrict $\eta$ to the diagonal $\Delta$ we obtain the Lee–Yang measure $\mu_t$. Therefore, they are related by holonomy along $\mathcal{F}^c$.

While the holonomies along $\mathcal{F}^c$ are not absolutely continuous, they are Hölder continuous, with Hölder exponent arbitrarily close to one, so long as the two transversals are chosen suitably close. This allows us to control the images under holonomy of sets whose Hausdorff dimension is less than one—the key idea in proving Theorems B and C.

This idea goes back to conversations the last author had with Victor Kleptsyn at the conference in honor of Dennis Sullivan’s 70th birthday, who had used the same idea in work with Ilyashenko and Saltykov on intermingled basins of attraction [10]. Moreover, a key tool used in proving Theorem C is the “Special Ergodic Theorem” proved by Kleptsyn, Ryzhov, and Minkov [13] which allows one to conclude that set of initial conditions whose ergodic averages deviate by more than $\epsilon > 0$ from the space average has Hausdorff dimension less than one. It is a generalization of a preliminary version that appeared in [10].

1.8. Connection with dynamics of Blaschke Products and expanding maps of the circle. The proof of each of the theorems above rely upon techniques from real and complex dynamics to study the iterates of the Blaschke product $B_{z,t}$. The dynamics of Blaschke Products and, more generally, of $C^2$ expanding maps of the circle is a classical topic in the dynamical systems community [27, 28, 23] and their study remains an active area of research in dynamics; see [7, 9, 17, 11] for a sample. Remark also that Blaschke Products arise in a far more subtle way than here, when studying the Lee–Yang zeros for the Diamond Hierarchical Lattice [22].

1.9. Plan for the paper. Because the paper is written for readers from both mathematical physics and dynamical systems, we have made an effort to provide ample details throughout. Section 2 is devoted to proving Proposition 1.2 which is the key statement needed to begin applying dynamical systems techniques to the problem. This is followed by a proof of Theorem A in Section 3. In Section 4 we summarize several powerful results from real dynamics that will be applied to the expanding Blaschke Products and explain their consequences for $B_{z,t}$. Section 5 is devoted to studying the skew-product $B(\phi, \theta) = (\phi, B_{\phi,t}(\theta))$ as a partially hyperbolic mapping and relating the limiting measure of Lee–Yang zeros to the measure of maximal entropy for the Blaschke Products under holonomy along the central foliation. We prove Theorem B in Section 6 and then prove Theorem C in Section 7. Section 8 is devoted to Theorem D. Proofs of the formula for Lee–Yang zeros on the Cayley Tree in terms of iterates of $B_{z,t}$ (Proposition 1.1) can be found in the literature, however, we provide a derivation in Appendix A so that our paper can be read independently.

1.10. Basic Notations Used. We will use the following notation: the complex open unit disk $\mathbb{D} := \{z \mid |z| < 1\}$ and the Riemann sphere $\hat{\mathbb{C}} := \mathbb{C} \cup \{\infty\}$.
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2. Basic Complex Dynamics for $B_{z,t}$

This section is devoted to proving Proposition 1.2. The results in this section could be obtained more quickly by appealing to the results of [23]; however, we give complete details here.

[http://www.math.stonybrook.edu/dennisfest/]
For $t \in [0,1)$, the map $B_{z,t}$ is an example of a Blaschke Product, which is a map of the form $B(w) = e^{i\phi} \prod_{i=1}^{k} \frac{w-a_i}{1-\bar{w}a_i}$, where $\phi$ is real and the $a_i$'s are in $\mathbb{D}$. Blaschke Products satisfy:

1. Each of $\mathbb{D}$, $\mathbb{T}$, and $\hat{\mathbb{C}} \setminus \mathbb{D}$ is totally invariant under $B$. That is, if $S$ is any of the three sets above, then $w \in S$ if and only if $B(w) \in S$.
2. Blaschke Products are symmetric across $\mathbb{T}$. That is, $B\left(\frac{1}{w}\right) = \frac{1}{B(w)}$ for all $w \in \hat{\mathbb{C}}$.

Lemma 2.1. If the map $B_{z,t}$ has a fixed point $w_D$ in $\mathbb{D}$, then $w_D$ must be attracting, and the orbit of each point in $\mathbb{D}$ must converge to $w_D$. In particular, $w_D$ must be the only fixed point in $\mathbb{D}$. The analogous result follows for a fixed point $w_{\hat{\mathbb{C}} \setminus \mathbb{D}}$ in $\hat{\mathbb{C}} \setminus \mathbb{D}$.

Proof. An easy adaptation of the classical Schwarz Lemma states that if $f : \mathbb{D} \rightarrow \mathbb{D}$ is a holomorphic map with fixed point $f(u) = u$ for some $u \in \mathbb{D}$, then $|f'(u)| \leq 1$. Moreover, $|f'(u)| = 1$ if and only if $f$ is an automorphism of $\mathbb{D}$ (that is, 1-1 and onto). Meanwhile, if $|f'(u)| < 1$, then for every $w \in \mathbb{D}$, we have $f^n(w) \rightarrow u$ as $n \rightarrow \infty$.

In our setting, $B_{z,t}$ is a degree $k \geq 2$ rational map for which $\mathbb{D}$ is totally invariant, so its restriction to $\mathbb{D}$ cannot be an automorphism. The result for $w_D$ follows. Meanwhile, the result for $w_{\hat{\mathbb{C}} \setminus \mathbb{D}}$ follows by symmetry of the Blaschke Product across $\mathbb{T}$.

Proposition 2.2. $B_{z,t}(w)$ has a fixed point $w_\bullet$ of multiplicity greater than 1 if and only if $(\phi,t)$ is on the $\kappa$ curve.

Proof. Let $P_{z,t}(w) := z(w+t)^k - w(1+wt)^k$. Then a point $w_\bullet$ is a fixed point of $B_{z,t}$ and has multiplicity greater than 1 if and only if $P_{z,t}(w_\bullet) = 0$ and $P'_{z,t}(w_\bullet) = 0$. Solving these two equations, we find that $w_\bullet$ must satisfy

$$kw_\bullet \left( \frac{1-t^2}{(w_\bullet + t)(1+w_\bullet t)} \right) = 1.$$ 

Solving yields the two solutions stated in the Theorem A:

$$w_\bullet = \frac{(k+1)t^2 - (k-1) \pm \sqrt{(k+1)^2 t^4 - 2(k^2 + 1)t^2 + (k-1)^2}}{2t}.$$ 

We can use the condition that $w_\bullet = z \left( \frac{w_\bullet + t}{1 + w_\bullet t} \right)^k$ to find that $z = w_\bullet \left( \frac{1 + wt}{w_\bullet + t} \right)^k = e^{i\kappa(t)}$ if and only if $B_{z,t}$ has a fixed point of multiplicity greater than one.

Proof of Proposition 1.2. Part (i): By symmetry of the Blaschke Product $B_{z,t}$ across $\mathbb{T}$, if $B_{z,t}$ has a fixed point in $\mathbb{D}$ then it also has one in $\hat{\mathbb{C}} \setminus \mathbb{D}$ and the two fixed points have the same argument. By Lemma 2.1, both such fixed points would be attracting and they would be the unique fixed points of $B_{z,t}$ in $\mathbb{D}$ and $\hat{\mathbb{C}} \setminus \mathbb{D}$, respectively.

Starting with initial parameter $(\phi_0, t_0) = (0,0)$ yields fixed points at 0 and $\infty$. Let us assume there is some $(\phi_0, t_0)$ below the $\kappa$ curve such that all fixed points lie on the circle. Since $B_{z,t}$ is a rational function with complex coefficients, the fixed points vary continuously with its parameters. We can pick a continuous path from $(0,0)$ to $(\phi_0, t_0)$ that lies below the $\kappa$ curve. However, the only way all fixed points can be on the circle is if the fixed points off the circle collided on the circle, since the fixed points off the circle have the same argument. This implies the path intersects the $\kappa$ curve, a contradiction.

Proposition 2.3. For $(\phi,t)$ below the $\kappa$ curve, the Julia set of $B_{z,t}$ is $\mathbb{T}$. 


Proof. We proceed by proving that the Fatou set of $B_{z,t}$ is $\hat{C} \setminus T$. We will first show that for any open neighborhood $U \subset \hat{C} \setminus T$, the family of iterates $B_{z,t}^1(U), B_{z,t}^2(U), \ldots$ is normal. That is, for any infinite subsequence of the family, there exists a further infinite sub-subsequence that converges to a holomorphic map on $U$.

Suppose $U \subset \mathbb{D}$, and let $w_D$ be the fixed point of $B_{z,t}$ that is in $\mathbb{D}$. By Lemma 2.1, it follows that $B_{z,t}^n(w) \to w_D$ for any $w \in \mathbb{D}$. Thus, the restriction of $B_{z,t}$ to any such $U \subset D$ produces a normal family. Using the symmetry of Blaschke Products, the analogous result follows for $U \subset \hat{C} \setminus \mathbb{D}$.

Suppose there exists a point $w \in T$ and an open neighborhood $U$ around $w$ on which the iterates of $B_{z,t}$ form a normal family. As already proved, we have $B_{z,t}^n(U \cap \mathbb{D}) \to w_D$, while $B_{z,t}^n(U \cap \hat{C} \setminus \mathbb{D}) \to w_{\hat{C} \setminus \mathbb{D}}$. Thus, the family produced by $U$ converges to a discontinuous function and therefore not holomorphic, contradiction. Thus, no point in $T$ is in the Fatou set, so $T$ is the Julia set. \hfill \Box

Proof of Proposition 1.3. Part (ii): The following classical theorem that can be found in [18, Theorem 14.1].

Criterion for Expansion. For a rational map $f : \hat{C} \to \hat{C}$ of degree $d \geq 2$, the following two conditions are equivalent:

(i) $f$ is expanding on its Julia set $J$ (there exists $c > 0$ and $\lambda > 1$ such that $|(f^n)'(w)| \geq c\lambda^n$ for all $w \in J$).

(ii) The forward orbit of each critical point of $f$ converges towards some attracting periodic orbit.

The Julia set of $B_{z,t}$ is $T$, by Proposition 2.3, so it suffices to check that condition (2) holds. By Part (i) of Proposition 1.2, $B_{z,t}$ has fixed points $w_D \in \mathbb{D}$ and $w_{\hat{C} \setminus \mathbb{D}} \in \hat{C} \setminus \mathbb{D}$. The only critical points of $B_{z,t}$ are at $w = -t$ and $w = -\frac{1}{2}$, which are in $\mathbb{D}$ and $\hat{C} \setminus \mathbb{D}$, respectively, since $t \in [0,1)$. By Lemma 2.1, the orbits of these critical points converge to $w_D$ and $w_{\hat{C} \setminus \mathbb{D}}$, respectively.

3. Proof of Theorem A

Throughout the rest of the paper we will focus on the dynamics of $B_{z,t} : T \to T$. Let us write the mapping in angular form in terms of $\theta = \text{Arg}(w)$ and $\phi = \text{Arg}(z)$. While it will be sufficient to consider $\phi \in [-\pi, \pi]$, it will be helpful to allow $\theta \in \mathbb{R}$, so we consider the angular form of $B_{z,t}$ as a “lift” to $\mathbb{R}$:

$$\tilde{B}_{\phi,t,k} : \mathbb{R} \to \mathbb{R} \quad \text{where} \quad \tilde{B}_{\phi,t,k}(\theta) = k\theta - 2k \arctan \left( \frac{t \sin \theta}{1 + t \cos \theta} \right) + \phi. \quad (11)$$

Note that for any $\phi, t, k$ and $\theta$ the lift satisfies

$$\tilde{B}_{\phi,t,k}(\theta + 2\pi) = \tilde{B}_{\phi,t,k}(\theta) + 2\pi k \quad (12)$$

reflecting the fact that $B_{z,t,k} : T \to T$ is a degree $k$ mapping of the circle.

As usual, we will drop the parameter $k$ when it is clear from the context, writing $\tilde{B}_{\phi,t} \equiv \tilde{B}_{\phi,t,k}$.

Remark 3.1. We can restate Proposition 1.1 as the following:

(i) $e^{i\phi}$ is a Lee–Yang zero of $\Gamma_k^\phi$ if and only if $\tilde{B}_{\phi,t,k}^n(\phi) \equiv \pi \mod 2\pi$.

(ii) $e^{i\phi}$ is a Lee–Yang zero of $\hat{\Gamma}_k^\phi$ if and only if $\tilde{B}_{\phi,t,k+1} \circ \tilde{B}_{\phi,t,k}^{n-1}(\phi) \equiv \pi \mod 2\pi$.

Remark 3.2. For every $n > 0$, the modulus of the derivative of $\tilde{B}_{\phi,t,k}^n(\theta)$ with respect to $\theta$ coincides with that of $B_{z,t}^n(w)$ with respect to $w$. In particular, if $(\phi, t)$ is below the $\kappa$ curve, there exists $c > 0$ and $\lambda > 1$ such that $(\tilde{B}_{\phi,t,k}^n)'(\theta) \geq c\lambda^n$ for all $\theta \in \mathbb{R}$ and $n > 0$. 

Lemma 3.3. If \( \phi_1 \leq \phi_2 \) and \( \theta_1 \leq \theta_2 \), then \( \bar{B}^n_{\phi_1,t}(\theta_1) \leq \bar{B}^n_{\phi_2,t}(\theta_2) \) for any \( n \in \mathbb{N} \).

Proof. Note \( \bar{B}_{\phi,t}(\theta) \) increases in \( \phi \) trivially. Moreover,

\[
\frac{d\bar{B}_{\phi,t,k}}{d\theta} = k \left( \frac{1 - t^2}{1 + 2t \cos \theta + t^2} \right) > 0,
\]

so \( \bar{B}_{\phi,t}(\theta) \) increases in \( \theta \) as well. By induction, the assertion can be proved for \( n > 1 \). \( \square \)

3.1. Proof of Parts (i) and (ii). We will focus on the proof for the rooted Cayley Tree. Then, at the end of the subsection, explain how to adapt it for the unrooted version.

We will show that for any interval \( (\phi_1, \phi_2) \) not intersecting \( (-\kappa(t), \kappa(t)) \), there exists a constant \( C > 0 \) such that \( \mu_t((\phi_1, \phi_2)) > C \). Because the Lee–Yang zeros are symmetric about \( \phi = 0 \), we can suppose that \( 0 < \phi_1 < \phi_2 \). The limiting measure \( \mu_t \) is given by

\[
\mu_t((\phi_1, \phi_2)) = \lim_{n \to \infty} \frac{\text{# of LY zeros in } (\phi_1, \phi_2) \text{ for } \Gamma^k_n}{\text{total # of LY zeros for } \Gamma^k_n} = \lim_{n \to \infty} \frac{1}{2\pi} \left( \bar{B}^n_{\phi_2,t}(\phi_2) - \bar{B}^n_{\phi_1,t}(\phi_1) \right) / \frac{(k^{n+1} - 1)(k-1)^{-1}}{\cdot (k^{n+1} - 1)}.
\]

The second equality holds since the numerators in the two limits differ by at most 1 for every \( n \) after \( n \); see Remark 3.1. Therefore, it suffices to show that \( \bar{B}^n_{\phi_2,t}(\phi_2) - \bar{B}^n_{\phi_1,t}(\phi_1) \) grows exponentially at rate \( k \).

Since \( (\phi_1, t) \) is below the \( \kappa \) curve, Part (ii) of Proposition 1.2 (see also Remark 3.2) gives constants \( c > 0 \) and \( \lambda > 1 \) such that

\[
\bar{B}^n_{\phi_2,t}(\phi_2) - \bar{B}^n_{\phi_1,t}(\phi_1) = \int_{\phi_1}^{\phi_2} \left( \frac{d\bar{B}^n_{\phi_1,t}}{d\theta} \right)'(\theta) d\theta \geq (\phi_2 - \phi_1)c\lambda^n.
\]

In particular, there exists some \( N > 0 \) such that \( \bar{B}^N_{\phi_2,t}(\phi_2) - \bar{B}^N_{\phi_1,t}(\phi_1) > 2\pi \). Then, for any \( n \geq N \) we have

\[
\bar{B}^n_{\phi_2,t}(\phi_2) - \bar{B}^n_{\phi_1,t}(\phi_1) \geq \bar{B}^n_{\phi_1,t}(\phi_1) \geq \bar{B}^{n-N}_{\phi_1,t} \left( \bar{B}^n_N(\phi_1) + 2\pi \right) - \bar{B}^{n-N}_{\phi_1,t} \left( \bar{B}^n_N(\phi_1) \right) = 2\pi k^{n-N},
\]

with the first two inequalities given by Lemma 3.3 and the last equality coming from the fact that \( B_{z,t} \) has degree \( k \); see Equation (12). Therefore, \( \mu_t((\phi_1, \phi_2)) > 0 \).

In the case of the unrooted Cayley Tree we have

\[
\bar{\mu}_t((\phi_1, \phi_2)) = \lim_{n \to \infty} \frac{\text{# of LY zeros in } (\phi_1, \phi_2) \text{ for } \bar{\Gamma}^k_n}{\text{total # of LY zeros for } \bar{\Gamma}^k_n} = \lim_{n \to \infty} \frac{1}{2\pi} \left( \bar{B}^{n}_{\phi_2,t,k+1} \circ \bar{B}^{n-1}_{\phi_2,t,k} \left( \phi_2 \right) - \bar{B}^{n}_{\phi_1,t,k+1} \circ \bar{B}^{n-1}_{\phi_1,t,k} \left( \phi_1 \right) \right) / \frac{(k^{n+1} + k + 2)(k-1)^{-1}}{\cdot (k^{n+1} + k + 2)(k-1)^{-1}}.
\]

As for the rooted tree, we need to show that the numerator grows exponentially at rate \( k \). Again, using Lemma 3.3 it suffices to prove it for the smaller quantity

\[
\bar{B}_{\phi_1,t,k+1} \circ \bar{B}^{n-1}_{\phi_1,t,k} \left( \phi_2 \right) - \bar{B}_{\phi_1,t,k+1} \circ \bar{B}^{n-1}_{\phi_1,t,k} \left( \phi_1 \right).
\]

However, this follows from Equation (14) and the fact that there is a uniform constant \( A \) such that

\[
\frac{d\bar{B}_{\phi_1,t,k+1}}{d\theta} = (k + 1) \left( \frac{1 - t^2}{1 + 2t \cos \theta + t^2} \right) > A > 0.
\]
3.2. Proof of Part (iii) of Theorem A. For the rooted Cayley Tree, Part (iii) of Theorem A was proved by Barata-Marchetti [15]. We include their proof here for completeness and we also explain the adaptation needed for the full Cayley Tree.

Let us start with the rooted tree. Since the Lee–Yang zeros are symmetric under $\phi \mapsto -\phi$, it suffices to prove that for any $t > t_c$ there are no Lee–Yang zeros for $\Gamma_n$ at any angle $\phi_0 \in [0, \kappa(t))$. It suffices to show that for any such $t$, $\phi_0$, and $n$ we have that $\tilde{B}_{\phi_0,t}^{n}(\phi_0) < \pi$.

The proof is illustrated by Figure 5. Here, the graph of $\tilde{B}_{\phi_0,t}(\theta)$ is depicted by the blue curve and the diagonal is depicted by the red line. By the definition of $\kappa$, parameter $\phi_0 = \kappa$ refers to the case when the blue curve lies tangent to the red curve at $\theta \ast < \pi$, where $\theta \ast = \text{Arg}(w \ast)$ with $w \ast$ given in (8). However, since $0 < \phi_0 < \kappa(t)$ and $\tilde{B}_{\phi_0,t}(\theta)$ is increasing and concave up for $\theta \in (0, \pi)$, there must exist some $\theta_\ast$ with $\theta_\ast < \theta \ast < \pi$ such that the iterates (black staircase) of $\phi_0$ under $\tilde{B}_{\phi_0,t}$ converge to $\theta_\ast$, as shown in the figure.

\[ \tilde{B}_{\phi_0,t}^{n}(\phi_0) < \pi \]

\[ \text{Figure 5. It} \text{er} \text{ates (black staircase) of } \phi_0 \text{ under } \tilde{B}_{\phi_0,t} \text{ that approach } \theta_\ast \text{ for } 0 < \phi_0 < \kappa(t). \text{ Blue depicts the graph of } \tilde{B}_{\phi_0,t}(\theta) \text{ and the diagonal is depicted in red.} \]

Let us now consider how to adapt the proof to the unrooted Cayley Tree. To show that for $t_c < t < 1$ there are no Lee–Yang zeros for the unrooted tree $\hat{\Gamma}_n$ at any $\phi_0 \in [0, \kappa(t))$, we must show that $\left(\tilde{B}_{\phi_0,t,k+1} \circ \tilde{B}_{\phi_0,t,k}^{n-1}\right)(\phi_0) < \pi$; see Proposition 1.1 (and also Remark 3.1).

Note that even though we will be discussing $\tilde{B}$ indexed with both branching number $k$ and $k + 1$, the functions $\theta_\ast(t)$ and $\kappa(t)$ used below will correspond only to Formula (8) with branching number $k$. From the proof for the unrooted tree, we have for any $n$ that $\tilde{B}_{\phi_0,k+1}(\phi_0) < \theta_\ast(t)$.

Lemma 3.3 gives that

\[ \left(\tilde{B}_{\phi_0,t,k+1} \circ \tilde{B}_{\phi_0,t,k}^{n-1}\right)(\phi_0) \leq \tilde{B}_{\phi_0,t,k+1}(\theta_\ast(t)) \leq \tilde{B}_{\kappa(t),t,k+1}(\theta_\ast(t)), \]
where we have used that $0 \leq \phi_0 < \kappa(t)$ in the second inequality. Therefore, it suffices to show that for all $t \in (t_c, 1)$ we have that $\tilde{B}_{\kappa(t),t,k+1}(\theta_\bullet(t)) < \pi$. An explicit calculation yields that

$$\tilde{B}_{\kappa(t),t,k+1}(\theta_\bullet(t)) = 2\pi - 2 \arctan \left( \frac{-k^2t^2 - 2kt + k^2 - t^2 - 2k + 1}{(k + 1)^2(t^2 - 1)} \right)$$

and also

$$\frac{d}{dt} \left( \tilde{B}_{\kappa(t),t,k+1}(\theta_\bullet(t)) \right) = \frac{k - 1}{t^2 - (k + 1)^2t^4 + (2k^2 + 2)t^2 - (k - 1)^2}$$

which is greater than 0 for $t \in (t_c, 1)$. Meanwhile, one can directly check that $\tilde{B}_{\kappa(0),0,k+1}(\theta_\bullet(0)) = 0$ and that $\tilde{B}_{\kappa(1),1,k+1}(\theta_\bullet(1)) = \pi$. The result follows.

$\square$ (Theorem A, part (iii).)

4. Basic Real Dynamics for $B_{z,t}$

Throughout this section we recall some basic facts about expanding circle maps, i.e. $f : S^1 \to S^1$ with constants $C > 0, \lambda > 1$ so that for all $x \in S^1$ and for all integers $n \geq 1$, we have

$$|(f^n)'(x)| \geq C\lambda^n.$$ We will call $\lambda$ the expansion constant of $f$. Every expanding circle map is a covering map of degree $d$ with $|d| > 1$. The term absolute continuity will refer to absolute continuity with respect to the Lebesgue measure on $S^1$. Most of the theorems stated in this section were originally proved in more general settings, but we state them in the more narrow context that will be used here.

4.1. Measure of Maximal Entropy (MME) and Absolutely Continuous Invariant Measure (ACIM). Fix a continuous function $\phi : S^1 \to \mathbb{R}$. Let $\mathcal{M}_f$ be the space of all $f$-invariant Borel probability measures on $S^1$. The pressure of the system with respect to $\phi$ is

$$P(\phi) := \sup_{\rho \in \mathcal{M}_f} \left( h_\rho(f) + \int_{S^1} \phi d\rho \right),$$

where $h_\rho(f)$ denotes the metric entropy of $\rho$ under $f$. The measure achieving this supremum (if it exists) is called an equilibrium state, which a priori need not be unique. However, in the case when $f$ is expanding and $\phi$ is Hölder, the equilibrium state is unique:

**Uniqueness of Equilibrium States** (Ruelle [30]). Let $f$ be a $C^2$ expanding circle map and $\phi : S^1 \to \mathbb{R}$ be a Hölder function. Then there exists a unique equilibrium state for $\phi$.

Moreover, we have the following inequality:

**Ruelle’s Inequality.** [25] Let $f$ be a $C^2$ expanding circle map. Suppose $\rho \in \mathcal{M}_f$ is ergodic, then

$$h_\rho(f) \leq \chi_\rho(f),$$

where $\chi_\rho(f)$ is the Lyapunov exponent of $(f, \rho)$, i.e.

$$\chi_\rho(f) := \int_{S^1} \log |f'(x)| d\rho.$$

As an immediate consequence, we have

**Corollary 4.1.** If $\phi(x) = -\log |f'(x)|$, then $P(\phi) \leq 0$. 
Next, recall that the **Hausdorff dimension** of a Borel probability measure $\rho$ on a compact manifold $M$ is defined as

$$\text{HD}(\rho) := \inf_{\substack{Y \subset M \\
\rho(Y) = 1}} \text{HD}(Y).$$

**Ledrappier–Young Formula.** [32] Let $f$ be a $C^2$ expanding circle map, and let $\rho$ be a $f$-invariant ergodic probability measure. Then

$$h_\rho(f) = \chi_\rho(f) \cdot \text{HD}(\rho).$$

Set $\phi = 0$ in Ruelle’s Theorem. Then the unique measure $\eta$ achieving the supremum $\sup_{\rho \in \mathcal{M}_f} h_\rho(f)$ is called the **measure of maximal entropy** (MME). The measure $\eta$ can be constructed using a pull-back argument: For any $y \in S^1$,

$$\frac{1}{d^n} \sum_{y = f^n(x)} \delta_x \to \eta.$$  

The measure $\eta$ satisfies $f^*\eta = d \cdot \eta$. By the Variational Principle, we have $h_\eta(f) = \log d$, the topological entropy of $f$.

Meanwhile, $f$ has an **absolutely continuous invariant measure** (ACIM) $\nu$, which actually has $C^1$ density with respect to Lebesgue measure, see [26, 14].

**Proposition 4.2.** Let $f$ be a $C^2$ expanding circle map. If $\rho \in \mathcal{M}_f$ is not absolutely continuous, then $\text{HD}(\rho) < 1$.

**Proof.** The ACIM $\nu$ satisfies $\text{HD}(\nu) = 1$. Therefore the Ledrappier–Young Formula gives that $h_\nu(f) = \chi_\nu(f)$. On the other hand, Ruelle’s Inequality gives that for any ergodic $\rho \in \mathcal{M}_f$:

$$h_\rho(f) \leq \chi_\rho(f),$$

where equality is attained if and only if $\rho$ is the equilibrium state for $\phi = -\log |f'(x)|$, by Corollary [4.1]. Therefore, the absolutely continuous $\nu$ is the unique equilibrium state for $\phi$. Since $\rho$ is not absolutely continuous, $\rho \neq \nu$, and hence $\rho$ must satisfy $h_\rho(f) < \chi_\rho(f)$. Applying the Ledrappier–Young Formula again, we have $\text{HD}(\rho) < 1$. □

We will need a special version of Birkhoff’s Ergodic Theorem for the ACIM $\nu$. For any continuous function $\phi \in C(S^1)$, let $\phi_n := \frac{1}{n} \sum_{k=0}^{n-1} \phi \circ f^k$, and $\bar{\phi} := \int_{S^1} \phi \ d\nu$. Since, $\nu$ is ergodic, for $\nu$ a.e. $x$ (and hence Lebesgue a.e. $x$), we have $\lim_{n \to \infty} \phi_n(x) = \bar{\phi}$. In the proof of Theorem D we will need to give up some control on the sequence $\{\phi_n(x)\}$ in order to have more control on the exceptional set.

**Special Ergodic Theorem** (Kleptsyn–Ryzhov–Minkov [13]). Let $f$ be an expanding circle map and let $\phi \in C(S^1)$. For any $\epsilon > 0$, the set

$$K_{\phi, \epsilon} := \{x \in S^1 : \limsup_{n \to \infty} |\phi_n(x) - \bar{\phi}| > \epsilon\}$$

has Hausdorff dimension less than one.

**Proof.** We verify that $(f, \nu)$ satisfies the hypotheses from Theorem 1 of [13]. Since $\nu$ is absolutely continuous, it is the global SBR measure. Meanwhile, the work of Kifer [12] and Young [31] implies that $\nu$ satisfies a Large Deviations Principle (LDP). For example, while Theorem 3 from [31] is stated for the equilibrium state of an Axiom A attractors of a $C^2$ diffeomorphism, one can check that each line of the proof adapts directly to expanding maps of the circle. □
4.2. Conjugacies Between Expanding Circle Maps.

Shub’s Theorem. \[27\] For all $\epsilon > 0$, there exists $\delta > 0$ so that if $f, g$ are $C^1$ expanding circle maps with $\|f - g\|_{C^1} < \delta$, then $f$ is $C^0$ conjugate to $g$ via some $h$ with $\|h - \text{id}\|_{C^0} < \epsilon$.

Shub–Sullivan Theorem. \[28\] Two $C^r$, $r \geq 2$, expanding maps of the circle which are absolutely continuously conjugate are $C^r$ conjugate. If two Blaschke products are absolutely continuously conjugate on the unit circle $\mathbb{T}$, then they are conjugate by a Möbius transformation of the Riemann Sphere.

By Shub’s Theorem, any two $C^2$ expanding maps of the circle are topologically conjugate. If they are also $C^2$ close, then we have more control over the Hölder exponent of the conjugacy.

**Proposition 4.3.** Let $f$ be a $C^2$ expanding circle map. Then, for any $\epsilon > 0$, there exists $\delta > 0$ such that if $g$ is another $C^2$ expanding circle map with $\|f - g\|_{C^2} < \delta$, then $f$ and $g$ are Hölder conjugate by $h$ with exponent $1 - \epsilon$ and multiplicative constant independent of $g$.

The proof of Proposition 4.3 requires the following Denjoy style distortion estimate. A proof can be found in \[28\]. Given a covering map $f : S^1 \to S^1$, let $\tilde{f} : \mathbb{R} \to \mathbb{R}$ be any lift of $f$.

**Lemma 4.4.** Let $f$ be a $C^2$ expanding circle map. For all $L > 0$, there exists $M > 0$, so that the following is true: for any interval $I \subset S^1$, let $N$ be the first iterate so that $|\tilde{f}^N(I)| > L$, then $\text{dist}_I(f^N) < M$.

Here, $\text{dist}_I(f)$ is the distortion of $f$ on $I$ defined by

$$\text{dist}_I(f) := \sup_{x, y \in I} \log \frac{|f'(x)|}{|f'(y)|}.$$

Let $p$ be a periodic point of $f$ with period $n$. Define $\lambda_{\text{avg}}(p) = ((f^n)'(p))^{1/n}$. Remark that for all periodic points $p$ of an expanding circle map $f$ with expansion constant $\lambda$, we have $\lambda_{\text{avg}}(p) \geq \lambda$.

**Proof of Proposition 4.3.** For any $\alpha > 1$, it is straightforward to see that there exists $\delta > 0$ such that whenever $\|f - g\|_{C^2} < \delta$, we have for all periodic points $p$ of $f$

$$\frac{1}{\alpha} \lambda_{\text{avg}}(p) \leq \lambda_{\text{avg}}(h(p)) \leq \alpha \lambda_{\text{avg}}(p),$$

where $h$ is the $C^0$ conjugacy close to the identity given by Shub’s Theorem. We will show that $h$ is in fact Hölder continuous with exponent $\left(1 - \frac{\log \alpha}{\log \lambda}\right)$, where $\lambda$ is the expansion constant of $f$.

Let $I \subset S^1$ be an interval. Then there exists an integer $N \geq 0$ so that $\tilde{f}^N$ is the first iterate so that $|\tilde{f}^N(I)| > 4\pi$, where $\tilde{f}$ is any choice of lift of $f$. Then, since $h$ is a conjugacy between $f$ and $g$, we have that $g^N$ is also the first iterate so that $\tilde{g}^N(h(I)) > 4\pi$, with $\tilde{h}$ and $\tilde{g}$ suitable lifts of $h$ and $g$. By the Intermediate Value Theorem, $\tilde{f}^N$ has a fixed point $p \in I$, corresponding to a periodic point of $f$ with period dividing $N$. Then $h(p) \in h(I)$ is a periodic point of $g$ of the same period. Then, using the Distortion Lemma, we have

$$|f^N(I)| \asymp \lambda_{\text{avg}}(p)^N |I|, \quad |g^N(h(I))| \asymp \lambda_{\text{avg}}(h(p))^N |h(I)|.$$

(The asymptotic notation $\asymp$ means the ratio of the left and right sides is bounded from above and below by positive constants, independent of $N$ (or, equivalently, independent of $|I|$), since $N$ depends on $|I|$). Since $4\pi \leq |f^N(I)| \leq 4\pi K$ and $4\pi \leq |g^N(h(I))| \leq 4\pi K$, where

$$K = \max \left\{ \max_{x \in S^1} f'(x), \max_{x \in S^1} g'(x) \right\},$$
we have $|f^N(I)| \asymp |g^N(h(I))| \asymp 1$ and thus

$$\lambda_{\text{avg}}(p)^N |I| \asymp \lambda_{\text{avg}}(h(p))^N |h(I)| \asymp 1.$$  

Then

$$|h(I)| \asymp \frac{1}{\lambda_{\text{avg}}(h(p))^N} = \frac{1}{(\lambda_{\text{avg}}(p)^N)^\gamma} \asymp |I|^\gamma,$$

where $\gamma = \frac{\log \lambda_{\text{avg}}(h(p))}{\log \lambda_{\text{avg}}(p)} > \frac{\log (\lambda_{\text{avg}}(p)/\alpha)}{\log \lambda_{\text{avg}}(p)} \geq 1 - \frac{\log \alpha}{\log \lambda}$. Therefore, $|h(I)| \asymp |I|^\gamma < |I|^{1 - \frac{\log \alpha}{\log \lambda}}$. This shows that $h$ is Hölder with exponent $\left(1 - \frac{\log \alpha}{\log \lambda}\right)$. Lastly, the reader can check that all the multiplicative constants that are implicit in the $\asymp$ notation (including those coming from the distortion lemma) can be made uniform in $g$.  

4.3. Applications to the Blaschke Products $B_{z,t}$. Recall that for $0 < t < 1$ and $z \in \text{interior}(S_t)$, the map $B_{z,t}(w) = z \left(\frac{w + t}{1 + wt}\right)^k$ is expanding on the unit circle $T$. On the other hand, the critical points of $B_{z,t}$, $w = -t$ and $w = -\frac{1}{t}$, are not fixed, and hence lie in the basins of attraction of some other fixed points in $\mathbb{D}$ and $\hat{\mathbb{C}} \setminus \bar{\mathbb{D}}$.

**Lemma 4.5.** Fix branching number $k \geq 2$, fix $0 < t < 1$, and $z \in \text{interior}(S_t)$. Then the MME $\eta_{k,z,t}$ for $B_{k,z,t}$ satisfies $\text{HD}(\eta_{k,z,t}) < 1$.

**Proof.** To simplify notation, we write $B \equiv B_{k,z,t}$ and $\eta \equiv \eta_{k,z,t}$. Assume for contradiction that $\eta$ is absolutely continuous, so $\eta = m(\theta)d\theta$, where $m(\theta)$ is $L^1$ and $d\theta$ denotes the Lebesgue measure on $T$. By absolute continuity, $\text{HD}(\eta) = 1$, so the Ledrappier–Young Formula gives that $h_\eta(B) = \chi_\eta(B)$. Then, by Ruelle’s Inequality and Ruelle’s Theorem, $\eta$ must be the unique measure achieving the equilibrium state for the potential $-\log B'$. It follows from [26][14] that the density function $m(\theta)$ of $\eta$ is $C^1$. Define $h : T \to T$ by

$$h(\theta) = \int_0^\theta m(\psi)d\psi,$$

we will show that $m(\theta) \neq 0$ for all $\theta$. If $m(\theta_0) = 0$ for some $\theta_0$, then invariance of $m$ implies that $m$ vanishes on the backward orbits of $\theta_0$, which is dense in $T$ because $B$ is expanding, therefore $m(\theta) \equiv 0$, contradiction. This shows that $m(\theta) \neq 0$ for all $x$. Hence $h$ is in fact a $C^2$ diffeomorphism.

On the other hand, the MME $\eta$ satisfies $B^* \eta = k \cdot \eta$, then we have

$$h(B(\theta)) = \eta((0, B(\theta))) = k \cdot \eta(0, \theta) = k \cdot h(\theta).$$

Therefore, $B$ and $\theta \mapsto k \cdot \theta$ are conjugate by the $C^2$ mapping $h$.

Then, by the Shub–Sullivan Theorem, $h$ can be extended to a Möbius transformation of the Riemann Sphere $\hat{\mathbb{C}}$ so that it conjugates $B_{k,z,t}$ to $z \mapsto z^k$ on $\hat{\mathbb{C}}$. However, both of the critical points of $z \mapsto z^k$ are fixed points, but, for $0 < t < 1$, the critical point $t$ for $B_{k,z,t}$ is not a fixed point. Therefore $\eta_{z,t}$ cannot be absolutely continuous, then by Proposition 4.1, $\text{HD}(\eta_{z,t}) < 1$.  

**Remark 4.6.** Some of the key statements above can also be obtained from the perspective of complex dynamics. In particular, Lemma 4.5 is a direct application of Zdunik’s Theorem [32] and, in the case of Blaschke Products $B_{z,t}$, Proposition 4.3 about Hölder regularity of the conjugacy follows from theory of holomorphic motions [3]. However, we found that presenting them using real dynamics was more concrete for the purposes here.
Proposition 4.7. For $z \in \text{interior}(S_t)$, the Lyapunov exponent of $B_{z,t,k}$ with respect to the ACIM $\nu_{z,t}$ is given by

$$
\chi_{\nu_{z,t}}(B_{z,t,k}) = 2\pi \log \left| \frac{k(1-t^2) w_D (1 - w_D t)}{(w_D + t)(1 + w_D t)(t - w_D)} \right|,
$$

where $w_D$ is the unique attracting fixed point of $B_{z,t}$ in $\mathbb{D}$.

Proof. Let $\psi$ be the disc automorphism

$$
\psi(w) = \frac{w - w_D}{1 - w_D w}.
$$

Then the map $\tilde{B}_{z,t} := \psi \circ B_{z,t} \circ \psi^{-1}$ is a Blaschke product expanding on $\mathbb{T}$ with the attracting fixed point at the origin, hence its ACIM $\tilde{\nu}_{z,t}$ is the normalized Lebesgue measure $d\theta$ [23]. The only critical point of $B_{z,t}$ in the unit disc is $w = t$, which is mapped to $\frac{t-w_D}{1-w_D t}$ under $\psi$. By Jensen’s Formula, we have

$$
\int_{\mathbb{T}} \log |B'_{z,t}|d\nu_{z,t} = \int_{\mathbb{T}} \log |\tilde{B}'_{z,t}|d\theta = 2\pi \left( \log |\tilde{B}'_{z,t}(0)| - \log \left| \frac{t - w_D}{1 - w_D t} \right| \right)
$$

$$
= 2\pi \log \left| \frac{k(1-t^2)(w_D + t)^{k-1}(1 - w_D t)}{(1 + w_D t)^{k+1}(t - w_D)} \right|.
$$

Using that $B_{z,t}(w_D) = w_D$, that $t$ is real, and that $|z| = 1$, this formula simplifies to the stated one.

\[ \square \]

5. Partial Hyperbolicity and Transverse Invariant Measures

Fix a temperature $t \in (0, 1)$. This section is devoted to proving several properties of the skew product mapping

$$
B(\phi, \theta) := (\phi, B_{\phi,t}(\theta)).
$$

To simplify notation, let $\mathbb{T}_\phi := \{\phi\} \times \mathbb{T}$, and $x := (\phi, \theta)$ when there is no ambiguity.

5.1. Partial Hyperbolicity. Let $X_t \subseteq \text{interior}(S_t)$ be any compact interval. Since $B$ is a skew product over the identity, with the restriction to each vertical fiber being an expanding map of the circle, it is a straightforward application of techniques from smooth dynamics to prove that $B$ is partially hyperbolic on $X_t \times \mathbb{T}$. In this context, this means that:

1. There exists a vertical tangent cone field $K^v(x)$ and a horizontal central linefield $L^c(x) \subset T_x(X_t \times \mathbb{T})$ depending continuous on $x$ and invariant under $DB$.
2. Vertical tangent vectors $v \in K^v(x)$ get exponentially stretched under $DB^n$.

We remark that the central linefield on $X_t \times \mathbb{T}$ is given by

$$
L^c(x) = \bigcap_{n \geq 0} (DB^n)^{-1} K^h(B^n(x)).
$$

A smooth curve is called central if it is tangent to the central linefield $L^c$. A central foliation $F^c$ is a strictly horizontal foliation of $X_t \times \mathbb{T}$ invariant under $B^{-1}$.

Proposition 5.1. There exists a unique central foliation $F^c$.

Proof. It follows from the Peano Existence Theorem that continuous linefields are integrable, so we can find a central curve through any point $x \in X_t \times \mathbb{T}$ by integrating the central linefield $L^c$. Denote $F^c$ the collection of all such curves. Let us show that $F^c$ is a central foliation.

Suppose $\gamma_1 \neq \gamma_2$ are two central curves which overlap. Let us parameterize $\gamma_1, \gamma_2$ by $\phi$, and let $\gamma_1(\phi_0) = \gamma_2(\phi_0)$ be a boundary point of the intersection. Pick $\phi_1 \neq \phi_0$ arbitrarily close to $\phi_0$.
since $\gamma_1(\phi_1) \neq \gamma_2(\phi_1)$, and consider the genuine vertical segment $I$ between $\gamma_1(\phi_1)$ and $\gamma_2(\phi_1)$. Since $B_\phi$ is expanding for every $\phi$, the length of $I$ is exponentially stretched under the iterates of $B$. Since $I$ can be chosen arbitrarily close to $\gamma_1(\phi_0)$, this implies that at the point $B^n(\gamma_1(\phi_0))$, at least one of the curves, $B^n(\gamma_1)$ or $B^n(\gamma_2)$, lies in the vertical cone when $n$ is sufficiently large, which contradicts the invariance of $\mathcal{L}^c$.

This proves that the linefield $\mathcal{L}^c$ is uniquely integrable, so the family $\mathcal{F}^c$ of all integral curves forms the central foliation.

\section{5.2. Transverse invariant measure.} Let $\tau_1$ and $\tau_2$ be two local transversals to $\mathcal{F}^c$. We say that $\tau_1$ and $\tau_2$ correspond under $\mathcal{F}^c$-$\text{holonomy}$ if for any $x_1 \in \tau_1$, there exists a unique $x_2 \in \tau_2$ so that $x_1$ and $x_2$ belong to the same leaf of $\mathcal{F}^c$, and vice versa. In this case, the holonomy transformation $g_{\tau_1,\tau_2} : \tau_1 \rightarrow \tau_2$ is defined by the property that $(\phi, \theta) \in \tau_1$ and $g_{\tau_1,\tau_2}(\phi, \theta) \in \tau_2$ belong to the same leaf. In the case that one or both of the transversals is a vertical fiber $T_\phi$, we will abuse notation and write $g_{\phi_1,\phi_2} := g_{\tau_{\phi_1},\tau_{\phi_2}}$.

A transverse invariant measure $\eta$ for $\mathcal{F}^c$ is a family of measures $\{\eta_\tau : \tau \text{ tranversal to } \mathcal{F}^c\}$, such that for any $\tau_1, \tau_2$ which correspond under $\mathcal{F}^c$-$\text{holonomy}$, we have $\eta_{\tau_1} = (g_{\tau_1,\tau_2})_*\eta_{\tau_2}$. Such measures can be specified by a single measure $\eta_\tau$ on a global transversal $\tau$.

The main two results of this section are:

\begin{proposition} \label{prop:5.2} There is a transverse invariant measure $\eta$ for $\mathcal{F}^c$, so that
\begin{enumerate}[(i)]
\item on each vertical fiber $T_\phi$, $\eta$ is the MME $\eta_{\phi,t}$ for $B_{\phi,t}$, and
\item on the diagonal $\Delta_t := \{ (\delta, \delta) : \delta \in X_t \} \subset X_t \times T$, $\eta$ is the limiting measure of the Lee–Yang zeros $\mu_t$ for the rooted Cayley Tree.
\end{enumerate}
\end{proposition}

\begin{proposition} \label{prop:5.3} The full and rooted Cayley Tree have the same limiting measure of Lee–Yang zeros. \textit{i.e.} for any $t \in [0,1]$ we have $\hat{\mu}_t = \mu_t$.
\end{proposition}

The proof of both propositions will follow from the next three lemmas.

The Lee–Yang zeros for the $n$-th level rooted Cayley Tree are obtained by pulling back the horizontal line $\{ \theta = \pi \}$ by $B^n$ and then intersecting with the diagonal $\Delta_t$. Therefore the following lemma is of particular interest.

\begin{lemma} \label{lemma:5.4} The leaves of the central foliation $\mathcal{F}^c$ have negative slope. In particular, the diagonal $\Delta_t$ is transversal to $\mathcal{F}^c$.
\end{lemma}

\begin{proof} One can prove by induction that $$DB^n(\phi, \theta) = \begin{bmatrix} 1 & 0 \\ * & (B^n)_*(\theta) \end{bmatrix},$$ where $*$ denotes a positive term. So we see that the vector $v = [1, 0]^T$ is vertically stretched exponentially by $DB^n$, while its horizontal length is fixed. Then, for some integer $n > 0$, $DB^n v$ is in the vertical cone. This implies $v \notin \mathcal{L}^c$. So the leaves of $\mathcal{F}^c$ must have negative slopes. Hence $\Delta_t$ is transversal to $\mathcal{F}^c$.
\end{proof}

Denote the cardinality of a set $S$ by $\#S$.

\begin{lemma} \label{lemma:5.5} Let $I_\phi \subset T_\phi$ be an arbitrary interval and let $\tau$ be a local transversal to $\mathcal{F}^c$ so that $I_\phi$ and $\tau$ correspond under $\mathcal{F}^c$-$\text{holonomy}$. For any smooth curve $\gamma$ that can be represented as a graph of a smooth function $\gamma(\phi) : X_t \rightarrow T$, we have $$\lim_{n \rightarrow \infty} \frac{1}{kn} \# \left\{ B^{-n}(\gamma) \cap \tau \right\} = \eta_\phi(I_\phi),$$
\end{lemma}
where \( \eta_\phi \) is the MME for \( B_{\phi,t} \).

**Proof.** Let \( \tilde{B} : X_t \times \mathbb{R} \to X_t \times \mathbb{R} \) be a lift of \( B \) and let \( \tilde{\gamma}_0 \) be a lift of \( \gamma \) to \( X_t \times \mathbb{R} \). Meanwhile, let \( \tilde{\gamma} \) denote the union of all lifts of \( \gamma \), i.e. \( \tilde{\gamma} \) is the union of vertical translations of \( \tilde{\gamma}_0 \) by every integer multiple of \( 2\pi \).

Let \( \pi_2 : X_t \times \mathbb{T} \to \mathbb{T} \) and \( \tilde{\pi}_2 : X_t \times \mathbb{R} \to \mathbb{R} \) denote the projections onto the second coordinate.

Suppose \( \xi \in X_t \times \mathbb{R} \) is any smooth curve. Let \( \ell(\xi) := |\tilde{\pi}_2(\xi)| \) denote the Euclidean length of its projection to the second coordinate \( \mathbb{R} \). For any integer \( n > 0 \), the quantity \( \ell(\tilde{B}^n(\tau))/2\pi \) is the number of times the curve \( \pi_2(B^n(\tau)) \) wraps around the circle \( \mathbb{T} \), which differs from the number of times \( \tilde{B}^n(\tau) \) intersects \( \tilde{\gamma} \) by at most \( 1 + \frac{M}{2\pi} \), where \( M = \ell(\tilde{\gamma}_0) \), i.e.

\[
\left| \frac{\ell(\tilde{B}^n(\tau))}{2\pi} - \# \{ \tilde{B}^n(\tau) \cap \tilde{\gamma} \} \right| \leq 1 + \frac{M}{2\pi}.
\]

On the other hand, since \( B \) maps each leaf of \( F^c \) to another leaf of \( F^c \), there exists a constant \( A > 0 \) such that for all \( n > 0 \),

\[
\left| \ell(\tilde{B}^n(I_\phi)) - \ell(\tilde{B}^n(\tau)) \right| < A.
\]

Thus, \( k^{-n} \left| \ell(\tilde{B}^n(I_\phi)) - \ell(\tilde{B}^n(\tau)) \right| \to 0 \) as \( n \to \infty \). Therefore, we have

\[
\lim_{n \to \infty} \frac{1}{k^n} \left| \# \{ B^{-n}(\gamma) \cap I_\phi \} - \# \{ B^{-n}(\gamma) \cap \tau \} \right| = 0.
\]

Finally, notice that \( \lim_{n \to \infty} k^{-n} \# \{ B^{-n}(\gamma) \cap I_\phi \} \) converges to the measure of \( I_\phi \) under the measure of maximal entropy \( \eta_\phi \) for \( B_{\phi,t} \). In particular,

\[
\lim_{n \to \infty} \frac{1}{k^n} \# \{ B^{-n}(\gamma) \cap I_\phi \} = \lim_{n \to \infty} \frac{1}{k^n} \# \{ B^{-n}(\gamma) \cap \tau \} = \eta_\phi(I_\phi).
\]

\( \square \)

Suppose \( \tau_1 \) and \( \tau_2 \) correspond under \( F^c \)-holonomy. Then, for any \( \phi \in X_t \) we can find \( I_\phi \subset \mathbb{T}_\phi \) so that \( I_\phi \) corresponds to both \( \tau_1 \) and \( \tau_2 \) under \( F^c \)-holonomy. Therefore, the following is a direct consequence of Lemma 5.5.

**Lemma 5.6.** For any two transversals \( \tau_1 \) and \( \tau_2 \) that correspond under \( F^c \)-holonomy we have

\[
\lim_{n \to \infty} \frac{1}{k^n} \# \{ B^{-n}(\gamma) \cap \tau_1 \} = \lim_{n \to \infty} \frac{1}{k^n} \# \{ B^{-n}(\gamma) \cap \tau_2 \}.
\]

**Proof of Proposition 5.2.** For each \( \tau \) transversal to \( F^c \), Lemma 5.5 defines a premeasure on the algebra generated by intervals on \( \tau \). By the Carathéodory Extension Theorem, this premeasure can be extended to a Borel measure. Lemma 5.6 gives that the measure is invariant under the holonomy transformation. It follows from the construction above that \( \eta \) is the MME \( \eta_{\phi,t} \) on each vertical fiber \( \mathbb{T}_\phi \). By taking \( \gamma(\phi) \equiv \pi \) and \( \tau = \Delta_t \), it follows that on the diagonal \( \Delta_t \), \( \eta \) is the limiting measure of the Lee–Yang zeros for the rooted Cayley Tree.

\( \square \)

**Proof of Proposition 5.3.** Fix \( 0 \leq t < 1 \) in order to show that \( \widehat{\mu}_t = \mu_t \), where \( \widehat{\mu}_t \) denotes the limiting measure of Lee–Yang zeros for the full Cayley Tree and temperature \( t \). Let us now emphasize the branching number in the notation for the skew product by writing \( B_k(\phi, \theta) = (\phi, B_{\phi,t,k}(\theta)) \). Then \( B^{-1}_{k+1}(\theta = \pi) \) is a disjoint union \( \bigcup_{i=1}^{k+1} \gamma_i \) of \( k+1 \) smooth curves, each can be represented as a graph
γ_1 : X_t → T. For any \( \phi_1 < \phi_2 \) let \( \Delta_{\phi_1,\phi_2} \) be the part of the diagonal \( \Delta \) whose first coordinate satisfies \( \phi_1 \leq \phi \leq \phi_2 \). Then, Lemma 5.5 gives that

\[
\lim_{n \to \infty} \frac{1}{k^n(k+1)} \# \left\{ B_k^{-n} \circ B_k^{-1}(\theta = \pi) \cap \Delta_{\phi_1,\phi_2} \right\} = \eta_\phi (I_\phi) = \lim_{n \to \infty} \frac{1}{k^n} \# \left\{ B_k^{-n}(\theta = \pi) \cap \Delta_{\phi_1,\phi_2} \right\},
\]

where \( I_\phi \) is the holonomy image of \( \Delta_\delta \) along \( F^c \). Meanwhile, it follows from Lemma 1.1 that the left hand side of the equation is \( \mu_c([\phi_1, \phi_2]) \) and the right hand side is \( \mu_c([\phi_1, \phi_2]) \).

As we mentioned in the introduction, from now on we will ignore the distinction between the full Cayley Tree and the rooted Cayley Tree, so the term “Cayley Tree” will refer to either of them.

5.3. Regularity of the holonomy along \( F^c \). We finish this section with the next two results which will be used in the proof of Theorems B and C.

**Proposition 5.7.** Let \( \phi_1 \in X_t \). Then for any \( \epsilon > 0 \), there exists \( \delta > 0 \) so that if \( |\phi_1 - \phi_2| \leq \delta \), then the holonomy transformation \( g_{\phi_1,\phi_2} \) is Hölder continuous with exponent \( 1 - \epsilon \) and multiplicative constant independent of \( \phi_2 \).

**Proof.** Since \( B \) maps leaves of \( F^c \) to leaves of \( F^c \), the holonomy transformation \( g_{\phi_1,\phi_2} \) provides a conjugacy between \( B_{\phi_1} \) and \( B_{\phi_2} \). The result then follows from Proposition 4.3.

Parameterize the diagonal \( \Delta_t \) by the horizontal coordinate \( \phi \mapsto (\phi, \phi) \). Let \( \phi_1 \in X_t \) and \( \delta > 0 \) be chosen so that the sub-interval \( \Delta_\delta \equiv \Delta_{\phi_1,\delta} \subset \Delta_t \) consisting of those points whose first coordinate lies in \( [\phi_1, \phi_1 + \delta] \) satisfies \( \Delta_{\phi_1,\delta} \subset X_t \times T \). Let \( I_\delta \equiv I_{\phi_1,\delta} \subset T_{\phi_1} \) be the vertical interval that corresponds to \( \Delta_{\phi_1,\delta} \) under \( F^c \)-holonomy. See Figure 6 for an illustration.

**Lemma 5.8.** For any \( \phi_1 \in X_t \) and any \( 0 < \gamma < 1 \), there exists \( \delta > 0 \) such that \( g_{I_{\phi_1,\delta},\Delta_{\phi_1,\delta}} : I_{\phi_1,\delta} \to \Delta_{\phi_1,\delta} \) is Hölder continuous with exponent \( \gamma \).

**Proof.** Given \( \phi_1 \in X_t \) and \( 0 < \gamma < 1 \), let \( \delta > 0 \) be as in Proposition 5.7. Let \( x, y \in I_{\phi_1,\delta} \) be arbitrary (assuming \( x \) is above \( y \) on \( I_{\phi_1,\delta} \)). Furthermore, let (\( \phi_2, \phi_2 \)) := \( g_{I_{\phi_1,\delta},\Delta_{\phi_1,\delta}}(x) \). Since \( |\phi_1 - \phi_2| \leq \delta \), Proposition 5.1 gives that for all \( x_1, x_2 \in T_{\phi_1} \),

\[
|g_{\phi_1,\phi_2}(x_1) - g_{\phi_1,\phi_2}(x_2)| < C|x_1 - x_2|^{\gamma},
\]

where \( C \) is independent of \( \phi_2 \). Then, since the leaves of \( F^c \) have negative slopes (see Lemma 5.4), we have

\[
|g_{I_\delta,\Delta_\delta}(x) - g_{I_\delta,\Delta_\delta}(y)| < |g_{\phi_1,\phi_2}(x) - g_{\phi_1,\phi_2}(y)| < C|x - y|^{\gamma}.
\]

\( \square \)
6. Proof of Theorem B

The following lemma is well-known and its proof is a direct application of the definitions:

**Lemma 6.1.** Let \( f : X \to Y \) be an \( \alpha \)-Hölder continuous function between metric spaces. Then \( HD(f(A)) \leq \frac{1}{\alpha} HD(A) \) for any \( A \subset X \).

**Proof of Theorem B.** We must show that the restriction of \( \mu_t \) to any compact interval \( X_t \subset \text{interior}(S_t) \) has Hausdorff dimension less than one.

Let \( Y_t \) be some compact interval such that \( X_t \subset \text{interior}(Y_t) \) and \( Y_t \subset \text{interior}(S_t) \). We will show that for any \( \phi \in Y_t \) there exists \( \delta > 0 \) so that the restriction of \( \mu_t \) to \( (\phi, \phi + \delta) \) has Hausdorff dimension less than one. Such intervals form an open cover of \( X_t \), so the desired result will follow by compactness.

Let \( \phi \in Y_t \). By Lemma 4.5, the MME \( \eta_\phi \) of \( B_{\phi,t} \) satisfies \( HD(\eta_\phi) = H_\phi < 1 \), so we can choose \( 0 < \gamma < 1 \) with \( H_\phi/\gamma < 1 \). Then, by Lemma 5.8, there exists \( \delta > 0 \) such that \( g_{I_{\phi,\delta},\Delta_{\phi,\delta}} \) is Hölder with exponent \( \gamma \), where \( I_{\phi,\delta} \subset \mathbb{T}_\phi \). (See the paragraph before the statement of Lemma 5.8 for the definitions of \( \Delta_{\phi,\delta} \) and \( I_{\phi,\delta} \).)

Denote \( \eta_{I_{\phi,\delta}} \) the restriction of \( \eta_\phi \) onto \( I_{\phi,\delta} \). Then \( HD(\eta_{I_{\phi,\delta}}) \leq H_\phi \), so there is a subset \( E_{\delta} \subset I_{\phi,\delta} \) with full measure in \( I_{\phi,\delta} \) (w.r.t. \( \eta_{I_{\phi,\delta}} \)) satisfying \( HD(E_{\delta}) \leq H_\phi \).

Under holonomy the set \( g_{I_{\phi,\delta},\Delta_{\phi,\delta}}(E_{\delta}) \) has

1. Full measure in \( \Delta_{\phi,\delta} \) with respect to the Lee–Yang measure \( \eta|_{\Delta_{\phi,\delta}} = \mu_t|_{\Delta_{\phi,\delta}} \),
2. \( HD\left(g_{I_{\phi,\delta},\Delta_{\phi,\delta}}(E_{\delta})\right) < 1 \) (Lemma 6.1).

\( \square \)

7. Proof of Theorem C

Recall that for each \( \phi \in \text{interior}(S_t) \), \( \nu_{\phi,t} \) denotes the ACIM for the expanding circle map \( B_{\phi,t} \). Let \( \chi_{\phi,t} \equiv \chi_{\nu_{\phi,t}}(B_{\phi,t}) \) denote the Lyapunov exponent of \( \nu_{\phi,t} \). The following proposition is a direct application of the Special Ergodic Theorem for the observable \( \log \left| B_{\phi,t}' \right| \).

**Proposition 7.1.** For all \( \epsilon > 0 \), \( \phi \in \text{interior}(S_t) \), there exists \( G_\phi(\epsilon) \subset \mathbb{T}_\phi \) such that

1. \( HD(T_\phi \setminus G_\phi(\epsilon)) < 1 \).
2. Each \( \theta \in G_\phi(\epsilon) \) satisfies \( \limsup_{n \to \infty} \left| \frac{1}{n} \log \left| (B_{\phi,t}^n)'(\theta) \right| - \chi_{\phi,t} \right| < \epsilon \).

The proof of Theorem C will take place in two steps:

Step 1: Using Proposition 7.1 and properties of the \( F^c \)-holonomy to find Lebesgue full-measure subsets of the diagonal on which we have good control of the Lyapunov exponents:

**Proposition 7.2.** For any \( \epsilon > 0 \), there is a Lebesgue full measure set \( S_t^+(\epsilon) \subset S_t \), such that if \( \phi \in S_t^+(\epsilon) \), then \( \phi \in G_\phi(\epsilon) \).

Step 2: Use of Proposition 7.2 to prove Theorem C using a similar technique to the proof of the Ledrappier-Young formula and then taking a countable intersection of Lebesgue full-measure sets.

**Step 1: Proof of Proposition 7.2.**

**Lemma 7.3.** There exists \( \delta > 0 \) such that if \( |\phi_1 - \phi_0| < \delta \) and \( \theta_0 \in G_{\phi_0}(\epsilon/2) \), then \( \theta_1 := g_{\phi_0,\phi_1}(\theta_0) \in G_{\phi_1}(\epsilon) \), where \( g_{\phi_0,\phi_1} : T_{\phi_0} \to T_{\phi_1} \) is the holonomy transformation.
Proof. We compute
\[ \frac{1}{n} \log(B_{n,\phi_1,t}^n)'(\theta_1) - \chi_{\phi_1,t} \leq \log \left( \frac{(B_{n,\phi_1,t}^n)'(\theta_1)}{(B_{n,\phi_0,t}^n)'(\theta_0)} \right)^{1/n} + \frac{1}{n} \log(B_{n,\phi_0,t}^n)'(\theta_0) - \chi_{\phi_0,t} + |\chi_{\phi_1,t} - \chi_{\phi_0,t}|. \]
By Proposition 4.7, \( \chi_{\phi,t} \) is continuous in \( \phi \). Meanwhile, since \( (\phi_0, \theta_0) \) and \( (\phi_1, \theta_1) \) are in the same leaf of \( \mathcal{F}_s \), as in the proof of Proposition 4.3, the first term above can be made less than \( \epsilon/4 \) whenever \( |\phi_0 - \phi_1| \) is sufficiently small. Therefore, there exists \( \delta > 0 \) so that
\[ \frac{1}{n} \log(B_{n,\phi_1,t}^n)'(\theta_1) - \chi_{\phi_1,t} \leq \frac{1}{n} \log(B_{n,\phi_0,t}^n)'(\theta_0) - \chi_{\phi_0,t} + \frac{\epsilon}{2}. \]
Take the limit supremum on both sides, we get
\[ \limsup_{n \to \infty} \frac{1}{n} \log(B_{n,\phi_1,t}^n)'(\theta_1) - \chi_{\phi_1,t} < \epsilon. \]

Lemma 7.4. Let \( \phi_0 \in \text{interior}(S_i) \). Then for all \( \epsilon > 0 \), there exists \( 0 < H_1 < 1, \delta > 0 \) such that if \( |\phi - \phi_0| < \delta \), then \( \text{HD}(T_{\phi} \setminus G_\phi(\epsilon)) < H_1 \).

Proof. Denote \( E_\phi(\epsilon) := T_{\phi} \setminus G_\phi(\epsilon) \). By Proposition 7.1, there exists \( 0 < H_0 < 1 \) satisfying \( \text{HD}(E_{\phi_0}(\epsilon/2)) < H_0 < 1 \), so that we can choose \( H_0 < H_1 < 1 \) with \( \gamma = H_0 / H_1 < 1 \). By Proposition 4.3, there exists \( \delta > 0 \) such that \( |\phi - \phi_0| < \delta \) implies \( g_{\phi_0,\phi} \) is Hölder with exponent \( \gamma \), then by Lemma 6.1, we obtain an upper bound on the Hausdorff dimension of the set \( g_{\phi_0,\phi}(E_{\phi_0}(\epsilon/2)) \):
\[ \text{HD}(g_{\phi_0,\phi}(E_{\phi_0}(\epsilon/2))) < H_0/\gamma = H_1 < 1. \]
Meanwhile, by reducing \( \delta \) if necessary, the previous lemma gives that
\[ g_{\phi_0,\phi}(G_{\phi_0}(\epsilon/2)) \subset G_\phi(\epsilon), \]
hence \( E_\phi(\epsilon) \subset g_{\phi_0,\phi}(E_{\phi_0}(\epsilon/2)) \).

We now use Lemmas 7.3 and 7.4 to prove Proposition 7.2.

Let \( X_t \subseteq \text{interior}(S_i) \) be a compact interval. By Lemma 7.4, there is a constant \( 0 < H_2 < 1 \) such that for all \( \phi \in X_t \), we have \( \text{HD}(E_{\phi}(\epsilon/2)) < H_2 \). Choose \( 0 < \gamma < 1 \) so that \( H_2/\gamma < 1 \), then by Lemma 5.8, there exists \( \delta > 0 \) (which implicitly depends on \( \phi \)) such that \( g_{\phi,\phi_0,\phi,\phi_0} \) is Hölder continuous with exponent \( \gamma \), where \( I_{\phi,\phi_0,\phi} \), \( \Delta_{\phi,\phi_0,\phi} \) are defined in Lemma 5.8.

Next let us fix \( \phi_0 \in X_t \). For any \( \theta \in I_{\phi_0,\phi_0,\phi_0} \cap G_{\phi_0}(\epsilon/2) \), Lemma 7.3 immediately gives that \( g_{I_{\phi_0,\phi_0,\phi_0}}(\theta) \subset G_{\phi_0}(\epsilon) \), where \( \tilde{\phi}_1 := g_{I_{\phi_0,\phi_0,\phi_0}}(\theta) \).

Meanwhile, since \( \text{HD}(E_{\phi_0}(\epsilon/2)) < 1 \) (Proposition 7.1), by the discussion in the first part of the proof and Lemma 6.1, the set \( g_{I_{\phi_0,\phi_0,\phi_0}}(I_{\phi_0,\phi_0} \cap E_{\phi_0}(\epsilon/2)) \) also has Hausdorff dimension less than one, hence it has Lebesgue measure 0. Therefore, its complement, \( g_{I_{\phi_0,\phi_0,\phi_0}}(I_{\phi_0,\phi_0} \cap G_{\phi_0}(\epsilon/2)) \), must have full Lebesgue measure in \( \Delta_{\phi_0,\phi} \). Since \( \phi_0 \) and the compact interval \( X_t \) are arbitrary, we are done.

Step 2: Proof of Theorem C: Let \( \phi \in S_i^+(\epsilon_0) \), where \( S_i^+(\epsilon_0) \) are in Proposition 7.2. Consider \( \hat{\Delta}_{\phi} := (\phi - \delta, \phi + \delta) \subset \Delta_t \) and denote \( \tilde{I}_\delta := g_{\Delta_{\phi}}(\hat{\Delta}_{\phi}) \) the holonomy image of \( \hat{\Delta}_{\phi} \) in \( \mathcal{D}_\phi \).

Let \( B_{\phi,t}^n \) be the first iterate so that \( 2\pi \leq |B_{\phi,t}^n(\tilde{I}_\delta)| = 2\pi k \), where \( B_{\phi,t} : \mathbb{R} \to \mathbb{R} \) is a lift of \( B_{\phi,t} \) and \( \tilde{I}_\delta \) is the lift of \( I_\delta \). By the Intermediate Value Theorem, there exists \( \xi_\delta \in \tilde{I}_\delta \) with
(15) \[ 2\pi \leq |(B_{\phi,t})'(\xi_{\delta})| \cdot |\hat{I}_{\delta}| \leq 2\pi k. \]

On the other hand, by Distortion Control (Lemma [4.4]), there is a constant \( M \) so that for all \( \hat{I}_{\delta} \),

\[ \frac{1}{M} \cdot |(B_{\phi,t}^n)'(\phi)| \leq |(B_{\phi,t}^n)'(\xi_{\delta})| \leq M \cdot |(B_{\phi,t}^n)'(\phi)|. \]

Taking logarithm in the above inequalities and combine with (15):

(16) \[ \log 2\pi - \log M - \log |(B_{\phi,t}^n)'(\phi)| \leq \log |\hat{I}_{\delta}| \leq \log 2\pi k + \log M - \log |(B_{\phi,t}^n)'(\phi)|. \]

Next, since the MME satisfies \((B_{\phi,t})^* \eta_{\phi,t} = k \cdot \eta_{\phi,t}\), for all \( \hat{I}_{\delta} \), we have \( \log \eta_{\phi,t}(\hat{I}_{\delta}) = \log C_{\delta} - n \log k \), where \( C_{\delta} = |\hat{B}_{\phi,t}^n(\hat{I}_{\delta})| \). Under the transverse invariant measure \( \eta \) (as in Proposition 5.2), we have

\[ \log \mu_t(\hat{\Delta}_{\delta}) = \log \eta_{\phi,t}(\hat{I}_{\delta}) = \log C_{\delta} - n \log k. \]

Hence, combine with (16):

(17) \[ \frac{\log C_{\delta} - n \log k}{\log 2\pi k + \log M - \log |(B_{\phi,t}^n)'(\phi)|} \leq \frac{\log \mu_t(\hat{\Delta}_{\delta})}{\log |\hat{I}_{\delta}|} \leq \frac{\log C_{\delta} - n \log k}{\log 2\pi - \log M - \log |(B_{\phi,t}^n)'(\phi)|}. \]

Divide both numerator and denominator by \(-n\), and notice that \( n \to \infty \) as \( \delta \to 0 \), so by taking limit infimum and limit supremum respectively in the first and second inequalities above, we obtain

(18) \[ \frac{\log k}{\chi_{\nu_{\phi,t}} + \epsilon_0} \leq \liminf_{\delta \to 0} \frac{\log \mu_t(\hat{\Delta}_{\delta})}{\log |\hat{I}_{\delta}|} \leq \limsup_{\delta \to 0} \frac{\log \mu_t(\hat{\Delta}_{\delta})}{\log |\hat{I}_{\delta}|} \leq \frac{\log k}{\chi_{\nu_{\phi,t}} - \epsilon_0}. \]

Since the Hölder exponent of \( g_{\hat{I}_{\delta}, \hat{\Delta}_{\delta}} \) converges to 1 when \( \delta \to 0 \), we have \( \lim_{\delta \to 0} \frac{\log |\hat{I}_{\delta}|}{\log |\hat{\Delta}_{\delta}|} = 1 \), so in (18) we can replace \( \log |\hat{I}_{\delta}| \) by \( \log |\hat{\Delta}_{\delta}| \). Meanwhile, by choosing \( \epsilon_0 \) sufficiently small, we have

(19) \[ \frac{\log k}{\chi_{\nu_{\phi,t}} - \epsilon} \leq \liminf_{\delta \to 0} \frac{\log \mu_t(\hat{\Delta}_{\delta})}{\log |\hat{I}_{\delta}|} \leq \limsup_{\delta \to 0} \frac{\log \mu_t(\hat{\Delta}_{\delta})}{\log |\hat{I}_{\delta}|} \leq \frac{\log k}{\chi_{\nu_{\phi,t}}}. \]

Let

\[ S_t^+ := \bigcap_{n=1}^{\infty} S_t^+(1/n). \]

The set \( S_t^+ \) satisfies the following:

(i) It has full Lebesgue measure, since each \( S_t^+(1/n) \) has full Lebesgue measure (Proposition [7.2]);

(ii) By (19), for each \( \phi \in S_t^+ \) the pointwise dimension of the Lee-Yang measure \( \mu_t \) satisfies

\[ d_{\mu_t}(\phi) = \log k / \chi_{\nu_{\phi,t}}. \]

(iii) By the Ledrappier–Young Formula, \( \chi_{\phi,t} = h_{\nu_{\phi,t}}(B_{\phi,t}) < \log k \), so for \( \phi \in S_t^+ \) we have

\[ d_{\mu_t}(\phi) > 1. \]

Now, the construction of the dense set \( S_t^- \subset S_t \) such that \( \sigma_t(\phi) < 1 \) for any \( \phi \in S_t^- \) will be an easy adaptation of the previous discussion. Consider any \( \phi \in S_t^- \). For \( \eta_{\phi,t} \)-almost every \( \theta \in T_\phi \) (recall \( \eta_{\phi,t} \) is the MME for the map \( B_{\phi,t} : T_\phi \to T_\phi \)), its pointwise Lyapunov exponent satisfies

(20) \[ \lim_{n \to \infty} \frac{1}{n} \log |(B_{\phi,t}^n)'(\theta)| = \chi_{\eta_{\phi,t}}(B_{\phi,t}) > \log k, \]
by Proposition 4.1 and the Ledrappier–Young Formula. Since $\eta_{\phi,t}$ is supported on the whole circle, the set of points $\theta \in \mathbb{T}$ satisfying Inequality (20) is dense. Hence, using that the Lyapunov exponent (with respect to the MME), $\chi_{\eta_{\phi,t}}(B_{\phi,t})$, is continuous in $\phi$, and that the holonomy transformations are homeomorphisms onto their images, we conclude that there is a dense subset $S_t^{-}$ of $S_t$ such that each $\phi \in S_t^{-}$ satisfies

$$\lim_{n \to \infty} \frac{1}{n} \log |(B_{\phi,t}^n)'(\phi)| > \log k.$$ 

The result then follows using Inequalities (17) and taking $\delta \to 0$. □

8. Proof of Theorem D

This section is an adaptation of the clever techniques in Müller-Hartmann’s paper [19] to prove Theorem D. Because of the “electrostatic representation” (5) for the free energy, we will present the result as a basic fact about the logarithmic potential of a measure. While the Lee–Yang measure $\mu_t$ is supported on the unit circle, we find it convenient to perform a suitable Möbius transformation to move the support of the measure from $\mathbb{T}$ to $\mathbb{R}$, studying

$$f_\mu(z) := \int_{\mathbb{R}} \log |\zeta - z| d\mu(\zeta),$$

where $\mu$ is a probability measure on $\mathbb{R}$.

**Proposition 8.1 (Müller-Hartmann [19]).** Let $\mu$ be a probability measure on $\mathbb{R}$ which satisfies

$$\sigma \equiv d_\mu(0) = \lim_{\delta \to 0} \frac{\log \mu([-\delta, +\delta])}{\log 2\delta} > 0.$$ 

Then, there exists a real-analytic function $f_{\text{reg}}(y)$ such that

$$(\dagger) \quad \lim_{y \to 0} \frac{\log |f_\mu(iy) - f_{\text{reg}}(y)|}{\log |y|} = \sigma.$$ 

In other words, $f_\mu$ has critical exponent $\sigma$ when crossing $\mathbb{R}$ vertically.

We will need the following integration by parts formula and include a proof here, for lack of a convenient reference.

**Lemma 8.2 (Integration by Parts).** Let $\Phi_\mu(t) = \mu([a, t])$ and $f : [a, b] \to \mathbb{R}$ be a differentiable function so that $f'(t) \in L^1(\text{Leb}([a, b]))$. Then we have:

$$\int_a^b f(t) d\mu(t) = f(b)\Phi_\mu(b) - \int_a^b f'(t) \Phi_\mu(t) dt.$$ 

**Proof.** We have

$$\Phi_\mu(t) = \int_a^t d\mu = \int_a^t 1_{[a, t]}(s) d\mu(s),$$

Hence,

$$\int_a^b f'(t) \Phi_\mu(t) dt = \int_a^b \int_a^b f'(t) 1_{[a, t]}(s) d\mu(s) dt = \int_a^b \int_a^b f'(t) 1_{[a, t]}(s) dt d\mu(s)$$

$$= \int_a^b \int_a^b f'(t) 1_{[a, b]}(t) dt d\mu(s) = \int_a^b \int_s^b f'(t) dt d\mu(s)$$

$$= \int_a^b f(b) - f(s) d\mu(s) = f(b)\Phi_\mu(b) - \int_a^b f(s) d\mu(s).$$
The second equality uses Fubini’s Theorem, which is allowed since $f' \in L^1(\Leb([a, b]))$ implies that $f'(t)1_{[a, b]}(s) \in L^1(\Leb([a, b]) \times \mu)$, and the third equality uses that $1_{[a, b]}(s) = 1$ iff $a \leq s \leq t \leq b$ iff $1_{[s, b]}(t) = 1$.

□

**Proof of Proposition 8.1:** It suffices to show that there exists real-analytic $f_{\text{reg}}(y)$ such that for any $\epsilon > 0$ there are constants $C_1, C_2 > 0$ so that for all $y \neq 0$ sufficiently close to 0 the logarithmic potential $f_\mu$ satisfies

$$C_1 |y|^{\sigma+\epsilon} \leq |f_\mu(iy) - f_{\text{reg}}(y)| \leq C_2 |y|^{\sigma-\epsilon}.$$ 

By assumption on $\mu$, given $\epsilon > 0$, there exists $\delta_0, C > 0$ such that whenever $0 < \delta < \delta_0$,

$$C\delta^{\sigma+\epsilon} < \mu([-\delta, +\delta]) < C\delta^{-\epsilon+\sigma}. \tag{22}$$

Since

$$\int_{\mathbb{R}[\delta_0, \delta]} \log |\zeta - iy|d\mu(\zeta)$$

is real analytic in $y$, it is enough to consider $f_\mu$ as an integral on $[-\delta_0, \delta_0]$.

Separate $f_\mu$ as a sum of two integrals:

$$f_\mu(iy) = \int_0^{\delta_0} \log |\zeta - iy|d\mu(\zeta) = \int_0^{\delta_0} \log |\zeta|d\mu(\zeta) = \frac{1}{2} \left( \int_0^{\delta_0} \log(\zeta^2 + y^2)d\mu(\zeta) + \int_{-\delta_0}^{0} \log(\zeta^2 + y^2)d\mu(\zeta) \right).$$

Applying Integration by Parts (Lemma 8.2) to the first integral gives

$$\int_0^{\delta_0} \log(\zeta^2 + y^2)d\mu(\zeta) = \log(y^2 + \delta_0^2)\Phi(\delta_0) - 2 \int_0^{\delta_0} \frac{\zeta \Phi(\zeta)}{\zeta^2 + y^2}d\zeta,$$

where $\Phi(\zeta) := \mu([0, \zeta])$. By a change of variable $h(\psi) = -\psi \equiv \zeta$, the second integral becomes

$$\int_{-\delta_0}^{0} \log((\psi^2 + y^2)d\mu(\psi) = \int_0^{\delta_0} \log(\psi^2 + y^2)d(h_\mu)(\psi).$$

Again, Integration by Parts gives

$$\int_0^{\delta_0} \log(\psi^2 + y^2)d\mu(\psi) = \log(y^2 + \delta_0^2)\Phi(\delta_0) - 2 \int_0^{\delta_0} \frac{\psi \Phi(\psi)}{\psi^2 + y^2}d\psi,$$

where $\Phi(\zeta) = \nu([0, \zeta]) = \mu([-\zeta, 0])$. Therefore, we find

$$f_\mu(iy) = \int_{-\delta_0}^{\delta_0} \log |\zeta - iy|d\mu(\zeta) = \frac{1}{2} \int_0^{\delta_0} \log(\zeta^2 + y^2)d\mu(\zeta) = \log(y^2 + \delta_0^2)\Phi(\delta_0) - \int_0^{\delta_0} \frac{\zeta \Phi(\zeta)}{\zeta^2 + y^2}d\zeta,$$

where $\Phi(\zeta) := \Phi_\mu(\zeta) + \Phi_\nu(\zeta) = \mu([-\zeta, \zeta])$.

By assumption $\delta_0 \neq 0$, so the term $\log(y^2 + \delta_0^2)\Phi(\delta_0)$ is analytic for all $y \in \mathbb{R}$, therefore it remains to consider the term

$$h(y) := \int_0^{\delta_0} \frac{\zeta \Phi(\zeta)}{\zeta^2 + y^2}d\zeta.$$

There is a non-negative integer $m$ satisfying $2m < \sigma \leq 2m + 2$. We claim that the singular part $h_{\text{reg}} := h - h_{\text{reg}}$ can be expressed as

$$h_{\text{sing}}(y) = \int_0^{\delta_0} \frac{\zeta \Phi(\zeta)}{\zeta^2 + y^2} \left( \frac{iy}{\zeta} \right)^{2m+2}d\zeta.$$
To see this, consider the difference:

$$h_{\text{reg}}(y) := \int_{0}^{\delta_0} \frac{\zeta \Phi(\zeta)}{\zeta^2 + y^2} - \zeta \Phi(\zeta) \left(\frac{iy}{\zeta}\right)^{2m+2} d\zeta = \sum_{j=0}^{m} (-y^{2j}) \int_{0}^{\delta_0} \frac{\Phi(\zeta)}{\zeta^{2j+1}} d\zeta.$$  

By the choice of $m$, we can choose $\epsilon > 0$ sufficiently small that $2m + 1 - \sigma + \epsilon < 1$. Therefore, each integral in the sum satisfies

$$\int_{0}^{\delta_0} \frac{\Phi(\zeta)}{\zeta^{2j+1}} d\zeta < \int_{0}^{\delta_0} C \frac{\zeta^{-\epsilon+\sigma+1}}{\zeta^{2j+1}} d\zeta = \int_{0}^{\delta_0} \frac{C}{\zeta^{2j+1-\epsilon+\sigma}} d\zeta < \infty,$$

where the first inequality uses (22). We conclude that $h_{\text{reg}}$ is a polynomial in $y$. Hence the proof reduces to studying $h_{\text{sing}}$. The following estimate is due to Inequalities (22).

$$C \int_{0}^{\delta_0} \frac{\zeta^{\epsilon+\sigma+1}}{\zeta^2 + y^2} \left(\frac{y}{\zeta}\right)^{2m+2} d\zeta < |h_{\text{sing}}(y)| < C \int_{0}^{\delta_0} \frac{\zeta^{\sigma-\epsilon+1}}{\zeta^2 + y^2} \left(\frac{y}{\zeta}\right)^{2m+2} d\zeta. \tag{23}$$

By the change of variable $\zeta = |y| \exp(\tau)$, Inequalities (23) becomes

$$C_1 \cdot |y|^\sigma+\epsilon < |h_{\text{sing}}(y)| < C_2 \cdot |y|^\sigma-\epsilon, \tag{24}$$

where

$$C_1 := C \int_{-\infty}^{0} \frac{\exp(\tau(\sigma + \epsilon - 2m))}{\exp(2\tau) + 1} d\tau \quad \text{and} \quad C_2 := C \int_{-\infty}^{\infty} \frac{\exp(\tau(\sigma - \epsilon - 2m))}{\exp(2\tau) + 1} d\tau$$

are finite constants independent of all $y$ with $|y| < \delta_0$. This proves the assertion.

\[ \square \]

**APPENDIX A. APPENDIX. Renormalization for Lee–Yang zeros on the Cayley Tree**

Even though Proposition 1.1 is proved in the papers by Müller-Hartmann [19] and Barata–Marchetti [2], we include a proof here for completeness. We focus on branching number $k = 2$, leaving the straightforward generalization for arbitrary $k$ to the reader.

Let us start with the rooted tree $\Gamma_n$. For each $n$, let $r$ denote the root vertex of $\Gamma_n$ and consider the conditional partition functions

$$Z_n^+ \equiv Z_n^+(z,t) := \sum_{\sigma \text{ such that } \sigma(r) = +1} W_n(\sigma) \quad \text{and} \quad Z_n^- \equiv Z_n^-(z,t) := \sum_{\sigma \text{ such that } \sigma(r) = -1} W_n(\sigma), \tag{25}$$

where $W_n(\sigma) = e^{-H_n(\sigma)}$ and $H_n(\sigma)$ is the Hamiltonian given in Equation (4). By definition, the full partition function is $Z_n = Z_n^+ + Z_n^-$. We will first produce a recursion on $Z_n^+$ and $Z_n^+$, from which the statement of Proposition 1.1 will quickly follow. As initial condition of the recursion, note that $\Gamma_0$ consists of just the root vertex $r$, so that $Z_0^+ = z^{-\frac{1}{2}}$ and $Z_0^- = z^{\frac{1}{2}}$.

Now consider arbitrary $n \geq 0$. The tree $\Gamma_{n+1}$ is formed by taking two copies of $\Gamma_n$ and attaching each of their root vertices by an edge to the root vertex of $\Gamma_{n+1}$. Let us call the two sub-trees the “left tree” $\Gamma_n^L$ and the “right tree” $\Gamma_n^R$, and let us denote their root vertices by $r^L$ and $r^R$, respectively.

To express $Z_{n+1}^+$ in terms of $Z_n^+$ and $Z_n^+$, we consider all spin configurations $\sigma : V_{n+1} \to \{\pm 1\}$ with $\sigma(r^L) = +1$. Given such a spin configuration, let us denote the restriction of $\sigma$ to the vertex set of $\Gamma_n^L$ by $\sigma^L$ and the restriction of $\sigma$ to the vertex set of $\Gamma_n^R$ by $\sigma^R$. We then have

$$H_{n+1}(\sigma) = -h - J(\sigma(r^L) + \sigma(r^R)) + H_n(\sigma^L) + H_n(\sigma^R),$$
whose Gibbs Weight is

\[ W_{n+1}(\sigma) = z^{-\frac{1}{2}} t^{-\frac{1}{2}(\sigma(r^L)+\sigma(r^R))} W_n(\sigma^L) W_n(\sigma^R). \]

Summing over all configurations \( \sigma: V_{n+1} \to \{\pm 1\} \) with \( \sigma(r) = +1 \) we find

\[ Z_{n+1}^+ = z^{-\frac{1}{2}} \left( t^{-1}(Z_n^+)^2 + 2 Z_n^+ Z_n^- + t(Z_n^-)^2 \right) = z^{-\frac{1}{2}} \left( t^{-\frac{1}{2}} Z_n^+ + t^{\frac{1}{2}} Z_n^- \right)^2, \]

where the first summand (of the second expression) corresponds to those \( \sigma \) with \( \sigma(r^L) = \sigma(r^R) = +1 \), the second to those with \( \sigma(r^L) = -\sigma(r^R) \), and the third to those with \( \sigma(r^L) = \sigma(r^R) = -1 \). Similarly,

\[ Z_{n+1}^- = z^{\frac{1}{2}} \left( t^{\frac{1}{2}} Z_n^+ + t^{-\frac{1}{2}} Z_n^- \right)^2. \]

If we let \( w_n = Z_n^- / Z_n^+ \) then we have the recursion

\[ w_{n+1} = \frac{z^{\frac{1}{2}} \left( t^{\frac{1}{2}} Z_n^+ + t^{-\frac{1}{2}} Z_n^- \right)^2}{z^{-\frac{1}{2}} \left( t^{-\frac{1}{2}} Z_n^+ + t^{\frac{1}{2}} Z_n^- \right)^2} = z \left( \frac{t + w_n}{1 + tw_n} \right)^2 = B_{z,t}(w_n). \]

Using that \( Z_0^+ = z^{-\frac{1}{2}} \) and \( Z_0^- = z^{\frac{1}{2}} \), we find \( w_0 = z \). Meanwhile, \( Z_n(z,t) = Z_n^+ + Z_n^- = 0 \) if and only if \( w_n = -1 \), so the Lee–Yang zeros for the rooted tree \( \Gamma_n \) are solutions to \( w_n = B_{z,t}^{-1}(z) = -1 \).

We now discuss how to adapt the formula for the full (unrooted) Cayley Tree \( \hat{\Gamma}_n \). Let \( c \) denote the “central vertex” of \( \hat{\Gamma}_n \), i.e. the vertex at distance \( n \) from the leaves of \( \hat{\Gamma}_n \) and let \( \hat{Z}_n^+ \) and \( \hat{Z}_n^- \) denote the conditional partition functions, conditioned on \( \sigma(c) = +1 \) and \( \sigma(c) = -1 \), respectively (analogous to Equation (25)). Since we consider branching number \( k = 2 \), \( \hat{\Gamma}_n \) is obtained by taking three copies of the rooted tree \( \Gamma_{n-1} \) and attaching each of their root vertices by an edge to the central vertex \( c \). In essentially the same way as for the rooted tree above, one finds that

\[ \hat{Z}_n^+ = z^{-\frac{1}{2}} \left( t^{-\frac{1}{2}} Z_{n-1}^+ + t^{\frac{1}{2}} Z_{n-1}^- \right)^3 \quad \text{and} \quad \hat{Z}_n^- = z^{\frac{1}{2}} \left( t^{\frac{1}{2}} Z_{n-1}^+ + t^{-\frac{1}{2}} Z_{n-1}^- \right)^3. \]

Therefore, \( \hat{Z}_n = \hat{Z}_n^+ + \hat{Z}_n^- = 0 \) if and only if

\[ \frac{\hat{Z}_n}{Z_n} = B_{z,t,3}(w_{n-1}) = B_{z,t,3} \circ B_{z,t,2}^{-1}(z) = -1. \]

\( \square \) (Proposition 1.1)
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