Thermodynamic speed limits for mechanical work
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Abstract
Thermodynamic speed limits are a set of classical uncertainty relations that, so far, place global bounds on the stochastic dissipation of energy as heat and the production of entropy. Here, instead of constraints on these thermodynamic costs, we derive integral speed limits that are upper and lower bounds on a thermodynamic benefit—the minimum time for an amount of mechanical work to be done on or by a system. In the short time limit, we show how this extrinsic timescale relates to an intrinsic timescale for work, recovering the intrinsic timescales in differential speed limits from these integral speed limits and turning the first law of stochastic thermodynamics into a first law of speeds. As physical examples, we consider the work done by a flashing Brownian ratchet and the work done on a particle in a potential well subject to external driving.
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Bounds on the efficient generation of mechanical work have been a defining feature of thermodynamics since its inception [1, 2]. Real processes fall short of these limits, particularly when the system is small, subject to strong fluctuations, or evolves on timescales that are fast compared to intrinsic timescales [3]. Biological systems must often overcome these challenges to generate work on particular timescales; for example, timely motion powered by motor proteins supports cellular functions and even cell survival [4, 5]. What limits the energy efficiency of machines, both biological and synthetic, at the nanoscale is that the work done by molecular motions is comparable to the entropic losses through fluctuating, dissipative processes [6, 7]. In efforts to create synthetic molecular motors and optimize their efficiency, a possible workaround would be to design their structure to generate power more quickly than entropic losses. That is, we might be able to engineer energy-efficient systems with a better understanding of the trade-off between the relative speed of work generation and dissipation in stochastic processes [8, 9].

Thermodynamic speed limits [10] have the potential to make new inroads into this challenge. Like quantum speed limits [11] and more recent classical speed limits [12–14], the central problem of thermodynamic speed limits is to determine the minimum time to transition between two physical states or the minimum time for an observable to change by a fixed amount [10]. Despite being classical, some thermodynamic speed limits have been discovered [15] that can be combined with the Mandelstam-Tamm time-energy uncertainty relation [16] to bound dynamical observables of open quantum systems [17]. While fluctuation theorems [18–21] and thermodynamic uncertainty relations [22–30] bound the value of thermodynamic observables and their fluctuations at specific points in time, thermodynamic speed limits instead bound the timescales associated with the observable. Speed limits have been applied to various stochastic dynamics with continuous and discrete state spaces [15, 31–43], and unlike early bounds in finite-time thermodynamics [44–47], do not rely on the system being close to equilibrium or transforming slowly. However, these bounds are largely on thermodynamic costs, such as the entropy production and energy wasted as heat, leaving open an important question: Are there physical bounds on the timescales associated with mechanical work?

In this letter, we establish upper and lower integral bounds on the minimum time to transfer energy to or from a system in the form of mechanical work. On short timescales, we show that these reduce to bounds on the intrinsic speed of work set by the intrinsic speeds of heat and internal energy, establishing a ‘first law of thermodynamic speeds’. Deriving these differential speeds from externally measured timescales gives a rigorous definition of intrinsic speeds of both thermal and mechanical observables. These bounds do not depend on the choice of stochastic dynamics and relate the timescales defined in other speed limits on intrinsic timescales. We demonstrate them using numerical simulations of physical setups that are experimentally realizable. Using these numerical examples, we also explain how to use empirical data and set speed limits that predict the minimum time to generate a needed amount of work.

### 1. Minimum time to generate an amount of work

Consider a microscopic physical system undergoing a, potentially nonstationary, stochastic process over a time $t_0 \leq t \leq t_0 + T$ and generating work, $\mathcal{W}(T)$. What is the minimum time, $T_{\text{min}}$, it will take for the system to produce or consume a net amount of work $|\mathcal{W}(T_{\text{min}})| =$
| \int_{t_0}^{t_0 + T_W} W(t) dt |? To answer this question, we recognize that the work is bounded from above by the absolute work, $W(T_w)$ [48]:

\[ |\dot{W}(T_w)| \leq W(T_w(c)) := \int_{t_0}^{t_0 + T_w(c)} |\dot{W}(t)| dt = c. \] (1)

The last equality means that any process exchanging energy as work at a ‘speed’, $|\dot{W}(t)|$, for a time, $T_w$, traverses a ‘distance’, $c$. From this perspective, the absolute value $|\dot{W}(t)|$ ensures the time and the speed have positive values. To put this interpretation on firmer ground, the rate of change in the time $T_w$ with respect to the distance,

\[ T'_w(c) := \frac{dT_w(c)}{dc} = \frac{1}{|\dot{W}(T_w(c))|}. \] (2)

is determined by the inverse-function theorem [49] when $W$ is continuously differentiable around $T_w$ and $\dot{W}$ is non-zero. If these conditions are not satisfied, this relation must be determined in separate time intervals where the conditions hold. Similar relations follow if we instead start with the heat or internal energy.

Now, any exchange of energy as work will depend on the internal energy $\dot{U}$ and heat $\dot{Q}$ through the (stochastic) first law of thermodynamics, $\dot{W} = \dot{U} - \dot{Q}$ [2]. So, applying the triangle inequality [50],

\[ ||\dot{U}(t)| - |\dot{Q}(t)|| \leq |\dot{W}(t)| \leq |\dot{U}(t)| + |\dot{Q}(t)|, \] (3)

leads to our first main result:

\[ \frac{1}{|\dot{U}|[T_w]} + \frac{1}{|\dot{Q}|[T_w]} \leq T'_w(c) \leq \frac{1}{|\dot{U}|[T_w] - |\dot{Q}|[T_w]|}. \] (4)

The temporal rate of the internal energy, $\dot{U}$, and the heat flux, $\dot{Q}$, evaluated at the time $T_w(c)$ set bounds on the timescale for the generation of the accumulated work. Solving equation (4), analytically or numerically, yields bounds on the minimum time, $T_w$, for the work, $|W|$, done on or by the system. That is, the integrated bounds are on the time $T_w$ to exchange an amount of absolute work, $c$. The initial condition for the differential inequalities can be any pair $W(T_w)$ and $\dot{W}$. In principle, the initial value could be chosen by the experimentalist. The bounds set by equation (4) are physical limits on the speed time $T'_w$.

One can readily derive versions of equation (4) for the time to dissipate an amount of energy as heat or cause a change in internal energy. These relations could be used in situations when the exact rates setting the bounds are known from a model or can be estimated from empirical data [51]. An advantage of these relations is that they allow for the estimation of timescales from measured data.

2. Flashing ratchet

To illustrate equation (4) and the ability to relate a timescale to other fluxes of energy, we consider the flashing ratchet as a system performing work [52]. The system consists of a collection of particles along a spatial coordinate $x$ that draw thermal energy from a heat bath and leverage an asymmetric, periodically-flashing potential to do work against a constant external force, $\epsilon_{\text{eff}} = gx$. For our numerical examples, $g = 0.5$. Without the flashing potential, the ensemble of Brownian particles simply drifts gradually to the left (decreasing $x$) under the static force [52]. A representative probability density function is shown in figure 1.
For example, linear fits are used to extract the heat and work in the optical manipulation of colloidal particles. For linear functions, the exact solution to equation (4) is $|1/(a + b)|c + T_0 \leq T_w(c) \leq |1/(a - b)|c + T_0$, given $|\bar{U}| = a > 0$ and $|\bar{Q}| = b > 0$ with constants $T_0$ and $T_0$. To confirm equation (4), we fit our simulation data to a linear model for $\bar{U}(t)$ and $\bar{Q}(t)$.
Figure 2. Extracting heat and energy rates for bounds on the minimum time to produce work. (a) The absolute-work $W(t)$ in equation (1) grows with time in five independent simulations of the Brownian ratchet [53] with 100,000 particles (colored symbols). Inset: magnification of the region between $t = 1.5$ and 2 with $t_{on} = t_{off} = 0.393$. For an arbitrarily chosen value $W = 37$ (dashed line), solving equation (4) gives upper/lower bounds (gray) on the minimum time $T_{W}(37)$. (b) The ensemble averaged absolute energy $U(t)$ (yellow) and absolute heat $Q(t)$ (green) as function of time. Data and linear fits (dashed black lines) of one simulation. (c) Upper and lower bounds (solid black lines) on $T_{W}(c)$ as function of $c = W$. Simulation data is from $|\dot{U}(t)|$ and $|\dot{Q}(t)|$ via equation (4) in (b). These bounds nicely confine the results of $T_{W}(c)$, from all five simulations (colored symbols). A dashed black line shows the linear fit to $T_{W}(c)$ from one of these simulations.

From these linear fits, we find the rates of heat and work from the slopes: $U(t) = 22.41t - 2.47$ and $Q(t) = 8.089t + 1.988$. Substituting these rates into equation (4), we solve the differential inequalities with the initial condition $T_{W}(7.9) = 0.293$ (solid black lines in figure 2(c)).

The bounds on $T_{W}(c)$ that follow from this analysis match simulations well for $c \geq 7.9$. The choice of initial condition is arbitrary; here, the choice matches a point on the best linear fit to $T_{W}(c)$ from the one of the ratchet simulations. The choice of a linear model and this initial condition do cause outliers at small $c$ values. These fits are meant as an illustration, as the linear fits in figure 2(b) do not represent the instantaneous jumps in $U$ and $Q$ in the ‘on/off’ switching of the sawtooth potential. Other choices for the intercept are possible, such as $(c, T_{W}) = (0, 0)$. Generally, equation (4) leaves us freedom to choose the initial condition for the fitting, however it ensures that from the $U$ and $Q$ data we can obtain bounds on $T_{W}$ whose tightness increases with the quality of the numerical fit. If the fitting function is precise, or if the energy and heat rates are known exactly (as in a model), one of the bounds will saturate.
3. Intrinsic speeds and differential speed limits

The bounds in equation (4) for the extrinsic time raise the question of their connection to other speed limits on the intrinsic timescale of observables. Previous ‘differential speed limits’ were given in terms of intrinsic speeds, speeds defined through heuristic arguments and analogy with quantum mechanical speeds [10, 15, 33, 35, 57].

To reconcile the use of intrinsic and extrinsic times in thermodynamic speed limits, we establish equation (2) as the formal definition of an intrinsic speed. To see this connection, we can consider smoothly varying path functions, \( \mathcal{X} \), and state functions, \( \langle X \rangle \). Take a time interval where their rates, \( \dot{\mathcal{X}} \) and \( d_t\langle X \rangle \), do not change sign. Sufficiently short time intervals will naturally satisfy this condition, and the magnitude of the absolute integrated values will also not change significantly. Then, equation (1) becomes:

\[
\left| \int_{t_0}^{t_0 + \tau_X} \dot{X}(t) dt \right| = \int_{t_0}^{t_0 + \tau_X} |\dot{X}(t)| dt =: \delta|X| \approx \tau_X |\dot{X}(t_0)|, \\
\left| \int_{t_0}^{t_0 + \tau_{\langle X \rangle}} \dot{\langle X \rangle}(t) dt \right| = \int_{t_0}^{t_0 + \tau_{\langle X \rangle}} |\dot{\langle X \rangle}(t)| dt =: \delta|\langle X \rangle| \approx \tau_{\langle X \rangle} |\dot{\langle X \rangle}(t_0)|. 
\] (5)

The equalities on the left-hand side stem from the assumption that the observable rates do not change sign in the time interval. When these rates are zero over the entire interval, the intrinsic time diverges and the observable would take an infinite amount of time to grow by any finite amount. Physically, this situation occurs at steady-states, where one would naturally expect a vanishing speed. The approximations on the right-hand side of equation (5) hold when \( \dot{X} \) or \( \dot{\langle X \rangle} \) are constant, when the process can be linearized, or when \( \delta|X| \) and \( \delta|\langle X \rangle| \) are sufficiently small. They also relate a distance to a velocity and intrinsic timescale, and this analogy motivates the more general definition [10] of the intrinsic speeds.

Equation (5) leaves open the choice of distance \( \delta|X| \) or \( \delta|\langle X \rangle| \) in the definition of the intrinsic timescale. Previous definitions [15, 35] chose the time that it takes for an observable to change by one standard deviation, \( \Delta X \), at \( t_0 \). This definition is analogous to the timescale used in the Mandelstam-Tamm version of the time-energy uncertainty relation [58]. In stochastic thermodynamics, this definition leads to bounds on intrinsic speeds using the product of \( \Delta X \) and variance of the Fisher information [15, 35]. With this choice: \( \tau^{-1}_X = |d_t\langle X \rangle|/\Delta X \) and \( \tau^{-1}_{\langle X \rangle} = |\dot{\langle X \rangle}|/\Delta X \). These definitions of speed are time-dependent and depend on the evolution of \( \langle X \rangle \) and \( \langle \dot{X} \rangle \), even when they are nonlinear functions of time. We suppress this time dependence in our notation. We can Open these intrinsic timescales to the extrinsic time, \( T_X \), defined from \( \overline{X(T_X)} = \int_{t_0}^{t_0 + T_X} \dot{X}(t) dt \) in equation (1). The extrinsic timescales converge to their intrinsic timescale counterparts when \( \overline{X} \to \delta|X| \to 0 \). In this limit, the inequality \( |X(T_X)| \leq \overline{X(T_X)} \) becomes an equality. A similar logic holds for the extrinsic time of path functions, \( T_\langle X \rangle \).

So far, intrinsic times have been defined for the internal energy and heat, but not mechanical work. Consequently, the definition of the intrinsic speed for work above completes the family of stochastic thermodynamics speeds [10, 15]. Still open, though, is how the first law of stochastic thermodynamics constrains the relation between these intrinsic thermodynamics speeds. We would anticipate upper and lower bounds on the intrinsic speeds similar to equation (4). Notice that we can divide the time series of all the observables into segments of equal, short time intervals in which the derivatives are approximately constant. Provided the
associated speeds are small and there are no abrupt changes, the first law of stochastic thermodynamics and the triangle inequality in equation (3) together yield \(|\delta U| - |\delta Q| \leq |\delta W| \leq |\delta U| + |\delta Q|\). For the intrinsic timescale of work,

\[
|f_k \tau_k - f_\omega \tau_\omega| \leq \tau_W \leq f_k \tau_k + f_\omega \tau_\omega,
\]

the bounds depend on \(f_k = |U|/|W|\) and \(f_\omega = |Q|/|W| \leq 1 + f_k\), which determine the relative contributions of the internal energy and heat timescales. The intrinsic timescales of first law quantities are then related with a combination of any two speeds bounding the third.

4. First law of intrinsic thermodynamic speeds

We can derive more direct relationships between the intrinsic speeds. Consider the time it takes for the energy, work, and heat to change by some fixed, equal small ‘distance’ \(\dot{c} \geq 0\) during a physical transformation of the system: \(\delta W \approx W \tau_W = \dot{c}\), \(\delta Q \approx \dot{Q} \tau_\omega = \dot{c}\), and \(\delta U \approx U \tau_k = \dot{c}\). With fixed distances, we can recast equation (3) entirely in terms of the intrinsic speeds, \(\tau_W^{-1}\), \(\tau_\omega^{-1}\), \(\tau_k^{-1}\). Using \(W \approx \delta |W|/\tau_W\), \(\delta |U|/\delta |W| = 1\), and \(\delta |Q|/\delta |W| = 1\), we find:

\[
|\tau_W^{-1} - \tau_\omega^{-1}| \leq \tau_W^{-1} \leq \tau_k^{-1} + \tau_\omega^{-1}.
\]

Similarly, the heat or internal energy are bounded: \(|\tau_W^{-1} - \tau_\omega^{-1}| \leq \tau_W^{-1} \leq \tau_k^{-1} + \tau_\omega^{-1}\) and \(|\tau_W^{-1} - \tau_k^{-1}| \leq \tau_W^{-1} \leq \tau_k^{-1} + \tau_\omega^{-1}\). These expressions become equalities when one of the rates, \(W\), \(\dot{Q}\), or \(U \rightarrow 0\). For example, the intrinsic speed for work \(\tau_W^{-1} \rightarrow 0\) when \(\dot{W} \rightarrow 0\). Since they derive from the stochastic first law of thermodynamics, these results represent what we call the first law of intrinsic thermodynamic speeds. As a corollary to the stochastic first law: The intrinsic speed of a composite observable is upper (lower) bounded by the sum (difference) of the speeds of its components.

5. Driven particles in a harmonic trap

To demonstrate the intrinsic speed limits, we consider a collection of particles hovering in a heat bath above a flat surface, which exerts a force whose amplitude depends on the particles’ height above the surface and time. Here, work is involved in changing the potential shape with or against the direction of the packet’s thermal expansion. Experimentally, this system can be realized by optically trapped colloidal particles [52, 56, 59]. We model it with a unidimensional, overdamped Langevin equation [53]. The particles start from rest at \(x(0) = 0\). Their spatial coordinate, \(x(t)\), evolves via \(x(t) = \mu^{-1}F(x,t) + \sqrt{2D\Gamma(t)}\) with damping \(\mu > 0\), diffusion constant \(D = k_B T/\mu\), and temperature \(T > 0\). We set \(\mu = 1\) and \(k_B T = 1.25\). The deterministic force \(F(x,t) = [-0.2x + 0.5 \sin(x)] \times [1 + 0.75 \sin(t)]\) originates from a time-dependent potential \(\epsilon(x,t)\). The \(\delta\)-correlated white Gaussian noise, \(\Gamma(t)\), has zero mean. Since the modulation of the external force is continuous in time, we measure the work via \(W = \langle \epsilon(x,t) \rangle\) [15] and heat/energy as in the ratchet.

Solving the master equation associated with these stochastic dynamics [60–62], we obtain the position distribution and observables for \(t \in [0 \rightarrow 5\pi/2]\). The sinusoidal modulation of the potential causes the particle packet to flatten and sharpen periodically. Work varies over time as the external force varies. Figure 3(a) shows three representative intervals of \(|\delta W| = 0.02\) setting the value of \(\tau_W(t)\).

Figure 3(b) confirms the relation between intrinsic speeds in equation (7). As for the extrinsic time, \(T_W\), the energy rate and heat flux put speed limits on the intrinsic speed of
mechanical work, $\tau_W$. These limits hold for any time interval that is short enough to resolve the shape of $W(t)$. In the figure, we use $\delta W = 0.01$ [63]. Unlike the extrinsic time, figure 2, either the upper or lower bound is always tight (provided $\dot{W} \neq 0$), even while the system is driven. While the total accumulated work in equation (1) is over measurable times set by an external clock, the intrinsic speeds are determined in short time intervals. The value of the work is determined from two components which maintain constant sign during the interval $\tau_W$.

6. Discussion

The integral and differential bounds above are a relationship between the timescales associated with work and the speeds of heat and internal energy. Any two observables that can be measured directly will set bounds on the third observable. For example, in a mechanical system subject to a time-dependent potential, the internal energy is measured from the rate of change of the potential energy. The heat flux can also be related to the rate of change in the entropy flow, $S_e$ [64], through $\dot{Q} = T S_e$. We can define the intrinsic time of entropy flow, $\tau_{S_e}$, from the relation: $|T \delta S_e| = \left| T \int_{t_0}^{t_0+\tau_{S_e}} S_e(t) dt \right|$. Using $\tau_{S_e}$ with a fixed ‘distance’ $T \delta S_e = c$, equation (7) can now be written as $\tau_{U}^{-1} - \tau_{S_e}^{-1} \leq \tau_{W}^{-1} \leq \tau_{U}^{-1} + \tau_{S_e}^{-1}$. While in this letter we focus on mechanical work, the speed limit derived here applies to any linear combination of
observables, such as the decomposition \([\dot{S} = \dot{S}_i + \dot{S}_e]\) of the total entropy rate \(\dot{S}\) into the rates of entropy flow, \(\dot{S}_e\), and the entropy production in the system, \(\dot{S}_i\).

Extrinsic times, like \(T_W\), are potentially useful to predict the minimal time it will take a physical, chemical, or biological system to produce a certain desired amount of work. The bounds we have derived on these times, equation (4), led us here to the first intrinsic speed for mechanical work. They also led us to the first formal definition of intrinsic timescales, which measure the distinguishability of observables and local fluxes of energy \([10, 15]\). There, the Fisher information, \(I_F\), sets the time it takes a probability distribution to evolve to a new statistically distinguishable state \([10]\) and a speed limit \(\tau^{-1} = \sqrt{I_F}\) on the intrinsic speeds of any observable with the same mathematical form as the heat: \(\tau_q^{-1} \leq \tau^{-1}\). We can use this speed limit together with the relationship between intrinsic speeds from the first law to constrain the intrinsic speed of mechanical work from above. From equation (7), we can now write \(\tau_W^{-1} \leq \tau_q^{-1} + \tau^{-1}\).

The formal definition of intrinsic speeds makes this result more rigorous and clearly connects intrinsic and extrinsic times. To see how, we use the inverse function theorem \([49]\) for an observable, like heat, that is represented as a covariance, \(A(t) = \text{cov}(\dot{A}, \dot{I})\). From \(|A[T_A(c)]| \leq \int_0^{\infty} T_A(c) |\dot{A}(t)| dt = c\), we can use the time-information uncertainty relation, \(|\dot{A}| \leq \sqrt{I_F} \Delta A\), where \(\Delta A\) is the standard deviation of \(A\) \([15]\). Substituting gives \(dT_A(c) \geq 1/(\sqrt{I_F} \Delta A)|T_A(c)|\). Thus, given the Fisher information, we can obtain the first time \(T_A(c)\) to reach \(|A| = c\) for any \(c > 0\). To recover the thermodynamic speed limit in \([15]\), we choose \(dc \approx \Delta A\), yielding \(dT_A \geq 1/\sqrt{I_F}\). Taking \(dT_A = \Delta A/\dot{A} = \tau_A\), we get \(\tau_A \geq 1/\sqrt{I_F}\), which agrees with \([15]\). Unlike \([15]\), where \(\sqrt{I_F}\) alone bounds intrinsic observable timescales, here the statistical length is evaluated at \(T_A\) and, so, depends on the observable.

Generating work is a critical aspect of physical systems and devices, but also the dynamical functions of living systems. Systems that are small, and driven stochastically, present particular challenges to the prediction of work that can be accomplished in a given amount of time, but also the practical design of optimal protocols in fluctuation-induced motion \([65]\). The bounds here on the minimum time to accomplish mechanical work, heat, or internal energy are theoretically grounded and can be implemented in practice. They are a relationship between stochastic observables that can be manipulated to bound an unknown quantity from others that are directly measurable. The extrinsic and intrinsic and speed relations here hold for systems that are both open and driven. By clarifying the distinction between extrinsic and intrinsic timescales, we can turn the stochastic first law of thermodynamics into a corollary relating thermodynamic speeds.
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