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Abstract
This paper investigates the problem of efficiency measurement for parallel systems with two components based on Stackelberg game theory, while some inputs/outputs are fuzzy numbers. Conventional DEA models treat DMUs as “Black Boxes”. While in this paper, we propose a new parallel fuzzy DEA model to calculate the efficiency scores for each DMU’s whole system and its sub-systems. Through the Stackelberg (leader–follower) game theory, the whole system’s efficiency score of each DMU is decomposed into a set of efficiency scores for its sub-systems. This approach is independent of the $\alpha$-cut which reduces the computational efforts. In order to show our method, we use the data from Beasley (J Oper Res Soc 46(4):441–452, 1995) to measure the fuzzy efficiency of the teaching and research efficiencies of chemistry departments in UK universities.

Keywords Fuzzy data · Data envelopment analysis · Parallel system · Stackelberg game theory

1 Introduction

Data envelopment analysis (DEA), introduced by Charnes et al. (1978), is an approach for identifying best practices of peer decision making units (DMUs), in the presence of multiple inputs and outputs. This technique makes no assumptions on the production
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function and imposes no subjective weights on multiple inputs and outputs. DEA has gained considerable attention in various areas and obtained rich theoretical developments. Although DEA can evaluate the relative efficiency of a set of DMUs, it cannot identify the sources of inefficiency in the DMUs because conventional DEA models view DMUs as “black boxes” that consume a set of inputs to produce a set of outputs.

To identify the sources of inefficiency in the DMUs, Fare and Grosskopf (2000) firstly proposed the idea of network. Many papers on network DEA were published, mainly dealing with two-stage systems (e.g. Kao and Hwang 2008; Liang et al. 2008), parallel systems (e.g. Kao 2012; Gong et al. 2018), general multistage processes (e.g. Cook and Hababou 2001; Kao 2014), dynamic network processes (e.g. Tone and Tsutsui 2014; Zarei et al. 2018) and so on.

A parallel system is composed of a specific number of processes where each process performs a specific function or produces a specific product (Kao 2009). For example, a university has two major missions—teaching and research, which can be deemed as two parallel sub-systems—teaching department and research department. These two departments use certain full-time teachers and operating expenses to complete their respective functions, and they also use some shared inputs, such as teachers, library staff, laboratory staff and school welfare officer (Beasley 1995); In bank’s operations, sales department and service department could deemed as two parallel sub-systems which have their own inputs and also shared inputs, such as full time equivalent support staff and full time equivalent “other” staff (Cook and Hababou 2001).

Many studies are proposed to measure the efficiencies of parallel systems. The literatures on the parallel efficiency can be clarified into three categories: network approach (e.g. Fare and Grosskopf 2000; Castelli et al. 2004), multi-components approach (e.g. Cook et al. 2000; Jahanshahloo et al. 2004), and relational DEA approach (e.g. Kao 2009). The network approach assumes each sub-system works independently and each sub-system has its own set of inputs’ weights/outputs’ weights. The multi-components approach assumes the system efficiency is the weighted sum of process efficiencies and each process’s inputs’ weights/outputs’ weights are different. Kao (2009) found that the system efficiency is a weighted average of the process efficiencies by developing a relational DEA model. And the weight attached to each process is the proportion of the aggregate input consumed by each process in total aggregate input consumed by all processes.

In addition, the conventional DEA models require the accurate value of the inputs and outputs. However, observations are usually difficult to measure precisely and are often imprecise, for example, research quality can’t be expressed precisely (Beasley 1995; Kao and Lin 2011). Many methods have been proposed to deal with the imprecise data (e.g. Emrouznejad et al. 2014; Emrouznejad and Mustafa 2010). On the other hand, papers related to applications also emphasize these problems, e.g. Wanke et al. (2016).

To calculate the efficiency of parallel systems when the data is imprecise, Kao and Lin (2012) constructed a pair of two-level programming model to calculate the lower and upper bounds of the \( \alpha \)-cuts of the fuzzy system and process efficiencies based on Bellman and Zadeh (1970)’s extension principle. Lozano (2014) extends Kao and Lin’s (2012) method and considers the variability of the process efficiencies compatible with a given value of the system efficiency by proposing a new method of
computing the process efficiencies. These two papers on fuzzy efficiency of parallel systems deem the processes are of equally important.

In reality, some processes in parallel systems are not of equally important, for example, there are usually two functional departments in colleges or universities—teaching and research, which uses general expenditure and equipment expenditure and teachers as inputs. In reality, this kind of parallel systems usually has the feature that one process dominates the other. For example, in research-oriented universities, teaching is always better than research and is in the leading position; and in teaching-oriented universities, research is always better than teaching and is in the leading position. Thus, in the efficiency evaluation of such systems, the leader and follower relationship should be considered (Liang et al. 2008). In the existing literature, some scholars have proposed to model this kind of leader and follower relationship by introducing Stackelberg game theory in the efficiency evaluation. For example, Liang et al. (2008) deemed the manufacturer as the leader and the retailer as a follower in a two-stage supply chain, and first introduced modeling two-stage network DMUs from the perspective of noncooperative perspective to model the leader–follower relationship in the efficiency evaluation. Zha and Liang (2010) extended the two-stage noncooperative approach to the case with shared inputs which can be freely allocated among different stages. Tavana and Khalili-Damghani (2014) proposed a new two-stage Stackelberg fuzzy data envelopment analysis model by considering the fuzzy data in the two-stage network production process. The objective of the paper is to calculate the system and process efficiency for parallel systems in the fuzzy environment based on Stackelberg game theory. Especially, the leader–follower relationship between the process efficiencies will be investigated. A case of 52 chemistry department in UK universities in Beasley (1995) is used to illustrate the approach.

This paper is organized as follows. In Sect. 2, calculation of the system and process efficiencies using the conventional parallel DEA model based on Stackelberg game theory is reviewed. Then, a new fuzzy parallel DEA method based on Stackelberg game theory is proposed. In Sect. 4, we present a case study of measuring the teaching and research efficiencies of 52 chemistry departments in UK universities to explain how the proposed model is applied to measure the fuzzy efficiencies of parallel systems with two components based on Stackelberg game theory. Finally, some conclusions are drawn.

2 Conventional parallel DEA model based on Stackelberg game theory

In this section, we briefly review the conventional parallel DEA model based on Stackelberg game theory. In reality, one sub-system in parallel system often dominates the other. In Fig. 1, suppose one sub-system is in the dominant position, and the other is in a subordinate position, then non-cooperative Game theory can be employed in the efficiency evaluation of the system.

In order to model the network processes via concepts adopted from non-cooperative games, Liang et al. (2008) extends two-stage models using game theory concepts. Similarly, the parallel models can also be extended by using game theory concepts.
Figure 1 shows the general parallel system. There are two parallel sub-systems. Sub-system 1 applies inputs $x_{ij}^1$ to produce outputs $y_{rj}^1$, and sub-system 2 applies inputs $x_{ij}^2$ to produce outputs $y_{rj}^2$. Denote $x_{ij}^s = x_{ij}^1 + x_{ij}^2$ and $y_{rj}^s = y_{rj}^1 + y_{rj}^2$ as the system inputs and outputs, respectively.

Based on the concept of non-cooperative game theory, suppose one sub-system—sub-system 1 in Fig. 1 is dominant, and the other sub-system 2 is subordinate. In such case, the dominant sub-system 1 should be considered firstly and its efficiency should be calculated at first, and the efficiency of sub-system 1 should serve as constraints when evaluating the efficiency of the whole system. By using the CRS input-oriented DEA model proposed by Charnes et al. (1978), the following model for calculating the efficiency of sub-system 1 is presented:

$$
E_k^1 = \max \frac{\sum_{r=1}^{s} u_r y_{rk}^1}{\sum_{i=1}^{m} v_i x_{ik}}
$$

s.t. \[ \frac{\sum_{r=1}^{s} u_r y_{rj}^1}{\sum_{i=1}^{m} v_i x_{ij}^1} \leq 1, \ j = 1, \ldots, n \]

\[ u_r \geq \varepsilon, \ldots, r = 1, \ldots, s \quad \text{and} \quad v_i \geq \varepsilon, i = 1, \ldots, m \]

Denote the optimal objective function value of Model (1) as $E_k^1$, then the possible maximum efficiency score of sub-system 1 is $E_k^1$. Model (1) is a fractional programming, but it can be converted into a linear model via the Charnes–Cooper (C–C) transformation.

Once we obtain the efficiency for the first stage, the whole system will maximize its efficiency that maintain $E_k^1 = E_k^{1*}$. In other words, the whole system maximize its efficiency subject to the restriction that the efficiency score of the first stage remains at $E_k^{1*}$. The model for computing $E_k^O$, the whole system’s efficiency (Liang et al. 2008), can be expressed as

$$
E_k^O = \max \frac{\sum_{r=1}^{s} u_r Y_{rk}^s}{\sum_{i=1}^{m} v_i X_{ik}^s}
$$

s.t. \[ \frac{\sum_{r=1}^{s} u_r y_{rj}^1}{\sum_{i=1}^{m} v_i x_{ij}^1} \leq 1, \ j = 1, \ldots, n \]

\[ \frac{\sum_{r=1}^{s} u_r y_{rj}^2}{\sum_{i=1}^{m} v_i x_{ij}^2} \leq 1, \ j = 1, \ldots, n \]

\[ \frac{\sum_{r=1}^{s} u_r y_{rk}^1}{\sum_{i=1}^{m} v_i x_{ik}^1} = E_k^{1*} \]
Note that in Model (2), the efficiency of sub-system 1 is set equal to $E_{k}^{1*}$. Then Model (2) can be transformed to the following linear programming model.

$$E_{k}^{0} = Max \sum_{r=1}^{s} u_{r} Y_{r k}^{s}$$

s.t.  

$$\sum_{i=1}^{m} v_{i} X_{i k}^{s} = 1$$

$$\sum_{r=1}^{s} u_{r} y_{r j}^{1} - \sum_{i=1}^{m} v_{i} x_{i j}^{1} \leq 0, j = 1, \ldots, n$$

$$\sum_{r=1}^{s} u_{r} y_{r j}^{2} - \sum_{i=1}^{m} v_{i} x_{i j}^{2} \leq 0, j = 1, \ldots, n$$

$$\sum_{r=1}^{s} u_{r} y_{r k}^{1} = E_{k}^{1*} \sum_{i=1}^{m} v_{i} x_{i k}^{1}$$

$$u_{r} \geq \varepsilon, r = 1, \ldots, s \& v_{i} \geq \varepsilon, i = 1, \ldots, m$$  \hspace{1cm} (3)

The efficiency of the whole system can be obtained by solving Model (3). And, the weights attached to inputs and outputs can also be obtained. Based on these weights, the efficiency of sub-system 2 can be obtained as $E_{k}^{2*} = \frac{\sum_{r=1}^{s} u_{r} y_{r k}^{2}}{\sum_{i=1}^{m} v_{i} x_{i k}^{2}}$.

In a similar manner, if we assume the second stage to be the leader, we first calculate the regular DEA efficiency ($E_{k}^{2}$) for that stage, using the appropriate CCR model. Then, one maximize the efficiency of the whole system, with the restriction that the second stage score, having already been determined, cannot be decreased from that value.

Although previous literature (Emrouznejad et al. 2014) has proposed many methods to address the problems related to fuzzy DEA (e.g. Emrouznejad and Mustafa 2010; Wanke et al. 2016), few papers address the problem about fuzzy efficiency for parallel systems. Kao and Lin (2012) and Lozano (2014) calculated the efficiency of parallel systems when the data is imprecise and they deem the parallel processes are of equally important. However, parallel processes may not be of equally important, for example, the parallel processes may have leader–follower relationship. To approach this kind of relationship in fuzzy parallel DEA models, we propose a fuzzy parallel DEA method based on Stackelberg game theory in next section.

3 Proposed fuzzy parallel DEA method based on Stackelberg game theory

The parallel process now is composed of fuzzy inputs and fuzzy outputs in each sub-system. In this paper, trapezoidal fuzzy numbers (TrFNs) are used. Let be the universe of discourse, $X = \{x_{1}, x_{2}, \ldots, x_{n}\}$. A fuzzy set $\tilde{A}$ of $X$ is a set of order pairs $\{(u, v) |$
\{x_1, \mu_{\tilde{A}}(x_1), x_2, \mu_{\tilde{A}}(x_2), \ldots, x_n, \mu_{\tilde{A}}(x_n)\}. \text{Here, } \mu_{\tilde{A}} : X \to [0, 1] \text{ is the membership function of } \tilde{A}, \text{and } \mu_{\tilde{A}}(x_i) \text{ represents the membership degree of } x_i \text{ in } \tilde{A}. \text{The following two definitions specify the fuzzy numbers:}

**Definition 3.1** (Zimmermann 1996) The \( \alpha \)-cut \( \tilde{A}_\alpha \) and strong \( \alpha \)-cut \( \tilde{A}_{\alpha+} \) of fuzzy set \( \tilde{A} \) in the universe of discourse \( X \) is defined by \( \tilde{A}_\alpha = \{x_i : \mu_{\tilde{A}}(x_i) \geq \alpha, x_i \in X\} \), where \( \alpha \in [0, 1] \) and \( \tilde{A}_{\alpha+} = \{x_i : \mu_{\tilde{A}}(x_i) > \alpha, x_i \in X\} \), where \( \alpha \in [0, 1] \), respectively.

**Definition 3.2** (Zimmermann 1996) A trapezoidal fuzzy number (TrFN) can be defined as \( \tilde{x} = (x^1, x^2, x^3, x^4) \), where the membership function \( \mu_{\tilde{m}} \) of \( \tilde{m} \) is given as follows:

\[
\mu(x) = \begin{cases} 
\frac{x-x^1}{x^2-x^1} & (x^1 \leq x \leq x^2) \\
1 & (x^2 \leq x \leq x^3) \\
\frac{x^4-x}{x^4-x^3} & (x^3 \leq x \leq x^4)
\end{cases}
\]

where the mode interval of \( \tilde{x} \) is \([x_2, x_3]\), and the lower and upper limits of \( \tilde{x} \) are \( x^1 \) and \( x^2 \), respectively. There are many types of fuzzy numbers, for example, triangular and trapezoidal fuzzy numbers. In this paper, TrFNs are considered. Because the trapezoidal fuzzy numbers has the advantage of simplicity in both concept and computation. And they are most often used for characterizing imprecise or ambiguous information in practical applications.

### 3.1 Fuzzy inputs and outputs of the parallel system

In this study, the single-stage DEA model with fuzzy data (Emrouznejad and Mustafa 2010), the parallel DEA mode (Kao 2009), the game approach of DEA models for two-stage processes (Liang et al. 2008), and the parallel fuzzy DEA Model (Kao and Lin 2012) are extended to develop a new parallel fuzzy data envelopment analysis model for parallel systems with two components based on Stackelberg game theory. Consider the TrFNs in the left and right spread format as inputs and outputs of n DMUs with parallel sub-systems. Each \( DMU_j (j = 1, \ldots, n) \) applies fuzzy inputs \( \tilde{x}_{ij}^p = (x_{ij1}^p, x_{ij2}^p, x_{ij3}^p, x_{ij4}^p) (p = 1, 2) \) to produce outputs \( \tilde{y}_{rj}^p = (y_{rj1}^p, y_{rj2}^p, y_{rj3}^p, y_{rj4}^p) \) in sub-system \( p \).

Using an arbitrary \( \alpha \)-cut for the inputs, outputs, and the lower and upper-bounds of the membership functions are calculated as follows:

\[
\begin{align*}
(x_{ij}^p)_{\alpha_i}^L &= x_{ij1}^{p1} + \alpha_i (x_{ij2}^{p1} - x_{ij1}^{p1}), \alpha_i \in [0, 1], i = 1, \ldots, m; j = 1, \ldots, n \\
(x_{ij}^p)_{\alpha_i}^U &= x_{ij3}^{p4} - \alpha_i (x_{ij4}^{p3} - x_{ij3}^{p4}), \alpha_i \in [0, 1], i = 1, \ldots, m; j = 1, \ldots, n \\
y_{rj}^p_{\alpha_r}^L &= y_{rj1}^{p1} + \alpha_r (y_{rj2}^{p1} - y_{rj1}^{p1}), \alpha_r \in [0, 1], r = 1, \ldots, s; j = 1, \ldots, n \\
y_{rj}^p_{\alpha_r}^U &= y_{rj3}^{p4} - \alpha_r (y_{rj4}^{p3} - y_{rj3}^{p4}), \alpha_r \in [0, 1], r = 1, \ldots, s; j = 1, \ldots, n.
\end{align*}
\]
3.2 Upper-bound of the efficiency values for sub-system 1

When stage 1 is a leader, the efficiency of stage 1 is optimized in priority. Model (9) is proposed to calculate the upper bound of the efficiency values for sub-system 1 for each DMU as follows:

\[
\left( E_{1}^{k} \right)^{U}_{\alpha} = \max \left( x_{ij}^{l} \right)_{\alpha_{i}} \leq x_{ij}^{U} \leq \left( x_{ij}^{U} \right)_{\alpha_{i}} \left( y_{rj}^{l} \right)_{\alpha_{r}} \leq y_{rj}^{U} \leq \left( y_{rj}^{U} \right)_{\alpha_{r}} \right.
\]

\[
\begin{align*}
\text{Max} \sum_{r=1}^{s} u_{r} y_{rj}^{l} \\
\text{s.t.} \sum_{i=1}^{m} v_{i} x_{ik}^{l} = 1 \\
\sum_{r=1}^{s} u_{r} y_{rj}^{l} - \sum_{i=1}^{m} v_{i} x_{ij}^{l} \leq 0, j = 1, \ldots, n \\
u_{r} \geq \varepsilon, r = 1, \ldots, s \\
v_{i} \geq \varepsilon, i = 1, \ldots, m
\end{align*}
\]

(8)

For each set of \( x_{ij}^{p} \) and \( y_{rj}^{p} \) values defined by the respective \( \alpha \)-cut in the outer program (first level), the efficiency is calculated in the inner level (second level). These set of \( x_{ij}^{p} \) and \( y_{rj}^{p} \), which produce the largest efficiencies, are determined at the first level by Models (8). Because the feasible region for variables \( x_{ij}^{p} \) and \( y_{rj}^{p} \) is hyper-rectangle, which is a convex and compact set. Thus, \( \left( E_{1}^{k} \right)^{U}_{\alpha} \) is continuous with respect to \( x_{ij}^{p} \) and \( y_{rj}^{p} \). \( x_{ij}^{p} \) and \( y_{rj}^{p} \) are the decision variables for the outer-level optimization problem and considered as the constant multipliers for the inner-level optimization problem. Thus, the two-level optimization program (8) can’t be solved in its current form, and should be reduced to a one-level optimization program.

The inner and outer programs of Model (8) have the same direction of optimization, i.e., maximization; they can be reduced to the following one-level optimization program:

\[
\left( E_{1}^{k} \right)^{U}_{\alpha} = \text{Max} \sum_{r=1}^{s} u_{r} y_{rj}^{l} \\
\text{s.t.} \sum_{i=1}^{m} v_{i} x_{ik}^{l} = 1 \\
\sum_{r=1}^{s} u_{r} y_{rj}^{l} - \sum_{i=1}^{m} v_{i} x_{ij}^{l} \leq 0, j = 1, \ldots, n \\
\left( x_{ij}^{l} \right)_{\alpha_{i}} \leq x_{ij}^{U} \leq \left( x_{ij}^{U} \right)_{\alpha_{i}} \\
\left( y_{rj}^{l} \right)_{\alpha_{r}} \leq y_{rj}^{U} \leq \left( y_{rj}^{U} \right)_{\alpha_{r}} \\
u_{r} \geq \varepsilon, r = 1, \ldots, s \\
v_{i} \geq \varepsilon, i = 1, \ldots, m
\]

(9)
Model (9) is a non-linear mathematical programming model. Its global optimum is not easy to find. Moreover, Model (9) is dependent on the $\alpha$-cut and should be solved for different $\alpha$-cut levels. We replace the third and fourth constraint of Model (9) by formula (4)–(7). Thus, the transformed Model (10) is as follows:

\[
\left( E^1_k \right)^U = \operatorname{Max} \sum_{r=1}^{s} u_r y^1_{rk} \\
\text{s.t.} \quad \sum_{i=1}^{m} v_i x^1_{ik} = 1 \\
\sum_{r=1}^{s} u_r y^1_{rj} - \sum_{i=1}^{m} v_i x^1_{ij} \leq 0, \quad j = 1, \ldots, n \\
x^1_{ij} + \alpha_i \left( x^{12}_{ij} - x^1_{ij} \right) \leq x^1_{ij} \leq x^{14}_{ij} - \alpha_i \left( x^{14}_{ij} - x^1_{ij} \right) \\
y^1_{rj} + \alpha_r \left( y^{12}_{rj} - y^1_{rj} \right) \leq y^1_{rj} \leq y^{14}_{rj} - \alpha_r \left( y^{14}_{rj} - y^1_{rj} \right) \\
u_r \geq \varepsilon, \quad r = 1, \ldots, s \quad \text{and} \quad v_i \geq \varepsilon, \quad i = 1, \ldots, m
\]

(10)

Letting $t^1_{rj} = u_r y^1_{rj}$ and $z^1_{ij} = v_i x^1_{ij}$, then $\alpha_i v_i = \delta_i, \quad 0 \leq \delta_i \leq v_i$, $\alpha_r u_r = \tau_r$, $0 \leq \tau_r \leq u_r$. Then, Model (10) is converted to the following Model (11):

\[
\left( E^1_k \right)^U = \operatorname{Max} \sum_{r=1}^{s} t^1_{rk} \\
\text{s.t.} \quad \sum_{i=1}^{m} z^1_{ik} = 1 \\
\sum_{r=1}^{s} t^1_{rj} - \sum_{i=1}^{m} z^1_{ij} \leq 0, \quad j = 1, \ldots, n \\
v_i x^1_{ij} + \delta_i \left( x^{12}_{ij} - x^1_{ij} \right) \leq z^1_{ij} \leq v_i x^1_{ij} - \delta_i \left( x^{14}_{ij} - x^1_{ij} \right) \forall i, \forall j \\
u_r y^{11}_{rj} + \varepsilon_r \left( y^{12}_{rj} - y^{11}_{rj} \right) \leq t^1_{rj} \leq u_r y^{14}_{rj} - \tau_r \left( y^{14}_{rj} - y^{11}_{rj} \right) \forall r, \forall j \\
v_i \geq \varepsilon, \quad i = 1, \ldots, m \quad \text{and} \quad u_r \geq \varepsilon, \quad r = 1, \ldots, s \\
v_i \geq \delta_i \geq \varepsilon, \quad i = 1, \ldots, m \quad \text{and} \quad u_r \geq \tau_r \geq \varepsilon, \quad r = 1, \ldots, s \\
z^1_{ij} \geq 0, \quad \forall i, \forall j \quad \text{and} \quad t^1_{rj} \geq 0, \quad \forall r, \forall j
\]

(11)

After an optimal solution $\left( v^*_i, u^*_r, \delta^*_i, \tau^*_r, z^1_{ij}, t^1_{rj} \right)$ is solved, the optimal inputs and outputs in sub-system 1 are calculated as $x^1_{ij} = \frac{z^1_{ij}}{v_i}$ and $y^1_{rj} = \frac{t^1_{rj}}{u_r}$.
3.3 Lower-bound of the efficiency values for sub-system 1

When stage 1 is a leader, Model (13) is proposed to calculate the lower bound \((E_k^1)^L_\alpha\) of the efficiency scores for sub-system 1 for an arbitrary \(\alpha\)-cut level.

\[
\left( E_k^1 \right)^L_\alpha = \min \left\{ \left( x_{ij}^1 \right)^L_{\alpha i} \leq x_{ij}^1 \leq \left( x_{ij}^1 \right)^U_{\alpha i}, \left( y_{rj}^1 \right)^L_{\alpha r} \leq y_{rj}^1 \leq \left( y_{rj}^1 \right)^U_{\alpha r} \right\} \begin{bmatrix} \text{Max} \sum_{r=1}^{s} u_r y_{rk}^1 \\ s.t. \sum_{i=1}^{m} v_i x_{ij}^1 = 1 \\ \sum_{r=1}^{s} u_r y_{rk}^1 - \sum_{i=1}^{m} v_i x_{ij}^1 \leq 0, j = 1, \ldots, n \\ u_r \geq \varepsilon, r = 1, \ldots, s \\ v_i \geq \varepsilon, i = 1, \ldots, m \end{bmatrix}
\]

The two-level optimization Model (12) can’t be solved in its current form. It should be reduced to a single-level optimization model. However, it is difficult to convert it to a single-level optimization Model as the inner and outer programs of Model (8) have the opposing direction of optimization. Thus, some transformations are required to before reducing Model (12) to a single-level optimization Model.

The dual of the inner program in Model (12) is as follows:

\[
\min 20 c \theta \\
\text{s.t.} \quad \sum_{j=1}^{n} \lambda_j y_{rj}^1 \geq y_{rk}^1, \quad r = 1, \ldots, s \\
\sum_{j=1}^{n} \lambda_j x_{ij}^1 \leq \theta x_{ik}^1, \quad i = 1, \ldots, m \\
\lambda_j \geq 0, \quad j = 1, \ldots, n \quad \text{and} \quad \theta \text{ free}
\]

Because the objectives of inner and the outer optimization are in the form of minimization, the two-level optimization of Model (13) can be reduced to a single-level optimization programming Model (14) as follows:

\[
\left( E_k^1 \right)^L_\alpha = \min \theta \\
\text{s.t.} \quad \sum_{j=1}^{n} \lambda_j y_{rj}^1 \geq y_{rk}^1, \quad r = 1, \ldots, s \\
\sum_{j=1}^{n} \lambda_j x_{ij}^1 \leq \theta x_{ik}^1, \quad i = 1, \ldots, m \\
\left( x_{ij}^1 \right)^L_{\alpha i} \leq x_{ij}^1 \leq \left( x_{ij}^1 \right)^U_{\alpha i} \\
\left( y_{rj}^1 \right)^L_{\alpha r} \leq y_{rj}^1 \leq \left( y_{rj}^1 \right)^U_{\alpha r}
\]
\( \lambda_j \geq 0, \quad j = 1, \ldots, n \) and \( \theta \text{ free} \) \hfill (14)

We construct Model (15) by replacing the third and fourth constraint of Model (14). Thus, the transformed Model (15) is as follows:

\[
\begin{align*}
\left( E_1^L \right)_x^{L} & = \text{Min} \theta \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j y_{rj}^1 \geq y_{rk}^1, \quad r = 1, \ldots, s \\
& \quad \sum_{j=1}^{n} \lambda_j x_{ij}^1 \leq \theta x_{ik}^1, \quad i = 1, \ldots, m \\
& \quad x_{ij}^1 + \alpha_i \left( x_{ij}^{12} - x_{ij}^{11} \right) \leq x_{ij}^{13} \leq \alpha_i \left( x_{ij}^{14} - x_{ij}^{13} \right) \forall i \forall j \\
& \quad y_{rj}^{11} + \alpha_r \left( y_{rj}^{12} - y_{rj}^{11} \right) \leq y_{rj}^{14} \leq \alpha_r \left( y_{rj}^{14} - y_{rj}^{13} \right) \forall r \forall j \\
& \quad \lambda_j \geq 0, \quad j = 1, \ldots, n \quad \text{and} \quad \theta \text{ free} \hfill (15)
\end{align*}
\]

Model (15) is nonlinear and has \( m + s \) nonlinear constraints. As the size of the non-linear programming is small, most commercial nonlinear programming solvers can be used to solve the program.

Letting \( \lambda_j y_{rj}^1 = y_{rj}^{1'}, \lambda_j x_{ij}^1 = x_{ij}^{1'}, v_i x_{ij}^1 = x_{ij}^{1'}, \mu_r y_{rj}^1 = y_{rj}^{1}, \alpha_i v_i = \delta_i, 0 \leq \delta_i \leq v_i, \alpha_r u_r = \tau_r, 0 \leq \tau_r \leq \mu_r, \) Model (15) can be converted to the following Model (16):

\[
\begin{align*}
\left( E_1^L \right)_x^{L} & = \text{Min} \theta \\
\text{s.t.} & \quad \sum_{j=1}^{n} y_{rj}^{1'} \geq y_{rk}^1, \quad r = 1, \ldots, s \\
& \quad \sum_{j=1}^{n} x_{ij}^{1'} \leq \theta x_{ik}^1, \quad i = 1, \ldots, m \\
& \quad x_{ij}^{11} + \delta_i \left( x_{ij}^{12} - x_{ij}^{11} \right) \leq x_{ij}^{13} \leq \delta_i \left( x_{ij}^{14} - x_{ij}^{13} \right) \forall i \forall j \\
& \quad u_r y_{rj}^{11} + \tau_r \left( y_{rj}^{12} - y_{rj}^{11} \right) \leq y_{rj}^{14} \leq u_r y_{rj}^{14} - \tau_r \left( y_{rj}^{14} - y_{rj}^{13} \right) \forall r \forall j \\
& \quad v_i \geq 0, \quad i = 1, \ldots, m \quad \text{and} \quad u_r \geq 0, \quad r = 1, \ldots, s \\
& \quad v_i \geq \delta_i \geq 0, \quad i = 1, \ldots, m \quad \text{and} \quad u_r \geq \tau_r \geq 0, \quad r = 1, \ldots, s \\
& \quad y_{rj}^{1'} \geq 0, \quad r = 1, \ldots, s; \quad j = 1, \ldots, n \quad \text{and} \quad x_{ij}^{1'} \geq 0, \quad i = 1, \ldots, m; \\
& \quad j = 1, \ldots, n \quad \theta \text{ free} \hfill (16)
\end{align*}
\]
The variables of Model (16) are \( \theta, x_{ij}^1, y_{rj}^1, v_i, \delta_i, u_r \) and \( \tau_r \). Model (16) is a linear program and easy to solve.

### 3.4 Maximum achievable value of the upper bound of efficiency for the whole system

As stage 1 is leader, the upper bound of efficiency for stage 1 is optimized in priority by Model (11). Model (17) is proposed to calculate the maximum achievable value of the upper-bound of efficiency for the whole system as Model (18).

\[
\begin{align*}
(E^O_k)^U & = \max \left[ \begin{array}{c}
s \sum_{r=1}^{s} u_r y_{rk} \\
s.t. \quad m \sum_{i=1}^{m} v_i x_{ik} = 1 \\
\sum_{r=1}^{s} u_r y_{rj}^1 - \sum_{i=1}^{m} v_i x_{ij}^1 \leq 0, \quad j = 1, \ldots, n \\
\sum_{r=1}^{s} u_r y_{rj}^2 - \sum_{i=1}^{m} v_i x_{ij}^2 \leq 0, \quad j = 1, \ldots, n \\
\sum_{r=1}^{s} u_r y_{rk}^1 = (E^1_k^*)^U v_i x_{ik} \\
\alpha_i (x_{ij}^{12} - x_{ij}^{11}) \leq x_{ij}^1 - \alpha_i (x_{ij}^{14} - x_{ij}^{13})
\end{array} \right] \\
\end{align*}
\]

Model (17) is a two-level optimization program. The inner and outer programs of Model (17) have the same direction of optimization, i.e., maximization; they can be reduced to the following one-level optimization program (18):

\[
\begin{align*}
\text{Max} & \quad \sum_{r=1}^{s} u_r y_{rk}^1 \\
\text{s.t.} & \quad m \sum_{i=1}^{m} v_i x_{ik}^1 = 1 \\
& \quad \sum_{r=1}^{s} u_r y_{rj}^1 - \sum_{i=1}^{m} v_i x_{ij}^1 \leq 0, \quad j = 1, \ldots, n \\
& \quad \sum_{r=1}^{s} u_r y_{rj}^2 - \sum_{i=1}^{m} v_i x_{ij}^2 \leq 0, \quad j = 1, \ldots, n \\
& \quad \sum_{r=1}^{s} u_r y_{rk}^1 = (E^1_k^*)^U v_i x_{ik} \\
& \quad x_{ij}^{11} + \alpha_i (x_{ij}^{12} - x_{ij}^{11}) \leq x_{ij}^1 \leq x_{ij}^{14} - \alpha_i (x_{ij}^{14} - x_{ij}^{13})
\end{align*}
\]
\[ y^{11}_{ij} + \alpha_r \left(y^{12}_{ij} - y^{11}_{ij}\right) \leq y^{1}_{ij} \leq y^{14}_{ij} - \alpha_r \left(y^{14}_{ij} - y^{13}_{ij}\right) \]
\[ x^{21}_{ij} + \alpha_i \left(x^{22}_{ij} - x^{21}_{ij}\right) \leq x^{2}_{ij} \leq x^{24}_{ij} - \alpha_i \left(x^{24}_{ij} - x^{23}_{ij}\right) \]
\[ y^{21}_{ij} + \alpha_r \left(y^{22}_{ij} - y^{21}_{ij}\right) \leq y^{2}_{ij} \leq y^{24}_{ij} - \alpha_r \left(y^{24}_{ij} - y^{23}_{ij}\right) \]

\[ u_r \geq \varepsilon, \quad r = 1, \ldots, s \quad \text{and} \quad v_i \geq \varepsilon, \quad i = 1, \ldots, m \quad (18) \]

Letting \( v_i x^{1}_{ij} = x^{1}_{ij}, u_r y^{1}_{ij} = y^{1}_{ij}, v_i x^{2}_{ij} = x^{2}_{ij}, u_r y^{2}_{ij} = y^{2}_{ij}, \alpha_i v_i = \delta_i, 0 \leq \delta_i \leq v_i, \alpha_r u_r = \tau_r, 0 \leq \tau_r \leq u_r, \) Model (18) can be converted to the following linear program:

\[
\begin{align*}
\text{Max} & \sum_{r=1}^{s} \left( y^{1}_{ij} + y^{2}_{ij} \right) \\
\text{s.t.} & \sum_{i=1}^{m} \left( x^{1}_{ij} + x^{2}_{ij} \right) = 1 \\
& \sum_{r=1}^{s} y^{1}_{ij} - \sum_{i=1}^{m} x^{1}_{ij} \leq 0, \quad j = 1, \ldots, n \\
& \sum_{r=1}^{s} y^{2}_{ij} - \sum_{i=1}^{m} x^{2}_{ij} \leq 0, \quad j = 1, \ldots, n \\
& \sum_{r=1}^{s} y^{r}_{ik} = \left( E^{1k}_k \right)_a \sum_{i=1}^{m} x^{1}_{ik} \\
& v_i x^{11}_{ij} + \delta_i \left(x^{12}_{ij} - x^{11}_{ij}\right) \leq x^{1}_{ij} \leq v_i x^{14}_{ij} - \delta_i \left(x^{14}_{ij} - x^{13}_{ij}\right) \\
& u_r y^{11}_{ij} + \tau_r \left(y^{12}_{ij} - y^{11}_{ij}\right) \leq y^{1}_{ij} \leq u_r y^{14}_{ij} - \tau_r \left(y^{14}_{ij} - y^{13}_{ij}\right) \\
& v_i x^{21}_{ij} + \delta_i \left(x^{22}_{ij} - x^{21}_{ij}\right) \leq x^{2}_{ij} \leq v_i x^{24}_{ij} - \delta_i \left(x^{24}_{ij} - x^{23}_{ij}\right) \\
& u_r y^{21}_{ij} + \tau_r \left(y^{22}_{ij} - y^{21}_{ij}\right) \leq y^{2}_{ij} \leq u_r y^{24}_{ij} - \tau_r \left(y^{24}_{ij} - y^{23}_{ij}\right) \\
& u_r \geq \varepsilon, \quad r = 1, \ldots, s \quad \text{and} \quad v_i \geq \varepsilon, \quad i = 1, \ldots, m \\
& \varepsilon \leq \delta_i \leq v_i, \quad i = 1, \ldots, m \quad \text{and} \quad \varepsilon \leq \tau_r \leq u_r, \quad r = 1, \ldots, s \quad (19) 
\end{align*}
\]

The resulting Model (19) is linear. Thus, it can achieve the global optimum for the lower bound of the DMU’s efficiency scores.

### 3.5 Maximum achievable value of the lower-bound of efficiency for the whole system

Model (20) is proposed to calculate the maximum achievable value of the lower-bound of efficiency for the whole system is as follows:
In this model are in opposing directions. By defining the dual of the inner optimization sub-system 1, achieved by Model (15). It is considered as (E_k) cannot be solved in its current form because the two objective functions satisfy the lower-bound of the efficiency score for E_k, achieved by Model (15). It is considered as (E_k) cannot be solved in its current form because the two objective functions}

\[ \max \sum_{r=1}^{s} u_r y_{rk} \]

\[ s.t. \sum_{i=1}^{m} v_i x_{ik} = 1 \]

\[ \sum_{r=1}^{s} u_r y_{rj}^1 - \sum_{i=1}^{m} v_i x_{ij}^1 \leq 0, j = 1, \ldots, n \]

\[ \sum_{r=1}^{s} u_r y_{rj}^2 - \sum_{i=1}^{m} v_i x_{ij}^2 \leq 0, j = 1, \ldots, n \]

\[ e_r^1 = (E_k)^L_{\alpha} \]

\[ u_r \geq \varepsilon, r = 1, \ldots, s \]

\[ v_i \geq \varepsilon, i = 1, \ldots, m \]

(20)

The constraint of Model (20) satisfies the lower-bound of the efficiency score for sub-system 1, achieved by Model (15). It is considered as \( e_r^1 = (E_k)^L_{\alpha} \) in Model (20).

Model (20) cannot be solved in its current form because the two objective functions in this model are in opposing directions. By defining the dual of the inner optimization problem of Model (20), we obtain the following model:

**Min** \( \theta \)

\[ \sum_{j=1}^{n} \lambda_j^1 y_{rj}^1 + \sum_{j=1}^{n} \lambda_j^2 y_{rj}^2 + \gamma y_{rk} \geq Y_{rk}^s, \forall r \]

\[ \sum_{j=1}^{n} \lambda_j^1 x_{ij}^1 + \sum_{j=1}^{n} \lambda_j^2 x_{ij}^2 + (E_k)^L_{\alpha} \gamma x_{ik} \leq \theta X_{ik}^s, \forall i \]

\[ \lambda_j^1 \geq 0, \lambda_j^2 \geq 0, \forall j \text{ and } \theta, \gamma \text{ free} \]

(21)

Model (21) can be transformed to be the following form by replacing \( x_{ij}^1, x_{ij}^2, y_{rj}^1 \) and \( y_{rj}^2 \) by formula (4)–(7):

**Min** \( \theta \)

\[ \sum_{j=1}^{n} \lambda_j^1 y_{rj}^1 + \sum_{j=1}^{n} \lambda_j^2 y_{rj}^2 + \gamma y_{rk} \geq Y_{rk}^s, \forall r \]

\[ \sum_{j=1}^{n} \lambda_j^1 x_{ij}^1 + \sum_{j=1}^{n} \lambda_j^2 x_{ij}^2 + (E_k)^L_{\alpha} \gamma x_{ik} \leq \theta X_{ik}^s, \forall i \]

\[ x_{ij}^1 + \alpha_i (x_{ij}^2 - x_{ij}^1) \leq x_{ij}^1 \leq x_{ij}^4 - \alpha_i (x_{ij}^4 - x_{ij}^1) \]

\[ y_{rj}^1 \leq x_{rj}^1 - \alpha_r (x_{rj}^4 - x_{rj}^1) \]

\[ y_{rj}^1 \leq y_{rj}^4 - \alpha_r (y_{rj}^4 - y_{rj}^1) \]
Fig. 2 Parallel system of the university department with two functions of teaching and research

$$\begin{align*}
x_{ij}^{21} + \alpha_i \left( x_{ij}^{22} - x_{ij}^{21} \right) & \leq x_{ij}^2 - \alpha_i \left( x_{ij}^{24} - x_{ij}^{23} \right) \\
y_{rj}^{21} + \alpha_r \left( y_{rj}^{22} - y_{rj}^{21} \right) & \leq y_{rj}^2 - \alpha_r \left( y_{rj}^{24} - y_{rj}^{23} \right) \\
\lambda_j^1 & \geq 0, \lambda_j^2 \geq 0, \forall j \quad \text{and} \quad \theta, \gamma \text{ free} \quad (22)
\end{align*}$$

Letting $\lambda_j y_{rj}^1 = y_{rj}^1$, $\lambda_j y_{rj}^1 = x_{ij}^1$, $\lambda_j y_{rj}^2 = y_{rj}^2$, $\lambda_j y_{rj}^2 = x_{ij}^2$, $\nu_i x_{ij}^1 = \frac{x_{ij}^1}{x_{ij}^2}$, $\mu_r y_{rj}^1 = y_{rj}^1$, $\mu_r y_{rj}^2 = y_{rj}^2$, $\alpha_i \nu_i = \delta_i$, $0 \leq \delta_i \leq \nu_i$, $\alpha_r \mu_r = \tau_r$, $0 \leq \tau_r \leq \mu_r$, Model (22) can be transformed to the following form (23):

$$\begin{align*}
\text{Min } & \theta \\
n & \text{s.t. } \sum_{j=1}^n y_{rj}^1 + \sum_{j=1}^n y_{rj}^2 + \gamma y_{rj}^1 \geq Y_{rj}^x, \quad \forall r \\
& \sum_{j=1}^n x_{ij}^1 + \sum_{j=1}^n x_{ij}^2 + \left( E_k^{s} \right)_{ik} \gamma x_{ik}^1 \leq \theta X_{ik}^s, \quad \forall i \\
& \nu_i x_{ij}^1 + \delta_i \left( x_{ij}^{12} - x_{ij}^{11} \right) \leq \frac{x_{ij}^1}{x_{ij}^2} \leq \nu_i x_{ij}^{14} - \delta_i \left( x_{ij}^{14} - x_{ij}^{13} \right) \forall i \forall j \\
& \mu_r y_{rj}^1 + \tau_r \left( y_{rj}^{12} - y_{rj}^{11} \right) \leq \frac{y_{rj}^1}{y_{rj}^2} \leq \mu_r y_{rj}^{14} - \tau_r \left( y_{rj}^{14} - y_{rj}^{13} \right) \forall r \forall j \\
& \nu_i x_{ij}^1 + \delta_i \left( x_{ij}^{22} - x_{ij}^{21} \right) \leq \frac{x_{ij}^1}{x_{ij}^2} \leq \nu_i x_{ij}^{24} - \delta_i \left( x_{ij}^{24} - x_{ij}^{23} \right) \forall i \forall j \\
& \mu_r y_{rj}^1 + \tau_r \left( y_{rj}^{22} - y_{rj}^{21} \right) \leq \frac{y_{rj}^2}{y_{rj}^1} \leq \mu_r y_{rj}^{24} - \tau_r \left( y_{rj}^{24} - y_{rj}^{23} \right) \forall r \forall j \\
& \nu_i \geq 0, \ i = 1, \ldots, m \quad \text{and} \quad \nu_r \geq 0, \ r = 1, \ldots, s \\
& \nu_i \geq \delta_i \geq 0, \ i = 1, \ldots, m \quad \text{and} \quad \nu_r \geq \tau_r \geq 0, \ r = 1, \ldots, s \\
& y_{rj}^1 \geq 0, y_{rj}^2 \geq 0, \ r = 1, \ldots, s; \quad j = 1, \ldots, n \quad \text{and} \quad x_{ij}^1 \geq 0, x_{ij}^2 \geq 0, \ i = 1, \ldots, m; \quad j = 1, \ldots, n \\
& \theta, \gamma \text{ free} \quad (23)
\end{align*}$$

Model (23) is a non-linear program. But the program has $m + s$ nonlinear constraints (usually not more than 10). Thus, the number of nonlinear constraints is of small size
| DMU | LB1  | UB1  | LB2  | UB2  | LB   | UB   |
|-----|------|------|------|------|------|------|
| 1   | 0.6816 | 0.6816 | 0.7771 | 1.0000 | 0.7432 | 0.9651 |
| 2   | 0.8639 | 0.8661 | 0.7689 | 1.0000 | 0.8197 | 0.9788 |
| 3   | 0.7676 | 0.7676 | 0.6451 | 0.9461 | 0.7198 | 0.9135 |
| 4   | 0.5805 | 0.5806 | 0.7407 | 1.0000 | 0.6881 | 0.8332 |
| 5   | 0.5634 | 0.5694 | 0.9593 | 1.0000 | 0.8910 | 0.9222 |
| 6   | 1.0000 | 1.0000 | 0.4329 | 1.0000 | 0.7545 | 1.0000 |
| 7   | 0.5015 | 0.5033 | 0.9325 | 1.0000 | 0.8672 | 0.9205 |
| 8   | 0.4568 | 0.4612 | 0.5068 | 0.8285 | 0.4975 | 0.7587 |
| 9   | 0.7128 | 0.7128 | 0.5734 | 0.8680 | 0.6287 | 0.8349 |
| 10  | 0.5928 | 0.5998 | 0.8906 | 0.9970 | 0.8538 | 0.9401 |
| 11  | 0.4159 | 0.4292 | 0.6310 | 1.0000 | 0.5726 | 0.8646 |
| 12  | 0.6634 | 0.6634 | 0.7192 | 1.0000 | 0.7069 | 0.9054 |
| 13  | 0.5833 | 0.5998 | 0.7259 | 0.9509 | 0.6894 | 0.8524 |
| 14  | 0.4595 | 0.4600 | 0.6373 | 0.8970 | 0.6058 | 0.8114 |
| 15  | 0.6421 | 0.6516 | 0.6887 | 0.9527 | 0.6776 | 0.8816 |
| 16  | 0.6590 | 0.6590 | 0.5185 | 0.7829 | 0.5553 | 0.7463 |
| 17  | 0.5489 | 0.5489 | 0.3126 | 0.7438 | 0.4404 | 0.7019 |
| 18  | 0.8111 | 0.8122 | 0.7339 | 0.9885 | 0.7563 | 0.9573 |
| 19  | 0.6736 | 0.6741 | 0.8788 | 0.9251 | 0.8409 | 0.8766 |
| 20  | 0.5847 | 0.5847 | 0.7822 | 0.9751 | 0.6846 | 0.9235 |
| 21  | 0.3386 | 0.3386 | 1.0000 | 1.0000 | 0.9015 | 0.9015 |
| 22  | 0.6109 | 0.6150 | 0.4984 | 0.7790 | 0.5245 | 0.7349 |
| 23  | 0.5872 | 0.5872 | 0.8338 | 0.8658 | 0.7737 | 0.7960 |
| 24  | 0.5011 | 0.5011 | 0.6068 | 0.8980 | 0.5875 | 0.7992 |
| 25  | 0.5953 | 0.6115 | 0.9043 | 0.9547 | 0.8556 | 0.8908 |
| 26  | 0.6726 | 0.6779 | 0.3378 | 0.7635 | 0.5051 | 0.7475 |
| 27  | 0.5764 | 0.5764 | 0.8394 | 0.8394 | 0.7883 | 0.7883 |
| 28  | 0.5214 | 0.5746 | 0.5506 | 0.9492 | 0.5612 | 0.8361 |
| 29  | 0.5603 | 0.5626 | 0.6215 | 0.9302 | 0.6038 | 0.8568 |
| 30  | 0.7784 | 0.7797 | 0.8852 | 0.9348 | 0.8706 | 0.9125 |
| 31  | 0.7994 | 0.8005 | 0.8788 | 0.9285 | 0.8665 | 0.9077 |
| 32  | 0.7356 | 0.7356 | 0.3731 | 0.7933 | 0.5719 | 0.7871 |
| 33  | 0.4851 | 0.4917 | 0.3447 | 0.7253 | 0.4006 | 0.6981 |
| 34  | 0.7548 | 0.7548 | 0.9756 | 0.9948 | 0.9351 | 0.9500 |
| 35  | 0.4577 | 0.4577 | 1.0000 | 1.0000 | 0.9183 | 0.9183 |
| 36  | 0.7251 | 0.7490 | 0.5237 | 0.8742 | 0.6091 | 0.8417 |
| 37  | 0.6303 | 0.6306 | 0.8787 | 0.9595 | 0.8460 | 0.9165 |
| 38  | 0.6112 | 0.6118 | 0.6441 | 0.9060 | 0.6389 | 0.8466 |
| 39  | 0.9912 | 1.0000 | 0.5833 | 0.9793 | 0.8230 | 0.9833 |
Table 1 continued

| DMU | LB1  | UB1  | LB2  | UB2  | LB   | UB   |
|-----|------|------|------|------|------|------|
| 40  | 0.6720 | 0.6720 | 0.6697  | 0.9475 | 0.6703 | 0.8663 |
| 41  | 0.9451 | 0.9451 | 0.4329  | 0.7835 | 1.0000 | 1.0000 |
| 42  | 1.0000 | 1.0000 | 1.0000  | 1.0000 | 1.0000 | 1.0000 |
| 43  | 0.6988 | 0.6988 | 0.6861  | 0.9169 | 0.6888 | 0.8693 |
| 44  | 0.6838 | 0.6865 | 0.4753  | 0.8713 | 0.6013 | 0.8320 |
| 45  | 0.6498 | 0.6498 | 0.3436  | 0.7657 | 0.5078 | 0.7424 |
| 46  | 0.6832 | 0.6835 | 0.6138  | 0.8515 | 0.6308 | 0.8080 |
| 47  | 0.8059 | 0.8069 | 0.7725  | 0.9129 | 0.7794 | 0.8927 |
| 48  | 0.7326 | 0.7326 | 0.6080  | 0.9181 | 0.6854 | 0.8820 |
| 49  | 0.8916 | 0.8916 | 0.3755  | 0.8171 | 0.6596 | 0.8357 |
| 50  | 0.6775 | 0.7132 | 0.5164  | 0.8674 | 0.5903 | 0.8273 |
| 51  | 0.6846 | 0.6846 | 0.7040  | 1.0000 | 0.7008 | 0.9315 |
| 52  | 0.7268 | 0.7271 | 0.9211  | 1.0000 | 0.8692 | 0.9389 |

In the standard of nonlinear programming, most commercial non-linear programming solvers can be applied to solve it.

In a similar manner, if the second stage is assumed to be a leader, then the upper and lower bound of efficiency for stage 2 should be calculated at first. Then, one maximizes (or minimizes) the efficiency of the whole system, with the restriction that the upper bound (or the lower bound) of the second stage’s efficiency score, having already been determined.

4 An application in education

In this section, the proposed approach will be illustrated by a case of parallel process system with two processes. As universities usually have two functions—research and teaching. For each university, various amounts of resources are allocated to these functions depending on the emphasis of the university. In what follows, we use examples of Beasley (1995) and Kao and Lin (2012) to present our method.

In Beasley (1995) and Kao and Lin (2012), the teaching and research efficiencies of 52 chemistry and physics departments of UK universities are studied. The inputs of these 52 chemistry and physics departments are: general expenditure ($X_1$), equipment expenditure ($X_2$), and research income ($X_3$), where the first two are shared by teaching and research, and the third is specific to research. Beasley (1995) allowed each university to assign various proportions, $q_1$ and $q_2$, of the two inputs to teaching and research respectively. These two proportions are restricted to the range of 0.3 and 0.9. Moreover, each input is required to have a minimum portion of 0.05 used for teaching and research. There are five outputs: number of undergraduates (UGs) ($Y_1$), number of taught postgraduates (PGs-T) ($Y_2$), number of research postgraduates (PGs-R) ($Y_3$), research income—as a proxy for research output in terms of quantity ($Y_4$), a rating
Table 2 The fuzzy efficiencies of DMUs when stage 1 is a leader

| DMU | \((E_k^1)^L_\alpha\) | \((E_k^1)^U_\alpha\) | \((E_k^2)^L_\alpha\) | \((E_k^2)^U_\alpha\) | \((E_S^k)^L_\alpha\) | \((E_S^k)^U_\alpha\) |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1   | 0.6816          | 0.7271          | 0.7771          | 0.7871          | 0.7465          | 0.9603          |
| 2   | 0.8661          | 0.9805          | 0.7689          | 0.7723          | 0.8197          | 0.9694          |
| 3   | 0.7676          | 0.8061          | 0.6451          | 0.689           | 0.7198          | 0.9102          |
| 4   | 0.5806          | 0.6022          | 0.6506          | 0.7407          | 0.6881          | 0.8297          |
| 5   | 0.5694          | 0.5902          | 0.9593          | 0.9643          | 0.891           | 0.9197          |
| 6   | 1.0000          | 1.0000          | 0.4329          | 0.5326          | 0.7536          | 0.9967          |
| 7   | 0.5033          | 0.5496          | 0.9301          | 0.9325          | 0.8672          | 0.917           |
| 8   | 0.4612          | 0.4888          | 0.5068          | 0.6038          | 0.4975          | 0.7552          |
| 9   | 0.7128          | 0.7470          | 0.5734          | 0.6189          | 0.6287          | 0.8313          |
| 10  | 0.5998          | 0.8619          | 0.8906          | 0.9289          | 0.8538          | 0.9366          |
| 11  | 0.4292          | 0.5352          | 0.631           | 0.9342          | 0.5726          | 0.8611          |
| 12  | 0.6634          | 0.6981          | 0.7192          | 0.7232          | 0.7132          | 0.9019          |
| 13  | 0.5998          | 0.6362          | 0.7259          | 0.7323          | 0.6894          | 0.8489          |
| 14  | 0.46            | 0.4974          | 0.6373          | 0.7456          | 0.6058          | 0.8079          |
| 15  | 0.6516          | 0.6979          | 0.6887          | 0.9432          | 0.6776          | 0.8781          |
| 16  | 0.659           | 0.6611          | 0.5185          | 0.5235          | 0.5553          | 0.7428          |
| 17  | 0.5489          | 0.5979          | 0.3126          | 0.4785          | 0.4404          | 0.6982          |
| 18  | 0.8122          | 0.9336          | 0.7339          | 0.8329          | 0.7563          | 0.9538          |
| 19  | 0.6741          | 0.7707          | 0.8254          | 0.8788          | 0.8409          | 0.8731          |
| 20  | 0.5847          | 1.0000          | 0.7822          | 0.8326          | 0.6846          | 0.92            |
| 21  | 0.3386          | 0.3808          | 1               | 1               | 0.8978          | 0.9015          |
| 22  | 0.615           | 0.6476          | 0.4984          | 0.5032          | 0.5245          | 0.7314          |
| 23  | 0.5872          | 0.5956          | 0.5316          | 0.8838          | 0.7737          | 0.7925          |
| 24  | 0.5011          | 0.5296          | 0.6068          | 0.7023          | 0.5875          | 0.7957          |
| 25  | 0.6115          | 0.6507          | 0.9043          | 0.9213          | 0.8556          | 0.8877          |
| 26  | 0.6779          | 0.7644          | 0.3378          | 0.5109          | 0.5051          | 0.744           |
| 27  | 0.5764          | 0.6357          | 0.8394          | 0.8394          | 0.7848          | 0.7883          |
| 28  | 0.5746          | 0.5970          | 0.5506          | 0.8054          | 0.5612          | 0.8326          |
| 29  | 0.5626          | 0.6449          | 0.6215          | 0.7218          | 0.6038          | 0.8533          |
| 30  | 0.7797          | 0.8780          | 0.8852          | 0.8663          | 0.8706          | 0.9092          |
| 31  | 0.8005          | 0.8502          | 0.8788          | 0.8845          | 0.8665          | 0.9037          |
| 32  | 0.7356          | 0.7521          | 0.3731          | 0.4678          | 0.5719          | 0.7782          |
| 33  | 0.4917          | 0.4972          | 0.3447          | 0.6645          | 0.4006          | 0.6953          |
| 34  | 0.7548          | 0.8407          | 0.9756          | 0.9756          | 0.9351          | 0.9465          |
| 35  | 0.4577          | 0.4929          | 0.9213          | 1               | 0.913           | 0.9183          |
| 36  | 0.749           | 0.8150          | 0.5237          | 0.6326          | 0.6091          | 0.8383          |
| 37  | 0.6306          | 0.6384          | 0.8732          | 0.8787          | 0.846           | 0.913           |
| 38  | 0.6118          | 0.6363          | 0.6441          | 0.6698          | 0.6389          | 0.8431          |
| 39  | 1.0000          | 1.0000          | 0.5833          | 0.8325          | 0.823           | 0.9798          |
for research quality, which is classified as star (Y₅), A + (Y₆), A (Y₇), and A − (Y₈). The first two are the outputs of teaching function, and the remaining are the outputs of research function. The parallel production system is depicted in Fig. 2.

The research is a qualitative factor whose ratings (Y₅ − Y₈) are imprecise. Thus, research quality can be expressed by fuzzy numbers. In order to find appropriate fuzzy numbers to represent these ratings, we follow Kao and Lin (2011) to determine the fuzzy numbers of the ratings. The trapezoidal fuzzy numbers are obtained for four ratings:

\[ \tilde{Y}_5 = (2.133, 2.133, 2.228, 2.936), \tilde{Y}_6 = (0.593, 1.067, 1.111, 1.212), \tilde{Y}_7 = (0.243, 0.533, 0.556, 0.556) \text{ and } \tilde{Y}_8 = (0.111, 0.111, 0.267, 0.267). \]

The proposed new parallel fuzzy data envelopment analysis models for parallel systems with two components based on Stackelberg game theory were coded using Matlab software. The results are summarized in Tables 2 and 3. When stage 1 is a leader, Table 2 shows the lower and upper bound of the overall score (i.e., \( (E_S)^L \alpha \) and \( (E_S)^U \alpha \)), the lower and upper bound of the partial efficiencies in the first stage (i.e., \( (E_{1+})^L \alpha \) and \( (E_{1+})^U \alpha \)), and the lower and upper bound of the partial efficiencies in the second stage (i.e., \( (E_2)^L \alpha \) and \( (E_2)^U \alpha \)), for each chemistry department. When stage 2 is a leader, Table 3 shows the lower and upper bound of the overall score (i.e., \( (E_S)^L \alpha \) and \( (E_S)^U \alpha \)), the lower and upper bound of the partial efficiencies in the first stage (i.e., \( (E_{1})^L \alpha \) and \( (E_{1})^U \alpha \)), and the lower and upper bound of the partial efficiencies in the second stage (i.e., \( (E_{2+})^L \alpha \) and \( (E_{2+})^U \alpha \)), for each chemistry department. The fuzzy efficiencies for parallel systems based on Kao and Lin’s (2012) approach are summarized in Table 1 for comparison.

From Table 2, we find that the lower and upper bounds of the overall efficiency scores of the main DMUs are less than unity except for DMU₄₂. Further investigation

\begin{table}
\centering
\begin{tabular}{cccccccc}
\hline
DMU & \((E_{1+})^L \alpha\) & \((E_{1+})^U \alpha\) & \((E_2)^L \alpha\) & \((E_2)^U \alpha\) & \((E_S)^L \alpha\) & \((E_S)^U \alpha\) \\
\hline
40  & 0.672  & 0.7375 & 0.6697  & 0.8756 & 0.6703  & 0.8632 \\
41  & 0.9451 & 0.9920 & 0.4329  & 0.7653 & 0.7307  & 0.8451 \\
42  & 1      & 1.0000 & 1       & 1      & 0.9965  & 1      \\
43  & 0.6988 & 0.7552 & 0.6861  & 0.8769 & 0.6888  & 0.8657 \\
44  & 0.6865 & 0.7166 & 0.4753  & 0.7323 & 0.6013  & 0.8285 \\
45  & 0.6498 & 0.6869 & 0.3436  & 0.4579 & 0.5078  & 0.7386 \\
46  & 0.6835 & 0.7040 & 0.6138  & 0.6501 & 0.6308  & 0.8045 \\
47  & 0.8069 & 0.8485 & 0.7725  & 0.7863 & 0.7794  & 0.8897 \\
48  & 0.7326 & 0.7968 & 0.608   & 0.8936 & 0.6854  & 0.8785 \\
49  & 0.8916 & 0.9606 & 0.3755  & 0.4953 & 0.6596  & 0.8301 \\
50  & 0.7132 & 0.7813 & 0.5164  & 0.6013 & 0.5903  & 0.8238 \\
51  & 0.6846 & 0.7169 & 0.704   & 0.9845 & 0.7008  & 0.928  \\
52  & 0.7271 & 0.7833 & 0.9211  & 0.9216 & 0.8692  & 0.9343 \\
\hline
\end{tabular}
\caption{continued}
\end{table}
Table 3  The fuzzy efficiencies of DMUs when stage 2 is a leader

| DMU | \((E_1^L)_\alpha\) | \((E_1^U)_\alpha\) | \((E_{2^+}^L)_\alpha\) | \((E_{2^+}^U)_\alpha\) | \((E_S^L)_\alpha\) | \((E_S^U)_\alpha\) |
|-----|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| 1   | 0.6816            | 0.6816            | 0.7832            | 1.0000            | 0.7486            | 0.9635            |
| 2   | 0.8639            | 0.8651            | 0.7721            | 1.0000            | 0.8218            | 0.9729            |
| 3   | 0.7676            | 0.7676            | 0.6854            | 1.0000            | 0.7219            | 0.9135            |
| 4   | 0.5805            | 0.5805            | 0.7368            | 1.0000            | 0.6902            | 0.8332            |
| 5   | 0.5634            | 0.5663            | 0.9607            | 0.9786            | 0.8932            | 0.9232            |
| 6   | 1.0000            | 1.0000            | 0.5832            | 0.6089            | 0.7557            | 1.0000            |
| 7   | 0.5015            | 0.5133            | 0.9156            | 0.9336            | 0.8693            | 0.9205            |
| 8   | 0.4568            | 0.4601            | 0.5945            | 0.6161            | 0.4996            | 0.7587            |
| 9   | 0.7128            | 0.7128            | 0.5833            | 0.6524            | 0.6306            | 0.8349            |
| 10  | 0.5738            | 0.5928            | 0.997             | 1.0000            | 0.8559            | 0.9401            |
| 11  | 0.4159            | 0.4235            | 0.8766            | 0.9527            | 0.5747            | 0.8646            |
| 12  | 0.6634            | 0.6634            | 0.7203            | 1.0000            | 0.7153            | 0.9054            |
| 13  | 0.5833            | 0.5866            | 0.6837            | 0.7614            | 0.6915            | 0.8524            |
| 14  | 0.4595            | 0.46              | 0.897             | 0.9033            | 0.6079            | 0.8114            |
| 15  | 0.6352            | 0.6421            | 0.9527            | 0.9747            | 0.6797            | 0.8816            |
| 16  | 0.659             | 0.659             | 0.5329            | 0.5846            | 0.5574            | 0.7463            |
| 17  | 0.5489            | 0.5489            | 0.4683            | 0.5197            | 0.4422            | 0.7019            |
| 18  | 0.8111            | 0.8122            | 0.9034            | 0.9247            | 0.7584            | 0.9573            |
| 19  | 0.6736            | 0.6739            | 0.9251            | 0.9361            | 0.843             | 0.8766            |
| 20  | 0.5847            | 0.5847            | 0.9751            | 1.0000            | 0.6867            | 0.9235            |
| 21  | 0.3386            | 0.3386            | 1                 | 1.0000            | 0.8936            | 0.9013            |
| 22  | 0.6109            | 0.6112            | 0.5056            | 0.5199            | 0.5266            | 0.7349            |
| 23  | 0.5872            | 0.5872            | 0.8658            | 0.8718            | 0.7758            | 0.796             |
| 24  | 0.5011            | 0.5011            | 0.6986            | 0.7451            | 0.5896            | 0.7992            |
| 25  | 0.5953            | 0.6106            | 0.9547            | 0.9683            | 0.8577            | 0.8908            |
| 26  | 0.6726            | 0.6733            | 0.5189            | 0.5313            | 0.5072            | 0.7475            |
| 27  | 0.5764            | 0.5764            | 0.8394            | 0.8398            | 0.7824            | 0.7883            |
| 28  | 0.5214            | 0.5536            | 0.7689            | 0.8062            | 0.5633            | 0.8361            |
| 29  | 0.5603            | 0.5614            | 0.7256            | 0.7355            | 0.6059            | 0.8568            |
| 30  | 0.7784            | 0.7786            | 0.9067            | 0.9269            | 0.8727            | 0.9125            |
| 31  | 0.7994            | 0.7996            | 0.9285            | 0.9362            | 0.8686            | 0.9072            |
| 32  | 0.7356            | 0.7356            | 0.4673            | 0.5147            | 0.574             | 0.7817            |
| 33  | 0.4851            | 0.4901            | 0.7253            | 0.8241            | 0.4027            | 0.6981            |
| 34  | 0.7548            | 0.7548            | 0.9948            | 1.0000            | 0.9372            | 0.95              |
| 35  | 0.4577            | 0.4577            | 1                 | 1.0000            | 0.9087            | 0.9165            |
| 36  | 0.7251            | 0.7321            | 0.8742            | 1.0000            | 0.6112            | 0.8417            |
| 37  | 0.6303            | 0.6303            | 0.9289            | 0.9468            | 0.8481            | 0.9165            |
| 38  | 0.6112            | 0.6115            | 0.7526            | 0.7834            | 0.641             | 0.8466            |
| 39  | 0.9912            | 0.9936            | 0.7449            | 0.8475            | 0.8251            | 0.9833            |
Table 3 continued

| DMU | \( (E^1_k)_L^a \) | \( (E^1_k)_U^a \) | \( (E^{2+}_k)_L^a \) | \( (E^{2+}_k)_U^a \) | \( (E^s_k)_L^a \) | \( (E^s_k)_U^a \) |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 40  | 0.672           | 0.672           | 0.9475          | 1.0000          | 0.6724          | 0.8663          |
| 41  | 0.9451          | 0.9451          | 0.7835          | 1.0000          | 0.7328          | 0.8486          |
| 42  | 1.0000          | 1.0000          | 1               | 1.0000          | 1.0000          | 1.0000          |
| 43  | 0.6988          | 0.6988          | 0.8638          | 0.8956          | 0.6909          | 0.8693          |
| 44  | 0.6782          | 0.6838          | 0.7306          | 0.7330          | 0.6034          | 0.832           |
| 45  | 0.6498          | 0.6498          | 0.4606          | 0.4708          | 0.5099          | 0.7424          |
| 46  | 0.6832          | 0.6835          | 0.8515          | 0.8571          | 0.6329          | 0.808           |
| 47  | 0.8059          | 0.8061          | 0.9129          | 0.9236          | 0.7815          | 0.8932          |
| 48  | 0.7326          | 0.7326          | 0.9181          | 1.0000          | 0.6875          | 0.882           |
| 49  | 0.8916          | 0.8916          | 0.4366          | 0.5559          | 0.6617          | 0.8336          |
| 50  | 0.6706          | 0.6775          | 0.5537          | 0.6079          | 0.5924          | 0.8273          |
| 51  | 0.6846          | 0.6846          | 0.7683          | 1.0000          | 0.7029          | 0.9315          |
| 52  | 0.7268          | 0.7269          | 0.9213          | 1.0000          | 0.8713          | 0.9378          |

...into the efficiency scores of the first and second stages revealed the cause of these inefficiencies. For example, the efficiency score of the main \( DMU_6 \) is a value which belongs to the interval \([0.7536, 0.9967]\). This means that \( DMU_6 \) is inefficient as long as we are making a decision under uncertainty. We can further investigate the source of this inefficiency in the two parallel sub-systems. The efficiency score of sub-system 1 of \( DMU_6 \) is a value which belongs to the interval \([1, 1]\). This means that \( DMU_6 \)’s sub-system 1 is always efficient regardless of varying its inputs and outputs in an uncertain situation. Thus, it can be concluded that the source of variation in the efficiency score of the main \( DMU_6 \) is not its sub-system 1. The efficiency of the sub-system 2 of \( DMU_6 \) is a value which belongs to the interval \([0.4329, 0.5326]\). This means that the source of inefficiencies of main \( DMU_6 \) is mainly from its sub-system 2.

From Tables 2 and 3, it can be found that when stage 1 is a leader, the upper bounds of the efficiency scores \( (E^{1+}_k)^U_\alpha \) and the lower bounds of the efficiency scores \( (E^{1+}_k)^L_\alpha \) are larger than the corresponding upper and lower bounds of the efficiency scores when stage 2 is a leader, respectively. This is because the efficiency of stage 1 is optimized in priority when stage 1 is a leader. When stage 2 is a leader and stage 1 is a follower, we can draw the same conclusion.

By comparing Tables 2 and 3 with Table 1, some conclusions can be drawn. When stage 1 is a leader, the lower bounds of the efficiency scores \( (E^{1+}_k)^L_\alpha \) and the upper bounds of the efficiency scores \( (E^{1+}_k)^U_\alpha \) computed by our method are no less than the corresponding efficiency scores computed by Kao and Lin’s (2012) approach, and the lower bounds of the efficiency scores \( (E^s_k)^L_\alpha \) and the upper bounds of the efficiency scores \( (E^s_k)^U_\alpha \) computed by our method are no larger than the corresponding efficiency scores computed by Kao and Lin’s (2012) approach. This may be due to that when
stage 1 is a leader, its lower bounds of the efficiency scores \( (E_{k+}^{1+})^{L}_{\alpha} \) and the upper bounds of the efficiency scores \( (E_{k+}^{1+})^{U}_{\alpha} \) are maximized in priority. When stage 2 is a leader, similar conclusions can be drawn.

5 Conclusion and direction for future studies

The conventional DEA models view DMUs as “Black Boxes” and don’t consider the internal structure of DMUs. In this paper, we introduced a new parallel data envelopment analysis model for parallel systems with two components based on Stackelberg game theory with uncertain inputs and outputs. This is the first paper which introduced Stackelberg (leader–follower) game theory to the efficiency evaluation of parallel systems. The fuzzy input and output data is modeled by trapezoidal fuzzy numbers (TrFNs). The Stackelberg (leader–follower) game theory is introduced to prioritize and sequentially decompose the whole parallel system’s efficiency score of each DMU into a set of efficiency scores for its sub-systems. The lower and upper bounds of the efficiencies scores are calculated using the proposed new parallel fuzzy DEA model. A case study based on Beasley (1995) and Kao and Lin (2012) is presented to show our method. Finally, some other fuzzy DEA approaches (Emrouznejad et al. 2014; Emrouznejad and Mustafa 2010) can also be extended to the parallel process context.
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