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Abstract

The Arabic language is a collection of dialectal variants along with the standard form, Modern Standard Arabic (MSA). MSA is used in official Settings while the dialectal variants (DA) correspond to the native tongue of the Arabic speakers. Arabic speakers typically code switch between DA and MSA, which is reflected extensively in written online social media. Automatic processing such Arabic genre is very difficult for automated NLP tools since the linguistic difference between MSA and DA is quite profound. However, no annotated resources exist for marking the regions of such switches in the utterance. In this paper, we present a simplified Set of guidelines for detecting code switching in Arabic on the word/token level. We use these guidelines in annotating a corpus that is rich in DA with frequent code switching to MSA. We present both a quantitative and qualitative analysis of the annotations.
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1. Introduction

Most languages in the world exist in some standard form and are associated with some regional varieties. Some languages exist in a state of diglossia. Diglossia (Ferguson, 1959) refers to the situation when two varieties of the same language live side-by-side and are closely related. This is the case of the Arabic language where the standard form, Modern Standard Arabic (MSA), the language used in education, scripted speech and official Settings, co-exists with the dialectal variants (DA) which is the native tongue of Arabic speakers. Even though these variants have no standard orthography, they are used in unofficial written communication and are increasingly being seen in web-forums and blogs since the language used in such forums and blogs is closer to the natural spoken language than the formal written form. Arabic dialects may be divided into five main groups: Egyptian (including Libyan and Sudanese), Levantine (including Lebanese, Syrian, Palestinian and Jordanian), Gulf, Iraqi and Moroccan. Sub-dialectal variants also exist within each dialect (Habash, 2010). Speakers of a specific Arabic Dialect normally code switch between their dialect and MSA and less frequently between different dialects. Code switching in Arabic happens both intra-sententially and inter-sententially. In fact we have evidence of code switching occurring morphemically, i.e. the stem of a word maybe dialectal and end with an MSA morpheme and vice versa. Code switching poses significant challenges to automatic processing tools and applications such as automatic translation, speech recognition, distillation, etc. The challenge is amplified with the absence of annotated resources for the different Arabic dialects. The creation of large-scale annotated corpora for code switch points can help us gain insights into the patterns of code switching and also will help with creating more robust NLP applications and tools.

In this paper, we view the problem of code switch point detection as a dialect identification task. We present a Set of simplified guidelines for the annotation of large corpora of mixed Arabic resources (DA and MSA). The current guidelines are inspired by the guidelines presented in (Habash et al., 2008), however different from the Habash et al. guidelines that focused mainly on identifying the level of dialectalness for each word, our guidelines are more coarse grained and simplified. We are specifically interested in identifying whether each word belongs to DA or MSA or is shared between the two varieties. We use these guidelines as a pilot for annotating a large scale corpus on the word/token level for both Levantine and Egyptian corpora, respectively.

2. Annotation Guidelines

We create the guidelines geared toward the annotation of a specific genre of online communication as exhibited in discussion fora. However, by design, these guidelines are general enough to be applicable to other data genres. The data comprises threads on specific topics. Each thread contains several posts by participants. Our unit of annotation is the token, however, the annotators have to consider the context of the entire post and utterance surrounding the token. The first step in the annotation process is to read the whole post. This is crucial in order to get enough context to judge the id of each word in context, not in isolation. Figure 2. shows an example of a post. We keep the handle (name/alias) of the author typically associated with these posts available for the annotator. Author information is helpful for two reasons: (1) It can be an indicator of the dialect spoken by the poster and accordingly the dialect of the post.
Ex. 1. منذَ *“since”، ميِاه myAh “water”.

EndmA “when”

B. Dialectal Arabic (DA) [D];

A word is considered a dialectal word if it is:

- A Dialect Lexeme (Lexical entry):
  A totally dialectal word (it will not be found in an MSA context)

Ex. 1. ُلاحنوك *“how are you (in Gulf)”.

مَهَا bAَ “this”, iزَيِك “How are you (in Egyptian)”.

NOTE: It is worth noting the following considerations:
- The judgment in this case is context independent;
- In case of totally dialectal words that appear with MSA inflectional morphology (affixes or clitics), it still should be considered dialectal and assigned a D tag: lexically, it is a dialectal word.

Ex. 2. ُلاحنوك MSA 3MP wn inflectional morphology: يَتَشَقَّقٌونَ, “they tumble”

Ex. 3. EGY dialect, the *حَن is marked as an MSA morpheme: ضَبَّتَهُمْ “their shirt”

Ex. 4. DA Lexeme with the MSA future marker clitic s: سيَعَل “will become upSet”

- MSA semantic cognate (synonym) with a consistent systematic dialectal phonological variation:

The ثُنَّا letter is consistently rendered as a ثَثَت t or ثَثَس s, the َذُّ َزَّ is consistently rendered as a ذَذَذَذ d, etc. Ex. 1. ُلاحنوك “three” instead of ثلاثة tAََََ. "كَتَر" ktyr, "much/a lot” instead of ُمَا/أ لاطَبَ “policeman” instead of ُمَا/أ لاطَبِيْب ُمَا/أ لاطَبِيْب ZAbT; "back” instead of ضَرَبَر Zhr. "ذَكَرٌ dhr, “gold” instead of ذَكَرٍ dkr, “male” instead of ذَكَرٍ *kr, and ْعَلَمَانَمَ "pen” instead of ُعَلَمَانَمَ qlm.

- Faux amis: An MSA undiacritized homograph but contextually semantically DA with a different meaning from MSA:

These words are undiacritized homographs in DA and MSA, however given the context they have different meanings in MSA and DA. Accordingly, in a DA context they are judged as DA, i.e. faux-amis

Ex. 1. *حَمَ يَمَن “uncle” while in DA is used as a progressive particle, جَدَا jda in MSA means “grandfather” while in DA means...
“much”, and يعنى mEny in MSA means “to mean” while in DA means “to some extent” and is used a discourse/pragmatic marker.

Ex. 2. الكتيب كتابه يوم الجوّدة التي قالت kth ktAbh ywm AljmEp Ally fAtt can mean “He got married last Friday” in DA and “He wrote his book last Friday” in MSA. In this context, the intended meaning is “He got married” since we have “last Friday” indicating a short term event and also AljmEp Ally fAtt is a DA context namely using the Egyptian DA relative particle Ally “That/which”.

Ex. 3. لو أشترىكتب “car or Arab” عربية فنص نقل أشترىكتب فين وأيني وعند من؟ lw ASryt Erby nSf nlq Aßglh ëyn wAzAY wEnd myn? meaning “If I bought a truck where and how and with whom can I use it?” أطلقت حوجل 11 صفحات غلاف 11 دولة >Tlqt jwjl 11 SfHp lxsAª T11 dwlp Erby meaning “Google launched 11 pages for the maps of 11 Arab countries.” In the first sentence it means “car” while in the second sentence it means “Arab.”

Ex. 4. If it exists as a part of a DA Multi-Word-Expression such as كبر دماغك kbr dmAgk, “forget about it”, individually each of the words in this expression is both MSA and DA but their meaning as an MWE, is non compositional and more frequent in the dialect (in fact is not an MSA MWE).

- MSA and DA semantic cognate and undiacritized homograph but with DA clitics or inflectional morphology:
  The word/stem is deemed DA and it has a semantic orthographic cognate – with the same meaning, not necessarily a homophone, especially with vowels – in MSA but there is some added DA suffix/prefix clitics:
  ex: diykb, Hyxb “will write”, بيكتب bIykb “is writing”, and هالٍسألا hAls&Al “this question”

- Dialect lexeme with MSA morphology:
  The word/stem is DA but it occurs with some MSA suffix/prefix/clitics morphology:
  Ex: سيرغل syEl, “will be upSet”. The word يرغل yEl which means “be upSet” is DA and the prefix س “s” meaning “will” is MSA.

C. Both MSA and DA [B];
If the word is used in both MSA and Dialectal Arabic

with the same meaning and same orthography/spelling – a synonym and undiacritized homograph. In this case, the context does not need to be considered and even if the phonology is different, as long as the word satisfies the orthographic and meaning conditions, it should be judged as B.

NOTE: It is worth noting that if such words occur with MSA inflectional morphology or clitics, then they should be judged as MSA or if they occur with DA inflectional morphology or clitics then they should be deemed DA.

Ex. 1. حساب حساب “account”, مقيم mQym “resident” and سريع sryE “fast”

D. Foreign Words [F]:
These are words that are not part of the Arabic Language whether written in Arabic or Latin Script. It’s worth mentioning that Foreign named Entities don’t belong to this class but rather the next one “Named-Entities”

Ex. 1. Dr. Mohamed ElBaradei”, and وليد هاورس wAyt hAw “White House”

E. Named Entities [N];
Names of people, organizations, companies, countries, titles and handles. The named entities could be Arabic or foreign.

A rule of thumb is that if a word is rendered in English with an English original capital letter then it is a named entity.

Ex. 1. d. mHmd AlbrAdEy “Dr. Mohamed ElBaradei”, and wAyt hAw “White House”

F. Typos [T]:
These are words that are misspelled either because:
(1) a letter is used instead of another letter
Ex. 1. عابر EAYr as opposed to عابر EAYz which means “I want” and استخدام AxtHdm as opposed to استخدم Axtedm which means “uses” (2) if a word is split into several words (i.e., the word has extra spaces).
Ex. 2. نتخا نتخا نتخا نتخا نتخا ntxAn> “we fight” and صبأ حأ ShbA HAF as opposed to ShbAHAF which means “in the morning” (3) If multiple words are stuck together.
Ex. 3. أزيل أوي AziElAwy instead of أزيل أوي AziEl

2We acknowledge that this list is not comprehensive and quite subjective depending on the dialect being annotated, moreover there are several cases of words where it is quite difficult to judge whether they are borrowings vs. nonces such as technical terms, Ex. “radio, fax, email, etc.”
NOTE: The following cases are not considered typos:
- Missing/Extra hamza, inconsistent (with respect to an MSA cognate) use of ١٠٠٠٠٠٠٠ and ١٠٠٠٠٠٠٠, or phonological variants which are used with synonymous MSA cognates.
- Ex. 4. أننا AnbA instead of أني AnbA’ which means “news”, and مدرسة mdrsh instead of mdrsp meaning “school”
- Words that have speech effects (consecutive repeated characters)
- Ex. 5. مَشَكُورُ mishkour instead of م شكورة mishkura meaning “I missed you” and مَشَكُورُ mishkour instead of مشكور meaning “thank you”
- Ex. 6. الدُّهْر Dhr instead of ظهر Zhr meaning “back”

G. Unknown Words [U]:
These are words that are totally unknown.
ex. ١٠٠٠٠٠٠٠ ١٠٠٠٠٠٠٠ and ١٠٠٠٠٠٠٠

3. Annotation Using Guidelines

In order to test the efficacy of our proposed guidelines, we recruited two native speakers for each of Egyptian (EGY) and Levantine (LEV) DA. We asked them to annotate a total of 30K tokens. Below are the details of our study.

3.1. Corpus Collection

We use a corpus that is crawled from Levantine (LEV), Egyptian (EGY) and Iraqi (IRQ) forums for the purposes of the COLABA project (Diab et al., 2010). These forums are rich in dialectal content with frequent code switching to MSA. The collection comprises various threads covering topics ranging from social issues, to religion and politics. Each thread in these forums includes a collection of posts with each post consisting of one or more sentences by a single author/participant. After the data is crawled, the three different collection URLs (Egyptian, Levantine and Iraqi) are further manually scrutinized for majority dialect affiliation, i.e. a manual check to examine each URL’s dialect, whether the majority of the postings indeed pertain to the indicated dialect. We sample roughly 10% of each of the URLs crawled for manual inspection.

All threads are then cleaned by removing HTML/XML tags, separating punctuation and numbers from tokens, and tagging words written in Latin script. It is worth mentioning that when digits are interleaved with romanized characters, we did not separate out the digits as this could be an indicator of transliteration of Arabic words. Table 1 shows the number of threads, posts, tokens, types, Latin tokens and types in the three collection URLs of our corpus.

|                | EGY | LEV | IRQ |
|----------------|-----|-----|-----|
| Threads        | 944 | 2,199 | 266 |
| Posts          | 10,857 | 27,646 | 1,357 |
| Tokens         | 2,464,241 | 3,302,407 | 427,761 |
| Types          | 207,594 | 264,569 | 66,607 |
| Latin Tokens   | 50,029 | 59,329 | 8,099 |
| Latin Types    | 11,075 | 9,190 | 3,994 |

Table 1: COLABA Collection Statistics

3.1.1. Ranking the posts

After cleaning the data, we rank all posts according to their estimated dialectal content, where the higher the dialectal content, the higher rank a post would be. Our ranking is based on a formula that uses three criteria: number of words that are non-analyzable by an MSA Morphological Analyzer, number of words present in DA Dictionaries, and number of words written in pure Latin script (we consider transliteration with inter digits among the letters as an indication of Romanized Arabic). This initial ranking is automatically generated.

Criterion 1: Percentage of words analyzable by an MSA morphological analyzer

Our initial filter uses an MSA morphological Analyzer (Habash, 2007) that is based on SAMA version 3.1. (SAMA, 2010). The hypothesis is that if a word is found in SAMA then it is considered MSA.

Ex. ١٠٠٠٠٠٠٠ “the contribution” and ١٠٠٠٠٠٠٠ “by”

There is significant lexical overlap between DA and MSA. However, we acknowledge the caveat that many words look orthographically similar to MSA while they could be faux amis. For example an MSA word such as ١٠٠٠٠٠٠٠, ‘I hate/with hate’, or ‘by a ball’ also occurs as an undiacritized homograph in DA to mean ‘tomorrow’ in EGY. Moreover, the morphological analyzer SAMA contains dialectal entries. Accordingly, we create a more pure ‘MSA’ version of SAMA which excludes highly dialectal lemma entries (which occur with much higher frequency in DA rather than MSA based on native speaker intuition of the annotators). We also exclude them from our filtering process in addition to excluding all the lemmas that have “FOREIGN” part-of-speech tag in SAMA.) Out of the 42,334 lemmas in SAMA, 1,725 entries(4% of all leme-
mas) are identified as more dialectal hence excluded from this criterion, i.e. we used the resulting filtered SAMA dictionary as the base for ALMOR.

Criterion 2: Percentage of words present in DA dictionaries The next criterion we consider is the number of dialectal words we observe in our dictionaries. We have several Machine Readable Dictionaries (COLABA dictionaries) for the dialects. We created a single word list of all the dialectal entries in our dictionaries (which might comprise orthographically similar words to MSA – undiacritized MSA homographs) and use it as a word look up table. The entries in these dictionaries included a variety of Lemmas and Surface forms some of which are diacritized and some not. Table 2 shows the number of entries in each dictionary.

Examples of words in the DA dictionaries are the following: Ex. دgie, in this case the whole post “this”, and دغري, “straight”.

Criterion 3: Number of Latin encoded words We identify all the words that are written in a post using Latin encoding as foreign words. This is a crude initial filter since people can write Arabic in Latin transliteration. We use the English Gigaword to create a word-list of English words and check all Latin words against this list. The majority of which is found in the English word-list. The rest are mostly mis-spelled foreign words, and transliterated names. This suggests that in this kind of forums participants tend to use Arabic and not Latin script.

For example we found the following words in the posts chemist, fern, leader, etc

We note that often participants in the thread tend to use Romanization for their handles for example, نمساى dahy AlSxr yAdktwr which means “mint” in Arabic is used as a web-name/handle even though the post itself was entirely in Arabic script.

3.2. Annotation Process

Each annotator is presented with three Sets of posts: (i) Set A: posts identified as being mostly DA; (ii) Set B: posts identified as containing a relatively equal number of DA and MSA tokens; and, (iii) Set C: posts identified as being mostly MSA. The identification process is performed automatically using our automated dialect identification tool based on the three criteria described in Section 3.1.1. They are instructed to read each post in its entirety at least once before starting the annotation on the token level to get a sense of the context. The word-level annotations are performed regardless of whether the words are written in Arabic or Romanized script. All annotators are bilingual speakers of Arabic with at least a college level education or higher. The Egyptian posts are annotated by Egyptian annotators and the Levantine ones are annotated by Syrian annotators.

4. Annotation Results and Discussion

Our current annotation results is based on a pilot annotation. It comprises three Sets of EGY posts and 3 Sets of LEV posts. Table 3 illustrates the statistics of the data used for annotations in both the EGY and the LEV data chosen for annotation. All the data is doubly annotated.

In general, we note that the posts have a majority of the tokens deemed as DA indicating that there is a majority semantic cognates in the data. This is not surprising given the domain of the posts which is political and religious.

Comparing Set A to Set C, in both dialects EGY and LEV, we note that Set A has a higher percentage of DA (relative DA content as per the annotators) and Set C has a higher percentage of MSA, indicating that our automatic post ranking is doing a good job of coarse grained classification of the posts. Set B for both dialects have a majority of the tokens ranked as B. In the LEV we note that the number of tokens deemed DA vs. MSA is almost equivalent. In the EGY case, we note that the number of tokens deemed MSA is higher than those deemed DA. Table 4 shows the percentage of tokens assigned to each of the 7 classes by each annotator for Sets A, B, and C of the EGY and LEV data.

Table 6 shows the statistics with the inter-annotator agreements. For the first Levantine Set, Set A which is mostly dialectal, the inter-annotator agreement was 77%. For the second Set, Set B, which is roughly equivalent MSA and DA, the inter-annotator agreement is 53.1%. For Set C, which is deemed mostly MSA, the inter-annotator agreement is 84.3%.

For EGY, the inter-annotator agreement for Set A is 74.5%. For Set B the inter-annotator agreement is 66%, and Set C the inter-annotator agreement is 64%.

In general Set B obtained low inter-annotator agreement across both EGY and LEV. We believe this is the trickier data Set. EGY results overall are relatively worse than LEV results. This maybe attributed to the fact that many of the posts in the EGY collection were not actually EGY consistent.

Ex. يسم فعلاً أميناً بيحى الصخرً يدكتور bs fELA HAI >mnA ybjy AlsXr yAdktwr, in this case the whole post...
| EGY Class | Ann. 1 | Ann. 2 | LEV Class | Ann. 2 | Ann. 2 |
|-----------|--------|--------|-----------|--------|--------|
| Set A     |        |        |           |        |        |
| D         | 41.3%  | 0.87%  |           |        |        |
| B         | 44%    | 41.2%  |           |        |        |
| F         | 2.1%   | 1.2%   |           |        |        |
| N         | 8.3%   | 7.9%   |           |        |        |
| U         | 0.4%   | 3.2%   |           |        |        |
| T         | 0.84%  | 1.2%   |           |        |        |
| Set B     |        |        |           |        |        |
| M         | 27.8%  | 9.8%   |           |        |        |
| D         | 1.8%   | 0.35%  |           |        |        |
| B         | 57.8%  | 70.4%  |           |        |        |
| F         | 0.5%   | 0.16%  |           |        |        |
| N         | 12.4%  | 18.6%  |           |        |        |
| U         | 0.03%  | 0.28%  |           |        |        |
| T         | 0.27%  | 0.33%  |           |        |        |
| Set C     |        |        |           |        |        |
| M         | 34.7%  | 9.8%   |           |        |        |
| D         | 0.22%  | 0.35%  |           |        |        |
| B         | 46.5%  | 70.4%  |           |        |        |
| F         | 0.16%  | 0.16%  |           |        |        |
| N         | 18.3%  | 18.6%  |           |        |        |
| U         | 0%     | 0.28%  |           |        |        |
| T         | 0.13%  | 0.41%  |           |        |        |

Table 4: Percentage of each class label assigned by each of the EGY and LEV annotators in Sets A, B, and C

| Annot. 1 | Annot. 2 | Ex. (UTF-8) | BW | ENG |
|----------|----------|-------------|----|-----|
| M        | D        | مرحبا     | mrHb | Welcome |
| M        | B        | مصطلح    | mSTIH | Expression |
| M        | N        | الرجل     | Alrjl | The man |
| M        | T        | لديك     | ldyhA’ | She has |
| M        | U        | المناديل | AlEnAdl | Nightingales |
| M        | F        | يكربونات | bkrbwnAt | Bicarbonate |
| D        | B        | فاهمة     | fAhmp | Understanding |
| D        | N        | حفيده    | Hfydw | His grandchild |
| D        | T        | عطلول    | ElTwl | Straight |
| D        | U        | هاهاله   | hAhAhA | Laugh |
| D        | F        | تاكس     | tAks | Taxi |
| B        | N        | أبو       | Abw | Father of |
| B        | T        | سال      | sAl | Asked |
| B        | U        | ضفعة    | DiDEp | Frog |
| B        | F        | البناجار | AlbwtAjAz | Butane |
| F        | T        | والأسيد | wAl>s.Anyd | And the proofs |
| F        | U        | الهافان | AlhAfAn | Havana |
| T        | U        | تويتين   | vwytyyn | - |

Table 5: Examples of disagreements between the Egyptian annotators
is not Egyptian and heißt *ybjy* a non-egyptian phonological variant of *ybjy* meaning "to make it cry" so it can be difficult for the Egyptian annotators to identify it.

The highest inter-annotator agreement is obtained for Sets C and A in LEV. In Set B, the majority of the confusion is between the N and M label as well as the B and other labels.

In general most disagreements are attributed to:

1. confusing Named Entities (NE) with DA. Since participants in forums normally use fake names, the task of determining whether a given word is DA or a name becomes more challenging. For example, in the following text the fourth word which means "suits me" in LEV Arabic is used by the writer to refer to another participant who used this word as her web-name, handle alias.

2. Deciding upon whether a word is used in both MSA and DA as a B class or is used in MSA only (especially if it was part of a multi-word expression). These two observations indicate that we need more refined characterizations of both categories for the annotation as well as the D class. It is worth noting that due to the infiltration of DA into MSA it has become quite complex judging the boundaries between MSA and DA. In the absence of the phonological signal, the context sensitivity is relatively high in judging the class of the tokens. Table 5 shows examples of the disagreements between the two Egyptian annotators.

Below is a detailed analysis with some of our observations.

**MSA:**  
Set A, in EGY, 201 tokens are deemed MSA by either annotator, they agree only on 15% of the data. The majority of the words is considered B, 76%. In LEV, for Set A, 359 tokens are considered MSA by the annotators, they agree only on 14.5% of the data. However in this case, the majority of the disagreement falls into the N category with 52.6% followed by 28.1% annotated as B by one of the annotators. The participants in the Levantine data were very creative in choosing their names which made it at many times hard to identify For Set B, 1,505 in EGY tokens are deemed MSA, 12.2% of which the annotators agreed upon while in LEV 2,253 tokens are considered MSA, and the annotators agreed on 27.2% of them.

For Set C, in EGY 1,198 tokens are deemed MSA, with a 18.2% agreement between the annotators and in LEV 3,875 tokens with 84.1% agreement are considered MSA.

**DA:** Set A has 3018 DA tokens in EGY and 2094 DA tokens in LEV with an agreement between annotators of 63% and 66% on EGY and LEV respectively. For Set B, 312 tokens are DA in EGY and 836 in LEV with an agreement between annotators of 6% and 51% on EGY and LEV respectively. While in Set C 13 tokens in EGY are considered dialectal with an inter-annotator agreement of 23% and 59 DA tokens in LEV with an inter-annotator agreement of 46%.

**Both** In general, the majority of the words were annotated as (B), in set A, we have 3,147 (B) tokens in EGY and 2,771 (B) tokens in LEV with an agreement between annotators of 65% and 74% on EGY and LEV respectively. For Set B, 4,229 tokens are (B) in EGY and 3,023 in LEV with an agreement between annotators of 39% and 64% on EGY and LEV respectively. While in Set C 2,360 tokens in EGY and 513 in LEV are annotated as B with an inter-annotator agreement of 58% and 17% for the EGY and LEV data respectively. If we want to choose posts that have less (B) words we should probably use a new criteria in the ranking process by taking into consideration the number of dictionaries (ex. Egyptian, Levantine, MSA ..etc) the word occurred in.

**Foreign:** The Foreign tokens in all sets were very few; this is mainly attributed to the ranking process in which the score of the posts that have many Latin words was penalized, hence were not selected in the annotation process. In Set A, only 133 tokens are considered foreign in EGY and 78 in LEV data. While in Set B, 33 and 48 tokens are deemed foreign in EGY and LEV data, respectively. And in Set C, 6 and 4 tokens in the EGY and LEV data are considered foreign.

**Named Entities:** Set A has 564 named-entity tokens in EGY and 438 tokens in LEV with an agreement between annotators of 60.5% and 40.4% on EGY and LEV, respectively. For Set B, 511 tokens are named-entities in EGY and 235 in LEV with an agreement between annotators of 60% and 41.7% on EGY and LEV, respectively. While in Set C 334 tokens in EGY are named-entities with an inter-annotator agreement of 82.9% as opposed to 247 tokens in LEV with an inter-annotator agreement of 25%

**Unknown:** Set A in both dialects has the highest number of overall unknowns (197 tokens in EGY and 154 tokens in LEV) followed by Set B (35 tokens in EGY and 22 tokens in LEV) then Set C (9 tokens in EGY and 2 tokens in LEV). In LEV in general we find less U class annotation (relative percentage). The U is mostly confused with D (dialectal).

**Typo:** Similar to unknown words, set A in both dialects has the highest number of overall typos (103 tokens in EGY and 445 tokens in LEV) followed by Set B (24 tokens in EGY and 74 tokens in LEV) then Set C (17 tokens in EGY and 17 tokens in LEV).

From the detailed analysis, it seems that the LEV has more confusability with N for all three data Sets A, B, and C with MSA.

5. Conclusion and Future Direction

In this paper we present a simplified Set of guidelines for creating a large scale corpus of Dialectal Arabic annotations focusing on code switch points targeting informal
Table 6: Token level confusion matrix for EGY and LEV data

|     | M   | D   | B   | F   | T   | U   | N   |     | M   | D   | B   | F   | T   | U   | N   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| M   | 30  | -   | -   | -   | -   | -   | -   | M   | 52  | -   | -   | -   | -   | -   | -   |
| D   | 11  | 1,899 | -  | -   | -   | -   | -   | D   | 12  | 1,387 | -  | -   | -   | -   | -   | -   |
| B   | 153 | 860 | 2,045 | -  | -   | -   | -   | B   | 101 | 515 | 2,054 | -  | -   | -   | -   | -   | -   |
| F   | 0   | 29  | 15  | 60  | -   | -   | -   | F   | 0   | 27  | 8   | 31  | -   | -   | -   | -   | -   |
| T   | 3   | 39  | 11  | 2   | 18  | -   | -   | T   | 5   | 70  | 62  | 1   | 143 | -   | -   | -   | -   |
| U   | 3   | 132 | 10  | 7   | 8   | 17  | -   | U   | 0   | 74  | 3   | 0   | 17  | 40  | -   | -   | -   |
| N   | 1   | 48  | 112 | 20  | 22  | 20  | 341 | N   | 189 | 9   | 28  | 11  | 4   | 20  | 177 |

|     | M   | D   | B   | F   | T   | U   | N   |     | M   | D   | B   | F   | T   | U   | N   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| M   | 183 | -   | -   | -   | -   | -   | -   | M   | 611 | -   | -   | -   | -   | -   | -   |
| D   | 84  | 53  | -   | -   | -   | -   | -   | D   | 65  | 427 | -   | -   | -   | -   | -   | -   |
| B   | 1,197 | 171 | 2,687 | -  | -   | -   | -   | B   | 1,464 | 312 | 1,172 | -  | -   | -   | -   | -   | -   |
| F   | 0   | 0   | 6   | 6   | -   | -   | -   | F   | 7   | 9   | 11  | 15  | -   | -   | -   | -   | -   |
| T   | 3   | 3   | 5   | 2   | 7   | -   | -   | T   | 16  | 9   | 20  | 1   | 23  | -   | -   | -   | -   |
| U   | 9   | 0   | 10  | 6   | 2   | 2   | -   | U   | 3   | 8   | 6   | 1   | 3   | 1   | -   | -   | -   |
| N   | 29  | 1   | 153 | 13  | 2   | 6   | 307 | N   | 87  | 6   | 38  | 4   | 2   | 0   | 98  |

|     | M   | D   | B   | F   | T   | U   | N   |     | M   | D   | B   | F   | T   | U   | N   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| M   | 219 | -   | -   | -   | -   | -   | -   | M   | 3,258 | -  | -   | -   | -   | -   | -   | -   |
| D   | 4   | 3   | -   | -   | -   | -   | -   | D   | 17  | 27  | -   | -   | -   | -   | -   | -   | -   |
| B   | 950 | 6   | 1,367 | -  | -   | -   | -   | B   | 407 | 13  | 88  | -   | -   | -   | -   | -   | -   |
| F   | 1   | 0   | 0   | 4   | -   | -   | -   | F   | 5   | 0   | 0   | 1   | -   | -   | -   | -   | -   | -   |
| T   | 3   | 0   | 4   | 0   | 0   | -   | -   | T   | 9   | 0   | 3   | 0   | 4   | -   | -   | -   | -   | -   |
| U   | 5   | 0   | 3   | 0   | 0   | 0   | -   | U   | 0   | 2   | 0   | 0   | 0   | 0   | -   | -   | -   | -   |
| N   | 16  | 0   | 30  | 1   | 9   | 1   | 277 | N   | 179 | 0   | 2   | 3   | 1   | 0   | 62  |
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