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Abstract
Fermatean fuzzy set, a generalization of the fuzzy set, is a significant way to tackle the complex uncertain information that arises in decision-analysis procedure and thus can be employed on a wider range of applications. Due to the inadequacy in accessible data, it is hard for decision experts to exactly define the belongingness grade (BG) and non-belongingness grade (NG) by crisp values. In such a situation, interval BG and interval NG are good selections. Thus, the aim of the study is to develop the doctrine of interval-valued Fermatean fuzzy sets (IVFFSs) and their fundamental operations. Next, the score and accuracy functions are proposed for interval-valued Fermatean fuzzy numbers (IVFFNs). Two aggregation operators (AOs) are developed for aggregating the IVFFSs information and discussed some axioms. Further, a weighted aggregated sum product assessment method for IVFFSs using developed AOs is introduced to handle the uncertain multi-criteria decision analysis problems. A case study of e-waste recycling partner selection is also considered to elucidate the feasibility and efficacy of the introduced framework. Finally, sensitivity and comparative analyses are given to elucidate the reliability and robustness of the obtained results.

Keywords
Interval-valued Fermatean fuzzy sets · Fermatean fuzzy sets · Aggregation operators · Multi-criteria decision analysis · WASPAS

1 Introduction
“Multi-Criteria Decision Analysis (MCDA)” is the fastest developing research field that offers the most ideal possible alternative from a set of finite options over certain attributes. In most of the realistic MCDA issues, we are unable to give accurate evaluation information of the candidate options because of the indeterminacy of “Decision Experts (DEs),” time limitations and lack of data. To conquer this disadvantage, [40] coined the notion of “Fuzzy Sets (FSs)” as an extension of conventional sets. Further, the doctrine of “Intuitionistic Fuzzy Sets (IFSs)” was initiated by [3] and exposed by the “Belongingness Grade (BG)” and the “Non-belongingness Grade (NG)” and fulfils a condition that the sum of BG and NG is less than or equal to one. Considering the unique advantages of IFSs, it has been obtained as one of the appropriate tools for describing the uncertainty and ambiguity of realistic problems [12, 29, 42]. In numerous claims, there may be a situation in which the DEs present their opinion in the form of BG and NG as \((\sqrt{\frac{3}{2}}, \frac{1}{2})\). Accordingly, IFS is incapable of tackling this condition because \(\frac{3}{2} + \frac{1}{2} > 1\). To cope with the concern, [39] established the doctrine of “Pythagorean Fuzzy Sets (PFSs)” which are defined by the BG and NG, and satisfies a constraint that the squares sum of BG and NG is less than or equal to one. Therefore, it is considered as a more reliable and suitable tool to solve the complex MCDA problems. For instance, [18] investigated a number of aggregation operators on generalized PFSs to develop a
MCDA procedure. [13] recommended an innovative decision support system for solving hierarchical MCDA problems with Pythagorean fuzzy information. Recently, [38] presented an "Analytic Hierarchy Process (AHP)" methodology to assess the sustainable supply chain innovation enablers on PFSs. In a study, [8] introduced a "Decision-Making Trial and Evaluation Laboratory (DEMATEL)" method on PFSs for software-defined network information security risk assessment. Later, [7] introduced a hybrid framework by combining "Stepwise Weight Assessment Ratio Analysis (SWARA)" and "Combined Compromise Solution (CoCoSo)" models with PFSs and further evaluated for the barriers of IoT implementation. Corresponding to the T-norm and S-norm, [1] proposed a method for calculating Pythagorean fuzzy similarity degree and their implementation in the decision analysis problem.

Further, [35] pioneered a broader version of these sets known as "q-Rung Orthopair Fuzzy Sets (q-ROFSs)" in which the sum of the qth power of the BG and NG is ≤ 1. According to [35], as q increases, the dimension of acceptable orthopair increases, and therefore, the more orthopair hold the bounding condition. In 2019, [36] presented the q-ROFSs as "Fermatean Fuzzy Sets (FFSs)" when q = 3. The FFSs are represented by the BG and NG such that their cube sum is less than or equal to unity. A vital difference among IFSs, PFSs and FFSs is the constraining relationship between the BG and NG. Thus, the FFSs are more powerful and operative tool than IFSs and PFSs for handling with uncertain MCDA problems. In the recent past, several scholars have focused their attention on the FFSs and applied for various purposes. Next, [36] gave a "Weighted Product Measure (WPM)" decision analysis model on FFSs. [5] presented the Dombi "Aggregation Operators (AOs)" for FFSs to handle the MCDA problems. [2] introduced some AOs using Einstein t-norm and t-conorm operations on FFSs. [16] gave some AOs on FFSs and used them to COVID-19 facility assessment. [19] initiated a "Weighted Aggregated Sum Product Assessment (WASPAS)" model on FFSs to solve the green supplier evaluation problem. Based on Hamacher norm operations, [33] developed some Fermatean fuzzy Hamacher interactive geometric operators. In a study, [24] studied a new Fermatean fuzzy Einstein AOs-based MCDM model for the evaluation and prioritization of electric vehicle charging station locations. In accordance with the three-phase Fermatean fuzzy group decision analysis approach, [34] formulated the tax collection issue of governments to finance a public transportation system under the FFS context. Inspired by the Hamacher operational laws, [11] defined some Hamacher AOs under the FFS context and further utilized them to introduce a novel MCDM framework for cyclone disaster assessment. [10] introduced an innovative Fermatean fuzzy MCDA technique by combining the Dempster–Shafer theory and Fermatean fuzzy entropy.

While dealing with many practical decision problems under FFSs settings, it is very challenging for the DEs to precisely enumerate their decisions with crisp values because of inadequacy in available information. In such circumstances, it is worthwhile for DEs to deliver their decisions by an interval number within [0, 1]. However, some existing works have concentrated on the development of FFSs but ignore the extended information of FFSs. Thus, it is very essential to develop the notion of "Interval-Valued Fermatean Fuzzy Sets (IVFFSs)," which certify the BG and NG to assume interval values. This type of environment is more or less like that handled in IFSs such that the doctrine of IFSs has been generalized to the "Interval-Valued Intuitionistic Fuzzy Sets (IVIFSs)" [4] to designate that interval values of BG and NG of an object are given to a set.

Motivated by the notion of FFSs, firstly we introduce the idea of IVFFSs and then develop two AOs: weighted averaging and geometric operators with their properties to aggregate the IVFF information. Further, the WASPAS framework is developed to solve the MCDA problems with the IVFFSs setting. The key outcomes of the paper are as follows:

- To introduce the notion of IVFFS and its fundamental operations.
- To propose two AOs namely "Interval-Valued Fermatean Fuzzy Weighted Averaging Operator (IVFWAO)," "Interval-Valued Fermatean Fuzzy Weighted Geometric Operator (IVFFGO)" and verify their properties.
- Corresponding to the proposed AOs, we introduce a novel WASPAS framework for dealing MCDA problems with IVFFSs.
- To elucidate the applicability and powerfulness of the developed method, a multi-criteria e-waste recycling partner selection problem is discussed.

The rest of the article is arranged as Sect. 2 offers the basic notions related to FFSs. Section 3 defines the concept, several operations, score and accuracy functions of IVFFSs. Section 4 presents different aggregation operators with their properties. Section 5 introduces a novel WASPAS method under IVFFSs settings. Section 6 presents an illustrative example of e-waste recycling partner selection, which reveals the practicality of the introduced approach. Section 7 concludes the whole paper and delivers future scope.
2 Prerequisites

Here, we present some fundamental ideas related to FFNs.

Definition 2.1 [36]. A FFS $F$ on fixed set $U$ is defined as $F = \{ (u_i, \mu_F(u_i), \nu_F(u_i)) | u_i \in U \}$, where $\mu_F, \nu_F : U \rightarrow [0, 1]$ denote the BG and NG of an element $u_i \in U$ to $F$, respectively, with a condition $0 \leq (\mu_F(u_i))^3 + (\nu_F(u_i))^3 \leq 1$. The indeterminacy degree is given by $\pi_F(u_i) = \sqrt{1 - (\mu_F(u_i))^3 - (\nu_F(u_i))^3}$, $\forall u_i \in U$. Next, [36] named $(\mu_F(u_i), \nu_F(u_i))$ as a “Fermatean Fuzzy Number (FFN)” and is described by $\pi = (\mu, \nu)$, where $\mu, \nu \in [0, 1]$, $\pi = \sqrt{1 - \mu^3 - \nu^3}$ and $0 \leq \mu^3 + \nu^3 \leq 1$.

Definition 2.2 For an FFN $\pi = (\mu, \nu)$, [36, 37] defined the concept of score and accuracy functions and defined by.

$S(\pi) = (\mu)^3 - (\nu)^3$ and $\tilde{h}(\pi) = (\mu)^3 + (\nu)^3$, wherein $S(\pi) \in [-1, 1]$ and $\tilde{h}(\pi) \in [0, 1]$.

Definition 2.3 For three FFNs $\pi = (\mu, \nu)$, $x_1 = (\mu_1, \nu_1)$ and $x_2 = (\mu_2, \nu_2)$, the fundamental operations on FFNs are defined by [36, 37]

(i) $x^c = (\nu, \mu)$;
(ii) $x_1 \cup x_2 = (\max\{\mu_1, \mu_2\}, \min\{\nu_1, \nu_2\})$;
(iii) $x_1 \cap x_2 = (\min\{\mu_1, \mu_2\}, \max\{\nu_1, \nu_2\})$;
(iv) $x_1 \oplus x_2 = \left(\frac{1}{3}\mu_1 + \frac{1}{3}\mu_2 - \frac{1}{3}\mu_1 \nu_2 + \frac{1}{3}\nu_1 \mu_2 - \frac{1}{3}\nu_1 \nu_2\right)$;
(v) $x_1 \otimes x_2 = \left(\mu_1 \mu_2, \frac{1}{3}\nu_1 \nu_2 + \frac{1}{3}\nu_1 \nu_2\right)$;
(vi) $\xi_x = \left(\frac{1}{3} - 1 - (1 - \mu^3)^\frac{\xi}{3}, (\nu^3)^\frac{\xi}{3}\right)$, $\xi > 0$;
(vii) $x^5 = (\mu^5, \frac{1}{3} - 1 - (1 - \nu^3)^\frac{\xi}{3})$, $\xi > 0$.

3 Interval-valued fermatean fuzzy sets (IVFFSS)

This section develops the idea of IVFFSSs and their fundamental properties, which are the basis of this study.

Definition 3.1 Let $Irr[0, 1]$ signifies the set of all closed subintervals of $[0, 1]$ and $U$ be a fixed set. Then an IVFFS $T$ in $U$ is defined by

$$T = \{ (u_i, [\mu^p_T(u_i), \mu^{pb}_T(u_i)], [\nu^p_T(u_i), \nu^{pb}_T(u_i)]) : u_i \in U \}$$

(1)

where $0 \leq \mu^p_T(u_i) \leq \mu^{pb}_T(u_i) \leq 1.0 \leq \nu^p_T(u_i) \leq \nu^{pb}_T(u_i) \leq 1$ and $(\mu^p_T(u_i))^3 + (\nu^p_T(u_i))^3 \leq 1$. Here, $\mu_T(u_i) = [\mu^p_T(u_i), \mu^{pb}_T(u_i)]$ and $\nu_T(u_i) = [\nu^p_T(u_i), \nu^{pb}_T(u_i)]$ represent the BG and NG of $u_i \in U$, correspondingly, in terms of interval values. The function $\pi_T(u_i) = [\pi^p_T(u_i), \pi^{pb}_T(u_i)]$ denotes the indeterminacy degree of $u_i$ to $T$, where $\pi^p_T(u_i) = \sqrt{1 - (\mu^p_T(u_i))^3 - (\nu^p_T(u_i))^3}$ and $\pi^{pb}_T(u_i) = \sqrt{1 - (\mu^{pb}_T(u_i))^3 - (\nu^{pb}_T(u_i))^3}$. For simplicity, an “Interval-Valued Fermatean Fuzzy Number (IVFFN)” is signified by $\lambda = ([\mu^p_T, \mu^{pb}_T], [\nu^p_T, \nu^{pb}_T])$, which fulfils $(\mu^p_T)^3 + (\nu^p_T)^3 \leq 1$. For convenience, the pair $([\mu^p_T, \mu^{pb}_T], [\nu^p_T, \nu^{pb}_T])$ is symbolized by $([a, b], [c, d])$.

There are some special cases of IVFFS, given as (a) if $\mu^p_T(u_i) = \mu^{pb}_T(u_i)$ and $\nu^p_T(u_i) = \nu^{pb}_T(u_i)$ for all $u_i \in U$, then an IVFFS reduces to an FFS proposed by [36, 37] if $\mu^p_T(u_i) + \nu^p_T(u_i) \leq 1$, then IVFFS transforms to IVIFS, and (c) if $(\mu^p_T(u_i))^2 + (\nu^p_T(u_i))^2 \leq 1$, then IVFFS reduces to interval-valued PFS (IVPFS).

Here, this paper would like to take the powerfulness of the theory of Fermatean fuzziness into account to portray uncertainty, imprecision, and vagueness in a more flexible manner. The FFSs, which were initiated by [36], are characterized by BG and NG, whose cubes sum is less than or equal to one but the sum is not required to be less than one [11, 31, 36]. It is worth mentioning that the prime difference between FFSs, IFSs and PFSs is their distinct constraints. Figure 1(a) validates the comparison of spaces of FFSs, PFNs and IFSs. It is clear that the space of an FFS is larger than the space of PFN and IFS. Thus, FFSs can not only depict uncertain information, which PFNs and IFSs can capture but also model more imprecise and uncertain information, which the latter cannot define [19, 37].

The concept of IVFFSSs is an extension of FFSs. IVFFSSs is three-dimensional and their BG, NG and hesitation grade are represented by an interval within $[0, 1]$. In the meantime, the only constraint is that the cube sum of respective upper bounds of the interval-valued BG and interval-valued NG is $\leq 1$. Figure 1(b) illustrates the comparison of spaces of “Interval-Valued Intuitionistic Fuzzy Numbers (IVIFNs)” and “Interval-Valued Pythagorean Fuzzy Numbers (IVPFSs).” Equivalently, the space of IVFFSSs is greater than the space of IVPFNs and IVIFNs. Due to the relaxed constraint, IVFFSSs are more accurate for handling complex uncertain MCDA problems compared with IVPFNs and IVIFNs. More significantly, the BG and NG within an IVFFN are signified by flexible interval values. Thus, comparing with the FFSs, IVFFSSs can describe the hesitation grade more precisely. Consider that the DE’s subjective decision is often vague under various situations. Furthermore, the available information is often inadequate for the DEs or researchers to obtain exact BG and NG for certain assessment objects. From this viewpoint, IVFFSs

\[ \vec{2} \text{ Springer} \]
with flexible interval-valued BG/NG are suitable for addressing such concerns.

Motivated by the concept of FFSs, IVPFSs and IVIFSs, the following definitions are presented for IVFFSs:

**Definition 3.2** Let \( \lambda_1 = ([\mu_1^b, \mu_1^n], [v_1^b, v_1^n]) \) and \( \lambda_2 = ([\mu_2^b, \mu_2^n], [v_2^b, v_2^n]) \) be two IVFFNs. Then, the relations between them are defined as follows:

(i) \( \lambda_1 = \lambda_2 \) if \( \mu_1^b = \mu_2^b, \mu_1^n = \mu_2^n, v_1^b = v_2^b \) and \( v_1^n = v_2^n \);

(ii) \( \lambda_1 < \lambda_2 \) if \( \mu_1^b \leq \mu_2^b, \mu_1^n \leq \mu_2^n, v_1^b \geq v_2^b \) and \( v_1^n \geq v_2^n \).

**Definition 3.3** For any IVFFN \( \lambda = ([\mu^b, \mu^n], [v^b, v^n]) \), the score function \( \lambda \) is given by

\[
\phi(\lambda) = \frac{1}{2} \left( (\mu^b)^3 + (\mu^n)^3 - (v^b)^3 - (v^n)^3 \right),
\]

\( \phi(\lambda) \in [0, 1] \).

Clearly, by definition, the larger the score function \( \phi(\lambda) \), the greater the \( \lambda \). In particular, if \( \phi(\lambda) = 1 \), then \( \lambda \) is the largest IVFFN \( ([1, 1], [0, 0]) \) and if \( \phi(\lambda) = -1 \), then \( \lambda \) is the largest IVFFN \( ([0, 0], [1, 1]) \).

However, if we take \( \lambda_1 = ([0.42, 0.75], [0.42, 0.75]) \) and \( \lambda_2 = ([0.25, 0.60], [0.25, 0.60]) \), then \( \phi(\lambda_1) = 3(\lambda_2) = 0 \). Here, the score values cannot differentiate the IVFFNs \( \lambda_1 \) and \( \lambda_2 \). Thus, we define the following definition:

**Definition 3.4** For any IVFFN \( \lambda = ([\mu^b, \mu^n], [v^b, v^n]) \) the accuracy function of \( \lambda \) is given by

\[
\phi(\lambda) = \frac{1}{2} \left( (\mu^b)^3 + (\mu^n)^3 - (v^b)^3 - (v^n)^3 \right),
\]

\( \phi(\lambda) \in [0, 1] \).

Correspondingly, the score and accuracy functions, a comparative scheme is presented to compare any two IVFFNs \( \lambda_1 \) and \( \lambda_2 \), given as

(i) If \( \phi(\lambda_1) > \phi(\lambda_2) \), then \( \lambda_1 \succ \lambda_2 \);

(ii) If \( \phi(\lambda_1) = \phi(\lambda_2) \), then \( \lambda_1 \sim \lambda_2 \);

(iii) If \( \phi(\lambda_1) < \phi(\lambda_2) \), then \( \lambda_1 \prec \lambda_2 \);

(iv) If \( \phi(\lambda_1) < \phi(\lambda_2) \), then \( \lambda_1 \prec \lambda_2 \);

(v) If \( \phi(\lambda_1) = \phi(\lambda_2) \), then \( \lambda_1 \sim \lambda_2 \).

**Definition 3.5** Let \( \lambda = ([\mu^b, \mu^n], [v^b, v^n]) \), \( \lambda_1 = ([\mu_1^b, \mu_1^n], [v_1^b, v_1^n]) \) and \( \lambda_2 = ([\mu_2^b, \mu_2^n], [v_2^b, v_2^n]) \) be three IVFFNs and \( \lambda > 0 \). Then, the operations on IVFFNs are given by

**Fig. 1** Geometrical interpretations of IF/IVIF, PF/IVPF and FF/IVFF numbers. (i) Comparison of spaces of IF, PF and FFNs. (ii) Comparison of spaces of IVIF, IVPF and IVFF numbers.
Remark 3.1 Here, let us discuss at some particular cases of $\gamma$ and $\lambda$:

(i) If $\lambda \equiv ([a, b], [c, d]) \equiv ([1, 1], [0, 0])$ and $\gamma > 0$, then by Definition 3.5, we have

\[
\gamma \lambda = \left(\sqrt{1 - (1 - a)^\gamma}, \sqrt{1 - (1 - b)^\gamma}\right), \quad [c^\gamma, d^\gamma]
\]

\[
\lambda = ([a^\gamma, b^\gamma], \left[\sqrt{1 - (1 - a^\gamma)^\gamma}, \sqrt{1 - (1 - b^\gamma)^\gamma}\right])
\]

\[
\lambda = ([1, 1], [0, 0]), \text{i.e., } \gamma_{([1, 1], [0, 0])} = ([1, 1], [0, 0]).
\]

(ii) If $\lambda = ([a, b], [c, d]) = ([0, 0], [1, 1])$ and $\gamma > 0$, then by Definition 3.5, we have

\[
\gamma \lambda = \left(\sqrt{1 - (1 - a)^\gamma}, \sqrt{1 - (1 - b)^\gamma}\right), \quad [c^\gamma, d^\gamma]
\]

\[
\lambda = ([a^\gamma, b^\gamma], \left[\sqrt{1 - (1 - a^\gamma)^\gamma}, \sqrt{1 - (1 - b^\gamma)^\gamma}\right])
\]

\[
\lambda = ([0, 0], [1, 1]), \text{i.e., } \gamma_{([0, 0], [1, 1])} = ([0, 0], [1, 1]).
\]

(iii) For $\gamma \to 0$ and $0 < a, b, c, d < 1$, then

\[
\gamma \lambda = \left(\sqrt{1 - (1 - a)^\gamma}, \sqrt{1 - (1 - b)^\gamma}\right), \quad [c^\gamma, d^\gamma]
\]

\[
\lambda = ([0, 0], [1, 1]), \quad \gamma \to 0
\]

\[
\lambda = ([a^\gamma, b^\gamma], \left[\sqrt{1 - (1 - a^\gamma)^\gamma}, \sqrt{1 - (1 - b^\gamma)^\gamma}\right])
\]

\[
\lambda = ([1, 1], [0, 0]), \quad \gamma \to 0.
\]

(iv) If $\gamma = 1$, then

\[
\lambda = ([\mu_1^{b^\gamma}, \mu_2^{b^\gamma}], [v_1^{b^\gamma}, v_2^{b^\gamma}]), \lambda_1 = ([\mu_1^{b^\gamma}, \mu_2^{b^\gamma}], [v_1^{b^\gamma}, v_2^{b^\gamma}]), \lambda_2 = ([\mu_1^{b^\gamma}, \mu_2^{b^\gamma}], [v_1^{b^\gamma}, v_2^{b^\gamma}]) \text{ be two IVFFNs. Then}
\]

\[
\gamma \lambda = \left(\sqrt{1 - (1 - a)^\gamma}, \sqrt{1 - (1 - b)^\gamma}\right), \quad [c^\gamma, d^\gamma]
\]

\[
\lambda = ([a^\gamma, b^\gamma], \left[\sqrt{1 - (1 - a^\gamma)^\gamma}, \sqrt{1 - (1 - b^\gamma)^\gamma}\right])
\]

\[
\lambda = ([1, 1], [0, 0]), \quad \gamma = 1.
\]

Theorem 3.1 Let $\lambda = ([\mu_1^{b^\gamma}, \mu_2^{b^\gamma}], [v_1^{b^\gamma}, v_2^{b^\gamma}]), \lambda_1 = ([\mu_1^{b^\gamma}, \mu_2^{b^\gamma}], [v_1^{b^\gamma}, v_2^{b^\gamma}]), \lambda_2 = ([\mu_1^{b^\gamma}, \mu_2^{b^\gamma}], [v_1^{b^\gamma}, v_2^{b^\gamma}])$ be three IVFFNs and $\gamma, \gamma_1, \gamma_2 > 0$. Then, the following properties are valid:

(i) $\lambda_1 \otimes \lambda_2 = \lambda_2 \otimes \lambda_1$;

(ii) $\lambda_1 \otimes \lambda_2 = \lambda_2 \otimes \lambda_1$;

(iii) $\gamma (\lambda_1 \otimes \lambda_2) = \gamma \lambda_1 \otimes \gamma \lambda_2$;

(iv) $\gamma_1 \lambda \otimes \gamma_2 \lambda = (\gamma_1 \lambda_1 \otimes \gamma_2 \lambda_2)$;

(v) $(\lambda_1 \otimes \lambda_2)^\gamma = \lambda_1^\gamma \otimes \lambda_2^\gamma$;

(vi) $\lambda^\gamma \otimes \lambda_2^\gamma = \lambda^\gamma (\lambda_2^\gamma + \gamma)$;

(vii) $\lambda_1^\gamma \otimes \lambda_2^\gamma = (\lambda_1 \otimes \lambda_2)^\gamma$

(viii) $\lambda_1^\gamma \otimes \lambda_2^\gamma = (\lambda_1 \otimes \lambda_2)^\gamma$

(ix) $\lambda_1^\gamma \otimes \lambda_2^\gamma = (\lambda_1 \otimes \lambda_2)^\gamma$

(x) $\lambda_1^\gamma \otimes \lambda_2^\gamma = (\lambda_1 \otimes \lambda_2)^\gamma$

(xi) $\lambda_1^\gamma \otimes \lambda_2^\gamma = (\lambda_1 \otimes \lambda_2)^\gamma$

(xii) $\lambda_1^\gamma \otimes \lambda_2^\gamma = (\lambda_1 \otimes \lambda_2)^\gamma$

(xiii) $\lambda_1 \otimes \lambda_2 = \lambda_2 \otimes \lambda_1$;

(xiv) $\lambda_1 \otimes \lambda_2 = \lambda_2 \otimes \lambda_1$;

(xv) $\gamma (\lambda_1 \otimes \lambda_2) = \gamma (\lambda_1 \otimes \lambda_2)$;

Proof It is trivial by Definition 3.5.
Let \( \lambda_1 = (([\mu_1^b, \mu_1^{ab}], v_1^b, v_1^{ab}]), \lambda_2 = (([\mu_2^b, \mu_2^{ab}], v_2^b, v_2^{ab})) \) be three IVFFNs. Then,

(i) \( \lambda_1 \cup \lambda_2 \cap \lambda_3 = (\lambda_1 \cap \lambda_3) \cup (\lambda_2 \cap \lambda_3); \)

(ii) \( \lambda_1 \cap \lambda_2 \cap \lambda_3 = (\lambda_1 \cap \lambda_2) \cap \lambda_3; \)

(iii) \( \lambda_1 \cup \lambda_2 \cup \lambda_3 = \lambda_1 \cup \lambda_3 \cup \lambda_2; \)

(iv) \( \lambda_1 \cap \lambda_2 \cap \lambda_3 = \lambda_1 \cap \lambda_3 \cap \lambda_2. \)

**Proof** As it is trivial by definition, therefore we have omitted these proofs.

### 4 Aggregation operators on IVFFNs

Here, we develop the notions of the averaging operator and geometric operator on IVFFNs with several elegant properties.
4.1 Interval-valued Fermatean fuzzy weighted averaging operator (IVFFWA)

Definition 4.1 Consider \( \lambda_j = \left( \left[ \mu^l_{j}, \mu^h_{j} \right], \left[ v^l_{j}, v^h_{j} \right] \right) \) for \( j = 1, 2, \ldots, n \) a collection of IVFFNs and IVFFN \( \Omega^2 \rightarrow \Omega \), then the IVFFWAOSs can be given by

\[
IVFFWA(\lambda_1, \lambda_2, \ldots, \lambda_n) = \sum_{j=1}^{n} w_j \lambda_j
\]

where \( \Omega \) is a set of all IVFFNs and \( w_j \) is weight value with \( w_j \in [0, 1] \) and \( \sum_{j=1}^{n} w_j = 1 \).

According to Definition 3.5, we develop the succeeding theorem:

Theorem 4.1 Let \( \lambda_j = \left( \left[ \mu^l_{j}, \mu^h_{j} \right], \left[ v^l_{j}, v^h_{j} \right] \right) \) for \( j = 1, 2, \ldots, n \) be a collection of IVFFNs. Then, the aggregated value by IVFFWA is an IVFFN and

\[
IVFFWA(\lambda_1, \lambda_2, \ldots, \lambda_n) = \left[ \left( 1 - \prod_{j=1}^{n} \left( 1 - (\mu^l_{j})^3 \right) w_j \right)^{1/3}, \left( 1 - \prod_{j=1}^{n} \left( 1 - (\mu^h_{j})^3 \right) w_j \right)^{1/3} \right],
\]

\[
\left[ \left( \prod_{j=1}^{n} (v^l_{j}) w_j, \prod_{j=1}^{n} (v^h_{j}) w_j \right) \right]
\]

Proof To prove Eq. (5), we utilize mathematical induction on positive integer \( n \). When \( n = 1 \), we get

\[
w_1 \lambda_1 = \left[ \left( 1 - \left( 1 - (\mu^l_{1})^3 \right) w_1 \right)^{1/3}, \left( 1 - \left( 1 - (\mu^h_{1})^3 \right) w_1 \right)^{1/3} \right],
\]

\[
\left[ \left( v^l_{1} w_1, v^h_{1} w_1 \right) \right]
\]

Thus, Eq. (5) satisfies for \( n = 1 \).

Suppose that Eq. (5) is valid for \( n = k \), i.e.,

\[
IVFFWA(\lambda_1, \lambda_2, \ldots, \lambda_k) = \left[ \left( 1 - \prod_{j=1}^{k} \left( 1 - (\mu^l_{j})^3 \right) w_j \right)^{1/3}, \left( 1 - \prod_{j=1}^{k} \left( 1 - (\mu^h_{j})^3 \right) w_j \right)^{1/3} \right],
\]

\[
\left[ \left( \prod_{j=1}^{k} (v^l_{j}) w_j, \prod_{j=1}^{k} (v^h_{j}) w_j \right) \right]
\]

Then, when \( n = k + 1 \), by inductive assumption and Definition 3.5, we obtain

\[
IVFFWA(\lambda_1, \lambda_2, \ldots, \lambda_{k+1}) = IVFFWA(\lambda_1, \lambda_2, \ldots, \lambda_k) \oplus (w_{k+1} \lambda_{k+1})
\]

\[
= \left[ \left( 1 - \prod_{j=1}^{k} \left( 1 - (\mu^l_{j})^3 \right) w_j \right)^{1/3}, \left( 1 - \prod_{j=1}^{k} \left( 1 - (\mu^h_{j})^3 \right) w_j \right)^{1/3} \right],
\]

\[
\left[ \left( \prod_{j=1}^{k} (v^l_{j}) w_j \right)^{1/3}, \left( \prod_{j=1}^{k} (v^h_{j}) w_j \right)^{1/3} \right]
\]

\[
\left( \prod_{j=1}^{k+1} (v^l_{j}) w_j, \prod_{j=1}^{k+1} (v^h_{j}) w_j \right)
\]

Therefore, for \( n = k + 1 \), theorem is true. Hence, Eq. (5) is valid for all \( n \in \mathbb{N} \).

In what follows, we demonstrate the aggregation outcome by the IVFFWA is also an IVFFN.

Since \( \lambda_j = \left( \left[ \mu^l_{j}, \mu^h_{j} \right], \left[ v^l_{j}, v^h_{j} \right] \right) \) being the collection of IVFFNs, we have

\[
\mu^l_{j} \leq \mu^h_{j}, \quad v^l_{j} \leq v^h_{j} \quad \text{for } j = 1, 2, \ldots, n.
\]

Thus, we have the following results:

\[
0 \leq 1 - (\mu^l_{j})^3 \leq 1 \Rightarrow 0 \leq 1 - (\mu^h_{j})^3 \leq 1
\]

\[
\Rightarrow 0 \leq \prod_{j=1}^{n} \left( 1 - (\mu^l_{j})^3 \right) w_j \leq 1 \Rightarrow 0 \leq \prod_{j=1}^{n} \left( 1 - (\mu^h_{j})^3 \right) w_j \leq 1
\]

\[
0 \leq \left( \prod_{j=1}^{n} \left( 1 - (\mu^l_{j})^3 \right) w_j \right)^{1/3} \leq 1
\]

In a similar way, we obtain the inequalities as

\[
0 \leq \left( 1 - \prod_{j=1}^{n} (v^l_{j}) w_j \right) \leq 1, 0 \leq \left( \prod_{j=1}^{n} (v^h_{j}) w_j \right) \leq 1.
\]

Since \( \mu^l_{j} \leq \mu^h_{j} \) and \( v^l_{j} \leq v^h_{j} \), we identify that two inequalities hold as follows:

\[
\left( 1 - \prod_{j=1}^{n} \left( 1 - (\mu^l_{j})^3 \right) w_j \right)^{1/3} \leq \left( 1 - \prod_{j=1}^{n} \left( 1 - (\mu^h_{j})^3 \right) w_j \right)^{1/3}
\]

and

\[
\prod_{j=1}^{n} (v^l_{j}) w_j \leq \prod_{j=1}^{n} (v^h_{j}) w_j.
\]

So, we have
\[ \left[ 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j \right]^{1/3} \leq \left[ 1 - \prod_{j=1}^{n} \left( 1 - \left( \nu_j^{ab} \right)^3 \right) w_j \right]^{1/3} \]

Since \( 0 \leq \mu_j^{ab} \leq 1 \) and \( 0 \leq \nu_j^{ab} \leq 1 \), therefore, it is simply to show that the given inequality fulfills:

\[ \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 w_j \right) \right)^{1/3} + \left( \prod_{j=1}^{n} \left( \nu_j^{ab} w_j \right) \right)^{1/3} \geq 0. \]

As we know by definition that \( \left( \mu_j^{ab} \right)^3 + \left( \nu_j^{ab} \right)^3 \leq 1 \), so we can derive the following results:

\( \left( \nu_j^{ab} \right)^3 \leq 1 - \left( \mu_j^{ab} \right)^3 \Rightarrow \left( \nu_j^{ab} \right)^3 w_j \leq \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j \)

\[ \prod_{j=1}^{n} \left( \nu_j^{ab} w_j \right) \leq \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j. \]

Further, we have

\[ \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 w_j \right) \right)^{1/3} + \left( \prod_{j=1}^{n} \left( \nu_j^{ab} w_j \right) \right)^{1/3} = 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 w_j \right) + \prod_{j=1}^{n} \left( \nu_j^{ab} w_j \right) \leq 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j + \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j = 1. \]

Thus, the aggregation outcome by IVFFWAO fulfills Definition 4.1, which shows that the aggregation outcome by IVFFWAO is also an IVFFN.

In particular, if \( w = \left( \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2} \right)^T \), then IVFFWAO converts into the IVFF averaging (IVFFA) operator:

\[ \text{IVFFA}(\lambda_1, \lambda_2, \ldots, \lambda_n) = \left[ \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j \right)^{1/3}, \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \nu_j^{ab} \right)^3 \right) w_j \right)^{1/3} \right]. \]

(6)

Corresponding to Theorem 4.1, we deduce the subsequent properties:

**Property 4.1 (Idempotency)** If all \( \tilde{\lambda}_j = \left( \tilde{\mu}_j^{ab}, \tilde{\nu}_j^{ab} \right) \) are equal and \( \tilde{\lambda}_j = \lambda = \left( \mu_j^{ab}, \nu_j^{ab} \right) \) for all \( j = 1, 2, \ldots, n \), then

\[ \text{IVFFWA}(\lambda_1, \lambda_2, \ldots, \lambda_n) = \lambda. \]

**Proof**

\[ \text{IVFFWA}(\lambda_1, \lambda_2, \ldots, \lambda_n) = \left[ \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j \right)^{1/3}, \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \nu_j^{ab} \right)^3 \right) w_j \right)^{1/3} \right]. \]

Consider two collections \( \lambda_j = \left( \left( \mu_j^{ab}, \mu_j^{ab} \right), \left( \nu_j^{ab}, \nu_j^{ab} \right) \right) \) and \( \tilde{\lambda}_j = \left( \left( \tilde{\mu}_j^{ab}, \tilde{\mu}_j^{ab} \right), \left( \tilde{\nu}_j^{ab}, \tilde{\nu}_j^{ab} \right) \right) \) such that

\( \mu_j^{ab} \geq \tilde{\mu}_j^{ab}, \rho_j^{ab} \geq \tilde{\rho}_j^{ab}, \rho_j^{ab} \leq \tilde{\rho}_j^{ab} \) and \( \nu_j^{ab} \leq \tilde{\nu}_j^{ab} \), then

\[ \text{IVFFWA}(\lambda_1, \lambda_2, \ldots, \lambda_n) \geq \text{IVFFWA}(\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n). \]

**Property 4.2 (Monotonicity)** Consider two collections

\[ \lambda_j = \left( \left( \mu_j^{ab}, \mu_j^{ab} \right), \left( \nu_j^{ab}, \nu_j^{ab} \right) \right) \text{ and } \tilde{\lambda}_j = \left( \left( \tilde{\mu}_j^{ab}, \tilde{\mu}_j^{ab} \right), \left( \tilde{\nu}_j^{ab}, \tilde{\nu}_j^{ab} \right) \right) \]

\( j = 1, 2, \ldots, n \) such that

\( \mu_j^{ab} \geq \tilde{\mu}_j^{ab}, \rho_j^{ab} \geq \tilde{\rho}_j^{ab}, \rho_j^{ab} \leq \tilde{\rho}_j^{ab} \) and \( \nu_j^{ab} \leq \tilde{\nu}_j^{ab} \), then

\[ \text{IVFFWA}(\lambda_1, \lambda_2, \ldots, \lambda_n) \leq \text{IVFFWA}(\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n). \]

**Proof**

Let \( \lambda = \text{IVFFWA}(\lambda_1, \lambda_2, \ldots, \lambda_n) \) and \( \tilde{\lambda} = \text{IVFFWA}(\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n) \). Since \( \mu_j^{ab} \geq \tilde{\mu}_j^{ab} \) and \( \nu_j^{ab} \leq \tilde{\nu}_j^{ab} \) for all \( j = 1, 2, \ldots, n \), then we have

\[ 1 - \left( \mu_j^{ab} \right)^3 \geq 1 - \left( \tilde{\mu}_j^{ab} \right)^3 \]

\[ \Rightarrow \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \mu_j^{ab} \right)^3 \right) w_j \right)^{1/3} \geq \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \tilde{\mu}_j^{ab} \right)^3 \right) w_j \right)^{1/3}. \]

\[ \prod_{j=1}^{n} \left( \mu_j^{ab} w_j \right) \leq \prod_{j=1}^{n} \left( \tilde{\mu}_j^{ab} w_j \right) \]

Similarly, we have

\[ \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \nu_j^{ab} \right)^3 \right) w_j \right)^{1/3} \geq \left( 1 - \prod_{j=1}^{n} \left( 1 - \left( \tilde{\nu}_j^{ab} \right)^3 \right) w_j \right)^{1/3} \]
Corresponding to Definition 3.3, we get \( \mathcal{A}(\tilde{\lambda}) \geq \mathcal{A}(\tilde{\lambda}) \).

Also, we deliberate the following two cases:

(i) If \( \mathcal{A}(\tilde{\lambda}) \geq \mathcal{A}(\tilde{\lambda}) \), then by the comparative scheme, we know that \( IVFFWA(\lambda_1, \lambda_2, ..., \lambda_n) > IVFFWA(\tilde{\lambda}_1, \tilde{\lambda}_2, ..., \tilde{\lambda}_n) \) holds.

(ii) If \( \mathcal{A}(\tilde{\lambda}) = \mathcal{A}(\tilde{\lambda}) \), then according to Definition 3.3, we obtain

\[
\begin{align*}
(1 - \prod_{j=1}^{n} (1 - (\mu_j^b)^{y_j}))^{1/3} &= (1 - \prod_{j=1}^{n} (1 - (\tilde{\mu}_j^{b)})^{y_j})^{1/3}, \\
(1 - \prod_{j=1}^{n} (1 - (\tilde{\mu}_j^{b}))^{y_j})^{1/3} &= (1 - \prod_{j=1}^{n} (1 - (\mu_j^b)^{y_j}))^{1/3}, \\
\prod_{j=1}^{n} (\mu_j^b)^{y_j} &= \prod_{j=1}^{n} (\tilde{\mu}_j^{b})^{y_j} \quad \text{and} \quad \prod_{j=1}^{n} (\tilde{\mu}_j^{b})^{y_j} = \prod_{j=1}^{n} (\mu_j^b)^{y_j},
\end{align*}
\]

which signifies that the degrees of accuracy functions \( \varphi(\lambda) \) and \( \varphi(\tilde{\lambda}) \) are same. It implies \( IVFFWA(\lambda_1, \lambda_2, ..., \lambda_n) = IVFFWA(\tilde{\lambda}_1, \tilde{\lambda}_2, ..., \tilde{\lambda}_n) \). Thus, by Eqs. (1) and (2), we will get

\[
IVFFWA(\lambda_1, \lambda_2, ..., \lambda_n) = IVFFWA(\tilde{\lambda}_1, \tilde{\lambda}_2, ..., \tilde{\lambda}_n).
\]

**Property 4.3 (Boundedness)** Let \( \lambda_j = \left( \mu_j^b, \tilde{\mu}_j^b \right) \) \( (j = 1, 2, ..., n) \) be the IVFFNs, then

\[
\lambda_{\min} \leq IVFFWA(\lambda_1, \lambda_2, ..., \lambda_n) \leq \lambda_{\max}, \quad \text{where} \quad \lambda_{\min} = \min_j \{ \lambda_j \} \quad \text{and} \quad \lambda_{\max} = \max_j \{ \lambda_j \}.
\]

**Proof** Let

\[
\mu_j^b = \min_j \left( \mu_j^b, \tilde{\mu}_j^{b} \right), \quad \mu_j^{ab} = \min_j \left( \mu_j^{ab}, \tilde{\mu}_j^{ab} \right), \quad \nu_j^b = \min_j \left( \nu_j^b, \tilde{\nu}_j^{b} \right), \quad \nu_j^{ab} = \min_j \left( \nu_j^{ab}, \tilde{\nu}_j^{ab} \right).
\]

4.2 Interval-valued Fermatean fuzzy weighted geometric operator (IVFFWGO)

**Definition 4.2** Let \( \lambda_j = \left( \mu_j^b, \tilde{\mu}_j^b \right), \quad \left( \nu_j^b, \tilde{\nu}_j^b \right) \) \( (j = 1, 2, ..., n) \) be a collection of IVFFNs and \( IVFFN: \Omega^\prime \to \Omega \), then the IVFFWGOs can be given by

\[
IVFFWG(\lambda_1, \lambda_2, ..., \lambda_n) = \sum_{j=1}^{n} \lambda_j^{w_j}.
\]

Corresponding to Definition 3.5, we discuss the theorem as.

**Theorem 4.2** Let \( \lambda_j = \left( \mu_j^b, \tilde{\mu}_j^b \right), \quad \left( \nu_j^b, \tilde{\nu}_j^b \right) \) \( (j = 1, 2, ..., n) \) be the IVFFNs. Then the aggregated value with the IVFFWGO is still an IVFFN and

\[
IVFFWG(\lambda_1, \lambda_2, ..., \lambda_n) = \left( \prod_{j=1}^{n} (\mu_j^b)^{\nu_j}, \prod_{j=1}^{n} (\tilde{\mu}_j^{b})^{\nu_j} \right), \quad \left( 1 - \prod_{j=1}^{n} (1 - (\mu_j^b)^{\nu_j}) \right)^{1/3}, \quad \left( 1 - \prod_{j=1}^{n} (1 - (\tilde{\mu}_j^{b})^{\nu_j}) \right)^{1/3}
\]

**Proof** With the use of Definition 3.5, we can prove this theorem as similar to Theorem 4.1.

Specifically, if \( w = (w_1, w_2, ..., w_n)^T \), then the IVFFWGO reduces to the following IVFF geometric (IVFG) operator:
IVFFG(λ₁, λ₂, ..., λₙ) = \left[ \prod_{j=1}^{n} (\mu_{j}^{lb})^{1/n}, \prod_{j=1}^{n} (\mu_{j}^{ub})^{1/n} \right],
\left[ \left( 1 - \prod_{j=1}^{n} (1 - (\nu_{j}^{lb})^{3/n})^{1/3} \right), \left( 1 - \prod_{j=1}^{n} (1 - (\nu_{j}^{ub})^{3/n})^{1/3} \right) \right].

(11)

Based on Theorem 4.2, we deduce the given axioms:

Property 4.4 (Idempotency) If all λᵢ = \left( \left[ \mu_{j}^{lb}, \mu_{j}^{ub} \right], \left[ \nu_{j}^{lb}, \nu_{j}^{ub} \right] \right) are equal and λᵢ = λ = \left( \left[ \mu_{j}^{lb}, \mu_{j}^{ub} \right], \left[ \nu_{j}^{lb}, \nu_{j}^{ub} \right] \right) for all j, then IVFFWG(λ₁, λ₂, ..., λₙ) = λ.

Property 4.5 (Monotonicity) Consider two collections λᵢ = \left( \left[ \mu_{j}^{lb}, \mu_{j}^{ub} \right], \left[ \nu_{j}^{lb}, \nu_{j}^{ub} \right] \right) and λ̃ᵢ = \left( \left[ \mũ_{j}^{lb}, \mũ_{j}^{ub} \right], \left[ \nũ_{j}^{lb}, \nũ_{j}^{ub} \right] \right) (j = 1, 2, ..., n) such that μ̃_{j}^{lb} ≥ μ_{j}^{lb}, μ_{j}^{ub} ≥ μ̃_{j}^{ub}, ν_{j}^{lb} ≤ ν̃_{j}^{lb} and ν̃_{j}^{ub} ≤ ν_{j}^{ub}. Then IVFFWG(λ₁, λ₂, ..., λₙ) ≥ IVFFWG(λ̃₁, λ̃₂, ..., λ̃ₙ).

Property 4.6 (Boundedness) Let λᵢ = \left( \left[ \mu_{j}^{lb}, \mu_{j}^{ub} \right], \left[ \nu_{j}^{lb}, \nu_{j}^{ub} \right] \right) be the IVFFNs, then.

\bar{λ}_{min} ≤ IVFFWG(λ₁, λ₂, ..., λₙ) ≤ \bar{λ}_{max}, where \bar{λ}_{min} = \min_j \{ \bar{λ}_j \} and \bar{λ}_{max} = \max_j \{ \bar{λ}_j \}.

5 Proposed IVFF-WASPAS framework for MCDM problems

The WASPAS framework [41] is an inventive utility measure-based model that has been extensively used in copious realistic settings. It combines the WSM and WPM. Thus, it is more exact than these two models. Recently, [22] extended WASPAS framework to assess the management policy of reservoir flood control on IVIFSs. [25] assessed the work of safety advisors for transporting hazardous materials by employing a linguistic neutrosophic WASPAS model. [17] gave WASPAS model to assess industrial robot assessment problems. [30] gave an information measures-based WASPAS model on PFSs to solve the physician assessment problem. [21] suggested a hybrid MCDA system by integrating SWARA and WASPAS methods with HFSs and further applied it for evaluating the main challenges of digital health interventions adoption during the COVID-19 disease. Apart from these studies, several other articles have been extended the WASPAS approach under different environments [9, 20, 23, 26]. After analyzing the literature, it has been concluded that formerly developed WASPAS methods are unable to deal with multi-criteria decision making problems with interval-valued Fermatean fuzzy information. To overcome this drawback, the present work introduces a new WASPAS method for the assessment of alternatives from interval-valued Fermatean fuzzy perspective. To the best of our knowledge, this is a novel IVFF-WASPAS method developed for selecting most appropriate e-waste recycling partner alternative from sustainable perspective, which makes an attempt to extent the application domains of WASPAS approach.

In this section, the WASPAS framework is developed to assess the MCDA problems with IVFFSs. The assessment process of the introduced method is designated as:

Step 1: Generate the decision-matrix.

In the MCDA structure, the goal is to select the optimal option from a set of options \{X₁, X₂, ..., Xₘ\} with respect to attribute/criterion set \{V₁, V₂, ..., Vₙ\} where the features of each option are specified in the term of IVFFNs

\[ z_{ij} = \left( \left[ \mu_{ij}^{lb}, \mu_{ij}^{ub} \right], \left[ \nu_{ij}^{lb}, \nu_{ij}^{ub} \right] \right), \quad (i = 1, 2, ..., m, \quad j = 1, 2, ..., n), \]

where \left[ \mu_{ij}^{lb}, \mu_{ij}^{ub} \right] gives the BG of option in terms of favors, while \left[ \nu_{ij}^{lb}, \nu_{ij}^{ub} \right] provides the NG of option in terms of against for \( i^{th} \) option over \( j^{th} \) attribute. Thus, an IVFF-Decision-Matrix (IVFF-DM), \( Z = [z_{ij}]_{m \times n} \) can be formulated as

\[
\begin{bmatrix}
V_1 & V_2 & \cdots & V_n \\
X_1 & z_{11} & z_{12} & \cdots & z_{1n} \\
X_2 & z_{21} & z_{22} & \cdots & z_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
X_m & z_{m1} & z_{m2} & \cdots & z_{mn}
\end{bmatrix}
\]

(12)

Step 2: Form the normalized IVFF-DM (NIVFF-DM).

The NIVFF-DM \( N = \left[ z_{ij} \right]_{m \times n} \) is evaluated from \( Z = [z_{ij}]_{m \times n} \) and defined by

\[ z_{ij} = \left( \left[ \mu_{ij}^{lb}, \mu_{ij}^{ub} \right], \left[ \nu_{ij}^{lb}, \nu_{ij}^{ub} \right] \right) \]

\[ = \left\{ \left( z_{ij} \right)^{c} = \left( \left[ \mu_{ij}^{lb}, \mu_{ij}^{ub} \right], \left[ \nu_{ij}^{lb}, \nu_{ij}^{ub} \right] \right), \right. \text{ for cost criterion} \]

(13)

Step 3: Corresponding to the score values, the NIVFF-DM is converted into the score matrix \( \Xi \) and is given by
where \( \Xi (X_{ij}) \), \( \forall i,j \) are calculated by utilizing Definition 3.3.

Since it is observed that the priority outcome of options is highly associated with criteria weights, the exact assessment of criteria weights plays a prominent role in the MCDA procedure. Consequently, in the MCDA process, a suitability function \( (SF) \Xi (X_i) \) is constructed by multiplying the score value of each attribute with their weight as

\[
\Xi (X_i) = \sum_{j=1}^{n} w_j \Xi (X_{ij}), \quad i = 1, 2, ..., m.
\]

Step 4: Construct a linear model to compute attribute weights.

In this formula, the term \( w_j \) signifies the weight of attribute \( V_j \) and the partly known weight subset is given by \( O \). The function \( \Xi (X_i) \) is applied to find the \( SF \) to which an alternative fulfills the DEs’ settings. Furthermore, an accurate weight value should generate the whole assessment \( \Xi (X_i) \) of each option as large as possible. This concept shows the preparation of linear programming method for evaluating the weight as follows:

\[
\begin{aligned}
&\text{(M - I)}: \quad \max \zeta = \sum_{i=1}^{n} \Xi (X_i) = \sum_{i=1}^{n} \sum_{j=1}^{n} w_j \Xi (X_{ij}) \\
&\text{s.t.} \quad \sum_{j=1}^{n} w_j = 1, \quad w_j \geq 0 \quad \text{and} \quad w_j \in O.
\end{aligned}
\]

Here, \( \Xi (X_i) \) signifies the overall score value for each option \( X_i \). After simplifying the model (M-I), we get the weight vector \( w = (w_1, w_2, ..., w_n)^T \).

Step 5: Evaluate the “Weighted Sum Model (WSM)” measure \( \Upsilon_i^{(1)} \) for each option as follows:

\[
\Upsilon_i^{(1)} = \sum_{j=1}^{n} w_j \zeta_{ij}.
\]

Step 6: Estimate the “Weighted Product Model (WPM)” measure \( \Upsilon_i^{(2)} \) for each option as follows:

\[
\Upsilon_i^{(2)} = \prod_{j=1}^{n} (\zeta_{ij})^w.
\]

Step 7: Assess the combined or WASPAS measure for each alternative by the formula

\[
\Upsilon_i = \bar{\vartheta} \Upsilon_i^{(1)} + (1 - \bar{\vartheta}) \Upsilon_i^{(2)}.
\]

where \( \bar{\vartheta} \) implies the coefficient of decision-procedure, such that \( \bar{\vartheta} \in [0, 1] \) (when \( \bar{\vartheta} = 0 \) and \( \bar{\vartheta} = 1 \), WASPAS is transformed into the WPM and WSM, respectively).

6 Case study: E-waste recycling partner (WRP) selection

Over the past years, the huge amount of wastes produced and has posed a constantly growing risk to the environment and public health. E-waste or “Waste Electrical and Electronic Equipment (WEEE)” has been one of the emerging waste streams in the globe. Basically, e-waste is a slack type of spare, obsolete, broken, or discarded WEEEs. During these years, the utilization and dependency on electrical and electronic gadgets namely mobile phones, computers, laptops, televisions, refrigerators, air conditioners, and others have been increasing and causing the generation of a huge amount of WEEE. However, e-waste comprises precious materials namely aluminum, copper, gold, palladium, silver, and also comprises injurious elements namely cadmium, lead, and mercury. In the lack of appropriate awareness, disposing of e-waste in landfills can affect toxic emissions to the air, water and soil and pose severe health and environmental impacts. The world generates 50 million tons per annum (TPA) of e-waste, based on the latest United Nations report, but only 20% is properly recycled. Copious of the remaining finishes up in landfill or is reprocessed casually in emerging countries. Unempirical disposal of e-waste points to the loss of existing valuable materials and laid more stress on the ever-depleting natural resources (NRs). Thus, there is a need to reassure recycling of all advantageous and valuable metals from e-waste, so as to preserve the ever-depleting NRs.

India is one of the leading waste generating nations in the globe [6]. India continuously produces huge amounts of e-waste after the China, USA, Japan and Germany. According to the report, India produces more than two million TPA of e-waste, out of which merely 4.3 lakhs TPA is recycled. Approximately 90% of the e-waste that has been produced in the nation end up in the muddled market for recycling and disposal. The disorganized region primarily involves the urban slums of the metros and mini-metros where recycling procedures are implemented by the inexperienced workers by the ultimate elementary systems to decrease cost. Thus, the e-waste (Management & Handling) guidelines, 2011, have been advised with the key
objective to channelize the e-waste produced in the nation for ecologically sound recycling which is mainly handled by the disorganized regions who are implementing crude performs that consequence into greater pollution and a smaller amount of recovery, thereby affecting wastage of valuable assets and harm to the environment. The proper management of e-waste in India is needed to make an effort to move e-waste into publically and modernly valuable crude materials namely profitable metals, plastics and glasses, natural benevolent inventions suitable to Indian settings.

In order to validate the applicability of the IVFF-WASPAS approach, we discuss a case study of e-waste recycling partner assessment of an electronics firm (ABC) located in Delhi, India, adopted from [7]. In this work, we have focused on the utilization of an innovative method that will assist the firm’s stakeholders to evaluate and opt for the most suitable option. Firstly, a group of decision-makers is formed to evaluate this decision-making process. After the primary screening, we have chosen four recycling partners, who are involved in the recycling procedures of WEEEIs, and form a set of WRP options \( X = \{X_1, X_2, X_3, X_4\} \). These four alternatives will be evaluated under the following four attributes: Recycling performance and delivery history \( (V_1) \), Environmental management system \( (V_2) \), Reduction in GHG emission \( (V_3) \) and Recycling cost \( (V_4) \). In this study, the attributes \( V_1, V_2 \) and \( V_3 \) are of benefit criteria and \( V_4 \) is of cost criterion. The procedural steps of the developed framework are given by.

**Step 1:** Assume that the options \( (X_i : i = 1, 2, 3, 4) \) are evaluated over each criterion \( V_j (j = 1, 2, 3, 4) \) and their assessment degrees are given by the group of DEs in terms of IVFFNs, which is represented by \( \bar{Z} = (z_{ij})_{m \times n} \) and is portrayed in Table 1.

In this matrix, the IVFFN \([0.45,0.65],[0.55,0.75])\) corresponding to \( X_1 \) and \( V_1 \) signifies that the degrees to which option \( X_1 \) satisfies an attribute \( V_1 \) belongs to the interval \([0.45,0.65]\) and dissatisfies \( V_1 \) lies in \([0.55,0.75]\), respectively. The remaining IVFFNs of the given matrix have a similar meaning. Also, the significance of attributes set (partly known criteria weight information) is different, presented by decision expert is \([0.20,0.30],[0.15,0.25],[0.18,0.28]\) and \([0.25, 0.35] \) to choose the appropriate recycling partner alternative.

**Step 2:** Since the criteria \( V_4 \) is cost criterion and the rest of the benefit criteria, thus, the NIVFF-DM \( \bar{O} = [z_{ij}]_{m \times n} \) is computed and mentioned in Table 2.

**Step 3:** Applying Definition 3.3, we create the collective score matrix from normalized IVFF-DM and discussed it in Table 3.

**Step 4:** Assume the attribute weights’ value, which is partly known and is specified as

\[
O = \begin{cases} 
0.20 \leq w_1 \leq 0.30, & 0.15 \leq w_2 \leq 0.25, & 0.18 \leq w_3 \leq 0.28, \\
0.25 \leq w_4 \leq 0.35, & \sum_{j=1}^{4} w_j = 1 \text{ and } w_1 \geq 0 
\end{cases} 
\]

(20)

According to this information, a linear programming model is constructed by

\[
\max \zeta = 0.5552w_1 + 0.5359w_2 + 0.5143w_3 + 0.5296w_4 \\
s.t. \ 0.20 \leq w_1 \leq 0.30, 0.15 \leq w_2 \leq 0.25, 0.18 \leq w_3 \leq 0.28, \\
0.25 \leq w_4 \leq 0.35, \sum_{j=1}^{4} w_j = 1, \text{ and } w_1, w_2, w_3, w_4 \geq 0, 
\]

(21)

and therefore the attribute weights are calculated as \( w = (0.3, 0.25, 0.18, 0.27)^T \).

**Steps 5-7:** Using (17)-(19), the WSM \( (Y^{(1)}_i) \), WPM \( (Y^{(2)}_i) \) and WASPAS \( (Y_i) \) measures for each alternative and their relative scores \( \bar{D}(Y^{(1)}_i) \) and \( \bar{D}(Y^{(2)}_i) \) are calculated and mentioned in Table 4. Hence, the priority order of e-waste recycling partner alternatives is found as \( X_3 \succ X_4 \succ X_1 \succ X_2 \) and thus, \( X_3 \) is the most desirable alternative.

### 6.1 Sensitivity assessment

We execute a sensitivity assessment over the various values of the parameter \( \vartheta \). In what follows, we continuously examine the effects of the parameters on the e-waste recycling partner selection. Various values \( \vartheta \in [0,1] \) are...
considered for investigation. This assessment is deliberated to express the performance of the introduced framework. Varying the parameter \( \vartheta \) can assist the DEs to evaluate the sensitivity of the introduced model from WSM to WPM. The sensitivity analysis outcomes in Table 5 and Fig. 2 show that the best alternative \( X_3 \) is the same in each parameter value, while the priority order of alternatives is different over different parameter values. From Table 5 and Fig. 2, the preference order of the options is \( X_3 \sim X_4 \sim X_1 \sim X_2 \), when \( \vartheta = 0.0 \) to 0.7 and while ranking order is \( X_3 \sim X_1 \sim X_4 \sim X_2 \), when \( \vartheta = 0.8 \) to 1.0. Hence, it is concluded that the assessment of e-waste recycling partners is reliant on and sensitive to \( \vartheta \) values. Henceforth, the introduced model has ample stability over different parameters values. According to Fig. 2, for all \( \vartheta \), an alternative \( X_3 \) has the first rank. In accordance with the aforesaid view, it is witnessed that the variation of parameter degrees will enhance the permanence of the proposed framework.

6.2 Comparison with extant methods

In the current section, we compare the developed approach with the extant methods as presented by various researchers [27, 14, 15, 28] for assessing the best options. Their corresponding outcomes are depicted in Table 6. From Table 6, the behavior of the relative score degrees or closeness index follows the same style (increasing or decreasing). Thus, the introduced method is consistently

| Table 2 | NIVFF-DM for e-waste recycling partner assessment |
|---------|-----------------------------------------------|
|         | \( V_1 \) | \( V_2 \) | \( V_3 \) | \( V_4 \) |
| \( X_1 \) | ([0.45, 0.65), [0.55, 0.75]) | ([0.60, 0.75], [0.35, 0.50]) | ([0.65, 0.75], [0.40, 0.55]) | ([0.65, 0.80], [0.40, 0.55]) |
| \( X_2 \) | ([0.65, 0.70], [0.40, 0.65]) | ([0.50, 0.60], [0.65, 0.75]) | ([0.60, 0.65], [0.50, 0.60]) | ([0.65, 0.70], [0.55, 0.65]) |
| \( X_3 \) | ([0.70, 0.80], [0.40, 0.60]) | ([0.70, 0.75], [0.30, 0.45]) | ([0.55, 0.65], [0.45, 0.55]) | ([0.60, 0.65], [0.50, 0.60]) |
| \( X_4 \) | ([0.68, 0.75], [0.45, 0.55]) | ([0.65, 0.70], [0.45, 0.60]) | ([0.57, 0.65], [0.40, 0.55]) | ([0.50, 0.70], [0.50, 0.55]) |

| Table 3 | Collective score function matrix for e-waste recycling partner assessment |
|---------|--------------------------|
|         | \( V_1 \) | \( V_2 \) | \( V_3 \) | \( V_4 \) |
| \( X_1 \) | -0.1113 | 0.2350 | 0.2331 | 0.2781 |
| \( X_2 \) | 0.1395 | -0.1778 | 0.0748 | 0.0883 |
| \( X_3 \) | 0.2875 | 0.3234 | 0.0917 | 0.0748 |
| \( X_4 \) | 0.2394 | 0.1552 | 0.1147 | 0.0883 |

| Table 4 | Degree of WASPAS measure for e-waste recycling partner assessment |
|---------|--------------------------|
| Options | IVFF-WSM | IVFF-WPM | IVFF-WASPAS | Ranking |
|         | \( \gamma_1^{(1)} \) | \( \gamma_1^{(2)} \) | \( \gamma_1 \) | |
| \( X_1 \) | ([0.593, 0.742], [0.426,0.589]) | 0.1678 | ([0.571, 0.731], [0.450,0.625]) | 0.1208 | 0.1443 | 3 |
| \( X_2 \) | ([0.612, 0.670], [0.512,0.664]) | 0.0514 | ([0.600, 0.665], [0.542,0.673]) | 0.0228 | 0.0371 | 4 |
| \( X_3 \) | ([0.655, 0.732], [0.404,0.550]) | 0.2201 | ([0.643, 0.717], [0.425,0.562]) | 0.1900 | 0.2051 | 1 |
| \( X_4 \) | ([0.616, 0.709], [0.453,0.562]) | 0.1598 | ([0.599, 0.705], [0.457,0.564]) | 0.1457 | 0.1527 | 2 |

| Table 5 | WASPAS measure of e-waste recycling partner assessment with diverse parameter values |
|---------|--------------------------|
| \( \vartheta \) | \( \vartheta = 0.0 \) | \( \vartheta = 0.1 \) | \( \vartheta = 0.2 \) | \( \vartheta = 0.3 \) | \( \vartheta = 0.4 \) | \( \vartheta = 0.5 \) | \( \vartheta = 0.6 \) | \( \vartheta = 0.7 \) | \( \vartheta = 0.8 \) | \( \vartheta = 0.9 \) | \( \vartheta = 1.0 \) |
| \( X_1 \) | 0.1208 | 0.1255 | 0.1302 | 0.1349 | 0.1396 | 0.1443 | 0.1490 | 0.1537 | 0.1584 | 0.1631 | 0.1678 |
| \( X_2 \) | 0.0228 | 0.0256 | 0.0285 | 0.0314 | 0.0342 | 0.0371 | 0.0399 | 0.0428 | 0.0457 | 0.0485 | 0.0514 |
| \( X_3 \) | 0.1900 | 0.1930 | 0.1960 | 0.1991 | 0.2021 | 0.2051 | 0.2081 | 0.2111 | 0.2141 | 0.2171 | 0.2201 |
| \( X_4 \) | 0.1457 | 0.1471 | 0.1485 | 0.1499 | 0.1513 | 0.1527 | 0.1541 | 0.1555 | 0.1570 | 0.1584 | 0.1598 |
elucidated the MCDA concerns on FFSs and IVFFSs settings.

Figure 3 displays the score values or closeness indices, compared with the extant MCDA methods. Numerous fascinating patterns are obtained in these outcomes that are taken by the comparisons. These methods are compared to each other and identified the alternative X₃ to be the best option, as depicted in Fig. 3. Here, the number of alternatives is limited to the four; the outcome of the introduced approach might not be observed as conclusive. Now, the number of options increase, the outcome will become much more apparent. Therefore, it is concluded from the assessment that the remaining priority order is different for options, signifying a pure benefit by its operative and proficient computation process, as reasonable in previous sections.

Moreover, we discuss some experiments study to reinforce our claim of developing an improved framework for IVFF-based MCDA concerns.

- In [15] and [28], the alternatives are ranked using the relative closeness coefficient and suitability index, respectively, between the overall value of the alternatives and the ideal alternative. This is not sufficient to conclude how good or bad an alternative is. In the IVFF-WASPAS method, the benefit and the cost criteria are both considered with proposed AOs on IVFFSs which comprise a more precise outcome compared with simply dealing with benefit or cost criteria. In the meantime, it increases the practicality of assessment data and the precision of outcomes as well.

- The main benefit of the introduced IVFF-WASPAS model is capable of assessing any MCDA issues with uncertainty through IVFFNs as well as IFNs, PFNs, FFNs, IVIFNs and IVPFNs [14, 15] as described in the previous sections.

- The proposed IVFF-WASPAS framework, which is utility or scoring degree-based model for MCDA, selects an option with the highest utility degree; therefore, the concern is how to assess the prior multi-criteria utility degree for an appropriate decision setting, whereas the extant models, which are compromise degree models, select an option which is nearest to the ideal solution.

- The proposed IVFF-WASPAS is one of the robust and novel MCDA utility measuring methods. This framework is a combination of IVFF-WPM and IVFF-WSM. The accuracy of IVFF-WASPAS is strengthening than WPM and WSM. The proposed method enables to reach the highest accuracy of assessment for utilizing the proposed approach for optimization of weighted AOs.

- All the existing AOs utilize different operations on BGs and NGs information, it is necessary to propose some neutral AOs about them due to that we are neutral in

| Methods                        | Score values | Order of option      |
|--------------------------------|--------------|----------------------|
| Peng and Yang (2016): IVPFWA   | 0.1838       | X₂ > X₁ > X₄ > X₃   |
| Peng and Yang (2016): IVPFWG   | 0.1404       | X₂ > X₁ > X₄ > X₃   |
| Garg (2017): IVPF-TOPSIS method| 0.0802       | X₃ > X₂ > X₄ > X₁   |
| Garg (2018): Improved score function | 0.2436 | X₁ > X₄ > X₂ > X₃ |
| Peng and Li (2019): IVPF-WDBA  | 0.1424       | X₂ > X₁ > X₄ > X₃   |
| Proposed: IVFF-WSM             | 0.1678       | X₁ > X₄ > X₂ > X₃   |
| Proposed: IVFF-WPM             | 0.1208       | X₁ > X₄ > X₂ > X₃   |
| Proposed: IVFF-WASPAS          | 0.1443       | X₁ > X₄ > X₂ > X₃   |
several issues and need to be treated fairly. Here, we have implemented combined IVFF-WSM and IVFF-WPM aggregation operators to get more reasonable outcomes.

- In [14], the discrimination is computed between the overall criterion degree of an option \( X_i \) and the IVFF-IS \( \vartheta^+ = \langle [1, 1], [0, 0] \rangle \) and the IVFF-AIS \( \vartheta^- = \langle [0, 0], [1, 1] \rangle \) to define the relative closeness index of each option on the given criteria. The IVFF-IS and IVFF-AIS may be considered as standards against which the performance of the options over the criteria is assessed. Mention that these standards are too impracticable to be accomplished in practice, whereas the IVFF-WASPAS approach assumes both concerns of attributes according to the utility degree evaluation, which holds more precise information compared with different extant models mostly considering the benefit or cost attribute. Therefore, the standards are found on IVFFWAO, IVFFWGO, and the proposed score function, which is more accurate in the sense that the expert knowledge not only about the IS and AIS performance of options over the criteria but also a relative comparison of the performances among them.

- When the number of attributes and options becomes very large, the IVFF-WASPAS approach has more operability than the IVPF-TOPSIS [14] and IVPF-WDBA [28]. In IVFF-WASPAS approach, there is no need to obtain the IVFF-IS and IVFF-AIS. The results can be obtained with the processing of realistic data, which allows IVFF-WASPAS approach to applying more complex and realistic MCDA problems.

### 7 Conclusions

The goal of this study is to introduce the notion of “Interval-Valued Fermatean Fuzzy Sets (IVFFSs)” which permits the decision-making expert to provide the BGs and NGs of a set of options in terms of the interval; therefore, the range of uncertain information they can portray is wider. Corresponding to the FFSs and interval-valued fuzzy sets, we have discussed the fundamental operational laws, score and accuracy functions for IVFFNs. Based on the operations of IVFFSs, the IVFFWAO and IVFFWGO have been investigated with their elegant postulates including idempotency, monotonicity, and boundedness. Next, we have established an extended WASPAS-based methodology by means of the proposed operators to solve MCDA problems from an interval-valued Fermatean fuzzy perspective. Finally, to demonstrate the effectiveness and applicability of the developed model, a case study of e-waste recycling partner assessment has been presented on IVFFSs. In addition, sensitivity investigation has been done to check the robustness of the obtained result. At last, we have conducted a comparison between the developed and some of the extant models, which demonstrates its applicability and advantages.

In future, we will develop some more aggregation operators for IVFFSs. At the same time, we will apply these operators for the introduction of new MCDA models and try to investigate several applications including game theory, cluster analysis, medical diagnosis, image processing and MCDA problems.
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