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Abstract—During the past few years, inverse problem formulations of ultrasound beamforming have attracted growing interest. They usually pose beamforming as a minimization problem of a fidelity term resulting from the measurement model plus a regularization term that enforces a certain class on the resulting image. Here, we take advantage of alternating direction method of multipliers to propose a flexible framework in which each term is optimized separately. Furthermore, the proposed beamforming formulation is extended to replace the regularization term with a denoising algorithm, based on the recent approaches called plug-and-play (PnP) and regularization by denoising (RED). Such regularizations are shown in this work to better preserve speckle texture, an important feature in ultrasound imaging, than sparsity-based approaches previously proposed in the literature. The efficiency of the proposed methods is evaluated on simulations, real phantoms, and in vivo data available from a plane-wave imaging challenge. Furthermore, a comprehensive comparison with existing ultrasound beamforming methods is also provided. These results show that the RED algorithm gives the best image quality in terms of contrast index while preserving the speckle statistics.

Index Terms—Beamforming, inverse problem, plug-and-play (PnP), regularization by denoising (RED), ultrasound imaging.

I. INTRODUCTION

MEDICAL ultrasound probe is made of several piezoelectric elements used for the transmission of noninvasive acoustic waves into the medium and also the reception of the backscattered signals. To insonify the medium with the desired wave, the excitation pulses of transducer elements as well as their firing times are adjusted in a process called transmit beamforming [1]. The backscattered echoes from each location of the medium are traced back in receive beamforming to reconstruct a spatial map of the tissue echogenicity [1].

Although receive beamforming is an ill-posed inverse problem, delay-and-sum (DAS) algorithm is commonly used for real-time ultrasound imaging in commercial scanners. DAS simply provides the backprojection solution of the inverse problem of beamforming [2]. Nevertheless, DAS uses a predefined apodization window for the entire image, which limits the resulting quality by the well-known tradeoff between the level of sidelobes and the width of the main lobe in the frequency domain. Adaptive beamforming methods have been developed to effectively determine the apodization weights based on the echo signals [3], [4], [5].

Inverse problem formulation of ultrasound beamforming is another alternative to DAS, in which a measurement model is considered for the synthesis of the desired image [6], [7], [8], [9], [10]. Linear models relate each sample of received channel data to pixels of the image to be recovered through a weighting matrix. While linear models are simple and provide a plausible approximation of the image under scrutiny, the weighting matrix is usually of size of several hundreds of thousands, which makes the model memory intensive. Despite its high dimension, the weighting matrix is usually sparse and thus easy to store. However, the high dimension of the inverse problem to be solved requires optimization algorithms and representations (e.g., operators) that do not include matrix inversion [8], [9], [10], [11].

Similar to most inverse problems in computational imaging, the existing inverse problem-based beamformers in ultrasound imaging use regularization functions derived from a priori statistics of the ultrasound image. The most used are Gaussian models, turning into an $\ell_2$-norm regularization term, or Laplacian promoting sparsity through the $\ell_1$-norm [8], [9], [10], [11], [12]. While the latter is well-adapted to reconstruct ultrasound images with high resolution and contrast, sparse solutions have shown a poor performance in preserving the speckle texture, which is an important feature for applications such as motion estimation and tissue classification.

As an alternative to standard regularization functions used to solve image reconstruction or restoration problems, an important class of methods has been proposed in the computational imaging literature [13], [14], [15], [16]. The main idea is to use denoising algorithms as regularizers. Specifically, Venkatakrishnan et al. [14] proposed an interesting idea termed plug-and-play (PnP) based on the alternating direction method of multipliers (ADMM), which allows decoupling of the measurement model and the regularization terms. It has been shown that the proximity operation related to the regularization
term can be replaced by an image denoising algorithm [14]. This idea has been increasingly applied to a number of applications [13], [15], [17], [18]. Nevertheless, the explicit objective function of PnP approach is unknown, and this issue strongly limits studying theoretical convergence properties and interpretations. New insights on characterization of proximity operator and the proof of convergence for the PnP algorithm under certain conditions have been presented in [19], [20], and [21].

Recently, Romano et al. [16] proposed a skillful way to plug-in denoising algorithms when solving imaging inverse problems called regularization by denoising (RED). The explicit regularizer of RED is designed to enforce the orthogonality of the image and what a denoiser removes from the image. It has been shown that for locally homogeneous denoisers, the gradient expression of regularizer can be easily found, and several iterative algorithms were proposed to find the optimal solution [16]. Reehorst and Schniter [22] shed more light on the RED algorithm and have shown that besides local homogeneity, the denoising algorithm must also be Jacobian symmetric in order to be explained by an explicit regularization term. Although RED works very well in practice, it has been shown that common denoisers lack Jacobian symmetry property. Therefore, in [22], RED has been explained in a novel framework called score matching by denoising (SMD).

Here, inspired by the success of PnP and RED algorithms in various medical imaging inverse problems [18], [23], [24], [25], we devise a general framework for the inverse problem of ultrasound beamforming based on the ADMM. We use a linear forward model for the image under scrutiny, and the basic solution is found by considering the ℓ1-norm regularizer that we will refer to henceforth as the ADMM solution. Moreover, the proposed framework is extended with both PnP and RED algorithms referred to henceforth as PnP and RED solutions, respectively. The performance evaluation is presented on simulations, real phantoms, and in vivo datasets available from the plane-wave imaging challenge in medical ultrasound (PIMCUS) [26]. Furthermore, a comprehensive comparison with other beamforming approaches is also provided. Our main contributions can be summarized as follows.

1) An inverse problem of ultrasound beamforming is formulated in a flexible framework based on ADMM.
2) For the first time, denoising-based regularization functions are applied to an ultrasound beamforming problem.
3) The solution of measurement model is obtained using numerical methods, which does not involve the intractable calculation of Hessian matrix.
4) Comprehensive experiments on different datasets are performed to evaluate the performance of the proposed method in terms of quantitative metrics and also in comparison with other approaches.

Furthermore, the source codes for MATLAB implementations of the proposed algorithms are publicly available in these links: https://github.com/Sobhan-Goudarzi/Denoising-Based-Ultrasound-Beamforming and code.sonography.ai.

A. Related Work

During the past few years, inverse problem formulations have attracted a growing interest in the field of medical ultrasound imaging. They have been used in different problems, such as deconvolution [27], [28], despeckling [29], [30], compressive sensing (CS) [31], [32], [33], [34], [35], and beamforming [8], [9], [10]. In particular, CS applications perhaps popularized the inverse problem-based approaches in ultrasound imaging. The CS reconstruction of radio frequency (RF) channel data was performed in [31]. Afterward, CS was applied on beamformed envelope data to reduce the size of stored data [32]. CS has also been used to reconstruct a high-quality ultrasound image by using a reduced number of transducer elements [33], [34] or sub-Nyquist sampled data [35]. Later, beamforming has been formulated as an inverse problem in order to improve the quality of ultrasound images. Szasz et al. [9] assumed a linear model between the RF channel data and the desired image. Each image depth was then reconstructed by solving a regularized inverse problem, with applications to both plane-wave imaging [36] and focused imaging [9]. This approach was further extended by adding more regularization terms and reconstructing all image depths concurrently [10]. Besson et al. [8] developed two matrix-free formulations to mitigate the memory and computational requirements of the inverse problem of ultrafast imaging.

Recently, deep learning has become another option for solving the ultrasound beamforming problem [37], [38], [39], [40], [41]. Deep models make ill-posed inverse problems tractable due to their great potential for approximating non-linear mapping functions between high-dimensional training pairs. Convolutional neural networks (CNNs) were adapted to estimate high-quality in-phase/quadrature (IQ) data from delayed RF data [42]. Generative adversarial networks (GANs) were used to mimic eigenspace-based minimum variance (EMV) beamforming [43]. The challenge on ultrasound beamforming with deep learning (CUBDL) was held in conjunction with the 2020 IEEE International Ultrasonics Symposium (IUS) [44]. In [45], deep learning was adapted to construct a general ultrasound beamformer and successfully taken apart in this challenge. This method was designed to mimic minimum variance (MV) beamforming using the MobileNetV2 network architecture and was ranked first in terms of image quality. Overall, considering the network size as well, it was jointly ranked first with another submission [46]. Recently, self-supervised learning [47] as well as complex CNNs [48] were adapted for plane-wave beamforming. Deep learning has also been used to reconstruct ultrasound images from subsampled data [49], [50].

II. INVERSE PROBLEM OF ULTRASOUND BEAMFORMING

The goal of ultrasound imaging is to form a high-quality spatial map of the medium echogenicity. To do so, L piezoelectric elements of an ultrasound probe transmit an acoustic wave into the medium, and the backscattered waves are collected with N crystal elements of the same probe. Depend-
ing on the imaging technique (e.g., line-per-line, plane-wave, or synthetic aperture imaging) and the probe type (e.g., linear, curvilinear, or phased array), this process may be repeated several times to form a single image. Fig. 1 shows an example for N-element linear probe, with a transducer pitch of p, in which the backscattered signals are recorded with a specific sampling frequency (f_s), and the beamforming grid is broken into certain numbers of pixels in the axial (i.e., the wave propagation direction) and lateral directions (z, x) with the pixel sizes of d_z = (c/2f_s) and d_x = p, respectively. The speed of sound in the medium is assumed constant and denoted by c. If the time offset following a transmit event equals zero, the actual time corresponding to the mth sample of recorded signals is \( t = (m-1)/f_s \), where \( m = \{1, 2, \ldots, M\} \).

During the reception, echoes from different pixels might simultaneously arrive at a transducer element and lead to a single output sample if and only if the sum of propagation times for transmitted wave reaching them (\( \tau_j \)) and getting back to that element (\( \tau_j \)) was the same. Considering digitization error, all pixels with respect to the following condition contribute to that sample of element’s output:

\[
| t - \tau_j | \leq \frac{1}{f_s}
\]

where \( \tau = \tau_j + \tau_j \) is the propagation delay of each pixel and depends on its location, the probe geometry, the type of transmitted ultrasound wave (e.g., focused, plane wave, or spherical wave), and assumed speed of sound. As shown in Fig. 1, (1) results in an elliptical region with varying weights. Therefore, each sample of the RF channel data can be linearly modeled as a combination of the pixels’ values in the desired image. The forward model can be written as follows:

\[
y = \Phi x + \nu
\]

where \( y, x \in \mathbb{R}^{MN} \) are the vectorized versions of prebeamformed data and desired image, respectively, \( \Phi \in \mathbb{R}^{MN \times MN} \) stands for the weighting matrix, and \( \nu \) is the electronic noise affecting the raw data which has been shown to be well-approximated by additive white Gaussian noise (AWGN) [51].

The way, used here, for designing matrix \( \Phi \) has been inspired by the work in [10]. This simple method is based on the assumption of linear propagation in the medium and does not incorporate the point spread function (PSF) of the probe. As shown in Fig. 1, each row of matrix \( \Phi \) includes the contributions of image pixels into a single sample of prebeamformed data. More specifically, the pixels are weighted using the following equation:

\[
\Phi(i, j) = \begin{cases} 
1 - \frac{|t_i - \tau_j|}{t_{\text{max}}}, & |t_i - \tau_j| \leq \frac{1}{f_s} \\
0, & |t_i - \tau_j| > \frac{1}{f_s}
\end{cases}
\]

where \( t_{\text{max}} \) is the maximum absolute difference between the actual time \( (t_i) \) corresponding to a sample of element’s output and the propagation delays \( \tau_j \) of pixels that contribute to that sample (i.e., only the ones with respect to the \( |t_i - \tau_j| \leq (1/f_s) \) condition). Matrix \( \Phi \) is highly sparse because only a small portion of pixels satisfy (1). Moreover, \( \Phi \) is data-independent and can be precalculated based on the known imaging settings. Finally, the matrix \( \Phi \) is multiplied with a reception apodization matrix, commonly used in DAS beamforming, in which the directionality of transducer elements is considered and the f-number is fixed for the entire image. It has to be emphasized that matrix \( \Phi \) does not necessarily need to be a square matrix because it can be defined for any grid partitioning not equal to prebeamformed data. Further explanations regarding the construction of matrix \( \Phi \) can be found in the Supplementary Material.

A popular approach, adopted here, to invert (2) and recover the beamformed image \( x \) is to use a variational approach [52], in which we pose and solve the following optimization problem:

\[
\hat{x} = \arg \min_x \frac{1}{2} \| y - \Phi x \|^2_2 + \mu \| x \|_1
\]

where the first term is the data loss that penalizes mismatch to the observed RF channel data and the second term is the regularization term that promotes the sparsity of beamformed image \( x \). Another way of thinking about this optimization problem is to use a Bayesian perspective in which (4) is equivalent to maximum a posteriori estimation of \( x \) with a zero-mean Laplacian prior. Interested readers about the probabilistic interpretation of regularization are referred to [53]. The constant hyperparameter \( \mu \) controls the contribution of the data fidelity and sparse regularization terms. Note that the choice of the \( \ell_1 \)-norm to promote sparsity has been extensively used in ultrasound image reconstruction [9], [10], [36]. However, other regularization have also been used, such as wavelet frames [8], \( \ell_2 \)-norm [9], and \( \ell_p \)-norms [12]. For simplicity, we focus here on \( \ell_1 \)-norm and extend it to newly proposed priors.

The objective function presented in (4) is convex, but the \( \ell_1 \) term is nondifferentiable and the problem does not have a closed-form solution. First-order proximal splitting algorithms [54] that operate individually on each term are well suited for this optimization. Here, ADMM is adopted to find the solution of (4), whose convergence has been proven for convex optimization problems [55].
Algorithm 1 Ultrasound Beamforming Using ADMM

1. **Input:** $\Phi$, $y$
2. **Set:** $\mu > 0$, $\beta > 0$, $u^0$, $v^0$, $\lambda^0$, $\epsilon$
3. **While** stopping criterion $> \epsilon$ **do**
   4. $u^{i+1} = \text{argmin}_{u} \frac{1}{2} \| y - \Phi u \|^2 + \mu \| u - v^i + \frac{\lambda^i}{\beta} \|^2$
   5. $v^{i+1} = \text{argmin}_{v} \mu \| v \|_1 + \frac{\beta}{2} \| u^{i+1} - v + \frac{\lambda^i}{\beta} \|^2$
   6. $\lambda^{i+1} = \lambda^i + \beta (u^{i+1} - v^{i+1})$
7. **End**

In the reminder of this section, details on solving (4) using ADMM are first outlined. Afterward, beamforming using the PnP algorithm is introduced in Section II-B. Finally, Section II-C describes how (4) is modified and solved based on the RED algorithm.

A. ADMM Solution

Split-variable ADMM is based on optimizing each term of the objective function separately, which is very useful in practice when a single optimization approach cannot be used for all terms [55]. To do so, the independent variable $x$ is split into two variables $u$ and $v$ with the constraint that $u = v$. Consequently, the new, but fully equivalent, form of (4) is as follows:

$$\hat{u}, \hat{v} = \text{argmin}_{(u,v)} \frac{1}{2} \| y - \Phi u \|^2 + \mu \| v \|_1, \quad \text{s.t.} \ u = v$$

where the corresponding unconstrained problem can be written using the augmented Lagrangian approach as follows:

$$\hat{u}, \hat{v}, \hat{\lambda} = \text{argmin}_{(u,v,\lambda)} \frac{1}{2} \| y - \Phi u \|^2 + \mu \| v \|_1 - \hat{\lambda}^T (u - v) + \frac{\beta}{2} \| u - v \|^2_2$$

where $\lambda \in \mathbb{R}^{MN}$ is the Lagrange multiplier and $\beta > 0$ is the weight of penalty term, which penalizes violation from the constraint.

The equivalent but more compact form of (6) is given as follows [56]:

$$\hat{u}, \hat{v}, \hat{\lambda} = \text{argmin}_{(u,v,\lambda)} \frac{1}{2} \| y - \Phi u \|^2 + \mu \| v \|_1 + \beta \| u - v \|^2_2$$

As mentioned before, ADMM separates the minimization of each term in (7) and finds its solution through an iterative process as summarized in Algorithm 1. After setting the hyperparameters $\mu$ and $\beta$, the iterative algorithm is initialized with arbitrary values for the new variables (i.e., $u$ and $v$) as well as the Lagrange multiplier ($\lambda$). In each iteration, the cost function presented in (7) is calculated, and once its relative error for two consecutive iterations becomes smaller than a small constant threshold $\epsilon$, the algorithm ends. The proposed ADMM solution includes two main steps as follows.

1) Beamforming Update: The first step corresponds to the minimization of least-squares term written in line 4 of Algorithm 1. The optimal solution to this cost function can be easily found by setting the gradient to zero, given that it is an unconstrained and differentiable convex problem. By doing so, the following closed-form solution is obtained:

$$u^{i+1} = (\Phi^T \Phi + \beta J)^{-1} (\Phi^T y + \beta v^i - \hat{\lambda}^i)$$

where $J$ is a matrix of ones with the same size as $\Phi^T \Phi$. This solution, however, involves large matrix inversion, which is intractable in practice because $\Phi^T \Phi$ is a square matrix of size several hundreds of thousands. $\Phi^T \Phi$ is not even a diagonal matrix nor one that can be diagonalizable through the Fourier transform. Therefore, numerical methods are used to solve this issue and find the solution to this step. Here, the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) solver\textsuperscript{1} is used to find the optimal solution. Limited-memory BFGS is a highly efficient quasi-Newton method for unconstrained optimization of differentiable real-valued high-dimensional functions, which achieves quadratic convergence for many problems [57].

2) Sparsity and Lagrange Multiplier Updates: Line 5 of Algorithm 1 corresponds to the optimization of sparsity constraint. It is commonly referred to as proximal mapping of the $\ell_1$-norm as follows [56]:

$$\text{prox}_{\rho/\|1\|/\beta} \left( u^{i+1} + \frac{\lambda^i}{\beta} \right) = \text{argmin} \nu \| v \|_1 + \frac{\beta}{2} \| u^{i+1} - v + \frac{\lambda^i}{\beta} \|^2_2$$

where the objective function is strictly convex, and its optimum solution can be found using shrinkage function [56], which operates as the soft-thresholding operator

$$v^{i+1} = \text{soft}_{\rho/\|1\|/\beta} \left( u^{i+1} + \frac{\lambda^i}{\beta} \right)$$

$$= \max \left[ \left| u^{i+1} + \frac{\lambda^i}{\beta} \right| - \frac{\rho}{\|1\|/\beta}, 0 \right] \text{sign} \left( u^{i+1} + \frac{\lambda^i}{\beta} \right)$$

Finally, the sixth line of Algorithm 1 entails updating the Lagrangian multiplier.

B. PnP Solution

Our primary motivation for using ADMM is to construct a flexible framework, which can be extended to PnP and RED algorithms. By closely looking at step 5 of Algorithm 1, it can be associated with a variational denoising problem in which $(u^{i+1} + (\lambda^i/\beta))$ is the observation and $v$ is the clean image to be estimated. Due to the modular structure of the ADMM, step 5 can be accomplished not only using the soft-thresholding function explained before, but any other approach, which removes the noise term of the observations, is also applicable. This point is the core idea of PnP approach [14] in which the choice of regularizer $\ell_1$-norm

\textsuperscript{1}MATLAB implementation is publicly available in this link: https://www.cs.ubc.ca/~schmidtm/Software/minFunc.html
in (4)) is replaced by the choice of any sophisticated denoising algorithm.

Motivated by the success and wide applications of nonlocal means (NLM) denoiser in ultrasound imaging [58], the shrinkage function is replaced here with the NLM algorithm, which is grounded in two reasons. First, NLM has a low number of hyperparameters that are easy to tune. Second, the noise type of ultrasound RF data is additive Gaussian mainly brought about by the sensor noise and the acquisition card [51]. Therefore, the Gaussian-weighted Euclidean distance can be reliably used within the NLM algorithm to assess the similarity between image patches.

Our PnP beamforming approach is summarized in Algorithm 2, in which the NLM denoiser, denoted by $\mathcal{F}$, is applied to the observation $(\mathbf{u}^{i+1} + (\lambda^i/\beta))$ in each iteration. Except for line 5, the rest of the algorithm is exactly the same as ADMM, while the hyperparameter $\mu$ does not exist anymore.

### C. RED Solution

The denoiser used in the PnP algorithm does not relate to an explicit regularizer, and as such, the loss function is not explicitly defined. Romano et al. [16] recently proposed another way, called RED, to exploit denoising algorithms for regularization in which an explicit regularizer is defined as follows:

$$\rho(\mathbf{x}) = \frac{1}{2} \mathbf{x}^T (\mathbf{x} - \mathcal{F}(\mathbf{x}))$$

(11)

where $\rho$ is designed to enforce the orthogonality of the image $\mathbf{x}$ and what a denoiser removes from the image $[\mathbf{x} - \mathcal{F}(\mathbf{x})]$. The main advantage of having an explicit regularizer in RED compared to PnP is that its theoretical convergence properties can be analyzed and different optimization algorithms can be used to solve the problem [22]. Furthermore, Romano et al. [16] showed numerical evidence that denoising algorithms are locally homogeneous under certain conditions, which helps to compute the gradient expression of regularizer $\rho_{\text{red}}(\cdot)$ as follows:

$$\nabla \rho(\mathbf{x}) = \mathbf{x} - \mathcal{F}(\mathbf{x}).$$

(12)

Here, the proposed ADMM framework for ultrasound beamforming is extended to the RED algorithm. To do so, the $\ell_1$-norm in (4) is substituted by $\rho$ in (11), and the resulting optimization problem is given as follows:

$$\mathbf{x}^* = \arg\min_{\mathbf{x}} \frac{1}{2} \| \mathbf{y} - \Phi \mathbf{x} \|_2^2 + \frac{\mu}{2} \mathbf{x}^T (\mathbf{x} - \mathcal{F}(\mathbf{x}))$$

(13)

where its iterative solution is summarized in Algorithm 3. The only difference compared to the original ADMM is the fifth line involving the new regularization term. Since $\rho$ is differentiable, the solution $\mathbf{v}^{i+1}$ must obey the fixed-point relationship

$$\nabla \rho_{\text{red}}(\mathbf{v}) - \beta \left( \mathbf{u}^{i+1} - \mathbf{v} + \frac{\lambda^i}{\beta} \right) = \beta \left( \mathbf{v}^{i+1} - \mathbf{v} + \frac{\lambda^i}{\beta} \right) = 0$$

(14)

where the solution $\mathbf{v}^{i+1}$ is a function of its denoised version $\mathcal{F}(\mathbf{v}^{i+1})$. Therefore, an approximation of $\mathbf{v}^{i+1}$ can be obtained by iterating

$$\mathbf{z}^k = \frac{\mu}{\mu + \beta} \mathcal{F}(\mathbf{z}^{k-1}) + \frac{\beta}{\mu + \beta} \mathbf{u}^{i+1} + \frac{1}{\mu + \beta} \lambda^i$$

(15)

over $k = 1, \ldots, K$ iterations with sufficiently large $K$. The previous value is used to initialize $\mathbf{z}$ (i.e., $\mathbf{z}^0 = \mathbf{v}^1$). Similar to the PnP approach, NLM denoiser is used in the RED algorithm proposed in this work for ultrasound imaging.

### III. EXPERIMENTS

The experimental part is designed to provide a clear understanding of the advantages as well as the limitations of the proposed method. In this section, first, details regarding datasets on which the proposed method is evaluated and compared with other approaches are explained. Then, different criteria used for quantitative evaluation of results are introduced.

#### A. Datasets

The performance evaluation is performed on publicly available PICMUS$^2$ benchmark datasets [26]. It includes simulations, real phantoms, and in vivo datasets that are specifically designed for the assessment of ultrasound beamforming algorithms. This helps to have a fair comparison with other approaches and facilitates future investigations. In short, each image of the dataset is reported as follows.

1) **Simulation Resolution (SR):** The image contains point targets distributed horizontally and vertically against an anechoic background designed to assess the spatial resolution.

2) **Simulation Contrast (SC):** The image contains anechoic cysts distributed horizontally and vertically against fully developed speckle background designed to assess the contrast.

$^2$The datasets are publicly available at PICMUS website: https://www.creatis.insa-lyon.fr/Challenge/IEEE IUS 2016/
3) **Experimental Resolution (ER):** The image was collected from a CIRS Phantom (Model 040GSE) corresponding to the regions containing wire targets over speckle background to assess the spatial resolution.

4) **Experimental Contrast (EC):** This image was also collected from the same phantom as ER but in the regions containing anechoic cysts over speckle background to assess the contrast.

The in vivo images were collected from the carotid artery of a volunteer, which includes cross-sectional [denoted by carotid cross (CC)] and longitudinal views [denoted by carotid longitudinal (CL)]. More details regarding simulation and imaging settings of PICMUS datasets can be found in [26].

### B. Evaluation Metrics

The reconstructed images using different beamforming methods are evaluated and compared in terms of resolution and contrast that are the main specialized ultrasound assessment indexes. Moreover, the performance of our method in preserving the speckle quality is also investigated.

Full-width at half-maximum (FWHM), calculated in the axial as well as lateral directions, is used for resolution assessment. As for the contrast index, a contrast-to-noise ratio (CNR) is defined as follows:

\[
\text{CNR} = 20\log_{10}\left(\frac{|\mu_{\text{ROI}} - \mu_{\text{B}}|}{\sqrt{(\sigma^2_{\text{ROI}} + \sigma^2_{\text{B}})/2}}\right)
\]

where \(\sigma\) and \(\mu\) denote the standard deviation and the mean parameters, respectively. Subscripts \(\_\text{ROI}\) and \(\_\text{B}\) refer to the region of interest and the background, respectively.

Besides CNR, generalized CNR (gCNR) [59] is another contrast metric, which has been shown to be robust against dynamic range alterations, and is calculated as follows:

\[
g\text{CNR} = 1 - \int_{-\infty}^{\infty} \min[p_{\text{ROI}}(x), p_{\text{B}}(x)]dx
\]

where \(p\) refers to the histograms of pixels in each region. gCNR quantifies the overlap between the distributions of pixels’ intensities in two regions regardless of dynamic range transformations. Lower distributions overlap leads to higher gCNR values, and it is equal to the maximum value of 1 if the two distributions are disjoint [59], [60].

In ultrasound imaging, speckle is an important feature, and as such, it is crucial to preserve it during reconstruction. For the fully developed speckle regions, the intensity of resulting envelope image follows a Rayleigh distribution. Here, a Kolmogorov–Smirnov (KS) test, designed by PICMUS organizers, is used to verify whether the data follow a Rayleigh distribution. The reconstructed images using different beamforming methods are also compared in terms of the reconstruction time. Finally, the sensitivity of the proposed methods to parameter selection and algorithm initialization is also analyzed.

Hereafter, the Hanning apodization window with \(f\)-number equal to 0.5 is always considered as reception apodization matrix in our method, DAS, and other methods on top of DAS (except for in vivo datasets for which the Tukey (tapered cosine) window with constant parameter of 0.25 and \(f\)-number equal to 1.75 is considered). The search and comparison window sizes of NLM denoiser are set to 21 and 5, respectively. The reliable built-in MATLAB implementation of NLM is used, in which the standard deviation of noise estimated from the image is used as degree of smoothing. This helps to have adaptive denoising with less parameters. Details regarding the method used for the estimation of noise variance can be found in [65]. The threshold for stopping criterion is set to \(\epsilon = 10^{-3}\). The initial values equal to zero are selected for all iterative algorithms. The hyperparameters of each method are tuned independently to get the best results. Quantitative indexes are separately calculated for each cyst region or point target in the image, and the average values are reported.

### IV. RESULTS

This section is dedicated to the performance evaluation of proposed ADMM, PnP, and RED approaches. The images, introduced in Section III-A, are reconstructed by solving the inverse problem of beamforming using Algorithms 1–3. Furthermore, the advantages of our methods are demonstrated in comparison with other approaches for solving the problem of ultrasound beamforming. Among the time-domain approaches, the classical DAS, EMV [61], and phase coherence factor (PCF) [62] are selected for the sake of comparison. The results of Fourier domain technique based on Stolt’s migration [63] and ultrasound Fourier slice beamforming (UFSB) [64] are also included. The comparison is completed by incorporating the results of our deep learning method, referred to as MNV2 [45], which was ranked first, in terms of image quality, in the CUBDL challenge 2020 [44]. Moreover, the beamforming methods are also compared in terms of the reconstruction time. Finally, the sensitivity of the proposed methods to parameter selection and algorithm initialization is also analyzed.

| index | FWHM | FWHM | FWHM | FWHM | KS | gCNR | KS | gCNR | KS |
|-------|------|------|------|------|----|------|----|------|----|
| DAS   | 0.4  | 0.47 | 0.48 | 0.8  | 10.25 | 0.89 | 8.8  | 0.87 |
| DAS_CPWC | 0.4  | 0.4  | 0.49 | 0.55 | 17.53 | 0.99 | 13.25 | 0.97 |
| ADMM  | 0.38 | 0.39 | 0.47 | 0.74 | 9.01  | 0.88 | 6.85  | 0.72 |
| PnP   | 0.29 | 0.43 | 0.48 | 0.75 | 14.87 | 0.93 | 16.45 | 0.99 |
| RED   | 0.37 | 0.46 | 0.48 | 0.76 | 15.48 | 0.94 | 14.7  | 0.98 |
| RED_CPWC | 0.36 | 0.26 | 0.46 | 0.36 | 18.1  | 1    | 15.1  | 1   |

**TABLE I**

**QUANTITATIVE RESULTS IN TERMS OF RESOLUTION AND CONTRAST INDEXES FOR SIMULATION AND REAL PHANTOM EXPERIMENTS.** The KS columns indicate whether the method preserves speckle texture or not, which are indicated by 3 and 7 marks, respectively.
substantially improve the contrast and perfectly suppress the sidelobe artifacts similar to DAS\_CPWC, which averages the DAS results over 75 angles. The ADMM approach fails the KS test due to the soft-thresholding operator, while PnP as well as RED algorithms replace it with denoising and preserve the speckle statistics.

To apply the proposed approaches on different insonification angles, the process is given as follows. First, the matrix $\Phi$ is independently calculated for each of the transmitting angles, given that the traveling time of the tilted plane wave to the scatterers is different. Then, the proposed algorithms are independently performed for each angle. Finally, the resulting RF data (before envelope detection) are averaged to coherently compound all plane waves. Since the procedure is exactly the same for ADMM, PnP, and RED algorithms, we only present the results of RED algorithm, on 75 insonification angles, in order to keep the paper concise. The RED\_CPWC results confirm that the method is extensible to different angles, and CPWC improves the results compared to a single $0^\circ$ insonification.

The proposed methods marginally improve the resolution compared to DAS. This result is expected because the focus of ADMM, PnP, and RED algorithms is on the regularization term, which mainly affects the contrasts of results. The resolution, however, is rooted in the measurement model and mainly depends on the matrix $\Phi$. Nevertheless, the visual inspection of SR image reveals that the PnP method makes the point targets blurry due to the averaging of image patches in the NLM denoiser. The RED algorithm does not suffer from this problem since the denoiser is used to define an explicit regularizer rather than directly applying on the image.

2) In Vivo Data: Fig. 3 shows the cross-sectional and longitudinal views from the carotid artery. The visual comparison of different approaches confirms that the clutter artifacts caused by diffuse reverberation from shallow layers are suppressed by proposed algorithms, and dark images of the artery are reconstructed in both views (pointed out by red arrows).

B. Comparison With Existing Beamformers

Fig. 4 shows the results of existing state of the art beamforming methods with the quantitative results reported in Table I. Overall, it can be verified that the EMV beamformer is of the highest axial resolution among all approaches, including ours. However, the proposed RED algorithm is the best in terms of contrast. Another advantage of RED is that similar
contrast indexes are achieved for both simulation and experimental phantoms. However, the EMV performance noticeably drops in real experiments compared to simulation. This difference is mainly brought about by the selection of eigenvectors of the covariance matrix used for making the signal subspace. More specifically, the SR data include anechoic background from which the point targets can be recovered by only using the principal eigenvectors. However, the reconstruction of ER image requires considering all eigenvectors in order not to lose the speckle texture, which makes the results of EMV exactly the same as MV. This difference is also visible in contrast because experimental data contain an additional
noise by reducing the quality of the estimated covariance matrix.

In terms of computational time, Fourier domain beamforming techniques are the fastest options, and the iterative approaches are the slowest ones. Here, we compare the reconstruction time of different algorithms for the EC experiment. Stolt’s migration and USFB approaches take 100 ms and 2.92 s, respectively. Among the time-domain approaches, DAS and PCF have a similar speed and take 1.6 s to reconstruct the image. The EMV method is much slower as it needs 8 min to form the image mainly due to the covariance matrix estimation and its decomposition. MNV2 is the optimized version of MV, which reduces the time to 40.2 s. The proposed ADMM, PnP, and RED approaches are even slower than EMV mainly due to the numerical optimization method used for optimizing the measurement loss and avoiding intractable matrix inversion. Although all the proposed approaches converge in less than 15 iterations, the required time is around 20 min because each iteration contains an inner iterative algorithm (BFGS). It has to be mentioned that all these numbers are straightforward MATLAB implementations without any runtime optimization.

C. Sensitivity Analysis

As mentioned in Algorithms 1–3, initial values must be set for new variables (i.e., \( u \) and \( v \)) and the Lagrange multiplier (\( \lambda \)). Moreover, the hyperparameters \( \mu \) and \( \beta \), which, respectively, determine the coefficient of regularizer and penalty term, should be specified.

Fortunately, whatever initialization for new variables and the Lagrange multiplier do not change the final solution since (4) is convex and does not have any local minimum. However, the number of iterations required for convergence might alter if outlying values are selected. Here, the initial points are always set to zero.

As for the hyperparameters, a large \( \beta \) (equal to 1000) is set in order to perfectly accomplish the equality constraints of new variables [see (5)] and converge toward equal values for \( u \) and \( v \). While the regularizer coefficient \( \mu \) is not used within PnP, it specifies the threshold of (10) in the ADMM algorithm. Large \( \mu \) makes the ADMM results too dark since it wipes out the speckle texture, while small \( \mu \) causes a poor contrast. In the RED approach, \( \mu \) must be set to high values (between 1000 and 5000) as the denoiser residual \([ x - F(x) ]\) is of a negligible amplitude. RED has also an extra parameter \( K \), which specifies the number of iterations in (15). Although sufficiently large \( K \) is required for the exact RED algorithm, our investigations demonstrate that many inner iterations are unnecessary and \( K = 1 \) is enough to get proper results. This behavior has also been reported in [22].

V. DISCUSSION

The efficacy of inverse problem formulation of ultrasound beamforming has already been shown in several studies [8], [9], [10], [36]. The main issue, however, is the loss of speckle texture in the proximal mapping step. The proposed RED algorithm is a reliable solution to this problem. The RED approach not only takes advantage of denoising for image reconstruction but also explicitly minimizes a well-defined regularizer. RED’s ability to preserve the speckle information is of crucial significance in image computing applications such as quantitative ultrasound and speckle tracking.

Once the medium is insonified, the spherical waves get backscattered toward the probe elements. Signals originating from pixels located in shallow regions are recorded by a small subset of elements close to the pixel location, while the backscattered signals originating from the subordinate pixels are properly recorded by most of the elements. This is why matrix \( \Phi \) is multiplied with a reception apodization matrix to keep the \( f \)-number fixed for the entire image depths. Therefore, the anechoic cysts of shallow regions are reconstructed with a small part of probe elements, which causes a lower contrast and brings some artifacts, as seen in the results of SC datasets. Nevertheless, those artifacts disappear as the result of CPWC where more data are available.

The modular property of ADMM helped us design a single framework for three different approaches to solving the inverse problem of ultrasound beamforming. Besides changing the prior term, ADMM provided the possibility of optimizing the measurement loss using limited-memory BFGS in which the Hessian matrix is approximated. This property is essential in our case in which the calculation of Hessian is intractable due to the large size of matrix \( \Phi \).

Although we have only presented the results for NLM denoiser, another important advantage of the proposed PnP and RED approaches is to open a way to incorporate any denoiser algorithm in the inverse problem of beamforming, which is our plan for future work. This point is worth noting because the range of denoiser options is much larger than the choice of regularization functions.

Although using the noise standard deviation, estimated from the image, as degree of smoothing helps to have adaptive denoising with less parameters, it may cause loss of structural details in the low-quality regions of the image. As seen in the top regions of the in vivo datasets as well as the top and left edges of the EC dataset, the image quality is low and the noise standard deviation is overestimated in those regions, which results in stronger smoothing and removes some structural details. This point is unavoidable unless the degree of smoothing is controlled manually or a better noise variance estimation algorithm is adopted. The latter represents an interesting avenue for future work.

Achieving the same contrast as CPWC can be considered as a step toward eliminating the necessity of transmitting several plane waves with different angles. However, the improvement in resolution is minor and we still need to extend the measurement model and the way matrix \( \Phi \) is defined, which is the subject of our future research.

Our formulation can be applied to other imaging techniques (such as focused and synthetic aperture imaging) or even other types of ultrasound transducer (such as convex and phased array). Here, we only consider reporting the results on the benchmark PICMUS dataset since it is available online, which makes the comparison with previous approaches easier. It also facilitates reimplementing the methods and verifying the results.
VI. CONCLUSION

Denoising algorithms have been recently adopted in solving the inverse problem of imaging. Here, we proposed a novel framework for incorporating denoisers in medical ultrasound beamforming. Our framework is based on the ADMM in which a linear forward model is used for the image under scrutiny, and three solutions are found by considering Laplacian, PnP, and RED priors. The results show that the proposed RED approach gives the best image quality with high contrast, while the speckle information is also preserved.
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