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Abstract In this study, we show that limitations in the representation of land cover and vegetation seasonality in the European Centre for Medium-Range Weather Forecasting (ECMWF) model are partially responsible for large biases (up to \( \pm 10^\circ \text{C} \), either positive or negative depending on the region) on the simulated daily maximum land surface temperature (LST) with respect to satellite Earth Observations (EOs) products from the Land Surface Analysis Satellite Application Facility. The error patterns were coherent in offline land-surface and coupled land-atmosphere simulations, and in ECMWF’s latest generation reanalysis (ERA5). Subsequently, we updated the ECMWF model’s land cover characterization leveraging on state-of-the-art EOs—the European Space Agency Climate Change Initiative land cover data set and the Copernicus Global Land Services leaf area index. Additionally, we tested a clumping parameterization, introducing seasonality to the effective low vegetation coverage. The updates reduced the overall daily maximum LST bias and unbiased root-mean-squared errors. In contrast, the implemented updates had a neutral impact on daily minimum LST. Our results also highlighted the complex regional heterogeneities in the atmospheric sensitivity to land cover and vegetation changes, particularly with issues emerging over eastern Brazil and northeastern Asia. These issues called for a re-calibration of model parameters (e.g., minimum stomatal resistance, roughness length, rooting depth), along with a revision of several model assumptions (e.g., snow shading by high vegetation).

1. Introduction

The land surface plays an important role in the Earth climate system, controlling the energy, water and carbon storage, and fluxes over a wide range of temporal and spatial scales (Bonacci, 2008; Pitman et al., 2009; Seneviratne et al., 2010). Correspondingly, land surface models (LSMs) are an essential part of numerical weather prediction (NWP) and climate models (Delworth & Manaba, 1993; Dirmeyer, 2003; Koster et al., 2004; Shukla & Mintz, 1982). Over the past few years, sensitivity studies have highlighted the importance of an accurate description of land surface processes for the realistic simulation of multiple relevant atmospheric climate variables, such as temperature, wind, and precipitation (Beljaars et al., 1996; Hurk et al., 2010; Koster et al., 2004; Wang & Kumar, 1998). However, state-of-the-art LSMS are still not able to accurately represent the full range of relevant processes affecting the land surface, resulting in well-known uncertainties in the partitioning of surface turbulent heat fluxes, and in water and carbon storage, flow, and exchanges (Best et al., 2015; Gevaert et al., 2018; Nogueira, Albergel, et al., 2020; Orth et al., 2017; Trigo et al., 2015).

Significant efforts have been devoted to enhancing the representation of the different components in LSMS through the integration of Earth Observations (EOs). The most straightforward way to achieve such an integration involves verification and optimization methods that improve parameterization schemes to reduce model-data discrepancies at the surface. For example, EO has been used to calibrate model parameters representing relevant land surface properties, such as land cover fraction or soil properties (e.g., Balsamo et al., 2018; Johannsen et al., 2019; Nogueira, Albergel, et al., 2020; Orth et al., 2017; Trigo et al., 2015). Remote sensing observations are particularly useful in this context, given their ability to provide estimates
for multiple land surface variables with high spatial resolution and coverage. Data assimilation techniques provide an alternative path to improve the forecasting accuracy at short to sub-seasonal scales (e.g., Albergel et al., 2019; Boussetta et al., 2015; de Rosnay et al., 2013; Ghent et al., 2010; Massari et al., 2018; Pipunic et al., 2008; Schlosser & Dirmeyer, 2001).

The recent work by Johannsen et al. (2019) (henceforth JO19) and Nogueira, Albergel, et al. (2020) (henceforth NO20) provides good examples of LSM validation and development leveraging on the last generation EO products. These studies showed that the European Centre for Medium-Range Weather Forecasting (ECMWF) LSM, that is, Carbon Hydrology Tiled ECMWF Scheme for Surface Exchanges over Land (CHTESSEL), Balsamo et al., 2009; Boussetta, Balsamo, Beljaars, Panareda, et al., 2013; Dutra et al., 2010; van den Hurk et al., 2000, misrepresents vegetation coverage and its seasonality over Iberia with respect to the Copernicus Global Land Service (CGLS) leaf area index (LAI) and fraction of green vegetation coverage. This was shown to result in large systematic errors in daily maximum land surface temperature (LST), reaching magnitudes around 10°C when compared against the LST products from Satellite Application Facility on Land Surface Analysis (LSA-SAF). Additionally, JO19 and NO20 showed that the misrepresentation of vegetation coverage over Iberia and the resulting systematic errors in daily maximum LST were also present in the fifth (and latest) generation ECMWF reanalysis (ERA5). More generally, the importance of the representation of Land Use and Land Cover (LULC) changes in climate models has been addressed by several previous research efforts. For example, the LUCID (Land-Use and Climate, Identification of Robust Impacts) model intercomparison project reported a cooling effect over North America and Eurasia in general circulation models (GCMs) associated with LULC changes of similar magnitude to the warming induced by greenhouse gas emissions since the preindustrial period (de Noblet-Ducoudré et al., 2012). The results from LUCID also evidenced significant uncertainties in land-use change impacts amongst the different GCMs, particularly for the simulated regional response (de Noblet-Ducoudré et al., 2012; Kumar et al., 2013; Pitman et al., 2009). The errors in the models’ representation of the LULC effects on the lower troposphere have also been shown to limit the progress in weather and climate predictability (Guo et al., 2011, 2012; Orth et al., 2016), and in the accurate representation of extreme events (Hauser et al., 2016; Miralles et al., 2019; Nogueira & Soares, 2019; Nogueira, Lima, & Soares, 2020; Rasmijn et al., 2018; Stegehuis et al., 2015).

In the standard CHTESSEL formulation, the vegetation cover is derived from the Global Land Cover Characteristics data set (GLCC, Loveland et al., 2000), which does not benefit from the developments of vegetation data sets during the past 20 years. NO20 proposed an updated vegetation characterization for CHTESSEL, including a revision of the land cover (vegetation types and fractional coverage), based on the European Space Agency Climate Change Initiative (ESA-CCI) data set (Defourny et al., 2014), and a monthly LAI climatology based on the CGLS data set (Verger et al., 2014), implemented along with a clumping parameterization to introduce the effect of vegetation seasonality. This package resulted in an improved characterization of vegetation patterns and seasonality compared to the CHTESSEL standard formulation. The NO20 updates resulted in large changes to the patterns of high and low vegetation fractions, which affect the regional vegetation density, surface roughness length for momentum and heat, and rooting depth, amongst others. In turn, these changes had important impacts on the simulated partitioning of latent and sensible heat fluxes during summer, resulting in a large reduction of daily maximum LST errors. However, NO20 results were based only on uncoupled land surface simulations (without atmospheric feedbacks) and limited to the Iberian Peninsula.

The present study applied the updates to CHTESSEL vegetation by NO20 to the full globe. It was hypothesized that the better characterization of global LULC patterns may result in an overall improvement of the simulated LST. These potential improvements can have important implications for ECMWF weather forecasts and reanalysis products. This hypothesis was explored by extending the assessment of the LST simulated by offline CHTESSEL simulations to the full Meteosat Second Generation (MSG) disc, for which the LSA-SAF LST product was available. Additionally, LST error assessment was extended to ERA5 and to coupled land-atmosphere simulations generated using the ECMWF Integrated Forecast Systems (IFS), using CHTESSEL as LSM. Subsequently, the impact of the implemented updates on the simulated LST was assessed in uncoupled CHTESSEL and coupled IFS simulations. Additionally, a global sensitivity analysis was performed to evaluate the influence of the vegetation cover updates on the atmospheric temperature,
wind, and humidity simulated by IFS, considering ERA5 as a baseline. Furthermore, the impact on simulated surface latent and sensible heat fluxes was evaluated over 51 FLUXNET locations.

The present manuscript is organized as follows. Section 2 presents data and methods used in this study. Section 3 includes the evaluation of LST and surface latent and sensible heat fluxes simulated by CHTESSEL, respectively, against the LSA-SAF product and FLUXNET in situ observations (Pastorello et al., 2020). The added value of the updated vegetation formulation proposed in NO20 for the global simulations is also assessed in Section 3, along with an analysis of the impacts of the vegetation update on different surface and tropospheric variables, thus evaluating potential gains in coupled land-atmosphere simulations. The results are summarized and discussed in Section 4.

2. Data and Methods

2.1. EO and Reanalysis Products

ESA-CCI provides consistent maps of land cover, based on the 22 classes from the land cover classification system developed by the United Nations Food and Agriculture Organization. They are derived by combining remotely sensed surface reflectance and in situ observations (Defourny et al., 2014). This data set was available at 300 m spatial resolution, on an annual basis, from 1992 to 2015 from ESA-CCI; the years 2016–2018 were delivered by the Copernicus Climate Change Service (C3S). A constant land cover taking 2010 data was chosen, as the effects of land cover evolution are beyond the scope of this study. The LAI estimates were obtained from CGLS at 1 km resolution covering the entire globe. The product is derived from the SPOT-VEGETATION and PROBA-V satellite observations using the algorithm described by Verger et al. (2014).

The LSA-SAF LST estimates were available every 15 min since 2004 to present over land pixels within the MSG disk, comprising satellite zenith view angles between 0° and 80°, with a 3 km resolution at the nadir. They are derived from the outgoing thermal infrared radiation (TIR) measured at top-of-atmosphere by the Spinning Enhanced Visible and InfraRed Imager, employing a generalized “split-window” technique (Freitas et al., 2010). The TIR spectral band (8–13 µm) was particularly appropriate as it presents relatively weak atmospheric attenuation under clear sky conditions and includes the peak of the Earth's spectral radiance (Ermida et al., 2019; Li et al., 2013). On the negative side, LSA-SAF LST estimates derived from TIR were mostly limited to clear-sky observations, which poses a significant limitation to their coverage (e.g., Ermida et al., 2019; Li et al., 2013; Trigo et al., 2011). In this study, we opted to use LST from a single sensor/geostationary platform, ensuring as much as possible that the satellite LST product was of homogeneous quality over the period and area of study.

ERA5 reanalysis is based on IFS (cycle Cy41r2) and uses CHTESSEL as LSM (Hersbach et al., 2020). It assimilates a large number of observations, including surface pressure, soil moisture, near-surface temperature and humidity over land, near-surface wind over oceans, and upper-air wind, temperature and humidity. But it does not assimilate LST, which is relevant to the analysis presented in Section 3. ERA5 provided the global forcing fields, with 31 km horizontal resolution and hourly timestep, for the offline CHTESSEL experiments, along with the initial, and boundary conditions for the coupled atmosphere simulations. Additionally, the upper atmospheric fields in the coupled simulations were nudged (relaxed) toward ERA5 value (see Section 2.2.3 for details). Total cloud cover, LST and air temperature fields at different vertical levels were also extracted from the ERA5 data set, providing a baseline to our simulation experiments. Recent works have demonstrated the overall better accuracy of ERA5 compared to previous reanalyses in representing a wide variety of relevant climate variables, including rainfall, wind, radiation, LST, surface turbulent fluxes, and near-surface air temperature (e.g., Beck et al., 2019; Hersbach et al., 2020; JO19; Martens et al., 2020; Nogueira, 2020; Rivas & Stoffelen, 2019; Urraca et al., 2018).

2.2. Description of IFS and CHTESSEL

IFS is the spectral NWP model developed at ECMWF in cooperation with Météo-France. It is the cornerstone for the ECMWF’s operational weather forecasts and reanalysis products, including ERA5. IFS includes a set of physical sub-models of the atmosphere, sea-ice, ocean, land surface and ocean-waves, as well
as the infrastructure required to perform data assimilation and ensemble forecasts. The IFS integrations presented here used the release Cy46r1, which was the operational model cycle at ECMWF between June 2019 and June 2020; a detailed technical and scientific documentation can be found in ECMWF (2019).

CHTESSEL computes the land surface response to atmospheric forcing, estimating the surface energy and water fluxes, as well as the evolution of soil temperature, moisture, and snowpack. The surface-atmosphere exchanges take place in a surface skin layer separating the sub-soil from the lower troposphere. The skin layer has no heat capacity, and its temperature is used to compute the upwelling longwave radiation, making it directly comparable with LST. Each grid-box can represent different types of land cover using multiple tiles, including bare ground, dominant high vegetation type, dominant low vegetation type, intercepted water (on the canopy), and shaded and exposed snow. The CHTESSEL LST considered in the present study corresponded to the area-weighted average LST over all tiles for each grid-point. A detailed description of the model can be found in chapter 8 of ECMWF (2019) along with a schematic representation of the model structure (ibid. Figure 8.1).

### 2.2.1. Updated Land Cover and Vegetation

The vegetation coverage in CHTESSEL is represented in terms of land cover types (see Table S1), which can be grouped into high vegetation (trees and forests) and low vegetation (grass, shrubs, crops, deserts, and tundra). This information is provided to the model as two-dimensional static input fields with the fractions of low and high vegetation (respectively, \( CV_l \) and \( CV_h \), ranging between 0 and 1), the dominant vegetation type (\( TV_l \) and \( TV_h \) for the low, and high vegetation fractions, respectively), and the vegetation density parameters for low and high vegetation (respectively, \( cveg_l \) and \( cveg_h \), ranging between 0 and 1). The effective fractions of low and high vegetation are given, respectively, by:

\[
C_l = CV_l \times cveg_l \\
C_h = CV_h \times cveg_h
\]

and the effective grid-box total vegetation coverage is given by \( C_l + C_h \).

In the original CHTESSEL formulation, the vegetation types and fractions are derived from the GLCC data set (Loveland et al., 2000), while the vegetation density parameters for low and high vegetation are obtained from lookup tables as a function of the respective dominant vegetation type. In this study, the representation of vegetation coverage in CHTESSEL was revised following the procedure proposed by NO20, extending its application to the full globe. This included updating the high and low vegetation fractions and types for all global land grid-points using information derived from the ESA-CCI land cover data set. First, two-dimensional distributions of the fraction of each of the 22 land cover classes in ESA-CCI were generated by spatial aggregation of the original 300 m data to the model resolution. The spatial aggregation was performed by counting the number of 300 m pixels of each class occurring within each model grid-cell. The derived fractional classes were then converted to the CHTESSEL land cover classes using a cross-walking table adapted from Foulter et al. (2015), from which revised \( CV_l \), \( CV_h \), and \( TV_l \), \( TV_h \) distributions were obtained (see NO20 for a more detailed description). Updating the vegetation fractions and types impacted several model parameters that modulate land-atmosphere interactions, including the roughness lengths for momentum and heat (\( z0_m \) and \( z0_h \)), vegetation density (\( cveg \)), and minimum stomatal resistance (\( rsmin \)). This is because, for each tile in each grid-point, these parameters are prescribed in the CHTESSEL model using a lookup table for each vegetation type (cf. Table S1). The roughness lengths enter the calculation of the turbulent exchange coefficients. Following Jarvis (1976), the canopy resistance is a function of the \( rsmin \) normalized by the LAI (\( rsmin/LAI \), see Equation 8.9 in ECMWF, 2019). In favorable atmospheric and soil moisture conditions, the \( rsmin/LAI \) ratio provides the minimum canopy resistance for evaporation, which adds to the aerodynamic resistance. CHTESSEL computes the surface energy balance for each tile independently. The turbulent fluxes are then aggregated, weighted by tile fraction, for the coupling with the atmosphere.

The LAI in the standard CHTESSEL formulation is obtained from a monthly climatology computed using the 2000–2008 period from the Moderate Resolution Imaging Spectroradiometer (MODIS). To be used in CHTESSEL, the total MODIS LAI was rescaled into high and low vegetation components with a static LAI data set previously used in the ECMWF system as described in Boussetta, Balsamo, Beljaars, Kral, and Jarlan (2013).
Here the LAI was revised processing the 10-daily CGLS LAI version 2 following NO20. To this end, a mean monthly CGLS LAI climatology was computed for each calendar month from the 1999–2018 period at 1 km resolution. The total LAI climatology at 1 km was then disaggregated to high- and low-vegetation LAI at the model resolution by averaging the LAI at 1 km in the pixels identified as dominant high or low vegetation. For this identification, the ESA-CCI land cover was used by generating the land-cover map at the 1 km resolution from the original 300 m. To generate a spatially consistent data set for high and low LAI, model grid points without any dominant type were filled with the total LAI.

The snow-free albedo in CHTESSEL is prescribed as a monthly climatology derived from MODIS. Therefore, despite the changes in land cover and LAI, all simulations share the same surface albedo in regions without seasonal snow cover. When snow is present, the grid-box surface albedo (\(\alpha\)) is a weighted average on snow cover fraction (\(f_{sn}\)) between the snow-free (\(\alpha_{sf}\)) and the snow albedo (\(\alpha_{sn}\)).

\[
\alpha = f_{sn}\alpha_{sn} + (1 - f_{sn})\alpha_{sf}
\]  

In turn, \(\alpha_{sn}\) is computed as a weighted average on effective grid-box high vegetation coverage between the exposed snow albedo (snow over bare ground and low vegetation, \(\alpha_{esn}\)) and shaded snow albedo (snow under high vegetation, \(\alpha_{ssn}\)).

\[
\alpha_{sn} = (1 - C_h)\alpha_{esn} + C_h\alpha_{ssn}
\]

The exposed snow albedo has a prognostic evolution depending on snow age varying between 0.85 for fresh snow and 0.5 for old snow. The shaded snow albedo is a function of vegetation type varying between 0.27 for evergreen needleleaf trees to 0.33 for deciduous needleleaf trees (Dutra et al., 2010). Snow-covered regions with high vegetation have a lower albedo due to the exposed snow-free canopy (ranging between 0.27 and 0.33) when compared with exposed snow (ranging between 0.5 and 0.85). Therefore, a reduction of high vegetation cover in snow-covered areas will cause a surface albedo increase (see Figure 1a for the changes in high vegetation cover between ESA-CCI and the default IFS land cover). Moreover, if snow is present, changes in the dominant type of high vegetation will also impact surface albedo.

### 2.2.2. Simulation Experiments

In the present study, six different experiments were considered to investigate the sensitivity of different variables to the model representation of the vegetation cover over the full globe—see Table 1 for a summarized description of the different experiments.

In the first experiment, denoted _CTR, the standard representation of the vegetation cover in CHTESSEL was considered. In the second experiment, denoted _CCI, the vegetation fractions and types were revised based on ESA-CCI land-cover data set, as presented in the previous section. The resulting changes to the vegetation fraction and type are presented in Figure 1. In the third experiment, denoted _LAI, the input LAI fields provided to CHTESSEL were updated based on the CGLS data set (cf. Figures 1c and 1d), as described in Section 2.2.1, in conjunction with the ESA-CCI-based update to the vegetation fractions and types. In the experiments _CCI and _LAI, the vegetation density parameters (and other parameters associated with each dominant vegetation type) were obtained from the CHTESSEL lookup tables (given in Table S1), analogous to the procedure in _CTR, but taking the updated vegetation types and fractions into account.

The fourth experiment was denoted _LCLUP. It used the same setup as experiment _LAI, including the revised LAI and vegetation fractions and types. However, in this case, \(c_{veg}\), is computed based on LAI using a clumping approach for low vegetation following a Lambert-Beer law (Alessandri et al., 2017; Anderson et al., 2005):

\[
c_{veg} = 1 - \exp(-k_1 \times LAI)
\]  

The LAI dependence in Equation 4 introduced a representation of the seasonal cycle on the low vegetation density and coverage. A similar clumping approach has previously shown to improve the simulation of observed vegetation coverage seasonality over Iberia (NO20). Moreover, the Météo-France surface modeling framework (SURFEX) employs a similar approach to estimate \(c_{veg}\) (Le Moigne, 2018). In this study, as in NO20, \(k_1 = 0.6\) is the same value adopted for SURFEX (see Le Moigne, 2018). In contrast, Alessandri et al. (2017) used \(k_1 = 0.5\) but NO20 found that the impact of using 0.5 or 0.6 in the LST simulation was
Figure 1. Global maps of change in effective (a) high (Ch) and (b) low (Cl) vegetation coverage between Climate Change Initiative (CCI) and CTR experiments. Differences between Copernicus Global Land Services (CGLS) and CTR mean Leaf Area Index (LAI) (c) and seasonal amplitude of LAI (d). Global maps of dominant type of high vegetation in experiment (e) CTR and (f) CCI, and dominant type of low vegetation in experiment (g) CTR, and (h) CCI. The red markers in panels (a and b) mark the location of the 51 FLUXNET stations considered in the present study.
small. In NO20, the clumping was also applied to the high vegetation. However, initial testing in coupled simulations indicated a disproportionate impact of the high vegetation clumping on the Northern Hemisphere circulation that requires further investigation.

The fifth experiment was denoted _TG. It uses the same setup as the LAI experiment, but replacing the “Shrubs” class by “Tall Grass”. This change was motivated by the emergence of relevant systematic errors over regions where the “Shrubs” class is introduced by the ESA-CCI-based revision of the vegetation types and fractions, as discussed in Section 5.

Finally, the sixth experiment, denoted _SN, also used the same setup as the _LAI experiment. The difference was the removal of the snow shadowing effect in CHTESSEL by replacing the shaded snow albedo ($\alpha_{ssn}$) by the snow-free albedo ($\alpha_{sn}$) in the surface albedo calculation (Equation 3). This change was motivated by a systematic cooling occurring during boreal winter and spring over snow-covered regions, which was shown here to be associated with the snow shadowing effect together with the ESA-CCI-based updates to the vegetation cover (discussed in Section 5).

### 2.2.3. Simulation Setup

The six experiments described in Section 2.2.2 were performed using two different model setups. In the first setup, the simulations were generated with CHTESSEL forced by ERA5 fields using an offline configuration. The forcing fields included near-surface (10 m) air temperature, wind, and humidity, along with surface pressure, rainfall and solar and thermal downwelling radiative fluxes. The offline simulations spanned over the 1995–2018 period, covering the full global land at TL639 resolution (same resolution as ERA5, i.e., about 0.28° in the grid-point space). In the second model setup, coupled land-atmosphere simulations were performed. None of the two setups used data assimilation. The coupled simulations spanned only from December 2009 to November 2010 due to computational cost. The initial atmospheric conditions were retrieved from ERA5, while the initial conditions for land surface and sub-surface were retrieved from the corresponding offline CHTESSEL simulations to avoid the need for the land surface state spin-up. The coupled setup used the same global TL639 horizontal resolution with 137 vertical levels as ERA5.

The coupled simulations were performed with nudging, relaxing the atmospheric vorticity and temperature fields toward ERA5, to avoid drifts in large-scale flow. For vorticity, nudging was applied in spectral space truncated at T63 with a 12-h timescale on all levels above 800 hPa to allow a free evolving boundary layer. A temperature nudging with a 120-h timescale between 280 and 15 hPa was also applied to prevent drifts around the tropopause. Moisture, clouds, and temperature in the lower troposphere and the divergent flow were not relaxed, being controlled by the model following the large-scale variability (at T63) imposed by the vorticity nudging above 800 hPa. A similar coupled model simulation with atmospheric nudging the
setup in Beljaars (2020) showed comparable skill to day 2–3 short-range forecasts. The full set of simulations considered in the present work, encompassing the six experiments carried out on each model setup (offline and coupled) were summarized in Table 1.

2.3. Evaluation

The systematic errors in LST simulated by the offline CHTESSEL and coupled IFS models were evaluated using the LSA-SAF LST as reference, which limited the error analysis to clear-sky conditions. The model simulations were interpolated from the original resolution TL639 to a regular 0.25° × 0.25°, which is the same grid of the ERA5 data available on the Copernicus Climate Data Store. The LSA-SAF LST hourly data were first coarse-grained from their original 3 km nadir resolution to the 0.25° × 0.25° model grid by computing the mean value of all pixels falling within each grid cell. The fraction of valid pixels was retained for each grid cell and each time-step during the coarse-graining procedure, accounting for cloud contamination and other error sources in the LSA-SAF LST product. Only data points with a fraction of valid pixels greater than 70% were retained. On the other hand, to ensure a comparison between clear-sky conditions, the simulated LST values were discarded when the total cloud cover of the model was above 30%. Notice that the total cloud cover was a model diagnostic variable for IFS simulations, while for CHTESSEL offline simulations the total cloud cover from ERA5 was considered. The threshold percentages of 70% and 30% were based on JO19 and NO20. The bias in the simulated daily maximum and minimum LST was computed for each season for grid cells where both model and observations experienced at least 15% of clear-sky conditions throughout the full (seasonal-averaged) diurnal cycle.

The sensitivity of the systematic errors in simulated daily maximum and minimum LST to the changes introduced in the vegetation cover representation in CHTESSEL was assessed by taking the differences between the absolute value of the bias in the CTR experiment and the other five experiments considered here. This procedure was repeated for each season and for each grid cell of the MSG disk.

The response of LST and 2-m air temperature ($T_{2m}$) fields to LULC changes in the coupled simulations was also investigated by taking the differences between the N_CTR and the other five coupled simulation experiments. The sensitivity of the simulated fields was also computed for each season but, unlike the bias, it was not constrained to the MSG disk of the LSA-SAF product nor to clear-sky conditions, and it was computed for all global land grid cells under all-sky conditions.

A further assessment of the coupled simulations was carried by computing the root mean square errors (RMSEs) of the simulated temperature at four different pressure levels (500, 700, 850, and 925 hPa) using the ERA5 analysis as reference. ERA5 short-range forecasts—valid for lead times +24 h to +48 h (day 2), +48 to +72 h (day 3), and +72 to +96 h (day 4)—were also included. This comparison provided a reference to the amplitude of the atmospheric response resulting from the perturbations induced by the vegetation changes in terms of forecast skill at different forecast lead times. For this comparison, all data were reprojected to a global regular 1° × 1° grid, to reduce data processing. This differs from the 0.25° × 0.25° grid used in the remaining analysis, but it was justified by the fact that in this case RMSE was averaged over three large regions. These regions were defined to cover the entire globe, separating the tropics from the extra-tropics and the two hemispheres due the different seasonality: extratropical Northern Hemisphere (NH, poleward 20° North), Tropics (TROP, between 20° South and 20° North) and extratropical Southern Hemisphere (SH, poleward 20° South). The RMSE was computed on the daily mean field for each region weighting each grid-box by the cosine of latitude.

Finally, turbulent fluxes from eddy-covariance tower data from the FLUXNET 2015 synthesis data set (Pastorello et al., 2020) for the period 1996–2014 were used to evaluate the offline CHTESSEL latent and sensible heat fluxes. The simulation time series were extracted from the grid cell containing the tower flux location. The tower flux data were processed as by Martens et al. (2017, 2020) and aggregated to daily frequency. Only sites with at least 5 years of daily records were retained, resulting in 51 sites (see Figure 1 for their locations). The requirement of at least 5 years of daily data was imposed to allow the calculation of a daily climatology for each site. These were then used to compute the temporal correlation of the standardized anomalies to remove the influence of the seasonal cycle as in Martens et al. (2020). The standardized anomalies were computed by normalizing the daily data by the mean and standard deviation of the local climatology, which was
based on a centered 31-day window for each day of the year averaged over the multi-year period. In addition to the temporal correlation (of the standardized daily anomalies, and the raw daily data), the evaluation also included the bias and the unbiased RMSE of the raw data:

\[
\text{ubRMSE} = \sqrt{\left(\overline{\text{mod}} - \overline{\text{obs}}\right)^2},
\]

where \( \overline{\text{mod}} \) and \( \overline{\text{obs}} \) are the simulated and observed time-series respectively, and the overbar represents temporal averaging; all these metrics were computed per station. The 1-year long coupled simulations were too short and affected by missing data for a robust assessment of the simulated fluxes.

### 3. Simulation Error Assessment

#### 3.1. LST Systematic Errors

We started our analysis by evaluating the LST simulated in the ERA5 data set considering LSA-SAF LST over 2004–2015 (available over the MSG disk over clear-sky conditions as reference). Emphasis was given to boreal summer (JJA), corresponding to the season with the largest fraction of valid grid points (meeting the clear-sky conditions defined in Section 2.3).

The results showed that daily maximum LST from ERA5 displayed large absolute biases over most land areas during JJA (Figure 2a). Specifically, we found cold biases (ranging between −1°C and −12°C) over southern Europe, large portions of northern, central, and southern Africa, and eastern Brazil. In contrast, the Arabian Peninsula, tropical western Africa, and western Brazil displayed warm bias values (ranging between +1°C and +12°C).

The offline CHTESSEL simulation O_CTR reproduced the main features of the systematic error patterns in ERA5 JJA daily maximum LST over the 2004–2015 period (Figure 2b), in agreement with the findings by NO20 and JO19 over Iberia. Figure 2c showed that the identified cold and warm biases were also present in the offline simulation over the 2009–2010 period.
in O_CTR when the errors were computed only over the December 2009 to November 2010 period in which the coupled IFS simulations were performed (Figure 2c). Finally, the coupled simulation N_CTR also reproduced the main features of the JJA LST bias pattern in ERA5 (Figure 2d).

Overall, the main patterns of daily maximum LST systematic errors under clear-sky conditions were alike in ERA5 and offline and coupled simulations throughout all seasons (Figure S1). Thus, both the offline and the coupled simulations could be used to investigate the causes of these errors. The large daily maximum LST cold bias over southern Europe, southern Africa, and coastal northern Africa were present throughout all seasons in ERA5, O_CTR, and N_CTR (Figure S1). In contrast, the warm bias over tropical western Africa and Arabian Peninsula displayed a strong seasonality: during boreal winter (DJF) the sign of the bias switched to negative, being spatially consistent with a general cold bias across the Sahara Desert (Figure S1). The seasonal cycle of the cold and warm bias over Brazil as deduced from LSA-SAF was masked due to the low percentage of clear-sky data points during DJF and SON. Yet, during SON, it was still possible to identify a similar cold bias over eastern Brazil in ERA5, O_CTR, and N_CTR to the one found for JJA (Figure S1).

Finally, we noticed that the updates to CHTESSEL vegetation implemented here had a negligible impact on the strong warm bias in western Africa and the Arabian Peninsula during JJA (cf. Section 3.2), which were likely related to aerosols affecting both satellite retrievals and IFS radiation (see Section 4 for a more detailed discussion of this issue).

### 3.2. Impact of Model Changes on LST

The impact of the updated vegetation types and fractions using the ESA-CCI data set on the JJA daily maximum LST simulated by offline CHTESSEL (O_CCI) and coupled IFS runs (N_CCI) compared to the standard CHTESSEL configuration were shown, respectively, in Figures 3a and 3b. The results revealed neutral impacts in over 83% of grid points with valid observations for O_CCI (86% for N_CCI), encompassing large portions of northern Africa, Arabian Peninsula, and southern Europe. Positive impacts emerged in 10% of the grid points for O_CCI with valid LST observations (9% for N_CCI). Finally, negative impacts were found over 7% and 5% of the grid points, respectively, for O_CCI and N_CCI. Here, “positive impacts” refer to reductions in absolute bias greater than 2°C compared to the respective standard simulation (O_CTR for O_CCI and N_CTR for N_CCI), “negative impacts” refer to increases in absolute bias greater than 2°C, and “neutral impacts” refer to differences in absolute bias within 2°C (the 2°C threshold is representative of the uncertainty in LSA-SAF LST estimates provided in Trigo et al., 2015). Despite the relatively low percentages of pixels with positive impacts, a coherent large bias reduction over southern Africa and the Maghreb coast region emerged for O_CCI and N_CCI (up −12°C for in both offline and coupled simulations). The negative impacts were mostly located in southern and central Africa and the Tocantins region in eastern Brazil (increases in absolute bias up to +10°C for O_CCI and +7°C for N_CCI).

The impacts of updating the CHTESSEL LAI using the CGLS product, in addition to the ESA-CCI-based updates, were shown in Figure 3c for the offline simulation (O_LAI), and Figure 3d for the coupled simulation (N_LAI). The impact on JJA daily maximum LST was nearly identical to the results obtained in O_CCI and N_CCI, with positive impacts for 10% (11%) of grid points with valid observations, negative impacts for 8% (5%), and neutral impacts for 82% (84%) for O_LAI (N_LAI). Overall, this suggested a small influence of updating the LAI fields on daily maximum LST systematic errors. The main difference resulting from updating LAI is the expansion and amplification of the bias around the state of Tocantins in Brazil.

The impact of introducing the clumping parameterization for low vegetation, together with the ESA-CCI-based land cover and CGLS-based LAI updates, was shown in Figure 3e for the offline simulation (O_LCLUP) and Figure 3f for the coupled simulation (N_LCLUP). The results showed positive impacts in 16% (17%), negative impacts in 9% (8%), and neutral impacts in 75% (75%) of grid-points with valid observations. Specifically, low vegetation clumping resulted in a strengthened bias reduction over southern Africa, Iberia, southeastern Europe, and the Maghreb coastal region. Neutral impacts concentrated mostly over northern Africa and southwestern Asia. A small region of increased bias emerged over tropical western Africa only in O_LCLUP, which is likely related to misrepresentation of the Intertropical Convergence Zone variability in ERA5 (e.g., Nogueira, 2020), and not driven by LULC changes. Over Brazil, the low vegetation clumping further amplified the bias around the Tocantins state in both offline and coupled simulations.
The above results concern only the JJA period, when the fraction of clear-sky data was maximum. However, Figures S2 and S3 showed that the main daily maximum LST bias changes associated with the proposed model vegetation improvements were representative of all seasons, respectively, for offline and coupled simulations. By “representative” we mean that, in general, the location and sign of the main features identified in Figure 3 were present in all seasons (although differences in magnitude and extension may occur).

In summary, the results indicated an overall improvement in daily maximum LST simulations when all three updates (vegetation cover and fraction, LAI, and clumping) were concurrently implemented, with the main exception of eastern Brazil; the benefit was evident over all seasons, and both for offline and coupled model setups (cf. Figure S4). The percentage of grid points with positive, neutral, and negative impacts for all simulations over all seasons also supported this conclusion (cf. Table S2).

Another important point was the fact that all proposed changes to CHTESSEL had essentially a neutral impact on daily minimum LST for all seasons (cf. Figures S5 and S6, respectively, for offline and coupled

**Figure 3.** Changes in absolute bias of the JJA daily maximum LST bias between different experiments: (a) O_CCI–O_CTR, (b) N_CCI–N_CTR, (c) O_LAI–O_CTR, (d) N_LAI–N_CTR, (e) O_LCLUP–O_CTR, and (f) N_LCLUP–N_CTR. The green box identifies the eBrz sub-domain (see Section 5 for details).
This fact was also revealed in NO20 over Iberia. However, Figure S7 showed widespread systematic errors in the daily minimum LST from ERA5 and from both offline and coupled simulations. A more detailed analysis of the daily minimum temperature errors in CHTESSEL is needed but falls outside the focus of the present investigation and will be addressed in subsequent work.

We assessed the impact of the proposed updates to CHTESSEL on the unbiased root-mean-squared error (ubRMSE) and Pearson temporal correlation coefficient, using LSA-SAF LST as reference. The O_CTR simulation showed a large range in daily maximum LST ubRMSE (Figures 4a, 4e, 4i, and 4m), from low values below 2°C (within observational uncertainty, e.g., over most of South America and Europe) to large errors up to 10°C (e.g., over central and southern Africa and the Arabian Peninsula). The daily maximum LST ubRMSE difference in O_CCI compared to O_CTR, averaged over all grid-points with valid data, ranged between −0.01°C and −0.03°C for all seasons, representing an overall negligible improvement. Yet, larger magnitude ubRMSE reductions were found over southern and central Africa in all seasons (mostly around
−1°C, but with values up to −5°C over specific regions, Figures 4b, 4f, 4j and 4n), concurrent with daily maximum LST bias reductions. Some localized increases to ubRMSE also emerged, particularly in a narrow band over central western Africa region associated with the ITCZ.

The patterns of difference in daily maximum LST ubRMSE between O_LAI and O_CTR were nearly identical to the ones found for O_CCI (Figures 4c, 4g, 4k and 4o), but with a slight increase in the domain-averaged improvements (between −0.03°C and −0.06°C for all seasons). Introducing the low vegetation clumping resulted in a further slight reduction of seasonal domain-averaged daily maximum LST ubRMSE compared to O_CCI (between −0.06°C and −0.11°C for all seasons, Figures 4d, 4h, 4l and 4p). Regionally, the improvements associated with O_LCLUP (between −1°C and −2°C compared to O_LAI) occurred mostly over central Africa, southern Europe, Eastern Europe and western Russia.

We found strong temporal correlations (>0.8) for daily maximum LST between O_CTR and LSA-SAF LST over most grid-points with available data during all seasons, the main exception being northern Africa and the Arabian Peninsula where slightly lower correlations (0.6–0.8) emerged. However, the results also showed that the proposed updates to CHTESSEL had negligible impacts on these correlations patterns during all seasons (cf. Figure S8).

Similarly, the impact of the proposed updates to CHTESSEL vegetation cover were negligible for daily minimum LST temporal correlations (Figure S9). Finally, the seasonal domain-averaged differences in daily minimum LST ubRMSE were small (between 0.00°C and −0.03°C) when comparing O_CCI, O_LAI and O_LCLUP against O_CTR (cf. Figure S10). Regionally, the proposed updates to CHTESSEL vegetation cover resulted in daily minimum LST ubRMSE increases (mostly below +2°C, i.e., within observational uncertainty) over a narrow band in central western Africa, and daily minimum LST ubRMSE decreases (mostly below −2°C) over southern western Africa.

### 3.3. Impact of Model Changes on Surface Fluxes

Overall, we found little impact of the proposed vegetation updates to the simulated turbulent fluxes at the available station locations. All four offline simulations (O_CTR, O_CCI, O_LAI, and O_LCLUP) show very similar systematic errors: a positive latent heat bias (median of all four simulations: 12.5 Wm⁻², Figure 5a) along with a negative sensible heat bias which is lower in magnitude (−7.0 Wm⁻², Figure 5b).

The ubRMSE of the raw data was also similar among the different simulations and for both fluxes (23.2 Wm⁻² for latent heat and 25.9 Wm⁻² for sensible heat, Figures 5c and 5d, respectively). The temporal correlations showed higher values for latent heat flux (0.8, Figure 5e) compared with sensible heat flux (0.7, Figure 5f). As expected, lower temporal correlations were seen when removing the seasonality, with lower median for latent heat flux (0.39 Wm⁻², Figure 5g) than for sensible heat flux (0.54 Wm⁻², Figure 5h). The latter had a less pronounced seasonality, which explained the lower drop in correlations when factoring out the seasonal cycle (Martens et al., 2020).

The neutral impact at the FLUXNET tower station locations does not contradict the overall improvements in simulated daily maximum LST. Indeed, a comparison of Figures 1 and 3 showed that the neutral impact of the proposed updates to CHTESSEL vegetation cover on the latent and sensible heat fluxes at the FLUXNET locations was coherent with the small changes to LST introduced by _CCI, _LAI, and _LCLUP experiments over the tower locations. This issue is further discussed in Section 4.1.

### 3.4. Global Sensitivity of LST to CHTESSEL Vegetation Updates

In this section, we extended the analysis on the impact of the vegetation updates implemented in CHTESSEL to the LST over the full globe. This was not possible for the LSA-SAF LST which was restricted to the MSG disk. Hence, we focused on the differences between the experiments with updated vegetation against the baseline CTR simulation. Moreover, to assess the atmospheric response to the vegetation changes, we analyzed the near surface air temperature fields generated by the coupled simulations.

Overall, the coupled simulations revealed the sensitivity of daily maximum LST to the ESA-CCI-based updates in vegetation types and fractions, as well as the CGLS-based updates in LAI and the introduction of
low vegetation clumping (Figure 6). However, this influence showed large regional and seasonal variability. Specifically, the incorporation of ESA-CCI land cover in N_CCI resulted in a larger than +1°C increase in daily maximum LST relative to N_CTR over 8% of global land during DJF (Figure 6a), 9% during MAM (Figure 6d), 18% during JJA (Figure 6g), and 10% during SON (Figure 6j). In contrast, N_CCI showed decreases in daily maximum LST of more than −1°C compared to N_CTR in 15% of global land during DJF, 21% during MAM, 10% during JJA, and 9% during SON.

Most noticeably, N_CCI showed widespread cooling of northern Eurasia and North America during DJF and MAM (generally below −2°C but with values up to −7°C emerging during MAM over parts of northern Asia and eastern North America, Figures 6a and 6b), and a cooling of western Australia, southern Asia, and south and western North America in all seasons (mostly below −2°C, except for a specific region in western North America where the cooling reached −9°C during JJA). N_CCI results also showed widespread warming of eastern and northwestern North America and northern Eurasia during JJA (mostly below +3°C and +4°C, respectively, in northern Eurasia and North America, but with values up to +8°C in certain areas, Figure 6g), warming over much central and southern Africa in all seasons (up to +7°C), and warming of eastern Brazil in all seasons (lower than +2°C during DJF and MAM, but reaching up to +5°C during JJA and SON).

Moreover, we noticed that similar changes to high and low vegetation fractions introduced by CCI-based update resulted in different LST responses over different regions. For example, strong increases to low vegetation fraction and respective decreases to high vegetation fraction emerged over northern Eurasian and southern Africa (Figures 1a and 1b), but their LST responses clearly differ (Figures 6a, 6d, 6g and 6j).
The CGLS-based LAI resulted in an increase of daily maximum LST larger than +1°C compared to N_CTR in 8% of global land during DJF (Figure 6b), 8% during MAM (Figure 6e), 11% during JJA (Figure 6h), and 10% during SON (Figure 6k). Conversely, N_CCI resulted in decreases to daily maximum LST of more than −1°C compared to N_CTR in 14% of global land during DJF, 19% during MAM, 11% during JJA, and 7% during SON.

Overall, Figures 6b, 6e, 6h and 6k showed that the spatial patterns of the changes to daily maximum LST for N_LAI–N_CTR were similar to those found for N_CCI–N_CTR. The main exceptions included eastern United States and northern Asia during JJA, and over central Africa in all seasons. In the cases of central...
Africa and northern Asia, the warmer LST values when comparing N_CCI to N_CTR mostly disappeared for N_LAI (or even switched its sign, e.g., over eastern United States during JJA and a narrow band in central Africa during MAM and JJA, where cooling magnitudes up to −2°C emerged). We noted that the LAI seasonal amplitude increased over most of these three regions after the CGLS LAI-based update (with differences exceeding +2.0°C compared to N_CTR, Figure 1d). Additionally, the yearly averaged LAI (Figure 1c) mostly decreased over central Africa and northern Asia (between −0.5 and −2.0) and eastern United States (below −1.0). Interestingly, the decrease in yearly averaged LAI (below −1.0, Figure 1c) and increase in LAI seasonality (between +0.5 and +2.0, Figure 1d) over eastern Brazil and India, which were similar to the changes over eastern United States, induced an opposite sign daily maximum LST change, with a weak warming (+1°C on average) over eastern Brazil during JJA (Figure 6h) and over India during DJF (Figure 6b).

Implementation of low vegetation clumping also resulted in an increase of daily maximum LST larger than +1°C compared to N_CTR in 10% of global land during DJF (Figure 6c), 11% during MAM (Figure 6f), 16% during JJA (Figure 6i), and 12% during SON (Figure 6l). Conversely, N_LCLUP resulted in a decrease of daily maximum LST of more than −1°C compared to N_CTR in 16% of global land during DJF, 18% during MAM, 9% during JJA, and 6% during SON. The main differences between N_LCLUP and N_LAI included a further amplified the daily maximum LST over southern Africa and Brazil during JJA (on average +2°C, Figure 6i) and SON (by about +1°C, Figure 6l), over southern South America during SON (on average +1°C, Figure 6l), and southern Asia in DJF (+1°C, Figure 6c) and MAM (between +1°C to +2°C, Figure 6f). Additionally, Figure 6 also showed strong warming (up to +7°C) in N_LCLUP compared to N_LAI over a narrow band over tropical Africa during DJF (Figure 6c), MAM (Figure 6f) and SON (Figure 6j), and over Iberia, southeastern Europe, western Asia and central United States during JJA (Figure 6i).

3.5. Global Response of T_{2m} to CHTESSEL Vegetation Updates

Figure 7 showed that the changes to CHTESSEL vegetation coverage and the associated changes to daily maximum LST affected the simulated daily maximum near-surface air temperature in coupled simulations. On the one hand, N_CCI, N_LAI, and N_LCLUP resulted in increases to daily maximum T_{2m} larger than +1°C compared to N_CTR, respectively, over 2%, 1%, 1% of global land during DJF, 4%, 3%, 3% during MAM, 9%, 5%, 4% during JJA, and 3%, 1%, 1% during SON, respectively. On the other hand, the percentage of pixels with decreases to daily maximum T_{2m} of more than −1°C for N_CCI, N_LAI, and N_LCLUP was, respectively, 5%, 4%, and 8% during DJF, 9%, 8%, and 13% during MAM, 0%, 1%, and 2% during JJA, and 0%, 0%, 1 during SON.

We found widespread reduction of T_{2m} for N_CCI, N_LAI, and N_LCLUP during DJF (Figures 7a–7c) and MAM (Figures 7d–7f) over the northern Eurasia and northern North America regions (mostly below −1°C, but with values up to −4°C over localized regions) concurrent to the surface cooling showed in Figure 6. During JJA, the surface warming over northern Eurasia found for N_CCI (cf. Figure 6g) was also reflected in daily maximum T_{2m} increases (ranging between small values below +1°C and values up to +3°C, Figure 7g), but with T_{2m} warming covering a larger area (particularly in northeastern Asia). This area expansion was larger for N_LAI (Figure 7h) and N_LCLUP (Figure 7i), where the T_{2m} warming over northern Siberia during JJA is clearly stronger compared to the respective LST change (cf. Figures 6h and 6i). Updating LAI reduced the extent of T_{2m} warming over northern Eurasia and northern North America (Figure 7h).

The surface warming over central Africa for N_CCI during all seasons (Figures 6a, 6d, 6g and 6j) was also reflected in daily maximum T_{2m} (up to +5°C, Figures 7a, 7d, 7g and 7j). In contrast, the strong daily maximum LST warming signal over southern Africa during JJA, particularly in N_CLUP (Figure 6i), was largely reduced (or even changed signal) for daily maximum T_{2m} (Figure 6i). Similar to what was found for LST, the T_{2m} warming over central Africa that originated after incorporating the CCI land cover (Figures 7a–7j) was entirely offset after updating LAI, or even changed in sign (Figures 7b, 7e, 7h and 7k). The same was true over eastern United States during JJA (Figures 7g–7i). Additionally, updating LAI reduced (increased) the JJA and SON warming over northern (southern) South America with differences mostly below 1°C, and caused warming in southern Asia during DJF (up to +2°C, Figure 7b). These results highlighted the sensitivity of near-surface air temperature to the seasonal cycle of LAI.
Finally, the sensitivity of simulated $T_{2m}$ to the implementation of low vegetation clumping in the coupled experiments was shown in Figures 7c, 7f, 7i and 7l. N_LCLUP resulted in slightly increased cooling magnitude and areal extent over northern Eurasia and northern North America during DJF and MAM, and slightly enhanced warming over southern Asia during DJF, as well as over western United States, western Asia and Eastern Europe, eastern Brazil, and part of southern Africa during JJA.

3.6. Global Atmospheric Response to CHTESSEL Vegetation Updates

We proceeded to assess the overall performance of the coupled IFS experiments. This was achieved by computing the RMSE at different pressure levels in three regions (NH, TROP, and SH) using ERA5 as reference. The main goal was to evaluate the impact of the large-scale temperature change patterns (e.g., the
The N_CTR simulations had errors comparable with day 4 forecasts for temperature (Figure 8) and humidity (Figure S11), while geopotential height showed errors equivalent to the day 2–3 forecast range for SH and NH region, and higher than day 4 for TROP (Figure S12). For wind speed, the errors were similar to a day 2 forecast range at 500 hPa increasing to day 3 near the surface (Figure S13). This was expected due to the nudging of vorticity from 800 hPa upwards that keeps the large-scale circulation close to ERA5. Despite the errors in temperature and humidity, consequence of free evolving state in the simulations, a performance comparable to a day 4 short-range weather forecast was considered reasonable to assess the large-scale impact of the model changes.

In TROP and SH, there was no difference among the different experiments for the temperature RMSE (Figure 8). For wind-speed and humidity, all experiments were similar in the three regions. Notice, however, that this did not guarantee that the model changes were neutral in terms of large-scale circulation since this was constrained by the nudging.

The main feature of the atmospheric impact associated with the proposed CHTESSEL vegetation updates occurred in the NH region, corresponding to an increase of the temperature errors in spring (MAM) at 925 and 850 hPa (Figure 8). These increased errors emerged in N_CCI, with a slight reduction in N_LAI, and increase with N_LCLUP. These temperature errors were also reflected in the geopotential height errors (Figure S12) at 500 hPa, despite the vorticity nudging at those levels.
A closer focus near the surface and considering only land points (cf. $T_{2m}$ and $T_{925hPa}$ RMSE over the NH region in Figure S14) showed that N_CCI started to deviate from N_CTR by mid-January returning to errors close to N_CTR by the end of May. These errors were introduced by the widespread cooling over northern Eurasia and North America resulting from the implemented vegetation updates (cf. Sections 3.3 and 3.4). Indeed, experiment N_SN, where the vegetation shadowing effect over snow was turned off resulted in an overall reduction of the NH atmospheric temperature errors during spring (Figure 8, discussed in more detail in the following section).

### 3.7. Issues Raised by the CHTESSEL Vegetation Updates

This section presents a detailed regional analysis on three sub-regions (represented by the green boxes in Figures 6 and 7) deemed to be representative of the improvements and deteriorations introduced by the implemented updates to CHTESSEL vegetation coverage. The first sub-region, located in eastern Brazil (eBrz, spanning between 15°S and 5°S, and 52°W and 42°W), experienced excessive surface warming during JJA (cf. Figure 3). The second sub-region, located in eastern Russia (eRus, spanning between 47°N and 57°N, and 107°E and 135°E) was deemed to be representative of the widespread cooling in surface and near-surface air temperatures over northern Eurasia and northern North America during winter and spring (cf. Figures 6 and 7). The third sub-region, located over southern Africa (sAfr, spanning between 20°S and 10°S, and 17.5°E and 27.5°E), experienced a strong reduction in LST errors during JJA.

Figure 9a showed that the JJA excessive warming in daily maximum LST over eBrz was induced in N_CCI (causing an increase up to +1.4°C compared to N_CTR) and amplified after updating the LAI (causing an increase up to +2.1°C compared to N_CTR). Furthermore, introducing the low vegetation clumping resulted in further amplification of the warming effect over eBrz (causing an increase up to +3.5°C compared to N_CTR).

The temperature amplification in N_LAI and N_LCLUP was associated with decreased surface latent heat fluxes up to −13 Wm$^{-2}$ (Figure 9m), and increased surface sensible heat fluxes by +6 Wm$^{-2}$ (Figure 9p). N_CCI, N_LAI, and N_LCLUP also displayed increases to the average 10-m wind speed over June–September up to +0.5 m/s (Figure 9j).

Notice that, in N_CTR, the eBrz region had, respectively, 31% and 67% of low and high vegetation cover. The high vegetation was dominated by the interrupted forest type (see Figures 1a–1c). With the ESA-CCI land cover update the region changed to, respectively, 70% and 20% of low and high vegetation, mainly dominated by “crops” (32%) and “evergreen shrubs” (28%). The change from high to low vegetation explained the increased near-surface wind-speed due to a reduction in roughness length (see Table S1). The decrease in latent heat flux likely resulted from both the change from high to low vegetation, in particular the increase of shrubs coverage, as well as a decrease of LAI from experiment N_CTR to experiment N_LAI. Specifically, the “Shrubs” vegetation type had a higher minimum stomatal resistance (225 s/m) than the other low vegetation types (mostly 100 s/m) and, also, than the original dominant interrupted forest (175 s/m). To test the impact of the association of model parameters with vegetation type, in the experiment N_TG we replaced all the parameters for the “Shrubs” vegetation type by those of “Tall Grass” (cf. Table S1). This change of the parameters had the same effect as modifying the cross-walking table so that shrublands in ESA-CCI were classified as “Tall Grass.” Such change was justified by the uncertainty related in the cross-walking table used to convert the ESA-CCI vegetation types into the Biosphere Atmosphere Transfer Scheme vegetation classes used in CHTESSEL. The results showed that the daily maximum LST over eBrz in N_TG was within ±1°C of N_CTR throughout the full diurnal cycle (Figure 9a), thus reducing the warm bias introduced by the vegetation types and fractions and LAI updates. This bias reduction was accompanied by a reduction in 10-m wind speed when compared with N_LAI due to the increased roughness lengths (from 0.1 m in “Shrubs” to 0.47 m in “Tall Grass”, Figure 9j). Additionally, N_TG showed increased evaporation (Figure 9m) compared to N_LAI due to decreased rmnin (from 225 s/m in “Shrubs” to 100 s/m in “Tall Grass”). Figure 9d showed a relatively small impact of the warm bias induced by the vegetation updates to the $T_{2m}$, with an overall maximum value of +0.5°C. This impact was even smaller for the temperature at 850 hPa (Figure 9g, maximum of +0.3°C), with the changes induced by the vegetation updates being smaller than the difference between ERA5 and the control coupled simulation.
Figure 9. Average seasonal cycle over eBrz (left column) and eRus (right column) sub-domains between coupled simulations with modified vegetation and N_CTR. From top to bottom, the panels represent the seasonal cycles of daily maximum LST (a and b); daily maximum T$_{2m}$ (c and d); daily mean T850 hPa (e and f); daily mean vh10m (g and h); daily mean latent heat flux (i and j); and daily mean sensible heat flux (k and l). The blue lines represent N_CCI–N_CTR, green is N_LAI–N_CTR, red is N_LCLUP–N_CTR, orange is N_TG–N_CTR, purple is N_SN–N_CTR, and black is ERA5–N_CTR.
The large systematic cooling of daily maximum LST over eRus in all simulations (compared to CTR) occurred mostly during January–April (JFMA), peaking in April with a value of −4.1°C (Figure 9b), while a warming effect was found during JJA (maximum of +1.5°C). The JFMA cooling was clearly reflected into daily maximum $T_{2m}$ (Figure 9e, with differences no N_CTR up to −2.5°C) and $T_{850hPa}$ (Figure 9h, with differences no N_CTR up to −2.1°C). Figure 9a showed that this cooling was introduced in N_CCI, while updating LAI and implementing low vegetation clumping had negligible additional impacts during JFMA (but reduced the warming in JJA). Figure 9q showed that the JFMA cooling was tightly linked with a large reduction of the sensible heat fluxes (up to −13 W m$^{-2}$). In contrast, only small impacts of the implemented vegetation updates over eRus were found for near-surface wind speed (Figure 9k, below 0.1 m/s) and for evaporation/sublimation (Figure 9n, below 5 W m$^{-2}$).

The experiment N_SN, where the vegetation shadowing effect over snow was turned off demonstrated that the widespread cooling of the northern latitudes was due to the model representation of the shading effect of vegetation over snow-covered land, which modulated the surface albedo. This was because the decreased high-vegetation cover after the ESA-CCI-based updated vegetation fractions and types (Figure 1) reduced the snow shading effect, that is, it exposed more snow. In turn, this resulted in an increased surface albedo and decreased surface sensible heat flux (Figure 9q, differences between N_SN and N_CTR below 3 W m$^{-2}$), as well as daily maximum LST (Figure 9b, differences between N_SN and N_CTR below 1.4°C), $T_{2m}$ (Figure 9e, differences between N_SN and N_CTR below 0.9°C) and $T_{850hPa}$ (Figure 9h, differences between N_SN and N_CTR below 0.7°C). In fact, the change in $T_{850hPa}$ between N_SN and N_CTR was of the same order of magnitude as the difference between ERA5 and N_CTR (up to 1.5°C). This represented an improvement to the simulated atmospheric temperature under the assumption that ERA5 represented reality due to data assimilation. The large-scale evaluation of the temperature errors against ERA5 at different pressure levels supported these results, showing that the N_SN experiment (purple lines in Figure 8) removed the increased temperature errors for March–May that were found for N_CCI and N_LAI when averaged over the entire NH region. Moreover, between May and June, N_SN had lower temperature errors than N_CTR at 925 hPa and 850 hPa (also in 2-m temperature, see Figure S14), showing the potential improvements of the land cover and LAI updates in the coupled model.

However, we point out that removing the vegetation snow shadowing effect greatly amplifies the warming over northern Eurasia and portions of northwestern America during warmer months, which was first introduced in N_CCI (Figure S15). This effect indicated that the surface vegetation parameters and interaction with the snowpack in this region requires further investigations. It is also important to assess the impact of these changes together with the recently developed multilayer snow scheme for the ECMWF model (Arduini et al., 2019). The reduced thermal inertia of the multilayer snow scheme is likely to interact with the handling of shaded snow albedo locally, but also regionally, considering the large extent of shaded snow regions in Eurasia.

The differences in the response of surface turbulent fluxes between eBrz and eRus reflected the well-known importance of these fluxes to the simulated atmospheric temperatures. Additionally, a global comparison of the sensitivity of daily maximum LST (Figure 6), and daily maximum $T_{2m}$ (Figure 7) with the sensitivity patterns of latent and sensible heat fluxes (Figures S16 and S17, respectively) highlighted the key role of model vegetation to the modulation of heat and moisture exchanges between the surface and the atmosphere, with important impacts on the model climate.

The N_CCI simulation resulted in increased daily maximum LST compared to N_CTR over all months over sAfr (Figure 9c, differences ranging between +1.0°C and +1.9°C), which was responsible for a reduction of the observed strong cold bias in N_CTR over sAfr during MAM, JJA, and SON (cf. Figure S1, notice that during DJF there was not sufficient valid LSA-SAF data points to quantify the error). This improvement was related to large changes in low and high vegetation fractions introduced by the CCI-based updated: in N_CTR the sAfr region had, respectively, 43% and 56% of low and high vegetation cover, and with the ESA-CCI land cover update these changed to, respectively, 58% and 30% for low and high vegetation (Figures 1a and 1b). Additionally, there was also a change in the dominant low vegetation type, from tall grass (40%) in N_CTR to short grass (43%) in N_CCI.

Updating LAI resulted in increased seasonality of the warming introduced by the updated vegetation (Figure 9c), with no differences to N_CTR during DJF, and an increasing and decreasing cycle between MAM
and SON, peaking during JJA (with a maximum difference to N_CTR of +2.7°C). This seasonality was further enhanced in N_LCLUP (Figure 9c), with differences to N_CTR reaching +4.0°C during JJA. Notice that the increased warming during MAM, JJA, and SON corresponded to reductions of daily maximum LST systematic errors (cf. Figure S2).

The simulation N_TG had a negligible impact over the sAfr region as there was no shrubs coverage in the region (neither in CTR nor CCI). The increased seasonality and peak JJA warming for N_LAI and N_LCLUP are reflected in daily maximum $T_{2m}$ (Figure 9f) and $T_{850hPa}$ (Figure 9i) but with differences below +1°C compared to N_CTR (for $T_{850hPa}$, these differences are lower than the differences between ERA5 and N_CTR). Low vegetation clumping introduced an increase in $V_{h10}$ during JJA up to +0.5 m s$^{-1}$ compared to N_CTR, which was nearly double the difference found for N_CCI and N_LAI. The increased seasonality and JJA warm peaks introduced in N_LAI (and enhanced in N_LCLUP) was associated with increased seasonality and in LH (Figure 9o, decreasing in JJA up to −14 Wm$^{-2}$) and in SH (Figure 9r, increasing in JJA up to +6 Wm$^{-2}$).

4. Discussion

4.1. Reconciling the LSA-SAF and FLUXNET Evaluations

The updates to CHTESSEL vegetation cover had an overall positive impact in the daily maximum LST estimated by coupled and offline simulations, with a reduction in biases over 17% and 16% of the grid points with valid observations, respectively. The largest bias reductions occurred over southern Europe and southern and central Africa. The daily maximum LST ubRMSE was also reduced over southern and central Africa, particularly during JJA and SON (with ubRMSE reductions up to −5°C).

However, the modifications showed mostly neutral impacts on the simulated surface latent and sensible heat fluxes when compared against 51 FLUXNET stations over 1996–2014. The reason for the lack of improvement in surface turbulent fluxes may be primarily attributed to the fact that FLUXNET towers were concentrated in central Europe and North America. Over central Europe, the changes to daily maximum LST errors associated with the vegetation updates were mostly within observational uncertainty (with magnitudes below 2°C, cf. Figure 3), which agrees with neutral impact of surface fluxes. This was corroborated by the coherent changes in daily maximum LST and the sensible and latent heat fluxes over the MSG disk region, where the updates had a positive impact. North America falls outside the MSG disk and, thus, a detailed analysis of the errors was not possible in the present work. Nonetheless, Figure S18 showed that the location of 51 towers is skewed toward energy-limited regimes, where the influence of land conditions was expected to be lower. Furthermore, it is worth noting the existence of the pixel-to-tower representativeness errors. This limited the interpretation of the results, as the land cover and LAI at the model grid-point scale (which also depended on the resolution) can be different from the actual local land and vegetation characteristics in the vicinity of the tower. Moreover, issues affecting the energy closure at eddy covariance sites may have induced systematic errors in the in situ measurements. In fact, latent heat flux is often underestimated by eddy covariance measurements (see e.g., Ershadi et al., 2014). These systematic errors in turbulent heat flux measurements can be accounted for by applying corrections based on assumptions regarding the source of this energy imbalance (Michel et al., 2016). However, those correction techniques can have potentially adverse effects on the actual fluxes being examined (Foken, 2008) and were not considered in this study.

Nonetheless, we point out that the biases in latent heat flux and the relatively low anomaly correlations found in Section 3.3 indicated that there is still room to improve the evaporation formulation in CHTESSEL (e.g., canopy resistance formulation, soil moisture stress, etc.), despite recent reports of a marked improvement in ERA5 with respect to its predecessor, ERA Interim (Martens et al., 2020).

4.2. Open Regional Issues and Future Directions

Despite the overall positive impact, we found two regions where revised land cover and vegetation had a negative impact: the daily maximum LST bias increased up to +6°C in eastern Brazil during JJA, and a cooling signal (up to −7°C for daily maximum LST and to −4°C for daily maximum $T_{2m}$) emerged over wide portions of northern Eurasia during January–April.
On the one hand, we showed that the increased errors over eastern Brazil were primarily associated with the land cover revision and related uncertainty in vegetation classes cross-walking table. On the other hand, the errors over northern Eurasia were related to changes in surface albedo. These were induced by a reduction of high vegetation cover, exposing larger areas of snow that have a higher albedo than regions with snow under forests. We suggest several options to address these shortcomings, namely: (a) a detailed regional analysis, (b) a careful evaluation of the ESA-CCI/C3S data set and of the cross-walking table employed to convert between ESA-CCI/C3S and the model land cover classes, and (c) a recalibration of several model parameters closely related to land cover and vegetation (e.g., $r_{\text{min}}$, $z_{0v}$, and $z_{0m}$), using a more extensive evaluation and multiple criteria. In fact, the calibration of model parameters is paramount, as the current model configuration has been tuned based on an outdated land cover data set. As an example, Stevens et al. (2020) investigated the close relationship between LAI and the minimum stomatal resistance and rooting depth in CHTESSEL showing some potential to improve the latent heat flux variability via an adjustment of these parameters. However, those results were based on offline simulations for 17 flux towers. Extending it globally, and within a coupled model perspective, represents a significant scientific and computational effort. It would require a large number of forecast and data assimilation experiments focusing on the impact on medium- to long-range forecasts and taking into consideration compensating errors related to the land-atmosphere interaction. Nonetheless, perspectives for representing interannual variability for both land-cover and vegetation states will be explored thanks to the ESA-CCI, C3S, and CGLS data sets availability over several decades. This will also require a more extensive evaluation using multiple assessment criteria, reference data sets and variables (e.g., Collier et al., 2018). Our results also showed that land cover classification and LAI cannot be treated independently from the model parameterization and parameters, as there are several assumptions in the model that are associated to the input land cover and LAI data provided.

Finally, we point out that the implemented changes to CHTESSEL vegetation had a negligible impact on daily maximum LST over wide areas of the MSG disk. These included the western Africa and Arabian Peninsula regions, which showed strong warm biases during JJA (up to +10°C, Figure 3). These systematic errors were likely related to aerosols affecting both the satellite retrievals and IFS radiation. Indeed, during JJA these regions have a significant aerosol load (dust) resulting in high aerosols optical depth (AOD) (Voss & Evan, 2020). The current algorithm used by LSA-SAF to derive LST does not consider explicitly AOD, which could lead to an underestimation of LST as the signal measured at the sensor is inherently influenced by AOD (e.g., Rosas et al., 2017). Therefore, this warm bias can result from an actual overestimation by the IFS but may also relate to an underestimation of the LSA-SAF LST. Further research is needed to understand and quantify the potential role of AOD on the LST satellite retrievals. But a more profound analysis of this issue is beyond the scope of the present work.

5. Conclusions

The present work demonstrated the existence of large magnitude biases (up to $\sim 10^\circ$C, either positive or negative depending on region) in daily maximum LST simulated by the uncoupled CHTESSEL simulations and coupled IFS simulations. The comparison was performed over the MSG disk using the LSA-SAF LST product as the reference, which was limited to clear-sky conditions. Error magnitudes were particularly high over southern Europe, southern and central Africa, and Brazil. Building upon recent work (JO19 and NO20) we updated the global vegetation characterization in CHTESSEL leveraging on state-of-the-art EO products. Namely, we updated the land cover, including vegetation types and fractions based on the ESA-CCI land cover data set, and the LAI based on the GCLS product. Moreover, a clumping parameterization was also tested, introducing seasonality in the effective low vegetation coverage which was currently neglected in the model. The implemented improvements to the vegetation cover resulted in an overall positive impact on the simulated daily maximum LST, with the area where the daily maximum LST bias decreased being more than double that where it increased (17% compared to 8% in coupled simulations). The ubRMSE also supported the overall improvement resulting from the implemented vegetation coverage updates (with a domain average reduction over all seasons ranging between $-0.11^\circ$C and $-0.06^\circ$C). Moreover, the proposed updates had a neutral impact on daily minimum LST.
The present results may have important implications to the surface and near-surface fields in ECMWF forecasts and reanalysis, which are based on IFS simulations using the CHTESSEL LSM. However, two issues emerged which will require further attention prior to the operational implementation of the proposed vegetation updates. The first was the degraded daily maximum LST over eastern Brazil, which was primarily associated with the land cover revision and related uncertainty in vegetation classes cross-walking table. The second was the widespread cooling of northern latitudes during winter and spring, at odds with ERA5 air temperatures (benefiting from data assimilation). Our analysis revealed that this issue was induced by a reduction of high vegetation cover exposing larger areas of snow that have a higher albedo than regions with snow under forests. We suggest several options to address these shortcomings, but an operational implementation of the proposed vegetation updates still requires further work, namely: (a) a detailed regional analysis, (b) a careful evaluation of the ESA-CCI/C3S data set and of the cross-walking table employed to convert between ESA-CCI/C3S and the model land cover classes, and c) a recalibration of several model parameters closely related to land cover and vegetation (e.g., rsmmin, z0n, and z0w).

Finally, the analysis of the different experiments considered here, together with the detailed regional analysis over southern Africa, eastern Brazil, and eastern Russia, clearly illustrated the well-known importance of the accurate representation of vegetation for the accurate simulation of land-temperature interactions (Miralles et al., 2019; Seneviratne et al., 2010). At the same time, this study also highlighted the complexity of the land-temperature coupled system, with very distinct levels of atmospheric sensitivity to changes in vegetation coverage.

**Data Availability Statement**

ERA5 data can be obtained freely from the Copernicus Climate Change Service Information website (https://climate.copernicus.eu/). The CGLS LAI can be obtained freely from the CGLS website (https://land.copernicus.eu/). The ESA-CCI land cover can be obtained freely from their website (https://esa-landcover-cci.org/). The LSA-SAF LST can be obtained freely from their website (https://landsaf.ipma.pt/en/data/catalogue/). The FLUXNET 2015 data can be accessed from the FLUXNET data portal at https://fluxnet.fluxdata.org/data/fluxnet2015-dataset/ (FLUXNET, 2020; Pastorello et al., 2020). The simulations carried out in this study are obtainable from ECMWF data archive (required login at: https://apps.ecmwf.int/mars-catalogue/?class=rd) with the following research experimental IDs: O_CTR is a04d, O_CCI is a04e, O_CCI is a04f, O_LCLUP is a04k, O_TG is a04s, O_SN is a04m, N_CTR is a046, N_CCI is a048, N_LAI is a04b, N_LCLUP is a04l, N_TG is a04t, and N_SN is a04n.
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