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1 INTRODUCTION

Many real-world problems present themselves in the following form: given the description of a system state and the description of a state we would "prefer" the system to be in, is it possible to transform the system from its current state into the desired one without "breaking" the system in the process? Such questions, with some generalizations and specializations, have received a substantial amount of attention under the so-called reconfiguration framework [7, 32, 35, 37]. Historically, the study of reconfiguration questions predates the field of computer science, as many classic one-player games can be formulated as reachability questions [24, 27], e.g., the 15-puzzle and Rubik’s cube. More recently, reconfiguration problems have emerged from computational problems in different areas such as graph theory [8, 20, 21], constraint satisfaction [14, 30], computational geometry [11, 26, 29], and even quantum complexity theory [13].

In this work, we focus on the reconfiguration of independent sets and vertex covers of bipartite graphs. We view an independent set as a collection of tokens placed on the vertices of a graph such that no two tokens are adjacent. This gives rise to three natural adjacency relations between independent sets (or token configurations), also called reconfiguration steps. In the token addition/removal (TAR) model, first introduced by Ito et al. [20], we are allowed to either add or
remove one token at a time as long as there are at least \( k \) (non-adjacent) tokens on the graph at all times. In the token jumping (TJ) model, introduced by Kamiński et al. [25], a single reconfiguration step consists of first removing a token on some vertex \( u \) and then immediately adding it back on any other vertex \( v \), as long as no two tokens become adjacent. The token is said to jump from vertex \( u \) to vertex \( v \). Finally, in the token sliding (TS) model, introduced by Hearn and Demaine [17], two independent sets are adjacent if one can be obtained from the other by a token jump from vertex \( u \) to vertex \( v \) with the additional requirement of \( uv \) being an edge of the graph. The token is then said to slide from vertex \( u \) to vertex \( v \) along the edge \( uv \). Note that, in both the TJ and TS models, the size of independent sets is fixed, while the TAR model only enforces a lower bound. Generally speaking, in the \( M \)-independent set reconfiguration (\( M \)-ISR) problem, where \( M \in \{ \text{TAR}, \text{TJ}, \text{TS} \} \), we are given a graph \( G \) and two independent sets \( I \) and \( J \) of \( G \). The goal is to determine whether there exists a sequence of reconfiguration steps—a reconfiguration sequence—that transforms \( I \) into \( J \) (where the reconfiguration step depends on the model). \( M \)-ISR has been extensively studied under the reconfiguration framework, albeit under different names [5, 6, 10, 12, 22, 23, 25, 28, 31]. It is known that the problem is PSPACE-complete for all three models, even on restricted graph classes such as graphs of bounded bandwidth/pathwidth [36] and planar graphs [17]. A popular open question related to \( M \)-ISR is whether the problem becomes polynomial-time solvable on bipartite graphs [12, 18, 19, 31]. A few positive results for subclasses of bipartite graphs are known. For instance, it was shown by Demaine et al. [10] that TS-ISR can be solved in polynomial time on trees. Fox-Epstein et al. [12] gave polynomial-time algorithms for solving TS-ISR on bipartite permutation and bipartite distance-hereditary graphs, and conjectured that the problem remains polynomial-time solvable on bipartite graphs. Mouawad et al. [31] studied the shortest path variant of TAR-ISR, where we seek a shortest reconfiguration sequence, and showed that it is NP-hard on bipartite graphs. They asked whether the problem is in NP and whether the problem remains hard without any length restrictions. We settle the complexity of \( M \)-ISR (and the shortest path variant) on bipartite graphs under all three models. We show that under the token jumping or token addition/removal model, the problem is NP-complete. For the token sliding model, we show that the problem remains PSPACE-complete. Our NP-completeness result comes as somewhat of a surprise, as reconfiguration problems are typically in \( P \) or PSPACE-complete [35]. To the best of our knowledge, TAR-ISR on bipartite graphs is the first “natural” NP-complete reconfiguration problem (that asks for the existence of a reconfiguration sequence of any length).

It is known [25] that the token addition/removal model generalizes the token jumping model in the following sense. There exists a sequence between two independent sets \( I \) and \( J \), with \(|I| = |J|\), under the TJ model if and only if there exists a sequence between them under the TAR model, with \( k = |I| - 1 \). Hence, we only consider the TAR model. In addition, TAR-ISR is easily seen to be equivalent to the following problem (by taking complements of sets), namely vertex cover reconfiguration (VCR). We are given an \( n \)-vertex graph \( G \), an integer \( k \), and two vertex covers of \( G \), \( S \), and \( T \), of size at most \( k \). The goal is to determine whether there exists a sequence \( \sigma = \langle Q_0, \ldots, Q_t \rangle \) satisfying the following:

\(- Q_0 = S \) and \( Q_t = T \);
\(- Q_i \) is a vertex cover of \( G \) and \( |Q_i| \leq k \), for \( 0 \leq i \leq t \);
\(- |Q_i \triangle Q_{i+1}| = 1 \), where \( 0 \leq i < t \) and \( Q_i \triangle Q_{i+1} = (Q_i \setminus Q_{i+1}) \cup (Q_{i+1} \setminus Q_i) \) denotes the symmetric difference of \( Q_i \) and \( Q_{i+1} \).

An alternative perspective on the VCR problem (and reconfiguration problems in general) is via the notion of the reconfiguration graph \( R_k(G) \). Nodes in \( R_k(G) \) represent vertex covers of \( G \) of size at most \( k \) and two nodes \( Q \) and \( Q' \) are connected by an edge whenever \( |Q \triangle Q'| = 1 \). In other
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Fig. 1. Example of a non-monotone sequence going to a local minimum ($k = 44$). Each edge $xy$ corresponds to a biclique with $x$ vertices on one side and $y$ vertices on the other. Vertices colored gray belong to the vertex cover. Note that vertices that are added or removed more than once do not belong to $S \Delta T$.

words, $Q'$ can be obtained from $Q$ by the addition or removal of a single vertex. An edge in $R_k(G)$ is sometimes referred to as a reconfiguration step, and a walk or path in this graph is a reconfiguration sequence. An equivalent formulation of VCR is then to determine whether $S$ and $T$ belong to the same connected component of $R_k(G)$.

To prove NP-hardness of VCR, we consider instances $(G, S, T, k)$ of the problem where $G$ is an $n$-vertex bipartite graph with bipartition $(L, R)$, starting set $S = L$, and target set $T = R$. Informally, we call such instances the “left-to-right instances.” We show that there is a reconfiguration sequence from $L$ to $R$ in $R_k(G)$ if and only if the treewidth of the cobipartite graph $\overline{G}$ is at most $k$, where $\overline{G}$ is obtained from $G$ by adding all edges between vertices in $L$ and adding all edges between vertices in $R$. We obtain the aforementioned equivalence by relating left-to-right instances of VCR to the cops-and-robber game played on $\overline{G}$. The seminal result of Seymour and Thomas [34] establishes the equivalence between the cops-and-robber game and computing the treewidth of the underlying graph $\overline{G}$. That is, the number of cops needed to catch a robber in $\overline{G}$ is exactly equal to the treewidth of $\overline{G}$ plus one. Computing treewidth is known to be NP-complete, even for cobipartite graphs [2, 4, 38]. This implies that VCR is NP-complete when restricted to left-to-right instances or, more generally, to instances where $S \cap T = \emptyset$. To show membership in NP for instances that are not necessarily left-to-right, we prove that the diameter of every connected component of $R_k(G)$, for $G$ bipartite, is at most $O(n^4)$. While we believe that $O(n^4)$ is an overestimation, we know that there are instances of VCR where vertices have to be “touched” (added or removed) more than once. An example of such an instance (where vertices need to be added and removed twice) is shown in Figure 1.

Finally, we consider ISR under the token sliding model. This problem is commonly known in the literature as the Token Sliding problem. We prove PSPACE-completeness of Token Sliding in bipartite graphs by a reduction from a variant of the Word Reconfiguration problem, first introduced by Wrochna [36].

2 PRELIMINARIES

We denote the set of natural numbers by $\mathbb{N}$. For $n \in \mathbb{N}$, we let $[n] = \{1, 2, \ldots, n\}$. We assume that each graph $G$ is finite, simple, and undirected. We let $V(G)$ and $E(G)$ denote the vertex set and edge set of $G$, respectively. We use $[V(G)]^{\leq k}$ to denote the set of all subsets of $V(G)$ of cardinality at most
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k, where k is a non-zero positive integer. The open neighborhood of a vertex v is denoted by \( N_G(v) = \{ u \mid uv \in E(G) \} \) and the closed neighborhood by \( N_G[v] = N_G(v) \cup \{ v \} \). For a set of vertices \( Q \subseteq V(G) \), we define \( N_G(Q) = \{ v \mid \exists u \in Q, uv \in E(G) \} \) and \( N_G[Q] = N_G(Q) \cup Q \). The subgraph of G induced by Q is denoted by \( G[Q] \), where \( G[Q] \) has vertex set \( Q \) and edge set \( \{ uv \in E(G) \mid u, v \in Q \} \).

We let \( G - Q = G[V(G) \setminus Q] \). For a pair of vertices \( u \) and \( v \) in \( V(G) \), by \( \text{dist}_G(u, v) \), we denote the length of a shortest path between \( u \) and \( v \) in G (measured in number of edges and set to \( \infty \) if \( u \) and \( v \) belong to different connected components). Given a graph \( G \) and a set \( Q \subseteq V(G) \), by \( \text{cliquifying} \), we denote the operation that adds all missing edges between vertices in \( Q \), resulting in a new graph \( G' \). Given \( G \) and a vertex \( u \in V(G) \), by \( \text{duplicating} \) \( u \) we denote the operation that adds a new vertex \( v \) connected to all vertices in \( N_G(u) \), resulting in a new graph \( G' \). In \( G' \), \( u \) and \( v \) are twins. A graph \( G \) is bipartite if the vertex set of \( G \) can be partitioned into two disjoint sets \( L \) and \( R \), i.e., \( V(G) = L \cup R \), where \( G[L] \) and \( G[R] \) are edgeless. A graph \( G \) is cobipartite if the vertex set of \( G \) can be partitioned into two disjoint sets \( L \) and \( R \), where \( G[L] \) and \( G[R] \) are cliques.

Canonical Path and Tree Decompositions. A tree decomposition \([3, 33]\) of a graph \( G \) is a pair \( T = (T, \{B_t\}_{t \in V(T)}) \), where \( T \) is a tree whose every vertex \( t \) is assigned a vertex subset \( B_t \subseteq V(G) \), called a bag, such that the following three conditions hold.

- (P1) \( \bigcup_{t \in V(T)} B_t = V(G) \), in other words, every vertex of \( G \) is in at least one bag;
- (P2) For every \( uv \in E(G) \), there exists \( t \in V(T) \) such that bag \( B_t \) contains \( u \) and \( v \);
- (P3) For every \( u \in V(G) \), the set \( T_u = \{ t \in V(T) \mid u \in B_t \} \), i.e., the set of vertices whose corresponding bags contain \( u \), induces a connected subtree of \( T \).

The width of tree decomposition \( T = (T, \{B_t\}_{t \in V(T)}) \) equals \( \max_{t \in V(T)} |B_t| - 1 \), that is, the maximum size of any bag minus 1. The treewidth of a graph \( G \), denoted by \( \text{tw}(G) \), is the minimum possible width of a tree decomposition of \( G \). It is convenient to think of tree decompositions as rooted trees. That is, for a tree decomposition \( T \), we distinguish one vertex \( r \) of \( T \), which will be the root of \( T \). This introduces natural parent-child and ancestor-descendant relations in the tree \( T \). We will say that such a rooted tree decomposition is canonical or nice if the following conditions are satisfied. \( B_r = \emptyset \) and \( B_t = \emptyset \) for every leaf \( \ell \) of \( T \). In other words, all the leaves as well as the root contain empty bags. Furthermore, every non-leaf vertex of \( T \) is of one of the following three types.

- **Introduce vertex**: a vertex \( t \) with exactly one child \( t' \) such that \( B_t = B_{t'} \cup \{ v \} \) for some vertex \( v \notin B_{t'} \); we say that \( v \) is introduced at \( t \);
- **Forget vertex**: a vertex \( t \) with exactly one child \( t' \) such that \( B_t = B_{t'} \setminus \{ w \} \) for some vertex \( w \in B_{t'} \); we say that \( w \) is forgotten at \( t \);
- **Join vertex**: a vertex \( t \) with two children \( t_1 \) and \( t_2 \) such that \( B_t = B_{t_1} \cup B_{t_2} \).

A (nice) path decomposition of a graph \( G \) is simply a (nice) tree decomposition where \( T \) must be a path. It will be convenient to denote a (nice) path decomposition by a sequence \( P = (B_1, B_2, \ldots, B_p) \). The pathwidth of a graph \( G \), denoted by \( \text{pw}(G) \), is the minimum possible width of a path decomposition of \( G \). Note that for a nice path decomposition, we only have introduce and forget vertices.

**Proposition 2.1.** For every clique \( C \) of a graph \( G \) and any (nice) path or tree decomposition of \( G \), there exists a bag \( B \) in the decomposition such that \( V(C) \subseteq B \).

### 3 NP-COMPLETENESS UNDER THE TOKEN ADDITION/REMOVAL MODEL

We denote an instance of the **Vertex Cover Reconfiguration** problem by \((G, S, T, k)\), where \( G \) is the input graph, \( S \) and \( T \) are the source and target vertex covers, respectively, and \( k \) is the
maximum allowed capacity. The reconfiguration graph $R_k(G)$ contains a node for each vertex cover $Q$ of $G$ of size at most $k$. Two nodes $Q$ and $Q'$ are adjacent in $R_k(G)$ whenever $|Q \triangle Q'| = 1$. To avoid confusion, we refer to nodes in reconfiguration graphs, as distinguished from vertices in the input graph. By a slight abuse of notation, we use upper case letters to refer to both a node in the reconfiguration graph as well as the corresponding vertex cover. For any node $Q \in V(R_k(G))$, the quantity $k - |Q|$ corresponds to the available capacity at $Q$. Given $Q \in V(R_k(G))$, let $C$ denote the connected component of $R_k(G)$ containing $Q$. We say $Q$ is a local minimum if there exists no $Q' \in V(C)$ such that $|Q'| < |Q|$.

We use two representations of reconfiguration sequences. The first representation consists of a sequence of vertex covers, $\sigma = \langle Q_0, Q_1, \ldots, Q_{t-1}, Q_t \rangle$. Given $\sigma$, we associate it with a sequence of edit operations as follows. We assume all vertices of $G$ are labeled from 1 to $n$, i.e., $V(G) = \{v_1, v_2, \ldots, v_n\}$. We let $M^+ = \{v^+_1, \ldots, v^+_n\}$ and $M^- = \{v^-_1, \ldots, v^-_n\}$ denote the sets of addition markers and removal markers, respectively. An edit sequence $\eta = (m_1, m_2, \ldots, m_t)$ is an ordered sequence of elements obtained from the full set of markers $M^+ \cup M^-$, i.e., $m_i \in M^+ \cup M^-$. Here, $v^+_i$ stands for “add vertex $v_i$” and $v^-_i$ stands for “remove vertex $v_i$,” $1 \leq i, j \leq n$. We say a vertex $v \in V(G)$ is touched in the course of a reconfiguration sequence if it is either added (or removed ($v^- \in \eta$) at least once. We say a reconfiguration sequence is monotone if it touches no vertex more than once. Note that a monotone sequence from $S$ to $T$ can only remove vertices of $S \setminus T$ and add vertices of $T \setminus S$ (in some order). Given an edit sequence $\eta$ and a vertex cover $S$, we say $\eta$ is valid at $S$ if applying $\eta$ starting from $S$ results in a reconfiguration sequence, i.e., the sequence corresponds to a walk in the reconfiguration graph $R_k(G)$. In other words, $\eta = (m_1, m_2, \ldots, m_{t-1}, m_t)$ is valid at $S$ if and only if there exists a sequence $\sigma$ such that $Q_0 = S, Q_1, \ldots, Q_{t-1}, Q_t$ such that $Q_i$ is a vertex cover of $G$ of size at most $k$, for $0 \leq i \leq t$, and if $m_{i+1} \in \{v^+_j, v^-_j\}$, then $Q_i \Delta Q_{i+1} = \{v_j\}$, for $0 \leq i < t$. We let $\eta(S)$ denote the vertex cover obtained after applying $\eta$ starting at $S$. Given $\eta$ and $\eta'$, we use $\eta \cdot \eta'$ to denote the concatenation of both sequences.

**NP-hardness**

To prove NP-hardness we will show an equivalence between VCR and the cops-and-robber game. Let us start by formally describing the game. The game is played on a finite, undirected, and connected graph $G$. Throughout the game, a robber is standing on some vertex in $V(G)$. The robber can, at any time, run at “infinite” speed to any other vertex along a path of the graph. However, running through a cop is not permitted. There are $k$ cops; each of them is either standing on a vertex or in a helicopter (temporarily removed from the graph). The cops can see the robber at all times. The objective of the cops is to land a helicopter on the vertex occupied by the robber, and the robber’s objective is to elude capture. Note that, since they are equipped with helicopters, cops are not constrained to moving along paths of the graph. The robber can see the helicopter approaching the landing spot and can run to a new vertex before the helicopter actually lands (when possible). Therefore, the only way for the cops to capture the robber is by having a cop land on the vertex $v$ occupied by the robber while all neighbors of $v$ are also occupied by cops.

A state in the game is a pair $(X, F)$, where $X \in [V(G)]^{\leq k}$ and $F$ is an $X$-flap, i.e., the vertex set of a component of $G - X$. $X$ is the set currently occupied by cops and $F$ tells us where the robber is; since he can run arbitrarily fast, the only information we need is which component of $G - X$ contains him. The initial state is $(X_0, F_0)$, where $X_0 = \emptyset$ and $F_0$ is the flap (or the vertex set of the connected component) chosen by the robber. At round $i \geq 1$ of the game, we have $(X_{i-1}, F_{i-1})$ and the cops pick a new set $X_i \subseteq [V(G)]^{\leq k}$ such that $|X_i \Delta X_{i-1}| = 1$; either a helicopter lands on a vertex or a cop leaves the graph on a helicopter. Then, the robber chooses (if possible) an $X_i$-flap $F_i$ such that $F_i \subseteq F_{i-1}$ or $F_{i-1} \subseteq F_i$. If $F_{i-1} \subseteq X_i$, then the cops win. Otherwise, the game continues
with round $i + 1$. If there is a winning strategy for the cops, we say that $\leq k$ cops can search the graph. If, in addition, the cops can always win in such a way that the sequence $(X_0, X_1, \ldots)$ satisfies $X_i \cap X_{i'} \subseteq X_i$, for $i \leq i' \leq i''$, then we say that $\leq k$ cops can monotonely search the graph. In other words, a monotone strategy implies that cops never return to a vertex that has been previously vacated. The following theorem is due to Seymour and Thomas [34].

**Theorem 3.1.** Let $G$ be a graph and $k$ be a non-zero positive integer. Then, the following are equivalent:

- $\leq k$ cops can search $G$;
- $\leq k$ cops can monotonely search $G$;
- $G$ has treewidth at most $k - 1$.

It is well-known that computing the pathwidth or the treewidth of a graph is an NP-hard problem [2]. In what follows, we let $(G, S = L, T = R, k)$ be an instance of VCR, where $G$ is bipartite, $V(G) = L \cup R$, $S = L$, and $T = R$ (a left-to-right instance). We let $\overline{G}$ be the cobipartite graph obtained from $G$ by first cliquifying $L$ and then cliquifying $R$. We let $V(\overline{G}) = \overline{L} \cup \overline{R}$. The treewidth of a cobipartite graph is known to be equal to its pathwidth [15]. Moreover, it is NP-hard to determine, given a cobipartite graph $\overline{G}$ and an integer $k$, whether $\overline{G}$ has treewidth at most $k$ [2, 4, 38]. Lemmas 3.2 and 3.3 below, combined with Theorem 3.1 and the NP-hardness of computing treewidth of cobipartite graphs, imply the NP-hardness of VCR.

**Lemma 3.2.** If $L$ and $R$ belong to the same connected component of $R_k(G)$, then $k$ cops can search the cobipartite graph $\overline{G}$.

**Proof.** Let $(Q_0 = L, Q_1, \ldots, Q_{t-1}, Q_t = R)$ denote a reconfiguration sequence from $L$ to $R$. Let $L = \overline{L} = \{u_1, \ldots, u_t\}$ and $R = \overline{R} = \{v_1, \ldots, v_t\}$. We claim that $(X_0 = \{u_1\}, X_1 = X_0 \cup \{u_2\}, \ldots, X_t = X_{t-1} \cup \{u_t\} = \overline{L}, X_{t+1} = Q_1, \ldots, X_{t+t} = Q_t = \overline{R})$ is a winning strategy for the cops (on $\overline{G}$). Since all vertex covers (of $G$) in the reconfiguration sequence have size at most $k$, it follows that $|X_i| \leq k$, $0 \leq i \leq t$. Note that at round $i = 1$, the robber must move to some vertex in $\overline{R}$ (as all vertices in $\overline{L}$ are occupied by cops). Moreover, at any round $i > 1$, the robber cannot move to a vertex in $\overline{L}$. Assume otherwise. Then, there exists some path starting at the robber’s vertex $v^* \in \overline{R}$ and ending at some vertex $u^* \in \overline{L}$. Let $uv$ be the first edge on this path that takes the robber from $\overline{R}$ to $\overline{L}$. Both $u$ and $v$ are not occupied by cops, contradicting the fact that $Q_i$ is vertex cover of $G$. Hence, the robber is captured at round $t + 1$, i.e., when all of $\overline{R}$ is occupied by cops.

**Lemma 3.3.** If $k$ cops can search the cobipartite graph $\overline{G}$, then $L$ and $R$ belong to the same connected component of $R_k(G)$. Moreover, there exists a monotone reconfiguration sequence from $L$ to $R$ in $R_k(G)$.

**Proof.** As there exists a winning strategy for the cops, by Theorem 3.1, we can assume that $\overline{G}$ has treewidth at most $k - 1$. Since the treewidth of a cobipartite graph is equal to its pathwidth [15], let $P = \langle B_1, B_2, \ldots, B_p \rangle$ be a nice path decomposition of $\overline{G}$ of width at most $k - 1$. Combining Proposition 2.1 with the fact that $\overline{G}[\overline{L}]$ and $\overline{G}[\overline{R}]$ are cliques, we know that there exists $q$ and $q'$ such that $1 \leq q < q' \leq p$ and either $\overline{L} \subseteq B_q$ and $\overline{R} \subseteq B_{q'}$ or $\overline{R} \subseteq B_q$ and $\overline{L} \subseteq B_{q'}$ (if $q = q'$, then $k \geq |\overline{L}| + |\overline{R}| = |V(\overline{G})| = |V(G)|$ and the lemma trivially holds). Assume, without loss of generality, that $\overline{L} \subseteq B_q$ and $\overline{R} \subseteq B_{q'}$ (if the assumption does not hold, then we consider the reverse path decomposition). Let $q^* = q' - q$, $Z = B_q \setminus \overline{L} = \{z_1, \ldots, z_{|Z|}\}$, and $Y = B_{q'} \setminus \overline{R} = \{y_1, \ldots, y_{|Y|}\}$. We define a monotone reconfiguration sequence $\sigma$ from $L$ to $R$ in $R_k(G)$. Informally, $\sigma$ starts from $L$, adds vertices until reaching $B_q$, uses the bags between $B_q$ and $B_{q'}$ as reconfiguration steps, and finally removes vertices to reach $R$. Formally, consider the following three sequences:
\[ \sigma_1 = (Q_0, Q_1, \ldots, Q_{|Z|-1}, Q_1), \text{ where } Q_0 = \overline{L} \text{ and } Q_i = Q_{i-1} \cup \{z_i\}, 1 \leq i \leq |Z| \] (note that \( Q_{|Z|} = B_q \));
\[ \sigma_2 = (Q_{|Z|+1}, Q_{|Z|+2}, \ldots, Q_{|Z|+q^*-1}, Q_{|Z|+q^*}), \text{ where } Q_{|Z|+i} = B_{q+i}, 1 \leq i \leq q^* \] (note that \( Q_{|Z|+q^*} = B_{q+q^*} = B_q \));
\[ \sigma_3 = (Q_{|Z|+q^*+1}, Q_{|Z|+q^*+2}, \ldots, Q_{|Z|+q^*+|Y|-1}, Q_{|Z|+q^*+|Y|}), \text{ where } Q_{|Z|+q^*+1} = Q_{|Z|+q^*} \setminus \{y_1\} \text{ and } Q_{|Z|+q^*+i} = Q_{|Z|+q^*+i-1} \setminus \{y_1\}, 1 < i \leq |Y| \] (note that \( S_{|Z|+q^*+|Y|} = S_{|Z|+q^*} \setminus Y = B_{q'} \setminus Y = \overline{R} \)).

We claim that \( \sigma = \sigma_1 \cdot \sigma_2 \cdot \sigma_3 \) is a monotone reconfiguration sequence from \( L \) to \( R \) in \( R_k(G) \). First, note that, by our construction of \( \sigma_1 \) and \( \sigma_2 \) and the fact that \( P \) is a nice path decomposition, we have \( |Q_0 \Delta Q'| = 1 \) for any two consecutive sets in \( \sigma \). Second, since the size of the bags is at most \( k \), all the sets in \( \sigma \) have size at most \( k \); all sets appearing before \( B_q = Q_{|Z|} \) and after \( B_{q'} = Q_{|Z|+q^*} \) have size strictly less than \( |B_q| \) and \( |B_{q'}| \), respectively. Moreover, as both \( L \) and \( R \) are vertex covers of \( G \), it follows that \( Q_i \) is also a vertex cover of \( G \) for \( i \leq |Z| \) (\( L \) is a subset of every such \( Q_i \)) and \( j \geq |Z| + q^* \) (\( R \) is a subset of every such \( Q_j \)). Hence, it remains to show that every set \( Q_i \) in \( \sigma_2 \) is a vertex cover of \( G \). Assume that there exists a set \( Q_i \) in \( \sigma_2 \) that is not a vertex cover of \( G \). Then, there exists an uncovered edge \( uv \) with \( u \in L \) and \( v \in R \). Since \( L \subseteq Q_{|Z|} \) and \( R \subseteq Q_{|Z|+q^*} \), it must be the case that \( u \notin Q_i (u \text{ was forgotten}) \) and \( v \notin Q_i (v \text{ was not yet introduced}) \). This implies that there exists some other bag \( B_j, j \neq i \), covering the edge \( uv \) (by property (P2) of tree decompositions). But in both of the cases \( j < i \) and \( j > i \), we contradict property (P3) of tree decompositions, as the bags containing \( u \) (and \( v \)) must appear consecutively in \( P \). Finally, the monotonicity of \( \sigma \) follows from our construction (for \( \sigma_1 \) and \( \sigma_3 \)) and property (P3) of tree decompositions (for \( \sigma_2 \)).

**Theorem 3.4.** Let \((G, S, T, k)\) be an instance of VCR where \( S \cap T = \emptyset \). Let \( \overline{G} \) be the graph obtained from \( G \) by first cliquifying \( S \) and then cliquifying \( T \). Then, the following are equivalent:

- There exists a reconfiguration sequence from \( S \) to \( T \) in \( R_k(G) \);
- There exists a monotone reconfiguration sequence from \( S \) to \( T \) in \( R_k(G) \);
- \( \overline{G} \) has treewidth/pathwidth at most \( k - 1 \).

**Proof.** Note that any graph \( G \) having two disjoint vertex covers \( S \) and \( T \) must be bipartite; there can be no edges with both endpoints in \( S \), no edges with both endpoints in \( T \), and any vertex in \( V(G) \setminus (S \cup T) \) must be isolated. We can safely delete all isolated vertices in \( V(G) \setminus (S \cup T) \) to obtain a graph \( G' \). In other words, \( R_k(G') \) is an induced subgraph of \( R_k(G) \). Hence, combining Lemmas 3.2 and 3.3 with Theorem 3.1, we get the claimed equivalences.

Theorem 3.4 implies that VCR on bipartite graphs is NP-complete if we restrict ourselves to instances where \( S \cap T = \emptyset \). Hence, both TAR-ISR and TJ-ISR are NP-hard on bipartite graphs.

**Membership in NP**

To prove membership in NP (without any restrictions on \( S \cap T \)), we prove the following.

**Theorem 3.5.** Let \( G \) be an \( n \)-vertex bipartite graph and let \( k \) be a non-zero positive integer. Let \( S \) and \( T \) be two vertex covers of \( G \) of size at most \( k \). If \( \text{dist}_{R_k(G)}(S, T) \) is finite, then \( \text{dist}_{R_k(G)}(S, T) = O(n^k) \).

We proceed in two stages. In the first stage, we prove that finding a reconfiguration sequence from a vertex cover \( S \) to any vertex cover of size at least one less can be done in a monotone way. Formally, we show the following.

**Lemma 3.6.** Given an \( n \)-vertex bipartite graph \( G \), an integer \( k \), and a vertex cover \( S \) of \( G \) of size at most \( k \), then either \( S \) is a local minimum in \( R_k(G) \) or there exists a vertex cover \( S' \) such that \( |S'| < |S| \) and \( \text{dist}_{R_k(G)}(S, S') \leq n \).
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Assuming Lemma 3.6, we know that given $S$ and $T$, we can, in $O(n^2)$ steps, reconfigure $S$ and $T$ to local minima $S'$ and $T'$, respectively (by repeatedly applying Lemma 3.6 as long as possible). If $S$ and $T$ live in a connected component of $R_k(G)$ with only one local minimum, then we are done. Unfortunately, this is not true in general. We remedy the situation by “perturbing” the vertex covers of $G$ to guarantee uniqueness in the following sense. Let $S^*$ be a local minimum in some connected component $C$ of $R_k(G)$. We let $H$ be the graph obtained from $G$ by duplicating each vertex $u \in S^*$ a total of $2n - 1$ times (resulting in $2n$ copies of $u$) and duplicating each vertex $v \notin S^*$ a total of $2n$ times (resulting in $2n + 1$ copies of $v$). We set $\mu = 2nk + 2n - 1$. We call $H$ the perturbation of $G$ with respect to $S^*$. For a vertex $v \in V(G)$, we define $f(v)$ to be the set of twins in $V(H)$ corresponding to $v$. By a slight abuse of notation, we generalize the function $f$ to sets as follows. For $X \subseteq V(G)$, we let $f(X) = \bigcup_{x \in X} f(x)$. Finally, for $\hat{X} \subseteq V(H)$, we define the inverse of $f$ as $f^{-1}(\hat{X}) = \{v \in V(G) \mid f(v) \subseteq \hat{X}\}$. Intuitively, we will show that $R_\mu(H)$ “almost” preserves the distances from $R_k(G)$ and that the component of interest in $R_\mu(H)$ has a unique local minimum, i.e., the component containing $f(S^*)$ will have $f(S^*)$ as its unique local minimum. In more technical terms, one can think of $R_k(G)$ as having a low distortion embedding into $R_\mu(H)$. The properties we require from the graph $H$ are captured in the following lemmas. Note that $|V(H)| \leq (2n + 1)n = O(n^2)$ and $\mu = 2nk + 2n - 1 = O(n^2)$.

**Lemma 3.7.** If $Q$ is a vertex cover of $G$, then $f(Q)$ is a vertex cover of $H$ and $2n|Q| \leq |f(Q)| \leq (2n + 1)|Q|$. Moreover, if $\hat{Q}$ is a vertex cover of $H$, then $f^{-1}(\hat{Q})$ is a vertex cover of $G$ and $|f^{-1}(\hat{Q})| \leq \lceil \frac{|\hat{Q}|}{2n} \rceil$.

**Proof.** Every edge $uv \in E(G)$ corresponds to a biclique in $H$, i.e., $H[f(u) \cup f(v)]$ is a biclique. By our construction of $H$, there is a surjective mapping from edges in $H$ to edges in $G$. That is, we can map every edge $yz \in E(H)$ to the unique edge $uv \in E(G)$ such that $yz \in E(H[f(u) \cup f(v)])$. Moreover, every edge of $G$ is mapped to (in the sense described above) by at least one edge of $H$. In other words, for all $uv \in E(G)$, there exists at least one edge $yz \in E(H)$ such that $yz \in E(H[f(u) \cup f(v)])$, and for all other edges $u'v' \in E(G)$, we have $yz \notin E(H[f(u') \cup f(v')])$.

If $Q$ is a vertex cover of $G$, then, for every edge $uv \in E(G)$, either $u \in Q$ or $v \in Q$. This implies that either $f(u) \subseteq f(Q)$ or $f(v) \subseteq f(Q)$. Therefore, given the surjective mapping from $E(H)$ to $E(G)$, $f(Q)$ must be a vertex cover of $H$. Since $|f(v)| = 2n$ if $v \in S^*$ and $|f(v)| = 2n + 1$ otherwise, we have $2n|Q| \leq |f(Q)| \leq (2n + 1)|Q|$. Similarly, if $\hat{Q}$ is a vertex cover of $H$, and since $H[f(u) \cup f(v)]$ is a biclique, then either $f(u) \subseteq \hat{Q}$ or $f(v) \subseteq \hat{Q}$ (for all $uv \in E(G)$). Therefore, either $u \in f^{-1}(\hat{Q})$ or $v \in f^{-1}(\hat{Q})$, as needed. To see why $|f^{-1}(\hat{Q})| \leq \lceil \frac{|\hat{Q}|}{2n} \rceil$, note that for every vertex cover $\hat{Q}$ of $H$, we have $|\hat{Q}| = (2n + 1)|X| + 2n|Y| + |Z|$, where $X = \{v \in V(G) \setminus S^* \mid f(v) \subseteq \hat{Q}\}$, $Y = \{v \in S^* \mid f(v) \subseteq \hat{Q}\}$, and $Z = \hat{Q} \setminus \bigcup_{v \in X \cup Y} f(v)$. Hence, $|\hat{Q}| = 2n(|X| + |Y|) + |X| + |Z|$ and $|f^{-1}(\hat{Q})| = |X| + |Y| \leq \lceil \frac{|\hat{Q}|}{2n} \rceil$. □

**Corollary 3.8.** Let $Q$ be a vertex cover of $G$ and let $\hat{Q}$ be a vertex cover of $H$.

- If $|Q| \leq k$, then $|f(Q)| \leq (2n + 1)k = 2nk + k < \mu$;
- If $|Q| \geq k + 1$, then $|f(Q)| \geq (k + 1)2n = 2nk + 2n > \mu$;
- If $|\hat{Q}| \leq k$, then $|f^{-1}(\hat{Q})| \leq \lceil \frac{2nk + 2n}{2n} \rceil \leq k$;

**Lemma 3.9.** For all $S, T \in V(R_k(G))$, if $\text{dist}_{R_k(G)}(S, T)$ is finite, then $\text{dist}_{R_\mu(H)}(f(S), f(T))$ is finite and $\text{dist}_{R_k(G)}(S, T) \leq \text{dist}_{R_\mu(H)}(f(S), f(T)) \leq (2n + 1) \cdot \text{dist}_{R_k(G)}(S, T)$.

---

1Interestingly, the “bipartiteness” of the graph $G$ is only required in the first stage of our proof (Lemma 3.6). The perturbation stage holds for any graph class that is closed under the operation of introducing (false) twins.
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Proof. Let \( \sigma = (Q_0 = S, Q_1, \ldots, Q_{t-1}, Q_t = T) \) denote a shortest reconfiguration sequence from \( S \) to \( T \) in \( R_k(G) \). By Corollary 3.8, we know that \( |f(Q_i)| \leq \mu \), and, therefore, \( f(Q_i) \in V(\mu(H)) \) for all \( i \). Hence, to obtain a corresponding reconfiguration sequence \( \hat{\sigma} \) in \( R_\mu(H) \) (from \( f(S) \) to \( f(T) \)), it is enough to replace the addition or removal of any vertex \( v \) by the addition or removal of \( f(v) \) (one vertex at a time). It is not hard to see that every set in \( \hat{\sigma} \) is a vertex cover of \( \hat{G} \) of size at most \((2n+1)k < \mu \) (and the size of the symmetric difference of consecutive sets is exactly one).

Assume that there exists a reconfiguration sequence \( \hat{\sigma} = (\hat{Q}_0 = f(S), \hat{Q}_1, \ldots, \hat{Q}_{t-1}, \hat{Q}_t = f(T)) \) from \( f(S) \) to \( f(T) \) in \( R_\mu(H) \) such that \( |\hat{\sigma}| < |\sigma| \). Consider the sequence \( \sigma' \) obtained from \( \hat{\sigma} \) by replacing every set \( \hat{Q} \) by \( f^{-1}(\hat{Q}) \) and then deleting—consecutive—duplicate sets. We claim that \( \sigma' \) is a reconfiguration sequence from \( S \) to \( T \) in \( R_k(G) \). However, \( |\sigma'| \leq \hat{\sigma} < |\sigma| \), contradicting our assumption that \( \sigma \) is a shortest reconfiguration sequence from \( S \) to \( T \) in \( R_k(G) \). Therefore, \( dist_{R_k(G)}(S, T) \leq dist_{R_\mu(H)}(f(S), f(T)) \leq (2n+1) \cdot dist_{\mu(H)}(S, T) \) (where the second inequality follows from our construction of \( \hat{\sigma} \) and the fact that \( f(v) \leq 2n+1 \), for all \( v \in V(G) \)). To show that \( \sigma' \) is a reconfiguration sequence from \( S \) to \( T \), we invoke Corollary 3.8, i.e., for every \( \hat{Q} \in \hat{\sigma} \), we have \( |f^{-1}(\hat{Q})| \leq k \) and, therefore, \( f^{-1}(\hat{Q}) \in V(R_k(G)) \). Note that, after deleting consecutive duplicate sets to obtain \( \sigma' \), the size of the symmetric difference of consecutive sets is again exactly one.

Lemma 3.10. For all \( \hat{S}, \hat{T} \in V(R_\mu(H)) \), if \( dist_{R_\mu(H)}(\hat{S}, \hat{T}) \) is finite, then \( dist_{R_k(G)}(f^{-1}(\hat{S}), f^{-1}(\hat{T})) \) is finite and \( dist_{R_k(G)}(f^{-1}(\hat{S}), f^{-1}(\hat{T})) \leq (2n+1) \cdot dist_{R_\mu(H)}(f^{-1}(\hat{S}), f^{-1}(\hat{T})) + O(n^2) \).

Proof. Let \( \hat{\sigma} = (\hat{Q}_0 = \hat{S}, \hat{Q}_1, \ldots, \hat{Q}_{t-1}, \hat{Q}_t = \hat{T}) \) denote a shortest reconfiguration sequence from \( \hat{S} \) to \( \hat{T} \) in \( R_\mu(H) \). By Corollary 3.8, we know that \( |f^{-1}(\hat{Q}_i)| \leq k \) and, therefore, \( f^{-1}(\hat{Q}_i) \in V(R_k(G)) \) for all \( i \). Consider the sequence \( \sigma \) obtained from \( \hat{\sigma} \) by replacing every set \( \hat{Q} \in \hat{\sigma} \) by \( f^{-1}(\hat{Q}) \) and then deleting—consecutive—duplicate sets. Using the same arguments as in the proof of Lemma 3.9, we know that \( \sigma \) is a reconfiguration sequence from \( f^{-1}(\hat{S}) \) to \( f^{-1}(\hat{T}) \) in \( R_k(G) \). Moreover, from Lemma 3.9, we know that

\[
\text{dist}_{R_k(G)}(f^{-1}(\hat{S}), f^{-1}(\hat{T})) \leq \text{dist}_{R_\mu(H)}(f(f^{-1}(\hat{S})), f(f^{-1}(\hat{T})))
\]

\[
\leq (2n+1) \cdot \text{dist}_{R_\mu(H)}(f^{-1}(\hat{S}), f^{-1}(\hat{T})).
\]

In addition, we know that

\[
\text{dist}_{R_\mu(H)}(\hat{S}, \hat{T}) \leq \text{dist}_{R_\mu(H)}(\hat{S}, f(f^{-1}(\hat{S}))) + \text{dist}_{R_\mu(H)}(f(f^{-1}(\hat{S})), f(f^{-1}(\hat{T}))) + \text{dist}_{R_\mu(H)}(f(f^{-1}(\hat{T})), \hat{T}).
\]

Combining inequalities (1) and (2) with the fact that \( \text{dist}_{R_\mu(H)}(\hat{Q}, f(f^{-1}(\hat{Q}))) \) is at most \( |V(H)| \) (for any \( \hat{Q} \in R_\mu(H) \)), we get the claimed bound on \( \text{dist}_{R_k(G)}(\hat{S}, \hat{T}) \).

The next corollary follows from Lemma 3.9 and 3.10 above.

Corollary 3.11. For all \( S, T \in V(R_k(G)) \), \( S \) and \( T \) belong to the same connected component of \( R_k(G) \) if and only if \( f(S) \) and \( f(T) \) belong to the same connected component of \( R_\mu(H) \). For all \( \hat{S}, \hat{T} \in V(R_\mu(H)) \), \( \hat{S} \) and \( \hat{T} \) belong to the same connected component of \( R_\mu(H) \) if and only if \( f^{-1}(\hat{S}) \) and \( f^{-1}(\hat{T}) \) belong to the same connected component of \( R_k(G) \).

Lemma 3.12. Let \( C \) denote the connected component of \( R_k(G) \) containing \( S^* \) and let \( \hat{C} \) denote the connected component of \( R_\mu(H) \) containing \( f(S^*) \). Then, \( f(S^*) \) is the unique local minimum of \( \hat{C} \). Moreover, for all \( T \in V(C) \), \( \text{dist}_{R_k(G)}(S^*, T) \leq \text{dist}_{R_\mu(H)}(f(S^*), f(T)) \leq O(n^2) \).

Proof. First, recall that, for \( X \subseteq V(G) \), we have \( |f(X)| = (2n+1)|X| - |S^* \cap X| \). Moreover, for \( \hat{X} \subseteq V(H) \), we have \( |\hat{X}| \geq |f(f^{-1}(\hat{X}))| = (2n+1)|f^{-1}(\hat{X})| - |S^* \cap f^{-1}(\hat{X})| \). Consider \( Q \in V(C) \) and \( \hat{Q} \in \hat{C} \). From Corollary 3.11, we know that
\( f(Q) \in \widehat{C} \) and \( f^{-1} (\widehat{Q}) \in V(C) \). Assume that there exists \( Q^* \in V(\widehat{C}) \) such that \( |Q^*| \leq |f(S^*)| = (2n + 1)|S^*| - |S^*| \). Then,

\[
(2n + 1)|f^{-1}(Q^*)| - |S^* \cap f^{-1}(Q^*)| \leq |Q^*| \leq (2n + 1)|S^*| - |S^*|.
\]

Since both \( S^* \) and \( f^{-1}(Q^*) \) belong to \( C \), and \( S^* \) is a local minimum in \( C \), it must be the case that \( |f^{-1}(Q^*)| \geq |S^*| \). But then

\[
(2n + 1)|S^*| - |S^* \cap f^{-1}(Q^*)| \leq (2n + 1)|f^{-1}(Q^*)| - |S^* \cap f^{-1}(Q^*)| \\
\leq (2n + 1)|S^*| - |S^*|.
\]

Consequently, we have \( |S^* \cap f^{-1}(Q^*)| \geq |S^*| \), which is only possible if \( f^{-1}(Q^*) = S^* \). It follows that \( f(S^*) \) is the unique local minimum of \( \widehat{C} \).

Applying Lemma 3.9, we get \( dist_{R_k(G)}(S^*, T) \leq dist_{R_k(H)}(f(S^*), f(T)) \). Finally, applying Lemma 3.6 at most \( \mu \) times starting from \( f(T) \), we get \( dist_{R_k(H)}(f(S^*), f(T)) \leq \mu \cdot |V(H)| = O(n^4) \), as needed.

Theorem 3.5 follows from combining Lemmas 3.6 and 3.12. To see why, let \( C \) be a connected component of \( R_k(G) \) and let \( S \) and \( T \) be two vertices in \( V(C) \). By repeated applications of Lemma 3.6, we know that—assuming \( S \) is not a local minimum—there exists \( S^* \in V(C) \) such that \( S^* \) is a local minimum and \( dist_{R_k(G)}(S, S^*) \leq nk = O(n^2) \). Then, applying Lemma 3.12, we know that \( dist_{R_k(G)}(S^*, T) = O(n^4) \), implying a reconfiguration sequence from \( S \) to \( T \) of length at most \( O(n^4) \).

**Proof of Lemma 3.6.** We start with a few additional definitions. Given a reconfiguration sequence \( \sigma \) and its corresponding edit sequence \( \eta \), we use \( touch(\eta) \) to denote the set of vertices touched by \( \eta \). Similarly, we use \( add(\eta) \) and \( rem(\eta) \) to denote the sets of added and removed vertices, respectively. We decompose \( \eta \) into two types of (maximal) blocks. That is, we let \( \eta = \eta_1 \cdot \eta_2 \cdot \ldots \cdot \eta_\ell \). When \( add(\eta_i) \subseteq R \) and \( rem(\eta_i) \subseteq L \), we say \( \eta_i \) is a right block (vertices are added from the right side of \( G \) and deleted from the left side). When \( add(\eta_i) \subseteq L \) and \( rem(\eta_i) \subseteq R \), we say \( \eta_i \) is a left block. Note that blocks are monotone, i.e., every vertex is touched at most once in each block and \( \eta \) alternates between blocks of different types. A sequence (or block) is winning whenever \( add(\eta) < rem(\eta) \), it is losing when \( add(\eta) > rem(\eta) \), and it is neutral otherwise. Given two vertex cover \( S \) and \( T \) belonging to the same connected component of \( R_k(G) \), we say a shortest sequence \( \eta \) between them is tight, if among all shortest sequences between \( S \) and \( T \), \( \eta \) minimizes the sum of the sizes of vertex covers in \( \sigma \). Formally, we define a potential function, \( pot(\sigma) = \sum_{Q \in \sigma} |Q| \). We say \( \sigma \) (or \( \eta \)) is tight if \( \sigma \) is shortest and \( pot(\sigma) \) is minimized.

**Lemma 3.13.** Let \( \eta = \eta_1 \cdot \eta_2 \cdot \ldots \cdot \eta_\ell \) be a valid edit sequence starting at \( S \), where each \( \eta_i \) is a (maximal) block. If there exists \( i \) such that \( \eta_i \) is not winning, \( \eta_{i+1} \) is winning, and \( touch(\eta_i) \cap touch(\eta_{i+1}) = \emptyset \), then \( \eta = \eta_1 \cdot \ldots \cdot \eta_i \cdot \eta_{i+1} \cdot \eta_{i+2} \cdot \ldots \cdot \eta_\ell \) is also valid starting at \( S \).

**Proof.** Assume, w.l.o.g., that \( \eta_i \) is a right block and \( \eta_{i+1} \) is a left block. Let \( A_1 = add(\eta_i), D_1 = rem(\eta_i), A_2 = add(\eta_{i+1}), \) and \( D_2 = rem(\eta_{i+1}) \). Since \( touch(\eta_i) \cap touch(\eta_{i+1}) = \emptyset \), we know that \( D_1 \cap A_2 = D_2 \cap A_1 = \emptyset \). Let \( Q' = \eta_1 \cdot \eta_2 \cdot \ldots \cdot \eta_{i-1}(S) \) and \( Q'' = \eta_1 \cdot \eta_2 \cdot \ldots \cdot \eta_{i+1}(S) \). Note that before the start of \( \eta_i \), all vertices in \( D_1 \cup D_2 \) are in the vertex cover \( Q' \), i.e., \( D_1 \cup D_2 \subseteq Q' \) and all vertices in \( A_1 \cup A_2 \) are not, i.e., \( (A_1 \cup A_2) \cap Q' = \emptyset \). Hence, there are no edges between \( A_1 \) and \( A_2 \). Similarly, after \( \eta_{i+1} \), all vertices in \( A_1 \cup A_2 \) are in \( Q'' \) and all vertices in \( D_1 \cup D_2 \) are not, and therefore, there are no edges between \( D_1 \) and \( D_2 \).

Since \( \eta \) is valid and \( \eta_{i+1} \) is a winning block, we know that every set in \( \sigma' \) is of size at most \( k \). If there exists a set \( Q \in \sigma' \) that is not a vertex cover, then some edge \( uv \) is left uncovered. However,
must have one endpoint in $A_1$ and the other in $A_2$ or one endpoint in $D_1$ and the other in $D_2$. But we have just shown that such edges cannot exist.

A crown is an ordered pair $(C, H)$ of subsets of vertices from $G$ that satisfies the following criteria: (1) $C \neq \emptyset$ is an independent set of $G$, (2) $H = N(C)$, and (3) there exists a matching $M$ on the edges connecting $C$ and $H$ such that all elements of $H$ are matched ($M$ saturates $H$). $H$ is called the head of the crown. Note that, by definition, $|C| \geq |H|$. Crowns have proved to be very useful for the design of fixed-parameter tractable and kernelization algorithms for the Vertex Cover problem and many others [1, 9]. Given $G$, two vertex covers $S$ and $T$ of $G$ of size at most $k$, and an edit sequence $\eta$ transforming $S$ to $T$, we say $(C, H)$ is an $\eta$-local crown if $C \cup H \subseteq \text{touch}(\eta)$ ($(C, H)$ is a crown in $G[\text{touch}(\eta)]$). In other words, a local crown ignores all vertices that are never touched by $\eta$. The usefulness of local crowns is captured by the next lemma.

**Lemma 3.14.** Let $S$ and $T$ be two vertex covers of $G$ of size at most $k$ and let $\eta$ be an edit sequence transforming $S$ to $T$. Moreover, let $(C, H)$ be an $\eta$-local crown, i.e., $C \cup H \subseteq \text{touch}(\eta)$. If $H \subseteq S, C \cap S = \emptyset, H \subseteq T$, and $C \cap T = \emptyset$, then $\eta$ is not a shortest edit sequence from $S$ to $T$.

**Proof.** Note that, as $M$ saturates $H$, at least $|H|$ vertices are needed to cover edges in $G[C \cup H]$. In other words, for any vertex cover $Q$ of $G$, at least $|H|$ vertices of $Q$ are in $C \cup H$. Moreover, $(Q \setminus (C \cup H)) \cup H$ is a vertex cover of $G$ of size at most $|Q|$. Now consider the edit sequence $\eta'$ obtained from $\eta$ by skipping/deleting all additions and removals of vertices in $C \cup H$. Since $|C| \geq |H|$, $H = N(C)$, and vertices in $H$ are never touched, it follows that $\eta'$ remains valid.

We are now ready to prove our main lemma.

**Lemma 3.15.** Let $G$ be a bipartite graph and $S$ be a (containment-wise) minimal vertex cover of $G$ of size at most $k$. Let $\eta$ be a valid tight winning sequence starting from $S$. Then, $\eta$ consists of one (either left or right) block, i.e., $\eta$ is monotone.

**Proof.** Assume otherwise. Let $\eta = \eta_1 \cdots \eta_{\ell}$ and let $\sigma = \sigma_1 \cdots \sigma_{\ell}$ be the corresponding sequence of vertex covers. Then, there exists at least one non-winning block followed by a winning block, say $\eta_1$ and $\eta_{i+1}$. If $\text{touch}(\eta_1) \cap \text{touch}(\eta_{i+1}) = \emptyset$, then, by Lemma 3.13, we can swap $\eta_1$ and $\eta_{i+1}$ to obtain sequences $\eta' = \eta_1 \cdots \eta_{i+1} \cdot \eta_i \cdots \eta_{\ell}$ and $\sigma' = \sigma_1 \cdots \sigma_{i+1} \cdots \sigma_i \cdots \sigma_{\ell}$, which are also valid. However, as $\eta_{i+1}$ is winning and $\eta_1$ is not, $\eta_1 \cdots \eta_{i-1} \cdot \eta_{i+1} \cdot \eta_i \cdots \eta_{\ell}$ and, therefore, $\sum_{Q' \subseteq Q} |Q'| < \sum_{Q' \subseteq Q} |Q|$ (the size of all other vertex cover does not increase). Hence, $\text{pot}(\sigma') = \sum_{Q' \subseteq Q} |Q'| < \text{pot}(\sigma) = \sum_{Q' \subseteq Q} |Q|$, contradicting the fact that $\eta$ is tight.

From now on, we assume, w.l.o.g., that $\text{touch}(\eta_1) \cap \text{touch}(\eta_{i+1}) \neq \emptyset$, $\eta_1$ is a right block, and $\eta_{i+1}$ is a left block. Let $A_1 = \text{add}(\eta_1), D_1 = \text{rem}(\eta_1), A_2 = \text{add}(\eta_{i+1}),$ and $D_2 = \text{rem}(\eta_{i+1})$. Let $Q^\alpha = \eta_1 \cdot \eta_2 \cdots \cdot \eta_{i-1}(S), Q^\beta = \eta_1 \cdot \eta_2 \cdots \cdot \eta_{i}(S),$ and $Q^\gamma = \eta_1 \cdot \eta_2 \cdots \cdot \eta_{i+1}(S)$ (see Figure 2).

**Claim 1.** There are no edges between $A_1 \cap D_2$ and $D_1 \setminus A_2$, or $A_1 \cap D_2$ and $A_2 \setminus D_1$. Similarly, there are no edges between $D_2 \setminus A_1$ and $D_2 \setminus A_2$ and $A_2 \setminus D_1$ and $A_1 \setminus D_2$.

**Proof.** The fact that $((A_1 \setminus D_2) \cup (A_2 \setminus D_1)) \cap Q^\alpha = \emptyset$ and $((D_1 \setminus A_2) \cup (D_2 \setminus A_1)) \cap Q^\gamma = \emptyset$ implies that there are no edges between $A_1 \setminus D_2$ and $A_2 \setminus D_1$ or between $D_1 \setminus A_2$ and $D_2 \setminus A_1$. As $(A_1 \cap D_2) \cap Q^\alpha = \emptyset$ and $(A_2 \cap D_1) \cap Q^\alpha = \emptyset$, there can be no edges between $A_1 \cap D_2$ and $A_2 \setminus D_1$. Similarly, as $(A_2 \cap D_2) \cap Q^\beta = \emptyset$ and $(D_1 \cap A_2) \cap Q^\beta = \emptyset$, there can be no edges between $A_2 \cap D_2$ and $D_1 \setminus A_2$ (Figure 2).

Now consider the sequence $\eta' = \eta_1 \cdots \cdot \eta_{i+1} \cdot \eta_i \cdots \cdot \eta_{\ell}$ obtained from $\eta$ by swapping $\eta_1$ and $\eta_{i+1}$ and deleting all additions and removals of vertices in $(A_1 \cap D_2) \cup (A_2 \cap D_1)$. Let $\sigma' = \sigma_1 \cdots \cdot \sigma_{i+1} \cdot \sigma_i \cdots \cdot \sigma_{\ell}$ be the corresponding sequence of vertex covers.
Fig. 2. (Parts of) vertex covers $Q^x$ (left), $Q^y$ (middle), and $Q^y$ (right) shown in black (forbidden edges drawn as dotted lines).

Fig. 3. $|Q'| = |Q| + |D_1| - |A_1| + |R_{out}| - |L_{in}|$ (left, forbidden edges shown as dotted lines). $|Q'| = |Q| + |A_2| - |D_2| + |R'_{out}| - |L'_{in}|$ (right).

**Claim 2.** Every set $Q'$ in $\sigma_{i+1} \cdot \sigma_i'$ is a vertex cover of $G$.

**Proof.** By Claim 1, we know that $N(A_1 \cap D_2) \subseteq A_2 \cap D_1$. Since vertices of $A_2 \cap D_1 \subseteq Q^x$ are never removed, all edges with one endpoint in $A_2 \cap D_1$ are covered. Again, by Claim 1, for each remaining edge $uv$, we either have $u \in A_1 \setminus D_2$ and $v \in D_1 \setminus A_2$ or $u \in A_2 \setminus D_1$ and $v \in D_2 \setminus A_1$. As the original sequence is valid, we know that such edges are covered. \hfill $\square$

**Claim 3.** Every set $Q'$ in $\sigma_{i+1}'$ can be associated with a set $Q$ in $\sigma_{i+1}$ such that $|Q'| = |Q| + |D_1| - |A_1| + |R_{out}| - |L_{in}|$, where $R_{out} \subseteq A_1 \cap D_2$ and $L_{in} \subseteq A_2 \cap D_1$. Similarly, every set $Q'$ in $\sigma_i'$ can be associated with a set $Q$ in $\sigma_i$ such that $|Q'| = |Q| + |A_2| - |D_2| + |R'_{out}| - |L'_{in}|$, where $R'_{out} \subseteq A_1 \cap D_2$ and $L'_{in} \subseteq A_2 \cap D_1$.

**Proof.** Let $Q'$ be a set in $\sigma_{i+1}'$. We associate $Q'$ with $Q$ in $\sigma_{i+1}$ such that $Q \cap ((A_2 \setminus D_1) \cup (D_2 \setminus A_1)) = Q' \cap ((A_2 \setminus D_1) \cup (D_2 \setminus A_1))$. Since we only delete additions and removals of vertices in $\sigma_{i+1}'$, such a set $Q$ must exist. Given that $\eta_i$ and $\eta_{i+1}$ are swapped in $\eta'$, it follows that $|Q'| = |Q| + |D_1| - |A_1| + |R_{out}| - |L_{in}|$; vertices in $D_1$ are not removed, vertices in $A_1$ are not yet added, some set of vertices $R_{out} \subseteq A_1 \cap D_2$ is possibly added, and some set of vertices $L_{in} \subseteq A_2 \cap D_1$ is possibly removed (Figure 3).

Let $Q'$ be a set in $\sigma_i'$. We associate $Q'$ with $Q$ in $\sigma_i$ such that $Q \cap ((A_1 \setminus D_2) \cup (D_1 \setminus A_2)) = Q' \cap ((A_1 \setminus D_2) \cup (D_1 \setminus A_2))$. It follows that $|Q'| = |Q| + |A_2| - |D_2| + |R'_{out}| - |L'_{in}|$; vertices in $A_2$ are already added, vertices in $D_2$ are removed, some set of vertices $R'_{out} \subseteq A_1 \cap D_2$ is possibly added, and some set of vertices $L'_{in} \subseteq A_2 \cap D_1$ is possibly removed (Figure 3). \hfill $\square$
Recall that $\eta_1$ is a non-winning block and $\eta_{i+1}$ is a winning block. Therefore, $|A_1| - |D_1| \geq 0$ (or $|D_1| - |A_1| \leq 0$) and $|A_2| - |D_2| \leq 0$. Consequently, if $|R_{out}| - |L_{in}| \leq 0$ and $|R'_{out}| - |L'_{in}| \leq 0$ for all sets in $\sigma_{i+1}^{t} \cdot \sigma_{i}^{t}$, then $\eta'$ is a shorter sequence from $S$ to $T$, again contradicting our choice of $\eta$. So there exists at least one set such that either $|R_{out}| - |L_{in}| > 0$ (or $|R'_{out}| - |L'_{in}| > 0$). But then there exists a pair $(C = R_{out}, H = L_{in})$ such that $|C| > |H|$, $N(C) \subseteq H$ (by Claim 1), $H \subseteq A_2 \cap D_1 \subseteq \sigma^{t} \cap \sigma^{t} = \emptyset$, $H \subseteq Q^{t}$, and $C \cap Q^{t} = \emptyset$. We claim that there exists $(C \subseteq C', H' \subseteq H)$ such that $(C', H')$ is an $(\eta_1 \cdot \eta_{i+1})$-local crown. Applying Lemma 3.14 to the local crown completes the proof, as it implies that $\eta_1 \cdot \eta_{i+1}$ is not the shortest possible sequence from $Q^{t}$ to $Q^{t}$.

We conclude the proof by constructing $(C', H')$. First, we set $C' = C$ and $H' = H$. Next, we delete all vertices in $H'$ with no neighbors in $C'$ so that $N(C') = H'$ (note that $|C'| > |H'|$ still holds). The remaining condition for $(C', H')$ to satisfy is for $G[C' \cup H']$ to have a matching, which saturates $H'$. Hall’s Marriage Theorem [16] states that such a saturating matching exists if and only if for every subset $W$ of $H'$, $|W| \leq |N_{G[C' \cup H']}(W)|$. By a simple application of Hall’s theorem, if no saturating matching exists, then there exists a subgraph $Z$ of $G[C' \cup H']$ such that $|V(Z) \cap C'| < |V(Z) \cap H'|$. By repeatedly deleting such subgraphs, we eventually reach a pair $(C', H')$ that satisfies all the required properties. Since $|C| > |H|$, such a pair is guaranteed to exist as otherwise every subset $W$ of $H$ would satisfy $|W| > |N_{G[C \cup H]}(W)|$ and, hence, $|H| > |C|$, a contradiction.

## 4 PSPACE-COMPLETENESS UNDER THE TOKEN SLIDING MODEL

We now switch from the “vertex cover view” to the “independent set view” of the problem. Given a graph $G$ and an integer $k$, the reconfiguration graph $S_k(G)$ is the graph whose nodes are independent sets of $G$ of size exactly $k$. Two independent sets $I$ and $J$ are adjacent in $S_k(G)$ if we can transform one into the other by sliding a token along an edge. More formally, $I$ and $J$ are adjacent in $S_k(G)$ if $J \setminus I = \{u\}$, $I \setminus J = \{v\}$, and $uv$ is an edge of $G$. The Token Sliding problems ask, given a graph $G$ and two independent sets $I$ and $J$ of size $k$, whether $dist_{S_k(G)}(I, J)$ is finite.

We show that Token Sliding is PSPACE-complete by a reduction from a variant of the Word Reconfiguration problem. Given a pair $W = (\Sigma, A)$, where $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_{|\Sigma|}\}$ is a set of symbols and $A = \{(\sigma_x, \sigma_x'), \ldots, (\sigma_y, \sigma_y')\} \subseteq \Sigma \times \Sigma$ is a binary relation between symbols, a string over $\Sigma$ is a word if every two consecutive symbols are in the relation $A$. If one looks at $W$ as a directed graph (possibly with loops), a string is a word if and only if it is a walk in $W$. The PSPACE-complete Word Reconfiguration problem [36] asks whether two given words, $w_u$ and $w_t$, of equal length $n$ can be transformed into one another by changing one symbol at a time so that all intermediary strings are also words. A crucial observation about the Word Reconfiguration problem is that one can actually treat even/odd positions in words independently. Formally, we introduce the Even/Odd Word Reconfiguration problem, where instead of changing symbols one at a time, we allow bulk changes as long as they occur at only even or odd positions. The next proposition follows from the observation above and the PSPACE-completeness of the Word Reconfiguration problem. In other words, one can easily reduce the Word Reconfiguration problem to the Even/Odd Word Reconfiguration problem since any bulk changes of symbols at either even or odd positions can be replaced by a sequence of single symbol changes (and any valid solution to the former problem is a valid solution to the latter).

**Proposition 4.1.** Even/Odd Word Reconfiguration is PSPACE-complete.

Let $\{f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8\}$ and $\{h_1, h_2\}$ be two sets of vertices. We let $H$ be the graph depicted in Figure 4. Formally, we have $V(H) = \{f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8\}$ and $E(H)$ consists of $h_1 f_1, h_1 f_2, h_1 f_3, h_1 f_4, h_2 f_5, h_2 f_6, h_2 f_7$, and three internally vertex-disjoint paths between $f_1$ and $f_4$, namely $P_1 = \{f_1, f_2, f_3, f_4\}$, $P_2 = \{f_1, f_5, f_6, f_7\}$, and $P_3 = \{f_1, f_8, f_9, f_10\}$. We call $F = H[V(H) \setminus \{h_1, h_2\}]$ a cage (graph) and we call $H$ an extended cage (graph). In the remainder of this section,
when we say “add a cage between two vertices $u$ and $v$,” we mean creating a new extended cage and identifying $u$ with $h_1$ and $v$ with $h_2$.

**Proposition 4.2.** Let $B$ be a bipartite graph with bipartition $(L, R)$. Let $B'$ be the graph obtained from $B$ by adding a cage between $u$ and $v$, for all $u \in L$ and $v \in R$. Then, $B'$ is bipartite.

**Proof.** Consider the following bipartition of $V(B')$. Let $L' = L \cup \{f_2, f_4, f_5, f_7\}$ and let $R' = R \cup \{f_1, f_3, f_6, f_8\}$. Since there are no edges between vertices in $L'$ and no edges between vertices in $R'$, the proposition follows. \( \square \)

Given an instance $(W = (\Sigma, A), w_s, w_t)$ of the Word Reconfiguration problem (where $|w_s| = |w_t| = n$), we assume, without loss of generality, that $n$ is even. We construct a graph $G$ as follows. Let $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_{|\Sigma|}\}$. We first create $n$ sets of vertices, $X_1, X_2, \ldots, X_n$, each of size $|\Sigma|$. We set $X_i = \{x_{i1}, x_{i2}, \ldots, x_{i|\Sigma|}\}$. For each $X_i, i \in [n]$ and $i$ even, we create a vertex $e_i$ and add all edges between $e_i$ and vertices in $X_i$. For each $X_i, i \in [n]$ and $i$ odd, we create a vertex $e_i'$ and add all edges between $e_i'$ and vertices in $X_i$. We let $U_{\text{odd}} = \{o_i \mid i \text{ is odd}\}$ and $U_{\text{even}} = \{e_i \mid i \text{ is even}\}$. For all $1 \leq i < n$, $1 \leq j, j' \leq |\Sigma|$, $x_{ij} \in X_i$, and $x_{jj'+1} \in X_{j+1}$, we add a cage between $x_{ij}$ and $x_{jj'+1}$ in $G$ if and only if $(\sigma_j, \sigma_{j'}) \notin A$. That is, we add a cage between $x_{ij}$ and $x_{jj'+1}$ whenever $\sigma_j$ and $\sigma_{j'}$ cannot appear consecutively in a word. Finally, we add two vertices $z_1$ and $z_2$ connected by an edge and we add a cage between $z_1$ and each vertex in $U_{\text{odd}}$ and a cage between $z_2$ and each vertex in $U_{\text{even}}$. We call the (extended) cage between vertices $u$ and $v$ a $(u, v)$-(extended) cage. This concludes the construction of the graph $G$ (see Figure 5). Note that $|V(G)| = (|\Sigma| + 1)n + 2 + 8[m(n-1) + n]$, where $m = |\Sigma^2 \setminus A|$. \( \square \)

**Lemma 4.3.** The graph $G$ is bipartite.

**Proof.** Let $L = X_1 \cup X_3 \cup \ldots \cup X_{n-1} \cup U_{\text{even}} \cup \{z_1\}$ and $R = X_2 \cup X_4 \cup \ldots \cup X_n \cup U_{\text{odd}} \cup \{z_2\}$. First, note that both graphs $G[L]$ and $G[R]$ are edgeless, and, therefore, $G[L \cup R]$ is bipartite. Moreover, for any two vertices $u \in L$ and $v \in R$, either $uv \notin E(G)$, $uv \notin E(G)$, or $u$ and $b$ are connected by a distinct cage. Applying Proposition 4.2, we know that $G$ must also be bipartite. \( \square \)

We now describe independent sets of $G$ and distinguish between different types of tokens to help simplify the presentation. We will always have independent sets of size exactly $k = n + 1 + 3[m(n-1) + n]$. We say an independent set $I$ of $G$ is well-formed if it has size $k$ and we can label its tokens as follows. One token, labeled the switch token, is either on vertex $z_1$ or vertex $z_2$. For each $i \in [n]$, there is a token, labeled the $\Sigma_i$-token, on some vertex in $X_i \cup \{e_i\}$ if $i$ is even and on some vertex in $X_i \cup \{e_i'\}$ if $i$ is odd. We call the collection of all such tokens the $\Sigma$-tokens (there are exactly 0.

---
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n Σ-tokens). For each (u, v)-extended cage H, there are three tokens, labeled (u, v)-caged tokens, on vertices in V(H) (which includes u and v). The total number of caged tokens is 3[m(n − 1) + n].

We say I is strictly well-formed if it is well-formed and each Σi-token is on some vertex in Xi (not on vertex e1 or o1).

Lemma 4.4. If I is a well-formed independent set, then there exists no (u, v)-cage in G such that \{u, v\} ⊂ I.

Proof. Assume otherwise and let H be such an extended cage (including u and v). Since I is well-formed, we know that |I ∩ V(H)| ≥ 3. However, all vertices of H are at distance at most one from either u or v. Hence, if |I ∩ V(H)| ≥ 3, it cannot be the case that \{u, v\} ⊂ I.

Lemma 4.5. Let I be a strictly well-formed independent set and let x1, x2, ..., and xn be the set of Σ-tokens. Then, wI = σ1σ2...σn is a word.

Proof. It suffices to show that for any two consecutive symbols σj and σj′ in wI, we have (σj, σj′) ∈ A. Assume otherwise. Then, by our construction of G, there exists an (xj, xj′)-cage and \{xj, xj′+1\} ⊂ I. Since I is well-formed, we can apply Lemma 4.4 and get a contradiction.

Given a word w and the graph G, we associate w with a strictly well-formed independent set Iw as follows. We add the switch token on vertex z1 (or z2). For each i ∈ [n], we add a Σi-token on vertex xi whenever w[i] = σi, where 1 ≤ j ≤ |Σ| and w[i] denotes the ith symbol of w. For each (u, v)-cage, u, v ∈ V(G), we add three tokens on vertices f2, f5, and f7 if there is no token on v and we add three tokens on f3, f6, and f8, otherwise.

Lemma 4.6. If (W = (Σ, A), w1, w2) is a yes-instance, then (G, Iw1, Iw2, k) is a yes-instance.
Proof. Let \( \langle w_1 = w_3, w_2, \ldots, w_{\ell-1}, w_{\ell} = w_1 \rangle \) denote the corresponding sequence of words. Let \( I_w \) and \( I_{w'} \) be (arbitrarily chosen) strictly well-formed independent sets corresponding to two consecutive words in this sequence. It is enough to show that \( \text{dist}_{S_k(G)}(I_w, I_{w'}) \) is finite. Recall that every two consecutive words differ in either odd or even positions. Therefore, to get from \( I_w \) to \( I_{w'} \), the following sequence of token slides will do. Assume that \( w \) and \( w' \) differ in odd positions.

First, for each \((e, z_2)\)-cage, we slide the token on \( f_3 \) to \( f_2 \), the token on \( f_5 \) to \( f_3 \), and the token on \( f_8 \) to \( f_7 \) (if needed). Now, we can slide the switch token from \( z_1 \) to \( z_2 \). Then, for each \((o, z_1)\)-cage, we slide the token on \( f_3 \) to \( f_2 \), the token on \( f_4 \) to \( f_3 \), and the token on \( f_8 \) to \( f_7 \) (if needed). Then, we slide each \( \Sigma_i \)-token, for \( i \) odd, to vertex \( o^i \). For each \((x_j^i, x_j^{i+1})\)-cage, where \( i \) is odd and \( w'[i] = \sigma_j \) (and, hence, there is no token on \( x_j^{i+1} \)), we slide the token on \( f_3 \) to \( f_2 \), the token on \( f_6 \) to \( f_5 \), and the token on \( f_8 \) to \( f_7 \) (if needed). For each \((x_j^i, x_j^{i+1})\)-cage, where \( i \) is odd, \( w'[i] \neq \sigma_j \), and there is no token on \( x_j^{i+1} \), we slide the token on \( f_2 \) to \( f_3 \), the token on \( f_5 \) to \( f_6 \), and the token on \( f_7 \) to \( f_8 \) (if needed). Next, for each odd \( i \in [n] \) and assuming \( w'[i] = \sigma_j \), we slide the token on \( o^i \) to vertex \( x_j^i \). The even case is handled similarly.

Lemma 4.7. Let \( I \) be an independent set of \( G \) and let \( J \) be an independent set obtained from \( I \) by sliding a single token. If \( I \) is well-formed, then so is \( J \).

Proof. We divide the proof into several cases. First, assume that the switch token slides into vertex \( f_4 \) of an \((o, z_1)\)-cage \( H \) (or symmetrically into vertex \( f_1 \) of an \((e, z_2)\)-cage). Before the slide, the token must be on vertex \( z_1 \). If \( I \) is well-formed, then \( |I \cap V(H)| \geq 3 \) and none of those three tokens can be on \( f_2, f_5, \) or \( f_7 \). Hence, at least one token must be on either \( f_3, f_6, \) or \( f_8 \), implying that the switch token cannot slide from \( z_1 \) to \( f_4 \).

Assume that a \( \Sigma_i \)-token, \( i \) even (or, symmetrically, \( i \) odd), slides into an \((e, z_2)\)-cage \((o, z_1)\)-cage \( H \). When \( I \) is well-formed, we know that the switch token is either on \( z_1 \) or \( z_2 \). Before the slide, the \( \Sigma_i \)-token must be on vertex \( e \). If the switch token is on \( z_2 \), then this is not possible (Lemma 4.4). Hence, the switch token must be on \( z_1 \) and the \( \Sigma_i \)-token must slide from vertex \( e \) to vertex \( f_3 \). But, using the same argument as in the previous case, we know that at least one token must be on either \( f_3, f_6, \) or \( f_8 \), implying that the \( \Sigma_i \)-token cannot slide from \( e \) to \( f_4 \). The same arguments also hold for the case where a \( \Sigma_i \)-token slides into an \((x_j^i, x_j^{i+1})\)-cage.

Assume that a \((x_j^i, x_j^{i+1})\)-caged token, \( i \) odd, slides out of its extended cage, i.e., either slides to vertex \( o^i \in U_{\text{odd}} \) or vertex \( e^{i+1} \in U_{\text{even}} \). Since \( I \) is well-formed, we know that, for each odd \( i, X_i \cup \{o^i\} \) contains one \( \Sigma_i \)-token. In addition, for each even \( i, X_i \cup \{e^i\} \) contains one \( \Sigma_i \)-token. Since \( o^i \) is connected to all vertices in \( X_i \), and \( e^{i+1} \) is connected to all vertices in \( X_{i+1} \), no \((x_j^i, x_j^{i+1})\)-caged token can slide to \( o^i \) nor \( e^{i+1} \).

Finally, assume that an \((e, z_2)\)-caged token or an \((o, z_1)\)-caged token slides out of its extended cage. Since the switch token must be on \( z_1 \) or \( z_2 \), it must be the case that the caged token slides from some vertex \( o^i \in U_{\text{odd}} \) or some vertex \( e^i \in U_{\text{even}} \) to its neighbor in \( X_i \). But this contradicts the fact that the \( \Sigma_i \)-token must be on some vertices in \( X_i \).

Lemma 4.8. Let \( \langle I_1, I_2, \ldots, I_{\ell-1}, I_\ell \rangle \) denote a reconfiguration sequence between two strictly well-formed independent sets in \( S_k(G) \). Let \( I_p \) and \( I_q \) be two sets in this sequence such that the following holds:

\[-1 \leq p < q \leq \ell;\]
\[-I_p \text{ is obtained from } I_{p-1} \text{ by sliding the switch token from } z_1 \text{ to } z_2 \] (or vice-versa);
\[-I_q \text{ is obtained from } I_{q-1} \text{ by sliding the switch token from } z_1 \text{ to } z_2 \] (or vice-versa);
\[-There exists no set } I_r \text{ such that } p \leq r \leq q \text{ and } I_r \text{ is obtained from } I_{r-1} \text{ by sliding the switch token}.\]
Then, $I_p$ and $I_q$ are strictly well-formed. Moreover, either $w_{I_p}[i] = w_{I_q}[i]$, for all even $i$, or $w_{I_p}[i] = w_{I_q}[i]$, for all odd $i$.

**Proof.** Since $I_1$ is well-formed, we can assume, by Lemma 4.7, that all sets in the sequence are well-formed. To show that $I_p$ and $I_q$ are strictly well-formed, we will, in fact, show that any independent set $I$ (in the sequence) obtained from its predecessor $I'$ by sliding the switch token must be strictly well-formed. Since $I$ is well-formed, it is enough to show that there are no $\Sigma$-tokens from $I$ on $U_{\text{odd}} \cup U_{\text{even}}$. Assume otherwise, and consider the case where the switch token slides from $z_1$ to $z_2$ (the other case is symmetric). Applying Lemma 4.4, we know that in $I$ there can be no tokens on vertices in $U_{\text{odd}}$. Similarly, and since the switch token is the only token to slide, we know that in $I'$ there can be no tokens on vertices in $U_{\text{even}}$. Therefore, we can conclude that $I$, $I_p$, and $I_q$ are strictly well-formed. Moreover, by Lemma 4.5, we know that $w_1$, $w_{I_p}$, and $w_{I_q}$ are words.

Now assume that $I_p$ is obtained from $I_{p-1}$ by sliding the switch token from $z_1$ to $z_2$ and $I_q$ is obtained from $I_{q-1}$ by sliding the switch token from $z_2$ to $z_1$. Then, for all $I_{p'}$, $p < p' < q$, $I_{p'} \cap U_{\text{even}} = \emptyset$. In other words, all $\Sigma_i$-tokens, $i$ even, cannot slide to vertex $e^i$ (Lemma 4.4). Hence, $w_{I_p}[i] = w_{I_q}[i]$, for all even $i$. Considering the symmetric case where the switch token starts by sliding from $z_2$ to $z_1$, we get $w_{I_p}[i] = w_{I_q}[i]$, for all odd $i$. 

**Lemma 4.9.** If $(G, I_{w_s}, I_{w_t}, k)$ is a yes-instance, then $(W = (\Sigma, A), w_s, w_t)$ is a yes-instance.

**Proof.** Let $\eta = \langle I_1 = I_{w_s}, I_2, \ldots, I_{\ell-1}, I_\ell = I_{w_t} \rangle$ denote a reconfiguration sequence from $I_{w_s}$ to $I_{w_t}$ in $S_k(G)$. Since $I_{w_s}$ and $I_{w_t}$ are (strictly) well-formed (by construction), we can, from Lemma 4.7, assume that each set in the sequence is well-formed. Note that, because of Lemma 4.7, we need not consider sets that are not well-formed since $\eta$ starts and ends with two well-formed sets.

Consider the subsequence $\eta' = \langle I_{p_1}, \ldots, I_{p_\ell} \rangle$, which is obtained by restricting $\eta$ to only those sets that are obtained from their predecessor by sliding the switch token. In other words, $I_{p_j}$ is obtained from $I_{p_{j-1}}$ by sliding the switch token. We claim that $\langle w_s, w_{I_{p_1}}, \ldots, w_{I_{p_\ell}}, w_t \rangle$ is the required solution to the instance $(W = (\Sigma, A), w_s, w_t)$. Applying Lemma 4.8, we know that each independent set in $\eta'$ is strictly well-formed and, therefore, corresponds to a word (Lemma 4.5). Moreover, from Lemma 4.8, we know that each two consecutive words differ in either odd or even positions only, as needed. Note that $\langle w_s, w_{I_{p_1}}, \ldots, w_{I_{p_\ell}}, w_t \rangle$ might contain duplicate words that can safely be deleted. Moreover, if $\eta'$ is empty, then $w_s$ and $w_t$ differ in only odd or even positions. 

**Theorem 4.10.** Token Sliding is PSPACE-complete on bipartite graphs.
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