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1 Introduction

This note is motivated by the question below. Let \((M_k)_{0 \leq k \leq n}\) be a real-valued submartingale in \(L^1\). Define \(M^*_n = \max(M_0, M_1, \ldots, M_n)\). How to provide an upper bound on the quantiles of \(M^*_n\) under some additional integrability conditions on \(M_n\)?

In order to explain our results, we need the definition of the quantile function of a random variable \(X\) and some basic properties of this function.

Definition 1.1. Let \(X\) be a real-valued random variable. The tail function \(H_X\) is defined by \(H_X(t) = \mathbb{P}(X > t)\). The function \(Q_X\) is the cadlag inverse of \(H_X\).

The basic property of \(Q_X\) is: \(x < Q_X(u)\) if and only if \(H_X(x) > u\). This property ensures that \(Q_X(U)\) has the same distribution as \(X\) for any random variable \(U\) with the uniform distribution over \([0, 1]\).

Let us now recall Doob’s maximal inequalities. Below we assume that the random variables \(M_0, M_1, \ldots, M_n\) are nonnegative. The first inequality is in fact due to Ville ([19], Theorem 1, page 100): for any \(x > 0\),

\[
\mathbb{P}(M^*_n > x) \leq x^{-1}\mathbb{E}(M_n) \quad \text{or, equivalently,} \quad Q_{M^*_n}(1/x) \leq z\mathbb{E}(M_n) \quad \text{for any} \quad z > 1.
\]  

(1.1)

Doob ([6], Theorem 1.1) proved the more precise inequality

\[
\mathbb{P}(M^*_n \geq x) \leq x^{-1}\mathbb{E}(M_n 1_{M^*_n \geq x}) \quad \text{for any} \quad x > 0.
\]

(1.2)
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Define now the nonincreasing function $\tilde{Q}_X$ by

$$\tilde{Q}_X(u) = u^{-1} \int_0^u Q_X(s)ds \text{ for any } u \in ]0, 1].$$

Clearly $Q_X \leq \tilde{Q}_X$. Notice that, since $Q_X(U)$ has the same law as $X$, $\tilde{Q}_X(1) = E(X)$. For a nonnegative random variable $X$, $\tilde{Q}_X$ is the maximal function associated with $X$ introduced by Hardy and Littlewood [10]. In mathematical finance, $\tilde{Q}_X$ is called conditional value at risk (CVaR) of $X$. Blackwell and Dubins [2] derived from (1.2) the upper bound

$$Q_{M_n^*}(u) \leq \tilde{Q}_M(u) \text{ for any } u \in ]0, 1].$$

Dubins and Gilat [7] proved the optimality of (1.4). Later Gilat and Meilijson [9] proved that the nonnegativity assumption on $(M_k)_{0 \leq k \leq n}$ can be dropped in (1.4). As said by Gilat [8], "Thus a complete equivalence is established between Doob’s maximal martingale inequalities and the corresponding results of Hardy and Littlewood (on the CVaR of $X$)."

Hence, from now on, the main focus will be on optimal upper bounds on the CVaR of a random variable $X$ with given expectation, satisfying an additional moment condition.

Let us start by considering the class $L \log L$ of nonnegative random variables $X$ such that $E(X \log^+ X) < \infty$, where $\log^+ x = \max(0, \log x)$. Up to now, upper bounds on $E(\tilde{Q}_X(U))$ have received more attention than upper bounds on $\tilde{Q}_X(u)$. Gilat ([8], Theorem 3) proved that the inequality

$$E(\tilde{Q}_X(U)) \leq cE(X \log X) + d$$

holds for any $c > 1$ and any $d \geq e^{-1}e^2(c - 1)^{-1}$. In particular, if $c = e/(e - 1)$ then (1.5) holds true with $d = e/(e - 1)$. The martingale counterpart of (1.5) may be found in Osekowski ([14], Theorem 7.7).

Starting from (1.2) and introducing the entropy of $M_n$, Harremoës [11] improved the martingale counterpart of (1.5). For a nonnegative real-valued random variable $X$ such that $E(X) > 0$ and $E(X \log^+ X) < \infty$, define the entropy $\mathcal{H}(X)$ of $X$ by

$$\mathcal{H}(X) = E(X \log X) - E(X) \log E(X).$$

Under the above conditions $\mathcal{H}(X)$ is finite. Furthermore $\mathcal{H}(X) \geq 0$ and $\mathcal{H}(X) = 0$ if and only if $X$ is almost surely constant. Assuming that $(M_k)_{0 \leq k \leq n}$ is a nonnegative martingale such that $M_0 = 1$, Harremoës [11] derived from (1.2) the upper bound

$$E(M_n^*) - 1 \leq E(M_n \log M_n^*) \leq \mathcal{H}(M_n) + \log E(M_n^*).$$

Defining $g : [0, \infty[ \mapsto [0, \infty[ \text{ by } g(x) = x - \log(1 + x)$, (1.7) implies that

$$E(M_n^*) \leq 1 + g^{-1}(\mathcal{H}(M_n)).$$

Harremoës ([11], Theorem 4) also proved that (1.8) is tight. It appears here that the entropy is the adequate quantity in the class $L \log L$. Therefore, in Section 2, we give an elementary covariance inequality involving entropy. This covariance inequality is applied in Section 3. Particularly, Theorem 3.1, which is the main result of this note, provides a sharp upper bound on the CVaR of a nonnegative random variable in the class $L \log L$. An interesting application is that (1.1) can be improved only if $\log z > \mathcal{H}(M_n)/E(M_n)$ (see Remark 3.2 in Section 3). In Section 5, we apply Theorem 3.1 to the class of subGaussian random variables introduced (in spirit) by Ledoux [13]: we say that a centered real-valued random variable $Y$ with finite Laplace transform on $R_+$ is entropic.
We emphasize that, in contrast to the tail inequalities, quantile inequalities support
Wald \[20\] tried to generalize the Tchebichef-Cantelli inequality in the case
Theorem 2.1.
Taking the expectation in the above inequality,
\[
Q_X(u) \leq \min\left(\sqrt{2/\log u}, \sqrt{(1/u) - 1}\right),
\] (1.9)
valid for any centered random variable \(X\) such that \(\log E(e^{tX}) \leq t^2/2\) for any positive \(t\).
However (1.9) is suboptimal and has not yet been improved. So, in Section 5, we also give
the exact upper bound on \(Q_X(u)\) for a random variable \(X\) fulfilling the above condition
and prove that our bound on \(Q_Y(u)\) remains sharper than the exact bound on \(Q_X(u)\).
In Sections 6 and 7, we apply these results to martingales with bounded increments and
functions of independent random variables.
Assume now that the submartingale \((M_k)_{0 \leq k \leq n}\) is in \(L^p\) for some \(p > 1\). For any real
\(y\), let \(y_+ = \max(0, y)\). By (1.1) applied to the nonnegative submartingale \((M_k - E(M_n))_{+}\),
\[
P(M_n^* \geq E(M_n) + x) \leq e^{-x^p} E((M_n - E(M_n))_{+}^p)
\] for any \(x > 0\). (1.10)
However this upper bound tends to \(\infty\) as \(x \searrow 0\). Recall now that, for any real-valued
random variable \(X\) in \(L^2\) and any positive \(x,
\[
P(X \geq E(X) + x) \leq \sigma^2/(\sigma^2 + \sigma^2), \quad \text{where } \sigma^2 = \text{Var} X.
\]
The above inequality, often called Tchebichef-Cantelli inequality (see Tchebichef [17],
pages 159–160 and Cantelli [5], Inequality (19), p. 53) is efficient for any \(x > 0\) and
equivalent to the upper bound
\[
Q_X(u) \leq E(X) + \sigma \sqrt{(1/u) - 1} \quad \text{for any } u \in [0, 1].
\] (1.11)
Wald [20] tried to generalize the Tchebichef-Cantelli inequality in the case \(p \neq 2\) to a
nonnegative random variable \(X\) in \(L^p\) with prescribed expectation and \(L^p\)-norm. However
he obtained only an implicit upper bound on the tail of \(X\). In Section 4, we will obtain a
sharp and explicit extension of (1.11) to the CVaR of a random variable \(X\) in \(L^p\) for \(p > 1\).
We emphasize that, in contrast to the tail inequalities, quantile inequalities support
explicit extensions to \(L^p\) for arbitrary \(p\).

2 A covariance inequality involving entropy
Throughout this section \(Y\) is a nonnegative real-valued random variable. We assume
that \(E(Y \log^+ Y) < \infty\) and \(E(Y) > 0\).

Theorem 2.1. Let \(Y\) be a nonnegative random variable satisfying the above conditions and \(\eta\) be a real-valued random variable with finite Laplace transform on a right neighborhood of \(0\). Then
\[
E(Y \eta) \leq \inf \{ b^{-1} \left( E(Y) \log E(e^{b \eta}) + H(Y) \right) : b \in [0, \infty[\}. \]
Proof. Define the two-parameter family of functions \(\varphi_{a,b}\) by \(\varphi_{a,b}(x) = (x/b) \log(x/a)\) for
any \(x \geq 0\) and any positive reals \(a\) and \(b\), with the convention \(0 \log 0 = 0\). Clearly
\[
Y \eta \leq \varphi_{a,b}(Y) + \varphi_{a,b}^*(\eta), \quad \text{where } \varphi_{a,b}^*(\eta) = \sup\{xy - \varphi_{a,b}(x) : x \in [0, \infty[\}. \] (2.1)
Next the function \(x \mapsto xy - \varphi_{a,b}(x)\) takes its maximum at point \(x = ae^{b \eta} - 1\), from which
\(\varphi_{a,b}^*(\eta) = (a/b) \exp(yb - 1)\). It follows that
\[
Y \eta \leq b^{-1}(Y \log Y - Y \log a + a \exp(b \eta - 1)). \] (2.2)
Taking the expectation in the above inequality,
\[
E(Y \eta) \leq b^{-1}(E(Y \log Y) - E(Y) \log a + (a/e)E(e^{b \eta})). \] (2.3)

Let us now minimize the upper bound. Differentiating the upper bound with respect to $a$, we get that the optimal value of $a$ is $a = eE(Y/E(e^{bY}))$. Choosing this value in (2.3), we get that

$$E(Y \eta) \leq b^{-1} \left( E(Y \log Y) - E(Y) \log E(Y) + E(Y) \log E(e^{bY}) \right) \text{ for any } b > 0,$$

(2.4)

which implies Theorem 2.1.

**Remark 2.1.** Applying Theorem 2.1 to $Y = Q_{M_h}(U)$ and $\eta = \log(1/U)$, one can prove (1.8) for any nonnegative submartingale $(M_h)_{0 \leq h \leq n}$ in $L \log L$ such that $E(M_h) = 1$. (see Rio [16], Remark 2.2). Notice that the proof of (1.5) in Gilat [8] is based on the inequality $Q_X(U) \eta \leq \psi_{1,b}(Q_X(U)) + \psi_{1,b}(\eta)$, where $b = 1/c$. The minimization with respect to $a$ is omitted, which leads to a suboptimal inequality.

### 3 Bounds on the CVaR involving entropy

The main result of this section is the optimal upper bound below on conditional value at risk of a nonnegative random variable $X$. We refer to Rio [16] for applications of Theorem 3.1 to upper bounds on the tail of the maximum of a nonnegative submartingale in the class $L \log L$.

**Theorem 3.1.** Let $X$ be a nonnegative random variable, such that $E(X) = 1$ and $H(X) = H$ for some $H$ in $[0, \infty]$. Let $\tilde{Q}_X$ be defined by (1.3). Then, for any $z > 1$

$$\tilde{Q}_X(1/z) \leq \psi_H(z) \quad \text{where } \psi_H(z) = \inf_{t > 0} t^{-1} \left( H - \log z + \log (e^{zt} + z - 1) \right).$$

(a)

An other formulation of $\psi_H$ is

$$\psi_H(z) = z \inf \left\{ (H - \log z + \log(c + z - 1))/\log c : c > 1 \right\}.$$ 

(b)

Furthermore

$$\psi_H(z) = z \quad \text{for any } z \leq e^H \quad \text{and } \psi_H(z) < z \quad \text{for any } z > e^H.$$ 

(c)

Conversely, for any $H$ in $[0, \infty]$ and any $z > 1$, there exist a nonnegative random variable $Y$ such that

$$E(Y) = 1, \quad H(Y) = H \quad \text{and } \tilde{Q}_Y(1/z) = \psi_H(z).$$

(d)

**Proof.** By Theorem 2.1 applied to $Y = Q_X(U)$ and $\eta = z\mathbf{1}_{U \leq 1}$,

$$\tilde{Q}_X(1/z) \leq \inf_{t > 0} t^{-1} \left( H + \log \left( z^{-1}e^{zt} + 1 - z^{-1} \right) \right),$$

which implies (a). To prove (b) it is enough to set $t = z^{-1} \log c$ in the definition of $\psi_H$. Then $e^{zt} = c$, which gives (b).

To prove (c) and (d), we separate two cases. If $H \geq \log z$,

$$H - \log z + \log(c + z - 1) \geq \log(c + z - 1) \geq \log c.$$ 

Hence, $\psi_H(z) \geq z$ by Theorem 3.1(b). Now

$$\lim_{c \to \infty} \left( H - \log z + \log(z + c - 1) \right)/\log c = 1,$$

(3.1)

which ensures that $\psi_H(z) = z$. Let $Y = e^H \mathbf{1}_{U \leq e^{-H}}$. Then $E(Y) = 1, \quad H(Y) = H$ and

$$\tilde{Q}_Y(1/z) = z \int_0^{1/z} Q_Y(s) \, ds = z \int_0^{1/z} e^H \mathbf{1}_{s \leq e^{-H}} \, ds = z = \psi_H(z).$$
which proves (d) in the case \( z \leq e^H \). If \( H < \log z \), define
\[
B = z 1_{z \leq 1}, \ Z_t = \exp(tB) \quad \text{and} \quad Y_t = Z_t/E(Z_t).
\]  

(3.2)

Set
\[
R_B(t) = z^{-1}(e^{zt} - 1 + z), \ \ell_B(t) = \log R_B(t) \quad \text{and} \quad f(t) = t^{-1}(H + \ell_B(t)).
\]  

(3.3)

\((R_B)\) is the Laplace transform of \( B \). By definition, \( \psi_H(z) \) is the minimum of \( f \). Now
\[
f'(t) = t^{-2} \left( t\ell_B'(t) - \ell_B(t) - H \right).
\]

Next \( \ell_B \) is infinitely differentiable, strictly convex and has the asymptotic expansion
\[
\ell_B(t) = - \log z + zt + \mathcal{O}(e^{-zt}) \quad \text{as} \quad t \uparrow \infty.
\]

It follows that \( g : t \mapsto t\ell_B'(t) - \ell_B(t) \) is continuous, strictly increasing and satisfies
\[
\lim g = 0 \quad \text{and} \quad \lim_{z \to \infty} g = \log z - H. \]

Hence there exists a unique \( t_0 > 0 \) such that
\[
g(t_0) = H \quad \text{and} \quad f \text{ has a minimum at } t = t_0. \]

Furthermore, since \( f'(t_0) = 0 \),
\[
\psi_H(z) = \ell_B'(t_0) < z.
\]  

(3.4)

which proves (c) in the case \( z > e^H \). Let then \( Y = Y_{t_0} \), where \( Y_t \) is defined in (3.2): \( E(Y) = 1 \) and, with the notations introduced in (3.3),
\[
\mathcal{H}(Y) = E\left( (t_0B - \ell_B(t_0)) \exp(t_0B)/R_B(t_0) \right) = t_0\ell_B'(t_0) - \ell_B(t_0) = H.
\]

Furthermore, by (3.4),
\[
\tilde{Q}_Y(1/z) = e^{\psi_H(z)}/R_B(t_0) = \ell_B'(t_0) = \psi_H(z),
\]  

(3.5)

which gives (d) and completes the proof of Theorem 3.1.

\[ \square \]

**Remark 3.1.** For any nonnegative random variable \( X \) and any positive \( \alpha \), \( \tilde{Q}_{\alpha X} = \alpha \tilde{Q}_X \) and \( \mathcal{H}(\alpha X) = \alpha \mathcal{H}(X) \). Hence Theorem 3.1(a) implies that, for any nonnegative random variable \( X \) such that \( E(X) > 0 \) and \( \mathcal{H}(X) < \infty \),
\[
\tilde{Q}_X(1/z) \leq E(X)/E(Y) \quad \text{for any } z > 1, \quad \text{where} \quad H = \mathcal{H}(X)/E(X).
\]  

(3.6)

**Remark 3.2.** From (1.4) and the above Remark, Theorem 3.1 applied to any positive submartingale \((M_k)_{0 \leq k \leq n}\) in the class \( L \log L \) yields
\[
Q_{M_k}(1/z) \leq E(M_n)/E(M_n) \quad \text{for any } z > 1, \quad \text{where} \quad H = \mathcal{H}(M_n)/E(M_n).
\]  

(3.7)

By Theorem 3.1(c), \( \psi_H(z) < z \) for any \( z > e^H \). Consequently, if \( E(M_n) \log z > \mathcal{H}(M_n) \), then \( \psi_H(z) < z \) and (3.7) improves (1.1). If \( E(M_n) \log z \leq \mathcal{H}(M_n) \), then \( \psi_H(z) = z \) and (3.7) does not improve (1.1).

**Remark 3.3.** Let \( \mu \) be any law on \([0, \infty]\) with finite entropy. From Lemma 2 in Dubins and Gilat [7], there exists a nonnegative continuous time martingale \((M_t)_{t \in [0, 1]}\) such that \( M_1 \) has the law \( \mu \) and \( M^*_1 = \sup \{ M_t : t \in [0, 1] \} \) satisfies \( Q_{M^*_1} = \tilde{Q}_M \). Hence Theorem 3.1 provides an optimal upper bound for continuous time martingales, which shows that (1.1) cannot be improved if \( z \leq e^H \).
4 Tchebichef type inequalities

In this section we give an extension of the Tchebichef-Cantelli inequality to random variables $X$ in $L^p$.

**Theorem 4.1.** Let $p$ be any real in $]1, \infty[$ and $X$ be a real-valued random variable in $L^p$. Let $\bar{Q}_X$ be defined by (1.3). Set $\sigma_p = \|X - E(X)\|_p$. Then

\[ \bar{Q}_X(1/z) \leq E(X) + \sigma_p z^{1/p}(1 + (z - 1)^{1-p})^{-1/p} \tag{a} \]

Conversely, for any $z > 1$, there exists a random variable $X$ in $L^p$ such that

\[ E(X) = 0, \|X\|_p = 1 \quad \text{and} \quad \bar{Q}_X(1/z) = z^{1/p}(1 + (z - 1)^{1-p})^{-1/p}. \tag{b} \]

**Remark 4.1.** If $p = 2$, the upper bound is equal to $E(X) + \sigma \sqrt{z - 1}$, where $\sigma$ is the standard deviation of $X$, which implies (1.11).

Applying (1.4), we immediately get the corollary below. We refer to Rio ([16], Sections 4 and 5) for applications of this corollary.

**Corollary 4.1.** Let $p$ be any real in $]1, \infty[$ and $(M_k)_{k\in[0,n]}$ be a submartingale in $L^p$:

\[ Q_{M_k}(1/z) \leq E(M_n) + z^{1/p}(1 + (z - 1)^{1-p})^{-1/p}\|M_n - E(M_n)\|_p \quad \text{for any} \quad z > 1. \]

**Proof of Theorem 4.1.** Clearly it suffices to prove the result in the case $E(X) = 0$. Then $\bar{Q}_X(1) = 0$. Set $u = 1/z$. For any $b \in [0, 1]$,

\[ u \bar{Q}_X(u) = u \bar{Q}_X(u) - b \bar{Q}_X(1) = \int_0^1 \bar{Q}_X(s)(1_s \leq u - b) \, ds. \tag{4.1} \]

Applying then the H"older inequality on $[0, 1]$ with exponents $p$ and $q = p/(p - 1)$ to $Q_X$ and $1_{[0, u]} - b$, we get that $u \bar{Q}_X(u) \leq \sigma_p (u(1-b)^q + (1-u)b^q) \int_0^1 b^{1/q}ds$. or equivalently,

\[ \bar{Q}_X(u) \leq \sigma_p z^{1/p} ((1-b)^q + (z-1)b^q)^{1/q}. \tag{4.2} \]

We now minimize the upper bound with respect to $b$. Let $f(b) = (1-b)^q + (z-1)b^q$. Then $f$ is strictly convex and

\[ q^{-1}f'(b) = -(1-b)^{q-1} + (z-1)b^{q-1} = 0 \iff z - 1 = (1-b)^{q-1}/b^{q-1}. \]

Next $1/(q - 1) = p - 1$. Consequently $b_0 = 1/(1 + (z - 1)^{p-1})$ is the unique critical point. Setting $b = b_0$ in (4.2), we then get that

\[ \bar{Q}_X(u) \leq \sigma_p z^{1/p}(z - 1)^{1/q}((1 - b_0)^{q-1} + 1)^{-1/p}, \]

which gives Theorem 4.1(a).

We now prove Theorem 4.1(b). Let $X$ be the Bernoulli random variable defined by

\[ \mathbb{P}(X = z\hat{x}(1 + (z - 1)^{1-p})^{-1/\hat{x}}) = 1/z = 1 - \mathbb{P}(X = -z\hat{x}(1 + (z - 1)^{1-p})^{-1/\hat{x}}). \tag{4.3} \]

Then $E(X) = 0$ and $\bar{Q}_X(1/z) = z^{1/p}(1 + (z - 1)^{1-p})^{-1/p}$. Furthermore

\[ E(|X|^p) = (1/z)z + (1 + 1/z)(z - 1)^{1-p}z(1 + (z - 1)^{1-p})^{-1} = 1. \]

**Numerical comparisons.** Below we compare Corollary 4.1 with the usual upper bound

\[ Q_{M_1}(1/z) \leq E(M_n) + z^{1/p}\|M_n - E(M_n)\|_p, \tag{4.4} \]

which can be immediately derived from (1.10), in the case $p = 3/2$, $E(M_n) = 0$ and $\|M_n - E(M_n)\|_p = 1$. We consider here values $z$ of statistical interest. One can see that Corollary 4.1 is significantly better than (4.4) even for large values of $z$.

| Ineq. | $z=2$ | $z=4$ | $z=10$ | $z=20$ | $z=40$ | $z=100$ | $z=200$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| (4.4) | 1.59   | 2.52   | 4.64   | 7.37   | 11.70  | 21.54  | 34.20  |
| Cor. 4.1 | 1.00 | 1.86 | 3.83 | 6.42 | 10.59 | 20.21 | 32.67 |
5 SubGaussian random variables

In this section, for any real-valued random variable $X$ we denote by $\ell_X$ the logarithm of the Laplace transform of $X$, defined by $\ell_X(t) = \log E(e^{tX})$ for any real $t$.

**Definition 5.1.** Let $b$ be any positive real. The random variable $X$ is said to be subGaussian on the right with parameter $b$ if $X \in L^2$, $X$ has a finite Laplace transform on $\mathbb{R}_+$ and
\[
\ell_X(t) \leq t E(X) + b^2(t^2/2) \quad \text{for any } t > 0. \tag{5.1}
\]
We denote the collection of such random variables by $\mathcal{G}(b)$.

The subGaussian constant is the smallest real $b$ such that (5.1) holds. We refer to Bobkov et al [3] for estimates of this constant on some examples. We now introduce a slightly stronger condition on the Laplace transform.

**Definition 5.2.** Let $b$ be any positive real. A real-valued random variable $X$ is said to be entropic subGaussian on the right with parameter $b$ if $X \in L^2$, $X$ has a finite Laplace transform on $\mathbb{R}_+$ and
\[
bt^t_X(t) - \ell_X(t) \leq b^2(t^2/2) \quad \text{for any } t > 0. \tag{5.2}
\]
We denote the collection of such random variables by $\mathcal{G}_E(b)$.

If $X$ belongs to $\mathcal{G}_E(b)$, then $X$ satisfies (5.1) with the same parameter $b$ (see Ledoux [13], pages 69–70), which implies that $\mathcal{G}_E(b) \subset \mathcal{G}(b)$. However $\mathcal{G}_E(b)$ and $\mathcal{G}(b)$ are not equal. Thus, there is some hope to get better bounds for the quantiles of entropic subGaussian random variables. Nevertheless, under the median the bounds are exactly the same, as shown by Proposition 5.1 below.

**Proposition 5.1.** For any $p$ in $[1/2, 1)$,
\[
\sup_{X \in \mathcal{G}_E(b)} (Q_X(p) - E(X)) = \sup_{X \in \mathcal{G}(b)} (\bar{Q}_X(p) - E(X)) = b\sqrt{1/p} - 1.
\]

Proposition 5.1 also proves that the Tchebichef-Cantelli inequality cannot be improved under the median, both in $\mathcal{G}_E(b)$ and $\mathcal{G}(b)$. Before proving this proposition, we state the main result, which concerns the deviations over the median.

**Theorem 5.1.** Let $p$ be any real in $[0, 1/2]$. Set $v = p/(1-p)$. Then
\[
\sup_{X \in \mathcal{G}(b)} (Q_X(p) - E(X)) = \sup_{X \in \mathcal{G}_E(b)} (\bar{Q}_X(p) - E(X)) = b \left( \frac{2|\log v|}{1 - v^2} \right)^{1/2}. \tag{a}
\]

Furthermore the above upper bound is strictly less than $b\sqrt{\min((1/p) - 1, 2|\log p|)}$.

Define the function $L^*_p$ by $L^*_p(y) = +\infty$ if $y > 1$ and
\[
L^*_p(y) = \left( \frac{v + y}{v + 1} \right) \log \left( 1 + \frac{y}{v} \right) + \left( \frac{1 - y}{v + 1} \right) \log(1 - y) \quad \text{if } y \in [0, 1].
\]

Then, for any $p$ in $[0, 1/2]$,
\[
\sup_{X \in \mathcal{G}_E(b)} (\bar{Q}_X(p) - E(X)) \leq b \inf_{x \in [0,1]} \frac{L^*_p(x) + \log(1 + x/v)}{\sqrt{2L^*_p(x)}} < b \left( \frac{2|\log v|}{1 - v^2} \right)^{1/2}. \tag{b}
\]

Notice that, from (1.4), one can immediately deduce upper bounds on the quantiles of the maximum of a subGaussian martingale. The statement is left to the reader.
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Proof of Proposition 5.1. Notice that \( \text{Var} X \leq b^2 \) for any \( X \in \mathcal{G}(b) \). Hence, from Theorem 4.1 and Remark 4.1,

\[
\sup_{X \in \mathcal{G}(b)} (\tilde{Q}_X(p) - \mathbb{E}(X)) \leq b\sqrt{(1/p) - 1}. \tag{5.3}
\]

Consequently, it suffices to prove that, for any \( p \in [1/2, 1[ \),

\[
\sup_{X \in \mathcal{G}(b)} (Q_X(p) - \mathbb{E}(X)) \geq b\sqrt{(1/p) - 1}. \tag{5.4}
\]

In order to prove (5.4), we will mainly use the lemma below.

**Lemma 5.1.** For any \( p \geq 1/2 \), the Bernoulli law \( b(p) \) is entropic subGaussian with parameter \( \sqrt{p(1-p)} \).

**Proof of Lemma 5.1.** We start by noticing that, for any random variable \( X \) with finite Laplace transform \((\ell'_X(t) - \ell'_X(t'))(t) = \ell''_X(t) \). Therefore, if \( \ell''_X(t) \leq b^2 \) for any positive \( t \), then \( X \) is entropic sub-Gaussian with parameter \( b \).

Now let \( X \) be a random variable with law \( b(p) \). Then \( \ell_X(t) = \log(1-p+pe^t) \) and

\[
\ell''_X(t) = p(1-p)e^t(1-p+pe^t)^{-2} = p(1-p)((1-p)e^{-t/2} + pe^{t/2})^{-2}.
\]

Next \((1-p)e^{-t/2} + pe^{t/2} = \cosh(t/2) + (2p-1)\sinh(t/2) \geq 1 \) for any \( p \geq 1/2 \) and any positive \( t \). Hence \( \ell''_X(t) \leq p(1-p) \) for any positive \( t \), which implies Lemma 5.1. \( \square \)

We now prove (5.4). Let \( U \) be a random variable with uniform law over \([0, 1[ \). Let \( q \) be any real in \([p, 1[ \). Set \( B_q = b(q(1-q))^{-1/2} 1_{U \leq q} \). From Lemma 5.1, the random variable \( B_q \) is entropic sub-Gaussian with parameter \( b \). Now

\[
Q_{b,q}(p) = b(q(1-q))^{-1/2} \text{ and } \mathbb{E}(B_q) = b(q/(1-q))^{1/2},
\]

whence

\[
Q_{b,q}(q) - \mathbb{E}(B_q) = b(q(1-q))^{-1/2}(1-q) = b\sqrt{(1/q) - 1}.
\]

Now the right hand term in the above equality converges to \( b\sqrt{(1/p) - 1} \) as \( q \searrow p \), which completes the proof of (5.4). Finally (5.3) and (5.4) imply Proposition 5.1. \( \square \)

**Proof of Theorem 5.1.** We need to introduce the Legendre-Fenchel dual. For a convex nondecreasing function \( L : \mathbb{R}_+ \mapsto \mathbb{R}_+ \), the Legendre-Fenchel dual \( L^* \) of \( L \) is defined by

\[
L^*(x) = \sup\{xt - L(t) : t > 0\} \text{ for any } x \geq 0. \tag{5.5}
\]

Clearly it is enough to prove Theorem 5.1 in the case \( b = 1 \). Let us prove (a). Notice first that, if \( X \) belongs to \( \mathcal{G}(1) \), then, by the Jensen inequality, \( \mathbb{E}(X \mid \mathcal{A}) \) belongs to \( \mathcal{G}(1) \) for any \( \sigma \)-field \( \mathcal{A} \). Recall that, if \( U \) has the uniform distribution over \([0, 1[ \), \( Q_X(U) \) has the same law as \( X \). Now let \( \mathcal{A} \) be the \( \sigma \)-field generated by the event \((U \leq p) \). Then \( \beta_p = \mathbb{E}(Q_X(U) \mid \mathcal{A}) - \mathbb{E}(X) \) is a binary centered random variable in the class \( \mathcal{G}(1) \). Furthermore \( \mathbb{P}(\beta_p = \tilde{Q}_X(p) - \mathbb{E}(X)) = p \), which implies that \( \beta_p \) has the same law as \((\tilde{Q}_X(p) - \mathbb{E}(X))\xi_v \), where \( v = p/(1-p) \) and \( \xi_v \) is the random variable defined by

\[
\mathbb{P}(\xi_v = 1) = v/(1+v) \text{ and } \mathbb{P}(\xi_v = -v) = 1/(1+v). \tag{5.6}
\]

Since \( \tilde{Q}_X(p) - \mathbb{E}(X) \geq 0 \), it follows that

\[
\sup\{\tilde{Q}_X(p) - \mathbb{E}(X) : X \in \mathcal{G}_E(1)\} = a_1, \text{ where } a_1 = \sup\{c \geq 0 : c\xi_v \in \mathcal{G}(1)\}. \tag{5.7}
\]
Doob, entropy and Tchebichef

Now, for a centered random variable $X$, define the subGaussian constant $C_\varphi(X)$ by

$$C_\varphi(X) = \sup \{ (2\ell_X(t)/t^2)^{1/2} : t > 0 \}. \quad (5.8)$$

By Lemma 2.22, page 25 in Bercu et al [1],

$$1/C_\varphi(X) = \inf \{ (2\ell_X^*(x)/x^2)^{1/2} : x > 0 \}. \quad (5.9)$$

We now apply this result to $\xi_v$. From Formula (2.55), page 29 in Bercu et al [1], $\ell_{\xi_v}^* = L_\xi^*$, where $L_\xi^*$ is the function already defined in Theorem 5.1. Hence

$$1/C_\varphi(\xi_v) = \inf \{ (2L_\xi^*(x)/x^2)^{1/2} : x > 0 \} = (2|\log v|/(1 - v^2))^{1/2}, \quad (5.10)$$

which completes the proof of (a).

Next, the strict convexity of the function $x \mapsto x \log x$ ensures that

$$(1 - v^2) \log(1 + v) + v^2 \log v > 0, \quad \text{or, equivalently} \quad (1 - v^2) \log(1 + 1/v) > -\log v,$$

which completes the proof of (5.11).

It remains to prove (b). Let $X$ be any random variable in the class $\mathcal{G}_\mathcal{E}(1)$ and $\lambda$ be any positive real. Set

$$Y_\lambda = \exp(\lambda X - \ell_X(\lambda)). \quad (5.13)$$

By the Jensen inequality applied to the convex function $x \mapsto e^{\lambda x}$,

$$\exp(\lambda \tilde{Q}_X(p)) \leq p^{-1} \int_0^p \exp(\lambda Q_X(s)) \, ds,$$

which is equivalent to

$$\tilde{Q}_X(p) \leq \lambda^{-1} \left( \ell_X(\lambda) + \log \tilde{Q}_{Y_\lambda}(p) \right). \quad (5.14)$$

By definition $E(Y_\lambda) = 1$. Hence, we may apply Theorem 3.1(a) with $z = 1/p$ to $Y_\lambda$:

$$\tilde{Q}_X(p) \leq \lambda^{-1} \left( \ell_X(\lambda) + \log \psi_H(1/p) \right), \quad \text{where} \ H_\lambda = H(Y_\lambda) \quad (5.15)$$

and $\psi_H$ is the function already defined in Theorem 3.1(a). Let us now give a more tractable formula for $\psi_H(1/p)$. One can easily prove that, if $v = p/(1 - p)$ and $\xi_v$ is defined by (5.6), then

$$\psi_H(1/p) = 1 + v^{-1} \inf_{t > 0} t^{-1} \left( H + \ell_{\xi_v}(t) \right). \quad (5.16)$$
Now the inversion formula below holds true (see Bercu et al [1], page 57): if $X$ is a nondegenerate centered random variable with a finite Laplace transform on $[0, \infty[$,

$$
\ell_X^{-1}(x) = \inf\{t^{-1}(\ell_X(t) + x) : t > 0\} \quad \text{for any } x \geq 0.
$$

(5.17)

Since $\ell_{\xi_u}(L_u^*) = \ell_{\xi_u}(L_u^*)$ (see Bercu et al [1], p. 29), it follows that

$$
\psi_{H_\lambda}(1/p) \leq 1 + v^{-1}L_u^* \left( H_\lambda \right) \quad \text{where } H_\lambda = \mathcal{H}(Y_\lambda) \quad \text{and} \quad v = p/(1 - p).
$$

(5.18)

Next $X$ belongs to $\mathcal{G}_\mathcal{E}(1)$, which ensures that $H_\lambda \leq \lambda^2/2$. Hence, using the monotonicity of $L_u^{-1}$,

$$
\psi_{H_\lambda}(1/p) \leq 1 + v^{-1}L_u^* \left( \lambda^2/2 \right).
$$

(5.19)

From (5.15), (5.19) and the fact that $X$ is also subGaussian with parameter $1$, we get that, for any $\lambda > 0$,

$$
\tilde{Q}_X(p) \leq \lambda^{-1} \left( \lambda^2/2 + \log(1 + v^{-1}L_u^* \left( \lambda^2/2 \right)) \right).
$$

(5.20)

Let $x$ be any real in $[0, 1]$. Taking $\lambda = \sqrt{2L_u(x)}$ in the above inequality, we obtain

$$
\tilde{Q}_X(p) \leq (2L_u(x))^{-1/2} \left( L_u(x) + \log(1 + x/v) \right) := \varphi(x).
$$

(5.21)

Since this upper bound is valid for any $x$ in $[0, 1]$, it implies the first part of (b). Now, if $p < 1/2$, $v = p/(1 - p) < 1$. Therefore, we can choose $x = 1 - v$ in (5.21). For this choice of $x$,

$$
\log(1 + x/v) = |\log v| = -\log v = -\log(1 - x).
$$

(5.22)

Hence $L_u^*(1-v) = (1+v)^{-1}(1-v)|\log v|$ and $\varphi(1-v) = \sqrt{2} |\log v|/(1 - v^2)$. Now

$$
\varphi'(1-v) = (2L_u^*(1-v))^{-1/2} \left( 1 - 2v|\log v|/(1 - v^2) \right) > 0
$$

(5.23)

by (5.12), which gives the second part of (b). Theorem 5.1 is proved.$\square$

6 Martingales with bounded increments

In this section, $(M_k)_{0 \leq k \leq n}$ is a martingale with bounded increments. Applying the results of Section 5, we derive the new upper bound below on the CVaR of $M_n$ from Lemma 2.4 in van de Geer [18].

**Theorem 6.1.** Let $(M_k)_{0 \leq k \leq n}$ be a martingale with bounded increments, adapted to some filtration $(\mathcal{F}_k)_{0 \leq k \leq n}$, satisfying $M_0 = 0$. Assume that for each $k$ in $[1, n]$, there exist two $\mathcal{F}_{k-1}$-measurable bounded random variables $A_k$ and $B_k$ such that $A_k \leq M_k \leq B_k$ almost surely. Then, for any real $z > 2$,

$$
\tilde{Q}_{M_n}(1/z) \leq \sqrt{D_n|\log v|/(2(1 - v^2))} \quad \text{where } v = 1/(z - 1) \quad \text{and} \quad D_n = \left\| \sum_{k=1}^{n} (B_k - A_k)^2 \right\|_\infty.
$$

(6.1)

**Proof.** Let $W_0 = 0$ and $W_k = \sum_{j=1}^{k}(B_j - A_j)^2$ for $k$ in $[1, n]$. By Lemma 2.4 in van de Geer [18], $\zeta(t) := \exp(t(M_k - W_k t^2/8))$ is a supermartingale for any positive $t$. Hence $E(\zeta(t)) \leq E(\zeta(0)) = 1$. Next $\zeta(t) \geq \exp(t(M_n - D_n t^2/8))$ almost surely, whence

$$
\log E(\exp(t(M_n))) \leq t^2 D_n / 8 \quad \text{for any } t > 0.
$$

(6.2)

Theorem 6.1 follows now from (6.2) and Theorem 5.1(a) applied with $p = 1/z$. $\square$
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Numerical comparisons. By Theorem 2.5 in van de Geer [18] applied with \(c^2 = D_n\),

\[
Q_{M_n}(1/z) \leq \sqrt{D_n/4} \sqrt{2 \log z}.
\]

(6.3)

By the comparison inequality (2.8) in Pinelis [15],

\[
\tilde{Q}_{M_n}(1/z) \leq \sqrt{\Delta_n/4} Q_Y((5/e)^5/(5!z)), \quad \text{where } \Delta_n = \sum_{k=1}^n \|B_k - A_k\|^2_\infty.
\]

(6.4)

Below we give the values of the above upper bounds in the case \(\Delta_n = D_n = 4\) for integer values of \(z\), including the quartile and the decile. One can see that (6.4) is better than (6.1) as soon as \(z > 10\). However \(D_n\) is often strictly less than \(\Delta_n\) in the applications.

| Ineq.   | \(z=4\) | \(z=6\) | \(z=10\) | \(z=20\) | \(z=40\) | \(z=100\) |
|---------|---------|---------|---------|---------|---------|---------|
| (6.3)   | 1.67    | 1.89    | 2.15    | 2.45    | 2.72    | 3.035   |
| (6.4)   | 1.71    | 1.89    | 2.11    | 2.37    | 2.62    | 2.92    |
| (6.1)   | 1.57    | 1.83    | 2.11    | 2.43    | 2.71    | 3.032   |

7 Bounded functions of independent random variables

Throughout this section \(E\) is a Polish space and \(f\) is a bounded and measurable function from \(E^n\) into \(\mathbb{R}\). For any \(k\) in \([1, n]\), let \(\delta_k\) be a bounded and measurable function from \(E^{n-1}\) into \([0, \infty]\) such that, for any \(x = (x_1, x_2, \ldots, x_n)\) in \(E^n\),

\[
\sup_{(y,z) \in E \times E} |f(x_1, \ldots, x_{k-1}, y, x_{k+1}, \ldots, x_n) - f(x_1, \ldots, x_{k-1}, z, x_{k+1}, \ldots, x_n)| \leq \delta_k(x^{(k)}),
\]

(7.1)

where \(x^{(k)} = (x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n)\). Define then

\[
V_n(x) = \frac{1}{4} \sum_{k=1}^n \delta_k^2(x^{(k)}) \quad \text{and } T_n = \|V_n\|_1^{1/2}.
\]

(7.2)

Let \(X\) be a random vector with values in \(E^n\) and independent components. Applying the results of Section 5, we now derive the new upper bound below on the CVaR of \(f(X)\) from the inequalities of Section 6.2 in Boucheron et al [4].

**Theorem 7.1.** Let \(f\) be a bounded and measurable function from \(E^n\) into \(\mathbb{R}\). Let \(X\) be any random vector with values in \(E^n\) and independent components. Set \(Z = f(X) - E(f(X))\). Then, for any \(z > 2\),

\[
\tilde{Q}_Z(1/z) \leq T_n \inf_{x \in [0,1]} \frac{L^*_n(x) + \log(1 + x/v)}{2L^*_n(x)},
\]

(7.3)

where \(v = 1/(z - 1)\) and \(L^*_n\) is defined as in Theorem 5.1.

**Proof.** Let \(\ell_Z(t) = \log E(\exp(tZ))\). Then, \(t\ell(t) - \ell(t) \leq T_n^2 t^2/2\) for any positive \(t\), by the inequality page 175, line 9 in Boucheron et al [4]. Consequently \(Z\) belongs to \(\mathcal{G}_c(T_n)\). Now Theorem 5.1(b) implies (7.3).

**Numerical comparisons.** By Theorem 6.5 in Boucheron et al [4],

\[
Q_Z(1/z) \leq T_n \sqrt{2 \log z} \quad \text{for any } z > 1.
\]

(7.4)

By the comparison inequality (2.8) in Pinelis [15],

\[
\tilde{Q}_Z(1/z) \leq \Theta_n \; Q_Y((5/e)^5/(5!z)) \quad \text{for any } z > 1, \quad \text{where } \Theta_n = \frac{1}{2} \sum_{k=1}^n \|\delta_k\|^2_\infty.
\]

(7.5)
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Below we give the values of the above upper bounds in the case $\Theta_n = T_n = 1$ for integer values of $z$, including the quartile and the decile. One can see that (7.5) is better than (7.3) for $z > 16$ and almost equivalent for $z = 16$. However $T_n$ is often strictly less than $\Theta_n$ in the applications. Note also that (7.3) is significantly better than (7.4) for $z \leq 40$.

| Ineq. | $z=4$ | $z=6$ | $z=10$ | $z=16$ | $z=20$ | $z=40$ |
|-------|-------|-------|--------|--------|--------|--------|
| (7.4) | 1.67  | 1.89  | 2.15   | 2.35   | 2.45   | 2.72   |
| (7.5) | 1.71  | 1.89  | 2.11   | 2.29   | 2.37   | 2.62   |
| (7.3) | 1.55  | 1.80  | 2.07   | 2.29   | 2.39   | 2.67   |
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