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I. INTRODUCTION

In the last few years topological insulators have been the subject of extensive studies, both experimental and theoretical. For these materials, the peculiarity of having a bulk band parity inversion in an odd number of time-reversal invariant momenta across the Brillouin zone (BZ) gives rise to the existence of topological surface states protected by time-reversal symmetry. The surface states crossing the band gap are necessarily metallic and present spin helicity, a condition where the electrons’ spin is locked to their momentum, opening the possibility of applications in spintronics. While many topological insulators have been predicted and experimentally investigated, the bismuth chalcogenides are by far the most extensively studied.

For experimental studies, Bi$_2$Se$_3$ and Bi$_2$Te$_3$ are considered to be prototypical materials. They share the same rhombohedral crystal structure, which consists of quintuple layers bound to each other through weak van der Waals forces, giving easy access to the (111) surface by cleavage. Their surface electronic structure is also very similar in the sense that both support a single closed surface Fermi contour around the Γ point of the BZ. In both cases, this is caused by a parity inversion at the bulk Γ point. However, while the surface electronic properties are similar, there are some significant differences in the detailed dispersion of the surface states. Both materials show a warping of the surface state Dirac cone far away from the Dirac point but for Bi$_2$Te$_3$ this warping is much more pronounced than for Bi$_2$Se$_3$.

The materials also show significant differences in their bulk electronic structure. For instance, as was recently shown via a comparison between angle-resolved photoemission (ARPES) measurements and GW calculations, Bi$_2$Se$_3$ has a direct band gap with the bulk valence band maximum (VBM) and conduction band minimum (CBM) located at the Γ point of the BZ, whereas the character of the band gap in Bi$_2$Te$_3$ is still subject to debate.

So far, ab initio calculations for topological insulators have been mainly performed using either the local density (LDA) or generalized gradient (GGA) approximations of density functional theory (DFT). The reason is that LDA and GGA constiitute an efficient approach which allows for the study not only of the bulk but also of the surface states. Since the parity inversion in the bulk states is mainly caused by spin-orbit coupling (SOC) effects, including these proved to be crucial. LDA and GGA calculations of the surface states have mostly shown good agreement with the experimental results. However, these two approaches fail to correctly describe some important aspects of the bulk band structures. Vidal et al. have demonstrated that LDA may incorrectly predict trivial insulators as topological insulators. In addition, several GW studies of topological insulators in the last few years have shown that the nature of the band gap (indirect or direct), its magnitude, and the effective masses of the bands involved in the band inversion are not described correctly within LDA but are often corrected with the GW approximation.

As an example, LDA predicts Bi$_2$Se$_3$ to be an indirect gap semiconductor with the VBM close to the Z point whereas the inclusion of a GW correction correctly reproduces the direct band gap, in agreement with experiment. Such details are also crucial for the surface electron dynamics as they determine if the surface states are degenerate with bulk states at another k$_j$ or not. In fact, reaching the topological transport regime would not be possible for Bi$_2$Se$_3$ as described by LDA but it is possible in the case where the Dirac point lies within the direct band gap at Γ.

Calculations using the GW approach were also able to
reproduce more subtle details in the experimentally observed dispersion. The first GW bulk band structure of B\textsubscript{12}Se\textsubscript{3} showed that the band-inversion-induced characteristic M-shaped dip in the band forming the VBM disappears upon the inclusion of GW corrections.\textsuperscript{11} Again, this is in good agreement with the results from ARPES for a cut exactly through the Γ point but not for a cut at a different \( k_{\perp} \) value in the Γ–Z direction (for a good illustration of this, see the supporting material of Ref. 22). Also using the GW approximation, Nechaev et al. were later able to show that the M-shaped dip reappears for larger \( k_{\perp} \) as seen in the bulk bands projected onto the (111)-surface BZ\textsuperscript{20}.

In addition to the \textit{a posteriori} observation that GW is in general in better agreement with ARPES experiments than LDA, a comparison between GW and ARPES is also more justified from a fundamental point of view. LDA is meant to predict ground-state properties and not excitation energies; GW, on the other hand, is constructed to describe the energies required to remove an electron from or add an electron to the system (the quasiparticle energies), in clear correspondence to the excitation energies measured in direct and inverse photoemission experiments.

In order to assess the accuracy of the LDA and GW approximations for B\textsubscript{12}Te\textsubscript{3}, we present bulk band structures of this topological insulator obtained in LDA and GW calculations and compare them with band structure measurements by ARPES. Particular emphasis is put on the differences between the LDA and GW results in the regions where these can be directly tested experimentally.

II. METHODS

The B\textsubscript{12}Te\textsubscript{3} crystal was grown in two steps. Firstly, the stoichiometric compound was synthesized starting by heating the pure elements (Bi and Te) in an ampoule at about 300°C in hydrogen environment to eliminate oxidized species. On suite, the ampoule was evacuated at room temperature and then heated to 200°C for 24 hours and then up to 587°C at a rate of 0.5°C/min and left there for 3 hours. The system was then cooled down at 0.2°C/min in 72 hours. At this point, the obtained products were checked by X-ray diffraction and the synthesis of the compound was confirmed. In a second step, the single crystal was grown by heating the obtained compound inside an evacuated and sealed quartz ampoule up to 271°C at 0.5°C/min and kept in this value for 2 hours. The temperature was then increased to 587°C at a rate of 2°C/min and the ampoule was left at this temperature for 24 hours. The system was then cooled down to room temperature at 0.05°C/min. The grown single crystal was then characterized by Laue diffraction. This analysis showed a good crystalline quality. In addition, the Seebeck coefficient was measured and a XPS analysis of the sputtered (111) surface was carried out and no impurity was detected.

ARPES measurements of the bulk band dispersion of B\textsubscript{12}Te\textsubscript{3} were performed on the SGM-3 beamline of the ASTRID synchrotron radiation facility.\textsuperscript{23} The B\textsubscript{12}Te\textsubscript{3} single crystals have been cleaved in vacuum at room temperature and successively measured at ~ 70 K. ARPES spectra have been acquired at different photon energies, spanning from 14 eV to 32 eV. The crystals have been aligned in two different high symmetry directions: Γ–M and Γ–K. The energy and angular resolution for ARPES measurements were better than 20 meV and 0.2°, respectively.

The LDA and GW calculations were performed with the all-electron FLAPW codes FLEUR\textsuperscript{24} and SPEX\textsuperscript{25} respectively. We used the experimental lattice structure of Ref. 26. For the LDA calculations, we employed an angular momentum cutoff for the muffin-tin spheres of \( l = 10 \) and a plane-wave cutoff in the interstitial region of 4.5 bohr\textsuperscript{−1}. The SOC was incorporated self-consistently employing the second-variation technique.\textsuperscript{27} We use the same basis for the wave functions in the GW calculations and, furthermore, employ an angular momentum cutoff of \( l = 5 \) and a linear momentum cutoff of 2.9 bohr\textsuperscript{−1} for the representation of the screened interaction and related quantities.\textsuperscript{28–29} For the calculation of the bulk band structure in the Γ–Z–F–Γ–L path, we have used a 4×4×4 \( k \)-point mesh for the screened interaction \( W \) and evaluated the quasiparticle energies on 190 \( k \) points along the path. However, for the band structure projected onto the (111) surface (in the Γ–M and Γ–K directions), we had to calculate self-energy corrections for almost 2000 extra \( k \) points (no interpolation technique was employed). In order to save computation time, we resorted to a 2×2×2 \( k \)-point set for \( W \) in this case. Tests show that the quasiparticle energies differ by maximally 50 meV between calculations with a 2×2×2 and a 6×6×6 sampling, whereas, for most of the \( k \) points, the differences are much smaller, in particular for the Γ and Z points (0.6 and 14 meV, respectively). Therefore, 2×2×2 turns out to give enough quantitative and qualitative accuracy for the purpose of this work. We have included 500 bands and semicore \( d \) states of Bi and Te. In addition, to have an accurate description of high-lying states and to avoid linearization errors,\textsuperscript{23,14} we have included two local orbitals per angular momentum up to \( l = 3 \) for each atom.

In contrast to most GW calculations that include spin-orbit interactions, we take the SOC already into account in the reference system instead of in an \textit{a posteriori} correction, employing the four-component spinor wave functions. The self-energy thus acquires terms that couple the two spin channels, enabling a many-body renormalization of the SOC itself (for a detailed discussion see Ref. 52).

As in Ref. 20, we solve the quasiparticle equation in the basis of the LDA single-particle states explicitly. This takes the off-diagonal elements of the self-energy into account, allowing for changes in the quasiparticle wave functions, which proved to be critical, for example, to describe the highest valence band of B\textsubscript{12}Te\textsubscript{3} correctly.\textsuperscript{20} Al-
though still being a one-shot approach, we go beyond the usual perturbative solution of the quasiparticle equation of motion, in which the quasiparticle wave functions are approximated by the corresponding LDA single-particle states, which requires only the diagonal elements of the self-energy to be calculated. In Ref. [14] it was concluded that studies beyond the perturbative one-shot approach were required for Bi$_2$Te$_3$, as the dependence on the one-particle starting point was found to be stronger than for Bi$_2$Se$_3$.

For a comparison to the ARPES results, the theoretical Fermi level has been adjusted (shifting it up from mid gap by 0.13 eV) so as to match at best the measured upper valence band. This procedure is justified because of the strong $n$-doping of the crystals.

### III. RESULTS AND DISCUSSION

The calculated bulk band structure of Bi$_2$Te$_3$ is shown in Fig. 1(a) for both the LDA and GW approaches. Figures 1(b) (LDA) and (c) (GW) show the bulk bands projected onto the (111)-surface BZ along the $\Gamma$–$K$ and $\Gamma$–$M$ directions. The LDA band structures are in good agreement with previous publications [11,19]. Note that the band projections in Fig. 1(b-c) are not slab calculations of the surface electronic structure. Therefore, they do not show the topological surface state nor any other surface states that might be present in the projected band gaps.

The LDA calculation [Fig. 1(b)] shows an almost-direct fundamental gap of 50 meV with both the VBM and CBM in the $\Gamma$–M direction. The GW approximation [Fig. 1(c)] confirms the position of the VBM in $\Gamma$–M, but places the CBM in the $\Gamma$–Z direction instead, giving an indirect band gap of 120 meV, in better agreement with experimental values (130–170 meV, Refs. 35–38). The VB exhibits the characteristic M-shaped dispersion (darker solid lines) around $\Gamma$ which is symptomatic of the band inversion at $\Gamma$. The transition from LDA to GW results in a flattening of the M-shape dip. As shown by $k$·$p$ perturbation theory in the case of Bi$_2$Se$_3$ in Ref. [11] this effect stems from the band inversion due to SOC: GW increases the band gap with respect to LDA for all $k$ points (as it happens for most trivial gaps) but reduces the gap at $\Gamma$ because it is here inverted. The inclusion of quasiparticle effects “flattens” the band even though the band inversion persists [20].

It should be noted that the dispersion of the highest valence band in the present GW calculation [Fig. 1(a)] and the one by Yazyev et al. in Ref. [11] differ significantly. In particular, the M shape which is flattened—but persists—in our case, almost disappears in Ref. [11]. These discrepancies have been recently discussed in Ref. [32] to be due to the a posteriori inclusion of SOC in Ref. [11]. Furthermore, we do not employ a pseudopotential approximation, nor a plasmon-pole model in our calculations.

It is interesting to notice that the band structure of Bi$_2$Te$_3$ shows pronounced differences with that of the analogue compound Bi$_2$Se$_3$. The Bi$_2$Se$_3$ band structure, investigated by ARPES and GW, reveals the VBM to be precisely at the $\Gamma$ point [19]. The flattening effect is in fact much stronger and restores the convex shape to the upper valence band. Since the CBM is also found at $\Gamma$, this results in the debated direct band gap. This does not happen in Bi$_2$Te$_3$ because of a qualitative difference in the bulk-projected bands: In the case of Bi$_2$Te$_3$ [Fig. 1(b-c)], the highest occupied state at $\Gamma$ is at the Z point, whereas in the case of Bi$_2$Se$_3$ it is placed at the $\Gamma$ point. This implies that the disappearance of the M shape is really affecting the highest occupied state in...
Bi$_2$Se$_3$ (and therefore it changes the nature of the fundamental band gap) but not in Bi$_2$Te$_3$.

In Fig. 1(b-c), when LDA and GW results are compared, there are three features that show larger differences between the two approaches. These three features are shown enclosed by green ovals and are labelled A, B and C. A refers to the differences in the binding energies at Γ and Z and their position with respect to each other, as well as the dispersion along the Γ–Z direction. B labels the region of a projected band gap in the occupied states. This gap is significantly smaller in LDA. Finally, C points to the location of a minimum of the conduction band in the Γ–M direction in LDA (actually the absolute CBM) which is not present in GW. This is also relevant for the discussion of the position of the CBM and the nature of the band gap. In the comparison to the ARPES spectra, we focus the discussion on these three regions.

Figure 2 shows parts of a large set of photon-energy-dependent ARPES data, the photoemission intensity along the K–Γ and Γ–M directions for different values of the crystal momentum perpendicular to the surface $k_\perp$.

FIG. 2: (Color online) (a-c) Photoemission intensity from Bi$_2$Te$_3$(111) along the K–Γ and Γ–M directions for different values of $k_\parallel$. The top of the valence band shows a clear dispersion with photon energy. Finally, a very intense state can be seen at high binding energy. This state does not present any dispersion with $k_\perp$. As expected for a two-dimensional state, it does not disperse with $k_\parallel$. The relative intensity of the bands is approximately 11.8 eV. Finally, a very intense state can be seen at high binding energy. This state does not present any dispersion with $k_\perp$ either.

Figure 3 shows the photoemission intensity in normal emission extracted from a large number of such images as a function of binding energy and $k_\perp$, the component of the crystal momentum perpendicular to the surface. Note that $k_\perp$ is not conserved in the photoemission process and that the conversion from photon energy to $k_\perp$ therefore requires assumptions about the final states in the photoemission process. Here we assume free-electron like final states such that $k_\perp = \sqrt{2mc/\hbar^2}(V_0 + E_{\text{kin}}\cos^2(\theta))^{1/2}$ where $\theta$ is the electron’s emission angle and $V_0$ is the inner potential.

The inner potential needs to be chosen such that the location of the observed critical points in the dispersion agrees with the expected position along $k_\perp$, i.e., with the critical points placed either at the Γ or at the Z point of the bulk BZ. In the data, a clear dispersion of the top valence band is seen and, guided by the band structure calculation along Γ–Z, we determine $V_0 = 1.0$ eV, such that the high binding-energy extremum of the band is placed at the Γ point. Note that the dispersion of the top valence band as well as the value of the inner potential is quite different from the case of Bi$_2$Se$_3$ where the binding-energy maximum of the top valence band is found at Z and $V_0$ is approximately 11.8 eV.

In order to judge the importance of many body effects on the band structure of Bi$_2$Te$_3$ and the possibly improved description by using the GW approximation, we compare the results of the calculations with the experimental results in the three spectral regions A–C where there are clear differences between the LDA and GW results.

A– As mentioned above, comparing the detailed cal-
The band has a noticeably higher binding energy at $Z$ than in GW. As evidenced in Fig. 3, the LDA bandwidth is smaller, so that the observed states lie along the $\Gamma-Z$ direction (in the absence of surface umklapp processes), greatly simplifying the analysis. Figure 3 shows a comparison of the two calculated band dispersions for the $\Gamma-Z$ direction and the experimental data in the region of the lowest conduction band CB1 and highest valence band VB1 (see FIG. 3).

For VB1, the predicted dispersion in the $\Gamma-Z$ shows a binding-energy maximum at $\Gamma$ and a binding-energy minimum at $Z$ and this ordering has also been used to guide the choice of the inner potential $V_0$ for the free electron final state. The main difference between the LDA result and the GW result is that the band width is larger in LDA. When comparing this to the experimental data in Fig. 3, it appears that the experimental band width lies in between the LDA and GW results. Another difference between the two theoretical approaches is that the GW dispersion shows a small dip in the vicinity of the $Z$ point, which is not present in LDA. The experimental result does show this small dip in agreement with GW.

For the lowest conduction band CB1, LDA and GW both predict the binding-energy maximum to be located in between the high symmetry points $\Gamma$ and $Z$ at $k_{\perp} = 2.06 \ \text{Å}^{-1}$ and $1.99 \ \text{Å}^{-1}$, respectively. It should be noted that the dispersion obtained by a GW calculation where the SOC is included a posteriori [see e.g., Figs. 1(b) and 2(b) in Refs. 32 and 11] does not show any binding-energy maximum of CB1 in between $\Gamma$ and $Z$. As evidenced in Fig. 3, the LDA bandwidth is smaller, so that the band has a noticeably higher binding energy at $Z$ in LDA than in GW. A careful inspection of the experimental data appears to confirm the prediction of a binding-energy maximum in between $\Gamma$ and $Z$, with CB1 apparently reaching a maximum at $k_{\perp} = 2.035 \ \text{Å}^{-1}$. Far from this maximum, we can only detect the tail of the CB1 because it disperses above the Fermi level. Since the photoemission matrix elements can have an important role in the spectral intensity profile for different photon energies and CB1 never disperses very clearly below the Fermi level, it remains unclear whether the CB1 band has a higher binding energy at $\Gamma$, in agreement with GW, or at $Z$, as predicted by LDA.

B. The spectral region of the projected band gap between VB1 and VB2 near $\Gamma$ is distinctly different in the LDA and GW calculations. In LDA, the gap is much narrower at $\Gamma$ because of the smaller gap between VB1 and VB2 at the bulk $\Gamma$ point. Further towards $M$ and $K$, the lower edge of the gap is determined by the VB2 dispersion close to the bulk $Z$ point [dashed lines in Fig. 1(b-c)]. Experimentally, one might be able to distinguish between the two scenarios by following the dispersion of the VB1 and VB2 bands. Such a comparison close to the bulk $\Gamma$ point is shown in Fig. 4. As in the data of Fig. 2, the VB1 is easily identifiable in the spectra whereas VB2 is not. Instead, one finds a very intense V-shaped feature in the binding-energy region of VB2, as also seen in Fig. 2(a-c). We assign this feature to a surface state in the projected band gap between VB1 and VB2. This is confirmed by the fact that the state’s dispersion is independent of $k_{\perp}$, something that is already apparent in Fig. 2(a-c) and confirmed by fitting the dispersion at different photon energies. The existence of this surface state, which cannot be degenerate with a bulk state, implies that the projected band gap at $\Gamma$ must be quite wide, significantly wider than predicted by LDA. Surface calculations within LDA have indicated the existence of a similar V-shaped surface state in Bi$_2$Se$_3$ and Sb$_2$Te$_3$ but not in Sb$_2$Te$_3$. For this latter material, the surface states show a wrong dispersion (W-shaped)
due to the W-shape of the too small LDA bulk projected gap.

The existence and dispersion of the surface state thus strongly favors the presence of a larger projected band gap, in better agreement with the GW result. However, the projected band gap is likely to be even wider than predicted by GW. The VB2 does not fall within the spectral range investigated near Γ in Fig. 4 but, as predicted by GW [dashed line in Fig. 4(c)], it can be observed around Z [as a blue feature in Fig. 4(c)] at $k_1 = -0.17$ Å$^{-1}$ off-normal emission and approximately 0.9 eV of binding energy. While the quasiparticle correction, in fact, yields a considerably larger gap than LDA, it still seems to underestimate the experimental one. Self-consistent GW calculations might be able to improve the agreement with experiment.

![FIG. 5: (Color online) (a) Photoemission intensity along the M–Γ–M direction for the $k_\perp$ value for which LDA predicts the CBM. LDA and GW bands are shown as red and blue dashed lines, respectively. (b) Photoemission intensity for the $k_\parallel$ value of the LDA CBM as a function of binding energy and $k_\perp$. The corresponding $k_\parallel$ value is marked in (a) by a vertical dashed line. We define here points A and B as the projections of Γ and Z on the $k_\parallel = 0.145$ Å$^{-1}$ line. The only discernible feature is caused by the topological surface state.](image)

C– A final distinct difference between the LDA and GW results is the position of the CBM. As seen in Fig. 4(b–c), the GW bands show the projected CBM to be placed at Γ whereas the LDA calculation shows the CB1 dropping below the value at Γ for $k_\parallel = 0.145$ Å$^{-1}$ along the Γ–M direction with the highest binding energy at $k_\perp = 2.108$ Å$^{-1}$. Such a signature of a CBM off the Γ point is never observed in the experiment. To illustrate this, Fig. 5(a) shows a spectrum along the M–Γ–M direction for $k_\perp = 2.108$ Å$^{-1}$. Clearly, the experimental results cannot be reconciled with the CB1 dispersion predicted by LDA while they are more consistent with the GW result. Figure 5(b) shows the photoemission intensity in the Γ–M direction at $k_\parallel = 0.145$ Å$^{-1}$ as a function of binding energy and $k_\perp$, i.e., along a line parallel to the Γ–Z line. The $k_\perp$ components of the two points marked as A ($k_\parallel = 0.145$ Å$^{-1}$, $k_\perp = 1.86$ Å$^{-1}$) and B ($k_\parallel = 0.145$ Å$^{-1}$, $k_\perp = 2.17$ Å$^{-1}$) correspond to those of the Γ and Z point, respectively. A single, non-dispersing feature is observed and assigned to the topological surface state. A drop of the CB1 below the Fermi level, as predicted by LDA, is not seen for any value of $k_\parallel$ between A and B.

The position of the absolute CBM as well as of the VBM in Bi$_2$Te$_3$ is still a subject of debate. Our measurements show that the CBM is placed along Γ–Z. This clearly excludes the possibility of a direct gap since the VBM is off Γ. This can be seen from the fact that the Dirac point of the topological state, which cannot be degenerate with bulk states, is buried between the M-shaped valence band branches which reach a smaller binding energy at $k_\parallel \neq 0$. Both LDA and GW agree in placing the VBM along the Γ–M. According to LDA this will create an almost-direct band gap with the CBM as mentioned before. In the case of GW the VBM is found nearly in the same position as for LDA but it gives rise to the indirect band gap. While both approaches predict the VBM along Γ–M, the experimental result does not confirm this clear directional preference. We find that the energies of the two local binding-energy minima along Γ–M and Γ–K, respectively at $k_\parallel \sim 1.97$ Å$^{-1}$ and $k_\parallel \sim 2.16$ Å$^{-1}$, are actually very similar.

As mentioned above, the VBM is predicted both in LDA and GW to be placed in the Γ–M direction, specifically, for the $k_\parallel$ shown in Fig. 5(a). However, the binding energy of this maximum is somewhat larger in the experiment in better agreement with GW than with LDA. The GW calculation has thus acted again correcting the LDA result in better agreement with experiment. While both approaches predict the VBM along Γ–M, the experimental result does not confirm this clear directional preference. We find that the energies of the two local binding-energy minima along Γ–M and Γ–K, respectively at $k_\parallel \sim 1.97$ Å$^{-1}$ and $k_\parallel \sim 2.16$ Å$^{-1}$, are actually very similar.

IV. CONCLUSIONS

We have analyzed the LDA and GW band structures of Bi$_2$Te$_3$ and compared them to ARPES measurements. In particular, we have analyzed in detail three regions of the spectra in which qualitative differences between LDA and GW are observed.

We have also discussed the position of the VBM and CBM and the nature of the gap. The LDA calculation shows an almost direct gap of 50 meV with both the VBM and CBM in the Γ–M direction. The GW approximation confirms the position of the VBM along Γ–M, but places the CBM in the Γ–Z direction instead, giving an indirect band gap of 120 meV, in better agreement with experimental values (130–170 meV, Refs. 35–38). Our ARPES results confirm the position of the CBM along Γ–Z, as predicted by GW and the position of the VBM away from the Γ point. However, the valence band does
not reach noticeably smaller binding energies along $\Gamma \rightarrow M$ than along $\Gamma \rightarrow K$.

The one-shot $GW$ calculations including the off-diagonal elements of the self-energy, and a consistent treatment of spin-orbit interactions, constitute a significant overall improvement to the LDA results and produce quasiparticle band structures in better agreement with ARPES measurements. This (together with the recent findings about the direct gap of $Bi_2Se_3$) emphasizes the importance of many-body effects on the band structure of this family of topological insulators.
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