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Abstract

Bidirectional Encoder Representations from Transformers or BERT (Devlin et al., 2019) has been one of the base models for various NLP tasks due to its remarkable performance. Variants customized for different languages and tasks are proposed to further improve the performance. In this work, we investigate supervised continued pre-training (Gururangan et al., 2020) on BERT for Chinese topic classification task. Specifically, we incorporate prompt-based learning and contrastive learning into the pre-training. To adapt to the task of Chinese topic classification, we collect around 2.1M Chinese data spanning various topics. The pre-trained Chinese Topic Classification BERTs (TCBERTs) with different parameter sizes are open-sourced at https://huggingface.co/IDEA-CCNL.

1 Introduction

Deep bidirectional neural networks based on Transformers (Vaswani et al., 2017) have been one of the prevalent structures to encode natural language. BERT (Devlin et al., 2019), as the most representative bidirectional encoder, learns language representations through pre-training on massive text data using the masked language modeling (MLM) objective, a variant of Cloze task (Taylor, 1953). The pre-trained representations achieve remarkable performance across a wide range of NLP tasks through fine-tuning on small specific datasets. The pre-train and fine-tune paradigm of BERT inspires multiple follow-up research work on different tasks (Joshi et al., 2020; Yin et al., 2020; Wu et al., 2020a; Ji et al., 2021), and also different languages (Martin et al., 2020; Sun et al., 2021; Abdul-Mageed et al., 2021).

Recently, Gururangan et al. (2020) demonstrate that continued pre-training on specific domains or tasks before fine-tuning consistently advances the performance of related tasks. Similarly, in this work, we investigate the continued pre-training for the task of Chinese topic classification on BERT. In addition to the MLM objective used in the continued pre-training, we incorporate prompt-based learning to leverage labeled topic information, and contrastive learning to improve sentence representations into the supervised continued pre-training. Specifically, the MLM is only used to predict label information masked in the prompt template while the other input tokens remain intact. To construct positive pairs, a text sentence is paired with its prompt-appended version for contrastive learning. To adapt to Chinese topic classification tasks, we collect 2.1M annotated Chinese data across diverse topics. We evaluate the pre-trained Chinese topic classification BERT (TCBERT) on three few-shot datasets, TNEWS, CSLDCP and IFLYTEK of FewCLUE (Xu et al., 2021), and the experimental results are presented for reference.

2 Related Work

2.1 Supervised Pre-training

Most pre-training approaches (Raffel et al., 2020; Lewis et al., 2020; Liu et al., 2019; Devlin et al., 2019) adopt unsupervised learning on large-scale general corpus to bypass data annotation procedures which are costly in supervised learning. With more large-scale annotated datasets have become accessible, a few works (Worsham and Kalita, 2020; Aghajanyan et al., 2021; Dosovitskiy et al., 2020) show that supervised pre-training can also achieve competitive or even better performance compared to unsupervised pre-training. In this work, we conduct continued supervised pre-training based on models pre-trained by unsupervised learning for Chinese topic classification using around 2.1M annotated Chinese topic data.
2.2 Contrastive Learning

Contrastive learning, first proposed by Hadsell et al. (2006), has been successfully extended in computer vision (Chen et al., 2020; He et al., 2020) and natural language processing (Gao et al., 2021b; Meng et al., 2021) for representation learning. The core of contrastive learning to learn representations is to form contrastive pairs. In NLP, multiple operations (Gao et al., 2021b; Zhang et al., 2021; Fang et al., 2020; Wu et al., 2020b; Yan et al., 2021; Wang et al., 2021) are proposed to construct the contrastive pairs. In applying contrastive learning to the supervised continued pre-training, we are mainly inspired by SimCSE (Gao et al., 2021b) and MOCO (He et al., 2020).

2.3 Prompt-based Learning

Natural language descriptions or task descriptions are applied to solve either few-shot (Schick and Schütze, 2021; Brown et al., 2020) or zero-shot (Radford et al., 2019; Wei et al., 2021) NLP tasks. Since then, a new paradigm (Liu et al., 2021a) termed prompt-based learning has been a trendy research topic in the NLP community. On prompt design, continuous prompts (Li and Liang, 2021; Vu et al., 2022; Gu et al., 2022; Liu et al., 2021b) are easy to be combined with gradient descent but uninterruptable to humans (Khashabi et al., 2022) while discrete prompts (Tam et al., 2021; Petroni et al., 2019; Schick and Schütze, 2021; Jiang et al., 2020; Gao et al., 2021a; Liu et al., 2022) are human-readable but introduce an extra step to either manually create or automatically generate the prompts. In this work, we mainly follow the format of manually created prompts in PET (Schick and Schütze, 2021) for supervised continued pre-training.

3 Topic Classification BERT

3.1 Model Structure

Topic classification BERT or TCBERT taking a similar structure of BERT is shown in Figure 1. We pre-train TCBERT with three different sizes: TCBERT-base of 110M parameters, TCBERT-large of 330M parameters and TCBERT-1.3B (Shoeybi et al., 2019) of 1.3B parameters. The pre-training objectives which are based on prompts are detailed in the following sections.

3.2 Prompt-based Mask Language Modeling

As shown in Figure 1, each input sentence \( \text{sent}_t \) consists of a prompt template and a text sentence \( u_t \). Prompt-based mask language modeling is to output the [MASK] tokens in the input sentence to the label of the text sentence. For instance, TCBERT will output "餐馆" for the [MASK] tokens in the input sentence (top one in green in Figure 1) as "餐馆" is the label of the text sentence. The MLM loss is computed as follows:

\[
\mathcal{L}_{\text{MLM}} = - \frac{1}{N} \sum_{m=1}^{M} \log P(x_m),
\]

where \( M \) is the total number of masked input tokens and \( P(x_m) \) is the predicted probability of the masked token \( x_m \) over the vocabulary.

3.3 Prompt-based Contrastive Learning

Inspired by SimCSE (Gao et al., 2021b), we introduce a contrastive training objective in addition to
the $L_{MLM}$ loss:

$$L_{CL} = - \sum_{i=1}^{N} \log \frac{\exp(\text{sim}(\mathbf{h}_i, \mathbf{h}_i)/\tau)}{\sum_{j=1}^{N} \exp(\text{sim}(\mathbf{h}_i, \mathbf{h}_j)/\tau)},$$

(2)

where $\tau$ is a temperature hyperparameter and $N$ is the number of input sentences in a batch. $\text{sim}(\mathbf{h}_i, \mathbf{h}_j)$ is the cosine similarity score of the representations $\mathbf{h}_i$ and $\mathbf{h}_j$. As shown in Figure 1, positive pairs for contrastive learning are the text sentence $u_i$ and its prompt version $\text{sent}_i$. In this case, $\mathbf{h}_i$ and $\mathbf{h}_i$ denotes the representations of $\text{sent}_i$ and $u_i$, respectively. To encode the sentences, we try both single-encoder and dual-encoder approaches for pre-training. Similar to SimCSE, we first try to encode the pairs using a single encoder. For the dual-encoder, we try MOCO (He et al., 2020) and use the momentum encoder to encode the text sentences $u_i$. As in Figure 1, denoting $E2$ as the momentum encoder and $E1$ as the normal encoder, the parameters of $E2$ are updated as follows:

$$\theta_{E2} = \lambda_m \theta_{E2} + (1 - \lambda_m) \theta_{E1},$$

(3)

where $\theta_{E2}$ and $\theta_{E1}$ are the parameters of $E2$ and $E1$, and $\lambda_m \in [0, 1]$ is a momentum coefficient. Note that only the parameters $\theta_{E1}$ are updated by backpropagation during pre-training. The two losses are equally weighted for pre-training:

$$L_{PCL} = L_{MLM} + L_{CL}.$$  

(4)

4 Experimental Setups

4.1 Data

To pre-train TCBERT, we collect around 2.1M Chinese data annotated with various topics including travel, movie, finance, etc. Three evaluation datasets, TNEWS, CSLDCP and IFLYTEK, are adopted from FewCLUE (Xu et al., 2021) to demonstrate the performance of TCBERT.

4.2 Data Pre-processing

Prompt templates for pre-training and fine-tuning TCBERT are listed in Figure 2. For pre-training, we use one prompt template for all data. If one data sample is annotated with multiple topic labels, we process the data into multiple input sentences but with different topic labels for MLM predictions. For fine-tuning, we slightly modify the pre-training prompt template according to the topic of each evaluation datasets. Inspired by Webson and Pavlick (2022), we devise prompt-2 that is different from prompt-1 and includes more punctuation marks.

| Prompt | Pre-training | Fine-tuning |
|--------|--------------|-------------|
| Prompt-1 | 下面是一条关于__的内容： | TNEWS |
| Prompt-1 | 下面是一则关于__的新闻： | CSLDCP |
| Prompt-2 | 接下来的新，是跟__相关的內容： | IFLYTEK |
| Prompt-2 | 这一句描述__的内容如下： | |
| Prompt-2 | 接下来的学科，是跟__相关： | |
| Prompt-2 | 接下来的生活内容，是跟__相关： | |

Figure 2: Prompt templates for pre-training and fine-tuning.

4.3 Prompt-based Fine-tuning

Similar to the pre-training stage, the prompt-based mask language modeling, $L_{MLM}$, is also adopted for fine-tuning. In addition, TCBERT is fine-tuned under supervised signals for classification as follows:

$$L_{TC} = - \frac{1}{N} \sum_{j=1}^{T} \sum_{i=1}^{N} \log P(T_j | \text{sent}_i),$$

(5)

where $P(T_j | \text{sent}_i)$ denotes predicted probability of the input sentence $\text{sent}_i$ belonging to the topic class $T_j$. We jointly train the two losses:

$$L_{PTC} = L_{MLM} + L_{TC},$$

(6)

and the two losses are equally weighted during fine-tuning.

4.4 Prompt-based Sentence Similarity

Instead of fine-tuning the parameters of TCBERT for topic classification, we directly classify each test sample based on sentence similarity. The similarity-based method is different from zero-shot learning since the inference is performed using all training samples, and the parameters are not required to be updated by training samples, which is the typical manner of few-shot learning. The classification metric is as follows:

$$\text{score}_{m,k} = \cos(R(\text{sent}_m), R(\text{sent}_k)),$$

(7)

where $R(\cdot)$ is the pooling method to extract sentence representation. Specifically, we average the last hidden layers of TCBERT as the sentence representation. $\cos$ denotes the cosine similarity of
Table 1: Testing results of fine-tuning TCBERTs. ♦, ♣ and ♠ denote the TCBERTs are pre-trained with prompt-based MLM, prompt-based contrastive learning and prompt-based MOCO objectives, respectively.

| Model             | Prompt-1 |          |          | Prompt-2 |          |          |
|-------------------|----------|----------|----------|----------|----------|----------|
|                   | TNEWS    | CLSDCP   | IFLYTEK  | TNEWS    | CLSDCP   | IFLYTEK  |
| Macbert-base      | 55.02    | 57.37    | 51.34    | 54.78    | 58.38    | 50.83    |
| Macbert-large     | 55.77    | 58.99    | 50.31    | 56.77    | 60.22    | 51.63    |
| Erlangshen-1.3B   | 57.36    | 62.35    | 53.23    | 57.81    | 62.80    | 52.77    |
| TCBERT-base♦      | 55.57    | 58.60    | 49.63    | 54.58    | 59.16    | 49.80    |
| TCBERT-large♦     | 56.17    | 60.06    | 51.34    | 56.22    | 61.23    | 50.77    |
| TCBERT-1.3B♦      | 57.41    | 65.10    | 53.75    | 57.41    | 64.82    | 53.34    |
| TCBERT-base♣      | 55.47    | 59.61    | 50.20    | 54.33    | 59.72    | 50.77    |
| TCBERT-large♣     | 55.27    | 61.34    | 51.63    | 55.62    | 60.90    | 50.60    |
| TCBERT-1.3B♣      | 56.92    | 63.31    | 52.43    | 56.92    | 63.14    | 52.83    |
| TCBERT-base♠      | 54.68    | 59.78    | 49.40    | 54.68    | 59.78    | 49.40    |
| TCBERT-large♠     | 55.32    | 62.07    | 51.11    | 55.32    | 62.07    | 51.11    |
| TCBERT-1.3B♠      | 57.46    | 65.04    | 53.06    | 56.87    | 65.83    | 52.94    |

Table 2: Hugging Face model cards of six TCBERTs.

| Hugging Face Model Cards |
|--------------------------|
| IDEA-CCNL/Erlangshen-TCBert-110M-Classification-Chinese |
| IDEA-CCNL/Erlangshen-TCBert-330M-Classification-Chinese |
| IDEA-CCNL/Erlangshen-TCBert-1.3B-Classification-Chinese |
| IDEA-CCNL/Erlangshen-TCBert-110M-Sentence-Embedding-Chinese |
| IDEA-CCNL/Erlangshen-TCBert-330M-Sentence-Embedding-Chinese |
| IDEA-CCNL/Erlangshen-TCBert-1.3B-Sentence-Embedding-Chinese |

4.5 Training Details

TCBERTs with different sizes of parameters are initialized from MacBERT-base (Cui et al., 2020), MacBERT-large and Erlangshen-MegatronBert-1.3B (Wang et al., 2022), respectively. The training parameters are optimized by AdamW (Loshchilov and Hutter, 2017) with a learning rate of 1e-5. We use a warmup rate of 0.001 and a weight decay of 0.1. TCBERTs are pre-trained 4 epochs with a batch size of 128 for TCBERT-base, and 32 for both TCBERT-large and TCBERT-1.3B. A maximum sequence length of 128 is applied to all pre-trainings. We fine-tune TCBERTs 50 epochs with the same learning rate. The batch size for fine-tuning is set to 4 for TNEWS and 2 for both CLSDCP and IFLYTEK with 512 as the maximum number of input tokens. All pre-training experiments are conducted on a single A100 GPU with 80GB memory, and the fine-tuning experiments are run on a single A100 GPU with 40G memory.

4.6 TCBERTs at Hugging Face

We open-source six pre-trained TCBERTs with different parameter sizes at Hugging Face. The model cards are listed in Table 2. "Classification" denotes the pre-training objective is prompt-based MLM and "Sentence-Embedding" is prompt-based MOCO.

5 Results

Table 1 and Table 3 present the testing accuracy scores of the three evaluation datasets for fine-tuning and sentence similarity, respectively. We report the highest score of all fine-tuning experiments using the same seed.

As shown in Table 1, despite that different datasets may prefer different pre-training methods or prompts, we can still observe that prompt-based MLM or prompt-based MOCO for pre-training, and prompt-1 for fine-tuning are the most preferable combinations.
Table 3: Testing results of sentence similarity. ♦, ♣ and ♠ denote the TCBERTs are pre-trained with prompt-based MLM, prompt-based contrastive learning and prompt-based MOCO, respectively. The difference between "reference" and "whitening" is whether the extracted representation is whitened or not.

Table 3 presents the classification results using sentence similarity. We also adopt the whitening method (Su et al., 2021) on the extracted representations before calculating the sentence similarity. The similarity score by whitening is denoted as "whitening" in Table 3 while the "reference" denotes similarity scores without whitening operations. Differing from the fine-tune results of which representation learning, i.e., contrastive learning, sentence similarity benefits from the representation learning in most cases, no matter pre-training methods or prompt versions. The whitening operation further improves the similarity scores, especially for TCBERT-1.3B.

From Table 1 and Table 3, we can observe noticeable performance gaps between the two classification methods. The fine-tuning scores are higher but it normally takes more time, like hours, for training. The sentence similarity only takes a few minutes to obtain the classification results once the representation is completely extracted, and the extraction is a one-time operation.

We also want to point out that for the momentum update used in MOCO pre-training, we use the two coefficients of 0.999 and 0.9999 to update the momentum encoder. We did not examine the coefficients of 0.9 and 0.99 for pre-training since the performance using these two coefficients for contrastive fine-tuning is far from comparable. To simplify, we do not decouple the size of the queue in the original MOCO design from the mini-batch size.
6 Conclusion

In the report, we present the pre-training methods and details for Chinese Topic Classification BERTs (TCBERTs) open-sourced at Hugging Face by Cognitive Computing and Natural Language Group, IDEA.
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