Optimal control of a probabilistic dynamic for epidemic spreading in arbitrary complex networks
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This paper presents a discrete time probabilistic dynamic for simulating a contact-based epidemic spreading based on discrete time Markov chain process, in particular the attention is addressed to the susceptible-infectious-removed (SIR) model and the phase diagram of such model will be presented. Then, this report presents the set of equations that represent the optimal control strategies, by the means of Pontryagin’s maximum principle, in two different cases a vaccination policy and a combined vaccination-hospitalization policy and show a numerical simulation, with the standard forward-backward sweep procedure, for these equations.

I. INTRODUCTION

Modeling how diseases spread among individuals was introduced by Kermack and McKendrick \cite{18, 19, 25} in 1927; they introduced a model known as the susceptible-infectious-removed (SIR) epidemic model, and they supposed that individuals of a population could be divided into three non-intersecting classes: susceptible who are healthy but can contract the disease, infectious individuals who have contracted the disease and can transmit it, and removed individuals who have recovered and cannot contract the disease anymore. If the epidemics is assumed to be Markoffian and proceeds via infection of nearest neighbors, then the relations that represent the SIR model are

\begin{equation}
S + I \rightarrow I + I,
I \rightarrow R.
\end{equation}

This kind of problem is called the general epidemic process (GEP) \cite{10}; it is a stochastic multiparticle process that describes a vast number of phenomena in nature; for example, a simple stochastic and space-dependent model in regular lattice could describe the fairy rings, chemical solitary waves \cite{12, 15}, percolation \cite{14}, forest fires, and contact-based epidemic spreading.

The study complex networks has provided a better tool study the GEP in complicated topology that describe the biological system: for example, scale-free networks can represent sexual contacts, the Internet, and many other social, technological, and biological networks \cite{2, 7, 28}.

One of the most important goals of these studies \cite{29} is to find an optimal feedback control strategy to minimize the epidemics, and optimality in this case means balancing some control costs against performance. For example, the optimal solution could provide the best vaccination or hospitalization strategy to minimize the cost of an epidemic \cite{6}.

Most of the studies on this problem use the mean-field (MF) approximation \cite{7, 29}, and these kinds of studies have evaluated the macroscopic feature of the system-like critical behavior and phase transition \cite{21, 37}; however, MF is not designed to provide information about individual nodes. To obtain information at the individual level (microscopic) of description, it is necessary to use Monte Carlo (MC) simulations. The main problem of MC models is the computational effort needed to evaluate the expectation values of microscopic quantities. Another point against Monte Carlo approach is that the optimal solution must be found through a random search algorithm, and the computational effort could be cumbersome due to the dimension of the space of possible configurations of a complex network.

In this paper, the microscopic Markov-chain approach (MMCA) \cite{9} for the SIR model is presented, and the vaccinated class to the model is then added for the optimal control system for this model in two different cases: the first case considers only a vaccination of susceptible policy, and the second case only considers two possible control strategies: the vaccination of the susceptible and the hospitalization of the infected. Some numerical examples are also presented.

II. THE MODEL

Consider the dynamics of a SIR epidemic process over a complex network composed by \( N \) nodes and the example of compartments diagram that represent the SIR model shown in Figure 1 (top). The topology of the contacts of the network is completely determined by its adjacency matrix \( A \). Without loss of generality, \( A \) is assumed to be symmetric and its elements \( a_{i,j} \) are assumed to be only two possible values: 0 and 1. This hypothesis is not necessary, and in general cases where the strength of the link is considered can be treated in the same manner of this work. Following the construction of Johnson \cite{17} for a stochastic dynamic, a vector space \( \mathbb{V}_k \ k = 1, \ldots, N \) is associated with every node; and defining a basis, a non-
natural isomorphism $\mathcal{V}_k \cong \mathbb{R}^{d_k}$ is built, and where $d_k$ are the possible configurations of $k$-th node, which $d_k = d$ is supposed $V_k$. Then, a vector that represents its state is attached to each node. For example, in the SIR model, the following state is obtained for every node:

$$\bar{v}_k(t_i) = \begin{bmatrix} S_k(t_i) \\ I_k(t_i) \\ R_k(t_i) \end{bmatrix}.$$  (2)

Components of vectors $A_k(t_i)$ for $A = S, I, R$ are treated as the probability that $k$-th node is in the configuration $A$ at time $t_i$. This hypothesis implies that every $\bar{v}_k(t_i)$ is normalized by the means of the 1-norm, or

$$S_k(t_i) + I_k(t_i) + R_k(t_i) = 1.$$  (3)

In addition, the systems is represented by a state $\Lambda(t_i) \in \otimes_{k=1}^N \mathcal{V}_k$.

The following equations are given by

$$S_k(t_{i+1}) = S_k(t_i) - (1 - P_{0,k}(t_i))S_k(t_i),$$

$$I_k(t_{i+1}) = I_k(t_i) + (1 - P_{0,k}(t_i))S_k(t_i) - \delta I_k(t_i)$$

$$R_k(t_{i+1}) = 1 - S_k(t_{i+1}) - I_k(t_{i+1}).$$

This kind of formalism in $[9]$ is called MMCA, since it is equivalent to associate a discrete time Markov chain for every node of the network; for example, see Figure 1 (bottom) for the microscopic Markov chain of the SIR model. The solution is easily obtained if initial conditions are given, and in $[9]$, it is proven that this formalism can outperform heterogeneous MF (HMF) and MC approaches.

Equations [6] can always be solved if an initial condition is given, and it is possible to accommodate initial conditions with some grade of uncertainty, which is common dealing with real data.

It is known that the SIR model has two different phases [10] [11] [14] [21] (equilibrium states) for $t_{fin} \to \infty$, one where all the susceptible become infected or removed another where some susceptible manage to survive without contracting the disease.

### III. SINGLE CONTROL

This section shows the construction of an optimal control system for the discrete time process presented in
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FIG. 1: SIR.

In addition, there is a policy maker that is supposed to be able to determine when it is necessary to vaccinate a node. To simulate this procedure, the vaccinated class was added to the system, and the model in this case is called susceptible-infectious-removed-vaccinated (SIRV) [24]. Now, the possible micro states of a node are $d = 4$. The set of admissible controls (possible actions of the policy makers) is assumed to be provided by the following:

$$\mathcal{U} = \{\omega_1(t_1), \ldots, \omega_N(t_{fin})\} | j = 1, \ldots, N, \forall l = 0, \ldots, t_{fin},$$

where $\omega_k(t_i)$ is the probability at time $i$ that the $k$-th susceptible node becomes vaccinated; here some grade of failure of the therapy is assumed in fact it is possible that a vaccinated becomes infected with probability $\gamma < \alpha$, this represents a non-efficacious vaccination [25] or a development of the resistance to the disease [33]. The probability of the vaccinated node $k$ not being infected by any neighbor is defined as the following:

$$P_{0,k,V}(t_i) := \prod_{j=1}^N (1 - a_{k,j}\gamma I_j(t_k)),$$  (7)

where $V_k(t_i)$ is the probability that the $k$-th node is vaccinated at time $t_i$.

Then, the dynamics of the probabilities is driven by the following $4N$ finite difference time equations:

$$S_k(t_{i+1}) = S_k(t_i) - (1 - P_{0,k}(t_i))S_k(t_i)(1 - \omega_k(t_i)) - P_{0,k}(t_i)\omega_k(t_i)S_k(t_i),$$

$$I_k(t_{i+1}) = I_k(t_i) + (1 - P_{0,k}(t_i))S_k(t_i)(1 - \omega_k(t_i)) + (1 - P_{0,k,V}(t_i))V_k(t_i) - \delta I_k(t_i)$$

$$V_k(t_{i+1}) = V_k(t_i) - (1 - P_{0,k,V}(t_i))V_k(t_i) + P_{0,k}(t_i)S_k(t_i)\omega_k(t_i),$$

$$R_k(t_{i+1}) = 1 - S_k(t_{i+1}) - I_k(t_{k+1}) - V_k(t_{k+1}).$$

The last equation is obtained from the normalization condition. The compartment diagram for this model shown...
in Figure 2 (left) instead of in Figure 2 (right) shows the microscopic Markov chain associated to every node of the complex network.

To proceed further, the following 3N functions must be defined:

\[
g_k,S(t_i) = S_k(t_{i+1}) - S_k(t_i) =\]

\[-S_k(t_i)(1 - P_{0,k}(1 - \omega_k(t_i))S_k(t_i) - P_{0,k}\omega_k(t_i))S_k(t_i),\]

\[
g_k,I(t_i) = I_k(t_{i+1}) - I_k(t_i) =\]

\[(1 - P_{0,k}(t_i))(1 - \omega_k(t_i))S_k(t_i) - \delta I_k(t_i) + (1 - P_{0,k,V}(t_i))V_k(t_i),\]

\[
g_k,V(t_i) = V_k(t_{i+1}) - V_k(t_i) =\]

\[-(1 - P_{k,0,V}(t_i))V_k(t_i) + P_{0,k}\omega_k(t_i))S_k(t_i).\]

In addition, the cost must be defined:

\[
J(A_{fin}, t_{fin}) := \sum_{k=1}^{N} \left[ \phi_k(t_{fin}) + \sum_{j=0}^{t_{fin}-1} f_{j,k}(A_j, t_j) \right],\]

the first term represents a payoff given by the final state, while the second term represents a cumulative cost. Without loss of generality, the maximum is given by the following:

\[
J(A_{fin}, t_{fin}) = -\sum_{k=1}^{N} \left[ \sum_{j=0}^{t_{fin}-1} C_1 I_k(t_j) + \frac{C_2}{2} \omega_k^2(t_j) \right].\]

This cost simulates when there is a cost associated to the vaccination and a cost associated to the infectious individuals, which, for example, can represent the loss of work days.

This definition fixes the behavior of the control, and it could be defined in a different manner to change the behavior of the policy maker, for example, see [9]. However, the only request is that the cost is quadratic in the control (i.e. \(\omega_k^2(t_j)\)), and the same procedure of this work could be used to consider more realistic costs. By choosing a finite horizon optimal control, adding a time discount to the cost creates an infinite horizon control. However, the first term of \(11\) gives a cost that increases with time due to the intrinsic dynamics of the system, so it is not necessary to use a time discount function. In addition, if cost depends onto \(R_k(t_i)\), then it is not possible to determine \(R_k(t_i)\) from the normalization condition.

Then, to build an optimal control system, a Hamiltonian must be defined:

\[
H(t_i, \Lambda_i, \omega_i) = H_i = \sum_{k=1}^{N} [f_{k,i} + \lambda_{k,S}(t_{i+1})g_k,S(t_i) + \lambda_{k,I}(t_{i+1})g_k,I(t_i)] + \lambda_{k,V}(t_{i+1})g_k,V(t_i)],\]

where \(\lambda_{k,A}(t_i)\) \(A = S, I, V\) are the adjoint functions. First, the transversality conditions are given by the following:

\[
\lambda_{k,A}(t_{fin}) = \frac{\partial \phi_k(t_{fin})}{\partial A_k(t_{fin})} = 0.\]

Then, from the definition \(12\), the adjoint functions for \(t \neq t_{fin}\) are given by the following:

\[
\lambda_{k,S}(t_i) = \frac{\partial H_i}{\partial S_k(t_i)},\]

\[
\lambda_{k,I}(t_i) = \frac{\partial H_i}{\partial I_k(t_i)},\]

\[
\lambda_{k,V}(t_i) = \frac{\partial H_i}{\partial V_k(t_i)}.\]

Thus, the following recurrence relations are obtained for the adjoint functions by solving the previous equations:

\[
\lambda_{k,S}(t_i) = \lambda_{k,S}(t_{i+1})[-(1 - P_{0,k}(t_i))(1 - \omega_k(t_i)) - P_{0,k}(t_i))\omega_k(t_i)] + \lambda_{k,I}(t_{i+1})[(1 - P_{0,k}(t_i))(1 - \omega_k(t_i)) + \lambda_{k,V}(t_{i+1})P_{0,k}(t_i)\omega_k(t_i)],\]

\[
\lambda_{k,I}(t_i) = C_1 - \delta \lambda_{k,I}(t_{i+1}) + \sum_{j=1}^{N} \sum_{j \neq k} \lambda_{j,S}(t_{i+1})[(1 - \omega_j(t_i))S_k(t_i)h_{k,j}(t_i) - \omega_j(t_i)S_j(t_i)h_{k,j}(t_i)] - \lambda_{j,I}(t_{i+1})[(1 - \omega_j(t_i))S_j(t_i)h_{k,j}(t_i)] + \lambda_{j,V}(t_{i+1})V_j(t_i)h_{k,j}(t_i),\]

\[
\lambda_{k,V}(t_i) = \lambda_{k,I}(t_{i+1})(1 - P_{0,k,V}(t_i)) + \lambda_{k,V}(t_{i+1})P_{0,k,V}(t_i) - 1),\]

where \(h_{k,j}(t_i)\) and \(h_{k,j}(t_i)\) are given by the following:

\[
h_{k,j}(t_i) = -a_{j,k}\alpha \prod_{l=1,l \neq k}^{N} (1 - a_{j,l}\alpha I_l(t_i)),\]

\[
h_{k,j}(t_i) = -a_{j,k}\gamma \prod_{l=1,l \neq k}^{N} (1 - a_{j,l}\gamma I_l(t_i)).\]

Eventually, by applying the extension of Pontryagin maximum principle for discrete systems [20], the characterization of the optimal control is obtained, imposing

\[
\omega_k(t_i) = \min\{\max\{0, K\}, 1\},\]
by the following $4N$ equations:

\[
S_k(t_{i+1}) = S_k(t_i) - \omega_k(t_i)S_k(t_i)P_{0,k} - P_{0,k} \omega_k(t_i)S_k(t_i) + \theta V_k(t_i)P_{0,V,k}(t_i), \\
I_k(t_{i+1}) = I_k(t_i) + (1 - P_{0,k}(t_i))(1 - \omega_k(t_i)S_k(t_i)) + (1 - P_{0,V,k}(t_i))(1 - \theta)V_k(t_i) - \delta I_k(t_i) + (1 - \tau_k(t_i))I_k(t_i), \\
V_k(t_{i+1}) = V_k(t_i) + P_{0,k}(t_i)\omega_k(t_i)S_k(t_i) + (1 - \delta)\tau_k(t_i)I_k(t_i) - \delta V_k(t_i) - (1 - \delta)\tau_k(t_i)I_k(t_i), \\
R_k(t_i) = 1 - S_k(t_i) - I_k(t_i) - R_k(t_i).
\]  

Again, these equations completely specify the time dynamics of the probability if initial (probabilistic) conditions are given. In Figure 3 (bottom), the microscopic Markov chain associated to Equations (24) is presented. In this case, the cost that is maximized in the following sections is the following:

\[
J(A_{fin}, t_{fin}) = -\sum_{k=1}^{N} \left[ \sum_{j=0}^{t_{fin}-1} C_1 I_k(t_j) + C_2 \omega_k^2(t_j) + C_3 \tau_k^2(t_j) \right].
\]  

In this case, a term that can mimic hospitalization and drug treatment costs is used. As performed in the previous section, a Hamiltonian can be defined to obtain the recurrence relations for the adjoint functions:

\[
\lambda_k,S(t_i) = \lambda_k,S(t_{i+1}) - (1 - P_{0,k}(t_i))(1 - \omega_k(t_i)S_k(t_i)) + \lambda_k,V(t_{i+1})(1 - \omega_k(t_i)S_k(t_i)) + \lambda_k,V(t_{i+1})P_{0,k}(t_i), \\
\lambda_k,I(t_i) = C_2 + \lambda_k,V(t_{i+1})(1 - \omega_k(t_i)S_k(t_i)) + \lambda_k,V(t_{i+1})(1 - \omega_k(t_i)S_k(t_i)) + \lambda_k,V(t_{i+1})P_{0,k}(t_i), \\
\lambda_k,V(t_i) = \lambda_k,V(t_{i+1}) + \lambda_k,V(t_{i+1})(1 - \delta)\tau_k(t_i) + \lambda_k,V(t_{i+1})(1 - \delta)\tau_k(t_i) + \lambda_k,V(t_{i+1})P_{0,k}(t_i).
\]  

Again, the compartment diagram for such system is presented in Figure 3 (top). Given the initial conditions, the discrete time dynamics of this system is completely specified by the following equation:

\[
U = \{\omega_1(t_1), \ldots, \omega_N(t_{fin}), \tau_1(t_1), \ldots, \tau_N(t_{fin})\}
\]  

\[\forall j = 1, \ldots, N, \forall i = 0, \ldots, t_{fin}, 0 \leq \omega_j(t_i) \leq 1, 0 \leq \tau_j(t_i) \leq 1.\]
, the following \(2N\) equations that characterize the optimal control are obtained:

\[
\omega_k^*(t_i) = \min\{\max\{0, K\}, 1\},
\]
with

\[
K = \frac{1}{CS} \{\lambda_{k,S}(t_i + 1)[(1 - P_{0,k}(t_i))S_k(t_i) - P_{0,k}(t_i)S_k(t_i)] + \\
\lambda_{k,I}(t_i)[-1 - P_{0,k}(t_i))S_k(t_i)] + \lambda_{k,V}(t_i)P_{0,k}S_k(t_i)\},
\]

(30)

\[
\tau_k^*(t_i) = \min\{\max\{0, M\}, 1\},
\]
with

\[
M = \frac{1}{CS} \{\lambda_{k,I}(t_i + 1)[(1 - \delta)I_k(t_i) + \delta I_k(t_i)] + \\
\lambda_{k,V}(t_i)(1 - \delta)I_k(t_i)\},
\]

(32)

The optimality system consists of state Equations (24) with the final time conditions (transversality conditions) and with the characterizations of the optimal control (30) and (32).

V. NUMERICAL EXAMPLES

To show some examples, a random complex network with 30 nodes is first chosen such that the adjacency matrix is symmetric, \(a_{i,j} = a_{j,i}\), \(\forall i, j = 1, \ldots, 30\). In addition, every node must have at least one connection with another node, and the reference complex network is shown in Figure 4. Then, the initial condition is fixed by choosing random a node and setting it as \(I_k(t_0) = 1\).

The last choice made corresponds to the constants, and they were set for the SIR model \(\alpha = 0.2\) and \(\delta = 0.1\). The choice of these constants and the network was made to assure that the system has critical behavior, in other words, for \(t_{fin} \to \infty\), \(R_k(t_{fin}) = 1\), \(\forall k = 1, \ldots, 30\), which is the so called the susceptible-free equilibrium, in Figure 5 it is shown the phase diagram of SIR model in the reference network. In addition this behavior could be also seen in Figure 5, and these plots present the probability of a node to be susceptible, infected, or removed, and this quantity is defined as follows:

\[
P_A(t_i) := \frac{1}{N} \sum_{k=1}^{N} A_k(t_i),
\]

(33)
with $A = R, I, S$ or $V$.

To obtain the optimal control, the standard forward-backward sweep method is applied, and the procedure is the following:

- **Step 1.** Create a guess for all controls.
- **Step 2.** Solve forward the dynamics of the system with the given control and initial conditions.
- **Step 3.** Solve backward in time the adjoint equations.
- **Step 4.** Evaluate new optimal conditions for controls.
- **Step 5.** Update the control with a weighted average between the old control and the controls evaluated in Step 4.

If $l$ is the index that represents the iteration number of the procedure stated, the criterion of convergence for the case with one control is given by the following equation:

$$\forall k = 1, \ldots, N \quad \forall ki = 1, \ldots, t_{fin} \quad \max \{\max \{\|\omega_k, t(t_i) - \omega_{k, t+1}(t_i)\|, |I_k, t(t_i) - I_{k, t+1}(t_i)|, \|S_k, t(t_i) - S_{k, t+1}(t_i)\|, \|V_k, t(t_i) - V_{k, t+1}(t_i)\|\} < \rho,$$ (34)

in contrast, for the case with double control, the stop criterion is given by the following equation:

$$\forall k = 1, \ldots, N \quad \forall ki = 1, \ldots, t_{fin} \quad \max \{\max \{\max \{\|\omega_k, t(t_i) - \omega_{k, t+1}(t_i)\|, |I_k, t(t_i) - I_{k, t+1}(t_i)|, \|S_k, t(t_i) - S_{k, t+1}(t_i)\|, \|V_k, t(t_i) - V_{k, t+1}(t_i)\|, |\tau_k, t(t_i) - \tau_{k, t+1}(t_i)|\} < \rho,$$ (35)

in both cases, $\rho = 10^{-4}$. This criterion means that the process is stopped only when the maximum distance between states and controls of between two consecutive iterations is less than $\rho$.

Figure 7 shows the optimal solution of the SIRV problem with one control for different choices of the values of the constants in Equation (11). In contrast, Figure 8 shows the optimal solution of the SIRV problem with two controls for different choices of the values of the constants in Equation (11). The optimal solution could indicate a probabilistic vaccination of a node, since $0 \leq \omega_k(t_i) \leq 1$. This fact is not a problem if a node represents a metapopulation, but if a node represents a single individual, a partial vaccination is not understandable (and maybe ethically problematic). Attempts to solve this problem include using a binary control, but in this case, the hypothesis of a piecewise continuous cost fails, and the optimal solution could not be obtained.

Eventually to quantify the effects of the controls on the system the incidence is presented, we compare the time evolution of incidence in the three models taken in account, results are show in Figure 9, in this figure it is possible to notice the effects of optimal control in reducing the but that in the case of double control the optimal solution for $C_1 = C_2 = C_3$ is to leave a very small probability that a nodes is infected so the infectious disease become endemic in that complex network, the average probability of a node to be infected by an another node after 100 time steps is very low $\sim 7 \cdot 10^{-3}$ and this could not be true if the constants in the cost are estimated in an another way, however this behavior is due to the fact that in the double control model taken in account a vaccinated individual could become susceptible again, this feature gives “supplies” to the infected population as in the susceptible-infected-susceptible (SIS) model. Another fundamental contribution to this behavior is due to the fact the cost is quadratic in controls, and the controls are bounded between 0 and 1 so, distributing the action in more steps is “cheaper” than doing the same action in a lesser number of steps.

Another quantity common in epidemiology is the force of infection, defined in this case as $F(t_i) = \sum_{k=1}^{N} \alpha I_k(t_i)$, again it is clear the effects of controls in reducing the “size” of the infection, and again the double control model show an endemcity of the disease.

VI. CONCLUSION

Summarizing, the time discrete-time equations for the dynamics of the probability of individual nodes in the SIR model have been derived. In addition, this method outperforms HMF and MC simulation [2], since the proposed method requires small computational effort and can accommodate probabilistic (with some degree of uncertain) initial conditions that are common in epidemiology studies [4, 26].
optimal control strategy given a cost, a network, and an

In addition, the framework for the SIRV was generalized, and the optimal control in two different cases was then studied, considering only a vaccination strategy (transition from susceptible to vaccinated) and a double control (transition from susceptible to vaccinated and a transition from infectious to vaccinated), this study presents the set of equations needed to obtain the
