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ABSTRACT
In September 2020, the Broadband Forum published a new industry standard for measuring network quality. The standard centers on the notion of quality attenuation. Quality attenuation is a measure of the distribution of latency and packet loss between two points connected by a network path. A vital feature of the quality attenuation idea is that we can express detailed application requirements and network performance measurements in the same mathematical framework. Performance requirements and measurements are both modeled as latency distributions. To the best of our knowledge, existing models of the 802.11 WiFi protocol do not permit the calculation of complete latency distributions without assuming steady-state operation. We present a novel model of the WiFi protocol. Instead of computing throughput numbers from a steady-state analysis of a Markov chain, we explicitly model latency and packet loss. Explicitly modeling latency and loss allows for both transient and steady-state analysis of latency distributions, and we can derive throughput numbers from the latency results. Our model is, therefore, more general than the standard Markov chain methods. We reproduce several known results with this method. Using transient analysis, we derive bounds on WiFi throughput under the requirement that latency and packet loss must be bounded.

1 INTRODUCTION
In September 2020 the Broadband Forum published a new industry standard for measuring network quality [10]. The standard is called “Quality Attenuation Measurement Architecture and Requirements”. Quality attenuation is a measure of the latency and packet loss performance of packet-switched networks. In this light, we revisit established modeling methodologies for the WiFi protocol because most previous work on modeling the 802.11 protocol has focused on analysis of throughput values only [2, 9, 19, 20]. Throughput analysis can be used to calculate the WiFi link’s average latency [4], but average latency is not sufficient to model Quality of Experience (QoE) [15].

“Performance’ is typically considered as a positive attribute of a service. However, a perfect service would be one without error, failure or delay, whereas real services always fall short of this ideal; we can say that their quality is attenuated relative to the ideal” [18]. The quality attenuation (abbreviated ΔQ) concept has been developed through several decades of academic work [5, 7, 12, 15, 18]. Thompson and Davies [18] present a framework for performance management based on the notion of quality attenuation. The ΔQ framework centers on the assertion that network performance should be defined as the amount of latency and packet loss the network introduces. ΔQ can be modelled as the distribution of latency introduced by each hop along the network path, with packet loss modelled as infinite latency. [18] shows how the ΔQ of a network link can be used to model application performance over that link. In particular, the tail of the latency distribution at each hop is important for the end-to-end performance of an application, especially when many hops are involved in transmitting data. Understanding the tail of the latency distribution is therefore key to understanding network performance as seen from the end-user perspective.

The model described by Bianchi [2] is perhaps the most influential WiFi model in the literature. The analysis in [2] is performed using steady-state analysis of a Markov chain description of the WiFi protocol. Such steady-state analysis is suitable for analyzing average throughput over long timescales. Throughput is proportional to average latency when the system is saturated, as shown in [4], and throughput and average latency therefore represent the same information about the system performance at saturation. However, for the purposes of relating WiFi performance to application-level outcomes, we need a more complete description of the latency distribution. This work presents a novel WiFi model that describes complete latency distributions and packet loss probabilities. We can describe long-term average throughput by computing the average latency, and our method is thus more general than the steady-state Markov chain analysis approach.
This work analyzes the latency and packet loss performance of the WiFi protocol. We propose a method that explicitly models latency and packet loss. Evaluating our model requires more computational resources than a comparable Markov chain method, but we gain the ability to do transient analysis because we do not rely on the system being in a steady state. We compute throughput values from the latency results and show that our throughput values match those derived by Markov chain methods. We then derive bounds on throughput under the requirement that latency and packet loss must be bounded. We also reproduce some known results such as the WiFi performance anomaly [11]. Our model is suitable for analysis of application layer performance using the methods described in [15, 18] because it accurately models the tail of the latency distribution.

Section 2 lays out the most relevant related work. We explain our method and its application to WiFi in section 3. In section 4, we validate the convergence and accuracy of our model. In section 5, we use our model to find an upper bound on WiFi throughput with latency guarantees. We expand on the work on upper bounds in section 6 by exploring the impacts of several improvements to the WiFi protocol. Finally, we conclude the work in section 7. This work does not raise any ethical issues.

2 BACKGROUND

Reeve [15] shows that mean value analysis of network latency is not sufficient to model application performance. One reason why average latency does not capture the notion of performance is that network users care about how reliably an outcome is delivered on time. We require a model that can capture the risk of not delivering the desired outcome in a specified time. Mean latency is not at all sufficient to capture this risk. Consider a network that loads a website in 1 millisecond 99 out of 100 times, but once every 100th time, loading the website takes 10 seconds. The average delay of this outcome is only about 100ms. An observer monitoring this network using average values only might conclude that a 100ms load time is very reasonable, but the unpredictable behavior is likely to annoy users.

Thompson and Davies [18] show how the notion of quality attenuation is related to the probability of delivering application outcomes in time.

Bianchi [2] models the WiFi distributed coordination function (DCF) using a Markov chain, and in doing so, makes a few key simplifications. The most important simplification is to abstract away the details of delays in the model. A time-step in the model is defined by the value of the back-off counters. That is to say, the model does not separate the case in which the medium is idle from the case in which the station (STA) has to wait for another transmission to complete before the back-off counter is decremented. In other words, the time-steps are defined in terms of the model state, not how much actual time has passed. Defining the time-steps in terms of back-off counter values is a useful simplification for a Markov chain analysis, but it comes at the cost of discarding timing information. Bianchi also points this out [2, Section IV, A].

Tinnirello et al. [19] extend the methodology of Bianchi [2]. Here, a Markov chain is solved for the steady-state distribution of back-off timer values. While this approach was chosen to better model the different channel access probabilities of the Wireless Multi-Media (WMM) extension of WiFi, this method is also closer to modeling latency distributions. Tinnirello et al. deals with the distribution of back-off timers instead of simply the probability of packet transmission. Their model still makes simplifications that hide latency information because the model does not deal with differences in transmission times due to different data rates. Heusse [11] shows that differences in data rates are very important for WiFi performance. A time-step in Tinnirello’s model is defined as the period from the end of one transmission or collision to the end of the next transmission or collision. Thus, this model does not take into account that the size of the transmission time interval may change. That is not to say this model is incorrect, only that it lacks fidelity in modeling latency.

In [9], Engelstad et al. expand the model of [2] to include the Access Categories of 802.11e and to handle both saturated and unsaturated networks. The model is validated by comparison to a simulation, but only throughput numbers are reported.

Youm and Kim [21] derive latency distributions from the model of Bianchi [2]. Their analysis begins by assuming the system is in the steady-state and assigning the appropriate latency values to each of the transitions. This approach is similar to the one we present in that it computes latency distributions by explicitly modelling the latency of each possible transition from one state to the next. Our work differs from that of Youm and Kim by avoiding the assumption that the system starts out in the steady state. Avoiding this requirement allows us to perform transient analysis starting from any system state.

From our review of previous work we see a lack of analysis of the latency and packet loss performance of WiFi. We address this shortcoming by developing a novel model of the 802.11 WiFi protocol that allows for the exact computation of the statistical distribution of latency and packet loss.

3 METHOD

Our model is based on the quality attenuation framework ($\Delta Q$ framework) [18]. Conceptually, quality attenuation is
the delay and loss introduced by a network element. It describes how far the network element is from delivering the “perfect service” of zero delay and no chance of loss. Quality attenuation, denoted by $\Delta Q$, can be described by an improper random variable describing the probability distribution over the possible latency of an outcome. The variable is improper because there can be some chance that the outcome is never delivered. The possibility of an outcome never being achieved is modeled by including infinity in the domain of the random variable.

Analyzing the quality attenuation of the WiFi protocol is a matter of describing the latency of every possible path through the protocol state machine. The $\Delta Q$ framework provides the tools for adding up the contributions (the $\Delta Q’s$) from each possible path so that the complete system’s latency distribution can be accurately described.

### 3.1 Labeled Transition System

Our model of the WiFi protocol describes the protocol state machine as a labeled transition system. A Labeled Transition System (LTS) is a directed multigraph with labeled edges (see the example LTS in Figure 1). Nodes in the graph represent states of the protocol state machine, and edges represent transitions between the states. Each edge is labeled with a $\Delta Q$ value, which describes the distribution of time needed to complete the transition and includes the probability that the transition never terminates. Each edge also has a probability associated with it, which describes the likelihood of the system progressing through that edge conditioned on the system being the source state of the edge.

### 3.2 Unrolling the labeled transition system

In the LTS shown in Figure 1, each transition is labeled with a distribution of possible delays and a probability of that transition from the source state.

To make the states of the LTS Markovian, we transform the LTS so that every possible path to each state ends up in a separate copy of that state. In the unrolled LTS shown in Figure 2, new indices are added to distinguish different versions of the states from Figure 1. The cost of this transformation will introduce infinite recursion, as shown in Figure 2. We can solve this problem by defining a maximum latency and equating any path that exceeds this limit with a loss. The WiFi protocol state machine contains no loops, and so introducing the maximum latency is unnecessary in this case, but we include the idea here to show the generality of the method.

### 3.3 Composable operations

#### 3.3.1 Convolution

Our goal is to compute the time required for the LTS to evolve from a given starting state to some state which represents the desired outcome. This calculation includes answering the question: “Knowing the starting state, how long does it take to reach a given state?” For states that can only be reached by a single path through the graph, we simply sum the latency contributions of each transition along that path. In the unrolled version of the LTS (see Figure 2) we have, by design, only one path to every state. Because the latency of each edge is described by an improper random variable, the total $\Delta Q$ of a sequence of transitions can be calculated by convolving the $\Delta Q$ of each transition [5]. See Figure 3.

#### 3.3.2 Mixture density

When we have more than one path from the starting state to the target state, we cannot compute the arrival time distribution to the target state with...
There are only two possible outcomes for a packet going through the WiFi protocol stack: Successful transmission or packet loss. Consider the branches that go to the state “Done” in Figure 1. We unroll the LTS as illustrated in Figure 2 and perform the convolution operation above on each of the paths ending in a copy of the “Done” state. Now, we know the latency distribution associated with each possible path to the “Done” state. The total latency of the done state in the not-unrolled LTS is, therefore, the mixture density formed by weighting each of the possible latency distributions that terminate in a copy of the “Done” state by their respective probabilities. See Figure 5.

3.4 WiFi protocol background

The WiFi protocol is “listen before talk”. That means that a WiFi station must check that the radio frequency is idle for a certain amount of time before starting a transmission. When a WiFi station begins a transmission procedure, it first selects a random number in the range \([0, CW_{min}]\) and assigns the number to a back-off counter [17, Section 10.2.2]. “CW” here stands for contention window. If the back-off counter is not zero, the station will wait for a single “slot time”. If the radio frequency is sensed to be idle during the waiting period, the back-off counter is decremented by one. When the back-off counter becomes zero, the station starts transmitting. The reason for this somewhat convoluted scheme is that a station cannot listen while transmitting. This limitation means a transmitting station cannot sense that another station is also transmitting at the same time. Therefore, collisions cannot be handled by both stations interrupting their ongoing transmissions. When many WiFi stations compete for access to the frequency, collisions can waste a significant amount of time. The back-off counter mechanism was introduced to reduce the risk of collisions.

When a station is involved in a collision, the station will again choose a random value for its back-off counter. The size of the interval from which random values can be selected is a function of how many times a packet has been retried. The back-off window size doubles with each new retry of the same packet, up to a maximum value of \(CW_{max}\). \(max_retries\) determines how many times to retry a packet before it is dropped. See Table 2 for the values of each parameter.

3.5 802.11 Model details

We represent the state of a WiFi system with \(n\) competing stations as an allocation of each of the \(n\) stations to a back-off counter and retry counter value. Table 1 shows an example of the state representation. Each entry in the state representation counts how many stations have a specific combination of back-off counter and retry counter values. In the example in Table 1, two stations are at back-off counter value two after zero retries, and one station is at back-off counter value six after one retry. Note that our state representation is similar to that of Bianchi [2, Figure 4].

For a given state, the 802.11 protocol defines the possible transitions to a next state. Only three cases are possible:

1. No stations have a back-off counter value of zero, so all stations decrease their back-off counter value by one after one slot time
2. Exactly one station has a back-off counter value of zero. This station successfully transmits, spending the time required for transmission. The transmitting station is then finished sending its packet, and it either leaves the

Table 1: The state representation for the 802.11 model

| Back-off counter value | retry 0 | retry 1 | \(\ldots\) |
|------------------------|--------|--------|-------------|
| 0                      | 0  1  2  0  0  0  0  \(\ldots\) |
| 1                      | 0  0  0  0  0  0  1  \(\ldots\) |
| \(\vdots\)             |        |        |             |
| retry \(max_retries\)  | 0  0  0  0  0  0  0  \(\ldots\) |
system or restarts the back-off procedure with a new packet. The transmitting station resets its retry counter to zero. The remaining stations hold their back-off counters constant for the duration of the transmission.

(3) More than one station has a back-off counter value of zero. This causes a collision, spending the amount of time required for the slowest of the colliding stations to transmit. All the colliding stations then increase their retry counter by one and select a random back-off counter value from the range \((0, CW_r)\), where \(r\) is the new retry counter value. The stations not involved in the collision keep their back-off counter values constant for the duration of the collision.

We include the minimum interval between subsequent WiFi transmissions [17, Figure 10.4] in the time required for each transmission. The duration of this interval is \(SIFS + Slot time\) such that the earliest possible time for a transmission following a period with busy medium is \(SIFS + 2 \times Slot time\). This simplifies the model because we do not need to keep track of whether a transmission just occurred or not. Designing the model this way makes it difficult to model the 802.11e extension of WiFi where the inter-frame space varies for traffic from different access categories. Future work will expand our model in this direction.

4 MODEL EVALUATION, VALIDATION AND COMPARISON TO EXISTING WIFI MODELS

In this section we explain how we evaluate our model, empirically test the accuracy of our model, and verify that the model converges to the same latency distribution with each evaluation.

The state-space of our WiFi LTS model is large. Assuming the values for maximum retries, \(CW_{min}\), and \(CW_{max}\) from table 2, the number of possible configurations of a single station is \(\sum_{i=0}^{6} 2^{4+i} = 2032\). For \(n\) stations, there are then \(2032^n\) ways to assign them to back-off and retry counter values. Some of these assignments will be equivalent, but even so, evaluating the evolution of this system for all possible state configurations quickly becomes infeasible as \(n\) increases. Progress has been made in solving large-scale semi-Markov models similar to the one we use here, although these models have been solved only up to the order of tens of millions of states [6]. We approach the state-space explosion problem by using Monte Carlo simulation to approximate the evolution of the LTS model.

In this work we evaluate our model in two different ways; The case where all stations always has a packet to send, and the case where all stations only have a single packet to send. We label these "Ergodic evaluation" and "Transient evaluation".

4.0.1 Ergodic evaluation. When a station has either successfully transmitted it’s packet, or the packet is dropped, the station immediately re-starts its back-off process. This corresponds to the saturation conditions used by Bianchi [2]. We call this method of evaluation "ergodic" because it corresponds to the evaluation of an ergodic Markov chain. For this case we run the model forward from a random starting state until we have observed the outcome of \(10^4\) packets. We arrive at the throughput numbers by first calculating the latency distribution seen by the head of line packet at each station, and then calculating throughput using equation 2(see section 5.1) appropriately scaled by the number of stations.

4.0.2 Transient evaluation. When a station has either successfully transmitted it’s packet, or the packet is dropped, the station leaves the system. We record the time-to-empty, defined as the time at which the last station leaves the system. We call this method of evaluation "transient" because we are essentially modelling the transient response of the system to one packet simultaneously arriving at each of \(n\) stations. To compute the distribution of the measured time-to-empty, we evaluate the model starting from a random state \(10^4\) times. The ability to do transient analysis of latency distributions is the main advantage of our model over steady-state analysis of Markov chains.

4.1 Rate of convergence

We now establish empirical results for the rate of convergence of our Monte Carlo simulations for both the ergodic and the transient evaluation method. For these experiments we use the parameters in table 2, and 5 competing stations. This analysis does not confirm that the results produced are correct, but it shows how consistent the results are across different runs of the Monte Carlo simulation. We have chosen to look at the convergence of the 90th percentile of latency because we are interested in accurately characterizing the tail of the latency distribution. Since events in the tail of the distribution are by definition rare, it takes longer for the 90th percentile to converge. Therefore, these results are stronger than showing convergence of the mean latency.

Figure 6 shows the distribution of the 90th percentile latency as a function of the number of packet outcomes observed for the ergodic evaluation method described in section 4.0.1. We ran the simulation 1000 times to compute the distributions of the results.

Figure 7 shows the distribution of 90th percentile time-to-empty as a function of the number of evaluations for the transient evaluation method described in section 4.0.2. We ran 1000 separate simulations starting from a random state \(k \times 1000\) times in each simulation for \(k\) from 1 to 10, and...
recorded the 90th percentile time-to-empty for each of the simulations.

We conclude that the 90th percentile of the distribution converges with a high probability for both the ergodic and the transient evaluation method with the amount of packet outcomes or evaluations chosen.

4.2 Comparison to existing models
To replicate the results of Bianchi [2] we evaluate our model using the ergodic method described in section 4.0.1. We perform the evaluation using the same parameters as Bianchi [2, Table 2], shown in table 2. Figure 8 shows results for total system throughput as a function of initial back-off window size in the ergodic case, compared to results from [2, Figure 9]. We consider these results sufficiently close to those of [2], which demonstrates that our model accurately describes a saturated WiFi system for a set of different system parameters.

5 ANALYSIS OF LATENCY IN THE WIFI PROTOCOL
In this section we explore the relation between latency and throughput in the WiFi protocol. First we show how latency and throughput are related in the ergodic case, and show that latency for the ergodic case grows very quickly as the number of competing stations increases. We then discuss the notion of an upper bound on throughput under the condition that latency and packet loss must be bounded.
5.1 Relating latency to throughput

Time is related to throughput as shown in equation 1, where \( T \) is throughput in packets per second, \( N \) is the number of packets sent in some interval, and \( D \) is the duration of that interval (in seconds). If we also know the average packet size, for instance in bytes, we can calculate the average throughput in Mbit/s.

\[
T = \frac{N}{D}
\]  

(1)

In our model we record the delay of each packet, and so we do not directly measure \( D \) in equation 1. Assuming the interval \( D \) ends with the transmission of a packet, and that there was no idle time which did not count towards the delay of any of the recorded packets, we can calculate \( D \). Consider the packets from a single station which sends packets back-to-back, as is true in the ergodic case. We denote the latency of packet \( i \) by \( d_i \) and assert \( D = \sum_{i=0}^{N} d_i \). Observe that this means throughput is the inverse of the average per-packet delay, as shown in equation 2.

\[
\frac{1}{T} = \frac{1}{N} \sum_{i=0}^{N} d_i
\]  

(2)

Note that we only consider packets that are not lost, or else the sum of delays would be infinite. This is correct because lost packets do not contribute to the throughput. Lost packets will, however, increase the average latency for the packets that are not lost. This is also in accordance with the method used by Bianchi to calculate mean latency from throughput values [4].

5.2 Analyzing latency under saturation load

We now proceed to investigate latency and packet loss performance in the ergodic case. Figures 9 and 10 show the latency and packet loss performance of the WiFi DCF for different back-off timer values and different numbers of stations. We read packet loss values in figures 9 and 10 by observing how far the maximum of each CDF is from 1 on the y-axis. The quality attenuation found in these experiments is so large, especially for a high number of stations, that we argue the throughput results of Figure 8 are of little practical use. Even though total system throughput is very close to the theoretical optimum for the 50-station case with a back-off window size of 1024, the vast majority of user applications will not perform well when running over a network with this much latency and packet loss. Interactive applications such as gaming and video conferencing obviously cannot function well with this much latency, and TCP throughput is severely affected by loss rates as high as in the 50-station case, as shown by Padhye et al. [14]. Our results are consistent with those of Youm and Kim [21]. Note that the results show the latency of a head-of-line packet, and so queuing delays and potential packet loss due to full buffers will come in addition to the delays shown here.

Existing WiFi models mostly evaluate performance under the assumption that the system is in the steady-state and that the system is saturated [3, 19, 20, 21]. The results presented here, along with those of [21], shows that the latency of WiFi under these conditions is very large. A more complete way of modeling WiFi performance is needed. We therefore argue for a different perspective on WiFi performance modeling and optimization. Instead of looking for the system parameters that will give the best throughput, or the highest system utilization, we should look for the system parameters most likely to deliver good Quality of Experience with typical end-user applications. The main drivers of QoE, as argued in [15], are latency and packet loss. It is therefore crucial that our models accurately capture latency and packet loss performance under realistic conditions.

5.3 Establishing an upper bound on time-to-empty

We now compute throughput bounds under the condition that latency and packet loss must be kept bounded. We consider bounded latency and packet loss to be the absolute minimum requirement for a good user experience.

The worst-case scenario for a WiFi system with \( n \) stations is that all \( n \) stations begin their back-off procedure at the same time. We can think of this as all stations being maximally correlated, or as having worst-case correlation between the stations. This scenario has the highest risk of collisions and will therefore lead to the longest possible time-to-empty. We investigate this worst-case correlation scenario...
5.4 Finding the maximum system throughput with bounded latency and packet loss

A well-known result from queuing theory states that if, on average, packet arrivals to an unbounded queue occur more frequently than departures from the queue, then the queue length grows toward infinity. Thus, to avoid unbounded latency growth (or packet loss when queues are not infinitely large), the packet arrival rate must be smaller than the service rate. This relationship is expressed by the inequality in equation 3, where \( \lambda \) is the mean arrival rate in packets/second, and \( E[s] \) is the mean service time per packet (also in seconds).

We are now ready to find the upper bound on throughput. Our logic is as follows: If the arrival rate is slower than the worst-case service rate, then we know that latency is bounded. Using the mean service time we calculate an upper bound on the packet arrival rate by setting \( \lambda = \frac{1}{E[s]} \).

\[
\lambda < \frac{1}{E[s]} \tag{3}
\]

Because the time-to-empty represents the time for the system to process one packet from each station, the upper bound on throughput is reached when one packet arrives at each of the stations every mean time-to-empty. The throughput in Mbit/s can then be calculated, assuming we know the PHY rate and the packet size. The upper bound on throughput is shown in Figure 12 for one to seven stations. The throughput shown in Figure 12 is total system throughput, so to compute the per-station throughput, we must divide by the number of stations. The per station throughput is shown in Figure 13. These results use the parameters shown in table 2, which are the same as those in Bianchi’s analysis[2]. We now have a tool for guiding the design and configuration of WiFi networks. The upper bound on throughput gives us a way to know whether a given WiFi configuration can support a certain set of applications without building queues. We can potentially use this to inform queuing and scheduling algorithms about the available capacity of the WiFi link so that large delays due to unnecessary congestion can be avoided. In particular, our results show that WiFi performance is very sensitive to the number of simultaneously active stations on a channel. Several methods for improving WiFi performance by reducing the number of simultaneously active stations have been reported. Saeed et al. [16] proposed a token-based WiFi scheduling algorithm for reducing contention overhead. Maity et al. [13] proposed a WiFi scheduler for TCP downloads which reduces the number of different stations transmitting ACKs to an access point at the same time. Channel planning and transmit power management can also reduce the number of concurrently active stations.

to establish an upper bound on the time-to-empty of a WiFi system with \( n \) stations.

The time-to-empty of an 802.11b WiFi link is shown in Figure 11 for one to nine stations. To make the results comparable to those of Bianchi [2] we use a channel rate of 1 Mbit/s. The time-to-empty represents the time from all stations simultaneously initiate the back-off process until all stations have completed the transmission of or dropped a single packet. To calculate the distribution of time-to-empty we evaluate the model using the transient evaluation method described in section 4.0.2.
and thus improve WiFi performance [1, 8]. We believe our model can help inform further work on WiFi optimization.

6 EXPLORING MODERN WIFI STANDARDS

Readers familiar with WiFi performance might object that the throughput bounds presented above are too strict. Indeed, WiFi networks exist today with much greater throughput performance. In this section we explore some of the improvements that have been made to the WiFi protocol, and investigate how each improvement affects the throughput bounds.

This section explores the impact of various protocol features introduced in 802.11n and its accompanying amendments. We compute the impact on the throughput bound of Request-to-send/Clear-to-send (RTS/CTS) in section 6.2 and of packet aggregation in section 6.3. We also reproduce the “WiFi performance anomaly” first reported by Heusse et al. [11] in section 6.4.

6.1 An 802.11n baseline

Figure 14 shows the upper bound on per-station throughput assuming throughput is fairly divided and latency and packet loss is bounded. Comparing to Figure 13, we see very similar behavior. However, as expected the throughput is significantly higher using the 802.11n parameters compared

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| Slot time ($\mu$s)        | 9                          |
| SIFS ($\mu$s)             | 10                         |
| DIFS ($\mu$s)             | 28                         |
| PHY Header ($\mu$s)       | 24                         |
| MAC Header (bits)         | 272                        |
| ACK ($\mu$s)              | PHY Header + 14*8/base rate |
| Basic rate set (Mbit/s)   | [1, 2, 5.5, 11, 24]        |
| $CW_{min}$ exponent       | 4                          |
| $CW_{min}$                | 15                         |
| $CW_{max}$                | 1023                       |
| maxretries                | 6                          |
| packet size               | 1023                       |
| Back-off window size      | $2^{CW_{min}} \text{exponent} \times \text{Number of retries}$ |

Table 3: Parameters used throughout section 6, unless otherwise specified. These represent the default parameters of 802.11n.
to those of [2]. The results in Figure 14 will serve as a baseline comparison for the protocol features explored in this section.

6.2 RTS/CTS

The request-to-send, clear-to-send mechanism in WiFi introduces an extra handshake between sender and receiver. Before a data packet is transmitted, the sender transmits a RTS packet. Upon hearing the RTS packet, the receiver responds with a CTS packet. If the sender hears the CTS packet, the data packet is transmitted. Because the RTS and CTS packets are small, and therefore take little time to transmit, the introduction of the extra handshake can reduce the amount of time spent transmitting whenever a collision occurs. The RTS/CTS mechanism also reduces the impact of hidden node problems.

We can model the RTS/CTS mechanism by increasing the time to complete each transmission by the time required to perform the RTS/CTS handshake. If a collision occurs, the elapsed time is decreased, because the collision is detected by all involved stations when they fail to receive a CTS frame. Because we do not consider hidden nodes in this work, RTS/CTS can only reduce the amount of time spent waiting for colliding transmission to cease.

We now compare our RTS/CTS results to those of [2, 20]. We calculate the mean time-to-empty for a WiFi system with and without RTS/CTS enabled. We use WiFi parameters equal to those of [2] (see Table 2), and vary the number of stations and the packet size. The packet size is increased in steps of 100 bytes from 100 to 9900 bytes. Figure 15 shows the percentage change in the upper bound on throughput from enabling RTS/CTS. Positive values indicate that the system with RTS/CTS enabled allows for greater throughput. Our results show a trend similar to those found in [2, 20], but our results indicate that RTS/CTS should be enabled for a smaller packet size and for a smaller number of stations compared to the results of [2, 20]. Whereas Bianchi[2] sets the threshold for enabling RTS/CTS in a system with five stations running at 1Mbit/s at 3160 bytes, and Tinnirello et al. [20] sets the threshold at 800 bytes, our results indicate that RTS/CTS should be enabled for packets above 600 bytes.

Figure 16 shows the impact of enabling RTS/CTS for 802.11n WiFi using the parameters listed in Table 3 and a channel rate of 144 Mbit/s. Comparing to Figure 15, it is clear that we are more at risk of negatively impacting the system throughput in this case, because the overhead of the RTS/CTS handshake is relatively larger when the channel rate is high. Figure 17 compares the time-to-empty CDF with and without RTS/CTS enabled for 5 stations and a packet size of 1023. According to the results shown in Figure 16, enabling RTS/CTS reduces total system throughput using these parameters. Figure 17 clearly shows that enabling RTS/CTS reduces the likelihood of high latency, at the cost of added overhead. Increasing predictability at the cost of higher minimum latency may be a desirable trade-off for jitter-sensitive applications, even if the total system throughput decreases.
6.3 Packet aggregation

Packet aggregation is a mechanism by which several higher-layer packets (here typically IP packets) are transmitted together over a link, without individual MAC-layer headers. Packet aggregation increases the total throughput by reducing the MAC-layer overhead because the number of transmit opportunities required to send a given number of IP packets is reduced. The 802.11 protocol describes the following two types of packet aggregation: Mac Service Data Unit (MSDU) aggregation and Mac Protocol Data Unit (MPDU) aggregation. To take advantage of either aggregation mechanism, the station must have buffered several packets with the same destination address. The WiFi protocol imposes a limit on the time of each transmit opportunity. When this time expires, the station must perform the back-off mechanism.

6.3.1 A-MSDU. Mac Service Data Unit aggregation works by grouping several IP-layer packets into a single Mac-layer packet for the WiFi transmission. This grouping reduces the protocol overhead, both in terms of transmission time and waiting time due to the back-off mechanism. Implementing this kind of aggregation in our model is very straightforward, because increasing the packet size parameter is sufficient. In 802.11n, the maximum A-MSDU size is 7935 octets. Using this packet size, we arrive at the maximum stable throughput per station shown in Figure 18.

We now compare the latency of a WiFi link using packet aggregation to one that does not. Figure 17 shows the time-to-empty CDF for a WiFi network with five stations and transmit and receive rates of 144 Mbit/s. "Baseline80211n" is using the exact parameters presented in Table 3. "RTSCTS" uses the RTS/CTS mechanism, and "AMSDU" uses packet aggregation with a packet size of 7935 bytes.

6.3.2 A-MPDU. Mac Protocol Data Unit aggregation groups several MAC-layer packets into a single transmit opportunity. Once a station has won a transmit opportunity, the station can transmit several packets back-to-back without performing the back-off procedure or waiting for individual ACKs between each MAC-layer packet. The main difference between A-MPDU and A-MSDU is that with A-MPDU, each packet that is part of the aggregate can be ACKed separately. Separate ACKs mean the overhead of packet errors is smaller. Because we are investigating the latency induced by the WiFi DCF specifically, we do not explore the details of A-MPDU, other than to note that the DCF performance will be very similar to that of A-MSDU because both methods compete for transmit opportunities in the same manner. Both methods can send similar amounts of data in a single aggregate.

6.4 The WiFi performance anomaly

Heusse et al.[11] first described “The WiFi Performance Anomaly,” a phenomenon by which a single low-rate station can lay claim to a large portion of the available airtime. This effect emerges because the WiFi CDF is designed to give each station an equal amount of transmit opportunities. When one station holds on to their transmit opportunity for a longer period than all other stations each time it wins one, the result is an uneven allocation of airtime resources. Heusse et al. show that when this happens, all stations achieve the same throughput as the station using the lowest transmit rate.

Our WiFi model can readily reproduce this phenomenon. The state representation is modified to include station identifiers such that we can assign different parameters to each station. Then, we assign one station a rate of 1 Mbit/s and vary the rates of the other stations. The resulting throughput...
Figure 19: Upper bound on throughput for each of \( n \) stations when one of the stations transmit and receive at 1 Mbit/s.

per station is shown in figure 19. As expected, the per-station rate is bounded above by 1 Mbit/s. Our results match those of Heusse et al. [11].

7 CONCLUSION

In this paper we have presented and validated a novel method for WiFi performance analysis. Our primary contribution is the modeling of complete latency distributions. At the cost of added computational complexity, explicit latency modeling allows more accurate performance analysis by directly modeling the reliability of network outcomes. Our model does this while retaining the ability to produce throughput numbers. We derive upper bounds for WiFi throughput under the requirement that latency and packet loss are bounded. We also investigate the consequences of RTS/CTS and packet aggregation, and reproduce the result known as "The WiFi performance anomaly". Our model lets us quantify the impact of trade-offs such as RTS/CTS, where some stability is gained at the expense of added overhead. Using a single framework, we can measure these impacts in terms of throughput and in terms of average latency, jitter and packet loss. This flexible modeling means we can determine which trade-offs should be made depending on the particular use case of a given WiFi network. Future work will investigate how this new insight can be used to create WiFi control systems that automatically configure the WiFi network to best suit the needs of specific applications, such as video conferencing.

REFERENCES

[1] Aditya Akella et al. "Self-Management in Chaotic Wireless Deployments". In: Wireless Networks. Vol. 13. 6. 2007, pp. 737–755. doi: 10.1007/s11276-006-9852-4.

[2] Giuseppe Bianchi. "Performance analysis of the IEEE 802.11 distributed coordination function". In: IEEE Journal on Selected Areas in Communications 18.3 (Mar. 2000), pp. 535–547. issn: 07338716. doi: 10.1109/49.840210.

[3] Giuseppe Bianchi, Luigi Fratta, and Matteo Oliveri. "Performance evaluation and enhancement of the CSMA/CA MAC protocol for 802.11 wireless LANs". In: IEEE International Symposium on Personal, Indoor and Mobile Radio Communications, PIMRC. Vol. 2. IEEE, 1996, pp. 392–396. doi: 10.1109/pimrc.1996.567423.

[4] Giuseppe Bianchi and Ilenia Tinnirello. "Remarks on IEEE 802.11 DCF performance analysis". In: IEEE Communications Letters 9.8 (Aug. 2005), pp. 765–767. issn: 10897798. doi: 10.1109/LCOMM.2005.1496609.

[5] Jeremy T. Bradley. "Towards Reliable Modelling with Stochastic Process Algebras". PhD thesis. University of Bristol, Department of Computer Science, Oct. 1999. url: http://portal.acm.org/citation.cfm?id=895880.

[6] Jeremy T. Bradley et al. "Hypergraph-based parallel computation of passage time densities in large semi-Markov models". In: Linear Algebra and Its Applications. Vol. 386. 1–3 SUPPL. North-Holland, July 2004, pp. 311–334. doi: 10.1016/j.laa.2003.12.018.

[7] Neil Davies, Judy Holyer, and Peter Thompson. “End-to-end management of mixed applications across networks”. In: Proceedings - 1999 IEEE Workshop on Internet Applications July (1999), pp. 12–19. doi: 10.1109/WIAPP.1999.788012.

[8] Frank Den Hartog et al. “A pathway to solving the WiFi tragedy of the commons in apartment blocks”. In: 2017 27th International Telecommunication Networks and Applications Conference, ITNAC 2017 2017-Janua (2017), pp. 1–6. doi: 10.1109/ATNAC.2017.8215382.

[9] Paal E. Engelstad and Olav N. Østerbe. "Non-saturation and saturation analysis of IEEE 802.11e EDCA with starvation prediction". In: ACM MSWiM 2005 - Proceedings of the Eighth ACM Symposium on Modeling, Analysis and Simulation of Wireless and Mobile Systems. Vol. 2006. 2006, pp. 224–233. isbn: 1595931880. doi: 10.1145/1089444.1089485.

[10] Broadband Forum. TR-452.1 Quality Attenuation Measurement Architecture and Requirements. Tech. rep. 2020. url: https://www.broadband-forum.org/download/TR-452.1.pdf.

[11] Martin Heusse et al. "Performance anomaly of 802.11b". In: Proceedings - IEEE INFOCOM. Vol. 2. 2003, pp. 836–843. doi: 10.1109/infcom.2003.1208921.

[12] Lucian Leahu. "Analysis and predictive modeling of the performance of the ATLAS TDAQ network”. PhD thesis. Bucharest, Tech. U., Jan. 2013.
[13] Mukulika Maity, Bhaskaran Raman, and Mythili Vutukuru. "TCP download performance in dense WiFi scenarios: Analysis and solution". In: *IEEE Transactions on Mobile Computing* 16.1 (Jan. 2017), pp. 213–227. ISSN: 15361233. DOI: 10.1109/TMC.2016.2540632.

[14] Jitendra Padhye et al. "Modeling TCP Reno performance: A simple model and its empirical validation". In: *IEEE/ACM Transactions on Networking* 8.2 (2000), pp. 133–145. ISSN: 10636692. DOI: 10.1109/90.842137.

[15] David C Reeve. "A New Blueprint for Network QoS". PhD thesis. University of Kent, Canterbury, Kent, UK: University of Kent, Aug. 2003, pp. 182–196. URL: http://www.cs.kent.ac.uk/pubs/2003/1892.

[16] Ahmed Saeed et al. "If you can’t Beat Them, Augment Them: Improving Local WiFi with Only Above-Driver Changes". In: *Proceedings - International Conference on Network Protocols, ICNP*. Vol. 2018-September. IEEE Computer Society, Nov. 2018, pp. 378–388. ISSN: 9781538660430. DOI: 10.1109/ICNP.2018.00053.

[17] The Institute of Electrical and Electronics Engineers. *IEEE Standard for Information technology – Telecommunications and information exchange between systems LAN and MAN – Specific requirements – Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications, IEEE Std 802.11-2016*. 2013. URL: http://ieeexplore.ieee.org/document/7786995/.

[18] Peter Thompson and Neil Davies. "Towards a RINA-Based Architecture for Performance Management of Large-Scale Distributed Systems". In: *Computers 9.2* (June 2020), p. 53. ISSN: 2073-431X. DOI: 10.3390/computers9020053. URL: https://www.mdpi.com/2073-431X/9/2/53.

[19] Ilenia Tinnirello and Giuseppe Bianchi. "Rethinking the IEEE 802.11e EDCA performance modeling methodology". In: *IEEE/ACM Transactions on Networking* 18.2 (2010), pp. 540–553. ISSN: 10636692. DOI: 10.1109/TNET.2009.2029101. URL: http://ieeexplore.ieee.org/.

[20] Ilenia Tinnirello, Sunghyun Choi, and Youngsoo Kim. "Revisit of RTS/CTS exchange in high-speed IEEE 802.11 networks". In: *Proceedings - 6th IEEE International Symposium on a World of Wireless Mobile and Multimedia Networks, WoWMoM 2005*. 2005, pp. 240–248. ISBN: 0769523420. DOI: 10.1109/WOWMOM.2005.89.

[21] Sungkwan Youm and Eui-Jik Kim. "Latency and Jitter Analysis for IEEE 802.11e Wireless LANs". In: *Journal of Applied Mathematics* 2013 (2013). DOI: 10.1155/2013/792529.