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Abstract

One of the major distinguishing features of the dynamic multiobjective optimization problems (DMOPs) is the optimization objectives will change over time, thus tracking the varying Pareto-optimal front becomes a challenge. One of the promising solutions is reusing the “experiences” to construct a prediction model via statistical machine learning approaches. However most of the existing methods ignore the non-independent and identically distributed nature of data used to construct the prediction model. In this paper, we propose an algorithmic framework, called Tr-DMOEAs, which integrates transfer learning and population-based evolutionary algorithm for solving the DMOPs. This approach takes the transfer learning method as a tool to help reuse the past experience for speeding up the evolutionary process, and at the same time, any population-based multiobjective algorithms can benefit from this integration without any extensive modifications. To verify this, we incorporate the proposed approach into the development of three well-known algorithms, nondominated sorting genetic algorithm II (NSGA-II), multiobjective particle swarm optimization (MOPSO), and the regularity model-based multiobjective estimation of distribution algorithm (RM-MEDA), and
then employ twelve benchmark functions to test these algorithms as well as compare with some chosen state-of-the-art designs. The experimental results confirm the effectiveness of the proposed method through exploiting machine learning technology.
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1 Introduction

One of the essential characteristics of Dynamic Multi-objective Optimization Problems (DMOPs) [18] is the objective functions will vary over time or under different environments. This underlying problem characteristic bears a significant implication for real-world applications [12]. A good example is dynamic portfolio optimization problem, which is common in deregulated electricity markets in which the operations of different power stations are controlled and coordinated to maximize profit while minimize risk. There are various uncertainties in a deregulated electricity market, including spot market prices, load obligations, and strip/option prices [48]. The values for some of these factors change over time, and it is not unusual to optimize for the market price every hour. However, the optimization approaches including population-based metaheuristic ones often find extreme difficulty to address the challenge. How to solve the DMOPs efficiently and effectively has become an important issue in evolutionary computation community [32, 13].

In recent years, a great deal of progresses has been made and different types of algorithms have been proposed. In all of these methods, one class of approaches, the prediction based, has gained much attention. This class of approaches allows evolutionary algorithm and machine learning to be seamlessly integrated. After deriving a prediction model via machine learning techniques, the evolutionary algorithms can sustain the needed performance even the environment change over time. For example, in [40], the authors proposed a memory-based evolutionary algorithm which introduced two kinds of prediction models. The first one used the linear/nonlinear regression model to predict when the environment will change while the second model was based on Markov chains which was used to forecast the changes. In [37], the authors have suggested integrating motion information into an evolutionary algorithm, such that the algorithm can track a time-changing optimum. In [44], the authors proposed a Kalman-extended genetic algorithm, and this
algorithm was developed to determine when to re-evaluate an existing individual, when to produce a new individual, and which one to re-evaluate.

The basic idea of these methods is “keeping track of good (partial) solutions in order to reuse them under periodically changing environment” \([37]\). If we consider this view from a statistical point of view, it seems to imply that the solutions of a dynamic optimization problems obey an identical distribution, or in other words, the solutions which are used to construct the prediction model and the solutions forecasted by the prediction model meet the Independent Identical Distribution (IID) hypothesis to some extent. However, we have to understand there is an appreciable difference between the good but out-of-dated solutions and the proper and newly generated solutions, especially under a dynamic environment.

The findings from machine leaning community \([34]\) already showed that a prediction model built by the traditional machine learning methods leaves much rooms to be desired when the training samples and the predicted samples fail to meet the IID hypothesis. Therefore, the dynamic multi-objective optimization algorithms based on traditional machine learning methods can also have a significant performance improvement by overcoming the limitation caused by the IID. Transfer learning is one of powerful tools we need.

In this paper, we argue that integrating transfer leaning approaches \([24]\) into an evolutionary algorithm can offer significant benefits for designing better Dynamic Multi-Objective Evolutionary Algorithms (DMOEA). We adopt a domain adaptation method\([1]\), called transfer component analysis \([33]\), to construct a prediction model, and this model uses the gained knowledge of finding Pareto optimal solutions to generate an initial population, and based on this initial population, the optima of the changed environment can be found much efficiently and effectively. The proposed domain adaptation learning approach can be easily incorporated into any evolutionary-based multi-objective optimization algorithms.

The contribution of this research is an integration between transfer learning and classical evolutionary multi-objective optimization algorithms. This combination provides two benefits. At first, the advantages of the evolutionary algorithms are preserved in the improved design for DMOPs. Secondly, the proposed design can save computation resources via reusing the past experience which is critical for solving the DMOPs. The experiments also validate the assumption that population plays a very important role for

\(1\) a branch of transfer learning.
tracking dynamic optima, and [13] proved it from the theoretical point of view.

The rest of this paper is organized as follows: In Section 2 we will introduce some basic concepts of dynamic optimization problems first and then discuss the existing works in this field. At the beginning of Section 3 we will present some background on transfer learning, domain adaptation learning, and then introduce the transfer component analysis method in detail. After that we will propose the Transfer learning based Dynamic Multi-Objective Evolutionary optimization Algorithm, Tr-DMOEA. In Section 4 we will present the experimental results of incorporating our approach to improve three well-known MOEAs: NSGA-II, MOPSO and RM-MEDA, specifically for DMOPs and all of the algorithms were tested on the IEEE CEC 2015 benchmark problems set. In Section 5 we will draw a summary of this paper and outline the future research directions.

2 Preliminary Studies and Related Research

2.1 Dynamic Multi-objective Optimization

Formally, a dynamic multi-objective optimization problem is defined as:

Minimize $F(x, t) = \langle f_1(x, t), f_2(x, t), \ldots, f_M(x, t) \rangle$

s.t. $x \in \Omega$

where $x = \langle x_1, x_2, \ldots, x_n \rangle$ is the decision vector and $t$ is the time or environment variable. $f_i(x, t) : \Omega \to \mathbb{R}$ ($i = 1, \ldots, M$). $\Omega = [L_1, U_1] \times [L_2, U_2] \times \cdots \times [L_n, U_n]$. $L_i, U_i \in \mathbb{R}$ and they are the lower and upper bounds of the $i$-th decision variable respectively.

Definition 1. [Dynamic Decision Vector Domination] At time $t$, a decision vector $x_1$ Pareto dominate another vector $x_2$, denoted by $x_1 \succ_t x_2$, if and only if:

$$\begin{cases} \forall i = 1, \ldots, M, & f_i(x_1, t) \leq f_i(x_2, t) \\ \exists i = 1, \ldots, M, & f_i(x_1, t) < f_i(x_2, t) \end{cases}$$

Definition 2. [Dynamic Pareto-optimal Set] Both $x$ and $x^*$ are decision vectors, and if a decision vector $x^*$ is said to be nondominated at time $t$ if and only if there is no other decision vector $x$ such that $x \succ_t x^*$ at time $t$. 
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The Dynamic Pareto-Optimal Set (DPOS) is the set of all Pareto optimal solutions at time $t$, that is:

$$DPOS = \{ x^* | \not\exists x, x \succ_t x^* \}.$$  

Definition 3. [Dynamic Pareto-optimal Front] At time $t$, the Dynamic Pareto-Optimal Front (DPOF) is the corresponding objective vectors of the DPOS.

$$DPOF = \{ F(x^*, t) | x^* \in DPOS \}.$$

For an ideal dynamic multiobjective algorithm, it must be able to find a set of solutions as close as possible to the changing Pareto-optimal Front, at the same time, the set of solutions should be as diverse as possible.

2.2 Related Works

Many progresses \[32, 36, 2, 19\] have been made in the DMOPs field in recent years, and most of the existing algorithms can be classified into the following categories: Increasing/Maintaining Diversity methods, Memory based methods, Multi-population based methods, and Prediction based methods.

The increasing diversity methods tend to add variety to the population by using a certain type of methodologies when the environment change was detected. For example, Cobb et al. proposed the triggered hypermutation method \[10\], and the basic idea of this method was that when the change was identified, the mutation rate would be increased immediately, and this would have made the converged population divergent again. This approach calls for some improvements, and one of them is that the mutation rate is in a state of uncontrolled changing during the whole process, and this ultimately results in a reduced performance of the algorithm. Therefore, Vavak et al.\[45\] presented a mutation operator, called variable local search (VLS), to address the problem. The strategy that the VLS adopted was gradually increase the mutation rate. Yen et al. \[47\] proposed a dynamic evolutionary algorithm which relocates the individuals based on their change in function value due to the change in the environment and the average sensitivities of their decision variables to the corresponding change in the objective space. This approach can avoid the drawbacks of previous methods to a certain extent.

Most of the methods in the maintaining diversity category assume that avoiding population convergence can help the algorithm track the changing optimal as soon as possible, and maintaining diversity is one of the effective
means to that end. Grefenstette [21] proposed a Random Immigrants Genetic Algorithm (RIGA), and the method replaces some individuals in the population randomly. The idea of the RIGA is that introducing new genetic materials into the population can avoid the whole population converging toward a small area in the process of evolution. However, the drawback of the primitive immigrant method was the fitness values of the introduced individuals were usually low, so the large amount of them were eliminated during the selection stage, and as a result, it is very difficult to introduce different genes into the population. For solving this problem, purpose-driven immigrant strategies have risen to prominence in the DMOPs community. Yang [51, 29] proposed the hybrid immigrants scheme, memory-based immigrants [49] and elitism-based immigrants [49], and these methods are effective for dealing with periodical changing DMOPs. However, if the knowledge about the dynamic environment is limited, they would obtain a greatly reduced efficiency.

Dynamic NSGA-II (DNSGA-II) [16] proposed by Deb et al. also shares the similar idea, and this method handle the DMOPs by introducing diversity when change is detected. There are two versions of the proposed DNSGA-II and there are respectively known as DNSGA-II-A and DNSGA-II-B. In the DNSGA-II-A, the population was replaced by some individuals with new randomly created solutions, while in the DNSGA-II-B diversity was guarded by replacing a percentage of the population with mutated solutions.

Memory mechanism enables evolutionary algorithms to record past information, and when it detects changes occurred, those stored information can be reused to improve the performance of the algorithm. Existing researches showed that memory-based approaches tend to be more effective on the DMOPs with periodically changed environments.

Branke [6] proposed direct memory scheme, and best solutions in the population will be saved in an achieve, and when the algorithm detects a change, those saved individuals can be fetched back and be returned to the population for replacing the same number of individuals. On this basis, the different approaches were presented. In [20], the author proposed a co-evolutionary multi-objective algorithm which hybridizes competitive and cooperative mechanisms to solve the DMOPs. In this algorithm, the out-of-date archived solutions are replaced by an external population. In [46], the authors presented an algorithm called MS-MOEA to tackle the challenges of DMOPs. In the method, adaptive genetic and differential operators were used to speed up the convergence speed and a Gaussian local search opera-
tor was employed to prevent from the premature convergence. At the same time the fast hypervolume strategy was proposed to achieve a better starting population when a change occurs frequently. The above methods met some problems when the environment changes a lot. So the authors in [1] proposed an adaptive hybrid population management strategy using memory, local search and random strategies to effectively handle environment dynam-icity for DMOPs. The special feature of this algorithm is that it can adjust the number of memory and random solutions to be used according to the change severity.

The Multi-population strategy is considered as one efficient solution for the DMOPs, especially for the multiple peaks and the competing peaks problems. Brank et al. [7] proposed the self-organizing scouts method, and this method used a major population to search for optimal solution and if the major population finds a peak, then a new population would be generated to track the change of this new peak. Li and Yang [28] employed a multi-population particle swarm optimization (PSO) algorithm to solve multiple peaks problems. In their method, a population uses evolutionary programming, which shows a better global search ability, to explore the most hopeful areas in the whole search space, and at the same time, several subpopulations use the fast PSO algorithm to find the local optima. Yang [50] used hierarchical clustering technique to divide the population into different subpopulations, and the main advantage of this method is that the initial individuals of the subpopulations can be generated automatically according to the fitness landscape.

In general, a good dynamic optimization algorithm should be able to track the changing optimal solution even under high severity and frequency of changes. It must be able to reuse as much information available from previous generations to speedup the optimization search. As a result, in recent years the prediction-based DMOPs algorithms have received much attention. This class of methods predicts the state of the changing environment typically using the information that already exists and some forms of machine learning techniques, and then make a decision such that the algorithms can accommodate the changes in advance. This is one of the reasons why the prediction-based approaches can improve performance of an algorithm handling the DMOPs, compared with other types of approaches.

Bosman [5] believed that the decision made at one point would affect the optima obtained in the future, so for the dynamic optimization problems, he proposed an algorithmical framework which integrated machine learning,
statistic learning, and evolutionary computation, and this framework can effectively predict what the state of environment is going to be. In [37], the authors suggested that the state of an optimum should contain the location and the speed information, so Kalman filter technique can be used to estimate the state of the system and the error. The authors proposed an evolutionary algorithm to measure the state of the past optimum and then use the Kalman filter to obtain an estimated value of the optimum in the next time instance.

Stroud [44] proposed the Kalman-extended Genetic Algorithm (KGA), and the basic idea of the KGA was that two types of uncertainties surrounded the estimated value of an individual in a dynamical environment. The first type of the uncertainties is produced by the dynamic of the environment while the second type was related to how to evaluate the individuals. For the different situations, the KGA has two different ways to update the covariances, and uses the Kalman filter technique to predict the two uncertainties for allowing the algorithm work well in a dynamic environment.

In [53], Zhou et al. presented an algorithm, called Population Prediction Strategy (PPS), to predict a whole population instead of predicting some isolated points. There are two key concepts here: center point and manifold. Whenever a change is detected, the algorithm uses a sequence of center points obtained from the search progress to predict the next center point, and at the same time, the previous manifolds are used to estimate the next manifold. The main problem of this method is that, it is difficult to obtain historical information at the beginning stage, and this may lead to a poor convergence.

However, we are not exactly sure if the data we used to construct the prediction model and the data we are going to predict by the above model obey a same distribution. Conversely, the real-world applications repeatedly reminded us that, it is not wise to assume the IID hypothesis as a prerequisite, especially for the DMOPs. Unfortunately, most of the existing methods tacitly admitted that the solutions at different times have an IID structure, and we believe that this assumption is one of main reasons for the failure of existing DMOPs algorithms. After all, a poor prediction model is very likely to bring the search process to a hopeless place, which means actual results will be worse if the prediction model turn out to be inaccurate.

We believe that historical information about the Pareto-optimal front or Pareto-optimal set is very useful. A sensible use of the information will bring great benefits to track the changing Pareto-optimal front. At the same time, we must admit the rationality and the generality of the assumption of non independently and identically distributed. From these basic points of view,
we propose a framework which integrates transfer learning and evolutionary algorithms for solving the DMOPs. Two of the major advantages of the proposed approach are as follows: at first, the proposed method does not assume IID hypothesis as a prerequisite, and it is enabled to escape serious consequences of an unsuitable model. Secondly, this approach is designed to generate a population-building prediction model, so that any population-based optimization algorithms may benefit from this integration without any extensive modification.

3 Transfer Learning based Dynamic Multi-objective Optimization Algorithm

In this section we propose a transfer learning based dynamic optimization algorithm. Our motivation is the solutions of a dynamic optimization problem under different environments obey different probability distributions, and these distributions are not identical but are correlated. If we can map these different distributions into a latent space, and in this space the distributions are as “similar” as possible, then we can use the available solutions to generate an initial population, such that the solutions under new environment can be computed with low computational cost. In a spirit, this design is a reuse process of the knowledge we already obtained.

Before giving the details of the proposed approach, we need to introduce background information of the domain adaptation learning we will use it in our design.

3.1 Transfer Component Analysis

Briefly speaking, the Domain Adaptation Learning (DAL) \cite{3,35}, a branch of transfer learning \cite{34}, is to reuse the knowledge acquired from a source domain to perform a task in a target domain, which is related to but distinguished from the source domain. In the context of this research, a domain includes a sample space $\mathcal{X}$ and the corresponding margin distribution $P(X)$, where $X = \{x_1, x_2, \ldots, x_n\} \subseteq \mathcal{X}$. We say that two domains are different, which means they have different sample spaces and the margin distributions are different.

The researchers \cite{4} believe that it is a promising solution using the DAL to find a good representation to decrease the difference between the distributions
of source and target domains. Gretton et al. [22] noted that the distance between two different distributions can be evaluated by a particular function, and in the Reproducing Kernel Hilbert Space (RKHS), the computational cost of the evaluation can be reduced. Based on this observation, Gretton et al. [22, 41] proposed a nonparametric distance estimation method called Maximum Mean Discrepancy (MMD) to differentiate distributions in the RKHS [43]. The MMD measures the discrepancy between two distributions by computing the difference of the mean values for the source domain and target domain. The advantages of the MMD approach is simple with a high precision.

**Definition 4. (Maximum Mean Discrepancy [22]):** Let \( p \) and \( q \) be two Borel probability measures defined on a domain \( \mathcal{X} \); and \( \mathcal{X} = \{x_1, \cdots, x_m\} \) and \( Y = \{y_1, \cdots, y_n\} \) be two observations drawn from \( p \) and \( q \) respectively. Let \( \mathcal{F} \) be a class of functions \( f : \mathcal{X} \rightarrow \mathbb{R} \), then the maximum mean discrepancy (MMD) can be defined as:

\[
\text{MMD}(\mathcal{F}, p, q) := \sup_{f \in \mathcal{F}} \left( \frac{1}{m} \sum_{i=1}^{m} f(x_i) - \frac{1}{n} \sum_{i=1}^{n} f(y_i) \right).
\]

In a Reproducing Kernel Hilbert Space, \( f \) can be written as \( f(x) = \langle \phi(x), f \rangle \), where \( \phi(x) : \mathcal{X} \rightarrow \mathcal{H} \). So the empirical estimate of MMD can be rewritten as:

\[
\text{MMD}(\mathcal{F}, p, q) := \left\| \frac{1}{m} \sum_{i=1}^{m} \phi(x_i) - \frac{1}{n} \sum_{i=1}^{n} \phi(y_i) \right\|_{\mathcal{H}}^2. \tag{2}
\]

By using the so-called “kernel trick,” we can rewrite Equation (2) as

\[
\text{MMD}(\mathcal{F}, p, q) := \sum_{i=1}^{m} \sum_{j=1}^{n} \text{tr}[\hat{K} \left( \frac{1}{m \times m} L_{ii} - \frac{1}{m \times n} L_{ij} \right. \left. - \frac{1}{n \times m} L_{ji} + \frac{1}{n \times n} L_{jj} \right)] := \text{tr}(\hat{K}L), \tag{3}
\]

where \( \text{tr}(A) \) means the trace of the matrix \( A \), and the matrix

\[
\hat{K} = \begin{pmatrix}
\hat{K}_{XX} & \hat{K}_{XY} \\
\hat{K}_{YX} & \hat{K}_{YY}
\end{pmatrix} \in \mathbb{R}^{(m+n)\times(m+n)}. \tag{4}
\]
\( \hat{K}_{X,Y} \) is a kernel matrix with \( k_{i,j} = \kappa(x_i, y_j) = \phi(x_i)^T \phi(y_j) \), where \( \kappa(\cdot, \cdot) \) is a kernel function and \( \phi(\cdot) \) is a feature mapping function. This matrix reflects data similarity in the domains \( X \) and \( Y \). \( \hat{K}_{X,X}, \hat{K}_{Y,X} \) and \( \hat{K}_{Y,Y} \) have the similar meanings. Matrix \( L \) contains the coefficients to scale the matrix according to Equation (2) and its elements are as follows.

\[
L(i,j) = \begin{cases} 
\frac{1}{m \times m}, & x_i, x_j \in X \\
\frac{1}{n \times n}, & x_i, x_j \in Y \\
-\frac{1}{m \times n}, & \text{otherwise}
\end{cases}
\]

(5)

On the basis of the MMD, Pan et al. proposed a dimension reduction-based method called Maximum Mean Discrepancy Embedding (MMDE) to (1) finding a low-dimensional space to reduce the difference between source and targets distributions as well as (2) to preserve the main statistical properties, maximization of data variance in the first extracted orthogonal components of the original data \( X \) and \( Y \). In MMDE, the kernel function \( \kappa \) is learned (or optimized) from the data, which makes it computationally expensive, so the authors in [33] proposed other dimension reduction-based methods called Transfer Component Analysis (TCA) and its Semi-Supervised version of TCA, SSTCA, to transform the problem of learning an entire kernel matrix to a low-rank matrix \( W \) instead.

Now let us consider how to obtain the matrix \( W \) by using the TCA method. Suppose that \( W \) is a \((m + n) \times d\) matrix. For any vector \( x \), let \( \phi(x) = W^T \kappa_x \in \mathbb{R}^d \), where \( \phi(\cdot) \) is a feature mapping function. Let \( \kappa_x = [\kappa(x_1, x), \ldots, \kappa(x_m, x), \kappa(y_1, x), \ldots, \kappa(y_n, x)]^T \), and the matrix \( \hat{K} \) in Equation (1) can be transformed as follows.

\[
\hat{K} = [\phi(x_1), \ldots, \phi(x_m), \phi(y_1), \ldots, \phi(y_n)]^T \times \\
[\phi(x_1), \ldots, \phi(x_m), \phi(y_1), \ldots, \phi(y_n)]^T \\
= [W^T \kappa_{x_1}, \ldots, W^T \kappa_{x_m}, W^T \kappa_{y_1}, \ldots, W^T \kappa_{y_n}]^T \times \\
[W^T \kappa_{x_1}, \ldots, W^T \kappa_{x_m}, W^T \kappa_{y_1}, \ldots, W^T \kappa_{y_n}] \\
= [\kappa_{x_1}, \ldots, \kappa_{x_m}, \kappa_{y_1}, \ldots, \kappa_{y_n}]^T W W^T \\
= K^T W W^T K.
\]

(6)
Please note that the matrix $K$ is a symmetric matrix, so $K^T = K$, and then $\text{tr}(\hat{KL}) = \text{tr}(KWW^T KL)$. According to the property of the trace of a matrix, we can rewrite Equation (3) as follows.

$$\text{MMD}(F, p, q) = \text{tr}(\hat{KL}) = \text{tr}(KWW^T KL) = \text{tr}(W^T KLKW). \quad (7)$$

Now the optimization problem for the TCA algorithm can be written as follows:

$$\begin{align*}
\arg \min_W & \quad \mu \cdot \text{tr}(W^T W) + \text{tr}(W^T KLKW) \\
\text{subject to} & \quad W^T KHKW = I,
\end{align*} \quad (8)$$

where $H = I - \frac{1}{m+n} 11^T$ and $I$ is a $(m+n) \times (m+n)$ identity matrix. $W^T W$ is a regularization term. $1$ is a $(m+n) \times 1$ all-ones matrix. $m$ and $n$ represent the numbers of samples in the source and target domains, respectively. $\mu$ is the tradeoff parameter. This optimization problem can be transformed into a trace maximization problem. According to the method presented in [38], the trace maximization problem can be solved by the Generalized Eigenvalue Decomposition (GED), and the solution is composed of the $d$ leading eigenvectors. The pseudo-code of TCA is given in Algorithm 1.

### Algorithm 1: TCA

**Input:** Source domain $X$; target domain $Y$; a kernel function $\kappa(\cdot, \cdot)$;  
**Output:** Matrix $W$  
1. Construct the Kernel Matrix $\hat{K}$, the Matrix $L$, and the Matrix $H$ according to (4), (5) and (8);  
2. Construct the Matrix $W$ by using the $d$ leading eigenvectors of $(KLK + \mu I)^{-1} KHK$;  
3. return the matrix $W$;

#### 3.2 Tr-DMOEA

Dynamic multi-objective optimization problem is a computationally expensive task which implies it requires a lot of computational resources to search
for the POS at a certain time. If the knowledge about the POS can be reused to predict future POFs or POSs under different environments, this usually means performance improvement as well as less computational resource consumption. So we believe that the prediction-based dynamic multi-objective optimization algorithm presents a promising solution.

However, the existing algorithms tend to ignore the assumption of non-IID, and it is obviously that the POSs under different environments obey the different distributions. This also means that those dynamic optimization algorithms based on the traditional machine learning approach leave much room for improvement. So we put forward the use of the domain adaptation technique to develop a novel DMOEA.

The approach developed is to map different distributions that the solutions obey at different times into a new latent space via the domain adaptation method. In the latent space, the MMD value of different distributions will be as small as possible while variance of the data will be kept. In other words, we will make those distributions that the solutions under different environments obey as similar as possible in the latent space, so we can map the POS we have obtained into the space, and then use those mapped solutions to construct a population which will be used to search for the POS under a new environment.

In the following Tr-DMOEA algorithm, $F_t$ is the current dynamic optimization function assuming its POS has already been found. $F_{t+1}$ is the POS at the next time the optimization function wants to solve. The major part of the algorithm, Tr-IPG, utilizes the POF at the time $t$ and the transfer learning method to generate a population which can be used to find the POS at the time $t + 1$. More specifically, we take the obtained Pareto-optimal Front (POF), the POF at the time $t$, as a source domain; the feasible solutions of the next time, the time $t + 1$, as the target domain, and then construct a mapping function $\varphi$ by using the domain adaptation approach. This mapping function will embed the distributions that the source and target domain obey separately into a latent space, and in that space the different distributions will become as small as possible. From this, we can use the POS already found to generate an initial population which can be used to search for the POS of the next moment.

**Remark 1.** The numbers of the elements of $X_s$ and $Y_t$ are predefined. In general, more sampling often means a better result, but it also needs to pay a higher computational cost, so the decision about how many solutions needed
Algorithm 2: Tr-IPG: Transfer Learning based Initial Population Generator

Input: The Dynamic Optimization Function $F_t(\cdot)$; the POS of the function $F_t(\cdot)$ at the time $t$, $POS_t = \{p_1, \ldots, p_m\}$; a kernel function $\kappa(\cdot, \cdot)$.

Output: A population Pop-init.

1 Initialization;
2 For the optimization functions $F_t(\cdot)$ and $F_{t+1}(\cdot)$, randomly generate two sets of the solutions $X_s$ and $Y_t$; /* Remark 1 */
3 Calculate the objective values of the optimization functions $F_t(X_s)$ and $F_{t+1}(Y_t)$;
4 $W \leftarrow$ TCA($\{F_t(X_s)\}$, $\{F_{t+1}(Y_t)\}$, $\kappa$);
5 $PLS \leftarrow \emptyset$; /* Remark 2 */
6 for every $p \in POS_t$ do
7    $\kappa_t \leftarrow [\kappa(F_t(p_1), F_t(p)), \ldots, \kappa(F_t(p_m), F_t(p))]^T$;
8    $\varphi(F_t(p)) \leftarrow W^T\kappa_t$;
9    $PLS = PLS \cup \{\varphi(p)\}$;
10 end
11 for every $l \in PLS$ do
12    $x \leftarrow \arg\min_x ||\varphi(F_{t+1}(x)) - l||$ /* Remark 3 */
13    Pop-init = Pop-init $\cup \{x\}$;
14 end
15 return Pop-init;
to be produced in this step depends on the resource available.

Remark 2. \( PLS \) is a set of the mapped solutions in the latent space.

Remark 3. We want to find a decision variable \( x \), such that in the latent space, \( \varphi(F_{t+1}(x)) \) is closest to \( l \in PLS \) in the latent space. This also means that we need to solve a single objective optimization problem here, and any single objective optimization algorithm can be applied to solve the problem. In this research, we use the Interior Point Algorithm to solve the problem.

What the Tr-IPG algorithm outputs is a population, so it is not difficult to find that we can combine any types of the population-based optimization algorithms with the Tr-IPG to obtain a transfer learning based dynamic multi-objective evolutionary algorithm.

Algorithm 3: Tr-DMOEA: Transfer Learning based Dynamic Multi-objective Evolutionary Algorithm

| Input:  | The Dynamic Optimization Function \( F(X) \); a population based multi-objective algorithm MOA; a kernel function \( \kappa(\cdot, \cdot) \). |
| Output: | the POSs of \( F(X) \). |

1 Initialization ;
2 Use MOA to solve \( F_0(X) \) to get a \( POS_0 \) ;
3 for \( t = 1 \) to \( n \) do  
   4 | Next-Pop = Tr-IPG(\( F_t(X) \), \( POS_{t-1} \), \( \kappa(\cdot, \cdot) \)) ; /* When a change occurred, we use Tr-IPG to generate an init population. */ |
   5 | \( POS_t = MOA(\text{Next-Pop}) \) ; |
   6 | return \( POS_t \) ; |
4 end

4 Empirical Study

Practically speaking, the proposed approach is compatible with any types of population-based optimization algorithms. As a result, in our experiments, we select three well-represented algorithms with different operating principles to verify our approach. The first one is the NSGA-II \cite{17} and it is a multiobjective evolutionary algorithm that applies nondominated sorting
and crowding distance. The second multi-objective optimization algorithm is based on particle swarm optimization and it is simply called as MOPSO [11]. The third one is the RM-MEDA [52], which is a regularity model based multiobjective estimation of distribution algorithm.

The three corresponding algorithms with the proposed transfer learning are called Tr-NSGA-II, Tr-MOPSO, and Tr-RM-MEDA, respectively for dynamic optimization. It should be noted that the original designs, NSGA-II, MOPSO, and RM-MEDA are not appropriate for dynamic optimization. It is not difficult to find that these three algorithms belong to different categories, but all of them are well-developed and proven, so it can strengthen the persuasive power and the confidence level to incorporate the proposed technology. At the same time, we also compare the new algorithms with some other state-of-art designs.

One thing we need to emphasize is that in all our experiments, the parameters are set the same. In other words, for these 12 different test functions, three different algorithms, we have used the same parameters and did not adjust the parameters, especially the parameters for the TCA method, one by one for different configurations.

4.1 Performance Metrics, Testing Functions and Settings

In this research, we use four performance metrics, the Inverted Generational Distance (IGD) and its variants, the Reactivity measure (React) and its variants, to evaluate the quality of the solutions obtained by these competing algorithms.

1. The inverted generational distance (IGD) [39] is a metric to qualify the performance of a multiobjective optimization algorithm. Let \( P^* \) be the set of uniformly distributed Pareto optimal solutions in the POF and \( P \) represent the POF obtained by the algorithm, the definition of the IGD is

\[
\text{IGD}(P^*, P, C) = \frac{\sum_{v^* \in P^*} \min_{v \in P} \|v^* - v\|}{|P^*|}.
\] (9)

If we want the value of IGD to be as small as possible, the \( P \) should be close enough to \( P^* \). In other words, the IGD depicts the difference between the real POF and the POF obtained by the competing algorithm.
Please note that the definition of the IGD is slightly different from the original one, and the major difference is the parameter $C$ in Equation (9). The parameter $C$ is a combination of the benchmark functions parameters, we call it as configuration of the benchmark functions. The configurations we used in our experiments are described in Table 2.

2. One variant of the IGD, called MIGD, can also be used to evaluate dynamic multiobjective optimization algorithms [30], and it takes the average of the IGD values in some time steps over a run as the performance metric, given by

$$
\text{MIGD}(P^*, P, C) = \frac{1}{|T|} \sum_{t \in T} \text{IGD}(P^*_t, P_t, C),
$$

(10)

where $P^*_t$ and $P^t$ represent the points set of the real POF and the approximate POF obtained by the algorithm at time $t$. We also want to evaluate those algorithms under different environments, so a novel metric, DMIGD, is defined based on the MIGD, and the definition of the DMIGD is as follows:

$$
\text{DMIGD}(P^*, P, C) = \frac{1}{|E|} \sum_{C \in E} \text{IGD}(P^*_t, P_t, C),
$$

(11)

where $|E|$ is the number of the different environments. In our experiments, we choose eight different configurations. As a result, $|E|$ equals to eight. What we want to point out is that the DMIGD can evaluate a dynamic optimization algorithm from a high-level view and it has significant difference with the MIGD since the MIGD just considers the dynamics in one environment.

3. The reactivity measure (React) [42] is used to measure the robustness of an algorithm, and its definition is as follows:

$$
\text{React}_\varepsilon(t, C) = \min \left\{ t' - t | t' < t, \frac{\text{acc}(t')}{\text{acc}(t)} \geq 1 - \varepsilon \right\},
$$

where $\text{acc}(t) = \frac{\text{HV}(\text{POF}(t))}{\text{max} \text{HV}(\text{POF})}$ means the accuracy rate of computing the POF at the time $t$, and $\text{HV}$ means the value of Hypervolume [31]. The React describes how quickly a dynamic optimization algorithm
can recover from a change, or convergence speed after changes. The value of the React is the smaller the better. We also want to evaluate the algorithms on a macro-scale, so we give two metrics based on the React,

\[ \text{MReact}_\epsilon(T, C) = \frac{1}{|T|} \sum_{t \in T} \text{React}_\epsilon(t, C), \]

\[ \text{DMReact}_\epsilon(T, C) = \frac{1}{|E|} \sum_{C \in E} \text{MReact}_\epsilon(T, C). \] (12)

The MReact value can be considered as an average of the React values at different time points, but under the same configuration; DMReact is an average of the MReact values under different configurations considered.

In the experiments, we take the IEEE CEC 2015 Benchmark problems set as test functions and the problem set has twelve testing functions [23]. In the definitions, the decision variables are \( x = (x_1, \ldots, x_n) \) and \( t = \frac{1}{n_t} \left\lfloor \frac{\tau T}{\tau_t} \right\rfloor \), where \( n_t, \tau_T, \) and \( \tau_t \) are the severity of change, maximum number of iterations, and frequency of change respectively. Table 2 describes the different combinations of \( n_t, \tau_t, \) and \( \tau_T \). Please note that, for each \( n_t-\tau_T \) combination, there will be \( \frac{\tau T}{\tau_t} \) environment changes. In other words, in all of our experiments, there are altogether twenty changes for the twelve dynamic problems.

The POFs of the testing functions have different shapes and each function belongs to a certain DMOPs type. Type I means POS changes, but POF does not change; Type II means that the POS and the POF change as well; Type III means that the POF changes, but the POS does not change. From Table 2 we can find that the POF of the functions could be non-convex, convex, isolated, deceptive, continuous or discontinuous. FDA4 and FDA5 are 3-objective functions and all of the remaining are 2-objective functions.

The dimensions of the decision variables are from 10 to 30-dimension. Please note that the A, B and C values for the functions FDA5_{iso}, FDA_{dec}, DMOP2_{iso} and DMOP2_{dec} are set to \( G(t), 0.001 \) and 0.05 respectively.

In all of the experiments, we set the population size to 200 and in each generation every algorithm will generate no more than 200 solutions. As mentioned above, we make each benchmark function changes 20 times, and in every change, we let the population carry out 50 iterations.

For the TCA parameter, we set the Gaussian kernel function as the default and the expected dimensionality was set to be 20. The value of \( \mu \) was set to 0.5.
Table 1: The Benchmark Functions

| Name | Dim. | # of Obj. | Type |
|------|------|----------|------|
| FDA4 | 12   | 2        | TYPE I |
| FDA5 | 12   | 2        | TYPE II |
| FDA5iso | 12  | 3        | TYPE II |
| FDA5dec | 12  | 3        | TYPE II |
| DIMP2 | 10   | 3        | TYPE I |
| dMOP2 | 10   | 3        | TYPE II |
| dMOP2iso | 10  | 3        | TYPE II |
| dMOP2dec | 10  | 3        | TYPE II |
| dMOP3 | 10   | 3        | TYPE I |
| HE2  | 30   | 3        | TYPE III |
| HE7  | 10   | 3        | TYPE III |
| HE9  | 10   | 3        | TYPE III |

Table 2: Configurations of the Benchmark Functions

| Parameters | $n_i$ | $T_i$ | $T_l$ |
|------------|------|------|------|
| C1         | 10   | 5    | 100  |
| C2         | 10   | 10   | 200  |
| C3         | 10   | 25   | 500  |
| C4         | 10   | 50   | 1000 |
| C5         | 1    | 10   | 200  |
| C6         | 1    | 50   | 1000 |
| C7         | 20   | 10   | 200  |
| C8         | 20   | 50   | 1000 |

4.2 Experimental Results

4.2.1 IGD Metric

For each benchmark function, we perform tests under eight different configurations which are listed in Table 2. Each function will change 20 times, and after each change the algorithms would returned a POS, and then we calculated the IGD, MIGD, and DMIGD values, respectively.

The results of these experiments are described in Tables 3 to 14. These tables recorded the MIGD values of the algorithms running on different testing functions under different environments.

In these tables, the “ROC” refers to the ratio of change and we used bold face to identify those experiments where performance has been improved.

We count all the experimental results and obtain the following observations. For the NSGA-II algorithm, the total effective rate of the Tr-NSGA-II was 78% (75/96), of which 33 testing cases increased by more than 50%, 38 increased by 5%-50% and 4 cases improved by 0-5%; for the MOPSO algorithm, the total effective rate was 70% (67/96), including 29 testing cases improved by more than 50%, 33 performance improved by 5%-50%, and five improved by 0-5%; For the RM-MEDA, the total effective rate was 73% (70/96), including 23 of the test cases increasing by more than 50%, 39

\(^2\) Please note that our experimental results are obtained without tuning the parameters one by one, and if we adjust their parameters separately for different algorithms, we have reason to believe that we can get better experimental results.
lifting 5% to 50%, and 8 improved by 0 - 5%.

These experimental results prove that the transfer learning technique can improve the performance of the existing dynamic multi-objective evolutionary algorithms. On the other hand, we would like to point out that most of the testing cases of performance degradation came from two functions - FDA5iso and DMOP2iso. The common characteristic of these two functions is the isolated POFs, so we suspect that the reason why the performance is poor for the two benchmark functions is inappropriate parameters settings.

We also compared the DMIGD value for the algorithms, including Multidimensional Bayesian Network based Estimation Distribution Algorithm (MBN-EDA) [27], Random immigrants strategy based multiobjective Differential evolutionary algorithm with Decomposition (RND) and the Kalman Filter prediction based DMOEA (MOEA/D-KF) [30], and the results are depicted in Table 15. The experimental results show that the transfer learning based algorithms have better performance in different situations. Even compared with chosen state-of-the-art algorithms, these transfer learning based algorithms can be much more efficient.

4.2.2 React Metric

Table 16 depicts the DMReact values of the algorithms. We found that the Tr-NSGA-II and Tr-MOPSO algorithms have shown improvements, which suggest that, at least at this parameters setting, the proposed approach can improve the adaptability of the NSGA-II and the MOPSO under dynamic environments. However the robustness of the RM-MEDA seems to be reduced, and one reason we envision is that the TCA method reduces the diversity of the solutions. So how to improve the diversity and the robustness is an interesting topic for the future research. The optimal choice of the parameter setting will be also be pursued in our future research.

5 Conclusion and Future Works

In this paper, we proposed an approach of using a transfer learning technique to enhance the performance of dynamic multi-objective evolutionary algorithms. Our basic idea is that the feasible solutions of the DMOPs at different times obey the different probability distributions, though there are some relationships between these probability distributions, but they are not
Table 3: FDA4

|     | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-----|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1  | MIGD    | 0.2276     | 0.0881  | 0.0627| 0.0627   | 0.0627  | 0.0627  | 0.0627     | 0.0627  |
|     | VAR     | 1.8246     | 9.2057E-07 | 7.7745E-05 | 1.3804E-05 | 1.801E-05 | 3.2465E-07 | 21.4710 |
| C2  | MIGD    | 0.2244     | 0.0849  | 0.0635| 0.0635   | 0.0635  | 0.0635  | 0.0635     | 0.0635  |
|     | VAR     | 4.8821     | 2.8997E-07 | 7.0345E-05 | 3.6274E-05 | 1.6435 | 3.9655E-07 | 22.7386 |
| C3  | MIGD    | 0.2123     | 0.0861  | 0.0636| 0.0635   | 0.0635  | 0.0635  | 0.0635     | 0.0635  |
|     | VAR     | 6.7454     | 6.7814E-07 | 6.4817E-05 | 2.1779E-09 | 15.8521 | 1.7372E-07 | 22.4152 |
| C4  | MIGD    | 0.2121     | 0.0857  | 0.0634| 0.0635   | 0.0635  | 0.0635  | 0.0635     | 0.0635  |
|     | VAR     | 1.3541     | 1.2135E-06 | 6.4617E-05 | 1.3470E-07 | 1.6908E-07 | 1.5491E-07 | 22.9059 |
| C5  | MIGD    | 0.3982     | 0.0853  | 0.0624| 0.0624   | 0.0624  | 0.0624  | 0.0624     | 0.0624  |
|     | VAR     | 4.6983     | 1.9002E-07 | 4.8915E-05 | 7.7221E-07 | 78.5738 | 4.6751E-07 | 25.7460 |
| C6  | MIGD    | 0.4151     | 0.0840  | 0.0625| 0.0625   | 0.0625  | 0.0625  | 0.0625     | 0.0625  |
|     | VAR     | 5.8715     | 3.7606E-07 | 5.3574E-05 | 1.5320E-09 | 13.0396 | 2.2625E-08 | 27.7021 |
| C7  | MIGD    | 0.2003     | 0.0878  | 0.0634| 0.0635   | 0.0635  | 0.0635  | 0.0635     | 0.0635  |
|     | VAR     | 2.9321     | 7.0745E-06 | 1.3014E-04 | 4.5717E-07 | 56.1868 | 4.1111E-07 | 23.2155 |
| C8  | MIGD    | 0.2174     | 0.0847  | 0.0622| 0.0622   | 0.0622  | 0.0622  | 0.0622     | 0.0622  |
|     | VAR     | 1.6242     | 5.8611E-07 | 9.0152E-05 | 3.5372E-07 | 61.0192 | 9.4215E-09 | 23.0764 |

Table 4: FDA5

|     | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-----|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1  | MIGD    | 0.2400     | 0.1413  | 0.1182| 0.1182   | 0.1182  | 0.1182  | 0.1182     | 0.1182  |
|     | VAR     | 1.5776     | 5.1236E-06 | 4.9414E-03 | 5.1835E-09 | 43.0924 | 3.5848E-04 | 1.3514E-06 | 54.0663 |
| C2  | MIGD    | 0.3299     | 0.1313  | 0.1193| 0.1193   | 0.1193  | 0.1193  | 0.1193     | 0.1193  |
|     | VAR     | 4.9722     | 2.2216E-04 | 3.4133E-02 | 3.8753E-06 | 37.7968 | 1.7165E-03 | 2.6424E-07 | 59.9575 |
| C3  | MIGD    | 0.2283     | 0.2611  | 0.1238| 0.1238   | 0.1238  | 0.1238  | 0.1238     | 0.1238  |
|     | VAR     | 1.9996     | 7.0216E-04 | 1.9966E-04 | 2.5566E-06 | 14.4057 | 3.0912E-03 | 2.8186E-07 | 61.6615 |
| C4  | MIGD    | 0.2254     | 0.1929  | 0.1212| 0.1212   | 0.1212  | 0.1212  | 0.1212     | 0.1212  |
|     | VAR     | 3.4071     | 9.1425E-05 | 9.5470E-04 | 2.9989E-08 | 21.5557 | 2.0916E-05 | 5.7409E-08 | 57.4097 |
| C5  | MIGD    | 0.6507     | 0.4902  | 0.1130| 0.1130   | 0.1130  | 0.1130  | 0.1130     | 0.1130  |
|     | VAR     | 2.0832     | 7.0144E-04 | 1.8878E-04 | 2.7858E-06 | 37.1174 | 2.0996E-03 | 1.6960E-04 | 76.5526 |
| C6  | MIGD    | 0.6709     | 0.4900  | 0.1270| 0.1270   | 0.1270  | 0.1270  | 0.1270     | 0.1270  |
|     | VAR     | 2.0832     | 7.0144E-04 | 2.8644E-03 | 1.0997E-03 | 39.0381 | 2.0996E-03 | 2.0843E-04 | 69.4866 |
| C7  | MIGD    | 0.1884     | 0.4199  | 0.1164| 0.1164   | 0.1164  | 0.1164  | 0.1164     | 0.1164  |
|     | VAR     | 2.4646     | 3.2471E-08 | 1.0315E-04 | 6.6345E-05 | 20.3940 | 4.4035E-05 | 5.6086E-10 | 56.2418 |
| C8  | MIGD    | 0.2057     | 0.5177  | 0.2179| 0.2179   | 0.2179  | 0.2179  | 0.2179     | 0.2179  |
|     | VAR     | 1.9567     | 5.2999E-04 | 1.8831E-04 | 2.1885E-05 | 33.0929 | 7.2232E-04 | 4.7222E-08 | 54.7071 |
### Table 5: FDA5_{iso}

| | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|---|---|---|---|---|---|---|---|---|---|
| C1 | MIGD | 0.0990 | 0.1474 | 48.9093 | 0.1143 | 0.1270 | -11.0275 | 0.0666 | 0.0668 | -0.2884 |
| | VAR | 7.4915E-06 | 2.1071E-03 | 1.2904E-04 | 3.7265E-09 | 2.6494E-08 | 3.0749E-08 |
| C2 | MIGD | 0.1062 | 0.1246 | -17.3705 | 0.1137 | 0.1223 | -7.5808 | 0.0662 | 0.0663 | -0.0852 |
| | VAR | 1.7928E-04 | 1.5697E-03 | 3.2967E-05 | 5.8249E-09 | 3.0749E-08 |
| C3 | MIGD | 0.0999 | 0.1318 | -31.8317 | 0.1169 | 0.1194 | -2.1164 | 0.0669 | 0.0669 | 0.0839 |
| | VAR | 5.3260E-06 | 4.5014E-04 | 4.5508E-06 | 1.7117E-07 | 2.6062E-09 |
| C4 | MIGD | 0.0959 | 0.1266 | -31.9813 | 0.1156 | 0.1223 | -1.4932 | 0.0663 | 0.0663 | -0.2978 |
| | VAR | 3.9586E-06 | 9.6354E-05 | 1.6925E-04 | 4.5491E-09 | 1.5496E-08 |
| C5 | MIGD | 0.1245 | 0.1496 | -20.1368 | 0.1026 | 0.1155 | -12.5111 | 0.0624 | 0.0613 | 1.8057 |
| | VAR | 1.0807E-04 | 2.2636E-06 | 2.1923E-09 | 4.0145E-06 | 1.0112E-07 |
| C6 | MIGD | 0.1098 | 0.1113 | -26.0648 | 0.1053 | 0.1107 | -5.1149 | 0.0611 | 0.0612 | -0.057 |
| | VAR | 3.2348E-06 | 1.4977E-04 | 1.4460E-10 | 1.2519E-08 | 2.1923E-09 |
| C7 | MIGD | 0.0950 | 0.0973 | -4.4199 | 0.1062 | 0.1136 | -6.9763 | 0.0651 | 0.0655 | -0.625 |
| | VAR | 1.4644E-06 | 1.9496E-05 | 1.1739E-06 | 5.1521E-08 | 1.9059E-07 |
| C8 | MIGD | 0.1081 | 0.1148 | -6.1528 | 0.1100 | 0.1188 | -8.0000 | 0.0653 | 0.0654 | -0.0824 |
| | VAR | 3.9303E-04 | 5.5916E-04 | 9.8240E-05 | 2.1896E-09 | 6.6672E-09 |

### Table 6: FDA5_{dec}

| | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|---|---|---|---|---|---|---|---|---|---|
| C1 | MIGD | 0.3701 | 0.2967 | 19.8300 | 0.2068 | 0.1706 | -10.0275 | 0.0666 | 0.0668 | -0.2884 |
| | VAR | 1.6658E-03 | 4.1428E-07 | 1.1537E-04 | 6.6176E-09 | 3.0133E-09 |
| C2 | MIGD | 0.3640 | 0.3018 | 17.0947 | 0.2113 | 0.1655 | -11.5111 | 0.0624 | 0.0613 | 33.1499 |
| | VAR | 2.5092E-03 | 1.6653E-03 | 4.5714E-03 | 1.6347E-09 | 5.1570E-09 |
| C3 | MIGD | 0.4321 | 0.3194 | 26.0648 | 0.2840 | 0.2304 | 30.6647 | 0.0671 | 0.0670 | 37.1567 |
| | VAR | 1.9916E-02 | 3.9818E-06 | 1.4665E-05 | 2.5114E-03 | 4.9079E-04 |
| C4 | MIGD | 0.4584 | 0.2740 | 42.2200 | 0.1882 | 0.1431 | 29.3749 | 0.0639 | 0.0638 | 35.8319 |
| | VAR | 1.5253E-03 | 1.6655E-04 | 1.4430E-05 | 5.9788E-04 | 4.7660E-04 |
| C5 | MIGD | 0.1684 | 0.9052 | 22.5197 | 0.1000 | 0.1188 | -8.0000 | 0.0653 | 0.0654 | -0.0824 |
| | VAR | 6.3473E-04 | 4.1290E-02 | 4.1398E-03 | 6.1639E-06 | 1.8460E-05 |

| C6 | MIGD | 0.1812 | 0.1747 | 3.0703 | 0.4802 | 0.4323 | 11.7771 | 0.3892 | 0.3890 | 65.9900 |
| | VAR | 1.1343E-02 | 4.5164E-02 | 4.8785E-03 | 3.4907E-03 | 7.1229E-04 |
| C7 | MIGD | 0.4179 | 0.2011 | 51.8789 | 0.1897 | 0.1363 | 28.1784 | 0.0626 | 0.0626 | 41.7235 |
| | VAR | 4.7462E-03 | 5.6860E-05 | 2.8357E-05 | 1.7203E-04 | 1.0517E-05 |
| C8 | MIGD | 0.3431 | 0.2013 | 41.3357 | 0.1794 | 0.1423 | 20.6783 | 0.0639 | 0.0636 | 45.6626 |
| | VAR | 1.8925E-05 | 2.4062E-03 | 9.9454E-04 | 3.7666E-03 | 1.9394E-04 |
Table 7: DIMP2

|     | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-----|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1  | MIGD    | 3.6287     | 2.5147  | 30.6992 | 1.59046E-02 | 0.4010  | 86.5408 | 2.6977     | 1.7667E-02 | 4.9018 |
|     | VAR     | 1.8027E-01 |         |        |           |         |         | 5.2097     | 1.1118E-03 | 5.2399 |
| C2  | MIGD    | 4.0771     | 2.3481  | 42.4074 | 1.61345E-02 | 0.2857  | 88.3509 | 4.8828     | 2.2842E-01 | 4.9851 |
|     | VAR     | 4.7095E-02 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |
| C3  | MIGD    | 4.5350     | 2.5097  | 39.5693 | 1.23345E-02 | 0.1475  | 93.0529 | 4.8860     | 2.2842E-01 | -2.0293 |
|     | VAR     | 1.6555E-01 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |
| C4  | MIGD    | 3.6302     | 2.3739  | 34.6066 | 1.35546E-02 | 0.1476  | 94.7278 | 4.8559     | 5.6988E-05 | 4.8186 |
|     | VAR     | 1.6555E-01 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |
| C5  | MIGD    | 4.4608     | 2.3525  | 47.2980 | 1.53245E-02 | 0.1476  | 73.9764 | 4.9163     | 7.1925E-02 | 4.9695 |
|     | VAR     | 4.6841E-01 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |
| C6  | MIGD    | 3.5897     | 2.0209  | 38.6900 | 2.25071E-01 | 0.2932  | 87.1703 | 3.9886     | 2.7665E-01 | 4.9583 |
|     | VAR     | 9.8967E-03 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |
| C7  | MIGD    | 3.7563     | 2.3449  | 37.5743 | 1.53245E-02 | 0.1476  | 83.6751 | 4.7298     | 1.6563E-03 | 4.8399 |
|     | VAR     | 2.4725E-04 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |
| C8  | MIGD    | 3.8851     | 2.1546  | 44.5419 | 2.4292E-01 | 0.2581  | 89.3735 | 4.8794     | 5.1023     | -4.5683 |
|     | VAR     | 2.5013E-01 |         |        |           |         |         | 5.3299     | 3.2482E-01 | -2.0293 |

Table 8: DMOP2

|     | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-----|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1  | MIGD    | 0.1367     | 0.0342  | 74.9665 | 0.1472   | 0.0105  | 92.8490 | 0.0039     | 2.9249E-04 | -827.7905 |
|     | VAR     | 8.3806E-05 | 2.2300E-07 |       | 1.4969E-05 | 6.4208E-06 |         | 8.9592E-08 | 2.9249E-04 | -827.7905 |
| C2  | MIGD    | 0.1097     | 0.0367  | 66.5239 | 0.2784   | 0.0090  | 96.7735 | 0.0043     | 1.6787E-06 | 5.72081 |
|     | VAR     | 3.4897E-04 | 5.6140E-06 |       | 1.7974E-02 | 9.0819E-07 |         | 1.6787E-06 | 5.72081 |
| C3  | MIGD    | 0.1392     | 0.0300  | 78.4328 | 0.3780   | 0.0097  | 96.5132 | 0.0047     | 1.0098E-04 | 37.5324 |
|     | VAR     | 1.5812E-03 | 2.5497E-07 |       | 2.0922E-05 | 2.0104E-06 |         | 1.0098E-04 | 37.5324 |
| C4  | MIGD    | 0.1234     | 0.0407  | 67.0124 | 0.1821   | 0.0092  | 94.9274 | 0.0044     | 1.6866E-07 | 5.72081 |
|     | VAR     | 3.4172E-04 | 1.5153E-04 |       | 8.6540E-03 | 1.1422E-07 |         | 1.6866E-07 | 5.72081 |
| C5  | MIGD    | 0.2039     | 2.2619  | -676.2964 | 0.3241   | 1.8732  | 18.3749 | 18.3730     | 18.3730     | 18.3730 |
|     | VAR     | 1.5189E-04 | 8.5129E-06 |       | 1.1403E-01 | 6.3002E-00 |         | 1.3102E-01 | 1.3102E-01 |
| C6  | MIGD    | 2.3484     | 0.2593  | 88.9568 | 0.3415   | 0.0874  | 73.8764 | 0.0038     | 3.5400E-03 | -1.6652 |
|     | VAR     | 7.5218E+00 | 1.3435E-03 |       | 1.8818E-02 | 8.9815E-06 |         | 1.3102E-01 | 1.3102E-01 |
| C7  | MIGD    | 0.0967     | 0.0375  | 61.2215 | 0.0252   | 0.0186  | 26.1430 | 0.0003     | 7.0391E-08 | 21.0670 |
|     | VAR     | 5.6724E-05 | 9.6483E-05 |       | 6.0961E-08 | 2.2825E-04 |         | 7.0391E-08 | 21.0670 |
| C8  | MIGD    | 0.1136     | 0.0311  | 72.6521 | 0.0668   | 0.0184  | 84.3618 | 0.0034     | 5.6928E-08 | 13.9372 |
|     | VAR     | 8.9671E-04 | 1.3540E-05 |       | 4.3184E-03 | 3.9729E-06 |         | 5.6928E-08 | 13.9372 |
### Table 9: DMOP2_{iso}

|     | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-----|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1  | MIGD    | 0.0026     | 1.4710E-12 | 0.0027 | 0.0027   | -4.8403 | 0.0048  | 3.9083E-09 | 0.0049  |
|     | VAR     | 7.0791E-10 | 7.0791E-10 |       | 7.0791E-10 |       | 3.2989E-10 | 3.2989E-10 |       |
| C2  | MIGD    | 0.0026     | 7.0355E-10 | 0.0027 | 2.1892E-10 | -4.4605 | 0.0050  | 8.0959E-09 | 0.0049  |
|     | VAR     | 8.0959E-09 | 8.0959E-09 |       | 8.0959E-09 |       | 6.0198E-11 | 6.0198E-11 |       |
| C3  | MIGD    | 0.0026     | 1.4253E-09 | 0.0027 | 2.3027E-09 | -6.8106 | 0.0049  | 9.2590E-09 | 0.0048  |
|     | VAR     | 9.2590E-09 | 9.2590E-09 |       | 9.2590E-09 |       | 1.0770E-08 | 1.0770E-08 |       |
| C4  | MIGD    | 0.0026     | 4.3446E-11 | 0.0027 | 5.6593E-09 | -3.1781 | 0.0051  | 3.8902E-13 | 3.8902E-13 |
|     | VAR     | 3.8902E-13 | 3.8902E-13 |       | 3.8902E-13 |       | 4.0647E-12 | 4.0647E-12 |       |
| C5  | MIGD    | 0.1212     | 1.4153E-05 | 0.1304 | 1.2108E-05 | -7.5468 | 0.1127  | 5.5578E-08 | 0.1127  |
|     | VAR     | 5.5578E-08 | 5.5578E-08 |       | 5.5578E-08 |       | 6.6161E-10 | 6.6161E-10 |       |
| C6  | MIGD    | 0.1232     | 1.4552E-05 | 0.1402 | 2.1830E-06 | -13.7891 | 0.1127  | 4.6055E-08 | 0.1128  |
|     | VAR     | 4.6055E-08 | 4.6055E-08 |       | 4.6055E-08 |       | 1.7908E-08 | 1.7908E-08 |       |
| C7  | MIGD    | 0.0025     | 5.2342E-10 | 0.0026 | 3.4636E-10 | -2.9765 | 0.0048  | 1.3988E-08 | 0.0049  |
|     | VAR     | 1.3988E-08 | 1.3988E-08 |       | 1.3988E-08 |       | 2.4884E-09 | 2.4884E-09 |       |
| C8  | MIGD    | 0.0026     | 1.1393E-10 | 0.0026 | 8.7427E-10 | -2.4833 | 0.0050  | 1.6665E-08 | 0.0049  |
|     | VAR     | 1.6665E-08 | 1.6665E-08 |       | 1.6665E-08 |       | 6.8648E-12 | 6.8648E-12 |       |

### Table 10: DMOP2_{dec}

|     | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-----|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1  | MIGD    | 0.3575     | 5.4066E-05 | 0.1969 | 8.4666E-04 | 44.9115 | 0.3064  | 5.7040E-02 | 0.3067  |
|     | VAR     | 8.4666E-04 | 8.4666E-04 |       | 8.4666E-04 |       | 4.0637E-05 | 4.0637E-05 |       |
| C2  | MIGD    | 0.4193     | 3.3718E-03 | 0.2041 | 1.3901E-06 | 51.2453 | 0.2230  | 7.8828E-05 | 0.2214  |
|     | VAR     | 1.3901E-06 | 1.3901E-06 |       | 1.3901E-06 |       | 1.0986E-06 | 1.0986E-06 |       |
| C3  | MIGD    | 0.3923     | 2.2371E-03 | 0.2182 | 3.4360E-06 | 44.3910 | 0.2267  | 3.7621E-03 | 0.2258  |
|     | VAR     | 3.4360E-06 | 3.4360E-06 |       | 3.4360E-06 |       | 4.9301E-03 | 4.9301E-03 |       |
| C4  | MIGD    | 0.4062     | 3.5987E-03 | 0.2432 | 1.2907E-06 | 40.1262 | 0.4104  | 6.8571E-02 | 0.4102  |
|     | VAR     | 1.2907E-06 | 1.2907E-06 |       | 1.2907E-06 |       | 2.4467E-06 | 2.4467E-06 |       |
| C5  | MIGD    | 1.2991     | 5.5417E-03 | 0.3970 | 7.5395E-06 | 23.2553 | 0.6897  | 1.1221E-03 | 0.6897  |
|     | VAR     | 5.5417E-03 | 7.5395E-06 |       | 7.5395E-06 |       | 1.1221E-03 | 1.1221E-03 |       |
| C6  | MIGD    | 1.5098     | 2.8521E-02 | 0.8630 | 1.6001E-03 | 42.4497 | 0.6092  | 2.3515E-01 | 0.6093  |
|     | VAR     | 2.8521E-02 | 2.8521E-02 |       | 2.8521E-02 |       | 2.8605E-05 | 2.8605E-05 |       |
| C7  | MIGD    | 0.3701     | 3.8975E-03 | 0.2011 | 4.6098E-03 | 45.6631 | 0.4014  | 2.3074E-05 | 0.4015  |
|     | VAR     | 3.8975E-03 | 4.6098E-03 |       | 4.6098E-03 |       | 9.5204E-08 | 9.5204E-08 |       |
| C8  | MIGD    | 0.2878     | 1.7600E-03 | 0.2142 | 1.8550E-04 | 25.5755 | 0.3977  | 2.0118E-02 | 0.3977  |
|     | VAR     | 1.7600E-03 | 1.8550E-04 |       | 1.8550E-04 |       | 7.5405E-07 | 7.5405E-07 |       |
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|                  | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|------------------|---------|------------|---------|-------|----------|---------|---------|------------|---------|
|                  | MIGD    | VAR        |         |       |          |         |         |            |         |
| C1               | 0.1084  | 0.0296     | 72.7002 | 0.0105| 0.0416   | -296.0364| 0.0033  | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 3.737E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.903E-04 | 2.207E-04 | 73.6077 | 0.0143| 0.0065   | 5.2900E-09| 54.2790 | 6.391E-09 | 0.0024  | 22.0849 |
|                  | 1.0447E-06 | 3.2505E-05 |        |       |          |         |         |            |         |
|                  | 7.5603E-05 | 2.608E-08 | 57.6545 | 0.0090| 0.0064   | 1.0967E-08| 24.6490 | 1.0279E-08| 0.0030  | 0.4896  |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 83.5041 | 0.0077| 0.0062   | 8.904E-09 | 19.3390 | 3.385E-09 | 0.0038  | -25.1478|
|                  | 5.9603E-05 | 2.608E-08 |        |       |          |         |         |            |         |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |
|                  | 7.3738E-05 | 7.955E-06 |        |       |          |         |         |            |         |
|                  | 2.390E-04 | 2.207E-04 | 24.6490 | 0.0033| 0.0025   | 4.5813E-11| 0.0025  | 24.6490 |

|                  | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|------------------|---------|------------|---------|-------|----------|---------|---------|------------|---------|
|                  | MIGD    | VAR        |         |       |          |         |         |            |         |
| C1               | 0.1942  | 0.1889     | 2.7314  | 0.0795| 0.0663   | 14.0445 | 0.8809  | 9.0862E-05| 0.1162  | 86.8097 |
|                  | 1.2666E-03 | 1.7182E-04 |        |       |          |         |         |            |         |
|                  | 1.0547E-03 | 7.773E+00 |        |       |          |         |         |            |         |
|                  | 3.5962E-04 | 5.396E-06 | 74.1808 | 0.0115| 0.0076   | 1.0151E-04| 2.2629E-08| 4.1482E-09| 0.0026  | 10.7489 |
|                  | 1.1174  | 0.0278     | 76.2864 | 0.0086| 0.0063   | 2.955E-07 | 26.7219 | 3.5712E-07| 0.0024  | 27.4789 |
|                  | 1.919E-04 | 1.072E-04 |        |       |          |         |         |            |         |

Table 11: DMOP3

Table 12: HE2
|       | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-------|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1    | MIGD    | 0.0971     | 0.0417  | 57.1039 | 0.0516   | 5.3278  | 0.0328  | 2.8756     | 0.0354  | 19.3090 |
|       | VAR     | 1.437E-06  | 1.753E-06 | 2.938E-04 | 3.408E-06 | 1.773E-04 | 4.520E-06 |
| C2    | MIGD    | 0.0988     | 0.0400  | 58.5736 | 0.0588   | 3.304E-08 | 0.0440  | 2.8756     | 0.0354  | 21.8294 |
|       | VAR     | 1.880E-06  | 2.047E-06 | 7.892E-05 | 6.340E-08 | 1.746E-04 | 1.929E-06 |
| C3    | MIGD    | 0.1012     | 0.0410  | 59.4455 | 0.0600   | 1.994E-05 | 0.0419  | 2.8756     | 0.0354  | 21.4040 |
|       | VAR     | 1.0019E-05 | 2.494E-10 | 5.210E-05 | 1.392E-06 | 1.595E-04 | 1.910E-07 |
| C4    | MIGD    | 0.1036     | 0.0398  | 61.5666 | 0.0596   | 3.305E-06 | 0.0344  | 2.8756     | 0.0354  | 20.2879 |
|       | VAR     | 2.229E-05  | 1.923E-06 | 3.205E-06 | 3.331E-06 | 1.297E-04 | 1.910E-06 |
| C5    | MIGD    | 0.0779     | 0.0362  | 53.4686 | 0.0613   | 7.431E-05 | 0.0297  | 2.8756     | 0.0354  | 19.2266 |
|       | VAR     | 2.401E-05  | 9.312E-08 | 4.570E-05 | 1.392E-06 | 1.189E-04 | 4.016E-06 |
| C6    | MIGD    | 0.0781     | 0.0326  | 58.3400 | 0.0579   | 1.563E-05 | 0.0391  | 2.8756     | 0.0354  | 14.8676 |
|       | VAR     | 7.620E-06  | 6.216E-08 | 2.084E-05 | 8.111E-05 | 1.426E-04 | 6.390E-06 |
| C7    | MIGD    | 0.0839     | 0.0306  | 61.8972 | 0.0547   | 1.234E-05 | 0.0333  | 2.8756     | 0.0354  | 21.3226 |
|       | VAR     | 3.404E-05  | 1.907E-06 | 1.885E-06 | 1.844E-06 | 1.374E-04 | 4.244E-06 |
| C8    | MIGD    | 0.1059     | 0.0303  | 61.9792 | 0.0547   | 2.310E-06 | 0.0343  | 2.8756     | 0.0354  | 22.5674 |
|       | VAR     | 2.546E-06  | 2.457E-10 | 2.189E-06 | 5.026E-06 | 1.503E-04 | 4.026E-06 |

Table 13: HE7

|       | NSGA-II | Tr-NSGA-II | ROC (%) | MOPSO | Tr-MOPSO | ROC (%) | RM-MEDA | Tr-RE-MEDA | ROC (%) |
|-------|---------|------------|---------|-------|----------|---------|---------|------------|---------|
| C1    | MIGD    | 0.3028     | 0.2500  | 14.7877 | 0.2648   | 0.2961   | 0.2653  | 0.2453     | 7.4804  |
|       | VAR     | 2.910E-05  | 1.552E-05 | 8.016E-06 | 3.576E-05 | 4.027E-04 | 3.913E-07 |
| C2    | MIGD    | 0.3089     | 0.2617  | 13.0234 | 0.2712   | 0.3023   | 0.2637  | 0.2437     | 7.0687  |
|       | VAR     | 2.052E-06  | 5.990E-06 | 7.183E-07 | 4.693E-05 | 3.121E-07 | 2.460E-07 |
| C3    | MIGD    | 0.3057     | 0.2548  | 16.6490 | 0.2675   | 0.3004   | 0.2634  | 0.2451     | 6.9490  |
|       | VAR     | 2.247E-05  | 2.215E-05 | 1.655E-06 | 2.955E-05 | 1.410E-06 | 3.209E-07 |
| C4    | MIGD    | 0.3029     | 0.2635  | 12.9993 | 0.2655   | 0.3028   | 0.2639  | 0.2457     | 6.9055  |
|       | VAR     | 4.635E-05  | 8.217E-05 | 1.031E-06 | 2.922E-05 | 3.705E-06 | 2.166E-06 |
| C5    | MIGD    | 0.2670     | 0.2270  | 14.9754 | 0.1877   | 0.2572   | 0.2635  | 0.2168     | 8.3525  |
|       | VAR     | 1.158E-06  | 1.598E-06 | 5.101E-06 | 1.077E-04 | 1.863E-05 | 5.316E-10 |
| C6    | MIGD    | 0.2669     | 0.2279  | 14.6107 | 0.1908   | 0.2544   | 0.2566  | 0.2179     | 7.5252  |
|       | VAR     | 3.162E-06  | 2.747E-05 | 4.214E-08 | 2.371E-05 | 2.790E-06 | 5.385E-06 |
| C7    | MIGD    | 0.3050     | 0.2508  | 16.1353 | 0.2551   | 0.2963   | 0.2863  | 0.2419     | 6.7409  |
|       | VAR     | 8.065E-05  | 1.595E-05 | 3.253E-07 | 4.702E-06 | 3.792E-06 | 1.054E-05 |
| C8    | MIGD    | 0.3054     | 0.2579  | 15.4894 | 0.2645   | 0.3003   | 0.2899  | 0.2467     | 5.4267  |
|       | VAR     | 2.493E-05  | 3.747E-06 | 1.270E-07 | 1.067E-05 | 5.973E-07 | 5.425E-09 |

Table 14: HE9
### Table 15: DMIGD Values of Different Algorithms

| DMIGD | NSGA-II | Tr-NSGA-II | MOPSO | Tr-MOPSO | RM-MEDA | Tr-RM-MEDA | MBN-EDA | RND | MOEA/D-KF |
|-------|---------|------------|-------|----------|---------|------------|---------|-----|----------|
| FDA4  | 0.2634  | 0.0858     | 0.0732| 0.0609   | 0.0680  | **0.0520** | 0.43    | 0.1698 | 0.1913   |
| FDA5  | 0.3301  | 0.2306     | 0.2131| 0.1196   | 0.2089  | **0.0776** | 0.51    | 0.5323 | 0.4963   |
| FDA5_{iso} | 0.1048 | 0.1292     | 0.1106| 0.1181   | 0.0650  | **0.0649** | 0.64    | 0.1433 | 0.1465   |
| FDA5_{dec} | 0.5923 | 0.4559     | 0.2746| 0.2139   | 0.5779  | **0.3275** | 1.27    | 0.5403 | 0.5476   |
| DIMP2 | 3.8986  | 2.3502     | 2.3684| **0.2937** | 4.8892  | 4.9769     | 6.97    | 17.9537| 22.9536  |
| DMOP2 | 0.4202  | 0.3439     | **0.2129** | 0.2538   | 4.5942  | 4.7130     | 1.4     | 1.4329 | 3.0619   |
| DMOP2_{iso} | 0.0325 | 0.0358     | 0.0319| 0.0318   | **0.0290** | 0.0290    | 2.56    | 0.0315 | 0.0316   |
| DMOP2_{dec} | 0.6303 | 0.3930     | 0.4192| **0.0254** | 0.1449  | 0.0940     | 2.89    | 9.0504 | 9.2188   |
| DMOP3 | 0.8851  | 1.0133     | 0.2851| **0.2650** | 4.5897  | 4.6177     | 1.38    | 0.0697 | 0.0836   |
| HE2   | 0.2096  | 0.1501     | 0.0847| **0.0640** | 0.8451  | 0.1017     | 0.83    | 0.0744 | 0.0745   |
| HE7   | 0.0946  | 0.0390     | 0.0582| 0.0583   | 0.0428  | **0.0342** | 0.21    | 0.1787 | 0.2365   |
| HE9   | 0.2954  | 0.2508     | 0.2459| 0.2887   | 0.2566  | **0.2383** | 0.36    | 0.3432 | 0.4108   |

This is a typical non-independent identically distributed (Non-IID) problem, so classical machine learning methods are difficult to solve it.

For this reason, it is no surprise to understand why the traditional dynamic optimization algorithms which based on classical machine learning are hard to achieve a satisfactory performance. To overcome these problems, we employed the techniques from the transfer learning to develop an algorithmic framework, which will create benefits to a broad class of population-based dynamic multi-objective evolutionary algorithms.

In our approach, we consider the different probability distributions that the feasible solutions obey at the different time as the source and target domains, respectively. We hope to be able to use the gained POS from the source domain to improve computational efficiency in search for POS at the next time instance. To achieve this goal, the transfer component analysis technique is applied to find a latent space where the global feature, MMD value, of the source and target domains is as small as possible. Meanwhile the major statistical characteristics of the data, i.e., the variance will try to remain unchanged. In this way, we can use the gained POS to construct an initial population which can be used by any population-based optimization algorithm to find the POS of the next time.

We realized this idea and implemented three well-known multi-objective optimization algorithm: NSGA-II, MOPSO, and RM-MEDA. The reason why we choose these three algorithms is not only they have already been
Table 16: DMReact Value of the Algorithms

| DMReact | NSGA-II | Tr-NSGA-II | MOPSO | Tr-MOPSO | RM-MEDA | Tr-RM-MEDA |
|---------|---------|-----------|-------|----------|---------|------------|
| FDA4    | 1.9803  | 1.7664    | 1.4934| 1.2895   | 1.5033  | 1.7072     |
| FDA5    | 1.7204  | 1.5625    | 1.4375| 1.3092   | 2.9638  | 1.6086     |
| FDA5_iso| 1.7105  | 1.4539    | 1.6283| 1.7039   | 1.0329  | 1.0066     |
| FDA5_dec| 1.7928  | 1.8224    | 1.5132| 1.9375   | 2.5000  | 2.5263     |
| DIMP2   | 2.2697  | 2.2763    | 1.4013| 1.1151   | 1.9243  | 2.0197     |
| DMOP2   | 2.1645  | 1.9671    | 1.5592| 1.8487   | 1.5789  | 1.7467     |
| DMOP2_iso| 1.4375 | 1.4836    | 1.4704| 1.3586   | 1.3355  | 1.4605     |
| DMOP2_dec| 2.2961 | 2.0164    | 1.5461| 2.1809   | 1.9309  | 2.1316     |
| DMOP3   | 1.7039  | 1.3816    | 1.5329| 1.3026   | 1.0987  | 1.1349     |
| HE2     | 2.0428  | 1.9474    | 1.0987| 1.2862   | 2.1086  | 1.4572     |
| HE7     | 1.0000  | 1.0000    | 1.0000| 1.0000   | 1.0000  | 1.0000     |
| HE9     | 1.0000  | 1.0000    | 1.0000| 1.3125   | 1.0000  | 1.0000     |

used extensively, but they are typical of three different metaphors: genetic algorithms, particle swarm optimization algorithms, and estimation of distribution algorithms. We compared the revised algorithms with the original designs and some chosen competing algorithms on a well-accepted benchmark set which involves twelve testing functions. Almost all the experimental results showed that introducing the transfer learning technique into the dynamic optimization algorithm can greatly improve the quality of the solutions and robustness of the algorithms.

What we also want to point out is that the proposed approach shows flexibility, that means it can be applied to rebuild a wide class of optimization algorithms make them to adapt dynamic environment but without extensive modifications. This is very important to reuse the existing algorithms. This research can be considered as a starting point, but it at least teaches us two things. At first, this work implies that different kinds of machine learning methods can bring the DMOPs merits, and secondly, it inspires us to think is it possible to reuse knowledge via the operators? Can we introduce other transfer learning technique [24] and if we can apply this new kind of optimization algorithm to solve real-world problems [9, 26, 8, 25]?
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