Gait Cycle Reconstruction and Human Identification from Occluded Sequences
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Abstract—Gait-based person identification from videos captured at surveillance sites using Computer Vision-based techniques is quite challenging since these walking sequences are usually corrupted with occlusion, and a complete cycle of gait is not always available. In this work, we propose an effective neural network-based model to reconstruct the occluded frames in an input sequence before carrying out gait recognition. Specifically, we employ LSTM networks to predict an embedding for each occluded frame both from the forward and the backward directions, and next fuse the predictions from the two LSTMs by employing a network of residual blocks and convolutional layers. While the LSTMs are trained to minimize the mean-squared loss, the fusion network is trained to optimize the pixel-wise cross-entropy loss between the ground-truth and the reconstructed samples. Evaluation of our approach has been done using synthetically occluded sequences generated from the OU-ISIR LP and CASIA-B data and real-occluded sequences present in the TUM-IITKGP data. The effectiveness of the proposed reconstruction model has been verified through the Dice score and gait-based recognition accuracy using some popular gait recognition methods. Comparative study with existing occlusion handling methods in gait recognition highlights the superiority of our proposed occlusion reconstruction approach over the others.
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I. INTRODUCTION

Gait recognition refers to the verification/identification of individuals from their walking style. Person identification from their gait signatures using Computer Vision techniques can be done from a distance without their physical participation and research work in this domain [1]–[4] have shown immense potential of gait to be used as a biometric for identifying suspects in public places. A limitation of these existing approaches is that these work effectively only if at least a clean unoccluded gait cycle of an individual can be captured. However, in real-life situations, occlusion is an inevitable occurrence and to date research on occlusion handling in gait recognition [5], [6], [7], [8], [9] is not matured enough. The existing techniques are based on certain unrealistic assumptions such as (i) gait features over a cycle must follow a multivariate Gaussian [5], or (ii) multiple occluded gait cycles must be present in a sequence from which a complete cycle can be reconstructed by sampling appropriate frames [8]. Also, the work in [6], [7] compare gait features based on the matching set of key poses present in both the training and test sequences, which is not effective if a pair of training and test sequences consists of mutually exclusive sets of key poses. There are significant scopes for extending the existing research in this domain to make gait recognition more suitable for application in real-life surveillance sites.

In this work, we consider the problem of occlusion reconstruction in gait sequences and propose a new algorithm to predict the missing/occluded frames in a given sequence using Deep Learning models. First, a convolutional Autoencoder is used to get an encoded representation of each frame in the sequence. Two LSTMs, namely, $M_1$ and $M_2$ are used to predict the embedding for each missing/occluded frame once from the forward direction using a few preceding frames and once from the backward direction using a few succeeding frames. The encoded vectors predicted by $M_1$ and $M_2$ are next decoded using a Decoder network to obtain two image frames corresponding to the same occluded frame. These two frames are combined using a fusion network of residual blocks and convolutional layers to obtain the final reconstructed image corresponding to an occluded frame. The main contributions of the work are as follows:

- LSTM-based reconstruction of occluded frame embedding from the forward and backward directions
- Fusing the decoded predictions from two LSTMs using a network of residual blocks and convolutional layers
- Making the pre-trained models publicly available to the research community for further comparative studies

II. RELATED WORK

The first work on Computer Vision-based gait recognition as given in [1] computes a feature termed the Gait Energy Image (GEI) by averaging frame-level features over a gait cycle. Due to averaging features, the GEI fails to capture the dynamics of gait appropriately. Some extensions to this feature have been proposed in the later years. For example, the work in [2] describes a feature termed the Pose Energy Image which is essentially a collection of GEI features corresponding to several fractional parts of a gait cycle that captures the dynamics of gait at a higher resolution. Other similar approaches in this category include that in [6] and [7]. Another improvement over
the traditional GEI feature is described in [10] in which the active walking regions are computed by subtracting adjacent binary silhouette frames and next these difference images are aggregated to compute a feature termed the Active Energy Image. The work in [3] is an improvement over [2] in which instead of considering a single set of key poses, multiple key pose sets of varying lengths are considered and gait features are constructed and compared with the gallery set after mapping the frames to each set of key poses. The approach discussed in [3] utilizes a Pix2Pix GAN to predict silhouettes without covariate objects from binary silhouette sequences with covariate objects and uses a pose-based feature termed the Dynamic Gait Energy Image for individual recognition. Among the Deep Learning-based approaches, in [11], the dynamic parameters of motion are computed and fed into a Convolutional Neural Network with four convolutional layers, four sub-sampling layers, one fully-connected layer, and a final softmax layer for person identification. In [12], the GEI features are passed through a CNN termed the GEINet to obtain deep gait representations for person identification. In another work [13], a small-scale CNN with four convolutional layers and four pooling layers is considered for performing deep feature-based gait recognition. The work in [14] leverages structured data and temporal information by employing a spatio-temporal deep LSTM neural network model. This approach helps in learning long and short-term dependencies in the gait sequences with a graph structure. Some popular approaches towards view-invariant gait recognition include the one in [15] in which a low-dimensional discriminant subspace is learned that effectively links the GEI features across multiple views, and [16], [17] in each of which the GaitSet model is used to extract useful spatio-temporal information from given sequences and integrate this information to improve the recognition accuracy. The GaitPart model given in [18] is an improvement over GaitSet which consists of a frame-level part feature extractor that provides an intrinsic representation of the micro-motions at the different body parts followed by a temporal feature aggregator. A distilled version of the GaitSet model is proposed in [19] in which a lightweight student CNN model is designed and trained using a joint knowledge distillation algorithm so that the features extracted by the student model are similar to that by the more complex teacher GaitSet model. Some other approaches in this category include [20] that employs a GAN to translate the GEI feature captured from one view to another view, and an improved version of the same algorithm [21] that incorporates multi-loss training. The work in [22] also uses a GAN to learn view-specific features along with temporal information through a feature termed the Period Energy Image. A view normalization conditional GAN is presented in [23] to learn the identity-related representations from multiple views. In [24], a StarGAN model has been used for multi-view transformation from a single view. More recently, in [25] a view-invariant gait recognition approach is presented in which an angular softmax loss function is used to learn separable features in the Cosine space, and simultaneously another triplet loss function is used to increase the separation between the feature vectors from different subjects. Finally, a batch-normalization layer is employed to effectively optimize the two loss terms. The above techniques require a complete gait cycle for proper functioning and are not expected to perform well in the presence of occlusion where a complete gait cycle may not be available. A few approaches toward occlusion handling in gait recognition are discussed next. In [5], recognition is performed after reconstructing the missing/occluded frames using a Gaussian Process Dynamic Model. This method is based on the assumption that the gait features over a cycle follow a multi-variate Gaussian, which is not expected to be true always. The work in [7], [26] use Kinect-captured depth, RGB, and skeleton streams for video-based gait recognition in the presence of occlusion. These methods attempt to extract gait features and perform classification using only the available information from the unoccluded frames present in the input sequence and do not reconstruct the missing frames. Among these, in [26] Kinect RGB-D streams are used to develop a three-step hierarchical classification approach in which the following features are used at the different hierarchical levels: (i) soft biometric features, (ii) motion-level features derived from joint trajectories, and (iii) silhouette-level features. Comparison at each level is done based on the available fractions of gait cycle present in both the training and test sequences. The work in [7] fuses depth-based silhouette features from the back view and skeleton-based features corresponding to the lower body from the front view and follows a key pose-based matching approach for classification similar to that used in [7]. In [9], a deep neural network-based generative network has been used to predict the GEI corresponding to a complete cycle by taking as input the GEI computed from the available frames of an incomplete cycle. The performance of this approach is also highly dependent on the quality of the input GEI computed from the incomplete cycle, since a moderate to high degree of occlusion is expected to degrade this feature, making it difficult for the network to predict the final GEI accurately. From the extensive literature survey, we observe that significant attention has been given to developing neural network-based approaches for reconstructing occluded/missing frames in a gait sequence. Since gait follows a spatio-temporal pattern, and LSTMs are popularly used to deal with sequential data, it appears that the use of an LSTM-based generator would help in accurately predicting the silhouette features of an occluded frame using the information from a few preceding or succeeding frames, which we study in this work.

III. PROPOSED APPROACH

As in any appearance-based gait recognition approach [11], [2], [3], [4], here also we perform reconstruction and recognition using normalized binary silhouettes extracted from RGB frames. The main objective of the work is to develop a neural model for the reconstruction of occluded frames in a gait sequence. Our proposed model is a fusion of multiple sub-networks as follows: (i) an Encoder that encodes the binary silhouette frames, (ii) two LSTMs $M_1$ and $M_2$ to predict
encoded representations of the binary silhouettes corresponding to a missing/occluded frame from the forward and the backward directions using five preceding and five succeeding frames, respectively, (iii) a Decoder network to transform the reconstructed encoded frames back to the image space, and finally (iv) a fusion model to combine the predictions from the two LSTMs. A schematic diagram explaining the steps of our occlusion reconstruction algorithm is shown in Figure 1 and the complete architecture of the proposed occlusion reconstruction model is shown in Figure 2. With reference to this figure, suppose we have a sequence of $N$ preprocessed binary frames $F_1, F_2, ..., F_N$, each of dimension $150 \times 200$, out of which a few frames are occluded. To reconstruct the silhouette corresponding to an occluded frame $F_i$, we make a forward prediction $\hat{F}_i$ through $M_1$ by using the spatio-temporal information given by five previous frames, i.e., $F_{i-5}, F_{i-4}, F_{i-3}, F_{i-2}, F_{i-1}$, and a backward prediction $\hat{F}_i$ through $M_2$ using the spatio-temporal information corresponding to the five succeeding frames, i.e., $F_{i+1}, F_{i+2}, F_{i+3}, F_{i+4}, F_{i+5}$. While using $M_1$ to make the forward prediction, the frames preceding $F_i$ must be either unoccluded or predicted at a previous step. Similarly, while making the backward prediction using $M_2$, the frames succeeding $F_i$ must be either unoccluded or already predicted previously. It may be noted that the predictions $\hat{F}_1$ and $\hat{F}_2$ are independent of whether frame $F_i$ is partially or completely occluded, since information about the frame $F_i$ has not been used to make the prediction by either of the LSTMs $M_1$ and $M_2$. Instead of carrying out the computations in the image space, we propose to do the same in a low-dimensional encoded space to reduce the adverse impact of noise and other redundant image features on the prediction and also to make the process time-efficient. A two-layer Convolutional Autoencoder has been used here to obtain an embedding for each frame. With reference to Fig. 2 the Encoder network of the Convolutional Autoencoder consists of two convolutional layers, each followed by a max-pooling layer. Each frame $F_j$ used to reconstruct the occluded frame $F_i$ is passed through the Autoencoder to get an encoded representation, say $E_j$. During the forward prediction phase, after passing each frame, one at a time, through the first set of convolutional and max-pooling layers, we obtain a $75 \times 100 \times 32$ dimensional activation map. Next, after passing the above features through the second set of convolutional and max-pooling layers, a $38 \times 50 \times 8$ dimensional feature map is obtained. This feature map is flattened into a $15200$-dimensional feature vector before inputting into the LSTM-based occlusion reconstruction model. To predict the occluded frame $F_i$, we compute two sets of embedding: (i) from the previous five frames denoted by $E_{i-5}, E_{i-4}, E_{i-3}, E_{i-2}$,
The forward LSTM $M_1$ uses the first set of embedded vectors to predict $E_1^{1}$, i.e., a first estimate of the embedding for the occluded frame $F_1$, whereas the backward LSTM $M_2$ uses the second set of embedded vectors to predict $E_1^{2}$, i.e., a second estimate of the same occluded frame $F_1$. An overview of the LSTM architecture used in our work for the forward prediction, i.e., LSTM $M_1$, is shown in Fig. 3. As shown in the figure, the LSTM $M_1$ consists of two stacked layers of five cells each. For prediction of embedding $E_1^{1}$ corresponding to frame $F_1$, the inputs to each of the five cells of LSTM $M_1$ in the first layer are an embedded vector output by the Encoder along with the hidden layer features output by the previous LSTM cell. On the other hand, the inputs to each cell in the second layer are the outputs from the corresponding cell in the first layer and the output from the previous cell in the same layer. The five cells in the first layer output five 1024-dimensional feature vectors denoted by $H_{i-5}$, $H_{i-4}$, $H_{i-3}$, $H_{i-2}$, and $H_{i-1}$. The LSTM layer stacked on top of this first layer exploits the spatio-temporal information contained in the sequence by combining the output vectors from the first layer to generate a final 1024-dimensional vector $H_1^{1}$ which is further passed through a dense layer with 15200 neurons to obtain the desired predicted embedding for frame $F_1$, i.e., $E_1^{1}$. A similar architecture is also used for backward prediction via $M_2$ to obtain a second prediction for frame $F_1$, denoted by $E_1^{2}$. Mathematically, if $T_f$ and $T_b$ denote the functions learned by the LSTMs $M_1$ and $M_2$, then the predicted embedding vectors $E_1^{1}$ and $E_1^{2}$ for any occluded frame $F_i$ are obtained as:

$$E_1^{1} = T_f(E_{i-5}, E_{i-4}, E_{i-3}, E_{i-2}, E_{i-1}),$$

$$E_1^{2} = T_b(E_{i+1}, E_{i+2}, E_{i+3}, E_{i+4}, E_{i+5}).$$

Each of $E_1^{1}$ and $E_1^{2}$ is next passed through a Decoder network to obtain predictions $\hat{F}_1^{1}$ and $\hat{F}_1^{2}$ for frame $F_1$ in the image space. This Decoder network is the mirror-twin of the Encoder. It consists of sets of up-sampling layers followed by convolutional layers. The LSTM-generated embedding is reshaped into a $38 \times 50 \times 8$ dimensional feature map which is further transformed to a $76 \times 100 \times 8$ dimensional feature map through up-sampling and further passing through a convolutional layer with eight $3 \times 3$ filters. The output from this layer set is passed through another identical set of up-sampling and convolutional layers consisting of 32 filters yielding a $152 \times 200 \times 32$ dimensional feature map. To match the dimensions of the generated feature map with the desired image dimensions, i.e., $150 \times 200$, strips of width one pixel are removed from either side of the feature maps along the height to make its dimension $150 \times 200 \times 32$. The 32 feature maps are finally compressed into the desired reconstructed image of dimensions $150 \times 200 \times 1$ by passing through another convolutional layer with a single filter.

During the training phase, the Convolutional Autoencoder (formed by stacking the Encoder and Decoder), and the two LSTMs $M_1$ and $M_2$, are trained separately. If the input to the Autoencoder is a binary frame $F_i$, and the output generated by the Autoencoder for this particular input is $\hat{F}_i$, then the reconstruction loss ($L_{\text{rec}}$) used to train the model is computed as the pixel-wise binary cross-entropy loss and is given by:

$$L_{\text{rec}}(p) = \sum_{i=1}^{N} p_i \log(\hat{F}_i(p)) + (1 - p_i) \log(1 - \hat{F}_i(p)).$$

Here, $P$ denotes the set of pixels in a frame, $F_i(p)$ and $\hat{F}_i(p)$ respectively denote the intensity of the $p^{th}$ pixel in ground truth frame $F_i$ and predicted frame $\hat{F}_i$, and $N$ denotes the number of images in a batch used to train the Autoencoder.

The predicted feature maps $F_1^{1}$ and $F_1^{2}$ by $M_1$ and $M_2$ have intensity values in the range $0 \rightarrow 1$. These are first binarized using $0.5$ as the threshold and next passed through the fusion network that consists of alternate residual blocks (with convolutional layers followed by batch normalization) and convolutional layers with $3 \times 3$ filters as shown in Fig. 4. This network is trained by employing the Adam optimizer to minimize the binary cross-entropy loss between the LSTM-generated images and the corresponding ground truth image. The first row in Fig. 4 shows a sample binary silhouette sequence with 15 frames in which a few frames are occluded/missing while the second row shows the corresponding ground truth frames. The missing frames predicted by the LSTMs $M_1$ and $M_2$ are shown in the third and fourth rows, and the reconstructed sequence obtained from the fusion network is shown in the fifth row of Fig. 4. Once the reconstructed frames are obtained any standard gait recognition method can be employed to identify an individual.
IV. EXPERIMENTAL EVALUATION

All experiments have been carried out on a system with 96 GB RAM, one i9-18 core processor, along with three GPUs, namely, one Titan Xp with 12 GB RAM, 12 GB frame-buffer memory, and 256 MB BAR1 memory and, two GeForce GTX1080Ti with 11 GB RAM, 11 GB frame-buffer memory, and 256 MB BAR1 memory.

Training the Individual Sub-Networks: The sub-networks that build up the proposed occlusion reconstruction model must be trained using an extensive gallery set in a manner such that the missing/occluded frames in any walking sequence can be accurately predicted. On the other hand, the gait recognition model is a discriminative model that must be trained with a specific gallery set corresponding to a particular dataset. Next, we provide details of the training methodology for each of the individual sub-networks used in the reconstruction model.

Autoencoder: The Autoencoder network is trained on four random hand-picked gait sequences from each of the CASIA-B [27] and the OU-ISIR Large Population (LP) [28] gait datasets, resulting in a total of 224 silhouettes covering all types of body poses. The model has been trained for 100 epochs or till saturation, whichever is earlier. The network is optimized using the Adam optimizer with a learning rate of 0.001 and an exponential decay rate of 0.9.

Forward and Backward LSTMs: These networks have been trained on the encoded data output by the encoder corresponding to the sequences from the CASIA-B and the OU-ISIR LP datasets. Specifically, we train LSTM $M_1$ with 184 sets of embedding from five consecutive frames as input and embedding from the sixth frame as the desired ground truth. Similarly, we train LSTM $M_2$ with the embedding from the first frame as the desired output and the embedding corresponding to the succeeding five frames as input. Both $M_1$ and $M_2$ are trained by optimizing the mean squared error loss through the Adam optimizer with a learning rate of 0.001, the exponential decay rates for the first moment estimates being 0.9 and that for the second moment estimates being 0.999.

Fusion network: The images predicted by the LSTMs from the above sequences along with the corresponding ground truth form the training set for this model.

Experiments and Results: We evaluate the effectiveness of the occlusion reconstruction model using synthetically occluded sequences generated from the CASIA-B [27] and the OU-ISIR LP [28] datasets, and real occluded sequences from the TUM-IITKGP dataset [29]. Specifically, for the CASIA-B data we consider the normal walking sequences from all the 124 subjects present in this data, and for the OU-ISIR LP we consider normal walking sequences from 80 randomly selected subjects present in this dataset. Corresponding to each of the two datasets, we consider two complete gait cycles as training sets for gait recognition, and four gait cycles for testing after corrupting the sequences with synthetic occlusion of varying amounts. It may be noted that none of these test sequences forms part of the gallery set for training either the sub-networks of the occlusion reconstruction model or the gait recognition model. The synthetically occluded test sequences are generated by randomly selecting a few frames in these sequences and blackening them, i.e., removing the silhouette information from those frames completely. For the TUM-IITKGP data, we consider four unoccluded gait cycles corresponding to each of the 35 subjects to train the gait recognition model and two occluded sequences for each subject (one for each of static and dynamic occlusions) to form the test set. While working with the TUM-IITKGP data, we first employ a VGG-16 model to automatically detect the occluded frames present in a sequence using an approach similar to that given in [30] and next use the proposed model to reconstruct the occluded frames.

In our first experiment, we quantitatively evaluate the effectiveness of the proposed reconstruction model in terms of similarity of the GEI features computed from the reconstructed sequence with the GEI features constructed from the original unoccluded sequence. For this, we form a test set by considering 80 distinct gait cycles from the test sequences of CASIA-B and OU-ISIR LP data and synthetically occlude (i.e., blacken) the frames in these cycles by varying the occlusion degree between 0-50% in each of these gait cycles. Next, the trained reconstruction model is used to predict the missing/occluded frames in each sequence, following which the GEI features are computed from the reconstructed sequences. The sequences from the TUM-IITKGP data could not be used in this experiment since it consists of sequences with real occlusion and there are no ground truth unoccluded frames available corresponding to the occluded frames that can be used to compare with the reconstructed frames. A similarity score between the original GEI and the reconstructed GEI is henceforth computed based on the Dice Similarity Coefficient score [31] (in short Dice score). The plot in Figure 5 shows the individual Dice scores for the 80 gait cycles used in this experiment. The Dice score ranges from ‘0’ to ‘1’, with ‘0’ and ‘1’ implying no similarity and complete similarity, respectively. It is observed from the figure that the Dice score value between the GEIs computed from the reconstructed frames and the ground truth frames for each subject varies between 0.80 and 0.95, with an average close to 0.90 which is quite high, emphasizing the effectiveness of the proposed occlusion reconstruction model.

Fig. 5: Dice scores between the GEIs of reconstructed and original sequences for 80 subjects

Next, the performance of the reconstruction model is tested through gait recognition accuracy on the reconstructed sequences for both the OU-ISIR LP and CASIA-B datasets. As gait feature we consider the GEI due to its simplicity and as
a classification model, we consider a Random Forest (with Bagging) consisting of 100 decision trees. The Random Forest is trained using two GEIs per subject present in the training set. For testing, we synthetically occlude (i.e., blacken) each cycle present in the test set by considering varying degrees of occlusion, namely, 5-10%, 10-20%, 20-30%, 30-40%, and 40-50%. For each degree of occlusion, we compute the Dice score of reconstruction and the Rank 1 recognition accuracy and present the results in Table I.

TABLE I: Reconstruction Dice score and Rank-1 accuracy on the test sets for (a) OU-ISIR LP and (b) CASIA-B datasets

| Percentage of Occlusion | OU-ISIR LP | CASIA-B |
|-------------------------|------------|---------|
|                         | Dice score | Accuracy (%) | Dice score | Accuracy (%) |
| 5-10%                   | 0.96       | 97.50    | 0.99       | 92.40       |
| 10-20%                  | 0.90       | 91.25    | 0.96       | 84.81       |
| 20-30%                  | 0.87       | 78.75    | 0.87       | 73.41       |
| 30-40%                  | 0.82       | 63.75    | 0.87       | 72.15       |
| 40-50%                  | 0.78       | 51.25    | 0.80       | 63.29       |

As expected, it can be seen from the table that the Dice score values for both the synthetically occluded datasets are quite high (i.e., close to 1) if the degree of occlusion is low. For higher degrees of occlusion, the Dice score reduces slightly due to the propagation of errors in the previously reconstructed frames. Still, a Dice score value close to 0.80 for heavily occluded sequences (i.e., for 40-50% occlusion) can be considered to be quite good. It is also seen from the table that the gait recognition accuracy values for both the datasets are quite high if the percentage of occlusion is within 20%, which in turn highlights the effectiveness of our reconstruction model. Also, the Rank 1 accuracy achieved by our proposed method under heavy occlusion situations, i.e., 40-50% occlusion is above 50%, which can be said to be reasonably good. It may be noted that the above accuracy values are computed based on the GEI feature and this performance is expected to improve further by using more sophisticated gait features.

Next, we study the rank-wise improvement in the gait recognition accuracy on synthetically occluded test sequences of the OU-ISIR LP data and the real occluded sequences of the TUM-IITKGP data through Cumulative Match Characteristic (CMC) curves. The same training and test sets for each dataset as discussed have also been used here. Corresponding results are shown in Figs. 6(a) and (b) for the two datasets as the value of the rank is increased from 1 to 5. It is observed from the plot in Fig. 6(a) that for the synthetically occluded OU-ISIR LP data, the accuracy values for the different ranks are quite high if the percentage of occlusion is below 30%. For moderately high 20-30% occlusion also, we obtain more than 85% accuracy at Rank 2. As expected, the accuracy at the different rank values deteriorates once the percentage of occluded frames in gait cycles is increased beyond 40%, but still the recognition performance is reasonably good even for such high degrees of occlusion. Even for real occluded sequences of the TUM-IITKGP data, the recognition accuracy after reconstruction is 80% at Rank 1 which increases to 100% at Rank 4.

Finally, we make a comparative performance analysis of our proposed approach with other popular gait recognition techniques existing in the literature.

Among the important occlusion handling methods in gait recognition, the work in [8], [9] predict the GEI features of an individual by taking as input the GEI corresponding to an occluded sequence of the same person and do not carry out frame-level reconstruction. In contrast, the method in [32] performs frame-level reconstruction by assuming that the gait features over a cycle follow a Gaussian. The work in [33] computes gait features from difference images without carrying out any reconstruction process. To compare the different approaches in terms of the effectiveness of reconstruction, we consider the synthetically occluded test sequences of the CASIA-B data corrupted by varying levels of synthetic occlusion randomly between 0% to 50% and compute the Dice score between the GEIs derived from the reconstructed sequences and that from the ground-truth unoccluded frames and present the results in Table II. It can be seen from the table that our proposed fusion model performs reconstruction better than each of the other compared methods in terms of Dice score.

TABLE II: Comparative study of the reconstruction quality of the different gait recognition approaches in terms of Average Dice Score between generated and ground-truth GEIs on the synthetically occluded test set generated from the CASIA-B data

| Approach | 0% | 20% | 40% | 50% | Dice Score |
|----------|----|-----|-----|-----|------------|
| Ours     | 0.88| 0.79| 0.70| 0.65| 0.72       |

Fig. 6: Rank-based accuracy through CMC curves on (a) synthetically occluded sequences of OU-ISIR LP data for varying degrees of occlusion, (b) real occluded sequences of TUM-IITKGP data
that given by the following non-occlusion handling methods: [1], [2], [10], [12], [13], [3], [4] on the reconstructed sequences generated by our reconstruction model. We consider the same synthetically occluded test set constructed from the CASIA-B data and also the real occluded sequences from the TUM-IITKGP data. The same gallery sets for training the recognition model corresponding to the CASIA-B and the TUM-IITKGP data as used in the previous experiments have also been used here to compute the gait recognition accuracy. Corresponding results are shown in Table III.

### Table III: Comparative study of different gait recognition approaches in terms of Rank-1 accuracy on real occluded sequences of TUM-IITKGP data and synthetically occluded test set generated from the CASIA-B data

| Approach       | TUM-IITKGP (%) | CASIA-B (%) |
|----------------|----------------|-------------|
| [8]            | 72.86          | 78.92       |
| [9]            | 77.14          | 80.00       |
| [33]           | 71.43          | 77.65       |
| [32]           | 68.57          | 75.23       |
| Our Model + [1]| 78.57          | 80.23       |
| Our Model + [2]| 80.00          | 83.54       |
| Our Model + [10]| 78.57         | 86.42       |
| Our Model + [12]| 78.57         | 86.79       |
| Our Model + [13]| 81.43          | 83.54       |
| Our Model + [3]| 84.29          | 96.37       |
| Our Model + [4]| 85.71          | 95.56       |

It can be seen from the table that for both the datasets, quite accurate results are obtained on fusing our proposed occlusion reconstruction model with gait recognition methods developed for handling unoccluded gait cycles, namely, [1], [2], [10], [12], [13], [3], [4]. Further, the accuracy by each of these methods always surpasses the accuracy given by the occlusion handling methods in gait recognition, i.e., [8], [9], [33], [32]. It is also seen from the table that the recent approaches given in [3], [4] perform with significantly higher accuracy compared to the other non-occlusion handling methods for both the datasets due to using more sophisticated gait features for recognition.

In general, the accuracy values corresponding to the different methods are lower for the TUM-IITKGP data as compared to CASIA-B data. A possible reason for this observation is that the binary silhouettes present in the TUM-IITKGP data are noisier compared to that of the CASIA-B data.

### Ablation Study
The core reconstruction model proposed in this work is formed by two LSTMs, namely a forward LSTM $M_1$, a backward LSTM $M_2$, and a fusion network that combines the predictions from $M_1$ and $M_2$. In our final experiment, we make an ablation study to observe how effective the individual LSTMs and the proposed fusion network are in reconstructing the occluded frames present in a given input sequence. The test sequences of the CASIA-B data corrupted with varying levels of synthetic occlusion (namely, 10%, 20%, 30%, 40%, and 50%) have been used to study the effectiveness of reconstruction through the Dice score metric for $M_1$, $M_2$, and the fused model, separately. The average Dice scores obtained from the three networks by comparing the reconstruction frames with the ground truth for the varying degrees of occlusion are 0.82, 0.87, and 0.90, respectively. We further study the rank-wise improvement in recognition accuracy after reconstructing the above occluded sequences separately by each of the three models and present the corresponding CMC curves in Figs. 7(a)-(c). As recognition model, we use a Random Forest with 100 trees. The figures show that significantly higher recognition accuracy values are obtained at the different ranks corresponding to each of the different degrees of occlusion if sequences reconstructed by the fused model are used for recognition. This model is combination with the Random Forest provides a Rank 5 accuracy of 86% even for very high degree of occlusion (i.e., 50%). In contrast, the accuracy obtained using the reconstructed sequences from $M_1$ and $M_2$ are 77% and 68%, respectively. The above results based on Dice scores and rank-based recognition accuracy also verify the effectiveness of the proposed fused model.
In this work, we propose a novel occlusion reconstruction model by stacking an Encoder-Decoder architecture with Forward and Backward LSTMs, and a Fusion network. The effectiveness of our proposed model is independent of whether an input sequence contains partial or full-body occlusions since while reconstructing an occluded frame, each of the forward and backward LSTM utilizes the spatio-temporal information given by a set of preceding or succeeding consecutive un-occluded frames, that does not include the occluded frame. Finally, these two predictions are fused using a set of residual blocks and convolutional layers to come up with a refined prediction about the occluded frame. Experimental results through Dice scores and recognition accuracy on synthetically occluded CASIA-B and OU-ISIR LP data and real occluded TUM-IITKGP data reveal that our model performs occlusion reconstruction quite effectively. Impressive results are obtained by combining our reconstruction model with seven popular gait recognition methods developed specifically for handling unoccluded sequences. Each of these combinations has been seen to provide a higher recognition rate than the existing occlusion handling methods in gait recognition on occluded datasets. In the future, our approach needs to be validated using extensive real occluded gait datasets considering other challenging scenarios such as viewpoint changes and different lighting conditions in the gallery and test sequences. Also, an equivalent lightweight reconstruction model can be developed through knowledge distillation technique.
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Comment 3: The reviewer has checked both datasets, the CASIA-B and the OU-ISIR. In my opinion, those datasets are not challenging at all. Uniform lighting conditions, uniform background, high contrast participants, and participants only cover two paths (left to right, right to left). A real-environment dataset must be tested.

Response: We thank the reviewer for his/her critical comment. There exists only one gait data set in the public domain that contains sequences with real partially/fully occluded frames, namely the TUM-IITKGP dataset. The dataset contains videos of real static and dynamic occlusions from 35 individuals from the...
fronto-parallel view, i.e., side-view walking either from left to right or right to left. In the present work, we have focused solely on developing a neural network-based occlusion reconstruction algorithm suitable for predicting missing binary frames in side view sequences and to the best of our knowledge TUM-IITKGP data is the only dataset to test our model’s effectiveness. Through experiments, we have observed that none of the other occlusion reconstruction algorithms in gait recognition reconstructs frames or GEIs as effectively as ours. Also, our proposed model can be suitably trained to reconstruct occluded sequences from any other view as long as some temporal information can be extracted from the sequence. Fusing an effective view transformation model with an occlusion reconstruction model can help in performing gait recognition in a real environment where the scene is likely to contain occlusion with multiple moving persons in varying directions. This is still an open area of research which we would like to take up next, as also stated in Section V of the revised manuscript.

**Comment 4:** Fig 2 must be improved. I can not read anything.

**Response:** As per the reviewer’s suggestion, we have improved the clarity of Fig. 2 by rotating it and presenting it at a higher scale. Please refer to Page 3, Column 2 of the revised manuscript.

**Comment 5:** Do you mix both datasets during training? Please, train and test with different datasets. You may be biased if participants appear in several clips.

**Response:** We thank the reviewer for pointing out this lack of explanation in the previously submitted version of the manuscript. In the revised manuscript we have clarified the fact that training of the reconstruction model is done using an extensive dataset formed using samples from CASIA-B and OU-ISIR data sets, whereas the recognition model is trained using sequences specific to a particular data set at a time. Please refer to Page 5, Column 1 of the revised manuscript for the related explanation. Further, in our experiments, none of the samples of the test set has been considered as part of the gallery set for training either the reconstruction or the recognition models. We have clarified this fact clearly in Page 5, Columns 1-2 under the heading Experiments and Results of the revised version of the manuscript.
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**Response:** We thank the reviewer for his/her encouraging comments.
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**Response:** As per the reviewer’s suggestion, in the revised manuscript, we have performed an ablation study to check the rank-based classification accuracy of gait recognition of each of the forward LSTM, the backward LSTM, and the proposed fusion model. Corresponding results on the synthetically occluded sequences of the CASIA-B data are shown in Figs. 7(a)-(c), Page 7, Column 2 of the revised manuscript. The results reveal that the proposed fused reconstruction model is superior to either of the LSTMs and has thus resulted in achieving a higher recognition accuracy at each of the different ranks and varying degrees of occlusion than that of the individual LSTMs.

**Comment 2:** It is better to add some comparisons on the reconstruction quality to show the merits of the proposed method.

**Response:** We thank the reviewer for his/her constructive suggestion. In the revised manuscript, we have included comparisons on the reconstruction quality of the different methods by computing the similarity between the GEIs from the reconstructed sequence and GEIs from the ground truth unoccluded sequence using the Dice score metric. Please refer to Table II, Page 6, Column 2 of the revised manuscript for these comparative results. Additionally, in Table I (Page 6, Column 1), we have stated Dice scores along with the recognition accuracy for each of the varying degrees of synthetic occlusion applied on the CASIA-B and the OU-ISIR LP datasets.