The Model of the Drone System Design for a Multi-recording of the 360-degree Video and Real-time Merging Technique
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Abstract Background/Objectives: Various attempts have been made to utilize drones to increase information utilization based on the 4th industrial revolution. As the availability of these drone increases, the demand for real time image information at various angles is increasing. So we need to make a research like it. **Methods/Statistical analysis:** We propose a drone design model for 360-degree simultaneous multi-recording videos and a real-time video merging technique to provide efficient real-time video service in order to reduce blind spots that can occur in drone adjustment and to provide surveillance efficiency. In order to collect videos at various angles at the same time by using multiple cameras, we analyze the angle of the camera with respect to the split plane of the drones, and provide real-time video information service through efficient 360-degrees videos construction and videos merging. It can be make an effective coordination and monitoring of a drone. **Findings:** The drones typically include one or two cameras for situational and video recording purposes, but this camera approach creates a blind spot in drone surveillance area. And also VR and 3D approach with first-person equipment of drone is lacking the real-time monitoring function at various angles in that it provides only one viewpoint at a time. In addition, it is required to recognize and utilize information more efficiently in the reality that the drones are being extended from the visibility flight to the non-visibility area. The simultaneous 360-degree video recording method using multiple cameras will improve the monitoring and operation ability of the drones and increase the utilization. To do this, we analyze multiple camera angles and construct the physical environment of the drone system for the collection and processing of effective video information. We also propose a video merging technique to provide efficient service of collected video information. **Improvements/Applications:** Based on the relation between various elements constituting the drone, it can be used in various application environments by providing an efficient access and communication environment for monitoring and information required in the operation of the drone through the camera environment, real-time information collection and merging technique.

Keywords UAV, Drone, Multi-recording, 360-video, Video Merging, Real-time Service

1. Introduction

The demand and utilization based on the drones are demanded through the increase of information gathering and utilization mainly with the 4th industrial revolution, and various studies for this purpose are being rapidly expanded worldwide [1,2]. SESAR's study suggests that by 2035, there is potential for in excess of 400 000 drones with the majority flying beyond visual line of sight and many, including for delivery purposes, being demanded for in populated settings at these very low levels of airspace [3,13]. And also the utilization field will expand to various fields such as agricultural disaster prevention and facility inspection [4,5]. Also, various applications and service environments of the drone field are being expanded through the upgrading of the image processing and sensor utilization technology linked with IoT [6,7,8]. Recently, the Ministry of Land, Infrastructure and Transport has selected eight areas of business using drones as transportation, coastal monitoring, forest protection, communication network, safety diagnosis, agricultural support in Korea. Various activities are being carried out for the necessary projects [9,14]. The increase in demand for these drones requires diverse systems that can operate the drones operating service environment more securely and efficiently. In order to do this, it is necessary to
construct a low-altitude UAV traffic management system (UTM), and at the same time, an efficient method of operating the drone in various viewpoints including the non-visible region is required [10, 15]. In this paper, we propose a drone system design model for real-time 360-degree simultaneous multi-video recording and a merging technique of the 360-degree videos to provide efficient real-time acquisition of collected videos to provide efficiency of drone adjustment and monitoring. To do this, we analyze the relationship between the multi-camera and the drone splitting plane necessary for 360-degree real-time image information collection, propose an efficient camera utilization approach, and suggest real-time image information collection and merging techniques to provide an effective monitoring and operating environment. This approach can be applied to various applications of drones by effectively providing more precise drone manipulation and monitoring functions. The composition of the paper is as follows. In Chapter 2, we discuss the relationship between the drones and the camera structure and the design method for securing the 360-degree simultaneous multi-video recording. In Chapter 3, we deal with the 360-degree videos merging technology for providing efficient simultaneous multi-videos. Section 4 presents the drone system design model that provides 360-degree simultaneous 360-degree video service based on the data analyzed in Chapters 2 and 3. Finally, Chapter 5 discusses the conclusion and future challenges.

2. Relationship between Drones and Camera Structure for Real-time 360-degree Simultaneous Multi-video Recording

The drones can capture various angles in the air, and the camera constructs images with horizontal and vertical angle of view. In the drones, the camera must be placed on the outer surface of the drone to obtain an effective image, and the area covered by the angle of view is determined. There is a need to analyze the effects of camera angle on source credibility and attraction on camera utilization and accessibility and relationships of camera angle. These studies are also diverse [11, 12, 16]. We then analyze the relationship between the camera and the drones in the form of Figure 1 to form 360-degree simultaneous angles in the drones.

![Figure 1. Video image size relationship of the drone's camera angle of view](image-url)
Includes the camera installed in the drone is determined by the number of drones divided, the angle of view of the camera, and the radius of the drone to determine the distance and the number of cameras that can capture the entire 360-degree image. As shown in Fig. 1, when the radius of the drone is $x$ when the camera is divided into the angle $\alpha$, it is possible to obtain the minimum distance $y$ value that can obtain the entire image by the angle of view $\beta$ of the camera. You can determine the video size $d$ and the number of cameras.

2.1. Minimum Distance for Securing a 360-degree Image according of a Drone

In relation to the camera angle of the unmanned aerial vehicle and the video image size, we can analyze the minimum separation distance for 360-degree image acquisition. We can summarize the relationship between them as Eq. (1).

\[
(x + x') \times \tan(\alpha) = x' \times \tan(\beta), \quad x' = x \times \frac{\tan(\alpha)}{\tan(\beta) - \tan(\alpha)}
\]

\[
y' = \frac{(x + x')}{\cos(\alpha)} \times \cos(\alpha) = y' - x
\]

\[
c = \frac{\pi}{\alpha}, \quad d = ((x + x') \times \sin(\alpha)) \times 2
\]

Equation 1 shows the relationship between the minimum separation distance and the image size according to the drone split plane and angle of camera. Through this, it is possible to analyze the minimum distance, number of cameras, and image size for securing the simultaneous 360-degree simultaneous image according to the angle of view of the circular drones and the angle of the camera used. Figure 2 shows the minimum separation distance according to the division plane and angle of view for securing a 360-degree image.

![Figure 2. Minimum distance for securing a 360-degree image according to circular drones divided plane and angle of view of camera](image-url)
In the relation between the computed angle of view and the division plane, six cameras are required to create a minimum separation distance of 1.73 when the vertical angle of view is 90 degrees with respect to the half angle of the drone. Also, the corresponding minimum horizontal angle of view is required to be five cameras at over 110 degrees.

2.2. The Minimum Number of Cameras through Vertical and Horizontal Division for a Drone to Get a 360-degree Video

In addition, the minimum number of cameras through vertical and horizontal division for 360-degree drones can be derived as shown in Equation 2 below. At this time, the number of side partitions is even division by the condition that the up and down camera is provided.

\[
t(x, y) = y + (y - 2) \times \left( \frac{x}{2} - 1 \right), \quad t(x, y) = \left( \frac{y}{2} - 1 \right) x + 2 \quad (2)
\]

Using Equation 2, we can analyze the minimum number of cameras for 360-degree images in a drone. Based on this equation 2, we can obtain the relationship between the minimum camera number of the drones according to the plane and side splits as shown in Figure 3.

\( x \) represents the number to divide by \( x \)-axis and \( y \) represents the number to divide by \( y \)-axis. Figure 3 below shows the number of cameras along the \( x, y \) axis. As shown in Fig. 3, the number of cameras is required 14 cameras to divide the \( x \)-axis into six sections.

![Figure 3](image-url)
2.3. Image Size according to Angle of View and Division Plane

The size of the image can be determined according to the size of drone, the angle of camera view, and the division plane of the drones. The relationship between the size of the drone of radius 1 and the image size is shown in Figure 4.

The size of the image can be determined according to the size of drone, the angle of camera view, and the division plane of the drones. The relationship between the size of the drone of radius 1 and the image size is shown in Figure 4. When 360-degree simultaneous multi-images are acquired through the angle of view and divided surface, the collected images should be efficiently transmitted to the ground control system through appropriate processing procedures. The provision of all collected images increases network traffic and makes real-time image service difficult. The collected images need to be provided to the ground control system through an optimized merging process before being provided to the ground control system. Section 3 shows the process of merging these images.

3. Merge Method for 360-degree Simultaneous Multi-images

Based on the analyzed angle of view information for the drone, this paper proposes a 6x6 split 360-degree simultaneous multi-video recording drone design structure and analyzes the multi-image merge technique required. The image merging is based on the information obtained from 14 cameras, and the 360-degree merged image can be obtained by merging the images. To obtain various image merging points for the vertical and horizontal angle of view, the relationship of the elements shows in Figure 5.

As shown in Figure 5, we can extract the merged points of the image through the horizontal and vertical angle of view and the drone division angle. We can obtain the two points \( h_d \) and \( v_d \) according to the horizontal angle of view and the vertical angle of view, where \( v_d \) is the merge position in the full images. This position can be combined with the split angle of the drone to obtain two points. According to the horizontal and vertical image size determined in Figure 5, the intersection point of the image can be obtained as shown in Figure 6.
Through the analysis of the relationship between two intersections between images, we can define the equation for the intersection relation in the form of Equation 3.

\[ p_1 = \frac{v_d}{\cos(\alpha)}, \quad p_2 = p_1 - \left(\frac{v_d}{\tan(2\alpha)}\right) \]  

(3)

By merging the intersection points of each image, it is possible to acquire a single 360-degree image by removing redundant parts. Section 4 presents a drone design model to provide 360-degree simultaneous multi-video recording, taking into account the analysis results of Chapters 2 and 3.

4. Drone Design Model for 360-degree Simultaneous Multi-video Recording

The drone airframe design includes multiple cameras to form the drone body. In this paper, we constructed the model as shown in Figure 7 as a result of constructing 6x6 divided drone frame. When the camera has a horizontal angle of view of 120 degrees and a vertical angle of view of 90 degrees based on the half angle of the drone 1m in relation to the angle of view, the minimum distance for capturing the entire image is 1.73 m.
In addition, the image size formed at the minimum separation distance of 1.73m according to the camera division angle has a vertical dimension of 2.73m and a horizontal dimension of 4.72m, and the two points for the image merging process have values of 0.78m and 1.57m around the center point. Based on the analyzed results, the merged result is shown in Figure 8. The image merging process efficiently merges the images generated by the drone, thereby minimizing the time required for merging and providing a real-time image. In addition, various viewpoints can be accessed based on the 360-degree image.

5. Conclusions

Recently, the utilization of various purposeful drones has been increasing in the 4th industrial revolution, and it is required to use real-time image information of various angles more efficiently. One camera approach mainly lacks real-time monitoring of various angles because there are blind spots of drone adjustment and monitoring, and VR and 3D approach also provides only one view at a time. Especially, in non-visibility flight environment, it is essential to acquire various viewpoint image information. In this paper, we proposed a drone airframe structure design model based on the multi-cameras approach required for 360-degree simultaneous multi-video recording for real-time operation and monitoring and the merge technology required for real-time image transmission. This model can be used in various application environments by providing real-time image service at various angles and providing the efficient monitoring and information access and communication environment required when operating the drone.
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