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Abstract

Given a query patch from a novel class, one-shot object detection aims to detect all instances of that class in a target image through the semantic similarity comparison. However, due to the extremely limited guidance in the novel class as well as the unseen appearance difference between query and target instances, it is difficult to appropriately exploit their semantic similarity and generalize well. To mitigate this problem, we present a universal Cross-Attention Transformer (CAT) module for accurate and efficient semantic similarity comparison in one-shot object detection. The proposed CAT utilizes transformer mechanism to comprehensively capture bi-directional correspondence between any paired pixels from the query and the target image, which empowers us to sufficiently exploit their semantic characteristics for accurate similarity comparison. In addition, the proposed CAT enables feature dimensionality compression for inference speedup without performance loss. Extensive experiments on COCO, VOC, and FSOD under one-shot settings demonstrate the effectiveness and efficiency of our method, e.g., it surpasses CoAE, a major baseline in this task by 1.0\% in AP on COCO and runs nearly 2.5 times faster. Code will be available in the future.

1 Introduction

Object detection is a fundamental task in computer vision domain, which aims to predict a bounding box with a category label for each instance of interest in an image. Although deep convolutional neural networks (DCNN) based object detection methods have achieved great success in recent years, their success heavily relies on a huge amount of annotated data, which is often difficult or even infeasible to collect in real applications due to the expensive annotation cost. Therefore, it is inevitable to cope with object detection for unseen classes with only a few annotated examples at test phase.

In this study, we mainly focus on the most challenging problem, i.e., one-shot object detection. Given a novel class, there is only one query image with one annotated object, and a detector is then required to find all objects of the same category as the annotated object in a target image. Till now, some effective methods have been proposed, which mainly focus on building a two-stage paradigm [Ren et al., 2016]. Specifically, in the first stage, the feature of query image and the target image is aggregated to exploit their semantic correspondence utilizing channel attention [Hsieh et al., 2019] or corre-
lation filtering [Fan et al., 2020]. Then, a region proposal network is utilized to detect all candidate objects and real ones are ultimately located by a followed semantic similarity comparison based classifier. However, due to extremely limited guidance for the novel class (i.e., only one annotated sample) as well as the unseen appearance difference between the query object and the target one (e.g., that is often caused by the intra-class variation and different imaging endearments), these existing methods still fail to appropriately generalize well with pleasing performance.

To mitigate this problem, we revisit the one-shot object detection problem and attempt to explore the accurate semantic correspondence between the query object and the target image for performance enhancement. Considering that the great appearance difference often conceal their semantic correspondence into an unknown embedding space, we have to sufficiently exploit any detailed correspondence between two images. A direct way is to explore the relation between each sub-region from the query image and that in the target one. Following this idea, we propose a Cross-Attention Transformer (CAT) module and embed it into the two-stage detection paradigm for comprehensive exploration of the bidirectional correspondence between the target and query images. The proposed CAT module consists of two streams of interleaved transformers [Vaswani et al., 2017]. Given the grid feature generated from a Siamese feature extractor, the two-stream transformer is utilized to exploit the bi-directional correspondence between any paired sub-regions from the query and the target image through computing the cross-attention between them. As shown in Figure 1, the CAT module can sufficiently exploit the semantic characteristics of each image as well as their grid-level correspondences, which will be beneficial for accurate similarity comparison in the second stage. In addition, due to sufficient information captured by the CAT module, the dimensionality of the final feature representation of each object can be effectively compressed without performance loss. To verify the effectiveness of the proposed method, we compare it with state-of-the-art on three standard one-shot object detection benchmarks and observe significant performance and efficiency improvement.

In summary, this study mainly contributes in the following three aspects:

- We propose a CAT module which is able to sufficiently exploit the grid-level correspondence between the query and target image for accurate and efficient one-shot object detection. It is noticeable that the CAT module is an universal module which can be seamlessly plugged into other existing one-shot object detection frameworks.

- With the CAT module, we develop an effective one-shot detection network, which demonstrates state-of-the-art performance on three standard benchmarks for one-shot object detection.

- By compressing the feature channels, the proposed model is capable of running nearly 2.5 times faster than the current state-of-the-art baseline CoAE [Hsieh et al., 2019] without performance degradation.

2 Related Work

In this section, we will briefly review two lines of research related to this study.

2.1 Few-Shot Object Detection

The key for few-shot object detection is to establish a similarity metric that can be appropriately generalize to unseen classes with a few labeled examples (i.e. query set). Efforts have been made recently from different perspectives, such as transfer learning, metric learning and attention-based methods.

Specifically, for transfer learning, [Chen et al., 2018] presents the regularization techniques to relieve the over-fitting caused by directly transferring knowledge from a large auxiliary dataset to the novel classes. Another work [Kang et al., 2019] develops a single-stage detector combined with a meta-model that re-weights the importance of features from the base model. For metric learning, [Karlinsky et al., 2019] introduces a distance metric based classifier into the RoI module in the detector, which maps the objects into the universal embedding space. The attention-based methods focus on modelling the correspondence between target and query. [Hsieh et al., 2019] designs a co-attention based model called CoAE which leverages the correlated features from the target and query for better generalization performance. [Fan et al., 2020] introduces depth-wise convolution to get the attention feature map in the RPN phase and proposes the multi-relation detector to model different relationships in the R-CNN phase. [Osokin et al., 2020] firstly performs dense correlation matching based on local features and then conducts spatial alignment and bi-linear resampling to compute the detection score.

Our work lies on the third line of research, the attention-based methods. Different from previous work, our proposed CAT module empowers us to deeply exploit the grid-level bidirectional correspondence between target and query, using stacks of cross-attention transformer layers.

2.2 Visual Transformer

Witnessing that transformer becomes the de-facto standard in Natural Language Processing (NLP), recent literature commences introducing transformer-like networks into various computer vision tasks, including image recognition [Dosovitskiy et al., 2020; Touvron et al., 2020], object detection [Carion et al., 2020; Zhu et al., 2020], segmentation [Ye et al., 2019], visual question answering (VQA) [Tan and Bansal, 2019; Su et al., 2020]. The Vision Transformer (ViT) [Dosovitskiy et al., 2020] directly feeds image patches into a transformer for image classification, which removes the need of any convolution operation. [Carion et al., 2020] proposes DETR, a transformer encoder-decoder architecture that performs end-to-end object detection as set prediction. It does not rely on many manual components that required by traditional detectors, such as non-maximum suppression and anchor selection. [Ye et al., 2019] proposes a cross-modal self-attention model to capture the long-range dependencies between language and visual features. LXMERT [Tan and Bansal, 2019] and VL-BERT [Su et al., 2019]
The overall architecture of the proposed method for one-shot object detection. Our detector is composed of three parts. The first part is a shared ResNet-50 [He et al., 2016] backbone used to extract features of both the target and query images. And the following part is our Cross-Attention Transformer (CAT) module that fuses the features from backbone and enhances the features of the regions which may be the same category as query in the target image, while the last part is the detection head with a regular RPN head and a R-CNN head like Faster R-CNN.

2020] are transformer-like visual-linguistic pretraining models that achieves superior performance on several vision-language tasks. To our best knowledge, our proposed model is the first attempt to employing transformers for the task of one-shot object detection. Moreover, it relies on a two-stream cross-attention architecture, rather than the commonly adopted self-attention mechanisms.

3 Our Approach

We formulate the one-shot object detection task as in [Hsieh et al., 2019]. Given a query image patch $p$ with its class label, the one-shot detector aims to detect all object instances of the same class in a target image $I$, where we assume that at least one instance exists in the target image. We denote the set of classes in the testing phase (unseen classes) as $C_0$ while those in the training phase (seen classes) is $C_1$, and $C_0 \cap C_1 = \emptyset$. The model is trained with the annotated data of the seen classes, and generalize to unseen classes with a single query image.

3.1 Overall Architecture

As shown in Figure 2, our proposed architecture is composed of three parts, including the feature extractor (backbone), the cross-attention module and the similarity-based detection head. At first, we adopt the ResNet-50 to extract features from both query image $I_q \in \mathbb{R}^{3 \times H_q \times W_q}$ and target image $I_t \in \mathbb{R}^{3 \times H_t \times W_t}$. Note that the backbone parameters are shared between query and target images. What needs to be especially explained is that we only use the first three blocks of ResNet-50 to extract feature maps with high resolutions. For the ease of representation, we denote $\phi(I_t) \in \mathbb{R}^{C \times H'_t \times W'_t}$ and $\phi(I_q) \in \mathbb{R}^{C \times H'_q \times W'_q}$ as the feature maps of target and query images respectively, where $\phi$ represents the backbone, $C = 1024$, $H'_t = \frac{H_t}{16}$, $W'_t = \frac{W_t}{16}$, $H'_q = \frac{H_q}{16}$ and $W'_q = \frac{W_q}{16}$.

After that, we use a $3 \times 3$ convolution and a $1 \times 1$ convolution to compress the number of channels of $\phi(I_t), \phi(I_q)$ from 1024 to $d_m = 256$. Both features are flattened in the dimension of spatial and further deeply aggregated by the CAT module with cross-attention mechanism as defined in the following formula:

$$ (F_i, F_q) = \text{CAT}(\phi(I_t'), \phi(I_q)'), $$

where $\phi(I_t') \in \mathbb{R}^{d_m \times H'_t \times W'_t}$, $\phi(I_q') \in \mathbb{R}^{d_m \times H'_q \times W'_q}$ are the input sequences, and $F_t \in \mathbb{R}^{d_m \times H'_t \times W'_t}$, $F_q \in \mathbb{R}^{d_m \times H'_q \times W'_q}$ are the output feature maps after cross-attention.

In the end, RPN-based head takes as input the aggregated target features and generates proposals for further classification and regression. The features of proposals $p_1, p_2, \ldots, p_n$ extracted from $F_t$ by ROI align are fed into a regressor to obtain refined bounding boxes.

$$ bboxes = \Phi_r(\psi(F_i, p_i)), $$

where $\Phi_r$ represents the regressor and $\psi$ represents the operation of ROI align. For similarity-based classification, we first apply global average pooling on the ROI features and the aggregated query feature $F_q$, and then concatenate them as the input of classifier $\Phi_c$. The classification results $P(bbox_i), i = 1, 2, \ldots, n$ can be formulated as:

$$ P(bbox_i) = \Phi_c(\text{Concat}(\text{GAP}(\psi(F_i, p_i), \text{GAP}(F_q))), $$

3.2 Cross-Attention Transformer Module

The cross-attention transformer (CAT) model is the key component of our proposed framework. Based on the transformer architecture, it models the bidirectional correspondences between grids of target and query images and performs dual feature aggregation for both target and query.

The basic building block of transformer is the ‘Scaled Dot-Product Attention’ defined as follows:

$$ \text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V, $$
where $Q, K, V$ represent queries, keys and values, respectively. $d$ is the dimension of keys.

As described in [Vaswani et al., 2017], Multi-Head Attention mechanism is further employed to jointly attend to information from different representation subspaces:

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \cdots, \text{head}_m)W^O,
\]

\[
\text{head}_i = \text{Attention}(QW^Q_i, KW^K_i, VW^V_i),
\]

where $W^Q \in \mathbb{R}^{d_m \times d'}$, $W^K \in \mathbb{R}^{d_m \times d'}$, $W^V \in \mathbb{R}^{d_m \times d'}$ are the matrices to compute the so-called query, key and value embeddings respectively, and $W^O \in \mathbb{R}^{d' \times d_m}$ is the projection matrix. In our work, we set $d' = \frac{d_m}{M}$, $d_m = 256$ and $M = 8$.

After the Multi-Head Attention operation, the output is sent into a Feed-forward Network (FFN) module composed of two linear transformation with ReLU activation, defined as:

\[
\text{FFN}(x) = \max(0, xW_1 + b_1)W_2 + b_2,
\]

where $W_1, W_2$ and $b_1, b_2$ are the weight matrices and bias vectors respectively.

Recently, Carion [Carion et al., 2020] proposed a transformer-like model (DETR) for general object detection and obtain competing performance. Although we also employ transformer in this work, there are still significant differences between DETR and our model. Firstly, the challenges faced by the two models are different. As a general object detector, DETR focuses on the discrimination between foreground and background, and accurate bounding box regression. On the contrary, the difficulty of one shot detection is mainly on the similarity-based comparison, rather than proposal generation [Zhang et al., 2011]. Through experiments, we found that in many cases, one-shot detection models can produce accurate bounding boxes of salient objects but fails to assign correct class label. To resolve their individual challenges, DETR and our model choose different model architectures. DETR is built upon self-attention that explores long-range dependencies between pixels of a single input image. In contrast, our model relies on a two-stream architecture which performs cross-attention (Query-to-Target and Target-to-Query) to exploit the similarity between sub-regions of query and target images.

To be more specific, $X_t \in \mathbb{R}^{N_t \times d_m}$ and $X_q \in \mathbb{R}^{N_q \times d_m}$ represent the input sequences that are the flattened feature maps of target and query images respectively, as shown in Figure 2. Note that $N_t = H'_t \times W'_t$ and $N_q = H'_q \times W'_q$ are the lengths of the sequences. Following [Carion et al., 2020], we use sine function to generate spatial position encoding for input sequences $X_t$ and $X_q$. In one stream of CAT, we let $Q = \tilde{X}_t$ and $K = V = X_q$ in equation (5), and obtain the aggregated target feature. This procedure can be summarized as:

\[
Y_t = \text{Norm} (\tilde{X}_t + \text{FFN}(\tilde{X}_t))
\]

\[
\tilde{X}_t = \text{Norm} (X_t + P_t + \text{MultiHead}(X_t + P_t, X_q + P_q, X_q))
\]

where $P_t \in \mathbb{R}^{N_t \times d_m}$, $P_q \in \mathbb{R}^{N_q \times d_m}$ are the spatial position encodings corresponding to $X_t$ and $X_q$, respectively. In another stream, we set $Q = X_q$ and $K = V = X_t$ and generate $Y_q$, the aggregated query feature. The above whole computation can be viewed as one layer of our proposed Cross-Attention Transformer, and the outputs of one layer will be the inputs of the next layer. In our work, we set the number of layers $N = 4$.

The outputs of CAT module are then reshaped to new feature maps $F_t$ and $F_q$ that share the same sizes as the origin feature maps, where $F_t$ is fed into the subsequent RPN and $F_q$ is used in similarity-based classification.

## 4 Experiments

Our experiments are conducted on the MS-COCO [Lin et al., 2014], PASCAL VOC and the recently released FSOD [Fan et al., 2020] dataset. In Section 4.1, we first introduce implementation details. Then we carry out ablation study and comparison with SOTA in Sections 4.2 and 4.3 respectively.

### 4.1 Implementation Details

**Training Details.** Our network is trained with stochastic gradient descent (SGD) over 4 NVIDIA RTX-2080Ti GPUs for 10 epochs with the initial learning rate being 0.01 and a minibatch of 16 images. The learning rate is reduced by a factor of 10 at epoch 5 and 9, respectively. Weight decay and momentum are set as 0.0001 and 0.9, respectively. As in [Hsieh et al., 2019], the backbone ResNet-50 model is pretrained on a reduced training set of ImageNet in which all the COCO classes are removed to ensure that our model does not ‘foresee’ any unseen class. The target images are resized to have their shorter side being 600 and their longer

| Method               | FPS  | Unseen AP | Unseen AP50 | Seen AP | Seen AP50 |
|----------------------|------|-----------|-------------|---------|-----------|
| CAT (One stream)     | 18.4 | 15.2      | 25.3        | 30.3    | 48.6      |
| CAT (Two stream)     | 16.3 | 16.5      | 27.1        | 31.3    | 50.5      |

Table 1: Ablation study of CAT on the COCO split 1. ‘Two stream’ represents our model that performs both query-to-target and target-to-query attentions, while ‘One stream’ represents a model that executes the query-to-target side.

| Layers | Unseen AP | Unseen AP50 | Seen AP | Seen AP50 |
|--------|-----------|-------------|---------|-----------|
| CAT (3 layers) | 15.8     | 25.9        | 31.2    | 50.0      |
| CAT (4 layers) | 16.5     | 27.1        | 31.3    | 50.5      |
| CAT (5 layers) | 16.5     | 27.1        | 32.1    | 51.6      |
| CAT (6 layers) | 16.3     | 27.1        | 31.8    | 51.3      |

Table 2: Results of Cross-Attention Transformer with different layers on COCO split 1.

| $d_m$ | Params(M) | FPS  | Unseen AP | Unseen AP50 | Seen AP | Seen AP50 |
|-------|-----------|------|-----------|-------------|---------|-----------|
| 128   | 12.74     | 20.8 | 14.6      | 26.0        | 29.0    | 49.0      |
| 256   | 19.10     | 16.3 | 16.5      | 27.1        | 31.3    | 50.5      |
| 512   | 37.67     | 9.5  | 16.6      | 27.3        | 32.1    | 51.6      |
| 1024  | 110.53    | 4.9  | 15.7      | 25.8        | 32.7    | 52.4      |

Table 3: Results of different dimension of feature embeddings on COCO split 1.
and channel-wise co-Attention, CoAE [Hsieh et al. 2019] detection [Chen et al. 2019] resized to a fixed size and side less or equal to 1000, and the query image patches are resized to a fixed size 128x128. We built our model on mmde-tection [Chen et al., 2019], which is a general object detection framework based on PyTorch. Based on spatial-wise and channel-wise co-Attention, CoAE [Hsieh et al., 2019] achieves the best performance over existing approaches and serve as a major baseline in our paper. For strictly fair comparison, we re-implemented the CoAE model on the same mmdetection framework, and achieves significantly better results than the original author-provided version on all the three evaluated datasets. The reason may be that the one-stream model incurs a large overfitting on unseen classes. In the remaining experiments, we set the number of layers to 4 by default.

### 4.2 Ablation Study

Since the Cross-Attention Transformer is the key component of our model, in this section we mainly explore the effect of this module with different hyper-parameters. For easy illustration, our ablation experiments are conducted on COCO split 1 which will be discussed in Section 4.3.

#### Transformer Structure

We investigate the performance of CAT with different number of layers. As shown in Table 2, we test the results of CAT with the number of layers ranging from 3 to 6. The CAT with 4 layers achieves the best performance on unseen classes, while on seen classes the best AP is obtained with the number of layers as 5. It can be found that increasing the number of layers does not always improve performance, which may be caused by the overfitting on seen classes. Note that even using only 3 layers, our model still outperforms the CoAE, demonstrating the superiority of the proposed method. In the remaining experiments, we set the number of layers to 4 by default.

#### Dimension of Feature Embeddings

Table 3 shows the results with different values of $d_m$ on COCO split 1. We also report their number of parameters and inference speed (FPS). From the results, we can find that reducing $d_m$ to 128 will significantly decrease AP by 2 points on unseen classes. The APs with $d_m = 256$ and $d_m = 512$ are close to each other, but setting $d_m$ to 512 will significantly increase the model size and slow down the inference speed. The results with

| Method       | Split1 | Split2 | Split3 | Split4 | Average |
|--------------|--------|--------|--------|--------|---------|
|              | AP     | AP50   | AP     | AP50   | AP      |
| SiamMask     | -      | 15.3   | -      | 17.6   | -       |
| CoAE         | 11.8   | 23.2   | 12.2   | 23.7   | 9.3     |
| CoAE (Reimp) | 15.1   | 25.7   | 15.3   | 25.4   | 11.0    |
| Ours         | 16.5   | 27.1   | 16.6   | 26.6   | 12.4    |

Table 4: Results on the COCO dataset of unseen classes. We set the results of CoAE as our baseline. For fair comparisons, we re-implement CoAE on our code framework and report its results, ‘Reimp’ represents our re-implemented model.

| Method       | Split1 | Split2 | Split3 | Split4 | Average |
|--------------|--------|--------|--------|--------|---------|
|              | AP     | AP50   | AP     | AP50   | AP      |
| SiamMask     | -      | 38.9   | -      | 37.1   | -       |
| CoAE         | 22.4   | 42.2   | 21.3   | 40.2   | 21.6    |
| CoAE (Reimp) | 31.2   | 51.3   | 27.3   | 45.3   | 27.7    |
| Ours         | 31.3   | 50.5   | 28.8   | 46.1   | 28.9    |

Table 5: Results on the COCO dataset of seen classes.

| Method       | Split1 | Split2 | Split3 | Split4 | Average |
|--------------|--------|--------|--------|--------|---------|
|              | AP     | AP50   | AP     | AP50   | AP      |
| SiamMask     | 4.2    | 22.8   | 10.7   | 9.1    | -       |
| CoAE         | 3.1    | 4.4    | 3.1    | 4.4    | -       |
| CoAE (Reimp) | 3.1    | 4.4    | 3.1    | 4.4    | -       |
| Ours         | 4.2    | 5.5    | 3.9    | 4.2    | -       |

Table 6: Results on the VOC dataset, we compare our model with several previous works and our baseline model CoAE.

| Method       | Unseen class | AP | AP50 | AP75 |
|--------------|--------------|----|------|------|
| CoAE (Reimp) | 40.3         | 63.8| 41.7 |
| Ours         | 42.0         | 64.0| 44.2 |

Table 7: Results on the FSOD dataset (unseen classes).
$d_m = 1024$ shows an overfitting on seen classes. To strike the balance between accuracy and speed, we set $d_m$ to 256 in following experiments.

4.3 Comparison with State-of-the-Art

**MS-COCO.** Following the previous work [Hsieh et al., 2019], we divide the 80 classes of COCO dataset [Lin et al., 2014] into four groups, alternately taking three groups as seen classes and one group as unseen classes. We use the ‘train 2017’ (118K images) split for training and mini-val (5K images) split for evaluation. We compare our method with SiamMask [Michaelis et al., 2018] and CoAE [Hsieh et al., 2019] in Tables 4 and 5. Besides the authors’ release of CoAE model (denoted as CoAE in the Tables), we also re-implement this model in the mmdetection framework (denoted as CoAE(Reimp)) for strictly fair comparison. Note that CoAE (Reimp) is trained with the same strategies as our model and achieves better results than the original version, so it serves as a strong and fair baseline. Tables 4 and 5 show the comparison on unseen and seen classes, respectively. Compared with the re-implemented CoAE model, our model achieves 1.0% and 0.9% improvements on the average AP and AP50 respectively. As for seen classes, our model also achieves better performance that outperforms CoAE (Reimp) by 0.9 AP point on average.

**PASCAL VOC.** As for VOC [Everingham et al., 2010], we divide the 20 classes into 16 seen classes and 4 unseen classes, where the choice of seen classes and unseen classes is consistent with [Hsieh et al., 2019]. Note that our model is trained on the union set of VOC2007 train\&val sets and VOC2012 train\&val sets, while is evaluated on VOC2007. We evaluate the average precision of each category, and calculate mean average precision (mAP) of seen classes and unseen classes, respectively. Table 6 shows the comparison with CoAE and other several baselines[Fu et al., 2020; Cen and Jung, 2018; Li et al., 2018], whose evaluation settings are consistent with ours. Our model outperforms the re-implemented CoAE by 1.3 mAP points on unseen classes and performs slightly worse (0.3 mAP) on seen classes, which presents a stronger generalization ability from seen classes to unseen classes.

**FSOD.** The FSOD dataset [Fan et al., 2020] is specifically designed for few-shot object detection. It contains 1000 categories, with 800 for training and 200 for test. We test the performance of our model and our re-implemented CoAE model on this dataset, with the same one-shot setting. Table 7 shows that our model outperforms CoAE by 1.7% in AP and 2.5% in AP.75 on novel classes.

**Inference Speed.** Note that our model achieves superior accuracy with a much smaller dimension of features ($d_m = 256$) than that of the previous SOTA CoAE (1024). On the other hand, the dot-product attention adopted by transformer is more parallelizable and space-efficient. These two characteristics lead to a much faster inference speed: on an NVIDIA RTX-2080Ti GPU, our model achieves 16.3 FPS, while the speed of CoAE is only 5.9 FPS that is nearly 2.5 times slower than ours.

4.4 Visualization of CAT layers

For intuitively understanding our model, we visualize the intermediate feature maps according to the intensity of response. As shown in Figure 3, the first and second columns represent query and target images respectively, and the remaining columns correspond to the visualization of different CAT layers. Without incorporating any query information, the backbone outputs endow higher responses on salient objects or features. With the increase of layers and deeper aggregation of query information, the CAT outputs gradually focus on the objects of the same category as query. The visualization demonstrates the importance of our proposed CAT module on exploiting the correspondence between target and query.

5 Conclusion

In this work, we propose a Cross-Attention Transformer module to deeply exploit bidirectional correspondence between the query and target pairs for one-shot object detection. By
combining the proposed CAT module with a two-stage framework, we construct a simple yet effective one-shot detector. The proposed model achieves state-of-the-art performance on three one-shot detection benchmarks and meanwhile runs 2.5 times faster than CoAE, a major strong baseline, demonstrating a superiority over both effectiveness and efficiency.
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