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Abstract

In this paper, we consider ensemble classifiers, that is, machine learning based classifiers that utilize a combination of scoring functions. We provide a framework for categorizing such classifiers, and we outline several ensemble techniques, discussing how each fits into our framework. From this general introduction, we then pivot to the topic of ensemble learning within the context of malware analysis. We present a brief survey of some of the ensemble techniques that have been used in malware (and related) research. We conclude with an extensive set of experiments, where we apply ensemble techniques to a large and challenging malware dataset. While many of these ensemble techniques have appeared in the malware literature, previously there has been no way to directly compare results such as these, as different datasets and different measures of success are typically used. Our common framework and empirical results are an effort to bring some sense of order to the chaos that is evident in the evolving field of ensemble learning—both within the narrow confines of the malware analysis problem, and in the larger realm of machine learning in general.

1 Introduction

In ensemble learning, multiple learning algorithms are combined, with the goal of improved accuracy as compared to the individual algorithms. Ensemble techniques are widely used, and as a testament to their strength, ensembles have won numerous machine learning contests in recent years, including the KDD Cup [15], the Kaggle competition [14], and the Netflix prize [26].

Many such ensembles resemble Frankenstein’s monster [33], in the sense that they are an agglomeration of disparate components, with some of the components being of questionable value—an “everything and the kitchen sink” approach clearly prevails. This effect can be clearly observed in the aforementioned machine learning contests, where there is little (if any) incentive to make systems that are efficient or practical, as accuracy is typically the only criteria for success. In the case of the Netflix prize, the winning team was awarded $1,000,000, yet Netflix never implement the winning scheme, since the improvements in accuracy “did not seem to justify the engineering effort needed to bring them into a production environment” [3]. In real-world systems, practicality and efficiency are necessarily crucial factors.

In this paper, we provide a straightforward framework for categorizing ensemble techniques. We then consider specific (and relatively simple) examples of various categories of such ensembles, and we show how these fit into our framework. For various examples of ensembles, we also provide experimental results, based on a large and diverse malware dataset.

While many of the techniques that we consider have previously appeared in the malware literature, we are not aware of any comparable study focused on the effectiveness of various ensembles using a common dataset and common measures of success. While we believe that these examples are interesting in their own right, they also provide a basis for discussing various tradeoffs between measures of accuracy and practical considerations.

The remainder of this paper is organized as follows. In Section 2 we discuss ensemble classifiers, including our framework for categorizing such classifiers. Section 3 contains our experimental results. This section also includes a discussion of our dataset, scoring metrics, software used, and so on. Finally, Section 4 concludes the paper and includes suggestions for future work.

2 Ensemble Classifiers

In this section, we first give a selective survey of some examples of malware (and closely related) research involving ensemble learning. Then we provide a framework for discussing ensemble classifiers in general.
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2.1 Examples of Related Work

The paper [18] discusses various ways to combine classifiers and provides a theoretical framework for such combinations. The focus is on straightforward combinations, such as a maximum, sum, product, majority vote, and so on. The work in [18] has clearly been influential, but it seems somewhat dated, given the wide variety of ensemble methods that are used today.

The book [20] presents the topic of ensemble learning from a similar perspective as [18] but in much more detail. Perhaps not surprisingly, the more recent book [62] seems to have a somewhat more modern perspective with respect to ensemble methods, but retains the theoretical flavor of [20] and [18]. The brief blog at [35] provides a highly readable (if highly selective) summary of some of the topics covered in the books [20] and [62].

Here, we take an approach that is, in some sense, more concrete than that in [18, 20, 62]. Our objective is to provide a relatively straightforward framework for categorizing and discussing ensemble techniques. We then use this framework as a frame of reference for experimental results based on a variety of ensemble methods.

Table 1 provides a summary of several research papers where ensemble techniques have been applied to security-related problems. The emphasis here is on malware, but we have also included a few closely related topics. In any case, this represents a small sample of the many papers that have been published, and is only intended to provide an indication as to the types and variety of ensemble strategies that have been considered to date. On this list, we see examples of ensemble methods based on bagging, boosting, and stacking, as discussed below in Section 2.3.

| Authors           | Application | Features                  | Ensemble          |
|-------------------|-------------|---------------------------|-------------------|
| Alazab et al. [2] | Detection   | API calls                 | Neural networks   |
| Comar et al. [8]  | Detection   | Network traffic           | Random forest     |
| Dimjašević et al. [9] | Android    | System calls              | RF and SVM        |
| Guo et al. [10]   | Detection   | API calls                 | BKS               |
| Idrees et al. [12]| Android     | Permissions, intents      | RF and others     |
| Jain & Meena [13] | Detection   | Byte n-grams              | AdaBoost          |
| Khan et al. [17]  | Detection   | Network based             | Boosting          |
| Kong & Yan [19]   | Classification | Function call graph   | Boosting          |
| Morales et al. [24]| Android     | Permissions               | Several           |
| Narouei et al. [25]| Detection  | DLL dependency            | Random forest     |
| Shahzad et al. [31]| Detection  | Opcodes                   | Voting            |
| Sheen et al. [32] | Various     | Detection efficiency      | Pruning           |
| Singh et al. [34] | Detection   | Opcodes                   | SVM               |
| Smutz & Stavrou [36]| Malicious PDF | Metadata             | Random forest     |
| Toolan & Carthy [40]| Phishing   | Various                   | C5.0, boosting    |
| Ye et al. [58]    | Detection   | API calls, strings        | SVM, bagging      |
| Ye et al. [59]    | Categorization | Opcodes             | Clustering        |
| Yerima et al. [60]| Zero day   | 179 features              | RF, regression    |
| Zhang et al. [61] | Detection   | n-grams                  | Dempster-Shafer   |

2.2 A Framework for Ensemble Classifiers

In this section, we consider various means of constructing ensemble classifiers, as viewed from a high-level perspective. We then provide an equally high level framework that we find useful in our subsequent discussion of ensemble classifiers in Sections 2.3 and, especially, in Section 2.4.

We consider ensemble learners that are based on combinations of scoring functions. In the general case, we assume the scoring functions are real valued, but the more restricted case of zero-one valued “scoring” functions (i.e., classifiers) easily fits into our framework. We place no additional restrictions on the scoring functions and, in particular, they do not necessarily represent “learning” algorithms, per se. Hence, we are dealing with ensemble methods broadly speaking, rather than ensemble learners in a strict sense. We assume that the ensemble method itself—as opposed to the scoring functions that comprise the ensemble—is for classification, and hence ensemble functions are zero-one valued.
Let $\omega_1, \omega_2, \ldots, \omega_n$ be training samples, and let $v_i$ be a feature vector of length $m$, where the features that comprise $v_i$ are extracted from sample $\omega_i$. We collect the feature vectors for all $n$ training samples into an $m \times n$ matrix that we denote as

$$V = \begin{pmatrix} v_1 & v_2 & \cdots & v_n \end{pmatrix}$$

where each $v_i$ is a column of the matrix $V$. Note that each row of $V$ corresponds to a specific feature type, while column $i$ of $V$ corresponds to the features extracted from the training sample $\omega_i$.

Let $S : \mathbb{R}^m \rightarrow \mathbb{R}$ be a scoring function. Such a scoring function will be determined based on training data, where this training data is given by a feature matrix $V$, as in equation (1). A scoring function $S$ will generally also depend on a set of $k$ parameters that we denote as

$$\Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k)$$

The score generated by the scoring function $S$ when applied to sample $x$ is given by

$$S(x; V, \Lambda)$$

where we have explicitly included the dependence on the training data $V$ and the function parameters $\Lambda$.

For any scoring function $S$, there is a corresponding classification function that we denote as $\hat{S} : \mathbb{R}^m \rightarrow \{0, 1\}$. That is, once we determine a threshold to apply to the scoring function $S$, it provides a binary classification function that we denote as $\hat{S}$. As with $S$, we explicitly indicate the dependence on training data $V$ and the function parameters $\Lambda$ by writing

$$\hat{S}(x; V, \Lambda)$$

For example, each training sample $\omega_i$ could be a malware executable file, where all of the $\omega_i$ belong to the same malware family. Then an example of an extracted feature $v_i$ would be the opcode histogram, that is, the relative frequencies of the mnemonic opcodes that are obtained when $\omega_i$ is disassembled. The scoring function $S$ could, for example, be based on a hidden Markov model that is trained on the feature matrix $V$ as given in equation (1), with the parameters $\Lambda$ in equation (2) being the initial values that are selected when training the HMM.

In its most general form, an ensemble method for a binary classification problem can be viewed as a function $F : \mathbb{R}^d \rightarrow \{0, 1\}$ of the form

$$F(S_1(x; V_1, \Lambda_1), S_2(x; V_2, \Lambda_2), \ldots, S_d(x; V_d, \Lambda_d))$$

That is, the ensemble method defined by the function $F$ produces a classification based on the scores $S_1, S_2, \ldots, S_d$, where scoring function $S_i$ is trained using the data $V_i$ and parameters $\Lambda_i$.

### 2.3 Classifying Ensemble Classifiers

From a high level perspective, ensemble classifiers can be categorized as bagging, boosting, stacking, or some combination thereof [20, 35, 62]. In this section, we briefly introduce each of these general classes of ensemble methods and give their generic formulation in terms of equation (3).

#### 2.3.1 Bagging

In bootstrap aggregation (i.e., bagging), different subsets of the data or features (or both) are used to generate different scores. The results are then combined in some way, such as a sum of the scores, or a majority vote of the corresponding classifications. For bagging we assume that the same scoring method is used for all scores in the ensemble. For example, bagging is used when generating a random forest, where each individual scoring function is based on a decision tree structure. One benefit of bagging is that it reduces overfitting, which is a particular problem for decision trees.

For bagging, the general equation (3) is restricted to

$$F(S(x; V_1, \Lambda), S(x; V_2, \Lambda), \ldots, S(x; V_d, \Lambda))$$

That is, in bagging, each scoring function is essentially the same, but each is trained on a different feature set. For example, suppose that we collect all available feature vectors into a matrix $V$ as in equation (1). Then bagging based on subsets of samples would correspond to generating $V_j$ by deleting a subset of the columns of $V$. On the other hand, bagging based on features would correspond to generating $V_j$ by deleting a subset of the rows of $V$. Of course, we can easily extend this to bagging based on both the data and features simultaneously, as in a random forest. In Section 2.4, we discuss specific examples of bagging.
2.3.2 Boosting

Boosting is a process whereby distinct classifiers are combined to produce a stronger classifier. Generally, boosting deals with weak classifiers that are combined in an adaptive or iterative manner so as to improve the overall classifier. We restrict our definition of boosting to cases where the classifiers are closely related, in the sense that they differ only in terms of parameters. From this perspective, boosting can be viewed as “bagging” based on classifiers, rather than data or features. That is, all of the scoring functions are reparameterized versions of the same scoring technique. Under this definition of boosting, the general equation (3) becomes

\[ F(S(x; V, A_1), S(x; V, A_2), \ldots, S(x; V, A_\ell)) \] (5)

That is, the scoring functions differ only by re-parameterization, while the scoring data and features do not change.

Below, in Section 2.4, we discuss specific examples of boosting; in particular, we discuss the most popular method of boosting, AdaBoost. In addition, we show that some other popular techniques fit our definition of boosting.

2.3.3 Stacking

Stacking is an ensemble method that combines disparate scores using a meta-classifier [35]. In this generic form, stacking is defined by the general case in equation (3), where the scoring functions can be (and typically are) significantly different. Note that from this perspective, stacking is easily seen to be a generalization of both bagging and boosting.

Because stacking generalizes both bagging and boosting, it is not surprising that stacking based ensemble methods can outperform bagging and boosting methods, as evidenced by recent machine learning competitions, including the KDD Cup [15], the Kaggle competition [14], as well as the infamous Netflix prize [26]. However, this is not the end of the story, as efficiency and practicality are often ignored in such competitions, whereas in practice, it is virtually always necessary to consider such issues. Of course, the appropriate tradeoffs will depend on the specifics of the problem at hand. Our empirical results in Section 3 provide some insights into these tradeoff issues within the malware analysis domain.

In the next section, we discuss concrete examples of bagging, boosting, and stacking techniques. Then in Section 3 we present our experimental results, which include selected bagging, boosting, and stacking architectures.

2.4 Ensemble Classifier Examples

Here, we consider a variety of ensemble methods and discuss how each fits into the general framework presented above. We begin with a few fairly generic examples, and then discuss several more specific examples.

2.4.1 Maximum

In this case, we have

\[ F(S_1(x; V_1, A_1), S_2(x; V_2, A_2), \ldots, S_\ell(x; V_\ell, A_\ell)) = \max\{S_i(x; V_i, A_i)\} \] (6)

2.4.2 Averaging

Averaging is defined by

\[ F(S_1(x; V_1, A_1), S_2(x; V_2, A_2), \ldots, S_\ell(x; V_\ell, A_\ell)) = \frac{1}{\ell} \sum_{i=1}^{\ell} S_i(x; V_i, A_i) \] (7)

2.4.3 Voting

Voting could be used as a form of boosting, provided that no bagging is involved (i.e., the same data and features are used in each case). Voting is also applicable to stacking, and is generally applied in such a mode, or at least with significant diversity in the scoring functions, since we want limited correlation when voting.
In the case of stacking, a simple majority vote is of the form

\[
F(\hat{S}_1(x; V_1, \Lambda_1), \hat{S}_2(x; V_2, \Lambda_2), \ldots, \hat{S}_\ell(x; V_\ell, \Lambda_\ell)) = \text{maj}(\hat{S}_1(x; V_1, \Lambda_1), \hat{S}_2(x; V_2, \Lambda_2), \ldots, \hat{S}_\ell(x; V_\ell, \Lambda_\ell))
\]

where “maj” is the majority vote function. Note that the majority vote is well defined in this case, provided that \( \ell \) is odd—if \( \ell \) is even, we can simply flip a coin in case of a tie.

As an aside, we note that it is easy to see why we want to avoid correlation when voting is used as a combining function. Consider the following example from [47]. Suppose that we have the three examples involving machine learning techniques.

Given a collection of (weak) classifiers \( c_1, c_2, \ldots, c_\ell \), AdaBoost is an iterative algorithm that generates a series of (generally, stronger) classifiers, \( C_1, C_2, \ldots, C_M \) based on the classifiers \( c_i \). Each classifier is determined from the previous classifier by the simple linear extension

\[
C_m(x) = C_{m-1}(x) + \alpha_m c_i(x)
\]

and the final classifier is given by \( C = C_M \). Note that at each iteration, we include a previously unused \( c_i \) from the set of (weak) classifiers and determine a new weight \( \alpha_i \). A greedy approach is used when selecting \( c_i \), but it is not a hill climb, so that results might get worse at any step in the AdaBoost process.

From this description, we see that the AdaBoost algorithm fits the form in equation (5), with \( \hat{S}(x; V, \Lambda_i) = C_i(x) \), and

\[
F(\hat{S}(x; V, \Lambda_1), \hat{S}(x; V, \Lambda_2), \ldots, \hat{S}(x; V, \Lambda_M)) = \hat{S}(x; V, \Lambda_M) = C_M(x)
\]

### 2.4.6 SVM as Meta-Classifier

It is natural to use an SVM as a meta-classifier to combine scores [38]. For example, in [34], an SVM is used to generate a malware classifier based on several machine learning and statistical based malware scores. In [34], it is shown that the resulting SVM classifier consistently outperforms any of the component scores, and the differences are most pronounced in the most challenging cases.

The use of SVM in this meta-classifier mode can be viewed as a general stacking method. Thus, this SVM technique is equivalent to equation (3), where the function \( F \) is simply an SVM classifier based on the component scores \( S_i(x; V_i, \Lambda_i) \), for \( i = 1, 2, \ldots, \ell \).
2.4.7 HMM with Random Restarts

A hidden Markov model can be viewed as a discrete hill climb technique [37, 38]. As with any hill climb, when training an HMM we are only assured of a local maximum, and we can often significantly improve our results by executing the hill climb multiple times with different initial values, selecting the best of the resulting models. For example, in [51] it is shown that an HMM can be highly effective for breaking classic substitution ciphers and, furthermore, by using a large number of random restarts, we can significantly increase the success rate in the most difficult cases. The work in [51] is closely related to that in [7], where such an approach is used to analyze the unsolved Zodiac 340 cipher.

From the perspective considered in this paper, an HMM with random restarts can be seen as special case of boosting. If we simply select the best model, then the “combining” function is particularly simple, and is given by

\[ F(\mathcal{S}(x; V, \Lambda_1), \mathcal{S}(x; V, \Lambda_2), \ldots, \mathcal{S}(x; V, \Lambda_\ell)) = \max \{ \mathcal{S}(x; V, \Lambda_i) \} \]  

(8)

Here, each scoring function is an HMM, where the trained models differ only on different initial values. We see that equation (8) is a special case of equation (6). However, the “max” in equation (8) is the maximum over the HMM model scores, not the maximum over any particular set of input values. That is, we select the highest scoring model and use it for scoring. Of course, we could use other combining functions, such as an average or majority vote of the corresponding classifiers. In any case, since there is a score associated with each model generated by an HMM, any such combining function is well-defined.

2.4.8 Bagged Perceptron

Like a linear SVM, a perceptron will separate linearly separable data. However, unlike an SVM, a perceptron will not necessarily produce the optimal separation, in the sense of maximizing the margin. If we generate multiple perceptrons, each with different random initial weights, and then average these models, the resulting classifier will tend to be nearer to optimal, in the sense of maximizing the margin [21, 47]. That is, we construct a classifier

\[ F(\mathcal{S}(x; V, \Lambda_1), \mathcal{S}(x; V, \Lambda_2), \ldots, \mathcal{S}(x; V, \Lambda_\ell)) = \frac{1}{\ell} \sum_{i=1}^{\ell} \mathcal{S}(x; V, \Lambda_i) \]  

(9)

where \( \mathcal{S} \) is a perceptron and each \( P_i \) represents a set of initial values. We see that equation (9) is a special case of the averaging example given in equation (7). Also, we note that in this sum, we are averaging the perceptron models, not the classifications generated by the models.

Although this technique is sometimes referred to as “bagged” perceptrons [47], by our criteria, it is a boosting scheme. That is, the “bagging” here is done with respect to parameters of the scoring functions, which is our working definition of boosting.

2.4.9 Bagged Hidden Markov Model

Like the HMM with random restarts example given above, in this case, we generate multiple HMMs. However, here we leave the model parameters unchanged, and simply train each on a subset of the data. We could then average the model scores (for example) as a way of combining the HMMs into a single score, from which we can easily construct a classifier.

2.4.10 Bagged and Boosted Hidden Markov Model

Of course, we could combine both the HMM with random restarts discussed in Section 2.4.7 with the bagging approach discussed in the previous section. This process would yield an HMM-based ensemble technique that combines both bagging and boosting.

3 Experiments and Results

In this section, we consider a variety of experiments that illustrate various ensemble techniques. There experiments involve malware classification, based on a challenging dataset that includes a large number of samples from a significant number of malware families.
3.1 Dataset and Features

Our dataset consists of samples from the 21 malware families listed in Table 2. These families are from various different types of malware, including Trojans, worms, backdoors, password stealers, so-called VirTools, and so on.

Table 2: Type of each malware family

| Index | Family     | Type                      | Index | Family     | Type                      |
|-------|------------|---------------------------|-------|------------|---------------------------|
| 1     | Adload     | Trojan Downloader         | 12    | Renos      | Trojan Downloader         |
| 2     | Agent      | Trojan                    | 13    | Rimecud    | Worm                      |
| 3     | Allaple    | Trojan                    | 14    | Small      | Trojan Downloader         |
| 4     | BHO        | Trojan                    | 15    | Toga       | Trojan                    |
| 5     | Bifrose    | Backdoor                  | 16    | VB         | Backdoor                  |
| 6     | CeeInject  | VirTool                   | 17    | VBinject   | VirTool                   |
| 7     | Cybot      | Backdoor                  | 18    | Vobfus     | Worm                      |
| 8     | FakeRean   | Rogue                     | 19    | Vundo      | Trojan Downloader         |
| 9     | Hotbar     | Adware                    | 20    | Winwebsec  | Rogue                     |
| 10    | Injector   | VirTool                   | 21    | Zbot       | Password Stealer          |
| 11    | OnLineGames| Password Stealer          |       | —          | —                         |

Each of the malware families in Table 2 is summarized below.

**Adload** downloads an executable file, stores it remotely, executes the file, and disables proxy settings [41].

**Agent** downloads Trojans or other software from a remote server [42].

**Allaple** is a worm that can be used as part of a denial of service (DoS) attack [52].

**BHO** can perform a variety of actions, guided by an attacker [45].

**Bifrose** is a backdoor Trojan that enables a variety of attacks [4].

**CeeInject** uses advanced obfuscation to avoid being detected by antivirus software [48].

**Cycbot** connects to a remote server, exploits vulnerabilities, and spreads through backdoor ports [5].

**FakeRean** pretends to scan the system, notifies the user of supposed issues, and asks the user to pay to clean the system [53].

**Hotbar** is adware that shows ads on webpages and installs additional adware [1].

**Injector** loads other processes to perform attacks on its behalf [49].

**OnLineGames** steals login information of online games and tracks user keystroke activity [28].

**Renos** downloads software that claims the system has spyware and asks for a payment to remove the nonexistent spyware [43].

**Rimecud** is a sophisticated family of worms that perform a variety of activities and can spread through instant messaging [54].

**Small** is a family of Trojans that downloads unwanted software. This downloaded software can perform a variety of actions, such as a fake security application [44].

**Toga** is a Trojan that can perform a variety of actions of the attacker’s choice [46].

**VB** is a backdoor that enables an attacker to gain access to a computer [6].

**VBinject** is a generic description of malicious files that are obfuscated in a specific manner [50].

**Vobfus** is a worm that downloads malware and spreads through USB drives or other removable devices [55].

**Vundo** displays pop-up ads and may download files. It uses advanced techniques to defeat detection [56].

**Winwebsec** displays alerts that ask the user for money to fix supposed issues [22].

**Zbot** is installed through email and shares a user’s personal information with attackers. In addition, Zbot can disable a firewall [23].
From each available malware sample, we extract the first 1000 mnemonic opcodes using the reversing tool Radare2 (also know as R2) [29]. We discard any malware executable that yields less than 1000 opcodes, as well as a number of executables that were found to be corrupted. The resulting opcode sequences, each of length 1000, serve as the feature vectors for our machine learning experiments.

Table 3 gives the number of samples (per family) from which we successfully obtained opcode feature vectors. Note that our dataset contains a total of 9725 samples from the 21 malware families and that the dataset is highly imbalanced—the number of samples per family varies from a low of 129 to a high of nearly 1000.

### Table 3: Type of each malware family

| Index | Family  | Samples | Index | Family  | Samples |
|-------|---------|---------|-------|---------|---------|
| 1     | Adload  | 162     | 12    | Renos   | 532     |
| 2     | Agent   | 184     | 13    | Rimecud | 153     |
| 3     | Allaple | 986     | 14    | Small   | 180     |
| 4     | BHO     | 332     | 15    | Toga    | 406     |
| 5     | Bifrose | 156     | 16    | VB      | 346     |
| 6     | CeeInject | 873   | 17    | VBinject| 937     |
| 7     | Cycbot  | 597     | 18    | Vobfus  | 929     |
| 8     | FakeRean| 553     | 19    | Vundo   | 762     |
| 9     | Hotbar  | 129     | 20    | Winwebsec| 837   |
| 10    | Injector| 158     | 21    | Zbot    | 303     |
| 11    | OnLineGames | 210 |      | Total   | 9725    |

### 3.2 Metrics

The metrics used to quantify the success of our experiments are accuracy, balanced accuracy, precision, recall, and the F1 score. Accuracy is simply the ratio of correct classifications to the total number of classifications. In contrast, the balanced accuracy is the average accuracy per family.

Precision, which is also known as the positive predictive value, is the number of true positives divided by the sum of the true positives and false positives. That is, the precision is the ratio of samples classified as positives that are actually positive to all samples that are classified as positive. Recall, which is also known as the true positive rate or sensitivity, is the computed by dividing the number of true positives by the number true positives plus the number of false negatives. That is, the recall is the fraction of positive samples that are classified as such. The F1 score is computed as

\[
F1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

which is the harmonic mean of the precision and recall.

### 3.3 Software

The software packages used in our experiments include hmmlearn [11], XGBoost [57], Keras [16], and TensorFlow [39], and scikit-learn [30], as indicated in Table 4. In addition, we use Numpy [27] for linear algebra and various tools available in the package scikit-learn (also known as sklearn) for general data processing. These packages are all widely used in machine learning.

### 3.4 Overview of Experiments

For all of our experiments, we use opcode sequences of length 1000 as features. For CNNs, the sequences are interpreted as images.

We consider three broad categories of experiments. First, we apply “standard” machine learning techniques. These experiments, serve as a baseline for comparison for our subsequent experiments. Among other things, these standard experiments show that the malware classification problem that we are dealing with is challenging.
Table 4: Software used in experiments

| Technique | Software            |
|-----------|---------------------|
| HMM       | hmmlearn            |
| XGBoost   | XGBoost             |
| AdaBoost  | sklearn             |
| CNN       | Keras, TensorFlow   |
| LSTM      | Keras, TensorFlow   |
| Random Forest | sklearn        |

We also conduct bagging and boosting experiments based on a subset of the techniques considered in our baseline standard experiments. These results demonstrate that both bagging and boosting can provide some improvement over our baseline techniques.

Finally, we consider a set of stacking experiments, where we restrict our attention to simple voting schemes, all of which are based on architectures previously considered in this paper. Although these are very basic stacking architectures, they clearly show the potential benefit of stacking multiple techniques.

### 3.5 Standard Techniques

For our “standard” techniques, we test several machine learning methods that are typically used individually. Specifically, we consider hidden Markov models (HMM), convolutional neural networks (CNN), random forest, and long short-term memory (LSTM). The parameters that we have tested in each of these cases are listed in Table 5, with those that gave the best results in boldface.

#### Table 5: Parameters for standard techniques

| Technique       | Parameters               | Values tested                           |
|-----------------|--------------------------|-----------------------------------------|
| HMM             | n_components             | [1, 2, 5, 10]                           |
|                 | n_iter                   | [50, 100, 200, 300, 500]                |
|                 | tol                      | [0.01, 0.5]                             |
| CNN             | learning_rate            | [0.001, 0.0001]                         |
|                 | batch_size               | [32, 64, 128]                           |
|                 | epochs                   | [50, 75, 100]                           |
| Random Forest   | n_estimators             | [100, 200, 300, 500, 800]              |
|                 | min_samples_split        | [2, 5, 10, 15, 20]                      |
|                 | min_samples_leaf         | [1, 2, 5, 10, 15]                       |
|                 | max_features             | [auto, sqrt, log2]                      |
|                 | max_depth                | [30, 40, 50, 60, 70, 80]               |
| LSTM            | layers                   | [1, 3]                                  |
|                 | directional              | [uni-dir, bi-dir]                       |
|                 | learning_rate            | [0.01]                                  |
|                 | batch_size               | [1, 16, 32]                             |
|                 | epochs                   | [20]                                    |

From Table 5, we note that a significant number of parameter combinations were tested in each case. For example, in the case of our random forest model, we tested

\[5^3 \cdot 3 \cdot 6 = 2250\]

different combinations of parameters.

The confusion matrices for all of the experiments in this section can be found in the Appendix in Figure 2 (a) through Figure 2 (d). We present the results of all of these experiments—in terms of the metrics discussed previously (i.e., accuracy, balanced accuracy, precision, recall, and F1 score)—in Section 3.9, below.
3.6 Bagging Experiments

Recall from our discussion above, that we use the term bagging to mean a multi-model approach where the individual models are trained with the same technique and essentially the same parameters, but different subsets of the data or features. In contrast, we use boosting to refer to multi-model cases where the data and features are essentially the same and the models are of the same type, with the model parameters varied.

We will use AdaBoost and XGBoost results to serve as representative examples of boosting. We also consider bagging experiments (in the sense described in the previous paragraph) involving each of the HMM, CNN, and LSTM architectures. The results of these three distinct bagging experiments— in the form of confusion matrices—are given in Figure 3 in the Appendix. In terms of the metrics discussed above, the results of these experiments are summarized in Section 3.9, below.

3.7 Boosting Experiments

As representative examples of boosting techniques, we consider AdaBoost and XGBoost. In each case, we experiment with a variety of parameters as listed in Table 6. The parameter selection that yielded the best results are highlighted in boldface.

Table 6: Parameters for boosting techniques

| Technique  | Parameters | Values tested          |
|------------|------------|------------------------|
| AdaBoost   | n_estimators | [100,200,300,500,800,1000] |
|            | learning_rate | [0.5,1.0,1.5,2.0] |
|            | algorithm     | [SAMME,SAMME.R] |
| XGBoost    | eta          | [0.05,0.1,0.2,0.3,0.5] |
|            | max_depth    | [1,2,3,4] |
|            | objective    | [multi:softprob,binary:logistic] |
|            | steps        | [1,5,10,20,50] |

Confusion matrices for these two boosting experiments are given in Figure 4 in the Appendix. The results of these experiments are summarized in Section 3.9, below, in terms of accuracy, balanced accuracy, and so on.

3.8 Voting Experiments

Since there exists an essentially unlimited number of possible stacking architectures, we have limited our attention to one of the simplest, namely, voting. These results serve as a lower bound on the results that can be obtained with stacking architectures.

We consider six different stacking architectures. These stacking experiments can be summarized as follows.

**CNN** consists of the plain and bagged CNN models discussed above. The confusion matrix for this experiment is given in Figure 5 (a).

**LSTM** consists of the plain and bagged LSTM models discussed above. The confusion matrix for this experiment is given in Figure 5 (b).

**Bagged neural networks** combines our bagged CNN and bagged LSTM models. The confusion matrix for this experiment is given in Figure 5 (c).

**Classic techniques** combines (via voting) all of the classic models considered above, namely, HMM, bagged HMM, random forest, AdaBoost, and XGBoost. The confusion matrix for this experiment is given in Figure 5 (d).

**All neural networks** consists of all of the CNN and LSTM models, bagged and plain. The confusion matrix for this experiment is given in Figure 5 (e).

**All models** combines all of the classic and neural network models into one voting scheme. The confusion matrix for this experiment is given in Figure 5 (f).

In the next section, we present the results for each of the voting experiments discussed in this section in terms of the various metrics. These metrics enable us to directly compare all of our experimental results.
3.9 Discussion

Table 7 summarizes the results of all of the experiments discussed above, in term of the following metrics: accuracy, balanced accuracy, precision, recall, and F1 score. These metrics have been introduced in Section 3.1, above.

| Experiments     | Case          | Accuracy | Balanced accuracy | Precision | Recall | F1 score |
|-----------------|---------------|----------|-------------------|-----------|--------|----------|
| Standard        | HMM           | 0.6717   | 0.6336            | 0.7325    | 0.6717 | 0.6848   |
|                 | CNN           | 0.8211   | **0.7245**        | **0.8364**| **0.8211**| 0.8104   |
|                 | Random Forest | 0.7549   | 0.6610            | 0.7545    | 0.7523 | 0.7448   |
|                 | LSTM          | **0.8410**| 0.7185            | 0.7543    | 0.7185 | **0.8145**|
| Bagging         | Bagged HMM    | 0.7168   | 0.6462            | 0.7484    | 0.7168 | 0.7165   |
|                 | Bagged CNN    | **0.8910**| **0.8105**        | **0.9032**| **0.8910**| **0.8838**|
|                 | Bagged LSTM   | 0.8602   | 0.7754            | 0.8571    | 0.8602 | 0.8549   |
| Boosting        | AdaBoost      | 0.5378   | 0.4060            | 0.5231    | 0.5378 | 0.5113   |
|                 | XGBoost       | **0.7472**| **0.6636**        | **0.7371**| **0.7472**| **0.7285**|
| Voting          | Classic       | 0.8766   | 0.8079            | 0.8747    | 0.8766 | 0.8719   |
|                 | CNN           | 0.9260   | 0.8705            | 0.9321    | 0.9260 | 0.9231   |
|                 | LSTM          | 0.8560   | 0.7470            | 0.8511    | 0.8560 | 0.8498   |
|                 | Bagged neural networks | **0.9337**| **0.8816**        | **0.9384**| **0.9337**| **0.9313**|
|                 | All neural networks | 0.9208   | 0.8613            | 0.9284    | 0.9208 | 0.9171   |
|                 | All models    | 0.9188   | 0.8573            | 0.9249    | 0.9188 | 0.9154   |

In Table 7, the best result for each type of experiment is in boldface, with the best results overall also being boxed. We see that a voting strategy based on all of the bagged neural network techniques gives us the best result for each of the five statistics that we have computed.

Since our dataset is highly imbalanced, we consider the balanced accuracy as the best measure of success. The balanced accuracy results in Table 7 are given in the form of a bar graph in Figure 1.

![Figure 1: Balanced accuracy results](image)

Note that the results in Figure 1 clearly show that stacking techniques are beneficial, as compared to the corresponding “standard” techniques. Stacking not only yields the best results, but it dominates in all categories. We note that five of the six stacking experiments perform better than any of the
standard, bagging, or boosting experiments. This is particularly noteworthy since we only considered a simple stacking approach. As a result, our stacking experiments likely provide a poor lower bound on stacking in general, and more advanced stacking techniques may improve significantly over the results that we have obtained.

4 Conclusion and Future Work

In this paper, we have attempted to impose some structure on the field of ensemble learning. We showed that combination architectures can be classified as either bagging, boosting, or in the more general case, stacking. We then provided experimental results involving a challenging malware dataset to illustrate the potential benefits of ensemble architectures. Our results clearly show that ensembles improve on standard techniques, with respect to our specific dataset. Of course, in principle, we expect such combination architectures to outperform standard techniques, but it is instructive to confirm this empirically, and to show that the improvement can be substantial. These results make it clear that there is a reason why complex stacking architectures win machine learning competitions.

However, stacking models are not without potential pitfalls. As the architectures become more involved, training can become impractical. Furthermore, scoring can also become prohibitively costly, especially if large numbers of features are used in complex schemes involving extensive use of bagging or boosting.

For future work, it would be useful to quantify the tradeoff between accuracy and model complexity. While stacking will generally improve results, marginal improvements in accuracy that come at great additional cost in training and scoring are unlikely to be of any value in real world applications. More concretely, future work involving additional features would be very interesting, as it would allow for a more thorough analysis of bagging, and it would enable us to draw firmer conclusions regarding the relative merits of bagging and boosting. Of course, more more complex classes of stacking techniques could be considered.
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