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Abstract: We study the problem of optimal control of a coupled system of forward-backward stochastic Volterra equations. We use Hida-Malliavin calculus to prove a sufficient and a necessary maximum principle for the optimal control of such systems. Existence and uniqueness of backward stochastic Volterra integral equations are proved. As an application of our methods, we solve a recursive utility optimisation problem in a financial model with memory.
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1 Introduction

The purpose of this paper is to establish solution techniques for optimal control of coupled systems of stochastic Volterra equations. Stochastic Volterra equations appear in models for dynamic systems with noise and memory. As a motivating example, consider the following Volterra equation, modelling a stochastic cash flow \(X(t) = X_c(t)\) subject to a consumption rate \(c(t)\) at time \(t\):

\[
X(t) = \xi(t) + \int_0^t (\alpha(t,s) - c(s)) X(s)ds + \int_0^t \beta(t,s) X(s)dB(s) \\
+ \int_0^t \int_{\mathbb{R}_0} \pi(t,s,e)X(s)\tilde{N}(ds, de), t \in [0,T],
\]

where \(\xi : [0,T] \to \mathbb{R}\) and \(\alpha, \beta : [0,T]^2 \to \mathbb{R}\) and \(\pi : [0,T]^2 \times \mathbb{R}_0 \to \mathbb{R}\) are deterministic functions with \(\alpha, \beta\) and \(\pi\) bounded.
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Here \( B(t) = B(t, \omega) \) and \( N(dt, de) = N(dt, de, \omega) \) are a Brownian motion and an independent Poisson random measure, respectively, on a complete probability space \((\Omega, \mathcal{F}, P)\). The compensated Poisson random measure \( \tilde{N} \) is defined by \( \tilde{N}(dt, de) = N(dt, de) - \nu(de)dt \), where \( \nu \) is the Lévy measure of \( N \). We denote by \( \mathbb{F} = \{ \mathcal{F}_t \}_{t \geq 0} \) the right-continuous complete filtration generated by \( B \) and \( N \) and we let

\[
\mathcal{G}_t := \{ \mathcal{G}_t \}_{t \geq 0}
\]

be a given right-continuous complete subfiltration of \( \mathbb{F} \), in the sense that

\[
\mathcal{G}_t \subseteq \mathcal{F}_t, \text{ for all } t \in [0, T].
\]

The \( \sigma \)-algebra \( \mathcal{G}_t \) represents the information available to the consumer at time \( t \). Let \( \mathcal{P}(\mathbb{F}) \) be the \( \sigma \)-algebra of \( \mathbb{F} \)-predictable subsets of \( \Omega \times \mathbb{R}_+ \), i.e., the \( \sigma \)-algebra generated by the left continuous \( \mathbb{F} \)-adapted processes.

The **forward stochastic Volterra integral equation** (FSVIE) (1.1) can be written in differential form as

\[
dX(t) = \xi'(t)dt + (\alpha(t, t) - c(t))X(t)dt + \left( \int_0^t \frac{\partial \alpha}{\partial t}(t, s)X(s)ds \right) dt \\
+ \beta(t, t)X(t)dB(t) + \left( \int_0^t \frac{\partial \beta}{\partial t}(t, s)X(s)dB(s) \right) dt \\
+ \int_{\mathbb{R}_0^+} \pi(t, t, e)X(t)\tilde{N}(dt, de) \\
+ \left( \int_0^t \int_{\mathbb{R}_0^+} \frac{\partial \pi}{\partial t}(t, s, e)X(s)\tilde{N}(ds, de) \right) dt, t \in [0, T]. \tag{1.2}
\]

From (1.2) we see that the dynamics of \( X(t) \) contains history or memory terms represented by the \( ds \)-integrals.

Following a suggestion of Duffie and Epstein [5] we now model the total utility of the consumption rate \( c(t) \) by a **recursive utility** process \( Y(t) = Y^c(t) \) defined by the equation

\[
Y(t) = \mathbb{E} \left[ - \int_t^T \{ \gamma(s)Y(s) + \ln(c(s)X(s)) \} ds \mid \mathcal{F}_t \right], \quad t \in [0, T]. \tag{1.3}
\]

By the martingale representation theorem we see that there exist processes \( Z(t), K(t, e) \) such that the triple \((Y, Z, K)\) solves the backward stochastic differential equation (BSDE)

\[
\begin{cases}
  dY(t) = - \left[ \gamma(t)Y(t) + \ln(c(t)X(t)) \right] dt + Z(t)dB(t) \\
  + \int_{\mathbb{R}_0^+} K(t, e)\tilde{N}(dt, de), \quad t \in [0, T], \\
  Y(T) = 0.
\end{cases} \tag{1.4}
\]

We now consider the **optimal recursive utility problem** to maximise the total recursive utility of the consumption. In other words, we want to find an optimal consumption rate \( c^* \in \mathcal{U}_G \) such that

\[
\sup_{c \in \mathcal{U}_G} Y^c(0) = Y^{c^*}(0), \tag{1.5}
\]

where \( \mathcal{U}_G \) is a given set of admissible \( \mathcal{G} \)-adapted consumption processes.

This is a problem of optimal control of a coupled system consisting of the forward stochastic
Volterra equation (1.1) and the BSDE (1.4). In the following sections we will present solution methods for general optimal control for systems of forward-backward stochastic Volterra equations. Then in the last section we will apply the methods to solve the optimal recursive utility consumption problem above.

There has been a lot of research activity recently within stochastic Volterra integral equations (SVIE), both of forward and backward type. See e.g. [2], [7], [11], [12], [14], [13], [15], [16], [17] and [18]. Perhaps the paper closest to our paper is [13]. However, that paper has a different approach than our paper, does not have a sufficient maximum principle and does not deal with jumps and partial information, as we do.

2 Stochastic maximum principle for FBSVE

This section is an extension to forward-backward systems of the results obtained in [2]. We consider a system governed by a coupled system of controlled forward-backward stochastic Volterra equations (FBSVE) of the form:

\[
X(t) = \xi(t) + \int_0^t b(t, s, X(s), u(s))ds + \int_0^t \sigma(t, s, X(s), u(s))dB(s) \\
+ \int_0^t \int_{\mathbb{R}_0} \theta(t, s, X(s), u(s), e)\tilde{N}(ds, de), t \in [0, T],
\]

\[
Y(t) = \eta(X(T)) + \int_t^T g(t, s, X(s), Y(s), Z(t, s), K(t, s, \cdot), u(s))ds \\
- \int_t^T Z(t, s)dB(s) - \int_t^T \int_{\mathbb{R}_0} K(t, s, e)\tilde{N}(ds, de), t \in [0, T].
\]

The quadruple \((X, Y, Z, K)\) is said to be a solution of (2.1)-(2.2) if it satisfies both equations. To the best of our knowledge, results about existence and uniqueness of solutions for such general systems are not known. Conditions under which there exists a unique solution \((Y, Z, K)\) of (2.2) are studied in section 3.

In the above, the functions \(\xi, \eta\) are assumed to be deterministic and \(C^1\), while the functions

\[
b(t, s, x, u) : [0, T]^2 \times \mathbb{R} \times U \times \Omega \rightarrow \mathbb{R},
\]

\[
\sigma(t, s, x, u) : [0, T]^2 \times \mathbb{R} \times U \times \Omega \rightarrow \mathbb{R},
\]

\[
g(t, s, x, y, z, k(\cdot), u) : [0, T]^2 \times \mathbb{R}^3 \times L^2(\nu) \times U \times \Omega \rightarrow \mathbb{R},
\]

\[
\theta(t, s, x, u, e) : [0, T]^2 \times \mathbb{R} \times U \times \Omega \times \mathbb{R}_0 \times \Omega \rightarrow \mathbb{R},
\]

are assumed to be \(C^1\) with respect to their first variables, and for all \(t, x, y, z, k, u, e\) the processes \(s \mapsto b(t, s, x, u), s \mapsto \sigma(t, s, x, u), s \mapsto g(t, s, x, y, z, k(\cdot), u), s \mapsto \theta(t, s, x, u, e)\) are \(\mathcal{F}_s\)-measurable for all \(s \leq t\). We assume that \(t \mapsto Z(t, s)\) and \(t \mapsto K(t, s, \cdot)\) are \(C^1\) for all \(s, e, \omega\) and that

\[
\mathbb{E}\left[\int_0^T \int_0^T \left(\frac{\partial Z}{\partial t}(t, s)\right)^2 dsdt + \int_0^T \int_0^T \int_{\mathbb{R}_0} \left(\frac{\partial K}{\partial t}(t, s, e)\right)^2 \nu(de) dsdt\right] < \infty.
\]

It is known that (2.3) holds for some linear systems. See [6].

Let \(U\) be a given open convex subset of \(\mathbb{R}\) and let \(U = U_G\) be a given family of admissible
controls, required to be $G-$predictable, where, as before, $\mathbb{G} = \{\mathcal{G}_t\}_{t\geq 0}$ is a given subfiltration of $\mathbb{F} = \{\mathcal{F}_t\}_{t\geq 0}$ in the sense that $\mathcal{G}_t \subseteq \mathcal{F}_t$ for all $t$. We associate to the system $(2.1) - (2.2)$ the following performance functional:

$$J(u) = \mathbb{E}\left[ \int_0^T f(s, X(s), Y(s), u(s))ds + \varphi(X(T)) + \psi(Y(0)) \right],$$

for given functions

$$f : [0, T] \times \mathbb{R}^2 \times \mathbb{U} \times \Omega \to \mathbb{R},$$
$$\varphi : \mathbb{R} \to \mathbb{R},$$
$$\psi : \mathbb{R} \to \mathbb{R}.$$  

The functions $\varphi, \psi$ are assumed to be $C^1$, while $f(s, x, y, u)$ is assumed to be $\mathbb{F}$-adapted with respect to $s$ and $C^1$ with respect to $x, y, u$ for each $s$. We remark here that our performance functional is not of Volterra type. Our optimisation control problem is to find $u^* \in \mathcal{U}_G$ such that

$$\sup_{u \in \mathcal{U}} J(u) = J(u^*).$$

Let $\mathcal{L}$ be the set of all $\mathbb{F}$-adapted stochastic processes, and let $\mathcal{R}$ denote the set of all functions $k : \mathbb{R}_0 \to \mathbb{R}$. Define the Hamiltonian stochastic processes:

$$\mathcal{H}(t, x, y, z, k(\cdot), v, p, p(\cdot), q, \lambda, \lambda(\cdot), r(\cdot)) := H_0(t, x, y, z, k(\cdot), v, p, q, \lambda, r(\cdot)) + H_1(t, x, y, z, k(\cdot), v, p(\cdot), \lambda(\cdot))$$

where

$$H_0 : [0, T] \times \mathbb{R}^3 \times \mathcal{R} \times \mathbb{U} \times \mathbb{R}^3 \times \mathcal{R} \to \mathbb{R}$$

is defined by

$$H_0(t, x, y, z, k(\cdot), v, p, q, \lambda, r(\cdot)) := f(t, x, y, v) + b(t, t, x, v)p + \sigma(t, t, x, v)q + \int_{\mathbb{R}_0} \theta(t, t, x, v)r(t, e)\nu(de) + g(t, t, x, y, z, k(\cdot), v)\lambda$$

and

$$H_1 : [0, T] \times \mathbb{R}^3 \times \mathcal{R} \times \mathbb{U} \times \mathcal{L} \times \mathcal{L} \to \mathbb{R}$$

is defined by

$$H_1(t, x, y, z, k(\cdot), v, p(\cdot), \lambda(\cdot)) = \int_t^T \frac{\partial b}{\partial s}(s, t, x, v)p(s)ds + \int_t^T \frac{\partial \sigma}{\partial s}(s, t, x, v)\mathbb{E}[D_t p(s)|\mathcal{F}_t]ds$$

$$+ \int_t^T \int_{\mathbb{R}_0} \frac{\partial \theta}{\partial s}(s, t, x, v)\mathbb{E}[D_{t,e} p(s)|\mathcal{F}_t]\nu(de)ds + \int_0^t \frac{\partial g}{\partial s}(s, t, x, y, z, k(\cdot), v)\lambda(s)ds$$

$$+ \int_0^t \frac{\partial g}{\partial z}(s, t, x, y, z, k(\cdot), v)\frac{\partial Z}{\partial s}(s, t)\lambda(s)ds$$

$$+ \int_0^t \left< \nabla_k g(s, t, x, y, z, k(\cdot), v), \frac{\partial K}{\partial s}(s, t, \cdot) \right> \lambda(s)ds.$$. 

4
Here, and in the following, \( D_t \) and \( D_{t,e} \) denote the \((\text{generalised})\) Hida-Malliavin derivatives at \( t \) and at \((t, e)\) with respect to \( B \) and \( \tilde{N} \), respectively, and \( \nabla_k \) denotes the Fréchet derivative with respect to \( k \). We refer to the Appendix for more details.

The associated forward-backward system for the adjoint processes \( \lambda(t), p(t), q(t), r(t, \cdot) \) is

\[
\begin{cases}
    d\lambda(t) := \frac{\partial H}{\partial y}(t)dt + \frac{\partial H}{\partial z}(t)dB(t) + \int_{\mathbb{R}_0} \frac{\partial \nabla_k H}{\partial \nu}(t)\tilde{N}(dt, de), 0 \leq t \leq T, \\
    \lambda(0) := \psi'(Y(0)),
\end{cases}
\]

(2.9)

and

\[
\begin{cases}
    dp(t) := -\frac{\partial H}{\partial x}(t)dt + q(t)dB(t) + \int_{\mathbb{R}_0} r(t, e)\tilde{N}(dt, de), 0 \leq t \leq T, \\
    p(T) := \varphi'(X(T)) + \lambda(T)\eta'(X(T)),
\end{cases}
\]

(2.10)

where we have used the simplified notation

\[
\frac{\partial H}{\partial x}(t) = \left[ \frac{\partial H}{\partial x}(t, x, Y(t), Z(t, \cdot), K(t, \cdot), u(t), p(t), q(t), \lambda(t), r(t, \cdot)) \right]_{x=X(t)},
\]

(2.11)

and similarly for \( \frac{\partial H}{\partial y}, \frac{\partial H}{\partial z} \)...

As in [8] we assume that \( H \) is Fréchet differentiable \((\mathcal{C}^1)\) in the variables \( x, y, z, k, u \) and that the Fréchet derivative \( \nabla_k H \) of \( H \) with respect to \( k \in \mathcal{R} \) as a random measure is absolutely continuous with respect to \( \nu \), with Radon-Nikodym derivative \( \frac{d\nabla_k H}{d\nu} \). Thus, if \( \langle \nabla_k H, h \rangle \) denotes the action of the linear operator \( \nabla_k H \) on the function \( h \in \mathcal{R} \), we have

\[
\langle \nabla_k H, h \rangle = \int_{\mathbb{R}_0} h(e)d\nabla_k H(e) = \int_{\mathbb{R}_0} h(e)\frac{d\nabla_k H(e)}{d\nu(e)}d\nu(e).
\]

(2.12)

The question of existence and uniqueness of the forward-backward system above will not be studied here. It is a subject of future research. See, however our partial result in Section 3.

### 2.1 A sufficient maximum principle

In this subsection, we prove that under some conditions such as the concavity, a given control \( \tilde{u} \) which satisfies a maximum condition of the Hamiltonian, is an optimal control for the problem (2.5).

From (2.1) – (2.2) we can get the differential forms:

\[
\begin{align*}
    dX(t) &= \xi'(t)dt + b(t, t, X(t), u(t)) dt + \left( \int_0^t \frac{\partial b}{\partial t}(t, s, X(s), u(s)) ds \right) dt \\
    &+ \sigma(t, t, X(t), u(t)) dB(t) + \left( \int_0^t \frac{\partial \sigma}{\partial t}(t, s, X(s), u(s)) dB(s) \right) dt \\
    &+ \int_{\mathbb{R}_0} \theta(t, t, X(t), u(t), e)\tilde{N}(dt, de) + \left( \int_0^t \int_{\mathbb{R}_0} \frac{\partial \theta}{\partial t}(t, s, X(s), u(s), e)\tilde{N}(ds, de) \right) dt,
\end{align*}
\]

(2.13)
and
\[ dY(t) = -g(t, t, X(t), Y(t), Z(t, t), K(t, t, \cdot), u(t))dt + \left( \int_t^T \frac{\partial g}{\partial t}(t, s, X(s), Y(s), Z(t, s), K(t, s, \cdot), u(s))ds \right)dt + \int_t^T \frac{\partial g}{\partial z}(t, s, X(s), Y(s), Z(t, s), K(t, s, \cdot), u(s)) \frac{\partial Z}{\partial t}(t, s)dt + \int_t^T \left\langle \nabla_k g(t, s, X(s), Y(s), Z(t, s), K(t, s, \cdot), u(s)), \frac{\partial K}{\partial t}(t, s, \cdot) \right\rangle dt + Z(t, t)dB(t) + \int_{\mathbb{R}_0} K(t, t, e)\tilde{N}(dt, de) - \left( \int_t^T \frac{\partial Z}{\partial t}(t, s)dB(s) \right)dt - \left( \int_t^T \int_{\mathbb{R}_0} \frac{\partial K}{\partial t}(t, s, e)\tilde{N}(ds, de) \right)dt, \]
\[ Y(T) = \eta(X(T)). \tag{2.14} \]

We now state and prove a sufficient maximum principle:

**Theorem 2.1.** Let \( \hat{u} \in \mathcal{U}_G \), with corresponding solutions \( \hat{X}(t), (\hat{Y}(t), \hat{Z}(t, s), \hat{K}(t, s, \cdot)), \hat{\lambda}(t), (\hat{\rho}(t), \hat{\varrho}(t), \hat{r}(t, \cdot)) \) of equations (2.13), (2.14), (2.9) and (2.10), respectively. Assume the following:

- **(Concavity conditions)** The functions
  \[ x \mapsto \eta(x), \ x \mapsto \varphi(x), \ x \mapsto \psi(x) \]
  and
  \[ x, y, z, k(\cdot), u \mapsto \mathcal{H}(t, x, y, z, k(\cdot), u, p, q, \lambda, r), \]
  are concave for all \( t, p, q, \lambda, r \).

- **(The maximum condition)**
  \[ \sup_{v \in \mathcal{U}} \mathbb{E} \left[ \mathcal{H}(t, \hat{X}(t), \hat{Y}(t), \hat{Z}(t), \hat{K}(t, \cdot), v, \hat{\lambda}(t), \hat{\rho}(t), \hat{\varrho}(t), \hat{r}(t, \cdot)) \mid \mathcal{G}_t \right] = \mathbb{E} \left[ \mathcal{H}(t, \hat{X}(t), \hat{Y}(t), \hat{Z}(t), \hat{K}(t, \cdot), \hat{u}(t), \hat{\lambda}(t), \hat{\rho}(t), \hat{\varrho}(t), \hat{r}(t, \cdot)) \mid \mathcal{G}_t \right], \forall t \geq 0. \tag{2.15} \]

Then, \( \hat{u} \) is an optimal \( \mathbb{G} \)-adapted control.

**Proof.** By considering a suitable increasing family of stopping times converging to \( T \), we may assume that all the local martingales appearing in the proof below are martingales. In particular, the expectations of the \( dB \)- and \( \tilde{N}(dt, de) \)-integrals are all 0. Choose an arbitrary \( u \in \mathcal{U}_G \) and consider
\[ J(u) - J(\hat{u}) = I_1 + I_2 + I_3, \]
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where

\[ I_1 = \mathbb{E} \left[ \int_0^T \left\{ f(t) - \hat{f}(t) \right\} dt \right], \quad I_2 = \mathbb{E} \left[ \varphi(X(T)) - \varphi(\hat{X}(T)) \right] \]

\[ I_3 = \mathbb{E} \left[ \psi(Y(0)) - \psi(\hat{Y}(0)) \right], \quad \tag{2.16} \]

where \( f(t) = f(t, X(t), Y(t), u(t)) \), \( \hat{f}(t) = f(t, \hat{X}(t), \hat{Y}(t), \hat{u}(t)) \). Using a simplified notation

\[
b(t, t) = b(t, t, X(t), u(t)), \quad \hat{b}(t, t) = b(t, t, \hat{X}(t), \hat{u}(t)), \quad b(t, s) = b(t, s, X(s), u(s))
\]

\[
\theta(t, t, e) = \theta(t, t, X(s), u(s), e), \quad \hat{\theta}(t, t, e) = \hat{\theta}(t, t, X(s), u(s), e) \text{ etc.}, \]

we get

\[
I_1 = \mathbb{E} \left[ \int_0^T \left\{ H_0(t) - \hat{H}_0(t) - \hat{\rho}(t) \left( b(t, t) - \hat{b}(t, t) \right) - \hat{q}(t) (\sigma(t, t) - \hat{\sigma}(t, t)) \right. \right.
\]

\[
- \hat{\lambda}(t) (g(t, t) - \hat{g}(t, t)) - \int_{\mathbb{R}_o} \hat{r}(t, e) \left( \theta(t, t, e) - \hat{\theta}(t, t, e) \right) \nu(de) \left\} dt \right. \]. \tag{2.17} \]

Using concavity and the Itô formula, we obtain

\[
I_2 \leq \mathbb{E} \left[ \varphi'(\hat{X}(T)) \left( X(T) - \hat{X}(T) \right) \right]
\]

\[
= \mathbb{E} \left[ \hat{\rho}(T) \left( X(T) - \hat{X}(T) \right) \right] - \mathbb{E} \left[ \hat{\lambda}(T) \eta'(\hat{X}(T)) \left( X(T) - \hat{X}(T) \right) \right]
\]

\[
= \mathbb{E} \left[ \int_0^T \hat{\rho}(t) \left( dX(t) - d\hat{X}(t) \right) + \int_0^T \left( X(t) - \hat{X}(t) \right) d\hat{\rho}(t) \right.
\]

\[
+ \int_0^T \hat{q}(t) (\sigma(t, t) - \hat{\sigma}(t, t)) dt + \int_0^T \int_{\mathbb{R}_o} \hat{r}(t, e) (\theta(t, t, e) - \hat{\theta}(t, t, e)) \nu(de) dt \left. \right]
\]

\[
- \mathbb{E} \left[ \hat{\lambda}(T) \eta'(\hat{X}(T)) \left( X(T) - \hat{X}(T) \right) \right]
\]

\[
= \mathbb{E} \int_0^T \left\{ \hat{\rho}(t) \left( b(t, t) - \hat{b}(t, t) \right) + \int_0^t \left( \frac{\partial b}{\partial t}(t, s) - \frac{\partial \hat{b}}{\partial t}(t, s) \right) ds \right.
\]

\[
+ \int_0^t \left( \frac{\partial \sigma}{\partial t}(t, s) - \frac{\partial \hat{\sigma}}{\partial t}(t, s) \right) dB(s) \left. \right]
\]

\[
+ \int_0^t \int_{\mathbb{R}_o} \left( \frac{\partial \theta}{\partial t}(t, s, e) - \frac{\partial \hat{\theta}}{\partial t}(t, s, e) \right) \tilde{N}(ds, de) \right. \left. \right. - \frac{\partial \tilde{H}}{\partial x}(t)(X(t) - \hat{X}(t))
\]

\[
+ \hat{q}(t) [\sigma(t, t) - \hat{\sigma}(t, t)] dt \left. \right] + \int_0^T \int_{\mathbb{R}_o} \hat{r}(t, e) (\theta(t, t, e) - \hat{\theta}(t, t, e)) \nu(de) dt \left. \right]
\]

\[
- \mathbb{E} [\hat{\lambda}(T) \eta'(\hat{X}(T)) (X(T) - \hat{X}(T))]. \tag{2.18} \]
By the Fubini theorem, we get
\[
\int_0^T \left( \int_0^t \frac{\partial b}{\partial t}(t,s) ds \right) \hat{p}(t) dt = \int_0^T \left( \int_s^T \frac{\partial b}{\partial t}(t,s) \hat{p}(t) dt \right) ds = \int_0^T \left( \int_t^T \frac{\partial b}{\partial s}(s,t) \hat{p}(s) ds \right) dt,
\]
(2.19)
and by the generalised duality theorems for the Malliavin derivatives [2], we have
\[
\mathbb{E} \left[ \int_0^T \left( \int_0^t \frac{\partial \sigma}{\partial t}(t,s) dB(s) \right) \hat{p}(t) dt \right] = \int_0^T \mathbb{E} \left[ \int_0^t \frac{\partial \sigma}{\partial t}(t,s) dB(s) \hat{p}(t) \right] dt = \int_0^T \mathbb{E} \left[ \int_0^t \frac{\partial \sigma}{\partial t}(t,s) \mathbb{E} [D_s \hat{p}(t) \mid \mathcal{F}_s] ds \right] dt = \int_0^T \mathbb{E} \left[ \int_s^T \frac{\partial \sigma}{\partial s}(s,t) \mathbb{E} [D_s \hat{p}(t) \mid \mathcal{F}_s] dt \right] ds = \mathbb{E} \left[ \int_0^T \int_t^T \frac{\partial \sigma}{\partial s}(s,t) \mathbb{E} [D_s \hat{p}(s) \mid \mathcal{F}_s] ds dt \right],
\]
(2.20)
and
\[
\mathbb{E} \left[ \int_0^T \left( \int_0^t \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial t}(t,s,e) \right) \tilde{N}(ds,de) p(t) \right) dt \right] = \int_0^T \mathbb{E} \left[ \int_0^t \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial t}(t,s,e) \right) \tilde{N}(ds,de) p(t) \right] dt = \int_0^T \mathbb{E} \left[ \int_s^T \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial t}(t,s,e) \right) \mathbb{E} [D_{s,e} p(t) \mid \mathcal{F}_s] \nu(de) dt \right] ds = \int_0^T \mathbb{E} \left[ \int_t^S \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial s}(s,t,e) \right) \mathbb{E} [D_{s,e} p(s) \mid \mathcal{F}_t] \nu(de) ds \right] dt.
\]
(2.21)
Substituting (2.20), (2.21) and (2.19) into (2.18), we get

\[
I_2 \leq \mathbb{E} \left[ \int_0^T \left\{ \dot{p}(t) \left( b(t, t) - \dot{b}(t, t) \right) + \int_t^T \dot{p}(s) \left( \frac{\partial b}{\partial s}(s, t) - \frac{\partial \dot{b}}{\partial s}(s, t) \right) \right. \right.
\]
\[
\left. + \int_t^T \left( \frac{\partial \sigma}{\partial s}(s, t) - \frac{\partial \dot{\sigma}}{\partial s}(s, t) \right) \mathbb{E}[D_t \dot{p}(s) | \mathcal{F}_t]ds \right.
\]
\[
\left. + \int_t^T \int_{\mathbb{R}_0} \frac{\partial \theta}{\partial s}(s, t, e) \mathbb{E}[D_{t,e} p(s) | \mathcal{F}_t] \nu(de) ds \right.
\]
\[
\left. + \int_0^T \int_{\mathbb{R}_0} \left( \dot{\dot{r}}(t, e) \left( \dot{\theta}(t, t, e) - \dot{\dot{\theta}}(t, t, e) \right) \nu(de) \right) dt \right.
\]
\[
\left. - \frac{\partial \mathcal{H}}{\partial x}(t) \left( X(t) - \dot{X}(t) \right) + \ddot{q}(t) \left( \sigma(t, t) - \dot{\sigma}(t, t) \right) \right) \right] dt
\]
\[
- \mathbb{E} \left[ \dot{\lambda}(T) \eta'(\hat{X}(T)) \left( X(T) - \dot{X}(T) \right) \right].
\]  

(2.22)

By the concavity of \( \psi \) and \( \eta \), we obtain

\[
I_3 = \mathbb{E} \left[ \psi(Y(0)) - \psi(\hat{Y}(0)) \right]
\]
\[
\leq \mathbb{E} \left[ \psi'(\hat{Y}(0)) \left( Y(0) - \hat{Y}(0) \right) \right]
\]
\[
= \mathbb{E} \left[ \dot{\lambda}(0) \left( Y(0) - \hat{Y}(0) \right) \right].
\]
\[ \begin{align*}
= & \mathbb{E} \left[ \hat{\lambda}(T) \left( Y(T) - \hat{Y}(T) \right) \right] - \mathbb{E} \left[ \int_0^T \left( Y(t) - \hat{Y}(t) \right) d\hat{\lambda}(t) \right] \\
+ & \int_0^T \hat{\lambda}(t) \left( dY(t) - d\hat{Y}(t) \right) + \int_0^T \frac{\partial \mathcal{H}}{\partial z}(t) \left( Z(t, s) - \hat{Z}(t, s) \right) dt \\
+ & \int_0^T \int_{\mathbb{R}_0} \frac{d\nabla_k \mathcal{H}}{d\nu}(t)(K(t, s, e) - \hat{K}(t, s, e))\nu(de)dt \\
\leq & \mathbb{E} \left[ \hat{\lambda}(T) \eta'(X(T)) \left( X(T) - \hat{X}(T) \right) \right] \\
- & \mathbb{E} \left[ \int_0^T \frac{\partial \mathcal{H}}{\partial y}(t) \left( Y(t) - \hat{Y}(t) \right) dt - \int_0^T \hat{\lambda}(t) (g(t, t) - \hat{g}(t, t)) dt \\
+ & \int_0^T \left( \hat{\lambda}(t) \int_t^T \left( \frac{\partial g}{\partial t}(t, s) - \frac{\partial \hat{g}}{\partial t}(t, s) \right) ds \right) dt \\
+ & \int_0^T \hat{\lambda}(t) \left[ \int_t^T \left( \frac{\partial g}{\partial z}(t, s) \frac{\partial Z}{\partial t}(t, s) - \frac{\partial \hat{g}}{\partial z}(t, s) \frac{\partial \hat{Z}}{\partial t}(t, s) \right) ds \right] dt \\
+ & \int_0^T \hat{\lambda}(t) \left[ \int_t^T \left( \left\langle \nabla_k g(t, s), \frac{\partial K}{\partial t}(t, s, \cdot) \right\rangle - \left\langle \nabla_k \hat{g}(t, s), \frac{\partial \hat{K}}{\partial t}(t, s, \cdot) \right\rangle \right) ds \right] dt \\
+ & \int_0^T \left( \hat{\lambda}(t) \int_t^T \left( \frac{\partial Z}{\partial t}(t, s) - \frac{\partial \hat{Z}}{\partial t}(t, s) \right) dB(s) \right) dt \\
+ & \int_0^T \left( \hat{\lambda}(t) \int_t^T \left( \frac{\partial K}{\partial t}(t, s, \cdot) - \frac{\partial \hat{K}}{\partial t}(t, s, \cdot) \right) \bar{N}(ds, de) \right) dt \\
+ & \int_0^T \frac{\partial \mathcal{H}}{\partial z}(t) \left( Z(t, s) - \hat{Z}(t, s) \right) dt \\
+ & \int_0^T \int_{\mathbb{R}_0} \frac{d\nabla_k \mathcal{H}}{d\nu}(t) \left( K(t, s, e) - \hat{K}(t, s, e) \right) \nu(de)dt \right].
\end{align*} \]

By the Fubini Theorem, we get

\[ \begin{align*}
\int_0^T \left( \int_t^T \frac{\partial g}{\partial t}(t, s)ds \right) \hat{\lambda}(t)dt &= \int_0^T \left( \int_0^s \frac{\partial g}{\partial t}(t, s)\hat{\lambda}(t)dt \right) ds \\
&= \int_0^T \left( \int_0^t \frac{\partial g}{\partial s}(s, t)\hat{\lambda}(s)ds \right) dt,
\end{align*} \]

\[ \begin{align*}
\int_0^T \hat{\lambda}(t) \left[ \int_t^T \frac{\partial g}{\partial z}(t, s)\frac{\partial Z}{\partial t}(t, s) ds \right] dt &= \int_0^T \left( \int_0^t \hat{\lambda}(s)\frac{\partial g}{\partial z}(s, t)\frac{\partial Z}{\partial s}(s, t) ds \right) dt,
\end{align*} \]
and

\[
\int_0^T \dot{\lambda}(t) \left[ \int_t^T \left\langle \nabla_k g(t, s), \frac{\partial K}{\partial t}(t, s, \cdot) \right\rangle ds \right] dt = \int_0^T \left( \int_0^t \dot{\lambda}(s) \left\langle \nabla_k g(t, s), \frac{\partial K}{\partial s}(s, t, \cdot) \right\rangle ds \right) dt. \tag{2.26}
\]

Substituting (2.24)-(2.26) into (2.23), we get

\[
I_3 \leq \mathbb{E} \left[ \dot{\lambda}(T) \eta'(X(T)) \left( X(T) - \hat{X}(T) \right) \right] - \mathbb{E} \left[ \int_0^T \frac{\partial \hat{H}}{\partial y}(t) \left( Y(t) - \hat{Y}(t) \right) dt - \int_0^T \dot{\lambda}(t) \left( g(t, t) - \hat{g}(t, t) \right) \right] dt
+ \int_0^T \int_0^t \left( \frac{\partial \hat{g}}{\partial s}(s, t) - \frac{\partial g}{\partial s}(s, t) \right) \dot{\lambda}(s) ds dt
+ \int_0^T \left( \int_0^t \dot{\lambda}(s) \left[ \frac{\partial g}{\partial z}(s, t) \frac{\partial Z}{\partial s}(s, t) - \frac{\partial \hat{g}}{\partial z}(s, t) \frac{\partial \hat{Z}}{\partial s}(s, t) \right] ds \right) dt
+ \int_0^T \left( \int_0^t \dot{\lambda}(s) \left[ \left\langle \nabla_k g(s, t), \frac{\partial K}{\partial s}(s, t, \cdot) \right\rangle - \left\langle \nabla_k \hat{g}(s, t), \frac{\partial \hat{K}}{\partial s}(s, t, \cdot) \right\rangle \right] ds \right) dt
+ \int_0^T \int_0^t \left( \frac{\partial \theta}{\partial s}(s, t, e) - \frac{\partial \hat{\theta}}{\partial s}(s, t, e) \right) \mathbb{E}[D_{t, e} p(s) | \mathcal{F}_t] \nu(de) ds.
\]
we get
\[ J(u) - J(\hat{u}) = I_1 + I_2 + I_3 \]
\[ \leq \mathbb{E} \left[ \int_0^T \left\{ \mathcal{H}(t) - \hat{\mathcal{H}}(t) - \frac{\partial \hat{\mathcal{H}}}{\partial x}(t) \left( X(t) - \hat{X}(t) \right) \\
- \frac{\partial \hat{\mathcal{H}}}{\partial y}(t) \left( Y(t) - \hat{Y}(t) \right) - \frac{\partial \hat{\mathcal{H}}}{\partial z}(t) \left( Z(t,s) - \hat{Z}(t,s) \right) \\
- \int_{\mathbb{R}_0} d\nabla_k \hat{\mathcal{H}}(t) \left( K(t,s,e) - \hat{K}(t,s,e) \right) \nu(de) \right\} dt \right]. \]

By the concavity of \( \mathcal{H} \) and the maximum condition (2.15), the proof is complete. \( \square \)

### 2.2 A necessary maximum principle

The concavity condition used in the previous subsection does not always hold in applications. We prove now if \( \hat{u} \in U_G \) is an optimal control for the problem (2.5), then we have the equivalence between being a critical point of \( J(u) \) and a critical point of the conditional Hamiltonian.

We start by defining the derivative processes. For each given \( t \in [0,T) \), let \( \alpha = \alpha(t) \) be a bounded \( G_t \)-measurable random variable, let \( \epsilon \in (0, T-t] \) and define

\[ \mu(s) := \gamma_{[t,t+\epsilon]}(s), \ s \in [0,T]. \hspace{1cm} (2.28) \]

Assume that

\[ \hat{u} + \epsilon \mu \in \mathcal{U}, \]

for all such \( \mu \), and all nonzero \( \epsilon \) sufficiently small. Then the derivative processes are defined by, writing \( u \) for \( \hat{u} \) for simplicity from now on,

\[ X'(t) := \frac{d}{d\epsilon} X^{u+\epsilon\mu}(t) \big|_{\epsilon=0}, \]
\[ Y'(t) := \frac{d}{d\epsilon} Y^{u+\epsilon\mu}(t) \big|_{\epsilon=0}, \]
\[ Z'(t,s) := \frac{d}{d\epsilon} Z^{u+\epsilon\mu}(t,s) \big|_{\epsilon=0}, \]
\[ K'(t,s,\cdot) := \frac{d}{d\epsilon} K^{u+\epsilon\mu}(t,s,\cdot) \big|_{\epsilon=0}. \]
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We see that
\begin{align*}
X'(t) &= \int_0^t \left( \frac{\partial b}{\partial x}(t, s)X'(s) + \frac{\partial b}{\partial u}(t, s)\mu(s) \right) ds \\
&+ \int_0^t \left( \frac{\partial \sigma}{\partial x}(t, s)X'(s) + \frac{\partial \sigma}{\partial u}(t, s)\mu(s) \right) dB(s) \\
&+ \int_0^t \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial x}(t, s, e)X'(s) + \frac{\partial \theta}{\partial u}(t, s, e)\mu(s) \right) \tilde{N}(ds, de)
\end{align*}
and
\begin{align*}
Y'(t) &= \eta'(X(T))X'(T) + \int_t^T \left( \frac{\partial q}{\partial x}(t, s)X'(s) + \frac{\partial q}{\partial y}(t, s)Y'(s) \right. \\
&\left. + \frac{\partial g}{\partial z}(t, s)Z'(t, s) + \langle \nabla_k g(t, s), K'(t, s, \cdot) \rangle + \frac{\partial g}{\partial u}(t, s)\mu(s) \right) ds \\
&- \int_t^T Z'(t, s) dB(s) - \int_t^T \int_{\mathbb{R}_0} K'(t, s, e) \tilde{N}(ds, de).
\end{align*}
Hence
\begin{align*}
dX'(t) &= \left[ \frac{\partial b}{\partial x}(t, t)X'(t) + \frac{\partial b}{\partial u}(t, t)\mu(t) \\
&+ \int_0^t \left( \frac{\partial^2 b}{\partial t\partial x}(t, s)X'(s) + \frac{\partial^2 b}{\partial t\partial u}(t, s)\mu(s) \right) ds \\
&+ \int_0^t \left( \frac{\partial \sigma}{\partial t\partial x}(t, s)X'(s) + \frac{\partial \sigma}{\partial t\partial u}(t, s)\mu(s) \right) dB(s) \\
&+ \int_0^t \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial t\partial x}(t, s, e)X'(s) + \frac{\partial \theta}{\partial t\partial u}(t, s, e)\mu(s) \right) \tilde{N}(ds, de) \right] dt \\
&+ \left( \frac{\partial \sigma}{\partial x}(t, t)X'(t) + \frac{\partial \sigma}{\partial u}(t, t)\mu(t) \right) dB(t) \\
&+ \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial x}(t, t, e)X'(t) + \frac{\partial \theta}{\partial u}(t, t, e)\mu(t) \right) \tilde{N}(dt, de),
\end{align*}
and
\begin{align*}
dY'(t) &= -\nabla \left( g(t, t) \right)(X'(t), Y'(t), Z'(t, t), K'(t, t, \cdot), \mu(t))^T dt \\
&+ \int_t^T \nabla \left( \frac{\partial q}{\partial t}(t, s) \right)(X'(s), Y'(s), Z'(t, s), K'(t, s, \cdot), \mu(s))^T dt \\
&+ \int_t^T \nabla \left( \frac{\partial \eta}{\partial t}(t, s) \right)(X'(s), Y'(s), Z'(t, s), K'(t, s, \cdot), \mu(s))^T \left( \frac{\partial Z}{\partial t}(t, s) \right) dt \\
&+ \int_t^T \nabla \left( \nabla_k g(t, s) \right)(X'(s), Y'(s), Z'(t, s), K'(t, s, \cdot), \mu(s))^T \left( \frac{\partial K}{\partial t}(t, s, \cdot) \right) dt \\
&+ Z'(t, t) dB(t) + \int_{\mathbb{R}_0} K'(t, t, e) \tilde{N}(dt, de) \\
&- \left( \int_t^T \frac{\partial Z'}{\partial t}(t, s) dB(s) \right) dt - \left( \int_t^T \int_{\mathbb{R}_0} \frac{\partial K'}{\partial t}(t, s, e) \tilde{N}(dt, de) \right) dt,
\end{align*}
Theorem 2.2 (Necessary maximum principle). Let \( \hat{u} \in U_U \) with corresponding solutions \( \hat{X}(t), (\hat{Y}(t), \hat{Z}(t, s), \hat{K}(t, s, \cdot)), \hat{\lambda}(t), (\hat{p}(t), \hat{q}(t), \hat{r}(t, \cdot)) \) of equations (2.13), (2.14), (2.9) and (2.10), respectively. Then, the following are equivalent:

(i) 
\[
\frac{d}{d\epsilon} J(\hat{u} + \epsilon \mu) |_{\epsilon=0} = 0,
\]

for all bounded \( \mu \) of the form (2.28).

(ii) 
\[
\mathbb{E} \left[ \frac{\partial H}{\partial u}(t) \mid \mathcal{G}_t \right]_{u=\hat{u}} = 0 \text{ for all } t \in [0, T].
\]

Proof. Consider
\[
\frac{d}{d\epsilon} J(\hat{u} + \epsilon \mu) |_{\epsilon=0} = I_1 + I_2 + I_3,
\]
where
\[
I_1 = \mathbb{E} \left[ \int_0^T \left\{ \frac{\partial f}{\partial x}(t) \hat{X}'(t) + \frac{\partial f}{\partial y}(t) \hat{Y}'(t) + \frac{\partial f}{\partial u}(t) \mu(t) \right\} dt \right],
\]
\[
I_2 = \mathbb{E} \left[ \phi'(X(T)) X'(T) \right] - \mathbb{E} \left[ \lambda(T) \eta'(X(T) X'(T)) \right],
\]
\[
I_3 = \mathbb{E} \left[ \psi'(Y(0)) Y'(0) \right].
\]

By the Itô formula
\[
\mathbb{E} [p(T) X'(T)]
\]
\[
= \mathbb{E} \left[ \int_0^T p(t) \left( \frac{\partial b}{\partial x}(t, t) \hat{X}'(t) + \frac{\partial b}{\partial u}(t, t) \mu(t) \right) dt 
\right.
\]
\[
+ \int_0^T p(t) \left\{ \int_0^t \left( \frac{\partial^2 b}{\partial t \partial x}(t, s) \hat{X}'(s) + \frac{\partial^2 b}{\partial t \partial u}(t, s) \mu(s) \right) ds \right\} dt 
\]
\[
+ \int_0^T p(t) \left\{ \int_0^t \left( \frac{\partial^2 \sigma}{\partial t \partial x}(t, s) \hat{X}'(s) + \frac{\partial^2 \sigma}{\partial t \partial u}(t, s) \mu(s) \right) dB(s) \right\} dt 
\]
\[
+ \int_0^T p(t) \left\{ \int_0^t \int_{\mathbb{R}_0} \left( \frac{\partial^2 \theta}{\partial t \partial x}(t, s, e) \hat{X}'(s) + \frac{\partial^2 \theta}{\partial t \partial u}(t, s, e) \mu(s) \right) \tilde{N}(ds, de) \right\} dt 
\]
\[
- \int_0^T \hat{X}'(t) \frac{\partial H}{\partial x}(t) dt + \int_0^T q(t) \left( \frac{\partial \sigma}{\partial x}(t, t) \hat{X}'(t) + \frac{\partial \sigma}{\partial u}(t, t) \mu(t) \right) dt 
\]
\[
+ \int_0^T \left\{ \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial x}(t, t, e) \hat{X}'(t) + \frac{\partial \theta}{\partial u}(t, t, e) \mu(t) \right) r(t, e) \nu(de) \right\} dt \right].
\]
From (2.19), (2.20) and (2.21), we have

\[
\begin{align*}
\mathbb{E} [p(T) X'(T)] &= \mathbb{E} \left[ \int_0^T p(t) \left( \frac{\partial b}{\partial x}(t, t) X'(t) + \frac{\partial b}{\partial u}(t, t) \mu(t) \right) dt \right] \\
&+ \int_0^T \int_t^T p(s) \left\{ \left( \frac{\partial^2 b}{\partial s \partial x}(t, s) X'(t) + \frac{\partial^2 b}{\partial s \partial u}(t, s) \mu(t) \right) ds \right\} dt \\
&+ \int_0^T \left\{ \int_t^T \left( \frac{\partial^2 \sigma}{\partial s \partial x}(t, s) X'(t) + \frac{\partial^2 \sigma}{\partial s \partial u}(t, s) \mu(t) \right) \int_t^T \mathbb{E} \left[ D_{t, p} \left| \mathcal{F}_t \right] ds \right\} dt \\
&+ \int_0^T \left\{ \int_t^T \left( \frac{\partial^2 \theta}{\partial s \partial x}(s, t, e) X'(t) + \frac{\partial^2 \theta}{\partial s \partial u}(s, t, e) \mu(t) \right) \mathbb{E} \left[ D_{t, s, p} \left| \mathcal{F}_t \right] \nu(de) \right\} dt \\
&- \int_0^T \frac{\partial H}{\partial x}(t) X'(t) dt + \int_0^T \left( \frac{\partial \sigma}{\partial x}(t, t) X'(t) + \frac{\partial \sigma}{\partial u}(t, t) \mu(t) \right) q(t) dt \\
&+ \int_0^T \left( \int_{\mathbb{R}_0} \left( \frac{\partial \theta}{\partial x}(t, t, e) X'(t) + \frac{\partial \theta}{\partial u}(t, t, e) \mu(t) \right) \left. r(t, e) \nu(de) \right) dt \right].
\end{align*}
\]

(2.33)

By the Itô formula and (2.29)-(2.30), we get

\[
\begin{align*}
\mathbb{E} [\psi' (Y (0)) Y' (0)] &= \mathbb{E} [\lambda (0) \gamma' (0)] \\
&= \mathbb{E} [\lambda (T) Y'(T)] + \mathbb{E} \left[ \int_0^T \lambda(t) \left\{ \nabla g(t, t) \left( X'(t), Y'(t), Z'(t, t), K'(t, t, \cdot), \mu(t) \right) \right\} \\
&- \int_t^T \left\{ \nabla \left( \frac{\partial g}{\partial t}(t, s), \frac{\partial g}{\partial z}(t, s) \frac{\partial Z}{\partial t}(t, s), \nabla k g(t, s) \frac{\partial K}{\partial t}(t, s, \cdot) \right) \\
&\left( X'(t), Y'(t), Z'(t, t), K'(t, t, \cdot), \mu(t) \right) \right\} ds \right] dt \\
&+ \int_0^T \lambda(t) \left( \int_t^T \frac{\partial Z'}{\partial t}(t, s) dB(s) \right) dt + \int_0^T \lambda(t) \left( \int_t^T \int_{\mathbb{R}} \frac{\partial K'}{\partial t}(t, s, e) \tilde{N}(dt, de) \right) dt \\
&- \int_0^T \frac{\partial H}{\partial y}(t) Y'(t) dt - \int_0^T \frac{\partial H}{\partial z}(t) Z'(t, s) dt \\
&- \int_0^T \int_{\mathbb{R}_0} \frac{d \nabla \kappa H}{\partial \nu}(t) K'(t, s, e) \nu(de) dt \right].
\end{align*}
\]
From (2.24)-(2.26) and the Fubini Theorem, we have

\[
\mathbb{E} [\psi' (Y (0)) Y' (0)] = \mathbb{E} [\lambda (T) Y' (T)]
\]

\[
+ \mathbb{E} \left[ \int_0^T \lambda (t) \left\{ \nabla g(t, t) \left( X'(t), Y'(t), Z'(t), K'(t, t, \cdot), \mu (t) \right) \right\} dt \right]
\]

\[
+ \int_0^T \int_0^t \lambda (s) \left\{ \nabla \left( \frac{\partial g}{\partial t} (s, t), \frac{\partial g}{\partial Z} (s, t) \right), \nabla \partial Z (s, t), \nabla g(s, t) \frac{\partial K}{\partial t} (s, t, \cdot) \right\} ds dt
\]

\[
(X'(s), Y'(s), Z'(s), K'(s, t, \cdot), \mu (s)) d\sigma dt,
\]

and that

\[
\nabla_k \mathcal{H}(t) = \nabla_k g(t, t) \lambda(t) + \int_0^t \nabla_k \left( \frac{\partial}{\partial s} g(s, t) \right) \lambda(s) ds
\]

\[
+ \int_0^t \nabla_k \left( \frac{\partial g}{\partial Z} (s, t) \right) \frac{\partial Z}{\partial s} (s, t) \lambda(s) ds
\]

\[
+ \int_0^t \nabla^2_k g(s, t) \frac{\partial K}{\partial s} (s, t, \cdot) \lambda(s) ds,
\]

(2.34)

Using that

\[
\frac{\partial \mathcal{H}}{\partial x} (t) = \frac{\partial f}{\partial x} (t) + \frac{\partial h}{\partial x} (t, t) p(t) + \frac{\partial \sigma}{\partial x} (t, t) q(t) + \lambda (t) \frac{\partial g}{\partial x} (t, t)
\]

\[
+ \int_0^t \frac{\partial^2 h}{\partial s \partial x} (s, t) r(t, e) \nu(de) + \int_0^t \frac{\partial^2 g}{\partial s \partial x} (s, t) \lambda (s) ds
\]

\[
+ \int_0^t \frac{\partial^2 \sigma}{\partial s \partial x} (s, t) E[D_t \cdot p(s) | \mathcal{F}_t] ds
\]

\[
+ \int_0^t \frac{\partial^2 \theta}{\partial s \partial x} (s, t) E[D_t \cdot p(s) | \mathcal{F}_t] \nu(de) ds
\]

\[
+ \int_0^t \frac{\partial g}{\partial x} (s, t) \frac{\partial Z}{\partial s} (s, t) \lambda(s) ds
\]

\[
+ \int_0^t \frac{\partial^2 g}{\partial x \partial Z} (s, t) \lambda(s) ds
\]

\[
+ \int_0^t \frac{\partial \mathcal{H}}{\partial x} \left( \nabla_k g(s, t) \right) \left( \frac{\partial K}{\partial s} (s, t, \cdot) \right) ds,
\]

(2.35)

and that

\[
\nabla_k \mathcal{H}(t) = \nabla_k g(t, t) \lambda(t)
\]

\[
+ \int_0^t \nabla_k \left( \frac{\partial}{\partial s} g(s, t) \right) \lambda(s) ds
\]

\[
+ \int_0^t \nabla_k \left( \frac{\partial g}{\partial Z} (s, t) \right) \frac{\partial Z}{\partial s} (s, t) \lambda(s) ds
\]

\[
+ \int_0^t \nabla^2_k g(s, t) \frac{\partial K}{\partial s} (s, t, \cdot) \lambda(s) ds,
\]

(2.36)

similarly for \( \frac{\partial \mathcal{H}}{\partial y} (t) \) and \( \frac{\partial \mathcal{H}}{\partial z} (t) \). Combining (2.32) – (2.34) with (2.31), (2.35) – (2.36) and by the definition of \( \mu \), we obtain

\[
\frac{d}{d\epsilon} J(u + \epsilon \mu) |_{\epsilon=0} = \mathbb{E} \left[ \int_0^T \frac{\partial \mathcal{H}}{\partial u} (t) \mu(t) dt \right] = \mathbb{E} \left[ \int_t^{t+\epsilon} \frac{\partial \mathcal{H}}{\partial u} (s) d\sigma \right].
\]
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We conclude that

\[ \frac{d}{d\epsilon} J(u + \epsilon \mu) \big|_{\epsilon=0} = 0 \]

if and only if

\[ \mathbb{E} \left[ \frac{\partial H}{\partial u}(t) \mid \mathcal{G}_t \right] = 0. \]

\[ \square \]

### 3 Existence and uniqueness of solutions of BSVIE

In order to prove existence and uniqueness solution of the backward stochastic Volterra integral equations (BSVIE), let us introduce the following BSVIE in the unknown \( Y, Z \) and \( K \):

\[ Y(t) = \zeta(t) + \int_t^T g(t, s, Y(s), Z(t, s), K(t, s, \cdot))ds - \int_t^T Z(t, s)dB(s) \]

\[ - \int_t^T \int_{\mathbb{R}_0} K(t, s, e)\tilde{N}(ds, de), t \in [0, T]. \]

\[ (3.1) \]

In this section we prove existence and uniqueness of solutions of (3.1), following the approach by Yong [17] and [18], but now we have jumps. The papers by Wang and Zhang [15], and by Ren [10] studied more general cases of (3.1) and our case can be seen as a particular case of theirs, but we have included this part because it will be more convenient for the reader to have a direct and simple approach. For related results on BSVIE, we refer to Shi and Wang and Yong [12]-[11].

Let us now introduce the following spaces:

For any \( \beta \geq 0 \), let \( \Delta := \{(t, s) \in [0, T]^2 : t \leq s\} \) and \( H^2_{\Delta, \beta}[0, T] \) be a space of all processes \( Y, Z, K \), such that \( Y : [0, T] \times \Omega \to \mathbb{R} \) is \( \mathbb{F} \)-adapted, and \( Z : \Delta \times \Omega \to \mathbb{R}, K : \Delta \times \mathbb{R}_0 \times \Omega \to \mathbb{R} \) with \( s \mapsto Z(t, s) \) and \( s \mapsto K(t, s, \cdot) \) being \( \mathbb{F} \)-adapted on \([t, T], \), equipped with the norm

\[
\| (Y, Z, K) \|^2_{H^2_{\Delta, \beta}[0, T]} := \mathbb{E} \int_0^T \left[ e^{\beta t} |Y(t)|^2 + \int_t^T e^{\beta s} |Z(t, s)|^2 ds + \int_t^T \int_{\mathbb{R}_0} e^{\beta s} |K(t, s, e)|^2 \nu(ds, de) \right] dt.
\]

Clearly \( H^2_{\Delta, \beta}[0, T] \) is a Hilbert space. It is easy to see that for any \( \beta > 0 \), the norm \( \| \cdot \|_{H^2_{\Delta, \beta}[0, T]} \) is equivalent to \( \| \cdot \|_{H^2_{\Delta, 0}[0, T]} \) obtained from \( \| \cdot \|_{H^2_{\Delta, \beta}[0, T]} \) by taking \( \beta = 0 \). We now make the following assumptions:

**Assumptions (H.1)**

- The function \( g : [0, T]^2 \times \mathbb{R}^3 \times L^2(\nu) \times \Omega \to \mathbb{R} \), is such that

\[ 1. \mathbb{E} \left[ \int_0^T \left( \int_0^T g(t, s, 0, 0)ds \right)^2 dt \right] < +\infty, \]
2. There exists a constant \( c > 0 \), such that, for all \( t, s \in [0, T] \)

\[
|g(t, s, y, z, k(\cdot)) - g(t, s, y', z', k' (\cdot))| \\
\leq c \left( |y - y'| + |z - z'| + \left( \int_{\mathbb{R}_0} |k(e) - k'(e)|^2 \nu(de) \right)^{\frac{1}{2}} \right)
\]

for all \( y, y', z, z', k(\cdot), k'(\cdot) \).

- \( \zeta (\cdot) \in L^2_{\mathcal{F}_T} (\Omega, \mathbb{R}) \).

**Theorem 3.1.** Under the assumptions (H.1), there exists a unique solution \((Y, Z, K) \in H^{2, \beta}_{\Delta} [0, T] \) of the BSVIE (3.1).

For a given triple of processes \((g (\cdot), z (\cdot, \cdot), k (\cdot, \cdot, \cdot)) \in H^{2, \beta}_{\Delta} [0, T] \), consider the following simple BSVIE in the unknown triple \((Y, Z, K)\):

\[
Y (t) = \zeta (t) + \int_t^T \bar{g} (t, s) \, ds - \int_t^T Z(t, s) dB(s) - \int_t^T \int_{\mathbb{R}_0} K(t, s, e) \tilde{N}(ds, de), \tag{3.2}
\]

where we denote by

\[
\bar{g} (t, s) = g (t, s, y (s), z (t, s), k (t, s, \cdot)), \text{ for } (t, s) \in \Delta.
\]

To solve (3.2) for \((Y, Z, K)\), we introduce the following family of BSDE (parameterized by \( t \in [0, T] \)):

\[
\bar{Y} (r, t) = \zeta (t) + \int_r^T \bar{g} (t, s) \, ds - \int_r^T \bar{Z}(s, t) dB(s) - \int_r^T \int_{\mathbb{R}_0} \bar{K}(s, t, e) \tilde{N}(ds, de), \ r \in (t, T],
\]

It is well-known that the above BSDE admits a unique adapted solution \((\bar{Y} (\cdot, t), \bar{Z}(\cdot, t), \bar{K}(\cdot, t, \cdot))\) and the following estimate holds:

\[
\mathbb{E} \left[ \sup_{r \in [t, T]} |\bar{Y} (r, t)|^2 + \int_t^T |\bar{Z}(s, t)|^2 \, ds + \int_t^T \int_{\mathbb{R}_0} |\bar{K}(s, t, e)|^2 \nu(de) \, ds \right] \\
\leq C \mathbb{E} \left[ |\zeta (t)|^2 + \left( \int_t^T \bar{g} (t, s) \, ds \right)^2 \right].
\]

Now let

\[
Y (t) = \bar{Y} (t, t), \ Z(t, s) = \bar{Z}(s, t), \ K(t, s, \cdot) = \bar{K}(s, t, \cdot), \text{ for all } (t, s) \in \Delta.
\]

Then \((Y(\cdot), Z(\cdot, \cdot), K (\cdot, \cdot, \cdot))\) is an adapted solution to the BSVIE (3.2), and

\[
\mathbb{E} \left[ |Y (t)|^2 + \int_t^T |Z(t, s)|^2 \, ds + \int_t^T \int_{\mathbb{R}_0} |K(t, s, e)|^2 \nu(de) \, ds \right] \\
= \mathbb{E} \left[ |\zeta (t) + \int_t^T \bar{g} (t, s) \, ds|^2 \right] \\
\leq 2 \mathbb{E} \left[ |\zeta (t)|^2 + \left( \int_t^T \bar{g} (t, s) \, ds \right)^2 \right].
\]
Therefore, by integrating both sides of the inequality above, we get
\[
\mathbb{E} \left[ \int_0^T \left( |Y(t)|^2 + \int_t^T |Z(t,s)|^2 \, ds + \int_t^T \int_{\mathbb{R}_0} |K(t,s,\varepsilon)|^2 \nu(\varepsilon) \, ds \, dt \right) \right] \\
\leq 2\mathbb{E} \int_0^T \left[ |\zeta(t)|^2 + \left( \int_t^T \bar{g}(t,s) \, ds \right)^2 \right] \, dt.
\]

Adding and subtracting \( g(t,s,0,0,0) \) on the left side, then by the Lipschitz assumption, we obtain
\[
\mathbb{E} \left[ \int_0^T \left( |Y(t)|^2 + \int_t^T |Z(t,s)|^2 \, ds + \int_t^T \int_{\mathbb{R}_0} |K(t,s,\varepsilon)|^2 \nu(\varepsilon) \, ds \, dt \right) \right] \\
\leq C\mathbb{E} \int_0^T \left[ |\zeta(t)|^2 + \left( \int_t^T g(t,s,0,0,0) \, ds \right)^2 \right] \, dt \\
+ C\mathbb{E} \left[ \int_0^T \left( |y(t)|^2 + \int_t^T |z(s)|^2 \, ds + \int_t^T \int_{\mathbb{R}_0} |k(t,s,\varepsilon)|^2 \nu(\varepsilon) \, ds \, dt \right) \right],
\]
for some constant \( C \). Thus, \((y,z,k) \mapsto (Y,Z,K)\) defines a map from \( H^{2,\beta}_{\Delta}[0,T] \) to itself.

Now, we want to prove that this mapping is contracting in \( H^{2,\beta}_{\Delta}[0,T] \) under the norm \( \| \cdot \|_{H^{2,\beta}_{\Delta}[0,T]} \). We show that if for \( i = 1,2 \), \((y_i,z_i,k_i) \in H^{2,\beta}_{\Delta}[0,T] \) and \((Y_i,Z_i,K_i)\) is the corresponding adapted solution to equation (3.1), then
\[
\mathbb{E} \left[ \int_0^T \left( e^{\beta t} |Y_1(t) - Y_2(t)|^2 + \int_t^T e^{\beta s} |Z_1(t,s) - Z_2(t,s)|^2 \, ds \\
+ \int_t^T e^{\beta s} \int_{\mathbb{R}_0} |K_1(t,s,\varepsilon) - K_2(t,s,\varepsilon)|^2 \nu(\varepsilon) \, ds \, dt \right) \right] \\
\leq \frac{C}{\beta} \mathbb{E} \left[ \int_0^T \left( e^{\beta t} |y_1(t) - y_2(t)|^2 + \int_t^T e^{\beta s} |z_1(t,s) - z_2(t,s)|^2 \, ds \\
+ \int_t^T e^{\beta s} \int_{\mathbb{R}_0} |k_1(t,s,\varepsilon) - k_2(t,s,\varepsilon)|^2 \nu(\varepsilon) \, ds \, dt \right) \right],
\]
which means that
\[
\|(Y,Z,K)\|_{H^{2,\beta}_{\Delta}[0,T]}^2 \leq \frac{C}{\beta} \|(y,z,k)\|_{H^{2,\beta}_{\Delta}[0,T]}^2.
\]

Hence, the mapping \((y,z,k) \mapsto (Y,Z,K)\) is contracting on \( H^{2,\beta}_{\Delta}[0,T] \) for large enough \( \beta > 0 \). Then, \((Y,Z,K)\) is a unique solution for the BSVIE (3.1). \(\square\)

4 Application: Optimal recursive utility consumption

As an illustration of our general results above, we now apply them to solve the optimal recursive utility consumption problem (1.5) described in the Introduction. Our example is related to the examples discussed in [3] and [9], but now the cash flow is modelled by
This problem is a special case of the problem discussed in the previous sections, with processes. Thus, we assume that the point pointed out after (4.1) has the following linear form as

\[ dX(t) = (\alpha(t, t) - c(t))X(t)dt + \left( \int_0^t \frac{\partial}{\partial t}(t, s)X(s)ds \right) dt + \beta(t, t)X(t)dB(t) + \left( \int_0^t \frac{\partial}{\partial s}(t, s)X(s)dB(s) \right) dt + \int_{\mathbb{R}_0} \pi(t, t, e)X(t)\tilde{N}(dt, de) + \left( \int_{\mathbb{R}_0} \int_0^t \frac{\partial}{\partial e}(t, s, e)X(s)\tilde{N}(ds, de) \right) dt, t \in [0, T]. \]

The recursive utility process \( Y(t) \) of Duffie and Epstein [5] has the following linear form

\[ dY(t) = -[\gamma(t)Y(t) + \ln c(t)X(t)]dt + Z(t)dB(t) + \int_{\mathbb{R}_0} K(t, e)\tilde{N}(dt, de), t \in [0, T]. \]

Our problem (1.5) is to maximise the performance functional

\[ J(c) := Y^c(0) \]

over all control processes \( c \in \mathcal{U}_G \), where in this case \( \mathcal{U}_G \) is the set of all \( \mathbb{G} \)-adapted nonnegative processes. This problem is a special case of the problem discussed in the previous sections, with \( f = 0 \), \( \varphi = 0 \) and \( \psi(y) = y \). The Hamiltonian associated to our problem is defined by

\[ \mathcal{H}(t, s, x, y, p, q) = (\alpha(t, t) - c(t))px + \int_t^T \frac{\partial}{\partial s}(s, t)x(s)p(s)ds + \beta(t, t)qx + \int_t^T \frac{\partial}{\partial s}(s, t)x(s)E[D_{t}p(s)|\mathcal{F}_t]ds + \int_{\mathbb{R}_0} \pi(t, t, e)x(t)e\nu(de) + \int_{\mathbb{R}_0} \int_t^T \frac{\partial}{\partial s}(s, t, e)x(s)E[D_{t, e}p(s)|\mathcal{F}_t]E[\nu(de)ds + \gamma(t)y + \ln c(t) + \ln x] \lambda. \]

The corresponding backward-forward system for the adjoint processes \( (p, q, r) \) and \( \lambda \) are

\[
\begin{aligned}
   dp(t) &= - \left[ (\alpha(t, t) - c(t))p(t) + \int_t^T \frac{\partial}{\partial s}(s, t)p(s)ds + \beta(t, t)q(t) + \int_t^T \frac{\partial}{\partial s}(s, t)E[D_{t}p(s)|\mathcal{F}_t]ds + \int_{\mathbb{R}_0} \pi(t, t, e)r(t, e)e\nu(de) + \int_{\mathbb{R}_0} \int_t^T \frac{\partial}{\partial s}(s, t, e)E[D_{t, e}p(s)|\mathcal{F}_t]E[\nu(de)ds] + \lambda(t) \right] dt \\
   dq(t) &= r(t, e)\tilde{N}(dt, de), t \in [0, T], \\
   p(T) &= 0,
\end{aligned}
\]
and
\[
\begin{cases}
  d\lambda(t) = \gamma(t)\lambda(t)dt, t \in [0, T], \\
  \lambda(0) = 1.
\end{cases}
\] (4.4)

The solution of the differential equation (4.4) is
\[\lambda(t) = \exp \left( - \int_0^t \gamma(s)ds \right), t \in [0, T].\]

Now, maximising the Hamiltonian w.r.t \(c\) gives the first order condition
\[c(t) = \mathbb{E} \left[ \frac{\lambda(t)}{p(t)X(t)} G_t \right], \quad t \in [0, T].\] (4.5)

Applying Itô’s formula, we get
\[
d(p(t)X(t)) = p(t)dX(t) + X(t)dp(t) + d[p(t)X(t)]
\]
\[= p(t) \left\{ (\alpha(t, t) - c(t)) X(t)dt + \left( \int_0^t \frac{\partial\alpha}{\partial t}(t, s)X(s)ds \right) dt \\
+ \beta(t, t)X(t)dB(t) + \left( \int_0^t \frac{\partial\beta}{\partial t}(t, s)X(s)dB(s) \right) dt \\
+ \int_{\mathbb{R}_0^+} \pi(t, t, e)X(t)\tilde{N}(dt, de) + \left( \int_{\mathbb{R}_0^+} \int_0^t \frac{\partial\pi}{\partial s}(t, s, e)X(s)\tilde{N}(ds, de) \right) dt \right\}
\]
\[-X(t) \left\{ (\alpha(t, t) - c(t)) p(t)dt + \left( \int_t^T \frac{\partial\alpha}{\partial s}(s, t)p(s)ds \right) dt + \beta(t, t)q(t)dt \\
+ \left( \int_t^T \frac{\partial\beta}{\partial s}(s, t)\mathbb{E} \left[ D_t p(s) | \mathcal{F}_t \right] ds \right) dt + \int_{\mathbb{R}_0^+} \pi(t, t, e)r(t, e)\nu(dt, de) \\
+ \left( \int_{\mathbb{R}_0^+} \int_t^T \frac{\partial\pi}{\partial s}(s, t, e)\mathbb{E} \left[ D_t, p(s) | \mathcal{F}_t \right] \nu(ds, de) \right) dt + \frac{\lambda(0)}{X(t)} dt \\
+ q(t)dB(t) + \int_{\mathbb{R}_0^+} r(t, e)\tilde{N}(dt, de) \right\}
\]
\[+ \beta(t, t)X(t)q(t)dt + \int_{\mathbb{R}_0^+} \pi(t, t, e)X(t)r(t, e)\nu(dt, de).\]

Collecting the terms, we see that the above reduces to
\[
\begin{cases}
p(t)X(t) = p(0)X(0) - \int_0^t \lambda(s)ds \\
+ \int_0^t \{ p(s)X(s)\beta(s, s) - X(s)q(s) \} dB(s) \\
+ \int_0^T \{ p(s)X(s)\pi(s, s, e) - X(s)r(s, e) \} \tilde{N}(ds, de), t \in [0, T], \\
p(T)X(T) = 0.
\end{cases}
\]

Therefore, if we define
\[
P(t) = p(t)X(t),
Q(t) = p(s)X(s)\beta(s, s) - X(s)q(s),
R(t, e) = p(s)X(s)\pi(s, s, e) - X(s)r(s, e),
\]
then \((P, Q, R)\) solves the linear BSDE
\[
\begin{cases}
dP(t) = -\lambda(t)dt + Q(t)dB(t) + \int_{\mathbb{R}_0^+} R(t, e)\tilde{N}(dt, de), t \in [0, T], \\
P(T) = 0.
\end{cases}
\]
The solution of this linear BSDE is
\[ P(t) = \mathbb{E} \left[ \int_t^T \lambda(s) ds \mid \mathcal{F}_t \right] = p(t)X(t). \]

Combined with (4.5) this gives
\[ c(t) = c^*(t) = \mathbb{E} \left[ \frac{\exp \left( -\int_0^t \gamma(s) ds \right)}{\mathbb{E} \left[ \int_t^T \exp \left( -\int_0^s \gamma(r) dr \right) ds \mid \mathcal{F}_t \right]} \mid G_t \right]. \quad (4.6) \]

In particular, since \( \lambda > 0 \) by (4.4) we get that \( p(t)X(t) > 0 \). Thus we see that \( c(t) \) is well-defined in (4.5) and \( c^*(t) > 0 \) for all \( t \in [0, T] \). Therefore \( c^* \in \mathcal{U}_G \), and we conclude that \( c^* \) is indeed optimal. We have proved

**Theorem 4.1.** The optimal recursive utility consumption rate \( c^*(t) \) for the problem (1.5) (with \( \xi \) constant) is given by (4.6).

## 5 Appendix

### 5.1 Some basic concepts from Banach space theory

To explain the notation used in this paper, we briefly recall some basic concepts from Banach space theory:

Let \( \mathcal{X}, \mathcal{Y} \) be two Banach spaces with norms \( \| \cdot \|_{\mathcal{X}}, \| \cdot \|_{\mathcal{Y}} \), respectively, and let \( F : \mathcal{X} \to \mathcal{Y} \).

- We say that \( F \) has a directional derivative (or Gâteaux derivative) at \( v \in \mathcal{X} \) in the direction \( w \in \mathcal{X} \) if
  \[ D_wF(v) := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (F(v + \varepsilon w) - F(v)) \]
  exists.

- We say that \( F \) is Fréchet differentiable at \( v \in \mathcal{X} \) if there exists a continuous linear map \( A : \mathcal{X} \to \mathcal{Y} \) such that
  \[ \lim_{h \to 0} \frac{1}{\| h \|_{\mathcal{X}}} \| F(v + h) - F(v) - A(h) \|_{\mathcal{Y}} = 0. \]
  In this case we call \( A \) the gradient (or Fréchet derivative) of \( F \) at \( v \) and we write
  \[ A = \nabla_v F. \]

- If \( F \) is Fréchet differentiable at \( v \) with Fréchet derivative \( \nabla_v F \), then \( F \) has a directional derivative in all directions \( w \in \mathcal{X} \) and
  \[ D_wF(v) := \langle \nabla_v F, w \rangle = \nabla_v F(w) = \nabla_v Fw. \]
  In particular, note that if \( F \) is a linear operator, then \( \nabla_v F = F \) for all \( v \).
5.2 A brief review of Hida-Malliavin calculus for Lévy processes

For the convenience of the reader, in this section we recall the basic definition and properties of Hida-Malliavin calculus for Lévy processes related to this paper. The following summary is based on [2]. A general reference for this presentation is the book [4].

First, recall the Lévy–Itô decomposition theorem, which states that any Lévy process $Y(t)$ with

$$
\mathbb{E}[Y^2(t)] < \infty \quad \text{for all} \quad t
$$

can be written

$$
Y(t) = at + bB(t) + \int_0^t \int_{\mathbb{R}_0} e\tilde{N}(ds, de)
$$

with constants $a$ and $b$. In view of this we see that it suffices to deal with Hida-Malliavin calculus for $B(\cdot)$ and for

$$
\chi(\cdot) := \int_0^\cdot \int_{\mathbb{R}_0} e\tilde{N}(ds, de)
$$

separately.

5.3 Hida-Malliavin calculus for $B(\cdot)$

A natural starting point is the Wiener-Itô chaos expansion theorem, which states that any Lévy process $Y(t)$ with

$$
\mathbb{E}[Y^2(t)] < \infty \quad \text{for all} \quad t
$$

can be written

$$
Y(t) = at + bB(t) + \int_0^t \int_{\mathbb{R}_0} e\tilde{N}(ds, de)
$$

with constants $a$ and $b$. In view of this we see that it suffices to deal with Hida-Malliavin calculus for $B(\cdot)$ and for

$$
\chi(\cdot) := \int_0^\cdot \int_{\mathbb{R}_0} e\tilde{N}(ds, de)
$$

separately.

Moreover, we have the isometry

$$
\mathbb{E}[F^2] = ||F||^2_{L^2(P)} = \sum_{n=0}^\infty n!||f_n||^2_{L^2(\rho^n)}.
$$

**Definition 5.1** (Hida-Malliavin derivative $D_t$ with respect to $B(\cdot)$).

Let $\mathbb{D}_{1,2}^{(B)}$ be the space of all $F \in L^2(\mathcal{F}_T, \mathbb{P})$ such that its chaos expansion (5.1) satisfies

$$
||F||^2_{\mathbb{D}_{1,2}^{(B)}} := \sum_{n=1}^\infty nn!||f_n||^2_{L^2(\rho^n)} < \infty.
$$
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For $F \in \mathbb{D}_{1,2}^{(B)}$ and $t \in [0, T]$, we define the Hida-Malliavin derivative or the stochastic gradient of $F$ at $t$ (with respect to $B(\cdot)$), $D_t F$, by

$$D_t F = \sum_{n=1}^{\infty} n I_{n-1}(f_n(\cdot, t)),$$

where the notation $I_{n-1}(f_n(\cdot, t))$ means that we apply the $(n-1)$-times iterated integral to the first $n-1$ variables $t_1, \ldots, t_{n-1}$ of $f_n(t_1, t_2, \ldots, t_n)$ and keep the last variable $t_n = t$ as a parameter.

One can easily check that

$$\mathbb{E} \left[ \int_0^T (D_t F)^2 \, dt \right] = \sum_{n=1}^{\infty} n n! ||f_n||_{L^2(\rho^*)}^2 = ||F||_{\mathbb{D}_{1,2}^{(B)}}^2,$$

so $(t, \omega) \mapsto D_t F(\omega)$ belongs to $L^2(\rho \times P)$.

**Example 5.2.** If $F = \int_0^T f(t) dB(t)$ with $f \in L^2(\rho)$ deterministic, then

$$D_t F = f(t) \text{ for a.a. } t \in [0, T].$$

More generally, if $\Psi(s)$ is Skorohod integrable, $\Psi(s) \in \mathbb{D}_{1,2}$ for a.a. $s$ and $D_t \Psi(s)$ is Skorohod integrable for a.a. $t$, then

$$D_t \left( \int_0^T \Psi(s) \delta B(s) \right) = \int_0^T D_t \Psi(s) \delta B(s) + \Psi(t) \text{ for a.a. } (t, \omega),$$

where $\int_0^T \Psi(s) \delta B(s)$ denotes the Skorohod integral of a process $\Psi$ with respect to $B(\cdot)$.

Some other basic properties of the Hida-Malliavin derivative $D_t$ are the following:

(i) **Chain rule**
Suppose $F_1, \ldots, F_m \in \mathbb{D}_{1,2}^{(B)}$ and that $\Psi : \mathbb{R}^m \to \mathbb{R}$ is $C^1$ with bounded partial derivatives. Then, $\Psi(F_1, \ldots, F_m) \in \mathbb{D}_{1,2}$ and

$$D_t \Psi(F_1, \ldots, F_m) = \sum_{i=1}^m \frac{\partial \Psi}{\partial x_i}(F_1, \ldots, F_m) D_t F_i.$$

(ii) **Duality formula**
Suppose $\Psi(t)$ is $\mathcal{F}_t-$adapted with $\mathbb{E} \left[ \int_0^T \Psi^2(t) \, dt \right] < \infty$ and let $F \in \mathbb{D}_{1,2}^{(B)}$. Then,

$$\mathbb{E}[F \int_0^T \Psi(t) dB(t)] = \mathbb{E} \left[ \int_0^T \Psi(t) D_t F \, dt \right].$$  \hfill (5.3)
Malliavin derivative and adapted processes

If $\Psi$ is an $\mathbb{F}$-adapted process, then

$$D_s \Psi(t) = 0 \text{ for } s > t.$$

Remark 5.3. We put $D_t \Psi(t) = \lim_{s \to t^-} D_s \Psi(t)$ (if the limit exists).

Remark 5.4. It was proved in [1] that one can extend the Hida-Malliavin derivative operator $D_t$ from $\mathbb{D}_{1,2}$ to all of $L^2(\mathcal{F}_T, P)$ in such a way that, also denoting the extended operator by $D_t$, for all $F \in L^2(\mathcal{F}_T, P)$ we have

$$D_t F \in (S)^* \text{ and } (t, \omega) \mapsto \mathbb{E}[D_t F | \mathcal{F}_t] \text{ belongs to } L^2(\rho \times P) \quad (5.4)$$

Here $(S)^*$ is the Hida space of stochastic distributions.

Moreover, the following generalized Clark-Haussmann-Ocone formula was proved:

$$F = \mathbb{E}[F] + \int_0^T \mathbb{E}[D_t F | \mathcal{F}_t] dB(t) \quad (5.5)$$

for all $F \in L^2(\mathcal{F}_T, P)$. See Theorem 3.11 in [1] and also Theorem 6.35 in [4].

We can use this to get the following extension of the duality formula (5.3):

Proposition 5.5. The generalized duality formula

Let $F \in L^2(\mathcal{F}_T, P)$ and let $\Psi(t, \omega) \in L^2(\rho \times P)$ be adapted. Then

$$\mathbb{E}[F \int_0^T \Psi(t) dB(t)] = \mathbb{E}[\int_0^T \mathbb{E}[D_t F | \mathcal{F}_t] \Psi(t) dt].$$

Proof By (5.4) and (5.5) and the Itô isometry we get

$$\mathbb{E}[F \int_0^T \Psi(t) dB(t)] = \mathbb{E}[(\mathbb{E}[F] + \int_0^T \mathbb{E}[D_t F | \mathcal{F}_t] dB(t))(\int_0^T \Psi(t) dB(t))]$$

$$= \mathbb{E}[\int_0^T \mathbb{E}[D_t F | \mathcal{F}_t] \Psi(t) dt].$$

□

5.4 Hida-Malliavin calculus for $\tilde{N}(\cdot)$

The construction of a stochastic derivative/Hida-Malliavin derivative in the pure jump martingale case follows the same lines as in the Brownian motion case. In this case, the corresponding Wiener-Itô Chaos Expansion Theorem states that any $F \in L^2(\mathcal{F}_T, P)$ (where, in this case, $\mathcal{F}_t = \mathcal{F}_t^{(\tilde{N})}$ is the $\sigma-$algebra generated by $\chi(s) := \int_s^t \int_{\mathbb{R}_0} e^{\tilde{N}(dr, de); 0 \leq s \leq t}$) can be written as

$$F = \sum_{n=0}^{\infty} I_n(f_n); \ f_n \in \hat{L}^2((\rho \times \nu)^n), \quad (5.6)$$
where $\hat{L}^2((\rho \times \nu)^n)$ is the space of functions $f_n(t_1, e_1, \ldots, t_n, e_n)$, $t_i \in [0, T]$, $e_i \in \mathbb{R}_0$ such that $f_n \in L^2((\rho \times \nu)^n)$ and $f_n$ is symmetric with respect to the pairs of variables $(t_1, \rho_1), \ldots, (t_n, \rho_n)$.

It is important to note that in this case, the $n$–times iterated integral $I_n(f_n)$ is taken with respect to $\tilde{N}(dt, de)$ and not with respect to $d\chi(t)$. Thus, we define

$$I_n(f_n) := n! \int_0^T \int_{\mathbb{R}_0} \int_{\mathbb{R}_0} \cdots \int_{\mathbb{R}_0} f_n(t_1, e_1, \ldots, t_n, e_n) \tilde{N}(dt_1, de_1) \cdots \tilde{N}(dt_n, de_n)$$

for $f_n \in \hat{L}^2((\rho \times \nu)^n)$.

The Itô isometry for stochastic integrals with respect to $\tilde{N}(dt, de)$ then gives the following isometry for the chaos expansion:

$$||F||_{L^2(P)}^2 = \sum_{n=0}^{\infty} n! ||f_n||_{L^2((\rho \times \nu)^n)}^2.$$ 

As in the Brownian motion case, we use the chaos expansion to define the Malliavin derivative. Note that in this case, there are two parameters $t, e$, where $t$ represents time and $e \neq 0$ represents a generic jump size.

**Definition 5.6** (Hida-Malliavin derivative $D_{t,e}$ with respect to $\tilde{N}(\cdot, \cdot)$). Let $\mathbb{D}^{(\tilde{N})}_{1,2}$ be the space of all $F \in L^2(F_T, P)$ such that its chaos expansion (5.6) satisfies

$$||F||_{\mathbb{D}^{(\tilde{N})}_{1,2}}^2 := \sum_{n=1}^{\infty} nn! ||f_n||_{L^2((\rho \times \nu)^2)}^2 < \infty.$$ 

For $F \in \mathbb{D}^{(\tilde{N})}_{1,2}$, we define the Hida-Malliavin derivative of $F$ at $(t, e)$ (with respect to $\tilde{N}(\cdot)$), $D_{t,e}F$, by

$$D_{t,e}F := \sum_{n=1}^{\infty} nI_{n-1}(f_n(\cdot, t, e)),$$

where $I_{n-1}(f_n(\cdot, t, e))$ means that we perform the $(n-1)$–times iterated integral with respect to $\tilde{N}$ to the first $n-1$ variable pairs $(t_1, e_1), \ldots, (t_{n-1}, e_{n-1})$, keeping $(t_n, e_n) = (t, e)$ as a parameter.

In this case, we get the isometry:

$$\mathbb{E}[\int_0^T \int_{\mathbb{R}_0} (D_{t,e}F)^2 \nu(de)dt] = \sum_{n=0}^{\infty} nn! ||f_n||_{L^2((\rho \times \nu)^n)}^2 = ||F||_{\mathbb{D}^{(\tilde{N})}_{1,2}}^2.$$ 

**Example 5.7.** If $F = \int_0^T \int_{\mathbb{R}_0} f(t, e) \tilde{N}(dt, de)$ for some deterministic $f(t, e) \in L^2(\rho \times \nu)$, then

$$D_{t,e}F = f(t, e)$$ for a.a. $(t, e)$. 
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More generally, if \( \Phi(s,e) \) is Skorohod integrable with respect to \( \tilde{N}(\delta s, de) \), \( \Phi(s,e) \in \mathcal{D}_{1,2}^{(N)} \) for a.a. \( s, e \) and \( D_{t,z} \Phi(s,e) \) is Skorohod integrable for a.a. \( t, z \), then

\[
D_{t,z} \left( \int_0^T \int_{\mathbb{R}_0} \Phi(s,e)\tilde{N}(\delta s, de) \right) = \int_0^T \int_{\mathbb{R}_0} D_{t,z} \Phi(s,e)\tilde{N}(\delta s, de) + \Phi(t,z) \quad \text{for a.a.} \ t, z,
\]

where \( \int_0^T \int_{\mathbb{R}_0} \Phi(s,e)\tilde{N}(\delta s, de) \) denotes the Skorohod integral of \( \Phi \) with respect to \( \tilde{N}(\cdot, \cdot) \). (See [4] for a definition of such Skorohod integrals and for more details.)

The properties of \( D_{t,e} \) corresponding to those of \( D_t \) are the following:

(i) **Chain rule**

Suppose \( F_1, \ldots, F_m \in \mathcal{D}_{1,2}^{(N)} \) and that \( \phi : \mathbb{R}^m \to \mathbb{R} \) is continuous and bounded. Then,

\[
\phi(F_1, \ldots, F_m) \in \mathcal{D}_{1,2}^{(N)}
\]

and

\[
D_{t,e} \phi(F_1, \ldots, F_m) = \phi(F_1 + D_{t,e}F_1, \ldots, F_m + D_{t,e}F_m) - \phi(F_1, \ldots, F_m).
\]

(ii) **Duality formula**

Suppose \( \Phi(t,e) \) is \( \mathcal{F}_t \)-adapted and \( \mathbb{E}[\int_0^T \int_{\mathbb{R}_0} \Phi^2(t,e)\nu(de)dt] < \infty \) and let \( F \in \mathcal{D}_{1,2}^{(N)} \).

Then,

\[
\mathbb{E} \left[ F \int_0^T \int_{\mathbb{R}_0} \Phi(t,e)\tilde{N}(dt,de) \right] = \mathbb{E} \left[ \int_0^T \int_{\mathbb{R}_0} \Phi(t,e)D_{t,e}F \nu(de)dt \right].
\]

(iii) **Hida-Malliavin derivative and adapted processes**

If \( \Phi \) is an \( \mathbb{F} \)-adapted process, then,

\[
D_{s,e} \Phi(t) = 0 \quad \text{for all} \ s > t.
\]

**Remark 5.8.** We put \( D_{t,e} \Phi(t) = \lim_{s \to t^-} D_{s,e} \Phi(t) \) (if the limit exists).

**Remark 5.9.** As in Remark 3.2 we note that there is an extension of the Hida-Malliavin derivative \( D_{t,e} \) from \( \mathcal{D}_{1,2}^{(N)} \) to \( L^2(\mathcal{F}_t \times \mathcal{P}) \) such that the following extension of the duality theorem holds:

**Proposition 5.10. Generalized duality formula**

Suppose \( \Phi(t,e) \) is \( \mathcal{F}_t \)-adapted and \( \mathbb{E}[\int_0^T \int_{\mathbb{R}_0} \Phi^2(t,e)\nu(de)dt] < \infty \) and let \( F \in L^2(\mathcal{F}_T \times \mathcal{P}) \). Then,

\[
\mathbb{E} \left[ F \int_0^T \int_{\mathbb{R}_0} \Phi(t,e)\tilde{N}(dt,de) \right] = \mathbb{E} \left[ \int_0^T \int_{\mathbb{R}_0} \Phi(t,e)\mathbb{E}[D_{t,e}F \mid \mathcal{F}_t] \nu(de)dt \right].
\]

We refer to Theorem 13.26 in [4].

We emphasize that this generalized Hida-Malliavin derivative \( DX \) exists for all \( X \in L^2(\mathcal{P}) \) as an element of the Hida stochastic distribution space \( (S)^* \), and it has the property that the conditional expectation \( \mathbb{E}[DX|\mathcal{F}_t] \) belongs to \( L^2(\rho \times \mathcal{P}) \), where \( \rho \) is Lebesgue measure on \([0, T]\). Therefore, when using this generalized Hida-Malliavin derivative, combined with conditional expectation, no assumptions on Hida-Malliavin differentiability in the classical sense are needed; we can work on the whole space of random variables in \( L^2(\mathcal{P}) \).
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