High Redshift ΛCDM Cosmology: To Bin or not to Bin?
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We construct observational Hubble $H(z)$ and angular diameter distance $D_A(z)$ mock data collected in redshift bins with baseline Planck ΛCDM input values, before fitting the ΛCDM model to study evolution of probability density functions (PDFs) of best fit cosmological parameters ($H_0, \Omega_m, \Omega_k$) across the bins. We find that PDF peaks only agree with the input parameters in low redshift ($z \leq 1$) bins for $H(z)$ and $D_A(z)$ constraints, and in all redshift bins when $H(z)$ and $D_A(z)$ constraints are combined. When input parameters are not recovered, we observe that PDFs exhibit non-Gaussian tails towards larger $\Omega_m$ values and shifts to (less pronounced) peaks at smaller $\Omega_m$ values. This flattening of the PDF is expected as $H(z)$ and $D_A(z)$ observations only constrain combinations of cosmological parameters at higher redshifts, so uniform PDFs are expected. Our analysis leaves us with a choice to bin high redshift data in the knowledge that it may be unlikely to recover Planck values, or conduct full sample analysis that biases ΛCDM inferences to the lower redshift Universe.

I. INTRODUCTION

Discrepancies between early and late Universe inferences of cosmological parameters, notably the Hubble constant $H_0$ [1, 2] and the $S_8 := \sigma_8 \sqrt{\Omega_m}/0.3$ parameter [3–4], suggest that standard model of cosmology may be in crisis (see [5–8] for reviews). When in any semblance of crisis, it is invariably instructive to return to the basics. Starting from the Friedmann equations, it is a simple analytic inference that one expects evolution of $H_0$ in redshift ranges when any FLRW cosmology breaks down [9]. Thus, if $H_0$ and $S_8$ tensions are due to model breakdown and not systematics, one should expect redshift evolution of $H_0$ in some redshift range within the flat ΛCDM model. Moreover, if redshift evolution happens in the late Universe, once $H_0$ evolves, so too must $\Omega_m$, in which case, one expects $S_8$ to be impacted. Hints of this expected (if one buys $H_0$ and $S_8$ tensions) redshift evolution may already exist in the literature [10–17]. Finally, note that the “early versus late Universe” tensions narrative [5] is essentially a redshift evolution narrative.

In this letter we continue earlier investigations [18, 19] of redshift evolution of ΛCDM cosmological parameters in order to establish the extent to which it is tolerated. We assume Gaussian statistics through least squares fitting and work with Gaussian mock data based on Dark Energy Spectroscopic Instrument (DESI) forecasts [20] and baseline Planck-ΛCDM input parameters [2]. Throughout, we document the extent to which the input parameters are recovered in distributions of best fit cosmological parameters as the effective redshift of the mock sample varies. In recent years, the possibility of non-zero $\Omega_k$ values and the implications have attracted considerable attention [21–84]. In particular, it has been noted that Planck prefers a closed Universe, $\Omega_k < 0$ [2, 21–27], so we also study how curvature is impacted as redshift ranges change.

II. SET UP

We will be interested in both flat and non-flat ΛCDM models for which $H(z)$ takes the form,

$$H(z) := H_0 E(z) = H_0 \sqrt{\Omega_m + \Omega_k (1+z)^2 + \Omega_{\Lambda}(1+z)^3},$$

where $\Omega_{\Lambda} = 1 - \Omega_m - \Omega_k$, so that we recover the Hubble constant $H_0 = H(z=0)$ at $z=0$. We work with low redshift data, so (1) is a justified approximation. Thus, in addition to $H_0$, the model depends on two constants, $\Omega_k$ and $\Omega_m$, and we specialise to flat ΛCDM through $\Omega_k = 0$. In addition, the angular diameter distance $D_A(z)$ depends on $\Omega_k$:

$$D_A(z) = \frac{1}{(1+z)H_0} \sinh(\sqrt{\Omega_k} X(z)) \quad \Omega_k > 0$$

$$D_A(z) = \frac{1}{(1+z)H_0} \sin(\sqrt{-\Omega_k} X(z)) \quad \Omega_k < 0,$$

where $X(z) := \int_0^z d\tau / (\sqrt{1 + \Omega_k X(\tau)})$. The mock data we use is based on DESI forecasts assuming $14,000$ deg$^2$ coverage [20]. The forecast comprises $29$ $H(z)$ and $29$ $D_A(z)$ determinations in the redshift range $0.05 \leq z \leq 3.55$, which following [19], we split into four redshift bins with similar data quality in each: $0.05 \leq z < 0.8, 0.8 < z < 1.5, 1.5 < z < 2.3$, and $2.3 < z \leq 3.55$. Throughout we construct mock $H(z)$ and $D_A(z)$ constraints based on the baseline Planck-ΛCDM model ($\Omega_{\Lambda} = 0$), typically $10,000$ realisations at a time, before fitting back the model to each realisation using least squares fitting. More concretely, our mock data points are generated in normal distributions about the baseline cosmology using the forecasted DESI errors [20]. This exercise allows us to construct a distribution of best fit parameters in each redshift bin and check if the input parameters are recovered.
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¹ $\Omega_m$ is the matter density today ($z = 0$) and $\sigma_8$ is the linear theory amplitude of matter fluctuations averaged in spheres of radius $8h^{-1}$ Mpc with $h := H_0/100$. 
III. FLAT $\Lambda$CDM

As a warm-up, we revisit the analysis presented in [19]. Therein, we worked with mock DESI data, but only $H(z)$ constraints, and exclusively the flat $\Lambda$CDM model, where we imposed an appropriate Gaussian Planck prior, $\Omega_m h^2 = 0.1430 \pm 0.0011$ [2] with $h := H_0/100$. Observe that since (1) scales as $H(z) \propto \sqrt{\Omega_m h^2 (1 + z)^3}$ for large $z$, this prior guides the high redshift behaviour of $H(z)$. Here we make two further generalisations. First, we include forecasted DESI $D_A(z)$ constraints and secondly relax the high redshift Gaussian prior on $\Omega_m h^2$ so that it is more agnostic about the late Universe, $\Omega_m h^2 = 0.141 \pm 0.006$ [85, 86] (see appendix in [87]). The precise form of this prior is not so important, simply that it exists and does not restrict us to the baseline Planck-ACDM model from the outset. As should be clear from a comparison of the errors, our new $\Omega_m h^2$ prior has been relaxed, but it still offers guidance for the high redshift behaviour of $H(z)$. We display results both with and without this prior.

Our methodology follows [19]. We focus on the four redshift ranges outlined earlier and in each range or bin construct mock DESI $H(z)$ and $D_A(z)$ data based on the baseline Planck-ACDM cosmology, $H_0 = 67.36$ km/s/Mpc, $\Omega_m = 0.3153$ and $\Omega_\Lambda = 0$. Thus, we assume that the Universe is flat, but as we shall see in section IV, redshift evolution can lead to different inferences. In each bin, we mock up data and then fit back either the flat $\Lambda$CDM model, or in the next section, the non-flat $\Lambda$CDM model. We begin by focusing on $H(z)$ mocks, which allow us to recover the results in [19].

In Fig. 1 we show the result of fitting back the flat $\Lambda$CDM model to a large number of mocks of $H(z)$ DESI data as the redshift range is varied. For visualisation purposes, we have not normalised the PDFs, but comment on this below. In practice, we allow generous uniform priors, $H_0 \in [0, \infty]$ km/s/Mpc and $\Omega_m \in [0, 1.5]$, but for visualisation purposes we restrict our attention to best fits in the range $0 < \Omega_m < 1.5$, thereby removing any best fits that saturate (or violate) the bounds. This means that in contrast to [19], the distributions we observe are not impacted by the bounds. For a number of mocks, as an added consistency check, we confirmed that extremisation of likelihood to get a best fit agrees with the median from a Markov Chain Monte Carlo chain, so there is nothing to indicate that we are not correctly identifying best fit parameters. The main take-aways are that as one increases the redshift range, in line with expectations, the errors on $H_0$ and $\Omega_m$ increase, however $\Omega_m$ best fits develop non-Gaussian tails in the direction of larger $\Omega_m$ values, while $H_0$ best fits develop non-Gaussian tails towards smaller $H_0$ values. (This non-Gaussian tail is more visible in Fig.2.) Here, recall that $H_0$ and $\Omega_m$ are anti-correlated. Finally, it is worth noting that the peaks of the distributions move to smaller $\Omega_m$ values as the redshift range is increased. As shown in [19], the peaks also become less pronounced and this is expected because the PDF should produce a uniform PDF at high redshift.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Distributions of approximately 10,000 best fits of the flat $\Lambda$CDM model to Planck-ACDM mocks of $H(z)$ data. No prior on $\Omega_m h^2$ is imposed. Best fits that fall outside of the range $0 < \Omega_m < 1.5$ have been removed. The key features are non-Gaussian tails towards larger $\Omega_m$ values and a shift in the peak of the best fit distribution to lower $\Omega_m$ values as the effective redshift of the mock data increases.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Same as Fig. 1, but with the introduction of a Gaussian prior $\Omega_m h^2 = 0.141 \pm 0.006$, which simply makes the distributions narrower.}
\end{figure}

\footnote{The choice of upper bound here is arbitrary and can be changed without affecting conclusions. In particular, the non-Gaussian tails are still there for arbitrarily large upper bounds on $\Omega_m$.}

\footnote{One notable exception to this is galaxy BAO, where variations in the radius of the sound horizon at drag epoch lead to $H_0$ and $\Omega_m$ being positively correlated at lower redshifts [88].}
shift. Throughout, the expected input cosmological parameters are recovered in the lower redshift bins.

While the flattening of the PDF is expected, because $H(z)$ should only be sensitive to the combination $\Omega_m h^2$ at very high redshifts, thereby leaving $H_0$ and $\Omega_m$ unconstrained, the non-Gaussian tails require some explanation. Let us define $A := H_0^2(1 - \Omega_m)$ and $B := H_0^2 \Omega_m$. As explained, $B$ is well constrained by $H(z)$ data at high redshifts, however $A$ is not, so any distribution in $A$ must spread, namely the uncertainty in $A$ must increase. Noting that $\Omega_m \geq 0$, $A$ can only spread effectively to larger values through increasing $H_0$. If $H_0$ increases, then $\Omega_m$ decreases because $B$ is constrained, and this explains the shift in the peaks. However, we still need $A$ to spread to smaller values and this is achieved through non-Gaussian tails in the directions of larger $\Omega_m$ and smaller $H_0$ values. Throughout this process, the central value of the $A$ distribution changes little, so the shifted peaks and non-Gaussian tails maintain the original mean, as can be seen by inspection in Fig. 1 and Fig. 2. Observe that the non-Gaussian tails are more developed with the prior than without, especially for $H_0$.

Next, we repeat the exercise, but introduce a Gaussian prior on $\Omega_m h^2$ in order to document any effect. The result of this exercise is shown in Fig. 2. As may be expected, one finds narrower distributions, but the plot is qualitatively the same as Fig. 1. It is worth stressing that previous analysis [19] focused on $H(z)$ DESI mocks subject to a more stringent Gaussian prior on $\Omega_m h^2$. Here we have relaxed the prior, but the features are robust; we once again see that the peak of the distribution of best fits moves in the direction of $\Omega_m = 0$, while non-Gaussian tails in the direction of larger $\Omega_m$ values appear. The fact that the introduction of the $\Omega_m h^2$ prior does not greatly impact the plot is understandable when one recalls that high redshift $H(z)$ constraints are largely only sensitive to the combination $\Omega_m h^2$, so one has similar information in the $H(z)$ constraints and $\Omega_m h^2$ prior, the effect of which is simply to make the distribution of best fits narrower.

Let us now switch attention to $D_A(z)$ mocks, where we will see that the introduction of a $\Omega_m h^2$ prior radically changes the conclusion. The result of fitting $D_A(z)$ constraints without an $\Omega_m h^2$ prior is shown in Fig. 3, which is more or less the same as Fig. 1 and Fig. 2. Once again, a shift in the peak of the distribution and non-Gaussian tails are evident at higher redshifts. The peak shifts and non-Gaussian tails can once again be explained, but in terms of the $A = H_0^2(1 - \Omega_m)$ distribution being constrained, while $B = H_0^2 \Omega_m$ is forced to spread. It should be noted that one sees the same effect for mock Type Ia supernovae (SN) data [18] and this result is expected since luminosity distance $D_L(z)$ and angular diameter distance $D_A(z)$ are related, $D_L(z) = (1 + z)^2 D_A(z)$. Nevertheless, the introduction of a prior makes a pronounced difference, as is evident from Fig. 4. A slight shift in the peak of the distribution is evident, but the non-Gaussian tails have disappeared in all redshift ranges. Note, since $H(z)$ observations constrain the combination $\Omega_m h^2$ well at higher redshifts, one expects that combining $D_A(z)$ and $H(z)$ constraints will lead to regular Gaussians. This turns out to be the case as is evident from Fig. 5.

This result just needs interpretation. There is an obvious difference between $H(z)$ and $D_A(z)$ constraints in the sense that the former is a direct constraint on the Hubble parameter, whereas the latter constrains an integral of the inverse of the Hubble parameter. Indeed, as is clear from the $\Omega_k = 0$ entry in (2), since $H(z)$ is a strictly increasing function with redshift, this integral is more sensitive to variations in $H(z)$ near $z = 0$ and becomes less sensitive as $z$ increases. This is a simple mathematical fact. In essence, what the evolution in Fig. 3 is telling us is that neither $H_0$ nor $\Omega_m$ are well determined at higher redshifts when one uses $D_A(z)$ constraints on their own; the nature of the integral implies that $D_A(z)$ is largely only sensitive to the combination $\Omega_k h^2 = (1 - \Omega_m) h^2$ in high redshift bins. This result immediately extends to $D_L(z)$ constraints and SN cosmology. However, the introduction of the prior $\Omega_m h^2$, which is relevant at higher redshifts, allows one to fully recover the input parameters and prevent any evolution. It is then a simple deduction that we should get the same effect by combining $D_A(z)$ and $H(z)$ constraints, since the latter only contain information about $\Omega_m h^2$ in higher redshift bins. In appendix A, we make a like for like comparison between $H(z)$ and $D_A(z)$ constraints showing the differences in sensitivity at low and high redshift.

IV. NON-FLAT $\Lambda$CDM

Introducing curvature in our analysis is straightforward. The only issue is that we have an extra parameter, so this means that the mock data is less constraining with the three parameters $(H_0, \Omega_m, \Omega_k)$. For this reason, we will impose the Planck prior on $\Omega_m h^2$ in all the fits from the outset. What this does is essentially fix the high redshift behaviour, so that evolution only happens between the dark energy and curvature sectors. This can be seen by converting the array of
0.05 \leq z < 0.8
0.8 < z < 1.5
1.5 < z < 2.3
2.3 < z \leq 3.55

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{Same as Fig. 2, but \(H(z)\) constraints replaced by \(D_\lambda(z)\) constraints. In contrast to Fig. 1, 2 and 3, distributions of best fit parameters are approximately Gaussian in all redshift ranges.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.png}
\caption{Distributions of approximately 10,000 best fits of the flat \(\Lambda\) CDM model to Planck-\(\Lambda\) CDM mocks of \(H(z)\) and \(D_\lambda(z)\) data. In the same fashion as Fig. 4, the distributions are Gaussian in all redshift ranges and any evolution in the peak of the distribution is negligible.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{Same as Fig. 2 but extended from the flat \(\Lambda\) CDM model to the non-flat \(\Lambda\) CDM model. The combination of \(H(z)\) constraints with a \(\Omega_m h^2 = 0.141 \pm 0.006\) prior does not preclude evolution and non-Gaussian tails. Negative values of curvature, \(\Omega_k < 0\), are preferred at higher redshifts as is evident from the shift in the peak of best fit \(\Omega_k\) values to negative values.}
\end{figure}

\(H_0, \Omega_m, \Omega_k\) best fits into \(A := H_0^2 \Omega_k = H_0^2 (1 - \Omega_m - \Omega_k)\), \(B := H_0^2 \Omega_m\) and \(C := H_0^2 \Omega_k\) and noting that \(B\) distributions remain Gaussian throughout, where they are constrained by the prior. Incidentally, the \(\Omega_m h^2\) prior also ensures that both \(A\) and \(B\) are Gaussian when \(C = \Omega_k = 0\), but without the prior, the distributions \((A, B, C)\) are generically not Gaussian. We leave this exercise to the reader. In Fig. 6 we show the distributions of best fit non-flat \(\Lambda\) CDM model parameters, where in each case we mock up on the baseline Planck-\(\Lambda\) CDM cosmology with \(\Omega_k = 0\). Note, here we have imposed uniform priors \(H_0 \in [0, \infty), \Omega_m \in [0, 1.5], \Omega_k \in [0, 1.5]\), but have removed all configurations that saturate these bounds in the final configurations, thereby leaving Planck-\(\Lambda\) CDM mocks with best-fits within these priors. We have checked that adjusting the priors to allow \(\Omega_k < 0\) does not change results. Once again, the upper bounds represent an arbitrary choice, which can be changed.

In line with expectations from the last section, we see the emergence of non-Gaussian tails in the direction of larger \(\Omega_m\), smaller \(\Omega_\lambda\) values and positive \(\Omega_k\) values in higher redshift bins for both \(H(z)\) and \(D_\lambda(z)\) mocks in Fig. 6 and Fig. 7, respectively. In line with earlier results from our flat \(\Lambda\) CDM analysis, this effect is less pronounced when one combines \(D_\lambda(z)\) constraints with a prior on \(\Omega_m h^2\). Nevertheless, it is worth noting that the peak of the distributions moves towards smaller \(\Omega_m\) values, larger \(\Omega_\lambda\) values, and most interestingly, negative \(\Omega_k\) values (recall the sum rule \(\Omega_\lambda + \Omega_k + \Omega_m = 1\)), despite all mocks being consistent with baseline Planck-\(\Lambda\) CDM with \(\Omega_k = 0\). In Fig. 8 we drop the \(\Omega_m h^2\) prior and combine \(H(z)\) and \(D_\lambda(z)\) constraints. Interestingly, this succeeds in recovering the input parameters and very little evolution is evident. In particular, one finds that \(\Omega_k = 0\).
FIG. 7: Same as Fig. 4, but $H(z)$ constraints replaced with $D_A(z)$ constraints.

FIG. 8: Same as Fig. 5 but with curvature parameter $\Omega_k$.

V. DISCUSSION

Our mocking, binning and fitting procedure for flat $\Lambda$CDM has led to both expected and unexpected results. In particular, we recover mock input cosmological parameters from $H(z)$ and $D_A(z)$ constraints in low redshift bins, as well as from combinations of $H(z)$ and $D_A(z)$ constraints in all redshift bins. However, we record shifts in the peaks of best fit distributions and non-Gaussian tails for $H(z)$ and $D_A(z)$ constraints as the effective redshift increases. From our distribution or PDF we can extract a probability or $p$-value for finding a best fit in any given $H_0$, $\Omega_m$ or $\Omega_k$ interval. The location of the peak and existence of non-Gaussian tails have a bearing on these $p$-values. We have removed all configurations that saturate or violate the bounds, so our priors have no bearing on results, cf. [19]. Here, we noted that $H(z)$ is more sensitive to the combination $\Omega_m h^2$ at higher redshifts, whereas $D_A(z)$, being an integral of the inverse of $H(z)$, is more sensitive to $\Omega_k h^2 = (1 - \Omega_m) h^2$ at higher effective redshifts. In short, both $H(z)$ and $D_A(z)$ can evidently distinguish cosmological parameters in low redshift bins, but can no longer distinguish parameters as well in high redshift bins, unless combined, whereby the constraints complement each other, e. g. anisotropic BAO [89–94].

It is good to dwell a bit on these results to elucidate them further. Recall that $H(z)$ at very high redshift ($z \gg 1$), yet in the late Universe (we ignore radiation), only constrains the combination $\Omega_m h^2$. This leaves $H_0$ and $\Omega_m$ unconstrained, so in very high redshift bins, one expects uniform PDFs whereby any value of $H_0$ or $\Omega_m$ is equally probable. Similar logic applies to $D_A(z)$ constraints. Our mock Planck–ACDM analysis shows that Gaussian PDFs at low redshift develop non-Gaussian tails towards larger $\Omega_m$ values and shifts in peaks to smaller $\Omega_m$ values at intermediary redshifts (see Fig. 1 and Fig. 2 for $H(z)$ constraints). As highlighted in [19] (see appendix), when correctly normalised, the peak of the PDF decreases in prominence as it moves to smaller $\Omega_m$ values, so evidently the PDF is approaching the expected uniform PDF. Nevertheless, throughout this process, we retain cosmological information about our mock data. Surprisingly, one arrives at the conclusion that even if one prepares a large number of Planck–$\Lambda$CDM universes with $\Omega_m \sim 0.3$, one does not expect to recover $\Omega_m \sim 0.3$ in high redshift bins with exclusively $H(z)$ or $D_A(z)$ data. This applies to both cosmic chronometer [95, 96] and SN samples [97–99], since $D_L(z) \propto D_A(z)$. Interestingly, existing results point to redshift evolution of cosmological parameters in observed (or real) $H(z)$ and $D_L(z)$ data with increasing effective redshift [10, 13–17].

Thus, different values of cosmological parameters are expected in high redshift data sets. Tellingly, standardisable QSOs already return unexpectedly large $\Omega_m$ values [10, 14] and recent JWST $\Lambda$CDM anomalies [100–102] also hint at departures from Planck–$\Lambda$CDM expectations at high redshifts. Unfortunately, how we currently analyse late Universe samples is heavily biased towards the low redshifts, $z \lesssim 1$, where parameters can be more easily uniquely determined. What our analysis shows is that there is cosmological information in high redshift $H(z)$ and $D_A(z)$ constraints, which can be unlocked. As explained, one reaches an extreme high redshift where only combinations of parameters are constrained, and this is described by uniform PDFs, but none of our PDFs are uniform and are simply approaching such an outcome, so they clearly retain information.

It is standard practice to combine high redshift data, which can less cleanly disentangle cosmological parameters, with low redshift data, where the parameter constraints are much stronger. This reduces the role of high redshift data to essentially a spectator whereby it struggles to influence central
values, but only improves errors. In essence, we risk inadvertently binding ourselves to the high redshift Universe, and potential departures from Planck-ΛCDM, and the only way to avoid this conclusion is to bin \( H(z) \) and \( D_\delta(z) \) constraints by redshift range and not simply fit large, expansive samples, as is common practice. Nevertheless, if one bins, one should not expect Planck values from the outset.

Finally, our analysis shows that redshift evolution of best fit cosmological parameters persists when one includes curvature \( \Omega_k \) and confronts the ΛCDM model with either \( H(z) \) or \( D_\delta(z) \) constraints either with or without a Gaussian prior on \( \Omega_m h^2 \). Interestingly, we find a preference for \( \Omega_k < 0 \) at higher redshifts, despite mocking up on the Planck-ΛCDM model with \( \Omega_k = 0 \). Nevertheless, when we combine \( D_\delta(z) \) and \( H(z) \) constraints, the peak of the distributions agree well with the Planck-ΛCDM input parameters across all redshifts. This is extremely curious, because there is a puzzling tension in the curvature parameter between (anisotropic) BAO and CMB [2, 21–27]. Since curvature is difficult to square with inflation, this puts us an array of \( (H_0, \Omega_m) \) values, which we convert to an array of \( A = H_0^2 (1 - \Omega_m) \) and \( B = H_0^2 \Omega_m \) values. Here \( A \) is relevant at low redshifts, whereas \( B \) is relevant at high redshifts. The constraints on \( A \) and \( B \) can be seen in Fig. 9, where it is evident that \( H(z) \) provides stronger constraints on \( B \), while \( D_\delta(z) \) provides stronger constraints on \( A \). This underscores the complementarity in sensitivity in different redshift regimes.
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Appendix A: \( H(z) \) versus \( D_\delta(z) \) constraining power

Here we utilise the DESI forecasts over the full range, \( 0.05 \leq z \leq 3.55 \), generate a large number of Planck-ΛCDM mocks before fitting back the flat ΛCDM model. This gives us an array of \( (H_0, \Omega_m) \) values, which we convert to an array of \( A = H_0^2 (1 - \Omega_m) \) and \( B = H_0^2 \Omega_m \) values. Here \( A \) is relevant at low redshifts, whereas \( B \) is relevant at high redshifts. The constraints on \( A \) and \( B \) can be seen in Fig. 9, where it is evident that \( H(z) \) provides stronger constraints on \( B \), while \( D_\delta(z) \) provides stronger constraints on \( A \). This underscores the complementarity in sensitivity in different redshift regimes.
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FIG. 9: Differences in constraining power in $H(z)$ and $D_A(z)$ constraints in low and high redshift regimes, where $A = H_0^2(1 - \Omega_m)$ and $B = H_0^2\Omega_m$ are the relevant parameters. $H(z)$ constrains $B$ better than $D_A(z)$, while $D_A(z)$ constrains $A$ better than $H(z)$.
