Outflows from magnetic rotators

I. Inner structure
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Abstract. A simplified model for the stationary, axisymmetric structure of magnetized winds with a polytropic equation of state is presented. The shape of the magnetic surfaces is assumed to be known (conical in this paper) within the fast magnetosonic surface. The model is non-self-similar. Rather than solving the equilibrium perpendicular to the flux surfaces everywhere, solutions are found at the Alfvén surface where it takes the form of the Alfvén regularity condition and at the base of the flow. This constraints the Transfield equilibrium in that the Alfvén regularity condition is imposed and the regularity of the magnetic surfaces at the Alfvén critical surface is ensured. The model imposes criticality conditions at the slow and fast magnetosonic critical points using the Bernoulli equation. These Alfvén regularity and criticality conditions are used to evaluate three constants of motion. Their position is only obtained by numerical means. The model accepts any boundary conditions, and parameter studies are performed by numerical means. The model accepts any boundary conditions. Numerical calculations yield the value of the rotation parameter \( \omega \). Rotators can be defined as slow, intermediate or fast according to whether \( \omega \) is much less or close to unity or near its maximum value for fast rotators, \( (\frac{2}{3})^{\frac{3}{2}} \). Given the properties of astrophysical objects with outflows, the model allows their classification in terms of the rotation parameter. Critical surfaces are nearly spherical for slow rotators, but become strongly distorted for rapid rotators. The fast point remains at a finite distance for finite entropy flows, in contrast to cold flows. It is found that for a given mass loss rate, the rotation rate is limited.
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1. Introduction

Outflows are observed in a large class of astrophysical objects, from winds emanating from stars of all spectral types, to well collimated jets originating from young stars, compact objects and active galactic nuclei. Magnetically driven models are among those considered most promising for describing the generation of jets. In this case a large fraction of the stellar or accretion disc's rotational energy is converted into electromagnetic energy, and subsequently into kinetic energy. The influence of the magnetic field, and of the rotation on the flow, has to be assessed even for other types of objects in which the magnetic field plays a secondary role in the acceleration of the flow. The aim of this paper is to analyze the structure of outflows from rotating magnetized objects.

Magnetized outflows start close to the central object. The mass loss rate is determined by the magnetic field configuration in this region and by the boundary conditions. After a major acceleration phase, the collimation phase roughly starts at about the Alfvén surface where the flow is deflected towards the axis by the so-called hoop stress. The problem of determining the stationary twodimensional structure of the collimation region of magnetohydrodynamical outflows has not been solved. It requires the solution of the equilibrium of forces perpendicular and parallel to the magnetic surfaces. One can describe the former by using the transfield or Grad-Shafranov equation and the latter using the Bernoulli equation for a polytropic equation of state. This situation is complicated by the existence of three critical surfaces which determine three constants of motion. Their position is only obtained as part of the global solution.

Various approaches have been applied to address this problem. One approach assumes the shape of the field lines
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to be given, thus ignoring the transverse equilibrium (Weber & Davis (1967), Mestel (1968), Belcher & McGregor (1976), Hartmann & McGregor (1982), Pudritz & Norman (1980), Mestel & Spruit (1987), Cassinelli (1989)). The Bernoulli equation is then solved, together with two constants of motion, giving the mass to magnetic flux ratio and the total energy, which are obtained from the slow and fast magnetosonic critical surfaces. This allows the asymptotic speeds of the outflow to be determined, but it does not give any information on the collimation. A variation of this approach are perturbative treatments of a spherically symmetric solution used for numerical simulations (Suess & Nerney (1973). For example, the treatment of an extended version of the Weber-Davis model in the space surrounding an axisymmetric system Sakurai (1985), (1987) and Uchida & Shibata (1985) used a fully iterative numerical method to solve the Bernoulli equation together with the transversal force balance.

Another approach uses the assumption of self-similarity where some specific dependence of the flow variables on the independent variables is assumed (Chan & Henriksen (1984), Blandford & Payne (1982), Pelletier & Pudritz (1993), Tsinganos & Saunter (1992), Sauty (1994), Sauty & Tsinganos (1994), Ouyed & Pudritz (1997), Contopoulos & Lovelace (1994), Henriksen & Valls-Gabaud (1994), Tsinganos et Trussoni (1991), Fiege & Henriksen (1996)). These models account for the force balance, but usually are not regular or valid in all space, and do not properly account for the fast magnetosonic critical surface. The axis of symmetry often appears as a singularity for the electrical current (Blandford & Payne (1982), Pelletier & Pudritz (1993), though Pelletier & Pudritz found a solution where the poloidal current did not diverge along the pole and at infinity. These solutions correspond to a current free plasma, where all the necessary poloidal current is concentrated along the polar axis. One should also mention the variational approach presented by Rosso & Pelletier (1994), and the slender jet approximation developed by Koupelis & Van Horn (1988) and Koupelis (1990).

The disk-wind connection has also been central in many explanations of the origin of outflows. In some the engine responsible for the emission of the wind is a keplerian disk threaded by a magnetic field that is either generated in situ or advected-in from larger scales (Blandford & Payne (1982), K"onigl (1984), Pelletier & Pudritz (1992), Wardle & K"onigl (1993), Li (1993), Ferreira & Pelletier (1993), (1994), Ferreira (1997). In another type of model, a X-wind is postulated; the interaction of a protostar’s magnetosphere with its surrounding disk opens some of the magnetospheric field lines to create the magnetized stellar wind (Shu et al. (1988), Shu et al. (1994), Najita & Shu (1994)). Another method consists in studying numerically time dependent evolution of the interaction between the source and the flow (Ouyed (1997), Ouyed & Pudritz (1997)).

A more general approach is concerned with rigorous theorems on the asymptotic structure of magnetized winds (Heyvaerts & Norman (1989)), where it has been shown that outflows either become cylindrical at large distances from the source or parabolic, depending on whether they carry an electric current to infinity or not.

This is intended to be the first of a series of papers on the structure of MHD outflows. We propose a simplified model based on the assumption that the magnetic surfaces possess a shape in the collimation zone which is known a priori. But unlike the Weber-Davis type models, the balance of forces perpendicular to the magnetic surfaces is taken into account on the Alfvén surface, where it takes the form of the Alfvèn regularity condition, and at the base of the flow. This constraints the transfield equilibrium in that the Alfvén regularity condition is imposed and the regularity of the magnetic surfaces at the Alfvén critical surface is ensured. Once given two constants of the motion describing the rotation and the thermodynamics close to the source as boundary conditions, the system of equations allows the determination of the three last constants of motion for otherwise general conditions. In the second paper, we examine collimated outflows using these integrals of motion to determine the asymptotic structure of the flows. The third paper will address the question of jet stability with respect to magnetic instabilities which are formed in this model.

This particular paper has a component devoted to our model and its astrophysical applications, and a second part which examines this model in context of other studies of outflow from magnetic rotators. The first part formulates the problem (§2), the assumptions and discuss the governing equations and relevant boundary conditions. We derive the new set of equations describing our model and obtain their solution analytically and numerically for slow (§3), fast (§4) and intermediate rotators (§5) and suggest astrophysical applications. The second part provides a comparison between studies and assesses the ability of this model to allow the classification of rotators (§6) in terms of suitable dimensionless parameters. It concludes with a summary which highlights the inner structure of magnetic rotator outflows (§7).

2. Properties of MHD winds

This paper deals with stationary and axisymmetric magnetized rotating winds described in the framework of ideal MHD.

Basic relations and notations Throughout the paper, \((r,\theta,z)\) denotes cylindrical coordinates around the rotation axis while \(R\) stands for the spherical distance centered on the wind source. The vectors \(\mathbf{e}_r,\mathbf{e}_\theta,\mathbf{e}_z\) are the orthogonal unit vectors associated with these coordinates. It is convenient to split the magnetic field and the velocity into a poloidal part, which is in the meridional \((r,z)\) plane, and
a toroidal part. The former is denoted by a subscript \( p \) while the latter is just the azimuthal component, so that

\[
B = B_p + B_\theta e_\theta
\]  

(1)

The poloidal part can be expressed in terms of a flux function \( \alpha(r, z) \) proportional to the magnetic flux through a circle centered on the axis passing at point \( r, z \), as:

\[
B_p = -\frac{1}{r} \frac{\partial \alpha}{\partial z} e_r + \frac{1}{r} \frac{\partial \alpha}{\partial r} e_z.
\]  

(2)

From this it follows that field lines of the poloidal field are lines of constant \( \alpha \), and so are the magnetic surfaces which are the surfaces generated by rotating them about the polar axis.

The acceleration of gravity, \( g \) derives from a gravitational potential \( G(r, z) \) by \( g = -\nabla G \). The fluid velocity is denoted by \( v \). We assume the density \( \rho \) to be related to the pressure \( P \) by a polytropic equation of state. This assumption replaces consideration of energy balance and is meant to represent simply some more complex heating and cooling processes. Then, we have:

\[
P = Q \rho^\gamma
\]  

(3)

where \( Q \) is a factor related to the entropy of the flow and \( \gamma \) is the polytropic index. \( Q \) is constant following the fluid motion, but it can vary from one flow line to the next.

From the stationary induction equation it results that flow lines follow magnetic surfaces. Therefore \( Q \) is constant on them and is therefore a function of \( \alpha \).

A number of equations of stationary axisymmetric ideal MHD can be integrated to a set of equations expressing the conservation of first integrals following the motion, namely the magnetic surface rotation rate \( \Omega \), the mass flux to magnetic flux ratio \( \alpha \) on a magnetic surface, the specific energy \( E \) and the specific angular momentum of escaping matter, \( L \). By the isorotation law and the specific angular momentum conservation law, the toroidal components of the velocity and of the magnetic field can be expressed in terms of the density and radius as

\[
v_\theta = \frac{L}{r} + \frac{\rho}{r} \frac{L - r^2 \Omega}{\mu_0 \alpha^2 - \rho}
\]  

(4)

\[
B_\theta = \mu_0 \alpha \frac{L}{r} \frac{L - r^2 \Omega}{\mu_0 \alpha^2 - \rho}.
\]  

(5)

These quantities would be singular when the denominators vanish, when \( \rho = \mu_0 \alpha^2 \), unless \( r^2 \) becomes equal to \( \Omega^2 \) when this happens. It can easily be checked that the poloidal velocity becomes in this case equal to the local Alfvén velocity, calculated with the poloidal component of the magnetic field, \( v_{PA} \). For this reason \( \mu_0 \alpha^2 \) is named the Alfvén density

\[
\rho_A \equiv \mu_0 \alpha^2
\]  

(6)

and \( L/\Omega \) is the square of the so-called cylindrical Alfvén radius at this Alfvén point,

\[
r_A^2 = \frac{L}{\Omega}
\]  

(7)

More generally the subscript \( A \) will refer to values at the Alfvén point and it can be shown that the alfvénic Mach number, \( M_A = v_p/v_{PA} \), is given by

\[
M_A^2 = \frac{\rho_A}{\rho}.
\]  

(8)

The Alfvénic poloidal speed at the Alfvén point can be expressed as

\[
v_{PA} \equiv \left( \frac{\alpha |\nabla \alpha|}{\rho r} \right)_A.
\]  

(9)

**Basic equations** The projection of the equation of motion on \( B_p \) yields by integration an equation, the Bernoulli equation, \n
\[
E(a) = \frac{v^2}{2} + \frac{\gamma - 1}{\gamma} Q \rho^\gamma - G(r, z) - \frac{r\Omega B_\theta}{\mu_0 \alpha}.
\]  

(10)

This equation can be also expressed, using equations (4) and (5) as

\[
\frac{1}{2} \frac{\alpha |\nabla \alpha|^2}{\rho^2 r^2} = E - G - \frac{\gamma}{\gamma - 1} Q \rho^\gamma + \rho \Omega^2 \frac{r_A^2 - r^2}{\rho_A - \rho} - \frac{1}{2} \frac{\Omega^2 r_A^4}{r^2} \left( 1 + \frac{\rho}{\rho_A^2} \frac{r_A^2 - r^2}{\rho_A - \rho} \right)^2.
\]  

(11)

In the absence of MHD forces, this first integral would express the well known Bernoulli’s theorem, i.e. the constancy of the sum of the kinetic, enthalpy and gravitational energy fluxes. The presence of the magnetic field introduces another energy flux, the Poynting flux, the fourth term in the equation.

We introduce the following dimensionless quantities that depend on the particular fieldline defined by the magnetic flux \( a \):

- The rotation parameter

\[
\omega(a) \equiv \frac{\Omega r_A}{v_{PA}}
\]  

(12)

- The thermal parameter, closely related to the usual \( \beta \) parameter at the Alfvén point

\[
\beta(a) \equiv \frac{2\gamma}{(\gamma - 1)} \frac{Q \rho_A^\gamma}{v_{PA}^2}
\]  

(13)

- The wind energy parameter

\[
\epsilon(a) \equiv \frac{2E}{v_{PA}^2}
\]  

(14)

- The gravity parameter

\[
g(a) \equiv \frac{2GM}{R_A v_{PA}^2}
\]  

(15)
These parameters weight the importance of associated effects in terms of the magnetic energy at the Alfvén point. \( \beta \) is a measure of the importance of thermal effects in driving the outflow.

The rotation parameter will play a crucial role in this problem and need to be clearly defined and explained. First one should take care about the difference between the definition given above and a different one used for example by Sakurai (1983, 1985) or Spruit (1994) which is given by \( \omega = \frac{Qr_A}{\sqrt{GMr_A}} \). The limiting value \( \frac{3}{2} \) for \( \omega \) corresponds in both cases to the fast rotator limiting case. It is the minimum energy solution found by Michel (1969) for the classical approach of the Weber & Davies (1967) problem and gives a fast critical point rejected to infinity. With the latter definition omega will always be larger than this limiting value. The range of variations of \( \omega \) is rather different with our definition and need some explanations.

For fast magnetic rotators, it can be easily shown in the frame of the Weber & Davies (1967) study that, neglecting the thermal effects, i.e. \( Q \approx 0 \), with respect to rotational and magnetic effects, two solutions exist only for \( \omega \) larger or equal to the fast rotator limiting value \( \frac{3}{2} \). If the thermal component of the flow is not neglected, the rotation parameter \( \omega \) still has the same limiting value but can become smaller than \( \frac{3}{2} \) and even reach zero in the case of vanishing rotation. This agrees with the results given by Ferreira (1997). Moreover in our model the rotation parameter \( \omega \) increases for a given non-vanishing entropy as a function of the angular velocity and still has the same limiting value of \( \frac{3}{2} \) corresponding to the very fast rotator limit. There is actually no contradiction between these results and the cold wind theory since our limiting value is compatible with the inequality imposed by \( Q = 0 \).

The projection of the stationary axisymmetric equation of motion perpendicular to the magnetic surfaces expresses cross-field force balance in meridional planes. It is called the Grad-Schlüter-Shafranov equation or transfield equation (Okamoto (1978), Heyvaerts & Norman (1989)) and can be written as:

\[
\frac{\alpha}{\rho} \left( \frac{\partial}{\partial z} \frac{\partial}{\partial t} \frac{\partial}{\partial r} + \frac{\partial}{\partial r} \frac{\partial}{\partial z} \frac{\partial}{\partial t} \right) \frac{1}{\mu_0 \rho} \left( \frac{\partial}{\partial z} \frac{\partial}{\partial z} \frac{\partial}{\partial z} + \frac{\partial}{\partial r} \frac{\partial}{\partial r} \frac{\partial}{\partial r} \right) = E' - \frac{Q' \rho^{\gamma-1}}{\gamma - 1} + \frac{\alpha'}{\alpha} \frac{\mu_0 \alpha^2 \rho}{\gamma - 1} \frac{(L - r^2 \Omega^2)}{r^2} - \frac{\rho}{r^2} \frac{(L - r^2 \Omega^2)}{\mu_0 \alpha^2 - \rho} \frac{LL'}{r^2}.
\]

It determines the shape of magnetic surfaces. Primes denote derivatives with respect to \( t \), i.e. \( E' = dE/da \). This is a quasi-linear partial differential equation for the magnetic flux function \( \alpha(r,z) \). Eq. (16) becomes critical at the Alfvén surface (Sakurai (1983), Heyvaerts & Norman (1985)) where it loses all its highest order derivative terms. The condition for its solution to be regular at this point is the so-called the Alfvén regularity condition, which is the particular form assumed by the transfield equation at the Alfvén point. It can be written as (see Heyvaerts & Norman (1989) for details)

\[
\frac{\alpha'}{\alpha} + 2(1 - p) \frac{Q^2}{r_A^2} - \frac{\sin \theta_A}{r_A |\nabla a|} - \frac{Q^2 \rho^{\gamma-1}}{(\gamma - 1) v^2_{PA}} - \frac{E'}{v^2_{PA}} = \left( \frac{\Omega}{\Omega'} \right) \frac{\alpha'}{\alpha} - \frac{1}{(1 - p)^2} \frac{2 r_A}{r_A 1 - p} - \frac{\Omega'}{\Omega} \frac{E'}{v^2_{PA}} \equiv 0.
\]

In this equation, \( p \) is the slope of the solution of the Bernoulli equation at the Alfvén point, hereafter called the Alfvén slope

\[
p = 1 + \frac{1}{2} \left( \frac{\partial \log \rho}{\partial \log r} \right)_A \equiv 0
\]

that can be expressed as

\[
p = 1 - \frac{\omega}{\sqrt{\kappa + g - \omega^2 - \beta - 1}}
\]

MHD flows have two other critical points which are brought about by the Bernoulli equation; the slow and fast magneto-sonic points which are located where the poloidal velocity equals one of the two magneto-sonic mode speeds. Any regular solution of the Bernoulli equation must pass these points. Quantities referring to the slow or fast magneto-sonic critical point will be indicated by subscripts \( s \) or \( f \) respectively. Let the Bernoulli function \( B(r, \rho) \) be the function defined by Eq. (14), that has a constant value \( E(a) \) following the flow on this magnetic surface. The slow and fast critical points on a given magnetic surface of flux parameter \( a \) are located where the differential of \( B(r, \rho) \) vanishes. The vanishing of the differential form of the Bernoulli equation at constant \( a \) with respect to \( r \) and \( r \) stands as the criticality conditions

\[
r \frac{\partial B}{\partial r} = 0
\]

\[
\rho \frac{\partial B}{\partial \rho} = 0
\]
surrounding the wind source. Finally transfield force balance can be imposed at infinity. This last point will be
done in the second paper, allowing the problem to be more
self-consistent. We solve the criticality conditions at the
slow and fast mode critical points. Three first integrals of
the motion are then determined from these conditions, and
the Alfvén regularity condition. The boundary conditions
determine the other two.

We moreover simplify by assuming the shape of
poloidal field lines to be known up to the fast magneto-
sonic point. We postulate, as a first approximation and
for analytical convenience, that the deviation from coni-
cal shape is small enough in the region closer to the
wind source than the fast critical point to consider that
the three critical points are aligned on conical magnetic
surfaces. The shape of magnetic surfaces can indeed be
regarded as conical at distances much smaller than the
Alfvén radius since the kinetic energy of the wind is in-
sufficient to distort the magnetic field. In reality the mag-
netic and kinetic energy start to become comparable at the
Alfvén point and the flow shapes the field at the fast
point, especially if the fast point happens to be distant
from the Alfvén point. We do not assume, though, that the
magnetic surfaces remain conical beyond the fast critical
point. It is of course a first order approximation as can be
seen in Sakurai (1987) where realistic magnetic field lines
are obtained self-consistently by iterative method starting
from a conical geometry. However this strong assumption
will be relaxed in future works where more general forms
of magnetic surfaces will be considered. One should con-
sider this approximation as a first step in the study of the
problem.

Consequently a given magnetic surface is represented
in this region by the equation \( z = r \tan \theta(a) \) and then
\[
\rho \right|_{\nabla a} = \frac{a}{|a'(a)|} 
\]
(22)
For a uniform distribution of the flux, the relation between
the angle of a magnetic surface to the equator and the flux
function \( a \) becomes
\[
\cos^2 \theta = \frac{a}{A} \left( 2 - \frac{a}{A} \right)
\]
(23)

Then one can derive all the quantities referring to a mag-
netic surface \( a \) defined in Eqs. (1), (2), (3) and (4), only
in terms of the functions \( \Omega, Q, \alpha, \) and of the distance to
the origin and of the density at the Alfvén point, \( R_A \) and
\( \rho_A \).

\[
v_{PA} = \frac{A}{\mu_0 a R_A^2}
\]
(24)
\[
\omega^2 = \frac{\Omega^2 a^2 R_A^6 \cos^2 \theta}{A^2}
\]
(25)
\[
\beta = \left( \frac{2 \gamma}{\gamma - 1} \right) \frac{Q R_A^4 \mu_0^{-1} \alpha^2}{A^2}
\]
(26)

Our set of equations consists of seven equations namely
the Alfvén regularity condition, the four criticality condi-
tions defined at the slow and fast magneto-sonic points,
and the Bernoulli equation written at the fast and slow
critical points. The model is completely determined by
the specification of the functions \( \Omega(a), Q(a), \alpha, \) on the
axis \( (\alpha_0) \). The latter variable \( \alpha_0 \) is directly related and al-
most proportional to the total mass loss rate, and \( Q \) and
\( \Omega \) are given by the boundary conditions.

The seven variables which appear in the system of
equations are \( R_{s,A,f}, \rho_{s,A,f} \) and \( E \). The positions and den-
sities at the two critical magnetosonic points \( R_s, R_f, \rho_s, \) and
\( \rho_f \) are given by the four criticality equations. The en-
ergy \( E \) can be eliminated between the two Bernoulli equa-
tions at the fast and slow point. The resulting equation
and the Alfvén regularity equation determine together \( \rho_A \)
and \( R_A \). The energy \( E \) can be calculated in terms of quan-
tities defined at the critical points thanks to the remaining
Bernoulli equation which takes the following form
\[
E = \frac{1}{2} \frac{\rho A R_A^2}{\mu_0 \rho_e R_e^4} - \frac{GM}{R_e} + \frac{\gamma}{\gamma - 1} Q \rho_e^{\gamma - 1}
\]
where the $R_c$ and $\rho_c$ are the positions and densities given at the fast or slow critical points. The positions and densities at the Alfvén point are equivalent to $L$ and $\alpha$ via Eq. (1) and Eq. (7) and can be associated to the last two equations of the system. Thus the three first integrals $E$, $\alpha$ and $L$ are obtained.

2.2 Analytical method

2.2.1 General procedure

We can obtain in important limit cases analytical expressions for the dimensionless specific energy, $\epsilon$ and for the gravity parameter $g$ as functions of the parameters $\Omega$, $Q$ and $\alpha_0$. We deduce the expressions for the positions and densities of critical points. As $\epsilon$ and $g$ have definite values on a given field line, the expression of these quantities as obtained from the slow point criticality relations and from the fast point criticality relations must be the same. These constants are functions of $R_c$, $R_f$, $\rho_c$, $\rho_f$ and, of course, of $L$ and $\alpha$ on magnetic surface $a$. We use the following dimensionless variables

\[
x_s = \frac{r_s}{r_A}, \quad x_f = \frac{r_f}{r_A},
\]

\[
y_s = \frac{\rho_s}{\rho_A}, \quad y_f = \frac{\rho_f}{\rho_A}.
\]

In the set of equations given in the previous part and defining the model, one can calculate the Bernoulli equation at the critical points. First at the slow point. From Eq. (10), this gives:

\[
\epsilon = \beta y_s^{\gamma - 1} + \omega^2 (2 - 3 x_s^2) - \frac{3}{(y_s x_s^2) \omega^2} - \frac{x_s^2 (3 x_s^2 + 1) (1 - x_s^2)}{x_s^2 (1 - y_s)^2}.
\]

Then at the fast point (in this case index $s$ is replaced by $f$).

\[
\epsilon = \beta y_f^{\gamma - 1} + \omega^2 (2 - 3 x_f^2) - \frac{3}{(y_f x_f^2) \omega^2} - \frac{x_f^2 (3 x_f^2 + 1) (1 - x_f^2)}{x_f^2 (1 - y_f)^2}.
\]

The positions and densities at the critical points are obtained from the vanishing of the differential of the Bernoulli equation (cf. Eq. (21) and Eq. (22)). This gives the following four equations

\[
\frac{g}{2} = \frac{2}{y_s^2 x_s^3 + \omega^2 x_s^3} + \omega^2 \left(1 + x_s^2\right) \left(1 - x_s^2\right) / x_s (1 - y_s)^2
\]

\[
\frac{g}{2} = \frac{2}{y_f x_f^3 + \omega^2 x_f^3} + \omega^2 \left(1 + x_f^2\right) \left(1 - x_f^2\right) / x_f (1 - y_f)^2
\]

For the isothermal case, the equations \[(35), (36)\] for $g$ remains the same and only the first term on the right hand side of the equations \[(35), (36)\] for $\epsilon$ are different. $\beta y_s^{\gamma - 1}$ and $\beta y_f^{\gamma - 1}$ become respectively $\beta \ln y_s$ and $\beta \ln y_f$. And the last two criticality equations are given by

\[
\omega^2 x_s^2 (1 - x_s^2)^2 = \left(1 - \beta \frac{y_s}{y_f} \left(1 - y_f\right) \right)^3.
\]

\[
\omega^2 x_f^2 (1 - x_f^2)^2 = \left(1 - \beta \frac{y_f}{y_s} \left(1 - y_s\right) \right)^3.
\]

2.2.2 A general constraint

A condition that every solution has to fulfill can be derived from Eq. \[(35)\], where all the terms must be positive. Since $(1 - y_f)$ is positive whereas $(1 - y_s)$ is negative this implies that

\[
\beta \frac{y_s}{y_f} \left(1 - y_f\right) \geq 1 \geq \beta \frac{y_f}{y_s} \left(1 - y_s\right).
\]

From this we derive the constraint

\[
r_s^4 \rho_s^{\gamma - 1} \geq r_f^4 \rho_f^{\gamma - 1}
\]

(40)

For the isothermal case the constraint is given by $r_s^4 \rho_s^{\gamma - 1} \geq r_f^4 \rho_f^{\gamma - 1}$. This inequality can also be written in terms of physically significant quantities as

\[
\left[\frac{\Omega^2 \rho_s r_s^2}{\rho_A}\right]^2 \left[\frac{\gamma}{\gamma - 1} Q \rho_s^{\gamma - 1}\right] \geq \left[\frac{\Omega^2 \rho_f r_f^2}{\rho_A}\right]^2 \left[\frac{\gamma}{\gamma - 1} Q \rho_f^{\gamma - 1}\right].
\]

(41)

that is

\[
[S^2 H]_{\text{slow}} \geq [S^2 H]_{\text{fast}}.
\]

(42)

where $S$ is the Poynting specific energy and $H$ the enthalpy. Conditions are thus found on the energies and on the positions and densities of the fast and slow magnetic point. The product of the square of the Poynting flux energy by the enthalpy at the slow point has to be larger than the one calculated at the fast point. On the other hand, given the position and the density at the slow point, the possible values at the fast point are restricted by this inequality.
2.3. Numerical method

Numerical investigations can study all ranges of parameters. The variables selected to describe the system remain \(r_s, r_f, \Omega_A\) and \(\rho_s, \rho_f\) and \(A\) with two free functions, \(Q(a)\), \(\Omega(a)\) and a free parameter, \(a_0\), the value taken by \(a(a)\) on the polar axis. The different forms of \(Q(a)\) and \(\Omega(a)\) that have been considered are given in Appendix B. It is convenient to convert the algebraic magnetosonic criticality conditions into differential equations. The critical points can be followed from one magnetic surface to the next by differentiating these criticality equations with respect to \(a\).

\[
\frac{d}{da} \left( \frac{\partial B}{\partial r} \right)_s = 0, \quad \frac{d}{da} \left( \frac{\partial B}{\partial \rho} \right)_s = 0. \tag{43}
\]

\[
\frac{d}{da} \left( \frac{\partial B}{\partial r} \right)_f = 0, \quad \frac{d}{da} \left( \frac{\partial B}{\partial \rho} \right)_f = 0. \tag{44}
\]

Two more equations close the set, namely the Alfvén regularity condition Eq.(47) and an equation which expresses the fact that the specific energy has a given value on a magnetic surface, so that \(E(a) = B(r_s, \rho_s) = B(r_f, \rho_f)\) which can be expressed in differential form as

\[
\frac{d}{da} (B(r_s, \rho_s) - B(r_f, \rho_f)) = 0. \tag{45}
\]

The system then consists of six differential equations for six variables. In practice, equations (43) have been multiplied by a factor \((1 - \frac{\rho_f}{\rho_a})\) to prevent singularities near the axis where \(\rho_f\) is almost equal to \(\rho_A\), since this factor appears in the denominators. A similar problem arises close to the axis and on the axis in the calculation of the Alfvénic slope defined by Eq.(48). We use the definitions given by Eq.(44) and Eq.(45) to compute this slope given a \(\omega\) almost equal to zero near the axis.

The resulting system of equations is then of the form

\[
\mathcal{A}_{ij} \frac{dy_i}{da} = f_i, \quad i, j = 1..6 \tag{46}
\]

where \(\mathcal{A}\) is its matrix. We use standard integrators for stiff systems of initial value problems of first order ordinary differential equations. We have chosen to study the problem with initial conditions on the polar axis for simplicity. Other ways of numerically solving the problem could have been chosen. For example different boundary conditions could have been imposed for solutions that do not fill all space, arguing that thick disks would block some part of the available space. A pressure balance condition at the external boundary of the outflow could have been introduced. Another possibility would have been to prescribe densities or positions of the critical surfaces on the equator. The solution on the equator would induce the solution on the polar axis. We have chosen to study systematically problems with initial conditions for numerical convenience but all the other possibilities have been tried and indeed converge to the same solution for similar parameters. This study of other boundary conditions for numerical integration of the system has allowed us to check the numerical accuracy of the solutions.

The first difficulty in solving this system consists in evaluating the initial values of the unknown functions on the axis. We return to this aspect later. We integrate this system for different values of the adjustable functions \(\Omega(a), Q(a)\) and of the parameter \(a_0\), the mass to magnetic flux ratio on the axis, which will be related a-posteriori to the total mass loss rate. The function \(Q(a)\), related to the entropy, is given by boundary conditions and depends on the object to be modeled. The rotation rate \(\Omega(a)\) of a magnetic surface is very similar to that of the wind-emitting object at the base of the magnetic surface if this object is treated as a point source of wind. Once the positions and densities are computed at the three critical points it is possible to deduce all the other relevant variables such as the first integrals \(E, \alpha, L\) or \(\beta, \omega\) and the components of the magnetic field and of the velocity.

**Dimensional quantities** The input parameters of the model can be selected so as to reproduce, at least qualitatively, observed situations. Once given the mass \(M_\star\) of the wind-emitting object, star or disk, the radius \(R_\star\), the temperature \(T_\star\), the density \(n_p\), the total mass loss rate \(\dot{M}_\star\), the magnetic field \(B_\star\), the factor \(Q_\star\) and \(\gamma\), the dimensionless parameters \(\Omega_\star, \Omega_\star, \Omega_\star\) can be deduced. The parameter \(\alpha_0\) can be a posteriori related to the mass loss rate \(\dot{M}_\star\), \(R_\star\), and the magnetic field \(B_\star\). So we define :

\[
Q_\star \equiv \frac{2kT_\star n_p}{(m_p n_p)^{\gamma}}, \tag{47}
\]

\[
\alpha_\star \equiv \frac{\dot{M}_\star}{4\pi R_\star^2 B_\star}, \tag{48}
\]

\[
\Omega_\star \equiv \sqrt{\frac{G M_\star}{R_\star^3}}. \tag{49}
\]

All those quantities are nondimensionalized to reference values by setting \(\overline{Q} \equiv Q_\star/Q_{ref}, \overline{\alpha}_\star \equiv \alpha_\star/\alpha_{ref}\) and \(\overline{\Omega} \equiv \Omega_\star/\Omega_{ref}\). Major quantities of reference are given by

\[
R_{ref} = 8.7 \times 10^{10} m, \tag{50}
\]

\[
\rho_{ref} = 3.4 \times 10^{-18} \text{kg m}^{-3}, \tag{51}
\]

\[
P_{ref} = 5.2 \times 10^{-9} \text{Pa}. \tag{52}
\]

It has been found convenient to start by simply considering constant values of \(\Omega(a)\) and \(Q(a)\). In the following subsection the results of our model will be illustrated by considering the specific examples of the Sun and of a normal TTauri star. We shall discuss in the next subsections the effects of varying rotation, mass loss rate and base temperature. Finally we shall show solutions for non-constant \(\Omega\) and \(Q\).
3. The Solar wind ($\omega \ll 1$, $\Omega = \text{cste}$)

Let us consider slow magnetic rotators, like the Solar wind, which we define as winds for which $\omega \ll 1$. For slow rotators analytical solutions of the criticality equations can be found. We want to calculate the three first integrals which result from the imposition of regularity conditions. In particular, the specific energy is expressed as

$$E(a) = \frac{a^2 A^2}{2 \rho^2 R^4} - \frac{GM}{R} + \frac{\gamma}{\gamma - 1} Q \rho^{\gamma - 1}$$

$$+ \frac{\Omega^2 \cos^2 \theta R^4}{2 R^2} \left( 1 + \frac{(1 - \frac{R}{R_A})^2}{(1 - \frac{\rho}{\rho_A})^2} \rho (2 - \frac{\rho}{\rho_A}) \right).$$

(53)

When $R_A$ is close to $R_f$ we need to evaluate the ratios in this expression in a limit sense. Therefore to calculate $E$, we need to obtain the slope $p$ at the Alfvén point which is also a quantity of interest in the context of the Alfvén regularity condition, Eq. (I7). This slope (see Eq. (I8)) can be expressed as

$$p = 1 - 1/\varpi.$$  

(54)

with

$$\varpi = 2 \frac{GM}{R_A} - \frac{2 A^2}{R_A \rho \rho A} - \frac{\Omega^2 \cos^2 \theta R_A^2}{(1 + \varpi)^2}.$$  

(55)

The specific energy can be evaluated only in terms of variables defined at the Alfvén point thanks to this variable $\varpi$. Then we get

$$E(a) = \frac{A^2}{2 \mu_0 \rho_A R_A^4} - \frac{GM}{R_A} + \frac{\gamma}{\gamma - 1} Q \rho^{\gamma - 1}$$

$$+ \frac{\Omega^2 \cos^2 \theta R_A^2}{2 (1 + \varpi^2)}.$$  

(56)

The specific energy is then fully determined in terms of the input parameters.

Assuming a small value for the thermal parameter $\beta$ and eliminating $\epsilon$ and $g$ between equations (I1), (I2), (I3) and (I4), we obtain equations for the positions and densities of the slow and fast magneto-sonic critical points relatively to the positions and densities of the Alfvén point. The position and density of the slow point exhibits interesting behaviors with respect to the different input parameters. They are given in the $\omega \ll 1$ limit by

$$\frac{r_s}{r_A} = \left( \frac{\beta (5 - 3 \gamma)}{2 (1 + \beta - \omega^2)} \right)^{\frac{3}{5 - 2 \gamma}} \left( \frac{2}{\beta (\gamma - 1)} \right)^{1/4}.$$  

(57)

$$\frac{\rho_s}{\rho_A} = \left( \frac{2 (1 + \beta - \omega^2)}{\beta (5 - 3 \gamma)} \right)^{\frac{1}{5 - 2 \gamma}}.$$  

(58)

In those equations the polytropic index $\gamma$ has two critical values, namely $\gamma = 1$, the isothermal case, that does not create any problem and can be studied apart, and $\gamma = 5/3$. The latter value is never considered since $\gamma$ must be smaller than 3/2 for accelerated winds (Parker 1963). When the thermal parameter $\beta$ decreases, the slow point moves away from the Alfvén point, approaching the source while the density at this point increases. The dependence on $\omega$ is weak, so the slow point is not much affected by the rotation. The fast point parameters present an opposite behavior. We have

$$\left( \frac{r_f}{r_A} \right)^{-1} = 1 - \frac{4 \omega^2 (1 - \frac{b(\gamma - 1)}{2})^2}{2 + \omega^2 - 2 \left( \frac{b(5 - 3 \gamma)}{2 (1 + \beta - \omega^2)} \right)^{\frac{4 - 3 \gamma}{3 - 2 \gamma}} \left( \frac{b(\gamma - 1)}{2} \right)^{3/4}}.$$  

(59)

$$\frac{\rho_f}{\rho_A} = 1 - \frac{4 \omega^2 (1 - \frac{b(\gamma - 1)}{2})^2}{2 + \omega^2 - 2 \left( \frac{b(5 - 3 \gamma)}{2 (1 + \beta - \omega^2)} \right)^{\frac{4 - 3 \gamma}{3 - 2 \gamma}} \left( \frac{b(\gamma - 1)}{2} \right)^{3/4}}.$$  

(60)

They depend much more on $\omega$ than on $\beta$. As $\omega$ increases, the fast point separates more and more from the Alfvén point. When the rotation vanishes, the fast point approaches the Alfvén point and both densities tend to become equal. Thanks to those results, analytical expressions can be derived for the dimensionless specific energy, $\epsilon$, and for the gravity parameter, $g$, namely

$$\epsilon = 1 + \beta + 3 \omega^2 - g$$  

(61)

$$g = 2^{5/4} (\gamma - 1)^{3/4} \left( \frac{5 - 3 \gamma}{2 (1 + \beta - \omega^2)} \right)^{\frac{5 - 3 \gamma}{3 - 2 \gamma}} \beta^{\frac{1}{3 - 2 \gamma}}.$$  

(62)

While the relative specific energy $\epsilon$ is almost unity and depends weakly on $\beta$ and on $\omega$, the parameter $g$ shows a clear relation with $\beta$. Neglecting the effects of rotation and taking the cold limit, the specific energy becomes

$$E = \frac{A^2}{2 \mu_0 \rho_A R_A^4}.$$  

(63)

The gravitation parameter tends to vanish as

$$g \simeq 2^{5/4} (\gamma - 1)^{3/4} \left( \frac{5 - 3 \gamma}{2} \right)^{\frac{5 - 3 \gamma}{3(\gamma - 1)}} \beta^{\frac{1}{3 - 2 \gamma}} \ll 1.$$  

(64)

We need to compute the Alfvén slope. We use Eq.(61) in Eq.(I9). We find a simple expression for the Alfvén slope, valid in this low-rotation limit

$$p = 1 - \frac{1}{\sqrt{2}}.$$  

(65)

All the previous results are expressed in terms of the position and the density at the Alfvén point. We now can calculate them. Using Eq. (I5) and Eq. (I4), we find a simple relation between the position and the density at the Alfvén point

$$\rho_A = \left( \frac{(1 + \sqrt{2}) A^2}{\gamma Q R_A^2} \right)^{1/\gamma}.$$  

(66)
The position of the Alfvén point $R_A$ can be obtained by integrating the Alfvén regularity condition, Eq. (75) which introduces a constant of integration $C_1$ related to boundary conditions such as the total mass loss rate. We have

$$R_A = (\mu_0 C_1 \rho_A E)^{1/2\gamma}. \quad (67)$$

From Eq.(63), Eq.(63) and Eq.(67) we can express $R_A$ as

$$R_A = \left( \frac{C_1 \mu_0 A^r}{2} \right)^{2(\gamma+2)}. \quad (68)$$

Thus in the cold limit it is possible to derive, from the initial conditions, all the relevant quantities, namely the positions and densities at the critical points, and the three first integrals of the motion, with the fast point almost coinciding with the Alfvén point in the cold limit. So, the problem is fully solved. For slow rotators, we have found simple expressions for $\epsilon$, $g$, and for the Alfvén radius and density with the introduction of a constant of integration given by initial conditions.

3.1. Limit of vanishing rotation

When the rotation vanishes the solution for $Q(a)$ independent of $a$ and a uniform flux distribution on the source must be spherically symmetric. Moreover the positions of the fast magnetosonic and Alfvén points merge in the cold limit. We calculate the remaining four unknowns by making use of the slow point criticality equations. After some simple calculations, $\rho_s$ and $R_s$ are obtained as

$$\rho_s = \left( \frac{16a^2 A^2 \gamma^3 Q^3}{G^2 M^4} \right)^{\frac{1}{\gamma-3}}. \quad (69)$$

$$R_s = \left( \frac{(GM)^{\gamma+1}}{(2a^2 A^2 \gamma-1)(2a Q)^2} \right)^{\frac{1}{\gamma}}. \quad (70)$$

The Bernoulli equation written at the Alfvén point gives an equation for $R_A$

$$R_A^4 (E - Q \frac{\gamma}{\gamma - 1} \rho_s^{\gamma-1} + \frac{GM}{R_A}) = \frac{A^2}{2\mu_0^2 \alpha^2}. \quad (71)$$

where $E$ can be found from the position and density at the slow point

$$E = \frac{\alpha^2 A^2}{2R_s^4 \rho_s^2} \frac{GM}{R_s} + Q \frac{\gamma}{\gamma - 1} \rho_s^{\gamma-1}. \quad (72)$$

When $\beta$ is small compared to unity, we get

$$R_A \approx \frac{A^2}{2\mu_0^2 \alpha^2 E} \approx \frac{R_s^4 \rho_s^2}{\mu_0 \alpha^4}. \quad (73)$$

Using Eq.(68), we can express in terms of the input parameters the constant $C_1$ which appeared in the integration of the Alfvén regularity relation

$$C_1 = \frac{2}{\mu_0 A^2} \left( \frac{R_s^4 \rho_s^2}{\mu_0 \alpha^4} \right)^{2(\gamma+2)}. \quad (74)$$

Using the expressions of $R_s$ and $\rho_s$ given by Eq.(71) and Eq.(69), this can be also expressed as

$$C_1 = \frac{2}{A^2 \mu_0^{10/3} \alpha^{8/3}} \left( \frac{\gamma^2 (GM)^{\gamma-1} A^{3-2\gamma}}{2^{\gamma-1} Q^{2\gamma} \alpha^{2\gamma-1}} \right)^{\frac{\alpha}{\gamma}}. \quad (75)$$

In the case of vanishing rotation, it has thus been possible to obtain an analytical solution. We got simple expressions for the positions and densities at the critical points and the constant of integration in terms of the input parameters only, this including the wind mass loss rate, represented by parameter $\alpha_0$. This solution is important because it gives initial conditions on the axis for the numerical integration of the equations of our model of rotating MHD winds.

3.2. Slow cold rotator

Ignoring $\beta$ in Eq. (73) and Eq. (76) we calculate the solution for the fast point parameters

$$\rho_f = \rho_A \left( 1 - \frac{4\omega^2}{(2 + \omega^2)^2} \right) \sim \rho_A (1 - \omega^2) \quad (76)$$

$$r_f = r_A \left( 1 - \frac{4\omega^2}{(2 + \omega^2)^3} \right)^{-1} \sim r_A \left( 1 - \frac{\omega^2}{2} \right)^{-1}. \quad (77)$$

For $\omega \ll 1$, the relation gives rise to finite values of the quantities. The fast point remains close to the Alfvén point and depends on $\omega^2$.

3.3. A numerical solution for the Solar wind

Taking into account realistic values for the sun it has been found that $\omega$ was equal to 0.55 with $Q = 2.1, \Omega = 3.1$ and $\alpha = 1.7$ as input parameters. Thus the Sun can be considered as a slow rotator with respect to our classification, or at least at the border between slow and intermediate rotators. The numerical solution shows clearly that the critical surfaces do not differ much from spherical shape, particularly for the slow surface. The fast magnetosonic point is close to the Alfvén point even near the equator, where the effect of the rotation is more important as expected. We have also plotted the various densities in Fig. 3. The fluid near the polar axis is denser than near the equatorial part and one should keep in mind the large values of the densities for later comparison with fast rotators.

4. Jets from YSOs ($\left( \frac{3}{2} \hat{\omega} \right) - \omega \ll 1$)

4.1. Stellar winds ($\Omega = c_s \tau_e$)

Now, we focus on the case of fast rigid rotators. Fast rotators are defined here as having a rotation parameter $\omega$ close to $\left( \frac{3}{2} \hat{\omega} \right)$. This value is a maximum for $\omega$ in this conical model and must be regarded as an asymptotic value.
Assuming that at the critical points relative to those at the Alfvén point. Arrive analytically in this limit the positions and densities \( \Omega \). Similarly to the case of the slow rotator we can derive that for plasmas rotating at a very large physical rotation rate \( \beta \), we have similarly

\[
\frac{r_s}{r_A} = \left( \frac{\beta(\gamma - 1)}{2} \right)^{3/4} \left( \frac{(5-3\gamma)}{\gamma-1} \right)^{\frac{3}{2}} \left( 3\omega^\frac{1}{2} - 2\omega^2 \right)^{\frac{1}{2}}.
\]

\[
\frac{\rho_s}{\rho_A} = \left( \frac{\beta(5-3\gamma)}{2} \right)^{\frac{1}{4}} \left( 3\omega^\frac{1}{2} - 2\omega^2 \right)^{-\frac{1}{4}}.
\]

(79)

The slow point parameters depend both on \( \omega \) and \( \beta \). When \( \beta \) decreases, if the Alfvénic point remains approximately at the same position and density, the slow point approaches the source and the corresponding density increases. At the fast point assuming that \( r_f \gg r_A \) and \( \rho_f \ll \rho_A \) we have similarly

\[
\frac{r_f}{r_A} = \left( \frac{5-3\gamma}{\gamma-1} \right)^{\frac{3}{4}} \left( 3\omega^\frac{1}{2} - 2\omega^2 \right)^{-\frac{3}{4}} \left( \frac{\beta(\gamma - 1)}{2} \right)^{\frac{3}{4}}.
\]

\[
\frac{\rho_f}{\rho_A} = \left( 1 + \frac{\omega^{2/3} \left( \frac{r_A}{f} \right)^2 \left( 1 - \frac{r_A}{r_f} \right)^2 \right)^{-1} \right) \Omega^{2/3}.
\]

If \( \beta \) approaches zero, the fast point is rejected to infinity, a well known result in the cold plasma limit (Kennel et al. (1989)). The dimensionless specific energy \( \epsilon \) can be derived by substituting these expressions for the positions and densities at the critical points in the Bernoulli equation. We obtain:

\[
\epsilon = 3\omega^\frac{1}{2} \frac{r_A}{r_f} \left( \frac{\beta(5-3\gamma)}{2} \right)^{\frac{1}{4}} \left( 3\omega^\frac{1}{2} - 2\omega^2 \right)^{-\frac{1}{4}}.
\]

(82)

and if \( r_f \gg r_A \) it can be reduced to

\[
\epsilon = 3\omega^\frac{1}{2}.
\]

This gives the specific energy \( E \) as a function of the density and position of the Alfvén point as:

\[
E = \frac{3^3 A^2}{2^4 \rho A^2}.
\]

(84)

Using the definitions of \( \omega \) and \( g \) which in the fast rotator limit can be written as \( g = 2\omega^2 (r_s/r_A)^3 \), the position of the slow and the fast points are found to be given by

\[
r_s = \left( \frac{GM}{\Omega^2 \cos \theta^2} \right)^{1/3}.
\]

(85)

As the rotation increases, the slow point gets closer to the source in proportion to \( \Omega^{-2/3} \). The fast point position is

\[
r_f = \frac{\Omega^2 r_A \cos \theta^2}{GM}.
\]

(86)

since \( r_A \) will be found to increase with the rotation rate, this expression shows that since \( r_A \) will be found to increase with the rotation rate, the fast point is rejected far from the Alfvén point when the rotation grows very large. Interesting physical consequences will be given in the final discussion part.

4.1.1. Fast rotator

If moreover the wind is cold, the fast point goes to infinity, in the limit of vanishing entropy.

\[
\lim_{\beta \to 0} \rho_f = 0
\]

(87)

\[
\lim_{\beta \to 0} r_f = \infty
\]

(88)

It could be feared that the geometry of magnetic surfaces upstream from the fast point might not be conical at very high rotation rates. Numerical exploration of the positions of critical points in models with non-conical
geometry having a cylindrical asymptotic shape has however shown that, provided the rotation does not grow to extreme values, the fast point still remains in the quasi-conical region surrounding the source and does not shift to the asymptotically cylindrical region. Therefore our simple assumption may have a somewhat broader domain of validity than would be anticipated. This is why we felt that it is still worth pursuing the study of the approximate model even in this limit where its validity becomes disputable. When $\beta$ and $g$ are small compared to unity, we find

$$\omega \to \left(\frac{3}{2}\right)^{\frac{3}{2}}. \quad (89)$$

The Alfvén slope, for the fast rotator regime, approaches a constant value

$$p \to 1 - \sqrt{\frac{27}{19}}. \quad (90)$$

We can also deduce the radius and the velocity at the Alfvén point as well as the specific energy and angular momentum

$$R_A = \left(\frac{3}{2}\right)^{1/2} \left(\frac{A}{\mu_0 \Omega \cos \theta}\right)^{1/3} \quad (91)$$

$$v_{pA} = \frac{A}{\mu_0 \Omega R_A^2} = \frac{2}{3} \left(\frac{A \Omega^2 \cos^2 \theta}{\mu_0 \alpha}\right)^{1/3} \quad (92)$$

$$E = \frac{27}{8} v_{pA}^2 = \frac{3}{2} \left(\frac{A \Omega^2 \cos^2 \theta}{\mu_0 \alpha}\right)^{2/3} \quad (93)$$

$$L = \frac{3}{2} \left(\frac{A \Omega^2 \cos^2 \theta}{\mu_0 \alpha}\right)^{2/3}. \quad (94)$$

we thus obtain expressions of the integrals of the motion $E$ and $L$ relevant to this case. Inserting these results in the Alfvén regularity condition and integrating it, we find

$$R_A^3 \sqrt{\frac{\mu_0}{a}} \left(\cos \theta \right)^{2(1-\sqrt{\frac{\mu_0}{a}})} \frac{E}{\Omega} = C_2 \quad (95)$$

where $C_2$ is an integration constant. This gives the Alfvén radius in the form

$$R_A = \left(\frac{C_2 \Omega}{E_0 (\cos \theta)^{2(1-\sqrt{\frac{\mu_0}{a}})}}\right)^{\frac{1}{\sqrt{\mu_0}}} \quad (96)$$

Comparing Eq.(91) and Eq.(96), we find that the constant $C_2$ is related to other quantities by

$$C_2 = \alpha \Omega \left(\frac{3}{2}\right)^{3/2} \left(\frac{A}{\mu_0 \alpha \Omega \cos \theta}\right)^{1/3} \cos \theta^{4(1-\sqrt{\frac{\mu_0}{a}})} \quad (97)$$

When $\theta = 0$, it becomes

$$C_2 = \alpha \Omega_0 \left(\frac{3}{2}\right)^{3/2} \left(\frac{A}{\mu_0 \alpha \Omega_0 \Omega_0}\right)^{1/3} \quad (98)$$

and

$$\frac{E_0}{\Omega} = \frac{3}{2} \left(\frac{\alpha \Omega A^2}{\mu_0^2}\right)^{1/3}. \quad (99)$$

This last relation is directly related to the escaping poloidal electric current. So we have obtained a simple expression for the net current. We have postulated that $\beta \ll 1$ in this part. This is express by the following inequality:

$$\alpha \ll \left(\left(\frac{2}{3}\right)^{2 \gamma - 1} \frac{\alpha \Omega^2 \cos^2 \theta^{2/3}}{2 \gamma Q \mu_0^{3\gamma - 1/3}}\right)^{2/3(\gamma - 2)}. \quad (100)$$

It shows that in the limit of our assumptions $\alpha$ is restricted for given value of all the other input parameters. We will come to this result later in the section dealing with numerical results.

For very fast rotators, i.e. $\omega \sim \left(\frac{3}{2}\right)^{\frac{3}{2}}$, we can easily express this constant of integration, which then allows to calculate all the variables and integrals of motion of the system. In this case the Eq.(97) closes the set of equations that define the solutions, as did Eq.(78) in the case of no rotation.

4.1.2. An example of T Tauri star: BP Tau

This section is designed to show by an example the behavior of the six variables for which our model gives solutions in terms of boundary conditions and of the deduced quantities. As typical, we present the results for a typical T Tauri star, BP Tau.

From Bertout et al. (1988), we take the reference values as $M_s = 2 \times 10^{-7} M_\odot yr^{-1}$, $M_s = 0.8 M_\odot$, $R_s = 3 R_\odot$, $T_s = 9 \times 10^3$, $n_p = 10^4 cm^{-3}$, and $B_s = 1000 G$. We deduce the dimensionless input parameters $Q = 0.05$, $P = 1.8$ and $\alpha_0 = 0.1$. The three critical surfaces (upper panel) and corresponding densities (lower panel) are represented on Fig. 2. The lower part of the figure shows clearly the decreasing trend of the densities from the axis to the equator and stresses the differences in magnitude of the densities at the different critical points, the density at the slow point being one hundred times larger than the others. This reflects the position of the critical surfaces. On the upper part of figure 2, it can be seen that the fast and Alfvén critical surfaces definitely exhibit shapes different from spherical, particularly the fast one. One can notice that the further we go away from the axis the more the fast and the Alfvén surfaces get apart. As seen in Sakurai (1987) and Belcher & McGregor (1976), as one gets closer to the equator the critical surfaces get elongate along the equator. However a difference appears near the axis of rotation. In the latter cases, the critical surfaces get elongated along the pole. This is mainly due to the constancy of the angular velocity $\Omega(a)$ and of the entropy $Q(a)$. When this assumption is relaxed, equivalent behaviors have to be obtained. On the other hand rotation
has little effect on the slow mode critical surface which almost keeps a spherical shape. In fact the slow surface gets closer as the velocity increases, as one would expect for such a type of wave considering the increase of centrifugal acceleration near the equator. The behavior of this surface will be studied in more details in next sections. From the positions and densities of the critical points we deduce the other interesting variables of the problem, such as the first integrals of the motion \( E, L \) and \( \alpha \) as represented on Fig. 4. The specific energy seems to vary little as compared to the other quantities. Its variation is less than one percent of the mean value. Thereafter the amount of energy is slowly increasing from the value on the axis, given by Eq.(72), to an higher value on the equator. The specific angular momentum increases from the axis and then reduces its growth to level off at a value close to unity. The behavior of \( \alpha \) is identical to that of the Alfvénic density as seen in Eq.(8). One should keep in mind that the value of \( \alpha \) on the axis is prescribed as an input parameter.

In this subsection, we have shown a particular set of numerical solutions of the equations of this model. In the following sections we comment on the influences of the input parameters on the solutions.

4.1.3. Effects of the amplitude of the Mass Loss

![Fig. 5. The Alfvén surfaces for increasing \( \alpha_0 \) are shown with solid lines. Circular shapes are represented with dashed lines for comparisons with the solutions. Smaller surfaces correspond to higher values of \( \alpha_0 \) while most distorted surfaces have smaller \( \alpha_0 \). The smaller \( \alpha_0 \), the bigger the distortion and the higher the height of the Alfvén surface on the polar axis. Small \( \alpha_0 \) can either correspond to low mass loss rate, or to high magnetic flux.](image-url)
Fig. 6. As shown on the left panel, $\beta$ is small compared to one for various values of $\alpha_0$. The upper long-dashed curve corresponds to high $\alpha_0$ while going down the curves, one finds solutions for smaller ratios. Those curves strengthen the assumption for our analytical calculations where $\beta$ is considered small compared to one. On the right panel, the curve indicates the total mass loss rate against $\alpha_0$. Notice that the slope of the curve is almost unity.

The mass loss rate $\dot{M}$ is a quantity that can be deduced from observations. In our model, it is represented by the parameter $\alpha_0$, the mass flux to magnetic flux ratio on the polar axis. The relation between $\alpha_0$ and $\dot{M}$ can be worked out a posteriori. We have calculated solutions for different $\alpha_0$'s, keeping for the other parameters the same value as in the previous calculations. The corresponding Alfvénic surfaces are presented in Fig. 5. Smaller surfaces correspond to high $\alpha_0$'s while the distorted ones correspond to smaller values. This variation is similar for all the critical surfaces. The critical surfaces strongly inflate for decreasing $\alpha_0$ and lose the initially spherical shape that they have at high mass loss rates. It shows that for strongly magnetized systems, the structure of the zone of acceleration gets complex.

4.1.4. Rotational effects

Fig. 7. Effects of the angular velocity $\Omega$ on fast surfaces with parameters of a typical TTauri star. Circles are shown to visualize the distortions of the critical surfaces. These curves indicates that the faster the rotation, the bigger the distortion with respect to sphericity is. The position of the critical points on the polar axis is of course independent of the rotation.

The value of the angular velocity has a major influence on the behaviors of the solution. In Fig. 7 several Alfvénic surfaces are represented for different $\Omega$. One should notice that the central emitting object is reduced to a point and does not coincide with the first circular surface. This innermost surface corresponds to the smallest rotation rate and the other surfaces expand off the central part for larger and larger rotation rates. The faster the rotator, the larger the change in the shape of alfvénic surfaces. The effect of the rotation is strongest at the equator. The Alfvén surface remains at a finite distance from the source for finite rotation rates. The Alfvén point only goes asymptotically to infinity for ultra-fast rotators.
In Fig. 8 we present a plot of $\omega(a)$ for different rotation speeds with the same previous input parameters $Q$ and $\alpha_0$. The lower curves illustrate slow rotation rates and those above them correspond to increasingly larger rotation. The horizontal dashed lines represent the asymptotic limit for ultra-fast rotators where $\omega = 3/\sqrt[3]{2} \approx 1.837$. The curves pass smoothly from the region of slow to fast rotation. Once the asymptotic value for $\omega$ is nearly reached on the equator, the asymptotic region extends towards the axis for larger rotation reducing the extent of the region where the rotation parameter stays small. This region region never disappears completely, though, because obviously the polar axis itself is necessarily in the slow rotation regime.

For fast rotators the Alfvén point is at a large distance. In this case, we see that the alfvén speed is large compared to the sound speed. At the equator the slow magneto-sonic surface as seen in Fig. 9 gets closer to the source as the rotation rate increases. The effect of the centrifugal acceleration is more and more pronounced as one reaches the equator. The slow mode speed gets closer to the sound speed, and the slow mode acquires the character of a sound wave guided along the field line. For this reason we can see the slow point on the equator moving to the source. The radius of the slow mode surface on the equator approaches the radius where the sound speed corotates with the Keplerian speed, given by:

$$r_s = \left(\frac{GM}{\Omega^2}\right)^{1/3}$$  \hspace{1cm} (101)

We have represented the radius at the slow point situated on the equatorial plane as a function of increasing rotation speeds on the right panel of Fig. 9 together with the pure sonic point. It is clear that the slow magneto-sonic point tends to the sonic point. We now have a view of how all the critical surfaces behave as the rotation rate vary. Fast magneto-sonic and Alfvén surfaces strongly inflate when rotation increases while the slow surface gets narrower to converge to a nearly cylindrical shape. It seems that an increase of $\Omega$ has almost the same effects as a decrease of $\alpha$, except that the positions of the critical points do not change on the polar axis when the rotation rate varies.

4.1.5. Thermal effects

We have assumed a polytropic equation of state. Thus the two parameters that we can vary to illustrate the thermal effects are the entropy and the polytropic index. We consider these parameters as constants as a function of flux variable $a$. In these calculations, $\Omega$ and $\alpha_0$ are fixed. When $Q$, the factor related to the entropy, decreases, the critical surfaces inflate, the rotation parameter $\omega$ increases and $\alpha$ reduces. This can be understood as follows: the more the plasma is heated, the lesser is the influence of the rotation.

When the polytropic index is varied and the thermodynamics turns progressively from isothermal to adiabatic,
the influence of rotation becomes more and more important. This is because the effect of gas pressure on the dynamics is maximized by an infinite thermal conduction. For most solutions the ratio of the fast mode radius to the Alfvén radius is not very large. Thus the variations of $Q$ and $\gamma$ have a non-negligible influence but nevertheless weaker than that of varying $\Omega$ and $\alpha_0$. A reduction of the entropy has a similar effect to that of an increase of the polytropic index $\gamma$. The smaller the entropy, the closer the flow becomes to that of a fast rotator.

4.1.6. Limit cases

In the previous section, we have seen that the fast rotator regime is achieved before $Q$ vanishes. Similarly, all the other parameters vary in a restricted range. For example, as the rotation $\Omega$ increases, the rotation parameter $\omega$ reaches the maximum value $(\frac{3}{2})^2$. Numerically we find that there is an lower limit to $\alpha_0$ for given $\Omega$ and other parameters. To understand it, let us recall the equation $g = 2GM_{\alpha_0}R_A^3A^2$.

It has been found that

$$\omega = \frac{\Omega \cos \theta \mu_0 \alpha A R_A^3}{A}.$$  \hspace{1cm} (102)

So for fast rotators the Alfvénic radius tends to be almost equal to

$$R_A = \left(\frac{3}{2}\right)^{1/2} \left(\frac{A}{\mu_0 \cos \theta}\right)^{1/3} (\alpha \Omega)^{1/3}$$  \hspace{1cm} (103)

The gravity parameter the becomes

$$g = \frac{2GM}{r_A^3 \mu_A} = \left(\frac{3}{2}\right)^{3/2} \left(\frac{2GM \mu_0}{A \cos \theta^2}\right) \frac{\alpha}{\Omega}$$  \hspace{1cm} (104)

Meanwhile we have found that this parameter could be expressed as

$$g = 2\omega^2 x_s^3 = \frac{27}{4} \alpha x_s^3.$$  \hspace{1cm} (105)

It shows that $g$ is small with respect to unity and that it does not vary much since $x_s$ mainly depends on the thermal parameters and not on much on the mass loss rate or the rotation rate in the case of fast rotators. It also shows that in the case of very fast rotators either the angular velocity must be very important or the mass loss rate must be small to insure that $g$ is small. One can also deduce that there is a maximum $\Omega$ for a given such as $\alpha$

$$\Omega_{\max} = \omega_{\max} f(\alpha_0, Q).$$  \hspace{1cm} (106)

The fitting of the numerical limits of our model where $\omega \approx (\frac{3}{2})^2$ agrees with this result and gives

$$\Omega_{\max} = (\frac{3}{2})^{\frac{2}{3}} \left(1 + \frac{Q}{2}\right) \alpha_0^{\frac{2}{3}}.$$  \hspace{1cm} (107)

Thus this shows that if the outflow is to support a given mass loss rate, it cannot rotate at any large rate. The converse is also true: if the magnetic field lines turn at a given rotation rate $\Omega$, there is a minimum mass loss rate from the central object.

4.1.7. Discussion

We have presented an extended set of solutions of the model, for constant $\Omega$ and $Q$ across the magnetic field lines. We obtain the first integrals of the motion, the components of the velocity, of the magnetic field and all the variables characterizing the flow. This study revealed some interesting properties. We have shown that an increase of $\Omega$ up to the fast rotator regime has a similar effect to a decrease of $\alpha_0$, or $Q$, and to an increase of $\gamma$. Fast rotators display critical surfaces which are strongly inflated equator-wards, that drastically differ from their quasi-spherical shape in the slow rotator regime. The faster the rotator, the more valid the assumption that $\beta$ is small. The influence of thermal parameters is smaller than that of rotation or mass loss rate but not negligible. Finally we have also found that a given rotation rate rate compels the mass loss rate of the outflow to have an inferior limit.
4.2. Other variations of $\Omega$ and $Q$

The distribution of outflowing material in space and velocity is not well determined observationally, but some properties of such flows have still be recognized. The relatively wide spectral lines which have been measured at most places in such outflows indicate that material with a range of velocities is present on the line of sight. However, in a number of well-collimated outflows, such as NGC2024 and NGC2264G, there appears to be a shear flow, with higher velocities near the polar axis, and lower velocities at the sides of the flow (Margulis et al. 1990; Richer et al. 1992). These observations motivated us to look for outflows with rotation rates and entropy varying with the flux variable $a$, that could reproduce such behaviors.

4.2.1. Non-constant $\Omega$

We now describe some specific forms of the rotation rates and discuss trends and properties that can be identified. For the rigid body rotation, the angular velocity is constant with flux $a$. The stellar-type rotation is inspired by the equation of differential rotation of the sun. We have modeled a stellar-type rotation with angular velocities larger at the equator than at the pole. We have also formulated variations of the rotation rate that could account for two components outflows such as the models of Shu et al. (1994). A central fast flow is surrounded by a slower wind. We present two different differential rotators with this characteristics. We call them two-velocities outflows with a step-shape rotation. The analytical expressions of all these differential rotation rates can be found in appendix C. We have plotted them as functions of the magnetic flux on Fig. 11. Solutions of the problem with such profiles of rotation differ from previous ones. Critical surfaces, densities, and all the other variables, strongly vary with $a$. Fig. 12 is an illustration of fast critical surfaces for a two-velocities outflow. This produces “butterfly” shapes showing the possibility for two kinds of outflow with different characteristic to live side by side.

4.2.2. Non-constant $Q$

The variation of the entropy with magnetic flux $a$ seems to have little influence on the solution in our computations, presumably because $\beta$ remained small either due to small $Q$ values or to the rapid rotator regime we imposed in several cases. Nevertheless we have studied different possibilities and only in in limit cases of the value of $Q$ and $\gamma$ the results change. In previous sections we have presented solutions for constant entropy with different values. We have also tested different variations with $a$ of the func-
At the fast point the solution for these two parameters is given by

\[ \epsilon = 3\omega^{4/3} \]

and

\[ g = \frac{2}{x_f} \left( \omega^2 + 3\omega^{2/3} - \frac{4}{3}\omega^{4/3} \right) \]

It is possible to deduce equations for the positions and densities at the slow point if one considers that \( y_s \gg y_A \) and \( x_s \ll x_A \) and gets

\[ y_s = \left( \frac{\beta(\gamma - 1)x_A^4}{2(1 + \omega^2x_A^2)} \right)^{\frac{1}{4\gamma - 1}} \]

\[ \frac{r_s}{r_A} = \left( \frac{\beta(\gamma - 1)}{2} \right)^{\frac{1}{4\gamma - 1}} \left( \frac{5 - 3\gamma}{(\gamma - 1)(3\omega^{4/3} - 2\omega^2)} \right)^{\frac{1}{4\gamma - 1}} \]

Using the last two equations one gets a better equation for the density

\[ \frac{\rho_s}{\rho_A} = \left( \frac{5 - 3\gamma}{2(3\omega^{4/3} - 2\omega^2)} \right)^{\frac{1}{4\gamma - 1}} \]

It is also possible to get the variations of the position and density at the fast critical point. In the intermediate rotator regime, no direct simplification can be done on the positions of the critical surface, so the full set of solutions is hard to find analytically but nevertheless the solution is fully determined. Only numerical studies can help to understand the behavior of such solutions in this regime. This is what the next part intends to do with comparisons of the numerical and analytical results.

5. Intermediate rotator

5.1. Analytical results

Considering \( \omega \) close to unity and neglecting \( \beta \) with respect to unity it is again possible to obtain analytical results for the energy and gravitation parameters. At the slow point we get

\[ \epsilon = \beta y_s^{\gamma - 1} - \frac{3}{x_s^2 y_s^2} + 2\omega^2 \]

and

\[ g = 2\omega^2 x_s^3. \]
Following the formalism described by Spruit (1994) and used by Sakurai (1985) we can deduce the relation between \( \omega \) and \( \alpha \) that is relevant to fast rotators, which is

\[
\omega = \left( \frac{3}{2} \right)^{3/2} \left( 1 - \left( \frac{\alpha}{\alpha_*} \right)^3 \right)^{3/2}
\]

This solution is represented in Fig. (15) together with our numerical solutions on the equator. When \( \alpha \) decreases, the two curves get closer while rotation parameter grows larger and reaches \((3/2)^{3/2}\) when \( \alpha = 0 \). The ultra-fast rotator limit is clear in this case. Again we find that the larger the mass loss rate the smaller the rotation parameter. A disagreement arises with the previous formula, since it does not allow \( \alpha \) to be larger than unity. This shows the limited region of validity of this analytical approximation, which nevertheless describes quite well the very fast rotator. Our analytical solutions tend to Sakurai’s results in the cold limit. In our case the slow point is defined by

\[
x_s = \left( \frac{g}{4\omega^2} \right)^{1/3}.
\]

This is equivalent to

\[
\frac{\Omega^2 r_s^3}{GM} = \left( \frac{v_{pA}^2}{2} \right)^2 = \tilde{\omega}_{\text{Sakurai}}
\]

and the specific energy is

\[
\epsilon = \left( \frac{3}{2} \right) (2\omega g)^{2/3}.
\]

Moreover, we can express those quantities as functions of our input variables for very fast rotators and we get

\[
r_s^3 = \frac{GM}{6} \left( \frac{A \cos \theta^2}{\omega \mu_0 \alpha} \right)^{2/3}
\]

and

\[
\epsilon = \left( \frac{3}{2} \right)^{5/3} \left( 2GM \left( \frac{\mu_0 \Omega \alpha}{A \cos \theta^2} \right)^{1/3} \right)^{2/3}.
\]

Thus we find the same results as those described by Spruit in the cold limit, with more generality since we solve the transversal force balance equation on the Alfvén surface.

The shapes that we have found for the critical surfaces differ from those obtained or assumed in many other models. For example, Sakurai (1987) found ellipsoidal shapes with his numerical studies. Blandford & Payne (1982) have chosen conical Alfvénic surfaces in their self-similar model. Chan and Henriksen (1980) and Sauty (1993) used flat surfaces perpendicular to the axis of rotation. Our solutions show rather different shapes. It appears to be difficult to capture realistic behaviors by modeling the critical surfaces with simple functions.

Further developments within the framework of our model could be done to investigate the evolution of the angular momentum of solar-mass stars during pre-main
Fig. 15. Comparisons of numerical results and analytical calculations of the relation between $\omega$ and $\alpha$ on the equator. The upper curve (solid line) represents the numerical result while the lower one (dashed line) the analytical solution as derive following the formalism of Spruit (1994). The entropy is taken as constant. The two curves converge to each other when the rotation parameters becomes larger, which happens when $\alpha$ decreases. We find again that the bigger the mass loss rate the slower the rotation parameter.

Fig. 16. Comparisons of numerical results and analytical calculations of the relation between the Alfvén radius on the equator and $\omega$. The upper curve (solid line) represents the numerical result while the lower one (dashed line) the analytical solution. The two curves are similar almost everywhere and particularly for very slow and very fast rotators.

6.2. A criterion for the classification of rotators

With respect to the previous results, it has been interesting to neglect the effects of the thermal parameters and only to look at those of the rotation, of the magnetic field and of the mass loss rate. It has been shown that an increase of $\Omega$ has effects similar to those of a decrease of $\alpha_0$, all the other parameters being fixed. This suggests that the ratio $\Omega/\alpha_0$ might be relevant for a study of magnetized rotators. That is the reason why we have plotted the relation between the ratio $\Omega/\alpha_0$ and $\omega$. First this gives a global relation between the input parameters of the model that can be related to physical parameters given by observations (See appendix C) and the variable $\omega$ that is a result of the calculation.

We find a continuity between slow and fast rotators. Slow rotators correspond to $\omega \ll 1$. Since this class contains the Solar wind, winds of of B[e] stars, AGB stars, it can be identified with winds in general. In the intermediate regime that arbitrarily corresponds to $0.75 < \omega < 1.5$ we find both O stars and TTauri stars. This region clearly shows a smooth transition between slow and fast rotators. In the fast rotator zone where $\omega$ is close to $2^{3/2}$ only object with jets, i.e. outflows of TTauri stars, of cataclysmic variable, of microquasars such as SS433 and of active galactic nuclei, are to be found. This shows two main types of objects, winds and jets with a transition in between. One should notice an important difference between the TTauri stars belonging to the intermediate zone and those in the fast rotator regime. They have larger mass loss rate ($> 10^{-7} M_\odot yr^{-1}$) compared to the other ones ($<10^{-7} M_\odot yr^{-1}$). This could be due to a difference of ages for these TTauri stars. This suggests that $\dot{M}$ and $\omega$ are closely related. Then our model could provide a tool to see the evolution of this type of object and to classify them.
Fig. 17. Classification of the magnetic rotators. the logarithm of the ratio $\frac{\Omega}{\omega_0}$ given by the observational literature is plotted against the rotation parameter $\omega$ obtained by the calculation for several astrophysical objects. The grey zone represents the region of uncertainty over the input parameters. The two vertical thin dashed line shows the approximate limits between slow, intermediate and fast rotators. The limit for ultra-fast rotators is at $\omega = (\frac{3}{2})^{3/2} \approx 1.837$.

From the input parameters related to astrophysical quantities given by observations and with the results of the model, we can classify outflows of magnetized rotators into slow, intermediate and fast rotators. We have also computed solutions for planetary nebulae and Wolf-Rayet stars but, since the origin of their wind is mainly radiative, they should not be compared with the other objects. Nevertheless the numerical results obtained for these types of astronomical objects shows that they are definitely slow rotators following our classification.

6.3. Limits of the model

Our model possesses several advantages. First it is not self-similar and secondly it can accept any boundary conditions. Moreover the simplifications allows us to find fully analytical solutions in limit cases and systems of equations which are easy to solve numerically in all cases. The model is not simply a continuous set of closely packed Weber-Davies solutions but it is made coherent with the Alfvén regularity condition on the Alfvén surface, which retains part of the cross-field balance. It also gives the possibility to solve the Bernoulli equation from the source to the fast point and finally the asymptotic resolution of the outflow is possible (See Lery et al., 1998b) giving the possibility to relate the properties of the source to the asymptotic behavior of the outflow.

The main weaknesses however are the following. First our model does not give an exact solution to the system of coupled Bernoulli and transfield equations. Secondly the geometry of the magnetic field lines is idealized. This latter difficulty could be avoided by iterating on the field geometry.

7. Conclusions

In this Paper, we have proposed a simplified set of the equations for rotating magnetized outflows by assuming the shape of the poloidal magnetic field lines up to the fast magneto-sonic point. Rather than solving the equilibrium perpendicular to the flux surfaces everywhere, solutions are found at the Alfvén point where it takes the form of the Alfvén regularity condition and at the base of the flow. This constrains the transfield equilibrium in that the Alfvén regularity condition is imposed and the regularity of the magnetic surfaces at the Alfvén critical surface is ensured. In our model, the outflow is parameterized by $\Omega(a)$, $Q(a)$ and $\alpha_0$ which is related to the mass loss rate. We deduce three first integrals of the motion, the specific angular momentum, the specific energy and the mass flux to magnetic flux ratio on a magnetic surface from criticality and Alfvén regularity conditions. Different profiles for the variation of the entropy and the rotation rate with respect to the magnetic flux have been considered. The simplifications of the model allow to find analytical behaviors of the first integrals as well as the shape of the critical surfaces in limiting cases. We found good agreement between analytical and numerical solutions. For a given entropy, magnetic rotators can be characterized by the ratio of the rotation rate and the magnetic to mass flux ratio on the polar axis, i.e. $\Omega/\alpha_0$. This latter ratio is given by the boundary conditions.

Given the properties of the central emitting object, the model allows us to compute its corresponding dimensionless rotation parameter $\omega$. Rotators can be defined as slow, intermediate or fast according to whether $\omega$ is much less or close to unity or near its maximum value for fast rotators, $(\frac{3}{2})^{3/2}$.

Slow rotators have quasi-spherical critical surfaces and a fast surface close to the Alfvén surface, their properties strongly depend on the heating.

Fast rotators have distorted critical surfaces and a fast surface far from the Alfvén surface (approaching infinity only in the zero temperature limit). Their properties strongly depend on the magnetic flux and the rotation rate yet always retain a slow rotator behavior near the axis of rotation. They display a slow mode that acquires the character of a sound wave as the rotation rate increases and are limited, in the present conical model, by $\omega = (\frac{3}{2})^{3/2}$.

For all types of rotators, it is found using conical shapes that the mass loss rate has a lower limit for a given rotation rate. The strongest effects on solutions are due to the rotation with respect the thermal and mass
loss rate effects for typical astrophysical values. Given the angular velocity $\Omega(a)$ and the specific entropy $Q(a)$, the solutions for the last first integrals of the motion, namely the specific energy $E$, the specific angular momentum $L$ and the mass to magnetic flux ratio $\alpha$ can be determined numerically and in some limiting cases analytically. Non-constant rotation cases allow two-velocities outflow types, with possibly more complex solutions for different profiles of angular velocity and entropy.

This simplified model makes it possible to investigate the structure of outflows far from the magnetized rotator source, unconstrained by type of boundary conditions, and without the need for self-similar assumptions. How outflows extend into the asymptotic region constitutes the subject of the study of Paper II ([Lery et al.1998b]). Paper III ([Lery et al.1998c]) will deal with a linear stability analysis of the asymptotic equilibria.

Appendix A: Cold rotators

In the conical case it useful to have the simplified equations for $\beta \ll 1$ since numerically we have seen that this assumption is quite acceptable as long as Q(a) is not too big. These equations allow easy analytical works. Particularly for fast and slow rotators, one just have to study the limit of variation of $\omega$ to get the equations for positions and densities for the critical points. Thus we have

$$
\begin{align*}
\epsilon &= \beta \left(1 + \omega \frac{x_f}{r_f} (1 - x_f^{-2})^{\frac{3}{2}}\right)^{1-\gamma} \\
&+ \frac{6 \omega \frac{x_f}{r_f}}{(1 - x_f^{-2})^{\frac{3}{2}}} - 3 \omega \frac{x_f}{r_f} (1 - x_f^{-2})^{\frac{3}{2}} \\
&+ x_f^{-2} \left(-\omega^2 - 6 \omega \frac{x_f}{r_f} (1 - x_f^{-2})^{\frac{3}{2}}\right) \\
&+ x_f^{-4} \left(-3 - 2 \omega \frac{x_f}{r_f} (1 - x_f^{-2})^{\frac{3}{2}}\right) \\
&+ x_f^{-6} \left(-\omega \frac{x_f}{r_f} (1 - x_f^{-2})^{\frac{3}{2}}\right)
\end{align*}
$$

(A.3)

$$
\begin{align*}
y_s &= \frac{\beta (\gamma - 1) x_f^4}{2 \left(1 + \omega^2 x_f^2 (1 - x_f^{-2})^2\right)} \left(\frac{\beta (\gamma - 1) x_f^4}{2 \left(1 + \omega^2 x_f^2 (1 - x_f^{-2})^2\right)}\right)^{\frac{1}{\gamma - 1}} \\
y_f &= \frac{1}{1 + \left(\omega x_f \left(x_f^2 - 1\right)\right)^{\frac{3}{2}}}
\end{align*}
$$

(A.1)

(A.2)

One can deduce a reduced form for the relative energy and the relative gravity that only depend on $x_s$, $x_f$ and on two parameters $\omega, \beta$

$$
\begin{align*}
\epsilon &= \beta \left(1 + \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right)^{1-\gamma} \\
&+ \frac{6 \omega \frac{a^2}{2}}{(1 - x_f^{-2})^{\frac{3}{2}}} - 3 \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}} \\
&+ x_f^{-2} \left(-\omega^2 - 6 \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right) \\
&+ x_f^{-4} \left(-3 - 2 \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right) \\
&+ x_f^{-6} \left(-\omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right)
\end{align*}
$$

(A.3)

$$
\begin{align*}
y_s &= \frac{\beta (\gamma - 1) x_s^4}{2 \left(1 + \omega^2 x_s^2 (1 - x_s^{-2})^2\right)} \left(\frac{\beta (\gamma - 1) x_s^4}{2 \left(1 + \omega^2 x_s^2 (1 - x_s^{-2})^2\right)}\right)^{\frac{1}{\gamma - 1}} \\
y_f &= \frac{1}{1 + \left(\omega x_s \left(x_s^2 - 1\right)\right)^{\frac{3}{2}}}
\end{align*}
$$

(A.1)

(A.2)

One can deduce a reduced form for the relative energy and the relative gravity that only depend on $x_s$, $x_f$ and on two parameters $\omega, \beta$

$$
\begin{align*}
\epsilon &= \beta \left(1 + \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right)^{1-\gamma} \\
&+ \frac{6 \omega \frac{a^2}{2}}{(1 - x_f^{-2})^{\frac{3}{2}}} - 3 \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}} \\
&+ x_f^{-2} \left(-\omega^2 - 6 \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right) \\
&+ x_f^{-4} \left(-3 - 2 \omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right) \\
&+ x_f^{-6} \left(-\omega \frac{a^2}{2} (1 - x_f^{-2})^{\frac{3}{2}}\right)
\end{align*}
$$

Appendix B: Profiles of $\Omega(a)$ and $Q(a)$

Definitions of parameters:

- $\Omega_0$: angular velocity
- $a$: magnetic flux
- $N$: large integer
- $B$ and $C$: constants
- $C_1$ and $C_2$: constants with $C_1 + C_2 \leq 1$

Differential rotators

- Rigid body rotation
  $$
  \Omega = \Omega_0
  $$
  (B.1)

- Keplerian rotation
  $$
  \Omega = \Omega_0 \left(\frac{1 - a \sqrt{a(2 - a)}}{1 + \exp(-Na + N/10)} \right) \frac{1}{1 + \exp(-Na + N/10)}
  $$
  (B.2)
Stellar type rotation
\[ \Omega = \Omega_0 (1 - B \sin^2 \theta - C \sin^4 \theta) \]  
with
\[ \theta = \arccos \left( \sqrt{a(2 - a)} \right) \]  
Decreasing stellar type rotation
\[ \Omega = \Omega_0 (1 - B \cos^2 \theta - C \cos^4 \theta) \]  
Two velocities rotation \((\Omega_0-0)\)
\[ \Omega = \frac{\Omega_0}{\exp(N(a - \frac{1}{2})) + 1 - \exp(-\frac{N}{2})} \]  
Two velocities rotation \((\Omega_0-\Omega_1)\)
\[ \Omega = \Omega_0 \left( C_1 + \frac{C_2}{\exp(N(a - \frac{1}{2})) + 1 - \exp(-\frac{N}{2})} \right) \]  
Variations of \(Q(a)\)
Constant entropy
\[ Q = Q_0 \]  
Two entropies \((Q_0 - \frac{Q}{a})\)
\[ Q = Q_0 \left( 0.5 + \frac{0.5}{\exp(N(a - \frac{1}{2})) + 1 - \exp(-\frac{N}{2})} \right) \]  
Increasing entropy
\[ Q = Q_0 (1 - B \sin^2 \theta - C \sin^4 \theta) \]  
with
\[ \theta = \arccos \left( \sqrt{2 - a} \right) \]  
Decreasing entropy
\[ \Omega = \Omega_0 (1 - B \cos^2 \theta - C \cos^4 \theta) \]  

Appendix C: Examples of input parameters for astrophysical objects
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Table C.1. Examples of input parameters for astrophysical objects

| Object type | $\Omega$ | $\alpha$ | $\Omega$ | $\pi$ | $\bar{Q}$ | $M$ | $M$ | $R$ | $T$ | $n$ | $B$ |
|-------------|---------|---------|---------|-------|---------|------|------|------|-----|-----|-----|
| AGB         | -1.70   | 0.07    | 0.001   | 0.05  | 0.26    | 2 x 10^{-6} | 5   | 500  | 2800 | 10^{10} | 0.1 |
| B[e]        | -0.53   | 0.20    | 0.5     | 1.7   | 0.2     | 2 x 10^{-6} | 37  | 86   | 2 x 10^{4} | 10^{10} | 1 |
| O5 V        | -0.05   | 0.12    | 7.0     | 7.85  | 20.4    | 2 x 10^{-10}| 1   | 1    | 2 x 10^{6} | 10^{8}  | 1 |
| O3 III      | 0.10    | 0.80    | 0.56    | 0.44  | 0.8     | 6.2 x 10^{-6} | 50  | 19.7 | 6.5 x 10^{4} | 10^{10} | 2 x 10^{2} |
| O3 III      | 0.48    | 0.91    | 0.56    | 0.18  | 0.8     | 6.2 x 10^{-6} | 50  | 19.7 | 6.5 x 10^{4} | 10^{10} | 1.6 x 10^{3} |
| Sun         | 0.26    | 0.55    | 3.1     | 1.7   | 2.1     | 10^{-14}     | 1   | 1    | 10^{6}   | 10^{10} | 10^{3} |
| DF Tau      | 0.94    | 1.12    | 0.8     | 0.09  | 0.07    | 1.3 x 10^{-7} | 2   | 2.5  | 4 x 10^{3}  | 10^{4}  | 2 x 10^{3} |
| GG Tau      | 1.00    | 1.23    | 1.0     | 0.1   | 0.03    | 4 x 10^{-7}  | 0.8 | 3.5  | 10^{4}   | 10^{8}  | 2 x 10^{3} |
| BP Tau      | 1.24    | 1.41    | 1.8     | 0.1   | 0.05    | 2 x 10^{-7}  | 0.8 | 3.0  | 9 x 10^{3} | 10^{4}  | 1 x 10^{3} |
| RY Tau      | 1.53    | 1.71    | 2.2     | 0.065 | 0.02    | 7.5 x 10^{-8} | 2   | 2.7  | 8 x 10^{3} | 10^{4}  | 1 x 10^{3} |
| DS Tau      | 1.66    | 1.68    | 2.9     | 0.022 | 0.05    | 6.5 x 10^{-8} | 1   | 1.8  | 9 x 10^{3} | 10^{6}  | 2 x 10^{3} |
| T Tau       | 1.78    | 1.44    | 1.23    | 0.02  | 0.07    | 1.1 x 10^{-7} | 2   | 4    | 7 x 10^{3} | 10^{10} | 2 x 10^{3} |
| SU Aur      | 1.96    | 1.80    | 50      | 0.05  | 3.0     | 2 x 10^{-8}  | 2.25 | 3.6  | 2 x 10^{5} | 10^{8}  | 300 |
| C.V.        | 3.10    | 1.75    | 11      | 0.008 | 1.4     | 2 x 10^{-10} | 1   | 1.2  | 10^{6}   | 7 x 10^{13} | 10^{6} |
| SS 433      | 3.88    | 1.81    | 65      | 0.009 | 0.1     | 10^{-4}     | 10  | 0.2  | 10^{5}   | 10^{10} | 10^{9} |
| A.G.N.      | 4.73    | 1.83    | 160     | 0.003 | 0.7     | 10^{-4}     | 10^9 | 150  | 2 x 10^{5} | 2 x 10^{6} | 10^{4} |

a Livio (1994).
b Cassinelli et al. (1989).
c McGregor (1996).
d Priest (1987).
e Bertout et al. (1988).
f Murray & Chiang (1996).
g Bremer (1996).
h Thiébaut et al. (1995).