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Abstract
We study the density estimation problem with observations generated by certain dynamical systems that admit a unique underlying invariant Lebesgue density. Observations drawn from dynamical systems are not independent and moreover, usual mixing concepts may not be appropriate for measuring the dependence among these observations. By employing the $C$-mixing concept to measure the dependence, we conduct statistical analysis on the consistency and convergence of the kernel density estimator. Our main results are as follows: First, we show that with properly chosen bandwidth, the kernel density estimator is universally consistent under $L_1$-norm; Second, we establish convergence rates for the estimator with respect to several classes of dynamical systems under $L_1$-norm. In the analysis, the density function $f$ is only assumed to be Hölder continuous which is a weak assumption in the literature of nonparametric density estimation and also more realistic in the dynamical system context. Last but not least, we prove that the same convergence rates of the estimator under $L_{\infty}$-norm and $L_1$-norm can be achieved when the density function is Hölder continuous, compactly supported and bounded. The bandwidth selection problem of the kernel density estimator for dynamical system is also discussed in our study via numerical simulations.
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1. Introduction
Dynamical systems are now ubiquitous and are vital in modeling complex systems, especially when they admit recurrence relations. Statistical inference for dynamical systems has drawn continuous attention across various fields, the topics of which include parameter estimation, invariant measure estimation, forecasting, noise detection, among others. For instance, in the statistics and machine learning community, the statistical inference for certain dynam-
ical systems have been recently studied in Suykens et al. (1995); Suykens and Vandewalle (2000); Suykens et al. (2002); Zoeter and Heskes (2005); Anghel and Steinwart (2007); Steinwart and Anghel (2009); Deisenroth and Mohamed (2012); McGoff et al. (2015a); Hang and Steinwart (2016), just to name a few. We refer the reader to a recent survey in McGoff et al. (2015b) for a general depiction of this topic. The purpose of this study is to investigate the density estimation problem for dynamical systems via a classical nonparametric approach, i.e., kernel density estimation.

The commonly considered density estimation problem can be stated as follows. Let $x_1, x_2, \ldots, x_n$ be observations drawn independently from an unknown distribution $P$ on $\mathbb{R}^d$ with the density $f$. Density estimation is concerned with the estimation of the underlying density $f$. Accurate estimation of the density is important for many machine learning tasks such as regression, classification, and clustering problems and also plays an important role in many real-world applications. Nonparametric density estimators are popular since weaker assumptions are applied to the underlying probability distribution. Typical nonparametric density estimators include the histogram and kernel density estimator. In this study, we are interested in the latter one, namely, the kernel density estimator (Parzen, 1962; Rosenblatt, 1956) and takes the following form

$$f_n(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right). \quad (1)$$

Here, $h := h_n > 0$ is a bandwidth parameter and $K$ is a smoothing kernel. In the literature, point-wise and uniform consistency and convergence rates of the estimator $f_n$ to the unknown truth density $f$ under various distance measurements, e.g., $L_1, L_2, L_\infty$, have been established by resorting to the regularity assumptions on the smoothing kernel $K$, the density $f$, as well as the decay of the bandwidth sequence $\{h_n\}$. Besides the theoretical concerns on the consistency and convergence rates, another practical issue one usually needs to address is the choice of the bandwidth parameter $h_n$, which is also called the smoothing parameter. It plays a crucial role in the bias-variance trade-off in kernel density estimation. In the literature, approaches to choosing the smoothing parameter include least-squares cross-validation (Bowman, 1984; Rudemo, 1982), biased cross-validation (Scott and Terrell, 1987), plug-in method (Park and Marron, 1990; Sheather and Jones, 1991), the double kernel method (Devroye, 1989), as well as the method based on a discrepancy principle (Eggermont and LaRiccia, 2001). We refer the reader to Jones et al. (1996a) for a general overview and to Wand and Jones (1994); Cao et al. (1994); Jones et al. (1996b); Devroye (1997) for more detailed reviews.

Note that studies on the kernel density estimator (1) mentioned above heavily rely on the assumption that the observations are drawn in an i.i.d fashion. In the literature of statistics and machine learning, it is commonly accepted that the i.i.d assumption on the given data can be very much restrictive in real-world applications. Having realized this, researchers turn to weaken this i.i.d assumption by assuming that the observations are weakly dependent under various notions of weakly dependence which include $\alpha$-mixing, $\beta$-mixing, and $\phi$-mixing (Bradley, 2005). There has been a flurry of work to attack this problem with theoretical and practical concerns, see e.g., Masry (1983, 1986); Robinson (1983); Tran (1989b,a); Hart and Vieu (1990); Yu (1993) and Hall et al. (1995), under the above notions
of dependence. As a matter of fact, the assumed correlation among the observations complicates the kernel density estimation problem from a technical as well as practical view and also brings inherent barriers. This is because, more frequently, the analysis on the consistency and convergence rates of the kernel density estimator (1) is proceeded by decomposing the error term into bias and variance terms, which correspond to data-free and data-dependent error terms, respectively. The data-free error term can be tackled by using techniques from the approximation theory while the data-dependent error term is usually dealt with by exploiting arguments from the empirical process theory such as concentration inequalities. As a result, due to the existence of dependence among observations and various notions of the dependence measurement, the techniques, and results concerning the data-dependent error term are in general not universally applicable. On the other hand, it has been also pointed out that the bandwidth selection in kernel density estimation under dependence also departs from the independent case, see e.g., Hart and Vieu (1990); Hall et al. (1995).

In fact, when the observations \( x_1, x_2, \ldots, x_n \in \mathbb{R}^d \) are generated by certain ergodic measure-preserving dynamical systems, the problem of kernel density estimation can be even more involved. To explain, let us consider a discrete-time ergodic measure-preserving dynamical system described by the sequence \( (T^n)_{n \geq 1} \) of iterates of an unknown map \( T: \Omega \to \Omega \) with \( \Omega \subset \mathbb{R}^d \) and a unique invariant measure \( P \) which possesses a density \( f \) with respect to the Lebesgue measure (rigorous definitions will be given in the sequel). That is, we have

\[
x_i = T^i(x_0), \quad i = 1, 2, \ldots, n,
\]

where \( x_0 \) is the initial state. It is noticed that in this case the usual mixing concepts are not general enough to characterize the dependence among observations generated by (2) (Maume-Deschamps, 2006; Hang and Steinwart, 2016). On the other hand, existing theoretical studies on the consistency and convergence rates of the kernel density estimator for i.i.d. observations frequently assume that the density function \( f \) is sufficiently smooth, e.g., first-order or even second-order smoothness. However, more often than not, this requirement can be stringent in the dynamical system context. For instance, the Lasota-Yorke map (Lasota and Yorke, 1973) admits a density \( f \) which only belongs to the space \( BV \), i.e., functions of bounded variation. This is also the case for the \( \beta \)-map in Example 3 (see Subsection 2.2). Therefore, studies on kernel density estimation mentioned above with dependent observations, in general, may not be applicable. For more detailed comparison we refer to Section 3.6.

In this study, the kernel density estimation problem with observations generated by dynamical systems (2) is approached by making use of a more general concept for measuring the dependence of observations, namely, the so-called \( C \)-mixing process (refer to Section 2 for the definition). Proposed in Maume-Deschamps (2006) and recently investigated in Hang and Steinwart (2016) and Hang et al. (2016), the \( C \)-mixing concept is shown to be more general and powerful in measuring dependence among observations generated by dynamical systems and can accommodate a large class of dynamical systems. Recently, a Bernstein-type exponential inequality for \( C \)-mixing processes was established in Hang and Steinwart (2016) and its applications to some learning schemes were explored in Hang and Steinwart (2016) and Hang et al. (2016).
Our main purpose in this paper is to conduct some theoretical analysis and practical implementations on the kernel density estimator for dynamical systems. The primary concern is the consistency and convergence rates of the kernel density estimator (1) with observations generated by dynamical systems (2). The consistency and convergence analysis is conducted under $L_1$-norm, and $L_\infty$-norm, respectively. We show that under mild assumptions on the smoothing kernel, with properly chosen bandwidth, the estimator is universally consistent under $L_1$-norm. When the probability distribution $P$ possesses a polynomial or exponential decay outside of a radius-$r$ ball in its support, under the Hölder continuity assumptions on the kernel function and the density, we obtain almost optimal convergence rates under $L_1$-norm. Moreover, when the probability distribution $P$ is compactly supported, which is a frequently encountered setting in the dynamical system context, we prove that stronger convergence results of the estimator can be developed, i.e., convergence results under $L_\infty$-norm which are shown to be of the same order with its $L_1$-norm convergence rates. Finally, with regard to the practical implementation of the estimator, we also discuss the bandwidth selection problem by performing numerical comparisons among several typical existing selectors that include least squares cross-validation and its variants for dependent observations as well as the double kernel method. We show that the double kernel bandwidth selector proposed in Devroye (1989) can in general work well. Moreover, according to our numerical experiments, we find that bandwidth selection for kernel density estimator of dynamical systems is usually ad-hoc in the sense that its performance may depend on the considered dynamical system.

The rest of this paper is organized as follows. Section 2 is a warm-up section for the introduction of some notations, definitions and assumptions that are related to the kernel density estimation problem and dynamical systems. Section 3 is concerned with the consistency and convergence of the kernel density estimator and presents the main theoretical results of this study. We discuss the bandwidth selection problem in Section 4. All the proofs of Section 3 can be found in Section 5. We end this paper in Section 6.

2. Preliminaries

2.1 Notations

Throughout this paper, $\lambda^d$ is denoted as the Lebesgue measure on $\mathbb{R}^d$ and $\|\cdot\|$ is an arbitrary norm on $\mathbb{R}^d$. We denote $B_r$ as the centered ball of $\mathbb{R}^d$ with radius $r$, that is,

$$B_r := \{ x = (x_1, \ldots, x_d) \in \mathbb{R}^d : \|x\| \leq r \},$$

and its complement $H_r$ as

$$H_r := \mathbb{R}^d \setminus B_r = \{ x \in \mathbb{R}^d : \|x\| > r \}.$$

Recall that for $1 \leq p < \infty$, the $\ell^p_d$-norm is defined as $\|x\|_{\ell^p_d} := (x_1^p + \cdots + x_d^p)^{1/p}$, and the $\ell^\infty_d$-norm is defined as $\|x\|_{\ell^\infty_d} := \max_{i=1,\ldots,d} |x_i|$. Let $(\Omega, \mathcal{A}, \mu)$ be a probability space. We denote $L_p(\mu)$ as the space of (equivalence classes of) measurable functions $g : \Omega \to \mathbb{R}$ with finite $L_p$-norm $\|g\|_p$. Then $L_p(\mu)$ together with $\|g\|_p$ forms a Banach space. Moreover, if $\mathcal{A}' \subset \mathcal{A}$ is a sub-$\sigma$-algebra, then $L_p(\mathcal{A}', \mu)$ denotes the space of all $\mathcal{A}'$-measurable functions $g \in L_p(\mu)$. Finally, for a Banach space $E$, we write $B_E$ for its closed unit ball.
In what follows, the notation $a_n \lesssim b_n$ means that there exists a positive constant $c$ such that $a_n \leq c b_n$, for all $n \in \mathbb{N}$. With a slight abuse of notation, in this paper, $c, c'$ and $C$ are used interchangeably for positive constants while their values may vary across different lemmas, theorems, and corollaries.

### 2.2 Dynamical Systems and $C$-mixing Processes

In this subsection, we first introduce the dynamical systems of interest, namely, ergodic measure-preserving dynamical systems. Mathematically, an ergodic measure-preserving dynamical system is a system $(\Omega, \mathcal{A}, \mu, T)$ with a mapping $T : \Omega \to \Omega$ that is measure-preserving, i.e., $\mu(A) = \mu(T^{-1}A)$ for all $A \in \mathcal{A}$, and ergodic, i.e., $T^{-1}A = A$ implies $\mu(A) = 0$ or 1. In this study, we are confined to the dynamical systems in which $\Omega$ is a subset of $\mathbb{R}^d$, $\mu$ is a probability measure that is absolutely continuous with respect to the Lebesgue measure $\lambda$ and admits a unique invariant Lebesgue density $f$.

In our study, it is assumed that the observations $x_1, x_2, \cdots, x_n$ are generated by the discrete-time dynamical system (2). Below we list several typical examples of discrete-time dynamical systems that satisfy the above assumptions (Lasota and Mackey, 1985):

**Example 1 (Logistic Map)** The Logistic map is defined by

$$T(x) = \lambda x(1 - x), \quad x \in (0, 1), \quad \lambda \in [0, 4],$$

with a unique invariant Lebesgue density

$$f(x) = \frac{1}{\pi \sqrt{x(1-x)}}, \quad 0 < x < 1.$$

**Example 2 (Gauss Map)** The Gauss map is defined by

$$T(x) = \frac{1}{x} \mod 1, \quad x \in (0, 1),$$

with a unique invariant Lebesgue density

$$f(x) = \frac{1}{\log 2} \cdot \frac{1}{1 + x}, \quad x \in (0, 1).$$

**Example 3 ($\beta$-Map)** For $\beta > 1$, the $\beta$-map is defined as

$$T(x) = \beta x \mod 1, \quad x \in (0, 1),$$

with a unique invariant Lebesgue density given by

$$f(x) = c_\beta \sum_{i \geq 0} \beta^{-(i+1)} 1_{[0, T^i(1)]}(x),$$

where $c_\beta$ is a constant chosen such that $f$ has integral 1.
We now introduce the notion for measuring the dependence among observations from dynamical systems, namely, $C$-mixing process (Maume-Deschamps, 2006; Hang and Steinwart, 2016). To this end, let us assume that $(X, B)$ is a measurable space with $X \subset \mathbb{R}^d$. Let $\mathcal{X} := (X_n)_{n \geq 1}$ be an $X$-valued stochastic process on $(\Omega, A, \mu)$, and for $1 \leq i \leq j \leq \infty$, denote by $A^j_i$ the $\sigma$-algebra generated by $(X_i, \ldots, X_j)$. Let $\Gamma : \Omega \to X$ be a measurable map. $\mu\Gamma$ is denoted as the $\Gamma$-image measure of $\mu$, which is defined as $\mu\Gamma(B) := \mu(\Gamma^{-1}(B))$, $B \subset X$ measurable. The process $\mathcal{X}$ is called stationary if $\mu(X_{i+1} \ldots X_{i+n}) = \mu(X_1 \ldots X_n)$ for all $n, j, i_1, \ldots, i_n \geq 1$. Denote $P := \mu_{X_1}$. Moreover, for $\psi, \varphi \in L_1(\mu)$ satisfying $\psi\varphi \in L_1(\mu)$, we denote the correlation of $\psi$ and $\varphi$ by

$$\text{cor}(\psi, \varphi) := \int_{\Omega} \psi \varphi \, d\mu - \int_{\Omega} \psi \, d\mu \cdot \int_{\Omega} \varphi \, d\mu.$$ 

It is shown that several dependency coefficients for $\mathcal{X}$ can be expressed in terms of such correlations for restricted sets of functions $\psi$ and $\varphi$ (Hang and Steinwart, 2016). In order to introduce the notion, we also need to define a new norm, which is taken from Maume-Deschamps (2006) and introduces restrictions on $\psi$ and $\varphi$ considered here. Let us assume that $C(X)$ is a subspace of bounded measurable functions $g : X \to \mathbb{R}$ and that we have a semi-norm $\| \cdot \|$ on $C(X)$. For $g \in C(X)$, we define the $C$-norm $\| \cdot \|_C$ by

$$\|g\|_C := \|g\|_{\infty} + \|g\|.$$ 

(3)

Additionally, we need to introduce the following restrictions on the semi-norm $\| \cdot \|$.

**Assumption 1** We assume that the following two restrictions on the semi-norm $\| \cdot \|$ hold:

(i) $\|g\| = 0$ for all constant functions $g \in C(X)$;

(ii) $\|e^g\| \leq \|e^g\|_{\infty}\|g\|$, $g \in C(X)$.

Note that the first constraint on the semi-norm in Assumption 1 implies its shift invariance on $\mathbb{R}$ while the inequality constraint can be viewed as an abstract chain rule if one views the semi-norm as a norm describing aspects of the smoothness of $g$, as discussed in Hang and Steinwart (2016). In fact, it is easy to show that the following function classes, which are probably also the most frequently considered in the dynamical system context, satisfy Condition (i) in Assumption 1. Moreover, they also satisfy Condition (ii) in Assumption 1, as shown in (Hang and Steinwart, 2016):

- $L_\infty(X)$: The class of bounded functions on $X$;
- $BV(X)$: The class of bounded variation functions on $X$;
- $C_{b,\alpha}(X)$: The class of bounded and $\alpha$-Hölder continuous functions on $X$;
- $\text{Lip}(X)$: The class of Lipschitz continuous functions on $X$;
- $C^1(X)$: The class of continuously differentiable functions on $X$. 
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Definition 2 (C-mixing Process) Let \((\Omega, \mathcal{A}, \mu)\) be a probability space, \((X, \mathcal{B})\) be a measurable space, \(X := (X_i)_{i \geq 1}\) be an \(X\)-valued, stationary process on \(\Omega\), and \(\| \cdot \|_C\) be defined by (3) for some semi-norm \(\| \cdot \|\). Then, for \(n \geq 1\), we define the \(C\)-mixing coefficients by
\[
\phi_C(X, n) := \sup \{ \text{cor}(\psi, g(X_{k+n})) : k \geq 1, \psi \in B_{L_1(A_1^k, \mu)}, g \in B_C(X) \},
\]
and the time-reversed \(C\)-mixing coefficients by
\[
\phi_{C, \text{rev}}(X, n) := \sup \{ \text{cor}(g(X_k), \varphi) : k \geq 1, g \in B_C(X), \varphi \in B_{L_1}(A_{k+n}^\infty, \mu) \}.
\]
Let \((d_n)_{n \geq 1}\) be a strictly positive sequence converging to 0. We say that \(X\) is (time-reversed) \(C\)-mixing with rate \((d_n)_{n \geq 1}\), if we have \(\phi_{C, \text{rev}}(X, n) \leq d_n\) for all \(n \geq 1\). Moreover, if \((d_n)_{n \geq 1}\) is of the form
\[
d_n := c_0 \exp(-bn^\gamma), \quad n \geq 1,
\]
for some constants \(c_0 > 0, b > 0, \) and \(\gamma > 0\), then \(X\) is called geometrically (time-reversed) \(C\)-mixing.

From the above definition, we see that a \(C\)-mixing process is defined in association with an underlying function space. For the above listed function spaces, i.e., \(L_\infty(X), BV(X), C_{b, \alpha}(X), \text{Lip}(X)\), and \(C^1(X)\), the increase of the smoothness enlarges the class of the associated stochastic processes, as illustrated in Hang and Steinwart (2016). Note that the classical \(\phi\)-mixing process is essentially a \(C\)-mixing process associated with the function space \(L_\infty(X)\). Note also that not all \(\alpha\)-mixing processes are \(C\)-mixing, and vice versa. We refer the reader to Hang and Steinwart (2016) for the relations among \(\alpha\)-, \(\phi\)- and \(C\)-mixing processes.

On the other hand, under the above notations and definitions, from Theorem 4.7 in Maume-Deschamps (2006), we know that Logistic map in Example 1 is geometrically time-reversed \(C\)-mixing with \(C = \text{Lip}(0,1)\) while Theorem 4.4 in Maume-Deschamps (2006) (see also Chapter 3 in Baladi (2000)) indicates that Gauss map in Example 2 is geometrically time-reversed \(C\)-mixing with \(C = BV(0,1)\). Example 3 is also geometrically time-reversed \(C\)-mixing with \(C = BV(0,1)\) according to Maume-Deschamps (2006). For more examples of geometrically time-reversed \(C\)-mixing dynamical systems, the reader is referred to Section 2 in Hang and Steinwart (2016).

2.3 Kernel Density Estimation: Assumptions and Formulations

For the smoothing kernel \(K\) in the kernel density estimator, in this paper we consider its following general form, namely, \(d\)-dimensional smoothing kernel:

**Definition 3** A bounded, monotonically decreasing function \(K : [0, \infty) \to [0, \infty)\) is a \(d\)-dimensional smoothing kernel if
\[
\int_{\mathbb{R}^d} K(||x||) \, dx =: \kappa \in (0, \infty).
\]
The choice of the norm in Definition 3 does not matter since all norms on \( \mathbb{R}^d \) are equivalent. To see this, let \( \| \cdot \|' \) be another norm on \( \mathbb{R}^d \) satisfying \( \kappa \in (0, \infty) \). From the equivalence of the two norms on \( \mathbb{R}^d \), one can find a positive constant \( c \) such that \( \| x \| \leq c \| x \|' \) holds for all \( x \in \mathbb{R} \). Therefore, easily we have

\[
\int_{\mathbb{R}^d} K(\| x \|') \, dx \leq \int_{\mathbb{R}^d} K(\| x \|/c) \, dx = c^d \int_{\mathbb{R}^d} K(\| x \|) \, dx < \infty.
\]

In what follows, without loss of generality, we assume that the constant \( \kappa \) in Definition 3 equals to 1.

**Lemma 4** A bounded, monotonically decreasing function \( K : [0, \infty) \to [0, \infty) \) is a \( d \)-dimensional smoothing kernel if and only if

\[
\int_0^\infty K(r) r^{d-1} \, dr \in (0, \infty).
\]

**Proof** From the above discussions, it suffices to consider the integration constraint for the kernel function \( K \) with respect to the Euclidean norm \( \| \cdot \|_{\ell^2} \). We thus have

\[
\int_{\mathbb{R}^d} K(\| x \|_{\ell^2}) \, dx = d\tau_d \int_0^\infty K(r) r^{d-1} \, dr,
\]

where \( \tau_d = \pi^{d/2}/\Gamma\left(\frac{d}{2} + 1\right) \) is the volume of the unit ball \( B_{\ell^2} \) of the Euclidean space \( \ell^2 \). This completes the proof of Lemma 4.

Let \( r \in [0, +\infty) \) and denote \( 1_A \) as the indicator function. Several common examples of \( d \)-dimensional smoothing kernels \( K(r) \) include the Naive kernel \( 1_{[0,1]}(r) \), the Triangle kernel \( (1 - r)1_{[0,1]}(r) \), the Epanechnikov kernel \( (1 - r^2)1_{[0,1]}(r) \), and the Gaussian kernel \( e^{-r^2} \). In this paper, we are interested in the kernels that satisfy the following restrictions on their shape and regularity:

**Assumption 5** For a fixed function space \( C(X) \), we make the following assumptions on the \( d \)-dimensional smoothing kernel \( K \):

(i) \( K \) is Hölder continuous with exponent \( \beta \) with \( \beta \in [0, 1] \);

(ii) \( \int_0^\infty K(r) r^{\beta + d - 1} \, dr < \infty \);

(iii) For all \( x \in \mathbb{R}^d \), we have \( \| K(\| x - \cdot \|/h) \| \in C(X) \) and there exists a function \( \varphi : (0, \infty) \to (0, \infty) \) such that

\[
\sup_{x \in \mathbb{R}^d} \| K(\| x - \cdot \|/h) \| \leq \varphi(h).
\]

It is easy to verify that for \( C = \text{Lip} \), Assumption 5 is met for the Triangle kernel, the Epanechnikov kernel, and the Gaussian kernel. Particularly, Condition (iii) holds for all these kernels with \( \| \cdot \| \) being the Lipschitz norm and \( \varphi(h) \leq O(h^{-1}) \). Moreover, as we shall see below, not all the conditions in Assumption 5 are required for the analysis conducted in this study and conditions assumed on the kernel will be specified explicitly.

We now show that given a \( d \)-dimensional smoothing kernel \( K \) as in Definition 3, one can easily construct a probability density on \( \mathbb{R}^d \).
Definition 6 (K-Smoothing of a Measure) Let $K$ be a $d$-dimensional smoothing kernel and $Q$ be a probability measure on $\mathbb{R}^d$. Then, for $h > 0$,

$$f_{Q,h}(x) := f_{Q,K,h}(x) := h^{-d} \int_{\mathbb{R}^d} K\left(\|x - x'\|/h\right) \, dQ(x'), \quad x \in \mathbb{R}^d,$$

is called a $K$-smoothing of $Q$.

It is not difficult to see that $f_{Q,h}$ defines a probability density on $\mathbb{R}^d$, since Fubini’s theorem yields that

$$\int_{\mathbb{R}^d} f_{Q,h}(x) \, dx = \int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} h^{-d} K\left(\|x - x'\|/h\right) \, dQ(x') \right) \, dx
= \int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} K(\|x\|) \, dx \right) \, dQ(x') = 1.$$

Let us denote $K_h : \mathbb{R}^d \to [0, +\infty)$ as

$$K_h(x) := h^{-d} K\left(\|x\|/h\right), \quad x \in \mathbb{R}^d. \quad (5)$$

Note that $K_h$ also induces a density function on $\mathbb{R}^d$ since there holds $\|K_h\|_1 = 1$.

For the sake of notational simplification, in what follows, we introduce the convolution operator $\ast$. Under this notation, we then see that $f_{Q,h}$ is the density of the measure that is the convolution of the measure $Q$ and $\nu_h = K_h \, d\lambda^d$. Recalling that $P$ is a probability measure on $\mathbb{R}^d$ with the corresponding density function $f$, by taking $Q := P$ with $dP = f \, d\lambda^d$, we have

$$f_{P,h} = K_h \ast f = f \ast K_h = K_h \ast dP. \quad (6)$$

Since $K_h \in L_\infty(\mathbb{R}^d)$ and $f \in L_1(\mathbb{R}^d)$, from Proposition (8.8) in Folland (1999) we know that $f_{P,h}$ is uniformly continuous and bounded. Specifically, when $Q$ is the empirical measure $D_n = \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$, the kernel density estimator for dynamical systems in this study can be expressed as

$$f_{D_n,h}(x) = K_h \ast dD_n(x) = \frac{1}{nh^d} \sum_{i=1}^n K\left(\frac{\|x - x_i\|}{h}\right). \quad (7)$$

From now on, for notational simplicity, we will suppress the subscript $n$ of $D_n$ and denote $D := D_n$, e.g., $f_{D,h} := f_{D_n,h}$.

3. Consistency and Convergence Analysis

In this section, we study the consistency and convergence rates of $f_{D,h}$ to the true density $f$ under $L_1$-norm and also $L_\infty$-norm for some special cases. Recall that $f_{D,h}$ is a nonparametric density estimator and so the criterion that measures its goodness-of-fit matters, which, for instance, includes $L_1$-distance, $L_2$-distance and $L_\infty$-distance.

In the literature of kernel density estimation, probably the most frequently employed criterion is the $L_2$-distance of the difference between $f_{D,h}$ and $f$, since it entails an exact
bias-variance decomposition and can be analyzed relatively easily by using Taylor expansion involved arguments. However, it is argued in Devroye and Györfi (1985) (see also Devroye and Lugosi (2001)) that $L_1$-distance could be a more reasonable choice since: it is invariant under monotone transformations; it is always well-defined as a metric on the space of density functions; it is also proportional to the total variation metric and so leads to better visualization of the closeness to the true density function than $L_2$-distance. The downside of using $L_1$-distance is that it does not admit an exact bias-variance decomposition and the usual Taylor expansion involved techniques for error estimation may not apply directly. Nonetheless, if we introduce the intermediate estimator $f_{P,h}$ in (6), obviously the following inequality holds

$$\|f_{D,h} - f\|_1 \leq \|f_{D,h} - f_{P,h}\|_1 + \|f_{P,h} - f\|_1.$$  

(8)

The consistency and convergence analysis in our study will be mainly conducted in the $L_1$ sense with the help of inequality (8). Besides, for some specific case, i.e., when the density $f$ is compactly supported, we are also concerned with the consistency and convergence of $f_{D,h}$ to $f$ under $L_\infty$-norm. In this case, there also holds the following inequality

$$\|f_{D,h} - f\|_\infty \leq \|f_{D,h} - f_{P,h}\|_\infty + \|f_{P,h} - f\|_\infty.$$  

(9)

It is easy to see that the first error term on the right-hand side of (8) or (9) is stochastic due to the empirical measure $D$ while the second one is deterministic because of its sampling-free nature. Loosely speaking, the first error term corresponds to the variance of the estimator $f_{D,h}$, while the second one can be treated as its bias although (8) or (9) is not an exact error decomposition. In our study, we proceed with the consistency and convergence analysis on $f_{D,h}$ by bounding the two error terms, respectively.

### 3.1 Bounding the Deterministic Error Term

Our first theoretical result on bounding the deterministic error term shows that, given a $d$-dimensional kernel $K$, the $L_1$-distance between its $K$-smooth of the measure $P$, i.e., $f_{P,h}$, and $f$ can be arbitrarily small by choosing the bandwidth appropriately. Moreover, under mild assumptions on the regularity of $f$ and $K$, the $L_\infty$-distance between the two quantities possesses a polynomial decay with respect to the bandwidth $h$.

**Theorem 7** Let $K$ be a $d$-dimensional smoothing kernel.

(i) For any $\varepsilon > 0$, there exists $0 < h_\varepsilon \leq 1$ such that for any $h \in (0, h_\varepsilon]$ we have

$$\|f_{P,h} - f\|_1 \leq \varepsilon.$$

(ii) If $K$ satisfies Condition (ii) in Assumption 5 and $f$ is $\alpha$-Hölder continuous with $\alpha \leq \beta$, then there holds

$$\|f_{P,h} - f\|_\infty \lesssim h^\alpha.$$
We now show that the $L_1$-distance between $f_{P,h}$ and $f$ can be upper bounded by their difference (in the sense of $L_\infty$-distance) on a compact domain of $\mathbb{R}^d$ together with their difference (in the sense of $L_1$-distance) outside this domain. As we shall see later, this observation will entail us to consider different classes of the true densities $f$. The following result is crucial in our subsequent analysis on the consistency and convergence rates of $f_{D,h}$.

**Theorem 8** Assume that $K$ is a $d$-dimensional smoothing kernel that satisfies Conditions (i) and (ii) in Assumption 5. For $h \leq 1$ and $r \geq 1$, we have

$$
\|f_{P,h} - f\|_1 \lesssim r^d \|f_{P,h} - f\|_\infty + P(H_{r/2}) + (h/r)^\beta.
$$

### 3.2 Bounding the Stochastic Error Term

We now proceed with the estimation of the stochastic error term $\|f_{D,h} - f_{P,h}\|_1$ by establishing probabilistic oracle inequalities. For the sake of readability, let us start with an overview of the analysis conducted in this subsection for bounding the stochastic error term.

#### 3.2.1 An Overview of the Analysis

In this study, the stochastic error term is tackled by using capacity-involved arguments and the Bernstein-type inequality established in Hang and Steinwart (2016). In the sequel, for any fixed $x \in \Omega \subset \mathbb{R}^d$, we write

$$
k_{x,h} := h^{-d} K(\|x - \cdot\|/h),
$$

and we further denote the centered random variable $\tilde{k}_{x,h}$ on $\Omega$ as

$$
\tilde{k}_{x,h} := k_{x,h} - \mathbb{E}_P k_{x,h}.
$$

It thus follows that

$$
\mathbb{E}_D \tilde{k}_{x,h} = \mathbb{E}_D k_{x,h} - \mathbb{E}_P k_{x,h} = f_{D,h}(x) - f_{P,h}(x),
$$

and consequently we have

$$
\|f_{D,h} - f_{P,h}\|_1 = \int_{\mathbb{R}^d} |\mathbb{E}_D \tilde{k}_{x,h}| \, dx,
$$

and

$$
\|f_{D,h} - f_{P,h}\|_\infty = \sup_{x \in \Omega} |\mathbb{E}_D \tilde{k}_{x,h}|.
$$

As a result, in order to bound $\|f_{D,h} - f_{P,h}\|_1$, it suffices to bound the supremum of the empirical process $\mathbb{E}_D \tilde{k}_{x,h}$ indexed by $x \in \mathbb{R}^d$. For any $r > 0$, there holds

$$
\|f_{D,h} - f_{P,h}\|_1 = \int_{B_r} |\mathbb{E}_D \tilde{k}_{x,h}| \, dx + \int_{H_r} |\mathbb{E}_D \tilde{k}_{x,h}| \, dx.
$$
The second term of the right-hand side of the above equality can be similarly dealt with as in the proof of Theorem 8. In order to bound the first term, we define \( \tilde{K}_{h,r} \) as the function set of \( \tilde{k}_{x,h} \) that corresponds to \( x \) which lies on a radius-\( r \) ball of \( \mathbb{R}^d \):

\[
\tilde{K}_{h,r} := \{ \tilde{k}_{x,h} : x \in B_r \} \subset L_\infty(\mathbb{R}^d).
\]

The idea here is to apply capacity-involved arguments and the Bernstein-type exponential inequality in Hang and Steinwart (2016) to the function set \( \tilde{K}_{h,r} \) and the associated empirical process \( \tilde{E}_D \tilde{k}_{x,h} \). The difference between \( f_{D,h} \) and \( f_{P,h} \) under the \( L_\infty \)-norm can be bounded analogously. Therefore, to further our analysis, we first need to bound the capacity of \( \tilde{K}_{h,r} \) in terms of covering numbers.

### 3.2.2 Bounding the Capacity of the Function Set \( \tilde{K}_{h,r} \)

**Definition 9 (Covering Number)** Let \( (X,d) \) be a metric space and \( A \subset X \). For \( \varepsilon > 0 \), the \( \varepsilon \)-covering number of \( A \) is denoted as

\[
\mathcal{N}(A,d,\varepsilon) := \min \left\{ n \geq 1 : \exists x_1, \ldots, x_n \in X \text{ such that } A \subset \bigcup_{i=1}^{n} B_d(x_i,\varepsilon) \right\},
\]

where \( B_d(x,\varepsilon) := \{ x' \in X : d(x,x') \leq \varepsilon \} \).

For a fixed \( r \geq 1 \), we consider the function set

\[
\mathcal{K}_{h,r} := \{ k_{x,h} : x \in B_r \} \subset L_\infty(\mathbb{R}^d).
\]

The following proposition provides an estimate of the covering number of \( \mathcal{K}_{h,r} \).

**Proposition 10** Let \( K \) be a \( d \)-dimensional smoothing kernel that satisfies Conditions (i) in Assumption 5 and \( h \in (0,1] \). Then there exists a positive constant \( c' \) such that for all \( \varepsilon \in (0,1] \), we have

\[
\mathcal{N}(\mathcal{K}_{h,r} , \| \cdot \|_\infty, \varepsilon) \leq c' r^d h^{-d} \frac{d^2}{\varepsilon^d} \frac{d}{\varepsilon}.
\]

### 3.2.3 Oracle Inequalities under \( L_1 \)-Norm, and \( L_\infty \)-Norm

We now establish oracle inequalities for the kernel density estimator (7) under \( L_1 \)-norm, and \( L_\infty \)-norm, respectively. These oracle inequalities will be crucial in establishing the consistency and convergence results of the estimator. Recall that the considered kernel density estimation problem is based on samples from an \( X \)-valued \( C \)-mixing process which is associated with an underlying function class \( C(X) \). As shown below, the established oracle inequality holds without further restrictions on the support of the density function \( f \).

**Theorem 11** Suppose that Assumption 5 holds. Let \( \mathcal{X} := (X_n)_{n \geq 1} \) be an \( X \)-valued stationary geometrically (time-reversed) \( C \)-mixing process on \( (\Omega, \mathcal{A}, \mu) \) with \( \| \cdot \|_C \) being defined for some semi-norm \( \| \cdot \| \) that satisfies Assumption 1. Then for all \( 0 < h \leq 1 \), \( r \geq 1 \) and
\( \tau \geq 1 \), there exists an \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \), with probability \( \mu \) at least \( 1 - 3e^{-\tau} \), there holds

\[
\|f_{D,h} - f_{P,h}\|_1 \lesssim \sqrt{\frac{(\log n)^{2/\gamma}r^d(\tau + \log \frac{nr}{h})}{h^d n}} + \frac{(\log n)^{2/\gamma}r^d(\tau + \log \frac{nr}{h})}{h^d n} + P(H_{r/4}) + \sqrt{\frac{32\tau(\log n)^{2/\gamma}}{n}} + \left(\frac{h}{r}\right)^\beta.
\]

Here \( n_0 \) will be given explicitly in the proof.

Our next result shows that when the density function \( f \) is compactly supported and bounded, an oracle inequality under \( L_\infty \)-norm can be also derived.

**Theorem 12** Let \( K \) be a \( d \)-dimensional kernel function that satisfies Conditions (i) and (iii) in Assumption 5. Let \( X := (X_n)_{n \geq 1} \) be an \( X \)-valued stationary geometrically (time-reversed) \( C \)-mixing process on \( (\Omega, \mathcal{A}, \mu) \) with \( \| \cdot \|_C \) being defined for some semi-norm \( \| \cdot \| \) that satisfies Assumption 1. Assume that there exists a constant \( r_0 \geq 1 \) such that \( \Omega \subseteq B_{r_0} \subseteq \mathbb{R}^d \) and the density function \( f \) satisfies \( \|f\|_\infty < \infty \). Then for all \( 0 < h \leq 1 \) and \( \tau > 0 \), there exists an \( n_0^* \in \mathbb{N} \) such that for all \( n \geq n_0^* \), with probability \( \mu \) at least \( 1 - e^{-\tau} \), there holds

\[
\|f_{D,h} - f_{P,h}\|_\infty \lesssim \sqrt{\frac{\|f\|_\infty(\tau + \log(\frac{nr}{h}))(\log n)^{2/\gamma}}{h^d n}} + \frac{K(0)(\tau + \log(\frac{nr}{h}))(\log n)^{2/\gamma}}{h^d n}.
\]

Here \( n_0^* \) will be given explicitly in the proof.

In Theorem 12, the kernel \( K \) is only required to satisfy Conditions (i) and (iii) in Assumption 5 whereas the condition that \( \int_0^\infty K(r)r^{\beta + d - 1} \, dr < \infty \) for some \( \beta > 0 \) is not needed. This is again due to the compact support assumption of the density function \( f \) as stated in Theorem 12.

### 3.3 Results on Universal Consistency

We now present results on the universal consistency property of the kernel density estimator \( f_{D,h} \) in the sense of \( L_1 \)-norm. A kernel density estimator \( f_{D,h} \) is said to be universally consistent in the sense of \( L_1 \)-norm if \( f_{D,h} \) converges to \( f \) almost surely under \( L_1 \)-norm without any further restrictions on the probability distribution \( P \).

**Theorem 13** Let \( K \) be a \( d \)-dimensional smoothing kernel that satisfies Conditions (i) and (iii) in Assumption 5. Let \( X := (X_n)_{n \geq 1} \) be an \( X \)-valued stationary geometrically (time-reversed) \( C \)-mixing process on \( (\Omega, \mathcal{A}, \mu) \) with \( \| \cdot \|_C \) being defined for some semi-norm \( \| \cdot \| \) that satisfies Assumption 1. If

\[
h_n \to 0 \quad \text{and} \quad \frac{nh_n^d}{(\log n)^{(2+\gamma)/\gamma}} \to \infty, \quad \text{as} \quad n \to \infty,
\]

then the kernel density estimator \( f_{D,h_n} \) is universally consistent in the sense of \( L_1 \)-norm.
3.4 Convergence Rates under $L_1$-Norm

The consistency result in Theorem 13 is independent of the probability distribution $P$ and is therefore said to be universal. In this subsection, we will show that if certain tail assumptions on $P$ are applied, convergence rates can be obtained under $L_1$-norm. Here, we consider three different situations, namely, the tail of the probability distribution $P$ has a polynomial decay, exponential decay and disappears, respectively.

**Theorem 14** Let $K$ be a $d$-dimensional smoothing kernel that satisfies Assumption 5. Assume that the density $f$ is $\alpha$-Hölder continuous with $\alpha \leq \beta$. Let $X := (X_n)_{n \geq 1}$ be an $X$-valued stationary geometrically (time-reversed) $C$-mixing process on $(\Omega, A, \mu)$ with $\| \cdot \|_C$ being defined for some semi-norm $\| \cdot \|$ that satisfies Assumption 1. We consider the following cases:

(i) $P(H_r) \lesssim r^{-\eta d}$ for some $\eta > 0$ and for all $r \geq 1$;

(ii) $P(H_r) \lesssim e^{-ar^\eta}$ for some $a > 0$, $\eta > 0$ and for all $r \geq 1$;

(iii) $P(H_{r_0}) = 0$ for some $r_0 \geq 1$.

For the above cases, if $n \geq n_0$ with $n_0$ the same as in Theorem 11, and the sequences $h_n$ are of the following forms:

(i) $h_n = \left( \frac{\log n}{n} \right)^{(2+\gamma)/\gamma} \left( \frac{1}{(1+\eta)(2\alpha+d)-\alpha} \right)^{\frac{1}{2} \gamma} n^{-\alpha};$

(ii) $h_n = \left( \frac{\log n}{n} \right)^{(2+\gamma)/\gamma} \left( \frac{1}{2\alpha+d} \right) \left( \log n \right)^{-\frac{d}{2} \frac{1}{2\alpha+d}} n^{-\alpha};$

(iii) $h_n = \left( \frac{\log n}{n} \right)^{(2+\gamma)/\gamma} \left( \frac{1}{2\alpha+d} \right) \left( \log n \right)^{-\frac{d}{2} \frac{1}{2\alpha+d}} n^{-\alpha};$

then with probability $\mu$ at least $1 - \frac{1}{n}$, there holds

$$\| f_{D,h_n} - f \|_1 \leq \varepsilon_n,$$

where the convergence rates

(i) $\varepsilon_n \lesssim \left( \frac{\log n}{n} \right)^{(2+\gamma)/\gamma} \left( \frac{\alpha n}{(1+\eta)(2\alpha+d)-\alpha} \right)^{\frac{1}{2} \gamma} n^{-\alpha};$

(ii) $\varepsilon_n \lesssim \left( \frac{\log n}{n} \right)^{(2+\gamma)/\gamma} \left( \frac{\alpha n}{2\alpha+d} \right) \left( \log n \right)^{-\frac{d}{2} \frac{\alpha+d}{2\alpha+d}} n^{-\alpha};$

(iii) $\varepsilon_n \lesssim \left( \frac{\log n}{n} \right)^{(2+\gamma)/\gamma} \left( \frac{\alpha n}{2\alpha+d} \right) \left( \log n \right)^{-\frac{d}{2} \frac{\alpha+d}{2\alpha+d}} n^{-\alpha}.$

3.5 Convergence Rates under $L_\infty$-Norm

In Subsection 3.2.3, when the density function $f$ is bounded and compactly supported, we establish oracle inequality of $f_{D,h}$ under $L_\infty$-norm. Combining this with the estimate of the deterministic error term in Theorem 7 (ii) under $L_\infty$-norm, we arrive at the following result that characterizes the convergence of $f_{D,h}$ to $f$ under $L_\infty$-norm.
Theorem 15 Let $K$ be a $d$-dimensional smoothing kernel that satisfies Conditions (i) and (iii) in Assumption 5. Let $X := (X_n)_{n \geq 1}$ be an $X$-valued stationary geometrically (time-reversed) $C$-mixing process on $(\Omega, \mathcal{A}, \mu)$ with $\| \cdot \|_C$ being defined for some semi-norm $\| \cdot \|$ that satisfies Assumption 1. Assume that there exists a constant $r_0 \geq 1$ such that $\Omega \subset B_{r_0} \subset \mathbb{R}^d$ and the density function $f$ is $\alpha$-Hölder continuous with $\alpha \leq 1$ and $\|f\|_\infty < \infty$. Then for all $n \geq n_0^*$ with $n_0^*$ as in Theorem 12, by choosing
\[ h_n = \left( (\log n)^{2+\gamma} / n \right)^{\frac{1}{2+\gamma}} \],
with probability $\mu$ at least $1 - \frac{1}{n}$, there holds
\[ \| f_{D,h_n} - f \|_\infty \lesssim \left( (\log n)^{2+\gamma} / n \right)^{\frac{\alpha}{2+\gamma}}. \] (12)

In Theorems 14 and 15, one needs to ensure that $n \geq n_0$ with $n_0$ as in Theorem 11 and $n \geq n_0^*$ with $n_0^*$ as in Theorem 12, respectively. One may also note that due to the involvement of the term $\varphi(h_n)$, the numbers $n_0$ and $n_0^*$ depend on the $h_n$. However, recalling that for the Triangle kernel, the Epanechnikov kernel, and the Gaussian kernel, we have $\varphi(h_n) \leq O(h_n^{-1})$, which, together with the choices of $h_n$ in Theorems 14 and 15, implies that $n_0$ and $n_0^*$ are well-defined. It should be also remarked that in the scenario where the density function $f$ is compactly supported and bounded, the convergence rate of $f_{D,h}$ to $f$ is not only obtainable, but also the same with that derived under $L_1$-norm. This is indeed an interesting observation since convergence under $L_\infty$-norm implies convergence under $L_1$-norm.

3.6 Comments and Discussions

This section presents some comments on the obtained theoretical results on the consistency and convergence rates of $f_{D,h}$ and compares them with related findings in the literature.

We highlight that in our analysis the density function $f$ is only assumed to be Hölder continuous. As pointed out in the introduction, in the context of dynamical systems, this seems to be more than a reasonable assumption. On the other hand, the consistency, as well as the convergence results obtained in our study, are of type “with high probability” due to the use of the Bernstein-type exponential inequality that takes into account the variance information of the random variables. From our analysis and the obtained theoretical results, one can also easily observe the influence of the dependence among observations. For instance, from Theorem 13 we see that with increasing dependence among observations (corresponding to smaller $\gamma$), in order to ensure the universal consistency of $f_{D,h_n}$, the decay of $h_n$ (with respect to $n^{-1}$) is required to be faster. This is in fact also the case if we look at results on the convergence rates in Theorems 14 and 15. Moreover, the influence of the dependence among observations is also indicated there. That is, an increase of the dependence among observations may slow down the convergence of $f_{D,h}$ in the sense of both $L_1$-norm and $L_\infty$-norm. It is also interesting to note that when $\gamma$ tends to infinity, which corresponds to the case where observations can be roughly treated as independent ones, meaningful convergence rates can be also deduced. It turns out that, up to a logarithmic factor, the established convergence rates (12) under $L_\infty$-norm, namely, $O((\log n)^{2+\gamma} / n)^{\alpha/(2+\gamma)}$, match the optimal rates in the i.i.d. case, see, e.g., Khas’minskii (1979) and Stone (1983).
As mentioned in the introduction, there exist several studies in the literature that address the kernel density estimation problem for dynamical systems. For example, Bosq and Guégan (1995) conducted some first studies and showed the point-wise consistency as well as convergence (in expectation) of the kernel density estimator. The convergence rates obtained in their study are of the type $O(n^{-\frac{4}{4+2d}})$, which are conducted in terms of the variance of $f_{D,h}$. The notion they used for measuring the dependence among observations is $\alpha$-mixing coefficient (see A3 in Bosq and Guégan (1995)). Considering the density estimation problem for one-dimensional dynamical systems, Prieur (2001) presented some studies on the kernel density estimator $f_{D,h}$ by developing a central limit theorem and apply it to bound the variance of the estimator. Further some studies on the kernel density estimation of the invariant Lebesgue density for dynamical systems were conducted in Blanke et al. (2003). By considering both dynamical noise and observational noise, point-wise convergence of the estimator $f_{D,h}$ in expectation was established, i.e., the convergence of $\mathbb{E}f_{D,h}(x) - f(x)$ for any $x \in \mathbb{R}^d$. Note further that these results rely on the second-order smoothness and boundedness of $f$. Therefore, the second-order smoothness assumption on the density function together with the point-wise convergence in expectation makes it different from our work. In particular, under the additional assumption on the tail of the noise distribution, the convergence of $\mathbb{E}(f_{D,h}(x) - f(x))^2$ for any fixed $x \in \mathbb{R}^d$ is of the order $O(n^{-\frac{2}{2+\beta d}})$ with $\beta \geq 1$. Concerning the convergence of $f_{D,h}$ in a dynamical system setup, Maume-Deschamps (2006) also presented some interesting studies which in some sense also motivated our work here. By using also the $C$-mixing concept as adopted in our study to measure the dependence among observations from dynamical systems, she presented the point-wise convergence of $f_{D,h}$ with the help of Hoeffding-type exponential inequality (see Proposition 3.1 in Maume-Deschamps (2006)). The assumption applied on $f$ is that it is bounded from below and also $\alpha$-Hölder continuous (more precisely, $f$ is assumed to be $\alpha$-regular, see Assumption 2.3 in Maume-Deschamps (2006)). Hence, from the above discussions, we suggest that the work we present in this study is essentially different from that in Maume-Deschamps (2006).

4. Bandwidth Selection and Simulation Studies

This section discusses the model selection problem of the kernel density estimator (7) by performing numerical simulation studies. In the context of kernel density estimation, model selection is mainly referred to the choice of the smoothing kernel $K$ and the selection of the kernel bandwidth $h$, which are of crucial importance for the practical implementation of the data-driven density estimator. According to our experimental experience and also the empirical observations reported in Maume-Deschamps (2006), it seems that the choice of the kernel or the noise does not have a significant influence on the performance of the estimator. Therefore, our emphasis will be placed on the bandwidth selection problem in our simulation studies.

4.1 Several Bandwidth Selectors

In the literature of kernel density estimation, various bandwidth selectors have been proposed, several typical examples of which have been alluded to in the introduction. When turning to the case with dependent observations, the bandwidth selection problem has been also drawing much attention, see e.g., Hart and Vieu (1990); Chu and Marron (1991);
Among existing bandwidth selectors, probably the most frequently employed ones are based on the cross-validation ideas. For cross-validation bandwidth selectors, one tries to minimize the integrated squared error (ISE) of the empirical estimator $f_{D,h}$ where

$$\text{ISE}(h) := \int (f_{D,h} - f)^2 = \int f_{D,h}^2 - 2 \int f_{D,h} \cdot \int f + \int f^2.$$  

Note that on the right-hand side of the above equality, the last term $\int f^2$ is independent of $h$ and so the minimization of ISE($h$) is equivalent to minimize

$$\int f_{D,h}^2 - 2 \int f_{D,h} \cdot \int f.$$ 

It is shown that with i.i.d observations, an unbiased estimator of the above quantity, which is termed as least squares cross-validation (LSCV), is given as follows:

$$\text{LSCV}(h) := \int f_{D,h}^2 - \frac{2}{n} \sum_{i=1}^{n} \hat{f}_{-i,h}(x_i), \quad (13)$$

where the leave-one-out density estimator $\hat{f}_{-i,h}$ is defined as

$$\hat{f}_{-i,h}(x) := \frac{1}{n-1} \sum_{j \neq i} K_h(x - x_j).$$

When the observations are dependent, it is shown that cross-validation can produce much under-smoothed estimates, see e.g., Hart and Wehrly (1986); Hart and Vieu (1990). Observing this, Hart and Vieu (1990) proposed the modified least squares cross-validation (MLSCV), which is defined as follows

$$\text{MLSCV}(h) := \int f_{D,h}^2 - \frac{2}{n} \sum_{i=1}^{n} \hat{f}_{-i,h,l_n}(x_i), \quad (14)$$

where $l_n$ is set to 1 or 2 as suggested in Hart and Vieu (1990) and

$$\hat{f}_{-i,h,l_n}(x) := \frac{1}{\# \{ j : |j - i| > l_n \}} \sum_{|j-i|>l_n} K_h(x - x_j).$$

The underlying intuition of proposing MLSCV is that when estimating the density of a fixed point, ignoring observations in the vicinity of this point may be help in reducing the influence of dependence among observations. However, when turning to the $L_1$ point of view, the above bandwidth selectors may not work well due to the use of the least squares criterion. Alternatively, Devroye (1989) proposed the double kernel bandwidth selector that minimizes the following quantity

$$\text{DKM}(h) := \int |f_{D,h,K} - f_{D,h,L}|, \quad (15)$$

where $f_{D,h,K}$ and $f_{D,h,L}$ are kernel density estimators based on the kernels $K$ and $L$, respectively. Some rigorous theoretical treatments on the effectiveness of the above bandwidth selector were made in Devroye (1989).

Our purpose in simulation studies is to conduct empirical comparisons among the above bandwidth selectors in the dynamical system context instead of proposing new approaches.
4.2 Experimental Setup

In our experiments, observations $x_1, \ldots, x_n$ are generated from the following model\(^1\)

\[
\begin{align*}
\tilde{x}_i &= T_i(x_0), \\
 x_i &= \tilde{x}_i + \varepsilon_i, \quad i = 1, \ldots, n,
\end{align*}
\]

where $\varepsilon_i \sim \mathcal{N}(0, \sigma^2)$, $\sigma$ is set to 0.01 and the initial state $x_0$ is randomly generated based on the density $f$. For the map $T$ in (16), we choose Logistic map in Example 1 and Gauss map in Example 2. We vary the sample size among $\{5 \times 10^2, 10^3, 5 \times 10^3, 10^4\}$, implement bandwidth selection procedures over 20 replications and select the bandwidth from a grid of values in the interval $[h_L, h_U]$ with 100 equispaced points. Here, $h_L$ is set as the minimum distance between consecutive points $x_i, i = 1, \ldots, n$ (Devroye and Lugosi, 1997), while $h_U$ is chosen according to the maximal smoothing principle proposed in Terrell (1990). Throughout our experiments, we use the Gaussian kernel for the kernel density estimators.

In our experiments, we conduct comparisons among the above-mentioned bandwidth selectors which are, respectively, denoted as follows:

- LSCV: the least squares cross-validation given in (13);
- MLSCV-1: the modified least squares cross-validation in (14) with $l_n = 1$;
- MLSCV-2: the modified least squares cross-validation in (14) with $l_n = 2$;
- DKM: the double kernel method defined in (15) where the two kernels used here are the Epanechnikov kernel and the Triangle kernel, respectively.

In the experiments, due to the known density functions for Logistic map and Gauss map, and in accordance with our previous analysis from the $L_1$ point of view, the criterion of comparing different selected bandwidths is the following absolute mean error (AME):

\[
\text{AME}(h) = \frac{1}{m} \sum_{i=1}^{m} |f_{D,h}(u_i) - f(u_i)|,
\]

where $u_1, \ldots, u_m$ are $m$ equispaced points in the interval $[0, 1]$ and $m$ is set to 10000. We also compare the selected bandwidth with the one that has the minimum absolute mean error which serves as a baseline method in our experiments.

4.3 Simulation Results and Observations

The AMEs of the above bandwidth selectors for Logistic map in Example 1 and Gauss map in Example 2 over 20 replications are averaged and recorded in Tables 1 and 2 below.

---

1. Note that here the observational noise is assumed for the considered dynamical system (16), which differs from (2) and can be a more realistic setup from an empirical and experimental viewpoint. In fact, it is observed also in Maume-Deschamps (2006) that the influence of low SNR noise is not obvious in density estimation. We therefore adopt this setup in our experiments. All the observations reported in this experimental section apply to the noiseless case (2).
In Figs. 1 and 2, we also plot the kernel density estimators for Logistic map in Example 1 and Gauss map in Example 2 with different bandwidths and their true density functions with different sample sizes. The sample size of each panel, in Figs. 1 and 2, from up to bottom, is $10^3$, $10^4$ and $10^5$, respectively. In each panel, the densely dashed black curve represents the true density, the dotted blue curve is the estimated density function with the bandwidth selected by the baseline method while the solid red curve stands for the estimated density with the bandwidth selected by the double kernel method. All density functions in Figs. 1 and 2 are plotted with 100 equispaced points in the interval $(0, 1)$.

Table 1: The AMEs of Different Bandwidth Selectors for Logistic Map in Example 1

| sample size | LSCV   | MLSCV-1 | MLSCV-2 | DKM   | Baseline |
|-------------|--------|---------|---------|-------|----------|
| $5 \times 10^2$ | .3372  | .3369   | .3372   | .3117 | .3013    |
| $1 \times 10^3$ | .2994  | .2994   | .2994   | .2804 | .2770    |
| $5 \times 10^3$ | .2422  | .2422   | .2422   | .2340 | .2326    |
| $1 \times 10^4$ | .2235  | .2235   | .2235   | .2220 | .2192    |

Table 2: The AMEs of Different Bandwidth Selectors for Gauss Map in Example 2

| sample size | LSCV   | MLSCV-1 | MLSCV-2 | DKM   | Baseline |
|-------------|--------|---------|---------|-------|----------|
| $5 \times 10^2$ | .1027  | .1026   | .1059   | .1181 | .0941    |
| $1 \times 10^3$ | .0925  | .0933   | .0926   | .0925 | .0878    |
| $5 \times 10^3$ | .0626  | .0626   | .0626   | .0586 | .0585    |
| $1 \times 10^4$ | .0454  | .0454   | .0454   | .0440 | .0439    |

From Tables 1 and 2, and Figs. 1 and 2, we see that the true density functions of Logistic map and Gauss map can be approximated well with enough observations and the double kernel method works slightly better than the other three methods for the two dynamical systems. In fact, according to our experimental experience, we find that the bandwidth selector of the kernel density estimator for a dynamical system is usually ad-hoc. That is, for existing bandwidth selectors, there seems no a universal optimal one that can be applicable to all dynamical systems and outperforms the others. Therefore, further exploration and insights on the bandwidth selection problem in the dynamical system context certainly deserve future study. On the other hand, we also notice that due to the presence of dependence among observations generated by dynamical systems, the sample size usually needs to be large enough to approximate the density function well. This can be also seen from the plotted density functions in Figs. 1 and 2 with varying sample sizes.

Aside from the above observations, not surprisingly, from Figs. 1 and 2, we also observe the boundary effect (Gasser et al., 1985) from the kernel density estimators for dynamical systems, which seems to be even more significant than the i.i.d case. From a practical implementation view, some special studies are arguably called for addressing this problem.
Figure 1: Plots of the kernel density estimators $f_{D,h}$ for Logistic map in Example 1 with different bandwidths and its true density with different sample sizes. The sample size of each panel, from up to bottom, is $10^3$, $10^4$ and $10^5$, respectively. In each panel, the dashed black curve represents the true density of Logistic map, the dotted blue curve is the estimated density of Logistic map with the bandwidth selected by the baseline method while the solid red curve stands for the estimated density of Logistic map with the bandwidth selected by the double kernel method. All curves are plotted with 100 equispaced points in the interval $(0, 1)$. 
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Figure 2: Plots of the kernel density estimators $f_{D,h}$ for Gauss map in Example 2 with different bandwidths and its true density with different sample sizes. The sample size of each panel, from up to bottom, is $10^3$, $10^4$ and $10^5$, respectively. In each panel, the dashed black curve represents the true density of Gauss map, the dotted blue curve is the estimated density of Gauss map with the bandwidth selected by the baseline method while the solid red curve stands for the estimated density of Gauss map with the bandwidth selected by the double kernel method. All curves are plotted with 100 equispaced points in the interval $(0, 1)$. 
5. Proofs of Section 3

Proof [of Theorem 7] (i) Since the space of continuous and compactly supported functions \( C_c(\mathbb{R}^d) \) is dense in \( L_1(\mathbb{R}^d) \), we can find \( f \in C_c(\mathbb{R}^d) \) such that

\[ \| f - \tilde{f} \|_1 \leq \varepsilon / 3, \quad \forall \varepsilon > 0. \]

Therefore, for any \( \varepsilon > 0 \), we have

\[
\| f_{P,h} - f \|_1 = \int_{\mathbb{R}^d} |f * K_h - f| \, dx \\
\leq \int_{\mathbb{R}^d} |f * K_h - \tilde{f} * K_h| \, dx + \int_{\mathbb{R}^d} |\tilde{f} * K_h - \tilde{f}| \, dx + \int_{\mathbb{R}^d} |f - \tilde{f}| \, dx \quad (17)
\]

where \( K_h \) is defined in (5) and the last inequality follows from the fact that

\[ \| f * K_h - \tilde{f} * K_h \|_1 \leq \| f - \tilde{f} \|_1 \leq \varepsilon / 3. \]

The above inequality is due to Young’s inequality (8.7) in Folland (1999). Moreover, there exist a constant \( M > 0 \) such that \( \text{supp}(f) \subset B_M \) and a constant \( r > 0 \) such that

\[
\int_{H_r} K(\|x\|) \, dx \leq \frac{\varepsilon}{9\|f\|_1}.
\]

Now we define \( L : \mathbb{R}^d \to [0, \infty) \) by

\[ L(x) := 1_{[-r,r]}(\|x\|)K(\|x\|) \]

and \( L_h : \mathbb{R}^d \to [0, \infty) \) by

\[ L_h(x) := h^{-d}L(x/h). \]

Then we have

\[
\int_{\mathbb{R}^d} |\tilde{f} * K_h - f| \, dx \leq \int_{\mathbb{R}^d} |\tilde{f} * K_h - \tilde{f} * L_h| \, dx + \int_{\mathbb{R}^d} |\tilde{f} * L_h - f| \, dx \\
\leq \| \tilde{f} \|_1 \| K_h - L_h \|_1 + \int_{\mathbb{R}^d} \left| \tilde{f} * L_h - \int_{\mathbb{R}^d} L_h \, dx \right| \, dx \\
+ \int_{\mathbb{R}^d} \left| \tilde{f} * \int_{\mathbb{R}^d} (L_h - K_h) \, dx \right| \, dx \\
\leq 2 \| \tilde{f} \|_1 \| K_h - L_h \|_1 + \int_{\mathbb{R}^d} \left| \tilde{f} * L_h - \int_{\mathbb{R}^d} L_h \, dx \right| \, dx.
\]

Moreover, we have

\[
\| K_h - L_h \|_1 = \int_{\mathbb{R}^d} \frac{1}{h^d} \, dx \left| 1_{[-r,r]} \left( \frac{\|x\|}{h} \right) K \left( \frac{\|x\|}{h} \right) - K \left( \frac{\|x\|}{h} \right) \right| \, dx \\
= \int_{\mathbb{R}^d} \left| 1_{[-r,r]}(\|x\|)K(\|x\|) - K(\|x\|) \right| \, dx \\
= \int_{H_r} K(\|x\|) \, dx \leq \frac{\varepsilon}{9\|f\|_1}.
\]
Finally, for $h \leq 1$, we have
\[
\int_{\mathbb{R}^d} \left| \hat{f} * L_h - \hat{f} \int_{\mathbb{R}^d} L_h \, dx \right| \, dx = \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \left( \hat{f}(x - x') - \hat{f}(x) \right) L_h(x') \, dx' \right| \, dx \\
\leq \int_{B_{r+M}} \int_{\mathbb{R}^d} |\hat{f}(x - x') - \hat{f}(x)| L_h(x') \, dx' \, dx.
\]
Since $\hat{f}$ is uniformly continuous, there exists a constant $h_\varepsilon > 0$ such that for all $h \leq h_\varepsilon$ and $\|x'\| \leq rh$, we have
\[
|\hat{f}(x - x') - \hat{f}(x)| \leq \varepsilon' := \frac{\varepsilon}{9(r + M)^d \lambda_d(B_1)}.
\]
Consequently we obtain
\[
\int_{\mathbb{R}^d} |\hat{f}(x - x') - \hat{f}(x)| L_h(x') \, dx' \leq \varepsilon' \int_{B_{r+h}} L_h(x') \, dx' \leq \varepsilon' \int_{\mathbb{R}^d} K_h \, dx = \varepsilon'.
\]
Therefore, we obtain
\[
\int_{\mathbb{R}^d} \left| \hat{f} * L_h - \hat{f} \int_{\mathbb{R}^d} L_h \, dx \right| \, dx \leq \int_{B_{r+M}} \varepsilon' \, dx = \frac{\varepsilon}{9}
\] (18)
and consequently the assertion can be proved by combining estimates in (17) and (18).

(ii) The $\alpha$-Hölder continuity of $f$ tells us that for any $x \in \mathbb{R}^d$, there holds
\[
|f_{P,h}(x) - f(x)| = \frac{1}{h^d} \int_{\mathbb{R}^d} K\left(\frac{\|x - x'\|}{h}\right) f(x') \, dx' - f(x) = \int_{\mathbb{R}^d} K(|x'|) f(x + hx') - f(x) \, dx' = \int_{\mathbb{R}^d} K(|x'|)(f(x + hx') - f(x)) \, dx' \lesssim \int_{\mathbb{R}^d} K(|x'|)(h\|x'\|) \alpha \, dx' \lesssim \int_{\mathbb{R}^d} K(|x'|)h^\alpha \|x'\|_{l_2}^\alpha \, dx' \lesssim h^\alpha \int_0^\infty K(r)r^{\alpha+d-1} \, dr \lesssim h^\alpha.
\]
We thus have completed the proof of Theorem 7. 

The following lemma, which will be used several times in the sequel, supplies the key to the proof of Theorem 8.

**Lemma 16** Let the assumptions of Theorem 8 hold and $k_{x,h}$ be defined in (10). Then, for an arbitrary probability measure $Q$ on $\mathbb{R}^d$, we have
\[
\int_{H_r} \mathbb{E}_Q k_{x,h} \, dx \lesssim Q(H_r/2) + (h/r)^\beta.
\]
Proof [of Lemma 16] For a positive constant $t_0$, we have

$$\int_{H_r} \mathbb{E}_P k_{x,h} \, dx = \int_{H_r} \int_{\mathbb{R}^d} h^{-d} K(\|x-x'/h\|) \, dP(x') \, dx$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(\|x\|) \mathbf{1}_{H_r}(hx + x') \, dx \, dP(x')$$

$$= \int_{\mathbb{R}^d} K(\|x\|) \int_{\mathbb{R}^d} \mathbf{1}_{H_r}(hx + x') \, dP(x') \, dx$$

$$\leq \int_{B_{t_0}} K(\|x\|) \int_{\mathbb{R}^d} \mathbf{1}_{H_r}(hx + x') \, dP(x') \, dx + \int_{H_r} K(\|x\|) \, dx.$$

On the other hand, it is easy to see that $\mathbf{1}_{H_r}(hx + x') = 1$ if and only if $\|hx + x'\| \geq r$. Now we set $t_0 := \frac{d}{2h}$. In this case, if we additionally have $x \in B_{t_0}$, then $\|x'\| \geq r - h\|x\| \geq r - ht_0 = r/2$. Therefore, we come to the following estimate

$$\int_{H_r} \mathbb{E}_P k_{x,h} \, dx \leq \int_{B_{t_0}} K(\|x\|) P(H_{r/2}) \, dx + \int_{H_r} K(\|x\|) \, dx$$

$$\leq P(H_{r/2}) + \int_{t_0}^{\infty} K(t)t^{-d-1} \, dt$$

$$\leq P(H_{r/2}) + \int_{t_0}^{\infty} K(t)t^\beta t^{-d-\beta-1} \, dt$$

$$\leq P(H_{r/2}) + t_0^{-\beta}$$

$$\leq P(H_{r/2}) + (h/r)^\beta.$$

We thus have shown the assertion of Lemma 16. \qed

Proof [of Theorem 8] We decompose $\|f_{P,h} - f\|_1$ as follows

$$\|f_{P,h} - f\|_1 = \int_{B_r} |f_{P,h} - f| \, dx + \int_{H_r} |f_{P,h} - f| \, dx$$

$$\leq \lambda^d(B_r) \|f_{P,h} - f\|_\infty + \int_{H_r} \mathbb{E}_P k_{x,h} \, dx + \int_{H_r} f \, dx$$

$$\leq \lambda^d \|f_{P,h} - f\|_\infty + \int_{H_r} \mathbb{E}_P k_{x,h} \, dx + P(H_r).$$

Combining the two estimates in (20) and (19), we obtain the desired conclusion. \qed

To prove Proposition 10, we need the following lemmas.

Lemma 17 Let $(X, d)$ and $(Y, e)$ be metric spaces and $T : X \to Y$ be an $\alpha$-Hölder continuous function with constant $c$. Then, for $A \subset X$ and all $\varepsilon > 0$ we have

$$N(T(A), e, ce^\alpha) \leq N(A, d, \varepsilon).$$
Proof [of Lemma 17] Let \( x_1, \ldots, x_n \) be an \( \varepsilon \)-net of \( A \), that is, \( A \subset \bigcup_{i=1}^{n} B_d(x_i, \varepsilon) \). For \( i = 1, \ldots, n \), we set \( y_i := T(x_i) \). Now, it only suffices to show that this gives a \( c\varepsilon^\alpha \)-net of \( T(A) \).

In fact, supposing that \( y \in T(B_d(x_i, \varepsilon)) \), then there exists \( x \in B_d(x_i, \varepsilon) \) such that \( T(x) = y \). This implies

\[
e(T(x), T(x_i)) \leq c d^\alpha(x, x_i) \leq c\varepsilon^\alpha.
\]

Therefore, we have \( T(B_d(x_i, \varepsilon)) \subset B_{c\varepsilon^\alpha}(y) \). That is, \( y_1, \ldots, y_n \) is a \( c\varepsilon^\alpha \)-net of \( T(A) \). This completes the proof of Lemma 17.

Remark 18 We remark that when \( X \) is a Banach space with the norm \( \| \cdot \| \), then for any \( c > 0 \) there holds

\[
\mathcal{N}(cA, \| \cdot \|, \varepsilon) = \mathcal{N}(A, \| \cdot \|, \varepsilon/c).
\]

Lemma 19 Let \( \| \cdot \|' \) be another norm on \( \mathbb{R}^d \). Then for all \( \varepsilon \in (0, 1] \) we have

\[
\mathcal{N}(B_1, \| \cdot \|', \varepsilon) \lesssim \varepsilon^{-d}.
\]

Proof [of Lemma 19] It is a straightforward conclusion of Proposition 1.3.1 in Carl and Stephani (1990) and Lemma 6.21 in Steinwart and Christmann (2008).

Lemma 20 Let \( K \) be a \( d \)-dimensional smoothing kernel that satisfies Conditions (i) in Assumption 5. Let \( h > 0 \) be the bandwidth parameter, and \( k_{x,h} \) be defined in (10) for any \( x \in \mathbb{R}^d \). Then we have

\[
\sup_{y \in \mathbb{R}^d} |k_{x,h}(y) - k_{x',h}(y)| \leq \frac{c}{h^{\beta+d}} \|x - x'|^\beta, \quad x, x' \in \mathbb{R}^d,
\]

where \( c \) is a positive constant.

Proof [of Lemma 20] From the definition of \( k_{x,h} \) and the fact that \( K \) is a \( d \)-dimensional \( \beta \)-Hölder continuous kernel, we have

\[
|k_{x,h}(y) - k_{x',h}(y)| = \frac{1}{h^d} \left| K\left(\frac{\|x - y\|}{h}\right) - K\left(\frac{\|x' - y\|}{h}\right)\right|
\leq \frac{c}{h^d} \left| \frac{\|x - y\|}{h} - \frac{\|x' - y\|}{h} \right|^{\beta}
\leq c h^{-(\beta+d)} \|x - x'|^\beta,
\]

where \( c \) is a positive constant. The desired conclusion is thus obtained.
Proof [of Proposition 10] Lemma 20 reveals that \( K_{h,r} \) is the image of Hölder continuous map \( B_r \rightarrow L_\infty(\mathbb{R}^d) \) with the constant \( ch^{-(\beta+d)} \). By Lemmas 17 and 19 we obtain

\[
N(K_{h,r}, \| \cdot \|_\infty, \varepsilon) \leq N(B_1, \| \cdot \|, \varepsilon h^{\beta/(\beta+d)} c^{-d/\beta}) \leq c' \left( \frac{\varepsilon h^{\beta+d}}{cr^\beta} \right)^{-d/\beta},
\]

where \( c' \) is a constant independent of \( \varepsilon \). This completes the proof of Proposition 10. 

The following Bernstein-type exponential inequality, which was developed recently in Hang and Steinwart (2016), will serve as one of the main ingredients in the consistency and convergence analysis of the kernel density estimator (7). It can be stated in the following general form:

**Theorem 21 (Bernstein Inequality (Hang and Steinwart, 2016))** Assume that \( X := (X_n)_{n \geq 1} \) is an \( X \)-valued stationary geometrically (time-reversed) \( C \)-mixing process on \((\Omega, \mathcal{A}, \mu)\) with \( \| \cdot \|_C \) be defined by (3) for some semi-norm \( \| \cdot \| \) satisfying Condition (ii) in Assumption 1, and \( P := \mu X_1 \). Moreover, let \( g : X \rightarrow \mathbb{R} \) be a function such that \( g \in C(X) \) with \( \mathbb{E}_P g = 0 \) and assume that there exist some \( A > 0, B > 0, \) and \( \sigma \geq 0 \) such that \( \| g \| \leq A, \| g \|_\infty \leq B, \) and \( \mathbb{E}_P g^2 \leq \sigma^2 \). Then, for all \( \tau > 0, k \in \mathbb{N}, \) and

\[
n \geq n_0 := \max \left\{ \min \left\{ m \geq 3 : m \geq \left( \frac{800c_0(3A+B)}{B} \right)^{1/k} \text{ and } \frac{m}{(\log m)^{2/\gamma}} \geq 4 \right\}, e^{k+1} \right\},
\]

with probability \( \mu \) at least \( 1 - 4e^{-\tau} \), there holds

\[
\left| \frac{1}{n} \sum_{i=1}^{n} g(X_i) \right| \leq \sqrt{\frac{8(\log n)^{2/\gamma} \sigma^2 \tau}{n} + \frac{8(\log n)^{2/\gamma} B \tau}{3n}}.
\]

**Proof** [of Theorem 11] Let the notations \( k_{x,h} \) and \( \tilde{k}_{x,h} \) be defined in (10) and (11), respectively, that is, \( k_{x,h} := h^{-d} K(||x - \cdot||/h), \) and \( \tilde{k}_{x,h} := k_{x,h} - \mathbb{E}_P k_{x,h} \). We first assume that \( x \in \mathbb{R}^d \) is fixed and then estimate \( \mathbb{E}_D f_{x,h} \) by using Bernstein’s inequality in Theorem 21. For this purpose, we shall verify the following conditions: Obviously, we have \( \mathbb{E}_P \tilde{k}_{x,h} = 0 \). Moreover, simple estimates yield

\[
\| \tilde{k}_{x,h} \|_\infty \leq 2 \| k_{x,h} \|_\infty \leq 2h^{-d} \| K \|_\infty \leq 2h^{-d} K(0)
\]

and

\[
\mathbb{E}_P \tilde{k}_{x,h}^2 \leq \mathbb{E}_P k_{x,h}^2 = \int_{\mathbb{R}^d} k_{x,h}^2(x')dP(x').
\]
Finally, the first condition in Assumption 1 and Condition (iii) in Assumption 5 imply
\[ \|\tilde{k}_{x,h}\| \leq \|k_{x,h}\| \leq h^{-d} \sup_{x \in \mathbb{R}^d} \|K((\cdot / h)\| \leq h^{-d}\varphi(h). \]

Now we can apply the Bernstein-type inequality in Theorem 21 and obtain that for \( n \geq n_1 \), for any fixed \( x \in \mathbb{R}^d \), with probability \( \mu \) at most \( 4e^{-\tau} \), there holds
\[ |\mathbb{E}_D \tilde{k}_{x,h}| \geq \sqrt{\frac{8\tau (\log n)^{2/\gamma} \int_{\mathbb{R}^d} k^2_{x,h}(x')dP(x')}{n}} + \frac{16\tau (\log n)^{2/\gamma} K(0)}{3h^d n}, \]
where
\[ n_1 := \max \left\{ \min \left\{ m \geq 3 : m \geq \left( \frac{808c_0(3h^{-d}\varphi(h) + K(0))}{2K(0)} \right) \frac{1}{\tau} \text{ and } \frac{m}{(\log m)^{\frac{3}{2}}} \geq 4 \right\} , e^{\frac{4\tau}{\gamma}} \right\}. \]

Consider the function set \( \tilde{K}_{h,r} := \{ \tilde{k}_{x,h} : x \in B_r \} \). We choose \( y_1, \ldots, y_m \in B_r \) such that \( \{\tilde{k}_{y_1,h}, \ldots, \tilde{k}_{y_m,h}\} \) is a minimal \( \varepsilon/2 \)-net of \( \tilde{K}_{h,r} = \{k_{x,h} : x \in B_r\} \) with respect to \( \| \cdot \|_\infty \). Noticing the following relation
\[ \|k_{x,h} - \tilde{k}_{y_j,h}\|_\infty \leq 2\|k_{x,h} - k_{y_j,h}\|_\infty \leq \varepsilon, \]
we know that \( \{\tilde{k}_{y_1,h}, \ldots, \tilde{k}_{y_m,h}\} \) is an \( \varepsilon \)-net of \( \tilde{K}_{h,r} \) with respect to \( \| \cdot \|_\infty \). Note that here we have \( m = N(K_{h,r}, \| \cdot \|_\infty, \frac{\varepsilon}{2}) \), since the net is minimal. From Proposition 10, we know that there exists a positive constant \( c \) independent of \( \varepsilon \) such that \( \log m \leq c \log \frac{1}{\varepsilon} \). From the estimate in (21) and a union bound argument, with probability \( \mu \) at least \( 1 - 4me^{-\tau} \), the following estimate holds
\[ \sup_{j=1,\ldots,m} |\mathbb{E}_D \tilde{k}_{y_j,h}| \leq \sqrt{\frac{8\tau (\log n)^{2/\gamma} \int_{\mathbb{R}^d} k^2_{y_j,h}(x')dP(x')}{n}} + \frac{16\tau (\log n)^{2/\gamma} K(0)}{h^d n}. \]

By a simple variable transformation, we see that with probability \( \mu \) at least \( 1 - e^{-\tau} \), there holds
\[ \sup_{j=1,\ldots,m} |\mathbb{E}_D \tilde{k}_{y_j,h}| \leq \sqrt{\frac{8(\log n)^{2/\gamma} \int_{\mathbb{R}^d} k^2_{y_j,h}(x')dP(x') (\tau + \log(4m))}{n}} \]
\[ + \frac{16(\log n)^{2/\gamma} K(0)(\tau + \log(4m))}{h^d n}. \]

Recalling that \( \{k_{y_1,h}, \ldots, k_{y_m,h}\} \) is an \( \varepsilon/2 \)-net of \( K_{h,r} \), this implies that, for any \( x \in B_r \), there exists \( y_j \) such that \( \|k_{x,h} - k_{y_j,h}\|_\infty \leq \varepsilon/2 \). Then we have
\[ \left| |\mathbb{E}_D \tilde{k}_{x,h} - |\mathbb{E}_D \tilde{k}_{y_j,h}| \right| \leq \left| |\mathbb{E}_D k_{x,h} - |\mathbb{E}_D k_{y_j,h}| \right| \leq |\mathbb{E}_D k_{x,h} - |\mathbb{E}_D k_{y_j,h}| + |\mathbb{E}_P k_{x,h} - |\mathbb{E}_P k_{y_j,h}| \leq \|k_{x,h} - k_{y_j,h}\|_{L_1(D)} + \|k_{x,h} - k_{y_j,h}\|_{L_1(P)} \leq \varepsilon, \]
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and consequently
\[ |E_D \tilde{k}_{x,h}| \leq |E_D \tilde{k}_{y_j,h}| + \varepsilon. \quad (23) \]

By setting \( a := 8(\log n)^{2/\gamma} (\tau + \log(4m))/n \), we have
\[
\sqrt{a} \int_{\mathbb{R}^d} k_{x,h}^2(x') dP(x') - \sqrt{a} \int_{\mathbb{R}^d} k_{y_j,h}^2(x') dP(x') = \|\sqrt{a} k_{x,h}\|_{L^2(P)} - \|\sqrt{a} k_{y_j,h}\|_{L^2(P)} \\
\leq \sqrt{a} \|k_{x,h} - k_{y_j,h}\|_{L^2(P)} \\
\leq \sqrt{a} \varepsilon/2.
\]

This together with inequality (23) implies that for any \( x \in B_r \), there holds
\[
|E_D \tilde{k}_{x,h}| \leq |E_D \tilde{k}_{y_j,h}| + 2\varepsilon \\
\leq \sqrt{a} \int_{\mathbb{R}^d} k_{y_j,h}^2(x') dP(x') + \frac{2aK(0)}{h^d} + \varepsilon \\
\leq \sqrt{a} \int_{\mathbb{R}^d} k_{x,h}^2(x') dP(x') + \frac{\sqrt{a} \varepsilon}{2} + \frac{2aK(0)}{h^d} + \varepsilon.
\]

Consequently we have
\[
\int_{B_r} |E_D \tilde{k}_{x,h}| \, dx \leq \int_{B_r} \sqrt{a} \int_{\mathbb{R}^d} k_{x,h}^2(x') \, dP(x') \, dx \\
+ r^d \lambda^d(B_1) \cdot \frac{2aK(0)}{h^d} + r^d \lambda^d(B_1)(\sqrt{a}/2 + 1)\varepsilon.
\]

Now recall that for \( E \subset \mathbb{R}^d \) and \( g : E \to \mathbb{R} \), Hölder’s inequality implies
\[
\|g\|_{1/2} = \left( \int_{\mathbb{R}^d} |1_E|^{1/2} |g|^{1/2} \, dx \right)^2 \leq \int_{\mathbb{R}^d} |1_E| \, dx \int_{\mathbb{R}^d} |g| \, dx = \mu(E) \cdot \|g\|_1.
\]

This tells us that
\[
\int_{B_r} \sqrt{a} \int_{\mathbb{R}^d} k_{x,h}^2(x') \, dP(x') \, dx \leq \sqrt{\mu(B_r)} \cdot \sqrt{\int_{B_r} a \int_{\mathbb{R}^d} k_{x,h}^2(x') \, dP(x') \, dx}.
\]

Moreover, there holds
\[
\int_{B_r} \int_{\mathbb{R}^d} k_{x,h}^2(x') \, dP(x') \, \mu(dx) = \int_{\mathbb{R}^d} \int_{B_r} h^{-2d} K^2(\|x - x'\|/h) \, dx \, dP(x') \\
\leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h^{-2d} K^2(\|x\|/h) \, dx \, dP(x') \\
= h^{-d} \int_{\mathbb{R}^d} K^2(\|x\|) \, dx \\
\leq K(0) h^{-d}.
\]
We now set \( \varepsilon = \frac{1}{n} \) and obtain \( \log(4m) \leq c \log \frac{nr}{h} \). Thus we have

\[
\int_{B_r} |\mathbb{E}_D \tilde{k}_{x,h}| \, dx \lesssim \sqrt{\left(\frac{\log n)^{2/\gamma} (\tau + \log(4m))}{h^d n} + \frac{(\log n)^{2/\gamma} (\tau + \log(4m))}{h^d n}}
\]

\[
+ \sqrt{\left(\frac{\log n)^{2/\gamma} (\tau + \log(4m))}{n} \frac{r^d}{n} \right)}
\]

\[
\lesssim \sqrt{\left(\frac{\log n)^{2/\gamma} (\tau + \log \frac{nr}{h})}{h^d n} + \frac{(\log n)^{2/\gamma} (\tau + \log \frac{nr}{h})}{h^d n}}.
\]

(24)

Now we need to estimate the corresponding integral over \( H_r \). By definition we have

\[
\int_{H_r} |\mathbb{E}_D \tilde{k}_{x,h}| \, dx \leq \int_{H_r} \mathbb{E}_D k_{x,h} \, dx + \int_{H_r} \mathbb{E}_P k_{x,h} \, dx.
\]

From Lemma 16 we obtain

\[
\int_{H_r} \mathbb{E}_D k_{x,h} \, dx \lesssim D(H_r/2) + \left(\frac{h}{r}\right)^\beta = \frac{1}{n} \sum_{i=1}^n 1_{H_r/2}(x_i) + \left(\frac{h}{r}\right)^\beta,
\]

and

\[
\int_{H_r} \mathbb{E}_P k_{x,h} \, dx \lesssim P(H_r/2) + \left(\frac{h}{r}\right)^\beta.
\]

Since \( r \geq 1 \), we can construct a function \( g \) with \( 1_{H_r/2} \leq g \leq 1_{H_r/4} \) and there exists a function \( \psi(r) \) such that \( \|g\| \leq \psi(r) \). Applying Bernstein inequality in Theorem 21 with respect to this function \( g \), it is easy to see that when \( n \geq n_2 \), with probability \( \mu \) at least \( 1 - 2e^{-r} \), there holds

\[
\mathbb{E}_D g - \mathbb{E}_P g \leq \sqrt{\frac{8\tau (\log n)^{2/\gamma}}{n} + \frac{8\tau (\log n)^{2/\gamma}}{3n}},
\]

where

\[
n_2 := \max \left\{ \min \left\{ m \geq 3 : m^2 \geq 808c_0(3\psi(r) + 1) \right\} \, \text{and} \, \frac{m}{(\log m)^{2/\gamma}} \geq 4 \right\}, e^{\frac{r}{2}} \right\}.
\]

This implies that with probability \( \mu \) at least \( 1 - 2e^{-r} \), there holds

\[
D(H_r/2) = \frac{1}{n} \sum_{i=1}^n 1_{H_r/2}(x_i) \leq \mathbb{E}_D g
\]

\[
\leq \mathbb{E}_P g + \sqrt{\frac{8\tau (\log n)^{2/\gamma}}{n} + \frac{8\tau (\log n)^{2/\gamma}}{3n}}
\]

\[
\leq \mathbb{E}_P 1_{H_r/4}(x_i) + \sqrt{\frac{8\tau (\log n)^{2/\gamma}}{n} + \frac{8\tau (\log n)^{2/\gamma}}{3n}}
\]
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and consequently we obtain
\[
\int_{H_r} |\mathbb{E}_D \tilde{k}_{x,h}| \, dx \lesssim P(H_r/4) + \sqrt{\frac{32\tau (\log n)^2/\gamma}{n}} + \left( \frac{h}{r} \right)^{3/2}.
\] (25)

By combining estimates in (24) and (25), and taking \( n_0 = \max\{n_1, n_2\} \), we have accomplished the proof of Theorem 11.

**Remark 22** Let us briefly discuss the choice of the function \( \psi(r) \) in the proof of Theorem 11. For example, in the case \( C(X) = \text{Lip}(\mathbb{R}) \), we can choose
\[
g(x) := \begin{cases} 
1, & \text{for } |x| > r, \\
0, & \text{for } |x| < r/4, \\
-\frac{4r}{3r} - \frac{1}{3}, & \text{for } -r \leq x \leq -r/4, \\
\frac{4r}{3r} - \frac{1}{3}, & \text{for } r/4 \leq x \leq r.
\end{cases}
\]

Then we have \( \|g\| \leq \frac{4}{3r} \leq 4/3 \) and therefore, \( n_2 \) is well-defined. Moreover, it is easily seen that even for smoother underlying functions classes like \( C^1 \) we can construct a function \( g \) such that \( \|g\| < \infty \).

**Proof** [of Theorem 12] Recalling the definitions of \( k_{x,h} \) and \( \tilde{k}_{x,h} \) given in (10) and (11), we have
\[
\|f_{D,h} - f_{P,h}\|_\infty = \sup_{x \in \Omega} |\mathbb{E}_D \tilde{k}_{x,h}|.
\]

To prove the assertion, we first estimate \( \mathbb{E}_D f_{x,h} \) for fixed \( x \in \mathbb{R}^d \) using the Bernstein inequality in Theorem 21. For this purpose, we first verify the following conditions: Obviously, we have \( \mathbb{E}_P \tilde{k}_{x,h} = 0 \). Then, simple estimates imply
\[
\|\tilde{k}_{x,h}\|_\infty \leq 2\|k_{x,h}\|_\infty \leq 2h^{-d}\|K\|_\infty \leq 2h^{-d}K(0)
\]
and
\[
\mathbb{E}_P \tilde{k}_{x,h}^2 \leq \mathbb{E}_P k_{x,h}^2 = h^{-d} \int_{\mathbb{R}^d} K^2 \left( ||x - x'||/h \right) f(x') h^{-d} \, dx' \lesssim \|f\|_\infty h^{-d}.
\]

Finally, the first condition in Assumption 1 and Condition (iii) in Assumption 5 yield
\[
\|\tilde{k}_{x,h}\| \leq \|k_{x,h}\| \leq h^{-d} \sup_{x \in \mathbb{R}^d} \|K(\|x - \cdot\|/h)\| \leq h^{-d} \varphi(h).
\]

Therefore, we can apply the Bernstein inequality in Theorem 21 and obtain that for \( n \geq n_0^* \), for any fixed \( x \in \mathbb{R}^d \), with probability \( \mu \) at least \( 1 - 4e^{-\tau} \), there holds
\[
|\mathbb{E}_D \tilde{k}_{x,h}| \lesssim \sqrt{\frac{\tau\|f\|_\infty(\log n)^2/\gamma}{h^d n}} + \frac{K(0)\tau(\log n)^2/\gamma}{3h^d n},
\] (26)
where

\[ n_0^* := \max \left\{ \min \left\{ m \geq 3 : m \geq \left( \frac{808c_0(3h^{-d}c(h) + K(0))}{2K(0)} \right)^{1/3} \text{ and } \frac{m}{(\log m)^{2/\gamma}} \geq 4 \right\}, e^{\frac{d+1}{\gamma}} \right\}. \tag{27} \]

Let us consider the following function set

\[ \mathcal{K}'_{h,r_0} := \{ k_{x,h} : x \in B_{r_0} \} \]

and choose \( y_1, \ldots, y_m \in B_{r_0} \) such that \( \{ k_{y_1,h}, \ldots, k_{y_m,h} \} \) is a minimal \( \varepsilon/2 \)-net of \( \mathcal{K}_{h,r_0} \) with respect to \( \| \cdot \|_\infty \) and \( m = \mathcal{N}(\mathcal{K}_{h,r_0}, \| \cdot \|_\infty, \frac{\varepsilon}{2}) \). As in the proof of Theorem 11, one can show that \( k_{y_1,h}, \ldots, k_{y_m,h} \) is an \( \varepsilon \)-net of \( \mathcal{K}'_{h,r_0} \). Again from Proposition 10 we know that there holds \( \log(4m) \lesssim \log \frac{m}{\Delta_n} \). This in connection with (26) implies that the following union bound

\[ \sup_{j=1, \ldots, m} \| \mathbb{E}_D k_{y_j,h} \| \lesssim \sqrt{\frac{\| f \|_\infty (\tau + \log(4m)) (\log n)^{2/\gamma}}{h^{d_k_t}} + \frac{K(0)(\tau + \log(4m)) (\log n)^{2/\gamma}}{h^{d_k_t}}} + \frac{K(0)(\tau + \log(4m)) (\log n)^{2/\gamma}}{h^{d_k_t}} + \varepsilon \]

holds with probability \( \mu \) at least \( 1 - e^{-\tau} \). For any \( x \in B_{r_0} \), there exists a \( y_j \) such that \( \| k_{x,h} - k_{y_j,h} \|_\infty \leq \varepsilon \). Then we have

\[ \| \mathbb{E}_D k_{x,h} - \mathbb{E}_D k_{y_j,h} \| \leq \| \mathbb{E}_D k_{x,h} - \mathbb{E}_D k_{y_j,h} \| + \| k_{x,h} - k_{y_j,h} \|_{L_1(D)} + \| k_{x,h} - k_{y_j,h} \|_{L_1(P)} \]

and consequently with probability \( \mu \) at least \( 1 - e^{-\tau} \), there holds

\[ \mathbb{E}_D k_{x,h} \leq \mathbb{E}_D k_{y_j,h} + \varepsilon \]

\[ \lesssim \sqrt{\frac{\| f \|_\infty (\tau + \log(4m)) (\log n)^{2/\gamma}}{h^{d_k_t}} + \frac{K(0)(\tau + \log(4m)) (\log n)^{2/\gamma}}{h^{d_k_t}}} + \frac{K(0)(\tau + \log(4m)) (\log n)^{2/\gamma}}{h^{d_k_t}} + \frac{1}{n} \]

for any \( x \in B_{r_0} \). By setting \( \varepsilon = \frac{1}{n} \), we obtain \( \log(4m) \lesssim \log \frac{m}{\Delta_n} \). Thus, with probability \( \mu \) at least \( 1 - e^{-\tau} \), we have

\[ \| \mathbb{E}_D k_{x,h} \| \lesssim \sqrt{\frac{\| f \|_\infty (\tau + \log(\frac{m}{\Delta_n})) (\log n)^{2/\gamma}}{h^{d_k_t}} + \frac{K(0)(\tau + \log(\frac{m}{\Delta_n})) (\log n)^{2/\gamma}}{h^{d_k_t}}} + \frac{1}{n} \]

\[ \lesssim \sqrt{\frac{\| f \|_\infty (\tau + \log(\frac{m}{\Delta_n})) (\log n)^{2/\gamma}}{h^{d_k_t}} + \frac{K(0)(\tau + \log(\frac{m}{\Delta_n})) (\log n)^{2/\gamma}}{h^{d_k_t}}}. \]

By taking the supremum of the left hand side of the above inequality over \( x \), we complete the proof of Theorem 12. \( \blacksquare \)
Proof [of Theorem 13] Without loss of generality, we assume that \( h_n \leq 1 \). Since \( h_n \to 0 \), Theorem 7 implies that \( \| f_{P,h} - f \|_1 \leq \varepsilon \). We set
\[
\rho_n := \left( \frac{nh_n^d}{(\log n)^{(2+2\gamma)/\gamma}} \right)^{1/d} \to \infty
\]  
(28)
and we can also assume w.l.o.g that \( \rho_n \geq 2 \). Moreover, there exists a constant \( n' \) such that
\[
P(H_{\rho_n/2}) \leq \varepsilon, \quad \forall n \geq n'.
\]
For any \( 0 < \delta < 1 \), we select \( \tau := \log(1/\delta) \). Then there exists a constant \( n'' \) such that
\[
\log n \rho_n \geq \tau \text{ for all } n \geq n''.
\]
On the other hand, with the above choice of \( \rho_n \), we have
\[
\log n \rho_n \leq \log \left( \frac{n^{1/d}h_n}{(\log n)^{(2+2\gamma)/\gamma}} \cdot \frac{n}{h_n} \right) \leq (1 + d^{-1}) \log n \lesssim \log n.
\]
Thus, for all \( n \geq \max\{n', n''\} \), we have
\[
\frac{(\log n)^{2/\gamma}r_n^d \log(n \rho_n)}{nh_n^d} \lesssim \frac{(\log n)^{2/\gamma}r_n^d \log n}{nh_n^d} = \frac{1}{\log n} \to 0.
\]
Thus, following from Theorem 11, when \( n \) is sufficient large, for any \( \varepsilon > 0 \), with probability \( \mu \) at least \( 1 - 3\delta \), there holds
\[
\| f_{D,h_n} - f \|_1 \lesssim \varepsilon.
\]
Therefore, with properly chosen \( \delta \), one can show that \( f_{D,h_n} \) converges to \( f \) under \( L_1 \)-norm almost surely. We have completed the proof of Theorem 13. \( \blacksquare \)

Proof [of Theorem 14] \( (i) \) Combining the estimates in Theorem 11 and Theorem 8, we know that with probability \( \mu \) at least \( 1 - 2e^{-\gamma} \), there holds
\[
\| f_{D,h} - f \|_1 \lesssim \sqrt{\frac{(\log n)^{2/\gamma}r_n^d (\tau + \log(n \rho_n))}{h_n^d n}} + \frac{(\log n)^{2/\gamma}r_n^d (\tau + \log(n \rho_n))}{h_n^d n} + \frac{\tau (\log n)^{2/\gamma}}{n} + P(H) + r_\delta h_n^{\alpha} + \left( \frac{h_n}{r} \right)^{\beta}.
\]
Let \( \tau := \log n \) and later we will see from the choices of \( h_n \) and \( r_n \) that there exists some constant \( c \) such that \( \log(n \rho_n) \) can be bounded by \( c \log n \). Therefore, with probability \( \mu \) at least \( 1 - \frac{1}{n} \) there holds
\[
\| f_{D,h} - f \|_1 \lesssim \sqrt{\frac{r^d (\log n)^{(2+\gamma)/\gamma}}{h_n^d n}} + r^{-\eta d} + r_\delta h_n^{\alpha} + \left( \frac{h_n}{r} \right)^{\beta}.
\]
by choosing

\[ h_n = \left( \frac{\log n}{n} \right)^{\frac{1+\eta}{2+\alpha+d} - \frac{\alpha}{\gamma}} \]  
and 
\[ r := r_n = \left( \frac{n}{\log n} \right)^{\frac{1+\eta}{2+\frac{\alpha}{d} + \frac{\eta}{d}}} (1+\eta)^{\frac{\alpha}{\gamma}}. \]

(ii) Similar to case (i), one can show that with probability \( \mu \) at least \( 1 - \frac{1}{n} \) there holds

\[ \| f_{D,h} - f \|_1 \lesssim e^{-ar\eta} + r^d h_n^\alpha + e^{-ar\eta} + r^d h_n^\alpha \]

by choosing

\[ h_n = \left( \frac{\log n}{n} \right)^{\frac{1}{d+\alpha + \frac{\eta}{d}}} \]  
and 
\[ r_n = \left( \frac{\log n}{n} \right)^{\frac{1+\eta}{2+\frac{\alpha}{d} + \frac{\eta}{d}}}. \]

(iii) From Theorem 8 we see that with confidence \( 1 - \frac{1}{n} \), there holds

\[ \| f_{D,h} - f_{P,h} \|_1 \lesssim e^{-ar\eta} + h_n^\alpha \lesssim \left( \frac{\log n}{n} \right)^{\frac{1}{d+\alpha + \frac{\eta}{d}}}, \]

where \( h_n \) is chosen as

\[ h_n = \left( \frac{\log n}{n} \right)^{\frac{1}{d+\alpha + \frac{\eta}{d}}}. \]

The proof of Theorem 14 is completed.

\[ \Box \]

**Proof** [of Theorem 15] The desired estimate is an easy consequence if we combine the estimates in Theorem 12 and Theorem 7 (ii) and choose

\[ h_n = \left( \frac{\log n}{n} \right)^{\frac{1}{d+\alpha + \frac{\eta}{d}}}. \]

We omit the details of the proof here.

\[ \Box \]

### 6. Conclusion

In the present paper, we studied the kernel density estimation problem for dynamical systems admitting a unique invariant Lebesgue density by using the \( C \)-mixing coefficient to measure the dependence among observations. The main results presented in this paper are
the consistency and convergence rates of the kernel density estimator in the sense of $L_1$-norm and $L_\infty$-norm. With properly chosen bandwidth, we showed that the kernel density estimator is universally consistent. Under mild assumptions on the kernel function and the density function, we established convergence rates for the estimator. For instance, when the density function is bounded and compactly supported, both $L_1$-norm and $L_\infty$-norm convergence rates with the same order can be achieved for general geometrically time-reversed $C$-mixing dynamical systems. The convergence mentioned here is of type “with high probability” due to the use of a Bernstein-type exponential inequality and this makes the present study different from the existing related studies. We also discussed the model selection problem of the kernel density estimation in the dynamical system context by carrying out numerical experiments.
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