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Abstract

We give a general account of nonlocal symmetries in symmetric space models and their relation to the AdS/CFT correspondence. In particular, we study a master symmetry which generates the spectral parameter and acts as a level-raising operator on the classical Yangian generators. The master symmetry extends to an infinite tower of symmetries with nonlocal Casimir elements as associated conserved charges. We discuss the algebraic properties of these symmetries and establish their role in explaining the recently observed one-parameter deformation of holographic Wilson loops. Finally, we provide a numerical framework, in which discretized minimal surfaces and their master symmetry deformation can be calculated.
1 Introduction

The conjectural duality between type IIB string theory on AdS$_5 \times$ S$^5$ and $\mathcal{N} = 4$ super Yang-Mills (SYM) theory in four dimensions is arguably one of the most important discoveries of modern theoretical physics [1]. It relates a four-dimensional quantum gauge theory to gravity, and thus gives hope for a deep understanding of the connection among all fundamental interactions. While gauge theories feature prominently in the description of phenomenological results, the framework underlying the string side of this duality rests on the theoretical concept of symmetric coset models. The latter are particularly popular with regard to the AdS/CFT duality, though the study of generic coset models by itself provides a beautiful arena for exploring the interconnection between symmetry and physics. It is the aim of this paper to better understand the symmetries of symmetric space models and their relation to the AdS/CFT correspondence.
The Lie algebra symmetry of the Lagrangian of $N = 4$ SYM theory and the isometry algebra of the super-string background $AdS_5 \times S^5$ are both given by the superconformal algebra $\mathfrak{psu}(2, 2|4)$ \[2\]. Despite this large amount of symmetry, the two theories involved in the above gauge/gravity duality are highly nontrivial. This makes explicit computations difficult and generically only possible at leading orders in perturbation theory. The duality becomes computationally most accessible in the planar limit, where the string and gauge theory are believed to be completely integrable. The mathematical structure underlying this integrability is provided by the Yangian algebra which enhances the manifest $\mathfrak{psu}(2, 2|4)$ Lie algebra symmetry to a quantum group \[3\]. The Yangian is well known to be the basic concept for the description of the class of rational integrable models. As such it provides a typical feature of integrable quantum field theories in two dimensions, where it is realized via nonlocal conserved charges. The two-dimensional nature of the Yangian becomes apparent in the classical (worldsheet) string theory describing the AdS/CFT duality in the limit of large ’t Hooft coupling $\lambda$. Generically, and in particular at weak coupling, this symmetry reveals itself via nonlocal Ward identities realized on various classes of observables. In the case of the AdS/CFT duality, the Yangian also has an alternative formulation via the combination of the ordinary and the so-called dual superconformal symmetry \[3,6\]. The latter was found in the context of the duality between scattering amplitudes and Wilson loops \[7–9\] which serves as the motivation to introduce a dual space of coordinates. The existence of this dual formulation is another curious feature of the AdS/CFT correspondence which appears to be tightly related to its planar integrability.

Wilson loops represent a particularly interesting type of observable in the above context — not only because of their duality to scattering amplitudes. In particular, they form part of an intriguing observation lying at the heart of the AdS/CFT correspondence \[10\]. The renormalized area $A_{\text{ren}}$ of a minimal surface in $AdS_5$ (a string worldsheet) encodes the strong-coupling expectation value of a gauge theory Wilson loop on the four-dimensional boundary of this space. That is, for large ’t Hooft coupling $\lambda \gg 1$ one finds the relation

$$\langle W(\gamma) \rangle \simeq \exp \left[ -\frac{\sqrt{\lambda}}{2\pi} A_{\text{ren}}(\gamma) \right]. \quad (1.1)$$

The so-called Maldacena–Wilson loop entering this equation is defined on the boundary contour $\gamma$ of the associated minimal surface and takes the form

$$W(\gamma) = \frac{1}{N} \text{tr} \mathcal{P} e^{i \int d^2 z \left[ A_\mu(x) \dot{x}^\mu + \Phi_i(x) |\dot{x}| n^i \right]}.$$ \quad (1.2)

Here $A_\mu$ and $\Phi_i = 1, \ldots, 6$ denote the gauge field and scalars of $N = 4$ SYM theory with gauge group $SU(N)$, respectively, and the $n^i$ correspond to coordinates on $S^5$ that obey $\vec{n}^2 = 1$. Since its strong-coupling description is simply given by the string action in $AdS_5$, the Maldacena–Wilson loop inherits all symmetries of the underlying sigma model. In particular, integrability manifests itself in the fact that the Wilson-loop expectation value (1.1) at strong coupling is invariant under a representation of the Yangian generators \[11,12\]. The form of these generators will be rederived below from the underlying model. In the past, Wilson loops in $N = 4$ SYM theory have been an origin for great insights and computational progress, in particular via methods from the integrability toolbox, see e.g. \[13\].

Let us now come to a curious observation which, extending the discussion of \[14\], we aim to understand in the present paper. Restricting the string coset model to the subspace $AdS_3$, it was observed in \[15\] that the above Wilson loop expectation value is invariant under a one-parameter family of deformations, see also \[16–19\]. This one-parameter transformation deforms the contour $\gamma$ into a contour $\gamma_u$ and thus modifies the shape of the associated minimal surface. At the same time, it leaves the surface area invariant. The degree of freedom associated with this one-parameter family is in fact the spectral parameter $u$, which enters the standard integrability framework describing the model. Notably, the above observation shows that in this case the spectral parameter is not
merely an auxiliary quantity but parametrizes physical string worldsheets. What is the symmetry behind this family of solutions? Is it related to the Yangian?

In principle, the spectral parameter is not needed to see the integrability of a field theory in two dimensions. Given a flat and conserved current \( j \), the procedure introduced by Brézin, Itzykson, Zinn–Justin and Zuber (for short BIZZ) makes it possible to obtain an infinite tower of conserved charges as follows [20]: Introducing a covariant derivative \( D = d - j \), one may define a conserved current \( j^{(n+1)} = D\chi^{(n)} \) of level \( n + 1 \), provided the auxiliary potential \( \chi^{(n)} \) is associated with a conserved current \( j^{(n)} = *d\chi^{(n)} \) of level \( n \). The above flat and conserved Noether current \( j \) represents the first element of this tower of conserved currents and thus the start of the induction; see section 2 for more details. Integration then yields an infinite tower of conserved (nonlocal) charges\[ J^{(n)} \approx \int *j^{(n)} . \]

We demonstrate in section 5 that in the case of symmetric space models the Poisson-algebra of these charges forms the classical analogue of the Yangian. An alternative way to obtain the above Yangian charges employs the spectral parameter \( u \) which enters the definition of the Lax connection \( \ell_u = \frac{u}{1 + u} (u j + sj) \). Expanding the monodromy for this Lax connection then yields the charges \( J^{(n)} \), which are conserved for appropriate boundary conditions. Here, the spectral parameter represents an auxiliary quantity that allows us to efficiently package the conserved Yangian charges into the monodromy.

In the present paper we demonstrate how the above mentioned deformation of holographic Wilson loops, the potentials \( \chi^{(n)} \) entering the BIZZ procedure, and the spectral parameter are related to each other. We will see that in the case of symmetric coset models the \textit{a priori} auxiliary potentials of the BIZZ procedure in fact induce a tower of \textit{physical} symmetries. In particular, the potential \( \chi^{(0)} \) represents the generator of the spectral parameter, which may be lifted from the auxiliary role in the definition of the Lax connection to a degree of freedom parametrizing a one parameter-family of physical solutions of the group-valued field \( g(\tau, \sigma) \) defined on the worldsheet:

\[ \delta : g \xrightarrow{\chi^{(0)}} g_u . \]

As such, this symmetry induces a one-parameter family of holographic Wilson loops, whereas the area of the associated minimal surfaces or the Wilson loop expectation value, respectively, is independent of the spectral parameter. Let us emphasize that for a generic integrable field theory in two dimensions, the auxiliary BIZZ potentials \( \chi^{(n)} \) define a recursion for the conserved charges encoding the integrability. In the particular case of symmetric space models, this recursion turns into a physical master symmetry of the equations of motion, which is parametrized by the spectral parameter. In particular, this master symmetry acts as a raising operator for the Yangian charges, i.e. we have \( \delta J^{(n)} = J^{(n+1)} \). Curiously, the conserved charge associated to the symmetry \( \delta \) is given by the (nonlocal) quadratic Casimir of the underlying Lie algebra.

As discussed in more detail in section 7, the above one-parameter family of transformations has been observed in various different settings. In particular, Eichenherr and Forger found this transformation in the context of symmetric space models as early as 1979 and referred to it as a \textit{dual transformation} [21]. Since then this or related symmetry transformations have been discussed by several authors, see e.g. [22–24]. It seems worthwhile to further elaborate on this curious nonlocal symmetry and to better understand its role within the AdS/CFT correspondence.

This paper is organized as follows: In section 2 we review the setup of symmetric space models which underlies large parts of this work. In section 3 we introduce the nonlocal master transformation that generates the spectral parameter of the model and furnishes the central symmetry we wish...
to understand here. We continue by demonstrating in section 4 how this master symmetry can be used to construct the tower of Yangian symmetries from the basic Lie algebra symmetry as well as a tower of Virasoro-like symmetries building on the master symmetry itself. We discuss the algebra of the various symmetry variations in section 5 and demonstrate explicitly that the Poisson-algebra of the nonlocal charges building on the Lie algebra symmetry of symmetric space models corresponds to a classical Yangian. We then come to the explicit application of the above symmetries to holographic Wilson loops in section 6; in particular we show how the master symmetry generates the spectral-parameter transformation observed in the past. In section 7 we briefly comment on the connection to some of the previous literature. Section 8 is concerned with a numerical approach to the computation of minimal surfaces which allows us to evaluate the master symmetry on nontrivial examples. We end with a brief conclusion and outlook in section 9.

2 Symmetric Space Sigma Models

This section is to introduce the models under consideration and to define our notations. We are interested in open strings or minimal surfaces on symmetric coset spaces \( M = G/H \) such as, e.g.

\[
\text{AdS}_3 \simeq \frac{\text{SO}(2, 2)}{\text{SO}(1, 2)}, \quad \text{AdS}_5 \times S^5 \simeq \frac{\text{SU}(2, 2) \times \text{SU}(4)}{\text{SO}(1, 4) \times \text{SO}(5)}.
\]

In particular, we will discuss the explicit example of Euclidean anti-de-Sitter space \( E\text{AdS}_5 \simeq \frac{\text{SO}(1, 5)}{\text{SO}(5)} \) in section 6.2. For the moment, we consider the properties that are common to all of these models.

Symmetric spaces. In the study of symmetric spaces it is convenient to describe them as general homogeneous spaces \( M = G/H \) which allow for a \( \mathbb{Z}_2 \) grading. Via this grading, the algebra \( \mathfrak{g} = \mathfrak{h} \oplus \mathfrak{m} \) of the group \( G \) splits into an even and an odd part respectively, such that

\[
[\mathfrak{h}, \mathfrak{h}] \subset \mathfrak{h}, \quad [\mathfrak{h}, \mathfrak{m}] \subset \mathfrak{m}, \quad [\mathfrak{m}, \mathfrak{m}] \subset \mathfrak{h}.
\]

The grading is defined with respect to an involutive automorphism \( \Omega : \mathfrak{g} \to \mathfrak{g} \) according to

\[
\mathfrak{h} = \{ g \in \mathfrak{g} \mid \Omega(g) = g \}, \quad \mathfrak{m} = \{ g \in \mathfrak{g} \mid \Omega(g) = -g \}.
\]

We denote the map from the worldsheet \( \Sigma \) to the target space \( M \) by \( g = g(\tau, \sigma) \in G \) and the associated Maurer–Cartan current by \( U = g^{-1}dg \in \mathfrak{g} \). The \( \mathfrak{h} \) and \( \mathfrak{m} \) parts of this current are defined as the projections

\[
A := P_\mathfrak{h}(U) = \frac{1}{2}(U + \Omega(U)), \quad a := P_\mathfrak{m}(U) = \frac{1}{2}(U - \Omega(U)), \quad U = A + a.
\]

The Maurer–Cartan current is flat by construction, \( dU + U \wedge U = 0 \), which implies that

\[
da + a \wedge A + A \wedge a = 0,
\]

The action is given by

\[
S = \int d^2\sigma \sqrt{h} h^{\alpha \beta} \text{tr}(a_{\alpha} a_{\beta}) = 2i \int dz \wedge d\bar{z} \text{tr}(a_{z} a_{\bar{z}}),
\]

where we have introduced the worldsheet metric \( h \) and the last version is written in conformal gauge.

Varying the action with respect to \( g \) gives the equations of motion. As the trace is invariant under the

\[\text{The worldsheet has Euclidean signature and we use complex worldsheet coordinates } z = \sigma + i\tau, \text{ which implies } \partial = \frac{1}{2}(\partial_{\sigma} - i\partial_{\tau}), \text{ and } h_{zz} = h_{\bar{z}\bar{z}} = \frac{1}{4} \text{ and } h^{zz} = h^{\bar{z}\bar{z}} = 2. \text{ Hodge duality acts as } *d\sigma = d\tau \text{ and } *d\tau = -d\sigma, \text{ or } *dz = -id\bar{z} \text{ and } *d\bar{z} = idz. \text{ This implies } *(a_{z}) = -ia_{\bar{z}}, \text{ and } *(a_{\bar{z}}) = ia_{z}. \text{ And } *a \wedge b = -a \wedge b.\]
automorphism $\Omega$, i.e. $\text{tr}(g_1 g_2) = \text{tr}(\Omega(g_1) \Omega(g_2))$, we have $\text{tr}(A_\alpha a_\beta) = 0$ for $A_\alpha \in \mathfrak{h}$ and $a_\beta \in \mathfrak{m}$. This simplifies the derivation of the equations of motion as it implies that $\delta \text{tr} (a \wedge \ast a) = 2 \text{tr} (\delta U \wedge \ast a)$. Now using that $\delta U = d(g^{-1} \delta g) + [U, g^{-1} \delta g]$, we obtain

$$\delta S = 2 \int \text{tr} \left[ (d(g^{-1} \delta g) + [U, g^{-1} \delta g]) \wedge \ast a \right] = -2 \int \text{tr} \left[ (d \ast a + \ast a \wedge U + U \wedge \ast a) g^{-1} \delta g \right]. \quad (2.7)$$

Inserting $U = A + a$, we see that the $a$-part drops out, leaving us with the equations of motion

$$d \ast a + \ast a \wedge A + A \wedge \ast a = 0. \quad (2.8)$$

Varying with respect to the worldsheet metric, we get the Virasoro constraints, which in conformal gauge read

$$\text{tr} (a_z a_z) = \text{tr} (a_{\bar{z}} a_{\bar{z}}) = 0. \quad (2.9)$$

The action is invariant under local gauge transformations given by right multiplication of $g$ by $R(\tau, \sigma) \in H$. The components of the Maurer–Cartan current transform as

$$A \mapsto R^{-1} AR + R^{-1} dR, \quad a \mapsto R^{-1} a R,$$

such that the action is invariant, because $A$ does not enter. Global $G$-symmetry acts by left multiplication of $g$ by a constant element $L \in G$. The current $U$ and hence its components $A$ and $a$ are invariant since $g^{-1} d g \mapsto g^{-1} L^{-1} d(L g) = g^{-1} d g$.

**Flat Noether current.** In order to derive the Noether current associated to this symmetry, we consider the infinitesimal transformation

$$\delta g = \epsilon g \quad (2.10)$$

with $\epsilon \in \mathfrak{g}$. The common trick is to pretend that $\epsilon$ depends on the worldsheet coordinates and to read off the Noether current from the variation of the action $\delta S = \int \ast j \wedge d \epsilon$. Using that the variation of $g$ implies $\delta U = g^{-1} d g$, we obtain

$$\delta S = -2 \int \text{tr}(\ast a \wedge g^{-1} d g) = -2 \int \text{tr}(g \ast a g^{-1} \wedge d \epsilon). \quad (2.11)$$

We can read off the Noether current and the associated charge as

$$j = -2gag^{-1}, \quad J = \int \ast j. \quad (2.12)$$

The Noether current is both conserved and flat. In order to verify these properties, note that from the definition of $U$, we have for some one-form $\omega$:

$$d(g \omega g^{-1}) = g (d \omega + U \wedge \omega + \omega \wedge U) g^{-1}. \quad (2.13)$$

Correspondingly we obtain

$$d \ast j = -2g \left( d \ast a + A \wedge \ast a + \ast a \wedge A \right) g^{-1} = 0, \quad (2.14)$$

by using the equations of motion $$d \ast a + \ast a \wedge A + A \wedge \ast a = 0. \quad (2.8)$$

Due to the flatness of $U$, the flatness of the conserved current indicates the model’s integrability, since it allows to construct an infinite hierarchy of conserved charges. These charges may be obtained...
from an iterative procedure introduced by Brézin, Itzykson, Zinn–Justin and Zuber (BIZZ) in 1979 [20].

In order to briefly review the BIZZ recursion, we begin by defining the covariant derivative $\mathcal{D}$ which contains the Noether current $j$ as a connection and which acts on (matrix-valued) functions $f$ and one-forms $\omega$ as

$$\mathcal{D} f = df - fj, \quad \mathcal{D} \omega = d\omega + \omega \wedge j.$$  \hfill (2.16)

With these definitions, we have (on-shell)

$$d^* \mathcal{D} f = \mathcal{D}^* df, \quad \mathcal{D} \mathcal{D} f = 0.$$ \hfill (2.17)

Suppose now that we have a conserved current $j^{(n)}$ that can be written as $j^{(n)} = \mathcal{D} \chi^{(n-1)}$ for some $\chi^{(n-1)}$. As this current is conserved, we may calculate its potential $\chi^{(n)}$ defined by $j^{(n)} = * d \chi^{(n)}$. From this potential, we define a new current by

$$j^{(n+1)} = \mathcal{D} \chi^{(n)}.$$ \hfill (2.18)

The new current is conserved:

$$d^* j^{(n+1)} = d^* \mathcal{D} \chi^{(n)} = \mathcal{D}^* d \chi^{(n)} = \mathcal{D} \mathcal{D} \chi^{(n-1)} = 0.$$ \hfill (2.19)

In this way, we can construct an infinite set of conserved currents starting from $j^{(0)} = -j$ which can indeed be expressed as $j^{(0)} = \mathcal{D} \chi^{(-1)}$ with $\chi^{(-1)} = 1$. The first few currents obtained from this recursion take the form

$$j^{(0)} = -j, \quad j^{(1)} = * j - \chi^{(0)} j, \quad j^{(2)} = j + \chi^{(0)} * j - \chi^{(1)} j, \quad \ldots.$$ \hfill (2.20)

**Lax connection.** A different method to see the integrability of the model is to introduce a flat Lax connection depending on a spectral parameter $u \in \mathbb{C}$, which can also be used to derive an infinite set of conserved charges. One commonly starts out by deforming the Maurer–Cartan form $U$ into a flat connection using the components $A, a,$ and $*a,$ which satisfy the flatness condition (2.5) as well as the equations of motion (2.8). The most general deformation that preserves the flatness leads to the Lax current

$$L_u = A + \frac{1-u^2}{1+u^2} a - \frac{2u}{1+u^2} * a,$$ \hfill (2.21)

which reduces to the undeformed case by setting $u$ to zero. We note that the $h$-part of the Maurer–Cartan current remains unaltered, while the transformation of the $m$-part is reminiscent of a worldsheet rotation. This can be made explicit by writing the deformed field as

$$a \rightarrow a_u := \frac{1-u^2}{1+u^2} a - \frac{2u}{1+u^2} * a = e^{-i\theta} a_z dz + e^{i\theta} a_{\bar{z}} d\bar{z},$$ \hfill (2.22)

using the parametrization

$$e^{i\theta} = \frac{1-iu}{1+iu}. \quad \hfill (2.23)$$

Depending on the context, either the $u$- or the $\theta$-parametrization will be more convenient. It is worth noting that the transformation (2.22) is not an honest rotation, from which it differs in two respects: First, only the $m$-valued part of the connection, $a_z$, is transformed and not the $h$-valued part $A_z$. Second, if the transformation was induced by a worldsheet rotation $z \rightarrow e^{i\vartheta} z$, then the transformation had an extra term

$$\delta a_z = -i\vartheta a_z - i \vartheta (z \partial - \bar{z} \bar{\partial}) a_z,$$ \hfill (2.24)

as compared to the infinitesimal version of (2.22) given by

$$\delta a_z = -i\theta a_z.$$ \hfill (2.25)

The additional term is due to the fact that the argument of $a_z(z)$ transforms as well under a rotation.
3 Master Symmetry and Spectral Parameter

In this section, we introduce the master symmetry, which maps a solution $g$ of the equations of motion to another solution $g_u$ of the equations of motion. The symmetry is based on the observation that the action, the equations of motion and the Virasoro constraints remain unaltered upon replacing $U \rightarrow L_u$, see also [21]. For the action and Virasoro constraints this follows immediately from the relation (2.22):

$$S_u = \frac{(1 - u^2)^2 + 4u^2}{(1 + u^2)^2} \int \text{tr} (a \wedge *a) = S, \quad \text{tr} (a_{u,z} a_{u,z}) = e^{-2i\theta} \text{tr} (a_z a_z) = 0. \quad (3.1)$$

The invariance of the equations of motion follows by making use of the flatness condition (2.5):

$$d^* a_u + *a_u \wedge A_u + A_u \wedge *a_u = \frac{1 - u^2}{1 + u^2} (d^* a + *a \wedge A + A \wedge *a) = 0. \quad (3.2)$$

The transformation $U \rightarrow L_u$ can be carried over to the fundamental fields $g$ by imposing the differential equation

$$g_u^{-1} dg_u = L_u, \quad (3.3)$$

along with the boundary condition $g_u(z_0) = g(z_0)$ for some fixed point $z_0$ on the worldsheet. Since $L_u$ is flat, there exists a unique solution for simply connected worldsheets. In the following, we will refer to this transformation as a master symmetry due to its property to map conserved charges to conserved charges and to generate infinite towers of nonlocal symmetries of the model; this is explicitly demonstrated below.

We note that in order to think of the deformation (2.22) as a symmetry transformation of physical solutions, we need to impose a reality condition on $L_u$ which leads to the restriction that $u \in \mathbb{R}$.

**The potential $\chi$.** A convenient description of the transformed solution is obtained by setting

$$g_u = \chi_u g. \quad (3.4)$$

As a consequence of (3.3), the $G$-valued function $\chi_u$ that mediates between the original and the transformed solution has to satisfy the equation $d\chi_u = \chi_u \ell_u$, where the flat connection $\ell_u$ appearing in this equation is given by

$$\ell_u = g L_u g^{-1} - dg g^{-1} = g (L_u - U) g^{-1}. \quad (3.5)$$

The flatness of $\ell_u$ follows directly from the flatness of $U$ and $L_u$:

$$d\ell_u = dg \wedge (L_u - U) g^{-1} + g(dL_u - dU) g^{-1} - g (L_u - U) \wedge dg^{-1}$$

$$= g (L_u - U) - L_u \wedge L_u + U \wedge U + (L_u - U) \wedge U) g^{-1}$$

$$= -g ((L_u - U) \wedge (L_u - U)) g^{-1} = -\ell_u \wedge \ell_u.$$

Inserting the explicit form of $L_u$ from (2.21), we see that the Lax connection $\ell_u$ represents a flat deformation of the Noether current $j$:

$$\ell_u = \frac{u}{1 + u^2} (u j + *j). \quad (3.6)$$

The boundary condition $g_u(z_0) = g(z_0)$ translates into the condition $\chi_u(z_0) = 1$ for an arbitrarily chosen base point $z_0$ on the worldsheet. Changing the base point, where the initial condition is
imposed, from \( z_0 \) to \( z_1 \) corresponds to a global G-transformation of the solution from the left by \( \chi_u(z_1)^{-1} \). In summary, we have seen that the transformation described by equation (3.3) can be rewritten as

\[
g_u = \chi_u g, \quad \frac{d\chi_u}{du} = \chi_u \ell_u, \quad \chi_u(z_0) = 1. \tag{3.7}
\]

In this form, the transformation was described for general symmetric space models in [21], see section 7 for a brief description. The quantity \( \chi_u \) is in fact the generating function for the BIZZ potentials \( \chi^{(n)} \) introduced in section 2; this was established in [25]. Concretely, we have

\[
\chi_u = \sum_{n=0}^{\infty} \chi^{(n-1)} u^n. \tag{3.8}
\]

In order to prove this relation, it is helpful to express the BIZZ recursion as a local recursion relation for the potentials in the form of

\[
\ast \frac{d\chi_u}{(n+1)} = D \chi^{(n)}. \tag{3.9}
\]

It is then easy to see that the defining equation (3.7) implies the above recursion relation. We invert (3.6) to obtain

\[
j = \ell_u - u^{-1} \ast \ell_u \quad \Rightarrow \quad \ast \ell_u = u(\ell_u - j), \tag{3.10}
\]

which shows that \( \chi_u \) satisfies

\[
\ast \frac{d\chi_u}{u} = \chi_u \ast \ell_u = u \chi_u (\ell_u - j) = u \left( \frac{d\chi_u}{u} - \chi_u j \right) = u D \chi_u. \tag{3.11}
\]

Expanding this equation in powers of \( u \) results in the BIZZ recursion (3.9). Noting that \( \ell_u = 0 \) implies \( \chi_u = 1 \) concludes the proof.

The infinitesimal version of the master symmetry transformation is given by

\[
\hat{\delta}g = \left. \frac{dg}{du} \right|_{u=0} = \dot{\chi}_u g = \chi^{(0)} g, \tag{3.12}
\]

where we introduced the dot to denote \( u \)-derivatives. The symbol \( \chi^{(0)} \) represents the coefficient of the linear term in the Taylor expansion (3.8), which satisfies

\[
\frac{d\chi^{(0)}}{u} = \ast j. \tag{3.13}
\]

We have thus identified the function \( \chi^{(0)} \), which generates the master symmetry as the potential of the G-symmetry Noether current.

**Conserved charge.** In order to derive the conserved current associated to the master symmetry itself,\(^2\) we utilize the same trick as above and introduce a coordinate-dependent transformation parameter \( \rho = \rho(z, \bar{z}) \) into the variation, \( \hat{\delta}g = \rho \chi^{(0)} g \), such that we can read off a conserved current \( j \) from \( \hat{\delta}S = \int \ast j \land d\rho \). As a first step we need the variation

\[
\hat{\delta}U = g^{-1} d(\rho \chi^{(0)} g) = -2 \rho \ast a + d\rho g^{-1} \chi^{(0)} g, \tag{3.14}
\]

where we used (3.13) and (2.12). The first term leaves the action invariant while the second term produces

\[
\hat{\delta}S = 2 \int \text{tr}(d\rho g^{-1} \chi^{(0)} g \land \ast a) = -2 \int \text{tr}(g \ast a g^{-1} \chi^{(0)} ) \land d\rho = \int \text{tr}(\ast j \chi^{(0)} ) \land d\rho, \tag{3.15}
\]

\(^2\)Note that the master symmetry represents an on-shell symmetry such that the Noether procedure does not apply in a strict sense. Still we may formally apply it. Further comments on this issue can be found at the end of section 4.1.
such that we find the conserved current
\[ j = \text{tr} \left( j\chi^{(0)} \right). \]

The associated conserved charge takes the form
\[ J = \int * j = \frac{1}{2} \text{tr}(JJ), \]
and is recognized as the quadratic Casimir of G. What is interesting about this result is not that \( \text{tr}(JJ) \) is conserved, which is obvious since \( J \) is conserved, but the fact that there is a symmetry transformation that has the Casimir as a conserved charge. In the following sections, we will discuss the role of the master symmetry for the algebra of nonlocal symmetries. Before, however, let us discuss the elementary properties of the master transformation, which will prove to be helpful for the later discussion.

**Group structure.** Before turning to the discussion of infinitesimal symmetries, we consider the properties of large master symmetry transformations, in particular the relation to G-symmetries as well as the concatenation of two master symmetry transformations. For this purpose, it is convenient to denote the map \( g \mapsto g_u \) by \( g_u = M_u(g) \). Let us first note that the master symmetry commutes with the G-symmetry transformations of the model, i.e. we have
\[ M_u(L \cdot g) = L \cdot M_u(g). \]

This may be concluded from the fact that the Maurer–Cartan current \( U = g^{-1}dg \) is invariant under \( g \mapsto L \cdot g \) and from the uniqueness of the solution to (3.3), once a boundary condition is specified.

We can proceed similarly for the concatenation of two master symmetry transformations. The structure is particularly clear in terms of the angle spectral parameter \( \theta \) introduced in equation (2.23). If we take \( L_{\theta_1} \) to be the Maurer–Cartan current of a transformed solution \( g_{\theta_1} \) and calculate the Lax connection for a different angle \( \theta_2 \), we obtain the Lax connection \( L_{\theta_1} + \theta_2 \). This structure can again be carried over to the solutions \( g_{\theta} \) by using the uniqueness of the solution of the defining relation (3.3), for which we correspondingly obtain the relation
\[ (M_{\theta_1} \circ M_{\theta_2})(g) = M_{\theta_1 + \theta_2}(g). \]

In order to express this relation in terms of the parameter \( u \),
\[ M_{u_1} \circ M_{u_2} = M_{u_3}, \]
we need to solve
\[ e^{i\theta_1 + i\theta_2} = \frac{1 - iu_1}{1 + iu_1} \frac{1 - iu_2}{1 + iu_2} = \frac{1 - iu_3}{1 + iu_3} = e^{i\theta_3} \]

(3.19)

(3.20)

(3.21)

(3.22)

From this rule, we obtain a formula for the variation of the deformed solution \( g_{u} \),
\[ \hat{\delta} g_u = \frac{d}{du'} g_{u \oplus u'} \bigg|_{u'=0} = \frac{d g_u}{d u} \frac{d}{du'} \frac{u + u'}{1 - uu'} \bigg|_{u'=0} = (1 + u^2) \frac{d}{du} g_u. \]

(3.23)

This translates into an expression for the variation of \( \chi_u \) under \( \hat{\delta} \) according to
\[ \hat{\delta} (\chi_u g) = (1 + u^2) \frac{d}{du} (\chi_u g) \Rightarrow \hat{\delta} \chi_u = (1 + u^2) \frac{d}{du} \chi_u - \chi_u \cdot \chi^{(0)}. \]

(3.24)
4 Integrable Completion via Master Symmetry

As outlined in section 2, symmetric space models are integrable and feature an infinite number of conserved charges. Different methods exist which allow to obtain this tower of charges. One way is provided by the above BIZZ procedure [20] that consists of a recursion built on a flat and conserved current $j$. Equivalently, infinitely many charges may be obtained as the Taylor coefficients in the spectral-parameter expansion of the monodromy over the Lax connection $\ell_u$ [25], see section 3. In the case of symmetric space models, however, there exists another option, namely to employ the master symmetry discussed in section 3 to construct towers of conserved charges [21]. We derive the relation between these charges and the ones obtained by the BIZZ procedure below. Moreover, we demonstrate explicitly that the master symmetry can be employed to deform any symmetry variation $\delta_0$ into a one-parameter family of symmetries $\delta_{0,u}$. Suppose we are given some symmetry variation $\delta_0$ with associated conserved current $j_0$.

1. We may obtain a tower of conserved currents and corresponding charges by iterative application of the master symmetry $\hat{\delta}$ to the conserved current $j_0$. In this way, the master symmetry induces a one-parameter family of conserved currents $j_{0,u}$ associated with the spectral parameter $u$.

2. Analogously, the corresponding symmetry variation $\delta_0$ may be deformed into a one-parameter family of symmetries $\delta_{0,u}$, with associated conserved current $j_{0,u}$.

We will demonstrate that the resulting one-parameter families of conserved currents $j_{0,u}$ and symmetry transformations $\delta_{0,u}$ are formally related by the Noether procedure:

\[
\delta_0 \xrightarrow{\text{Noether}} j_0 \\
\delta_{0,u} \xrightarrow{\text{Noether}} j_{0,u} \\
\delta_{0,u} \xrightarrow{\text{Master}} \delta_{0,u} \\
\delta_{0} \xrightarrow{\text{Master}} \delta_{0}
\]

Since the parameter $u$ generated by the master symmetry is the spectral parameter underlying the integrability of the model, we refer to this procedure as the integrable completion of the symmetry $\delta_0$ and its associated current $j_0$, respectively. In particular, this procedure applies to the master symmetry itself, which results in a one-parameter family of master symmetries $\hat{\delta}_u$ with associated Casimir charges of the G-symmetry introduced above.

4.1 Generic Symmetries

In this subsection we introduce the notion of the integrable completion of a symmetry. We show that the integrable completion of symmetry variations and conserved charges via the master transformation furnishes again a symmetry or conserved charge, respectively.

Completion of conserved currents and charges. The symmetry variation of a Noether current must also be a conserved current. This is due to the fact that the equations of motion are invariant under the variation and that the conservation of the Noether current is equivalent to the equations of motion. In particular this holds for the master variation $\hat{\delta}$ applied to any conserved current $j_0$, i.e. we have the conservation equation

\[
d \ast \hat{\delta} j_0 = 0,
\]

(4.1)
which implies that the charge $J_0 = \int \delta j_0$ associated with the current $\delta j_0$ is time-independent. We may also apply a large master transformation to the respective currents and charges by making the replacement $g \to g_u = \chi_u g$ (cf. (3.7)) in the definition of any current $j_0$ or charge $J_0$, respectively:

$$j_0 \to j_{0,u} = j_0|_{g \to g_u}, \quad J_0 \to J_{0,u} = J_0|_{g \to g_u}. \tag{4.2}$$

Hence, the master symmetry may be employed to obtain the one-parameter families (4.2) of conserved currents and charges, respectively. We will refer to these as the integrable completions of the current $j_0$ or the charge $J_0$, respectively.

**Completion of symmetry variations.** We prove the general statement that for any given symmetry $\delta g$ of the field $g$, the variation $\delta_{0,u}$ defined by

$$\delta_{0,u}g = \chi^{-1}_u \delta_0(\chi_u g) \tag{4.3}$$

is a symmetry as well. This allows us to turn any symmetry $\delta_0$ into a one-parameter family $\delta_{0,u}$ of symmetries.

Note that the quantity $\chi_u$ is inherently on-shell since its definition requires the Lax connection $\ell_u$ to be flat, which is equivalent to the equations of motion. Consequently, we are not in a position to study the invariance of the action. Instead we show that the variation (4.3) provides a symmetry of the equations of motion by demonstrating that

$$d \ast \delta_{0,u}j = 0. \tag{4.4}$$

Here, $j$ is the G-symmetry Noether current.

**General symmetry criterion.** We begin by deriving a necessary and sufficient criterion for a given variation $\delta g$ to be a symmetry. We define $\eta = \delta g g^{-1}$ so that we can write the variation as $\delta g = \eta g$ and the induced change of the Maurer–Cartan current as $\delta U = g^{-1}d\eta g$. In order to calculate the variation of the Noether current, it is convenient to write it in the form (cf. (2.4))

$$j = -2g P_m(U)g^{-1} = g(\Omega(U) - U)g^{-1}. \tag{4.5}$$

Since $\Omega$ is a linear map on $g$, its action and the variation commute and we find

$$\delta j = -d\eta - [j, \eta] + g \Omega(g^{-1}d\eta g)g^{-1}. \tag{4.6}$$

Hence, we have a symmetry of the equations of motion if and only if

$$d \ast (d\eta + [j, \eta]) = d(g \Omega(g^{-1} \ast d\eta g)g^{-1}). \tag{4.7}$$

In order to rewrite this, it is helpful to note that since $\omega_1 \land \omega_2 + \omega_2 \land \omega_1$ leads to a commutator and $\Omega$ is an involutive automorphism on $g$, we can rewrite e.g.

$$U \land \Omega(g^{-1} \ast d\eta g) + \Omega(g^{-1} \ast d\eta g) \land U = \Omega(\Omega(U) \land g^{-1} \ast d\eta g + g^{-1} \ast d\eta g \land \Omega(U)).$$

In this way, the right hand side of equation (4.7) can be expressed as

$$d(g \Omega(g^{-1} \ast d\eta g)g^{-1}) = g \Omega(g^{-1}(d \ast d\eta + j \land \ast d\eta + \ast d\eta \land j)g)g^{-1} \quad = g \Omega(g^{-1}d \ast (d\eta + [j, \eta])g)g^{-1}.$$

Thus we find the condition

$$g^{-1}d \ast (d\eta + [j, \eta])g = \Omega(g^{-1}d \ast (d\eta + [j, \eta])g), \tag{4.8}$$
which states that
\[ g^{-1}d \ast (d\eta + [j, \eta]) g \in \mathfrak{h}. \tag{4.9} \]

This is the sought after necessary and sufficient condition for \( \delta g = \eta g \) to be a symmetry of the model. In most of the cases (but not all) that we consider, this condition is actually satisfied in the form
\[ d \ast (d\eta + [j, \eta]) = 0. \tag{4.10} \]

**Integrable completion is a symmetry.** With this criterion at hand, we return to the variation (4.3) given by \( \delta_{0,u}g = \chi_u^{-1}\delta_0(\chi_u g) \). By Leibniz’ rule we obtain
\[ \delta_{0,u}g = \delta_0g + (\chi_u^{-1}\delta_0\chi_u)g. \tag{4.11} \]

Hence, the total variation splits into a part \( \delta_0g \), which is a symmetry by assumption, and the part \( \delta_{0,u}g = \eta g \) with \( \eta = \chi_u^{-1}\delta_0\chi_u \). We now demonstrate that also this second part is a symmetry by showing that (4.10) is satisfied. To this end, we calculate
\[ d\eta = d(\chi_u^{-1}\delta_0\chi_u) = -\chi_u^{-1}d\chi_u \chi_u^{-1}\delta_0\chi_u + \chi_u^{-1}\delta_0d\chi_u = \delta_0\ell_u + [\eta, \ell_u], \tag{4.12} \]
where we used \( d\chi_u = \chi_u\ell_u \) as given in (3.7). Then, it follows that
\[ d\eta + [j, \eta] = \delta_0\ell_u + [\eta, \ell_u - j] = \delta_0\ell_u + \frac{1}{u}[\eta, \ast\ell_u], \tag{4.13} \]
using \( \ast\ell_u = u(\ell_u - j) \) in the last step. Taking the divergence of this equation yields the terms
\[ d \ast (d\eta + [j, \eta]) = d \ast \delta_0\ell_u - \frac{1}{u}d[\eta, \ell_u] = d \ast \delta_0\ell_u - \frac{1}{u}(d\eta \wedge \ell_u + \ell_u \wedge d\eta) - \frac{1}{u}[\eta, d\ell_u]. \tag{4.14} \]

Within the middle terms on the right hand side of (4.14), we replace \( d\eta \) again with the help of (4.12), which gives
\[ d\eta \wedge \ell_u + \ell_u \wedge d\eta = \delta_0\ell_u \wedge \ell_u + \ell_u \wedge \delta_0\ell_u + [\eta, \ell_u] \wedge \ell_u + \ell_u \wedge [\eta, \ell_u] \]
\[ = \delta_0(\ell_u \wedge \ell_u) + [\eta, \ell_u \wedge \ell_u] = -\delta_0d\ell_u - [\eta, d\ell_u]. \tag{4.15} \]

Using once more that \( \ast\ell_u = u(\ell_u - j) \), we then find
\[ d \ast (d\eta + [j, \eta]) = d \delta_0(\ast\ell_u + \frac{1}{u}\ell_u) = \frac{1}{u}d \ast \delta_0j = 0. \tag{4.16} \]

Thus, the condition (4.10) is satisfied and the integrable completion (4.3) of a symmetry variation \( \delta_0 \) indeed furnishes a one-parameter family of symmetry variations.

**Noether procedure and on-shell symmetries.** We would now like to derive conserved charges, which are associated to the nonlocal symmetry transformations discussed above. Let us point out that due to the definition of \( \chi_u \) all of the higher symmetry transformations are inherently on-shell. Carrying out Noether’s procedure strictly would require to continue the symmetry variations to off-shell symmetries of the action. This was done in \[26\] for the Yangian-type symmetries of principal chiral models and it seems plausible that it could also be done for symmetric space models. Here, we will be satisfied with deriving on-shell expressions for conserved currents. Let us clarify, how these currents are related to the currents one would derive from a (hypothetical) off-shell continuation of the underlying symmetry via Noether’s procedure.
Suppose we had found a way to extend the symmetry transformations discussed above off-shell. This would involve finding off-shell expressions for the quantity \( \chi_u \), which can e.g. be done as in [26] by fixing specific paths from any point on the worldsheet to a common starting point and by defining \( \chi_u \) to be the solution of \( d\chi_u = \chi_u \ell_u \) along this path. This implies that the continued \( \chi_u \) satisfies

\[
d\chi_u = \chi_u \ell_u + f_u,
\]

where \( f_u \) is some one-form which vanishes on-shell. By assumption, the variation of the Lagrangian can be written as a total derivative, \( \delta L = d \ast k \). Hence, \( k \) represents the contribution to the Noether current which would follow from the off-shell symmetry.

Since we do not have an off-shell continuation of the above symmetries at hand, we simply perform a formal calculation where we use \( d\chi_u = \chi_u \ell_u \), but we will not use the equations of motion otherwise. For the symmetries we consider, one can show that in this way we obtain \( \delta L = d \ast k' \). That is, \( k' \) represents the on-shell contribution to the current following from our formal procedure. It is then clear that \( d \ast (k - k') \) will be proportional to \( f_u \), which vanishes on-shell. Hence, \( (k - k') \) vanishes up to the usual freedom in reading off \( \ast k \) from \( d \ast k \). We thus see that the conserved current we derive agrees on-shell with the Noether current one would find if one had continued the symmetry off-shell and carried out Noether’s procedure. We note that also the conserved current associated to the variation \( \hat{\delta} \) is derived in this way in section 3.

### 4.2 Yangian Symmetry

In this subsection we discuss the first nontrivial example of the above integrable completion via the master symmetry. In particular, we demonstrate that the completion of the Lie algebra symmetry (2.10) of symmetric space models yields a tower of nonlocal Yangian symmetries.

**Completion of conserved currents and charges.** Applying the master variation to the conserved current \( j \) introduced in (2.12), we find

\[
\hat{\delta} j = -2 \ast j + [\chi^{(0)}, j],
\]

which is indeed a nonlocal conserved current. The corresponding charge

\[
J^{(1)} := \int \ast \hat{\delta} j = 2 \int j + \int_{\sigma_1 \ast \sigma_2} [\ast j_1, \ast j_2]
\]

takes the standard form of a level-1 Yangian charge. In section 3 we will demonstrate that these charges indeed obey the Yangian commutation relations. Higher conserved currents and charges can be constructed by repeated application of \( \hat{\delta} \). However, since we know the large transformation generated by \( \hat{\delta} \), we need not carry out this cumbersome procedure. Exponentiating the variation \( \hat{\delta} \) essentially transforms \( g \) into \( g_u \) and all derived quantities like the Noether current \( j \) transform accordingly. The higher charges to be constructed from \( J \) by repeated application of \( \hat{\delta} \) should thus be contained in the one-parameter family of conserved charges obtained from the transformed solutions \( g_u \):

\[
J_u = \int \ast j_u, \quad j_u = -2g_u a_u g_u^{-1}.
\]

Note that the difference to the level-1 current given in (2.20) merely results from a re-ordering of symmetries, see also the paragraph at the end of this subsection.
A more precise relation can be established by applying equation (3.23) to obtain a recurrence relation for the coefficients of the Taylor expansion of \( J_u \). Since \( \Omega \) is a linear map on \( g \) the variation \( \hat{\delta} \) acts on \( a_u = P_m(g_u^{-1}dg_u) \) in the same way as on \( g_u \), such that

\[
\hat{\delta} J_u = (1 + u^2) \frac{d}{du} J_u. \tag{4.20}
\]

The relation takes a simpler form for the angle spectral parameter \( \theta \) introduced in (2.23) via the relation \( e^{i\theta} = \frac{1}{1+iu} \). In terms of this parameter, the relation reads

\[
\hat{\delta} J_\theta = \frac{d}{d\theta} J_\theta, \tag{4.21}
\]

which also makes it manifest that the master symmetry generates the spectral parameter. Defining the charges \( J^{(n)} \) to be the coefficients in the Taylor expansion

\[
J_\theta = \sum_{n=0}^{\infty} \frac{\theta^n}{n!} J^{(n)},
\]

we find the recurrence relation

\[
\hat{\delta} J^{(n)} = J^{(n+1)}. \tag{4.22}
\]

**Completion of symmetry variations.** It is in general not straightforward to obtain nonlocal symmetries associated to nonlocal charges, as they are non-linearly generated and are hence not determined by the Poisson brackets via the ordinary symplectic action. However, the integrable completion of the symmetry variation \( \delta_\epsilon \) provides a natural candidate for the symmetry variations associated to the charges discussed above. The integrable completion of the symmetry variation \( \delta_\epsilon \) is given by

\[
\delta_\epsilon u g := \chi_u^{-1} \delta_\epsilon (\chi_u g) = \chi_u^{-1} \epsilon \chi_u g = \eta_{\epsilon,u} g. \tag{4.23}
\]

Similar variations were considered in [22], see section 7 for more details on the relation to the present work. We will now show that the Noether charges associated to the above symmetry transformations (4.23) are related to the conserved charges \( J_u \) up to a \( u \)-dependent factor.

**Noether procedure for Yangian symmetry.** We turn to the derivation of the conserved current for the nonlocal symmetries of Yangian type, which are given by (4.23). As for the derivation of the G-symmetry Noether current, we allow \( \epsilon \) to vary over the worldsheet. We thus find the variation of the Maurer–Cartan current to be

\[
\delta_{\epsilon,u} U = g^{-1} \left( [\eta_{\epsilon,u}, \ell_u] + \chi_u^{-1} d\epsilon \chi_u \right) g. \tag{4.24}
\]

For the variation of the action we obtain

\[
\delta_{\epsilon,u} S = \int \text{tr} \left( * j \wedge (\eta_{\epsilon,u} + \chi_u^{-1} d\epsilon \chi_u) \right) = - \int \text{tr} \left( (\star j \wedge \ell_u + \ell_u \wedge \star j) \eta_{\epsilon,u} - \chi_u \star j \chi_u^{-1} \wedge d\epsilon \right)
\]

\[
= - \int \text{tr} \left( \frac{2u}{1+u^2} (j \wedge \ell_u) \eta_{\epsilon,u} - \chi_u \star j \chi_u^{-1} \wedge d\epsilon \right)
\]

\[
= \int \text{tr} \left( \frac{2u}{1+u^2} (\chi_u \star j \chi_u^{-1}) \epsilon + \chi_u \star j \chi_u^{-1} \wedge d\epsilon \right), \tag{4.25}
\]

where we have inserted the explicit expression (3.6) for \( \ell_u \). Note now that

\[
d \left( \chi_u \star j \chi_u^{-1} \right) = \chi_u (\ell_u \wedge j + j \wedge \ell_u + d\chi_u) \chi_u^{-1} = \frac{1 - u^2}{1 + u^2} \chi_u d\chi_u^{-1}. \tag{4.26}
\]
Consequently we have

\[ \delta_{\epsilon,u} S = \int \text{tr} \left( \frac{2u}{1 - u^2} d \left( \chi_u j \chi_u^{-1} \right) \epsilon + \chi_u * j \chi_u^{-1} \wedge d\epsilon \right), \quad (4.27) \]

and dropping boundary terms, we find

\[ \delta_{\epsilon,u} S = \int \text{tr} \left( \chi_u \left( * j + \frac{2u}{1 - u^2} j \right) \chi_u^{-1} \wedge d\epsilon \right). \quad (4.28) \]

The Noether current associated to the nonlocal symmetry \( \delta_{\epsilon,u} \) is thus given by

\[ \bar{j}_u = \chi_u \left( j - \frac{2u}{1 - u^2} * j \right) \chi_u^{-1}. \quad (4.29) \]

Comparing this expression with the G-symmetry Noether current of the transformed solution,

\[ j_u = -2g_u a_u g_u^{-1} = \chi_u \left( 1 - \frac{u^2}{1 + u^2} j - \frac{2u}{1 + u^2} * j \right) \chi_u^{-1}, \quad (4.30) \]

we find the relation

\[ \bar{j}_u = \frac{1 + u^2}{1 - u^2} j_u. \quad (4.31) \]

The symmetry variations associated to the conserved charges \( J_u \) are thus given by

\[ \delta_{\epsilon,u} g = \frac{1 - u^2}{1 + u^2} \chi_u^{-1} \epsilon \chi_u g = \frac{1 - u^2}{1 + u^2} \delta_{\epsilon,u} g. \quad (4.32) \]

**Relation to BIZZ charges.** As explained in the beginning of this section, the charges \( J_u \) discussed above differ from the charges derived from the BIZZ procedure. However, since both charges are based on the quantity \( \chi_u \), one should expect that the charges are related to each other. In fact, such a relation can be established using the variation \( \hat{\delta} \). The BIZZ charges are given by the monodromy over the Lax connection \( \ell_u \), which amounts to considering the quantity \( \chi_u \) over a closed contour. The relation of these charges to those derived from \( j_u \) is given by

\[ (1 + u^2) \hat{\chi}_u(z, \bar{z}) \chi_u^{-1}(z, \bar{z}) = \int_{z_0}^{z} \bar{\jmath}_u. \quad (4.33) \]

Note first that the two sides of this equation are the same for \( u = 0 \) since \( d\chi^{(0)} = *j \). In order to prove equality for any value of \( u \), we can employ the variation \( \hat{\delta} \) to construct a recurrence relation for the Taylor coefficients on either side of equation \((4.33)\). We have already seen that

\[ \hat{\delta} j_u = (1 + u^2) \frac{d}{du} j_u \quad (4.34) \]

and a simple application of equation \((3.24)\) shows that

\[ \hat{\delta} \left[ (1 + u^2) \hat{\chi}_u \chi_u^{-1} \right] = (1 + u^2) \frac{d}{du} \left[ (1 + u^2) \hat{\chi}_u \chi_u^{-1} \right], \]

which proves the relation \((4.33)\) and hence shows that the charges \( J^{(n)} \) carry the same information as those obtained from the BIZZ procedure.
| Level-0 | Variation $\delta, g = \epsilon g$ | Charge $J^{(0)} = J = \int * j$ | Variation $\hat{\delta} g = \chi^{(0)} g$ | Charge $\mathbb{J}^{(0)} = \frac{1}{2} \text{tr} (J J)$ |
| Level-1 | $\delta^{(1)} _{g} = [\epsilon , \chi^{(0)} ] g$ | $J^{(1)} = 2 \int j + \int [ * j_{1} , * j_{2} ]$ | $\hat{\delta}^{(1)} g = [2 \chi^{(1)} - (\chi^{(0)} )^{2} ] g$ | $\mathbb{J}^{(1)} = \text{tr} (J J^{(1)})$ |
| Completion | $\delta_{\epsilon,u} g = \chi^{-1}_{u} \epsilon \chi_{u} g$ | $J_{u} = \int * j_{u}$ | $\hat{\delta}_{u} g = \chi^{-1}_{u} \chi_{u} g$ | $\mathbb{J}_{u} = \frac{1}{2} \text{tr} (J_{u} J_{u})$ |

Table 1: Overview of Yangian and master symmetries with $j_{u} = -2 g_{u} a_{u} g_{u}^{-1}$ and $j = j_{0}$.

### 4.3 Master Symmetry

Here we consider the second nontrivial example of an integrable completion via the master symmetry. In fact, we apply the completion to the master variation $\hat{\delta}$ itself, yielding a one-parameter family of master transformations $\hat{\delta}_{u}$ and associated charges $\mathbb{J}_{u}$.

**Completion of conserved currents and charges.** As in the case of the Lie algebra and Yangian charges discussed above, we can proceed for the Noether current associated to the symmetry $\hat{\delta}$ itself. Acting with $\hat{\delta}$ on the current $j$ of (3.16) gives the conserved master current of level one:

$$\hat{\delta} j = \text{tr} (j (2 \chi^{(1)} - \chi^{(0)} )^{2} - 2 * j \chi^{(0)} ) .$$

(4.35)

The structure of the conserved quantities, however, turns out to be more transparent if one considers the charges directly. Acting with $\hat{\delta}$ on $J$ defined in (3.17) gives the conserved master charge of level one:

$$\mathbb{J}^{(1)} = \text{tr} (J J^{(1)}) .$$

(4.36)

Employing a large master transformation provides the generating function

$$\mathbb{J}_{u} = \frac{1}{2} \text{tr} (J_{u} J_{u}) ,$$

(4.37)

and switching to the angle spectral parameter $\theta$, we again find the relation

$$\hat{\delta} \mathbb{J}_{\theta} = \frac{d}{d\theta} \mathbb{J}_{\theta}$$

such that the Taylor coefficients $\mathbb{J}^{(n)}$ of $\mathbb{J}_{\theta}$ satisfy the recurrence relation

$$\hat{\delta} \mathbb{J}^{(n)} = \mathbb{J}^{(n+1)} .$$

(4.38)

**Completion of symmetry variations.** In analogy to (4.23) for the Lie algebra symmetry, we conjugate the master symmetry $\hat{\delta}$ with $\chi_{u}$ and define the variation

$$\hat{\delta}_{u} g := \frac{1}{1 + u^{2} } \chi^{-1}_{u} \hat{\delta} (\chi_{u} g) = \chi^{-1}_{u} \chi_{u} g .$$

(4.39)

Again, similar variations were considered in [22], cf. section 7. We will now establish the relation of these symmetry variations to the conserved charges discussed above by deriving the conserved charges associated to the variations (4.39).
Noether procedure. We derive the Noether current associated to the one-parameter family of master symmetries:

\[ \hat{\delta} u g = \rho \eta u g = \rho \chi_u^{-1} \dot{\chi}_u g . \]  

(4.40)

Here, we have again introduced a coordinate-dependent transformation parameter \( \rho \) in order to derive the Noether current. Making use of \( \hat{\delta} U = g^{-1} (d \eta u \rho + \eta u d \rho) g \) we find the variation of the action to be

\[ \hat{\delta} S = \int \{ \text{tr} (\ast j \wedge d \eta u) \rho + \text{tr} (\ast j \eta u) \wedge d \rho \} . \]  

(4.41)

By using that \( d \eta u = [\eta u, \ell] + \dot{\ell} \), we can recast

\[ \text{tr} (\ast j \wedge d \eta u) = - \text{tr} (\ast j + \frac{2u}{1+u^2} j \wedge j) \]

and comparing with

\[ d \text{tr} (j \eta u) = \frac{1-u^2}{1+u^2} \text{tr} (dj \eta u + \frac{1}{1+u^2} j \wedge j) \]

yields

\[ \hat{\delta} S = \int \left\{ \frac{2u}{1-u^2} d \text{tr} (j \eta u) \rho + \text{tr} (\ast j \eta u) \wedge d \rho \right\} = \int \text{tr} \left( \left( \ast j + \frac{2u}{1-u^2} j \right) \eta u \right) \wedge d \rho . \]  

(4.42)

From this we read off the Noether current

\[ \bar{J}_u = \text{tr} \left( \bar{J}_u \dot{\chi}_u \chi_u^{-1} \right) = \frac{1+u^2}{1-u^2} \text{tr} \left( j_u \dot{\chi}_u \chi_u^{-1} \right) . \]  

(4.43)

By virtue of equation (4.33), we conclude that

\[ \bar{J}_u(z, \bar{z}) = \frac{1}{1-u^2} \text{tr} \left( j_u (z, \bar{z}) \int_{z_0}^{z} \ast j_u \right) , \]  

(4.44)

such that the Noether charge is identified as

\[ \bar{J}_u = \frac{1}{1-u^2} J_u . \]  

(4.45)

Note that \( \hat{\delta} u \) yields the charge \( J_u \) up to a \( u \)-dependent factor.

4.4 Spacetime Symmetry

The principle to conjugate a known symmetry \( \delta_0 \) of the model with \( \chi_u \) can also be applied to spacetime or worldsheet symmetries. A general spacetime symmetry \( \delta_0 = \delta_{ST} \) is described by

\[ \delta_{ST} g = b^\alpha (\tau, \sigma) \partial_\alpha g , \]  

(4.46)

where the specific form of \( b^\alpha \) depends on the chosen spacetime symmetry. The conjugation with \( \chi_u \) then leads to the variations

\[ \delta_{ST, u} g = b^\alpha l_{u, \alpha} g = b^\alpha \left( \frac{u^2}{1+u^2} j_\alpha + \frac{u}{1+u^2} \varepsilon_{\alpha \beta} h^\beta j_\delta \right) g , \]  

(4.47)

where for convenience we write the currents \( j \) and \( \ast j \) in terms of their components. Note now that

\[ j_\alpha \cdot g = -2gP_m (g^{-1} \partial_\alpha g) g^{-1} g = -2\partial_\alpha g + 2gP_\beta (g^{-1} \partial_\alpha g) . \]  

(4.48)

We thus observe that the variations (4.47) are merely \( u \)-dependent linear combinations of the original spacetime symmetries and gauge transformations.
5 Symmetry Algebra

In this section, we discuss the algebra of symmetries introduced above. We explicitly evaluate the commutators of symmetry variations as well as the Poisson algebra of the conserved charges.

5.1 Algebra of Yangian and Master Variations

We provide the commutation relations for the variations \( \delta_{\epsilon,u} \) and \( \delta_u \) given in \([4.23]\) and \([4.39]\), respectively. The commutation relations of similar nonlocal symmetries were derived by Schwarz in \([22]\) and we follow the methods explained there. Note, however, that Schwarz’ discussion does not include the symmetry \( \delta = \delta^{(0)} \).

Let us begin by considering two generic variations \( \delta_1, \delta_2 \), which are the infinitesimal variations associated to some transformations \( g \mapsto F_i^t(g) = f_i^t(g) \cdot g \) \((i = 1, 2)\). Taking \( t \) to be infinitesimal, we have the variations

\[
\delta_i g = \frac{d}{dt} F_i^t(g) \bigg|_{t=0} = \frac{d}{dt} f_i^t(g) \bigg|_{t=0} \cdot g = \phi_i(g) \cdot g.
\]

The concatenation of two such variations is given by

\[
\delta_1 (\delta_2 g) = \frac{d}{dt_2} \left( \phi_1 \left( f_2^{t_2}(g) \cdot g \right) \cdot f_1^{t_2}(g) \cdot g \right) \bigg|_{t_2=0} = \phi_1(g) \cdot \phi_2(g) \cdot g + (\delta_2 \phi_1) \cdot g,
\]

and hence we have the commutator

\[
[\delta_1, \delta_2] g = (\phi_1, \phi_2) + \phi_2 \phi_1 - \delta_1 \phi_2) g. \tag{5.1}
\]

The variations \( \delta_{\epsilon,u} g = \chi_u^{-1} \epsilon \chi_u g = \eta_{\epsilon,u} g \) and \( \delta_u g = \chi_u^{-1} \chi_u g \) are constructed from the solution \( \chi_u \) to the auxiliary linear problem

\[
d\chi_u = \chi_u \ell_u, \quad \chi_u(z_0, \bar{z}_0) = 1. \tag{5.2}
\]

The key step in deriving their commutation relations is to compute the variation of \( \chi_u \), which is achieved by solving the varied auxiliary linear problem \((5.2)\):

\[
\chi_u^{-1} (d(\delta \chi_u) - (\delta \chi_u) \ell_u) = \delta \ell_u, \quad \delta \chi_u(z_0, \bar{z}_0) = 0. \tag{5.3}
\]

A detailed derivation of the variations \( \chi_u \) can be found in appendix [B]. Here, we state the result for the variation \( \delta_{\epsilon,u} \):

\[
\delta_{\epsilon,u} \chi_u = \frac{u_2}{u_1 - u_2} \left( \chi_u \eta_{\epsilon,u} - \epsilon \chi_u \right) + \frac{u_1 u_2}{1 + u_1 u_2} \left( \chi_u \hat{\eta}_{\epsilon,u} - \epsilon' \chi_u \right), \tag{5.4}
\]

where we defined

\[
\hat{\eta}_{\epsilon,u} = g \frac{\chi_u}{g^{-1} \eta_{\epsilon,u} g}, \quad \epsilon' = g_0 \frac{g^{-1} \epsilon g_0}{g_0^{-1}}, \quad g_0 = g(z_0, \bar{z}_0).
\]

Once the solutions to the varied auxiliary linear problem \((5.3)\) are found, the commutation relations can be expressed in terms of the known variations up to gauge transformations. As an example, consider the variation

\[
\hat{\eta}_{\epsilon,u} g = g \frac{\chi_u}{g^{-1} \eta_{\epsilon,u} g} = -\eta_{\epsilon,u} g + g \frac{2P_i}{g^{-1} \eta_{\epsilon,u} g} = -\delta_{\epsilon,u} g + \delta_h g. \tag{5.5}
\]
Leaving out gauge transformations such as $\delta_\epsilon$ above, we have the commutation relations

$$[\delta_{\epsilon_1,u_1}, \delta_{\epsilon_2,u_2}] = \frac{1}{u_1 - u_2} (u_1 \delta_{[\epsilon_1, \epsilon_2], u_1} - u_2 \delta_{[\epsilon_1, \epsilon_2], u_2}) + \frac{u_1 u_2}{1 + u_1 u_2} (\delta_{[\epsilon_2, \epsilon'_1], u_2} - \delta_{[\epsilon_1, \epsilon'_2], u_1}) ,$$  \hspace{1cm} (5.6)

$$\left[ \hat{\delta}_{u_1}, \delta_{\epsilon,u_2} \right] = \frac{u_2 (\delta_{\epsilon,u_2} - \delta_{\epsilon,u_1})}{(u_1 - u_2)^2} - \frac{u_2 (\delta_{\epsilon,u_2} + \delta_{\epsilon',u_1})}{(1 + u_1 u_2)^2} + \frac{u_2 (1 + u_2^2) \partial_{u_2} \delta_{\epsilon,u_2}}{(u_1 - u_2)(1 + u_1 u_2)} ,$$ \hspace{1cm} (5.7)

as well as the relation

$$\left[ \hat{\delta}_{u_1}, \hat{\delta}_{u_2} \right] = \sum_{i=1}^2 (1 + u_i^2) (u_i \partial_{u_i} + 1) \hat{\delta}_{u_i} + \left( \frac{2}{(u_1 - u_2)^2} - \frac{2}{(1 + u_1 u_2)^2} \right) (u_2 \hat{\delta}_{u_2} - u_1 \hat{\delta}_{u_1}) .$$ \hspace{1cm} (5.8)

The underlying algebra takes a more intuitive form after performing an expansion around $u = 0$. We define the coefficients $\delta^{(n)}_\epsilon$ and $\hat{\delta}^{(n)}$ by

$$\delta_{\epsilon,u} = \sum_{n=0}^\infty u^n \delta^{(n)}_\epsilon , \hspace{1cm} \hat{\delta}_u = \sum_{n=0}^\infty u^n \hat{\delta}^{(n)} ,$$ \hspace{1cm} (5.9)

and we set $\delta^{(n)}_\epsilon = 0 = \hat{\delta}^{(n)}$ for $n < 0$. The expansion of all commutators can be performed by making repeated use of the identity

$$u_1^{n+1} - u_2^{n+1} = (u_1 - u_2) \sum_{k=0}^n u_1^{n-k} u_2^k .$$

Expanding the commutation relations of the Yangian-type symmetries leads to the relations

$$\left[ \delta^{(m)}_{\epsilon_1}, \delta^{(m)}_{\epsilon_2} \right] = \begin{cases} \delta^{(m+n)}_{[\epsilon_1, \epsilon_2]} & \text{if } n = 0 \land m = 0 , \\ \delta^{(m+n)}_{[\epsilon_1, \epsilon_2]} + (-1)^n \delta^{(m-n)}_{[\epsilon_2, \epsilon'_1]} - (-1)^m \delta^{(n-m)}_{[\epsilon_1, \epsilon'_2]} & \text{if } n, m \neq 0 . \end{cases}$$ \hspace{1cm} (5.10)

The first term represents the commutation relations of a loop algebra, which is the symmetry algebra of principal chiral models. The additional terms can be simplified if we fix the condition $g_0 = 1$, such that $\epsilon' = P_{\epsilon} - P_{\epsilon} \epsilon$. Discriminating the cases $\epsilon_i \in h$ and $\epsilon_i \in m$ one then reaches the commutation relations \cite{(5.10)} without primes and with varying signs in front of the two additional terms. Based on these relations, Schwarz denotes the symmetry of symmetric space models by $\hat{\mathcal{G}}_H$ \cite{(22)}.

For the commutator of the master and Yangian variations, we find

$$\left[ \hat{\delta}^{(n)}, \delta^{(m)}_\epsilon \right] = -m \delta^{(m+n+1)}_\epsilon + (-1)^m \delta^{(n+1-m)}_\epsilon - (-1)^n \delta^{(m-n-1)}_\epsilon .$$ \hspace{1cm} (5.11)

We observe that all of the higher master variations commute with the generators $\delta_\epsilon$ of the G-symmetry.

The commutator of two generic master variations can be shown to take the form

$$\left[ \hat{\delta}^{(n)}, \delta^{(m)}_\epsilon \right] = (n - m) \delta^{(n+m+1)}_\epsilon + (-1)^m (n + m + 2) \delta^{(n-m-1)}_\epsilon - (-1)^n (n + m + 2) \delta^{(m-n-1)} .$$ \hspace{1cm} (5.12)

Note that the knowledge of the first two generators $\hat{\delta}$ and $\hat{\delta}^{(1)}$ is sufficient to construct all of the higher master symmetry generators as it is the case for the Yangian variations $\delta_\epsilon$ and $\delta^{(1)}_\epsilon$ as well. Let us also emphasize that Schwarz gives an interpretation of the commutators \cite{(5.12)}. In fact, he argues that the generators $\hat{\delta}^{(n)}$ can be related to half of a Virasoro algebra by considering suitable linear combinations.\footnote{In the present case, the algebra is obtained from the linear combinations $K_n = i^{(n+1)} (L_{n+1} - L_{-n-1})$ of the Virasoro generators $L_n$. Note that Schwarz discusses the relation for the case of the principal chiral model, where different linear combinations reproduce the respective algebra.} He thus refers to this symmetry as “Virasoro-like”; for more details on this point see \cite{(22)}. 
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5.2 Poisson Algebra of Yangian and Master Charges

In this section, we discuss the Poisson algebra of the conserved charges induced by the nonlocal symmetries of symmetric space models. We find that up to ambiguous boundary terms, which commonly appear in the study of such Poisson algebras [27], the Poisson algebra of the charges $J^{(n)}$ is given by the classical analogue of a Yangian algebra. Similar results hold for principal chiral and Gross–Neveu models [28]. Since the form of the current algebra for symmetric space models is close to the one of principal chiral models, the analysis is simplified and many of the results of [28] can be transferred. As the charges associated to the master symmetry turn out to be compositions of the Yangian charges, their Poisson algebra is inherited from the latter. For convenience, the calculations within this subsection are performed in components instead of differential forms. Also, in order to be compatible with [28], we switch to a field theory point of view in this subsection. That is, we view the symmetric space model to describe the internal degrees of freedom of a two-dimensional field theory rather than the target space of a string theory. In particular, the conserved charges are integrated over an infinite line rather than a closed cycle. In order to emphasize this point, we also switch the notation from $(\tau, \sigma)$ to $(t, x)$ within this subsection.

The Poisson algebra of the Noether currents for symmetric space models was derived in [29]. For the components $j_0^a, j_1^a$ entering as

$$j(t, x) = j_0^a(t, x) T_a \, dt + j_1^a(t, x) T_a \, dx,$$

we have the Poisson-brackets

\begin{align}
\{ j_0^a(t, x), j_1^b(t, y) \} &= -f^{ab}_c j_0^a(t, x) \delta(x - y), \quad (5.13) \\
\{ j_0^a(t, x), j_1^b(t, y) \} &= -f^{ab}_c j_1^a(t, x) \delta(x - y) + k^{ab}(t, y) \partial_x \delta(x - y), \quad (5.14) \\
\{ j_1^a(t, x), j_1^b(t, y) \} &= 0. \quad (5.15)
\end{align}

Here $k^{ab}$ is given by

$$k^{ab} = \text{tr} \left( T^a k(T^b) \right) = \text{tr} \left( P_m (g^{-1} T^a g) P_m (g^{-1} T^b g) \right), \quad (5.16)$$

with $k : \mathfrak{g} \rightarrow \mathfrak{g}$ being a map from $\mathfrak{g}$ to itself defined as

$$k = \text{Ad}(g) \circ P_m \circ \text{Ad}(g)^{-1}, \quad k(X) = g P_m (g^{-1} X g) \, g^{-1}. \quad (5.17)$$

The symbol $k$ is related to the Noether current $j$ by the relations

$$\text{ad}(j_\mu) = k \circ \text{ad}(j_\mu) + \text{ad}(j_\mu) \circ k, \quad j_\mu^c f_c^{ab} = j_\mu^c \left( f_c^{ad} k_d^b - f_c^{bd} k_d^a \right), \quad (5.18)$$

which follow from a short calculation:

$$(k \circ \text{ad}(j_\mu) + \text{ad}(j_\mu) \circ k) (X) = g P_m \left( g^{-1} [j_\mu, X] g \right) g^{-1} + [j_\mu, g P_m (g^{-1} X g) \, g^{-1}]$$

$$= g P_m \left( [-2 a_\mu, g^{-1} X g] \right) g^{-1} + g \left[ -2 a_\mu, P_m (g^{-1} X g) \right] g^{-1}$$

$$= g \left( [-2 a_\mu, P_b (g^{-1} X g) + P_m (g^{-1} X g)] \right) g^{-1} \left[ [j_\mu, X] \right].$$

The Poisson algebra closes if one includes $k^{ab}(t, x)$. The additional Poisson brackets take the form

\begin{align}
\{ j_0^a(t, x), k^{bc}(t, y) \} &= -\left( f^{ab}_d k^{dc}(t, x) + f^{ac}_d k^{db}(t, x) \right) \delta(x - y), \quad (5.19) \\
\{ j_1^a(t, x), k^{bc}(t, y) \} &= 0, \quad (5.20) \\
\{ k^{ab}(t, x), k^{cd}(t, y) \} &= 0. \quad (5.21)
\end{align}
Yangian charges. Given a consistent set of Poisson brackets for the Noether currents, we turn to the calculation of the Poisson brackets of the conserved charges $J^{(n)}$, for which we note the explicit expressions

$$ J^{(0)} a = \int_{-\infty}^{\infty} dx j_0^a(t, x), \quad J^{(1)} a = f^{a}{}_{bc} \int_{-\infty}^{\infty} dx_1 dx_2 \theta(x_2 - x_1) j_0^b(x_1) j_0^c(x_2) + 2 \int_{-\infty}^{\infty} dx j_1^a(x). \quad (5.22) $$

We now demonstrate that the Poisson algebra of these charges represents the classical counterpart of a Yangian algebra, i.e. that the charges satisfy the relations

$$ \{ J^{(0)} a , J^{(0)} b \} = f^{ab}{}_{c} J^{(0)} c, \quad \{ J^{(0)} a , J^{(1)} b \} = f^{ab}{}_{c} J^{(1)} c, \quad (5.23) $$

as well as the classical counterpart of the Serre relations:

$$ f_{a}{}^{[ab} J^{(1)c]} , J^{(1)d]} = \frac{1}{2} f^{a}{}_{ip} f^{b}{}_{jq} f^{c}{}_{kr} f^{ijk} \left( J^{(0)p} J^{(0)q} J^{(0)r} \right). \quad (5.24) $$

For the Gross–Neveu and the principal chiral model, the Serre relations for the conserved charges were shown by MacKay in [28]. In that case, the Poisson brackets of the respective Noether currents are similar to those given above. In the case of a principal chiral model on $G$ we have (for the Noether current associated to left-multiplication)

$$ \begin{aligned}
\{ j_0^a(t, x) , j_0^b(t, y) \}_{\text{PCM}} &= - f^{ab}{}_{c} j_0^c(t, x) \delta(x - y), \\
\{ j_0^a(t, x) , j_1^b(t, y) \}_{\text{PCM}} &= - f^{ab}{}_{c} j_1^c(t, x) \delta(x - y) + G^{ab} \partial_x \delta(x - y), \\
\{ j_1^a(t, x) , j_1^b(t, y) \}_{\text{PCM}} &= 0. 
\end{aligned} \quad (5.25) $$

Here, $G^{ab} = \text{tr} (T^a T^b)$ denotes the metric on the group $G$. In terms of the respective Noether currents, the charges $J^{(0)}$ and $J^{(1)}$ take exactly the same form (5.22) in principal chiral and symmetric space models. We can thus make use of the calculation of [28] and only need to evaluate the difference in the Poisson brackets by employing the following notation:

$$ \begin{aligned}
\{ j_0^a(t, x) , j_0^b(t, y) \}_{\text{SSM–PCM}} &= 0, \\
\{ j_0^a(t, x) , j_1^b(t, y) \}_{\text{SSM–PCM}} &= \left( k^{ab}(t, y) - G^{ab} \right) \partial_x \delta(x - y), \\
\{ j_1^a(t, x) , j_1^b(t, y) \}_{\text{SSM–PCM}} &= 0. 
\end{aligned} \quad (5.26) $$

We begin by studying the Poisson bracket between a level-0 and a level-1 charge. The calculation of this bracket gives rise to boundary terms, which depend on the precise way in which the upper and lower integration boundaries are taken to infinity in (5.22), cf. [27]. They arise for both the principal chiral and symmetric space model from integrating out the $\partial_x \delta(x - y)$ contributions. The problem stems from the fact that both $G^{ab}$ and $k^{ab}$ are not suitable test functions as they do not vanish when $x$ approaches infinity.

In order to keep the discussion general for the moment, we consider the charges $J^{(0)}$ and $J^{(1)}$ with the following boundaries:

$$ \begin{aligned}
J^{(0)} a &= \int_{-L_1}^{L_2} dx j_0^a(x), \quad (5.27) \\
J^{(1)} a &= f^{a}{}_{bc} \int_{-L_3}^{L_4} dx_1 dx_2 \theta(x_2 - x_1) j_0^b(x_1) j_0^c(x_2) + 2 \int_{-L_5}^{L_6} dx j_1^a(x). \quad (5.28)
\end{aligned} $$
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Since the Poisson bracket of two 0-components of the Noether current \( j \) is the same as in the case of the principal chiral model (see (5.26)), the Lie algebra commutator for the level-0 charges trivially follows. For the Poisson bracket of a level-0 with a level-1 charge we find

\[
\left\{ J^{(0) a}, J^{(1) b} \right\}_{\text{SSM–PCM}} = \int_{-L_1}^{L_2} dx \int_{-L_5}^{L_6} dy \left( k^{ab}(y) - G^{ab} \right) \partial_x \delta(x - y)
\]

\[
= \int_{-L_5}^{L_6} dy \left( k^{ab}(y) - G^{ab} \right) \left( \delta(L_2 - y) - \delta(-L_1 - y) \right)
\]

\[
= \left( k^{ab}(L_2) - G^{ab} \right) \theta(L_6 - L_2) - \left( k^{ab}(-L_1) - G^{ab} \right) \theta(L_5 - L_1) \tag{5.29}
\]

The result shows the difference between the boundary terms for the principal chiral and symmetric space model. In the case of the principal chiral model, it has been noted [28] that the ambiguous boundary terms disappear if one sets the upper and lower boundaries equal, \( L_1 = L_2 \) and \( L_5 = L_6 \). This prescription is not sufficient in the case of the symmetric space model, since \( k^{ab}(L_1) \) generically differs from \( k^{ab}(-L_1) \). For the boundary terms to disappear — and the Yangian algebra to be satisfied — we have to require \( L_1 > L_5 \) and \( L_2 > L_6 \).

In order to study the Serre relations (5.24) next, let us now turn to the Poisson bracket of two level-1 charges \( J^{(1) a} \). Making use of equation (5.26), we find

\[
\left\{ J^{(1) a}, J^{(1) b} \right\}_{\text{SSM–PCM}} = \int_{-L_3}^{L_4} dx_1 dx_2 \theta(x_2 - x_1) \int_{-L_5}^{L_6} dx_3 \left[ f^{a \ cd}_{\ \ \ \ db}(x_1) j^d_0(x_2), j^b_1(x_3) \right]_{\text{SSM–PCM}}
\]

\[
+ f^{b \ cd}_{\ \ \ \ da}(x_3) j^c_0(x_1) \int_{-L_5}^{L_6} dx_3 \left[ f^{a \ cd}_{\ \ \ \ db}(k^{db}(x_3) - G^{db}) \right.
\]

\[
- f^{b \ cd}_{\ \ \ \ da}(k^{da}(x_3) - G^{da}) \biggl) \partial_{x_2} \delta(x_2 - x_3) \biggr], \tag{5.30}
\]

where we defined \( \epsilon(x_2 - x_1) = \theta(x_2 - x_1) - \theta(x_1 - x_2) \) in the last line. Integrating by parts gives the boundary term

\[
B^{ab} = \left( f^{a \ cd}_{\ \ \ \ db}(k^{db}(L_4)\theta(L_6 - L_4) + k^{db}(-L_3)\theta(L_5 - L_3) - G^{db}(\theta(L_6 - L_4) + \theta(L_5 - L_3))) \right.
\]

\[
- f^{b \ cd}_{\ \ \ \ da}(k^{da}(L_4)\theta(L_6 - L_4) + k^{da}(-L_3)\theta(L_5 - L_3) - G^{da}(\theta(L_6 - L_4) + \theta(L_5 - L_3))) \biggr) J^{(0) c}. \tag{5.31}
\]

Again, the result shows the difference between the boundary terms arising for the principal chiral and the symmetric space model. In the case of a principal chiral model, the boundary terms are not relevant for the Serre relations due to the Jacobi identity \( f^{[cd}_{\ \ \ \ \ eb] = 0 \). The situation is different for a symmetric space model, where the above result shows that generically we have

\[
f^{b \ cd}_{\ \ \ \ da} B^{ab} \neq 0, \tag{5.32}
\]

such that the Serre relations (5.24) are violated by the boundary terms. We must hence require \( L_4 > L_6 \) and \( L_5 > L_3 \) in order for the Yangian algebra to hold true. In this case, the boundary
terms are absent and we only have the bulk term, which takes the following form after taking $L_i$ to infinity in the appropriate order:

$$\left\{ J^{(1)}_a, J^{(1)}_b \right\}_{\text{SSM--PCM}} = -2 \int dx \, j^c_0(x) \left( 2 f^{ba}_c + f^{bd}_c k^a_d(x) - f^{ad}_c k^b_d(x) \right) = 2 f^{ab}_c J^{(0)}_c . \quad (5.33)$$

Here, we have used the relation $[5.18]$ to eliminate the terms involving $k$. Hence, the difference to the result for the principal chiral model is given by a term which drops out of the Serre relations. We can thus conclude that the Serre relations for symmetric space models are satisfied if a particular ordering prescription is chosen for taking the boundaries of the integration domains to infinity. Hence, the Yangian relations for a symmetric space model can be understood to fix a limit-ambiguity in the definition of the charges. The situation is thus slightly different from the principal chiral model, where the order of $L_4, L_6$ and $L_3, L_5$ is not relevant to establish the Serre relation.

**Master charges.** The conserved charges associated with the master symmetry are compositions of the Yangian charges, see e.g. table 1. Hence, the respective algebra relations are inherited from the Yangian algebra. For instance, the level-0 Yangian charge $J$ and the level-1 master charge $J^{(1)} = \text{tr} (J J^{(1)})$ given in (4.36), commute due to (5.23):

$$\left\{ J^a, J^{(1)}_b \right\} = J^b \left\{ J^a, J^{(1)}_b \right\} + \left\{ J^a, J^b \right\} J^{(1)}_b = 0 . \quad (5.34)$$

### 6 Master Symmetry of Holographic Wilson Loops

In this section we apply the master symmetry of symmetric space models to Maldacena–Wilson loops in $\mathcal{N} = 4$ supersymmetric Yang–Mills theory. The latter were defined in (1.2). The connection between the Maldacena–Wilson loop and the symmetries of symmetric space models is established via the AdS/CFT-correspondence [1]. It predicts [10] that the expectation value of the Maldacena–Wilson loop at strong coupling is described by the area of a minimal surface in $\text{AdS}_5$, which ends on the loop $\gamma$ on the conformal boundary of $\text{AdS}_5$:

$$\langle W(\gamma) \rangle_{\lambda \gg 1} = \exp \left[ -\frac{\sqrt{\lambda}}{2 \pi} A_{\text{ren}}(\gamma) \right] . \quad (6.1)$$

Here, the area functional is given by a string action and since $\text{AdS}_5$ is a symmetric space, the symmetries we have discussed so far can be applied. In Poincaré coordinates, $ds^2 = y^{-2} (dX^0 dX_\mu + dy^2)$, the minimal surface is described by the boundary conditions

$$y(\tau = 0, \sigma) = 0 , \quad X^\mu(\tau = 0, \sigma) = x^\mu(\sigma) , \quad (6.2)$$

where $x^\mu(\sigma)$ is some parametrization of the boundary curve $\gamma$. The area of the minimal surface for these boundary conditions is divergent due to the divergence of the metric at $y = 0$ and the quantity appearing in equation (6.1) is obtained by introducing a cut-off at $y = \varepsilon$ and subtracting the divergence,

$$A_{\text{ren}}(\gamma) := \lim_{\varepsilon \to 0} \left\{ A_{\text{min}}(\gamma) \big|_{y \geq \varepsilon} - \frac{L(\gamma)}{\varepsilon} \right\} . \quad (6.3)$$

Here, $L(\gamma)$ denotes the length of the boundary curve $\gamma$.

The master symmetry transformation deforms minimal surfaces ending on some contour $\gamma$ into minimal surfaces ending on a different contour $\gamma_u$. We will see below that also the calculation of the transformed boundary contour $\gamma_u$ requires knowing the minimal surface solution for the original
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5 The limit ambiguity is fixed for the principal chiral model as well, if one considers the Yangian relations over the symmetry algebra $\mathfrak{g} \oplus \mathfrak{g}$ rather than $\mathfrak{g}$. 24
boundary contour. This makes explicit reconstructions difficult. For the simple cases of a circle and a straight line with a cusp, one finds that the master symmetry transformation merely corresponds to a reparametrisation. Less symmetric configurations were studied based on an approach involving Riemann theta functions [16,19] as well as in a wavy-line expansion around known solutions [18]. For these configurations, the transformation of the boundary curve is nontrivial.

In this paper, we compute the variation of a general boundary curve. The computation of the variation of the boundary coordinates of a general minimal surface shows that the transformed minimal surface still ends on the conformal boundary of AdS and we prove that the master symmetry transformation is also a symmetry of the renormalized area $A_{\text{ren}}(\gamma)$.

6.1 Symmetry and Renormalization

In fact, we show that any symmetry of the area functional and the equations of motion is also a symmetry of the renormalized minimal area $A_{\text{ren}}(\gamma)$. Here, we rely on the expansion of the minimal surface close to the conformal boundary, which can be obtained from the equations of motion as [31]

$$X^\mu(\tau, \sigma) = \dot{x}^\mu(\sigma) + \frac{\tau^2}{2} \dot{x}^2(\sigma) \partial_{\sigma} \left( \frac{\dot{x}^\mu(\sigma)}{\dot{x}^2(\sigma)} \right) - \frac{\tau^3}{3} \dot{x}^2(\sigma) \frac{\delta A_{\text{ren}}(\gamma)}{\delta \dot{x}_\mu(\sigma)} + \mathcal{O}(\tau^4)$$

$$y(\tau, \sigma) = \tau |\dot{x}(\sigma)| + \mathcal{O}(\tau^3).$$

The minimal surface is described by a Polyakov action,

$$A_{\text{surf}} = \frac{1}{2} \int d\sigma d\tau \left( \frac{\partial_\tau X^\mu \partial_\tau X^\mu + \partial_\tau y \partial_\tau y}{y^2} \right),$$

and $(\tau, \sigma)$ are conformal coordinates on the worldsheet. Since we are considering a symmetry transformation, the transformed surface $\{\tilde{X}^\mu(\tau, \sigma), \tilde{y}(\tau, \sigma)\}$ ending on the transformed boundary contour $\tilde{\gamma}$ is also a solution of the equations of motion in conformal gauge and thus we have

$$\tilde{X}^\mu(\tau, \sigma) = \dot{x}^\mu(\sigma) + \mathcal{O}(\tau^2), \quad \tilde{y}(\tau, \sigma) = \tau |\dot{x}(\sigma)| + \mathcal{O}(\tau^3).$$

We thank Harald Dorn for sharing his notes on large conformal transformations of the renormalized area with us, see also [30].
In parameter space, the regularisation prescription \( y \geq \varepsilon \) translates to the condition \( \tau \geq \tau_0(\sigma) \), which is defined by (see figure [1])

\[
y(\tau_0(\sigma), \sigma) = \varepsilon \quad \Rightarrow \quad \tau_0(\sigma) = \frac{\varepsilon}{|\dot{x}(\sigma)|} + \mathcal{O}(\varepsilon^2).
\]

Likewise, \( \bar{\tau}_0(\sigma) \) is defined by the requirement \( \bar{y}(\bar{\tau}_0(\sigma), \sigma) = \varepsilon \). Using again that we are discussing a symmetry of the area functional, we have

\[
A_{\text{min}}(\gamma)|_{\tau \geq \tau_0(\sigma)} = A_{\text{min}}(\bar{\gamma})|_{\tau \geq \tau_0(\sigma)}.
\]

Correspondingly, the difference between the minimal areas for the original curve \( \gamma \) and the transformed curve \( \bar{\gamma} \) is given by

\[
A_{\text{min}}(\gamma)|_{y \geq \varepsilon} - A_{\text{min}}(\bar{\gamma})|_{y \geq \varepsilon} = \frac{1}{2} \int_0^{2\pi} d\sigma \int d\tau \frac{\partial_i \dot{X}^\mu \partial_j \dot{X}^\nu + \partial_i \bar{y} \partial_j \bar{y}}{y^2} = \int_0^{2\pi} d\sigma \int d\tau \left( \frac{1}{\tau^2} + \mathcal{O}(\tau^0) \right) = \frac{2\pi}{\varepsilon} - \frac{2\pi}{\varepsilon} \frac{|\dot{x}(\sigma)|}{\varepsilon} + \mathcal{O}(\varepsilon) = \frac{L(\gamma)}{\varepsilon} - \frac{L(\bar{\gamma})}{\varepsilon} + \mathcal{O}(\varepsilon). \tag{6.7}
\]

Using the definition (6.3), this shows that the renormalized area \( A_{\text{ren}}(\gamma) \) is invariant under the map \( \gamma \to \bar{\gamma} \) induced by any symmetry of the model.

### 6.2 Coset Description of Euclidean AdS$_5$

In section [8] we will study a numerical method for the computation of minimal surfaces. For this method it is advantageous to consider AdS with Euclidean rather than Lorentzian signature, such that those surfaces are true minima as opposed to mere saddle points of the area functional. In order to transfer the formalism developed for general symmetric space models to the case of minimal surfaces in EAdS$_5$, we describe it as the coset space

\[
\frac{\text{SO}(1, 5)}{\text{SO}(5)} \simeq \text{EAdS}_5. \tag{6.8}
\]

We work with the fundamental representation of \( \text{SO}(1, 5) \), see appendix [A] for our conventions. The Lie algebra \( \mathfrak{so}(1, 5) \) is isomorphic to the conformal algebra in a four-dimensional Euclidean space and we choose the corresponding basis \( \{ P_\mu, M_\mu, D, K_\mu \} \). Here, the indices \( \mu \) and \( \nu \) run from 1 to 4. We split \( \mathfrak{so}(1, 5) \) into a gauge and a coset space component,

\[
\mathfrak{h} = \text{span} \{ M_\mu, P_\mu - K_\mu \} \simeq \mathfrak{so}(1, 4), \quad \mathfrak{m} = \text{span} \{ P_\mu + K_\mu, D \}. \tag{6.9}
\]

The coset representatives are given by

\[
g(X, y) = e^{X^\mu P_\mu} y^D \quad \Rightarrow \quad U = g^{-1} dg = \frac{dX^\mu}{y} P_\mu + \frac{dy}{y} D, \tag{6.10}
\]

and we note the projections

\[
A = \frac{dX^\mu}{2y} (P_\mu - K_\mu), \quad a = \frac{dX^\mu}{2y} (P_\mu + K_\mu) + \frac{dy}{y} D. \tag{6.11}
\]

The metric of the coset space is obtained from the group metric introduced in appendix [A] and the Maurer–Cartan current \( U \) as

\[
\frac{1}{2} \text{tr} (a \otimes a) = \frac{dy \otimes dy + \delta^{\mu\nu} dX_\mu \otimes dX_\nu}{y^2}. \tag{6.12}
\]
This shows that the parametrization \( g(X, y) \) provides Poincaré coordinates for Euclidean AdS\(_5\). Correspondingly, we may describe the area functional in these coordinates by the sigma-model action
\[
A_{\text{surf}} = \frac{1}{4} \int \text{tr} \left( a \wedge \ast a \right) .
\]
(6.13)
We can hence carry over the symmetries discussed so far. We are mainly interested in the variation of the boundary curve \( x^\mu(\sigma) \). In order to obtain it, we translate the formal variation of the coset elements to a variation of the coordinates and take the boundary limit.

Let us begin by studying the \( G \)-symmetry of the model, which amounts to the SO(1,5)-isometries of EAdS\(_5\) in our case. The transformations are described by left-multiplication of the coset representatives by a constant \( L \in G \):
\[
g(X, y) \mapsto L \cdot g(X, y) = g(X', y') \cdot R .
\]
(6.14)
Here, we need to allow for a general gauge transformation \( R \in \mathcal{H} \). For an infinitesimal transformation, we replace \( L \) by the generators \( T_a \) of \( G \), which implies the variation
\[
\partial_\mu g(X, y) \delta_a X^\mu + \partial_y g(X, y) \delta_a y = T_a \cdot g(X, y) - g(X, y) \cdot h_a ,
\]
(6.15)
where \( h_a \in \mathfrak{h} \) is a general element of the gauge Lie algebra. A more convenient expression in order to read off the variations \( \delta_a X^M \) is given by the components of the Maurer–Cartan form:
\[
U_{\mu} \delta_a X^\mu + U_y \delta_a y = g(X, y)^{-1} \cdot T_a \cdot g(X, y) - h_a .
\]
(6.16)
Inserting equation \( \eqref{6.10} \), we thus have
\[
\delta_a X^\mu P_\mu + \delta_a y D = y \left( g(X, y)^{-1} \cdot T_a \cdot g(X, y) - h_a \right) .
\]
(6.17)
As the right hand side of this equation only contains the generators \( P_\mu \) and \( D \), the gauge transformation \( h_a \) can be determined from the terms proportional to \( K_\mu \) and \( M_{\mu\nu} \) in \( g^{-1}T_ag \), which gives
\[
h_a = \frac{1}{4} \text{tr} \left( g^{-1} T_a g P^\mu \right) (K_\mu - P_\mu) - \frac{1}{4} \text{tr} \left( g^{-1} T_a g M_{\mu\nu} \right) M_{\mu\nu} .
\]
Using the expressions \( \eqref{A.6} \) for the group metric we then have
\[
\delta_a X^\mu = \frac{y}{4} \left( \text{tr} \left( g^{-1} T_a g K^\mu \right) + \text{tr} \left( g^{-1} T_a g P^\mu \right) \right) , \quad \delta_a y = \frac{y}{2} \text{tr} \left( g^{-1} T_a g D \right) .
\]
(6.18)
The variation of the boundary coordinates \( x^\mu \) is obtained by taking the limit \( y \to 0 \). In order to take this limit, we employ the definition of \( g(X, y) \) as given in \( \eqref{6.10} \) and compute the conjugation of any generator with \( y^D \). This can be done by noting that our choice of basis is such that the commutation with \( D \) is diagonal,
\[
[D, T_a] = \Delta(T_a) T_a ,
\]
(6.19)
which implies that
\[
y^D T_a y^{-D} = y^{\Delta(T_a)} T_a .
\]
(6.20)
Using cyclicity of the trace in \( \eqref{6.18} \) as well as \( \Delta(K^\mu) = -1, \Delta(P^\mu) = 1 \) and \( \Delta(D) = 0 \), we thus have \( \delta_a y \xrightarrow{y \to 0} 0 \), which ensures that AdS-isometries map the conformal boundary to itself and the variation of the boundary curve is given by
\[
\delta_a x^\mu = \frac{1}{4} \text{tr} \left( e^{-x^P T_a} e^{x^P K^\mu} \right) =: \frac{1}{2} \xi_a^\mu(x) ,
\]
(6.21)
where \( \xi_a^\mu(x) \) form a basis of conformal Killing vectors of four-dimensional Euclidean space.
6.3 Master and Yangian Variation of the Boundary Curve

In this subsection we consider the variation of the boundary curve under the bilocal symmetries considered above, i.e. for the level-0 master and the level-1 Yangian symmetry.

**Level-0 master symmetry.** The discussion of the symmetry variations of the coordinates under AdS-isometries can be generalized to arbitrary variations \( \delta g = \eta g \) by replacing \( T_a \) by \( \eta \) in the variations \( (6.18) \),

\[
\delta X^\mu = \frac{y}{4} \left( \text{tr} \left( g^{-1} \eta g K^\mu \right) + \text{tr} \left( g^{-1} \eta g P^\mu \right) \right), \quad \delta y = \frac{y}{2} \text{tr} \left( g^{-1} \eta g D \right). \tag{6.22}
\]

Making use of these relations, we now turn to the master variation, which is given by

\[
\delta g = \chi^{(0)} \cdot g, \quad \chi^{(0)} = \int \ast j. \tag{6.23}
\]

As we are aiming for the variation of the boundary curve, we only need to compute \( \chi^{(0)} \) in the vicinity of the boundary. More precisely, we calculate \( \chi^{(0)} \) at \( y = \varepsilon \) in an expansion in \( \varepsilon \). The expansion \( (6.4) \) of the minimal surface solution close to the conformal boundary is sufficient to do so. The \( \tau \)-expansion of the Noether current \( j = -2gag^{-1} \) is of the form

\[
j_\sigma = \frac{1}{\tau^2} j_\sigma(-2) + \mathcal{O}(\tau^0), \quad j_\tau = \frac{1}{\tau} \partial_\sigma j_\sigma(-2) + j_\tau(0) + \mathcal{O}(\tau), \tag{6.24}
\]

where the lower index in brackets denotes the order of the \( \tau \)-expansion. The above coefficients are given by

\[
j_\sigma(-2) = -2 \frac{x^\mu}{x^2} \hat{\xi}^\mu(x), \quad j_\tau(0) = 2 \frac{\delta A_{\text{ren}}(\gamma)}{\delta x^\mu} \hat{\xi}^\mu(x), \tag{6.25}
\]

where \( \hat{\xi}^\mu(x) \) takes the form

\[
\hat{\xi}^\mu(x) = \xi^\mu_\alpha(x) T^\alpha = \frac{1}{2} \varepsilon e^\gamma P^{\mu} e^{-\gamma \cdot P}. \tag{6.26}
\]

We now calculate \( \chi^{(0)} \) for \( y = \varepsilon \) which corresponds to the point \( (\tau_0(\sigma), \sigma) \) in parameter space. The definition of \( \chi^{(0)} \) requires to choose some starting point on the worldsheet, which we take to be \( (\tau = \sigma = 0) \). Since \( \chi^{(0)} \) is path-independent, we may use any path connecting the points \( (c, 0) \) and \( (\tau_0(\sigma), \sigma) \). We choose the composed path \( \gamma = \gamma_1 \circ \gamma_2 \), where \( \gamma_1 \) connects \( (c, 0) \) to \( (\tau_0(\sigma), 0) \) along \( \sigma = 0 \) and \( \gamma_2 \) connects \( (\tau_0(\sigma), 0) \) to \( (\tau_0(\sigma), \sigma) \) along the \( \sigma \)-direction. We find

\[
\int_{\gamma_1} \ast j = \int_0^{\tau_0(\sigma)} d\tau j_\sigma(\tau, 0) = -\frac{1}{\tau_0(\sigma)} j_\sigma(-2)(0) + \zeta + \mathcal{O}(\varepsilon),
\]

\[
\int_{\gamma_2} \ast j = \int_0^\sigma d\sigma' (-j_\tau(\tau_0(\sigma), \sigma')) = \frac{1}{\tau_0(\sigma)} (j_\sigma(-2)(0) - j_\sigma(-2)(\sigma)) - \int_0^\sigma d\sigma' j_\tau(0)(\sigma').
\]

Here, \( \zeta \) is some \( \sigma \)-independent element of \( \mathfrak{g} \) and we may neglect the conformal transformation which it parametrizes. Combining the two results we find

\[
\chi^{(0)}(\tau_0(\sigma), \sigma) = \int \ast j = \frac{2}{\varepsilon} \frac{x(\sigma)}{x(\sigma)} \hat{\xi}^\mu(x(\sigma)) + \zeta - 2 \int_0^\sigma d\sigma' \frac{\delta A_{\text{ren}}(\gamma)}{\delta x^\mu(\sigma')} \hat{\xi}^\mu(x(\sigma')) + \mathcal{O}(\varepsilon). \tag{6.27}
\]
We can then determine the variation of the coordinates. Let us first convince ourselves that the master symmetry does not move the boundary into the bulk, i.e. we have \( \delta y \to 0 \) as \( y \) approaches 0. Making use of equation \( (6.22) \) with \( \eta = \chi^{(0)} \), we find

\[
\delta y = \frac{y}{2} \frac{\partial}{\partial \chi^{(0)}} \left( g^{-1} g D \right) = \frac{\dot{x}^{(0)}(\sigma)}{\dot{x}(\sigma)} \right) \frac{\partial}{\partial \chi^{(0)}} \left( y^{-D} e^{-X^{(0)}P} y^{D} \right) + O(y) \\
= \frac{\dot{x}^{(0)}(\sigma)}{\dot{x}(\sigma)} \frac{\partial}{\partial \chi^{(0)}} \left( K^{(0)} D \right) + O(y) = O(y),
\]

(6.28)

which shows that the master symmetry maps the conformal boundary to itself. For the variation of the \( X \)-coordinates we find

\[
\delta X^{\mu} = \frac{1}{4} \frac{\dot{x}^{(0)}(\sigma)}{\dot{x}(\sigma)} \frac{\partial}{\partial \chi^{(0)}} \left( e^{-X^{(0)}P} K^{\mu} \right) + O(y) = \frac{1}{2} \frac{\dot{x}^{(0)}(\sigma)}{\dot{x}(\sigma)} \frac{\partial}{\partial \chi^{(0)}} \left( \chi^{(0)} \dot{\xi}^{\mu}(x) \right) + O(y)
\]

(6.29)

As the first term vanishes due to \( \text{tr} (K^{(0)} K^{\mu}) = 0 \), we can safely take the limit \( y \to 0 \). We neglect the conformal variation parametrized by \( \zeta \) as it is independent of the point along the contour and depends on our choice of a starting point on the minimal surface. Then we obtain

\[
\delta X^{\mu}(\sigma) = -G^{ab} \int_{0}^{\sigma} d\sigma' \frac{\partial A_{\text{ren}}(\gamma)}{\partial x^{\mu}(\sigma')} \xi^{\sigma}(x(\sigma')) \xi^{\sigma}(x(\sigma)) + O(y).
\]

(6.30)

The result involves the third-order term of the expansion of \( X^{\mu}(\tau, \sigma) \), cf. \( (6.4) \). While this coefficient can be identified with a functional derivative of the minimal area (as it has been above), it cannot be determined from expanding the equations of motion around the boundary, i.e. from treating the boundary value problem of determining the minimal surface as an initial value problem in the coordinate \( \tau \). The result thus indicates that it is indeed necessary to compute the minimal surface solution in order to determine the master transformation of the boundary curve as it was done in \([16,17,19,18]\).

Let us note that given the form which the master variation \( (6.30) \) takes for the boundary curve, one can show that it is a symmetry without referring to the formalism introduced before. We have

\[
\delta A_{\text{ren}}(\gamma) = \int_{0}^{\sigma} d\sigma' \frac{\partial A_{\text{ren}}(\gamma)}{\partial x^{\mu}(\sigma')} \delta x^{\mu}(\sigma) = -G^{ab} \int_{0}^{\sigma} d\sigma' \frac{\partial A_{\text{ren}}(\gamma)}{\partial x^{\mu}(\sigma')} \xi^{\sigma}(x(\sigma')) \frac{\partial A_{\text{ren}}(\gamma)}{\partial x^{\mu}(\sigma')} \xi^{\sigma}(x(\sigma))
\]

(6.31)

It is intriguing that the invariance of the minimal area under the master symmetry, which can be employed to construct all nonlocal conserved charges and their associated symmetry transformations, does not require integrability. This corresponds to the finding that the conserved charge associated with the master symmetry itself is the Casimir of the G-symmetry charges. We should emphasize, however, that the integrability constraints are implemented in the Ward identities following from the higher-level master symmetries, which are in turn generated by the level-0 master variation \( \hat{\delta} \equiv \delta^{(0)} \).

**Level-1 Yangian symmetry.** The procedure described above for the master symmetry variation can in principle be carried out for any of the variations described in section \([4]\) although it would
require to extend the expansion (6.5) in order to consider the higher-level variations. Here, we study the level-1 Yangian-type variation $\delta_\epsilon^{(1)}$.

Noting that the master variation is given by $\hat{\delta} g = G^{bc}(0) T_c g$, whereas a level-1 Yangian variation is given by

$$
\delta_\epsilon^{(1)} T_a g = f_a^{bc} \chi_b^{(0)} T_c g,
$$

(6.32)
suggests that the variation of the boundary curve can be obtained from (6.30) by replacing $G^{bc}$ by $f_a^{bc}$ to obtain

$$
\delta_\epsilon^{(1)} x^\mu(\sigma) = -f_a^{bc} \int_0^\sigma d\sigma' \delta x^{\nu}(\sigma') \frac{\delta A_{\text{ren}}(\gamma)}{\delta x^{\nu}(\sigma')} \xi_{a}^\mu(x(\sigma')) \xi_b^\nu(x(\sigma)).
$$

(6.33)

However, we still need to discuss the divergent terms contained in the expression given for $\chi^{(0)}$ in equation (6.27), which did not contribute to the master variation $\hat{\delta}$. For the variation of the original boundary curve, we find the additional term

$$
\frac{\hat{x}_\nu}{|\hat{x}|} \frac{\hat{x}_\nu}{|\hat{x}|} \left( [T_a, \hat{\xi}^\nu(x)] \hat{\xi}^\mu(x) \right) = \frac{\hat{x}_\nu}{|\hat{x}|} \frac{\hat{x}_\nu}{|\hat{x}|} \left( [\hat{\xi}^\nu(x), \hat{\xi}^\mu(x)] T_a \right) = 0,
$$

(6.34)

which shows that our expectation (6.33) is indeed correct. For the variation of $y$, however, we have

$$
\delta_\epsilon^{(1)} y = \frac{\hat{x}_\mu}{|\hat{x}|} \left( e^{-x \cdot P} [T_a, \hat{\xi}^\mu(x)] e^{x \cdot P} D \right) = \frac{\hat{x}_\mu}{|\hat{x}|} \left( [e^{-x \cdot P} \hat{\xi}^\mu(x) e^{x \cdot P}, D] e^{-x \cdot P} T_a e^{x \cdot P} \right)
$$

$$
= \frac{\hat{x}_\mu}{|\hat{x}|} \hat{\xi}_{a}^\mu(x).
$$

(6.35)

We thus see that the level-1 Yangian variation $\delta_\epsilon^{(1)}$ generically shifts the boundary curve into the bulk. This behaviour is accompanied by a divergent boundary term arising from the application of $\delta_\epsilon^{(1)}$ to the minimal area $A_{\text{ren}}(\gamma)$. Let us also note that for certain choices of the boundary curve $\gamma$ and $\epsilon$, the boundary curve is not shifted into the bulk. The simplest example corresponds to $\epsilon = D$ and the boundary curve being a circle. In this case we find

$$
\delta_\epsilon^{(1)} D = \frac{\hat{x}_\mu}{|\hat{x}|} x^\mu + O(y) = O(y).
$$

The level-1 Yangian symmetry was studied in a different approach in [11,12], where the explicit evaluation of the level-1 Yangian charge $J^{(1)}$ lead to the constraint

$$
f_a^{cb} \int_0^L d\sigma_1 d\sigma_2 (\sigma_1 - \sigma_2) \frac{\delta A_{\text{ren}}(\gamma)}{\delta x_1^\mu} \xi_b^\mu(x_1) \xi_c^\mu(x_2) + \int_0^L d\sigma (\hat{x}_\mu + \hat{x}_\mu \hat{x}_\nu) \xi_b^\mu(x) = 0.
$$

Here, the last integral is written in a parametrization where $|\hat{x}| \equiv 1$ for simplicity. The constraint above can be interpreted as the leading order term in the application of the level-1 Yangian generator

$$
J_a^{(1)} = f_a^{cb} \int_0^L d\sigma_1 d\sigma_2 (\sigma_1 - \sigma_2) \xi_b^\mu(x_1) \xi_c^\mu(x_2) \frac{\delta^2}{\delta x_1^\nu \delta x_2^\nu} + \frac{\lambda}{2\pi^2} \int_0^L d\sigma (\hat{x}_\mu + \hat{x}_\mu \hat{x}_\nu) \xi_b^\mu(x)
$$

(6.36)
to the expectation value (6.1) of the Maldacena–Wilson loop at strong coupling. In this approach, we consider a specific bilocal variation of the boundary curve, which induces a variation of all points on the minimal surface given that we keep the boundary curve fixed at $y = 0$. Note that this is different from considering the action of the variation $\delta_\epsilon^{(1)}$ on the minimal surface, where we found that the boundary curve is generically shifted into the bulk. The local term appearing in the level-1 Yangian generator stems from the boundary term arising from the variation $\delta_\epsilon^{(1)}$. 
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6.4 Continuation to Arbitrary Coupling

There are several possibilities to try to transfer the information obtained about the symmetries of the Maldacena–Wilson loop at strong coupling to arbitrary or weak coupling. The most direct approach is to compute a variation or large transformation and to consider the same transformation for the Maldacena–Wilson loop. This approach was discussed by Dekel in [18], who considered the spectral-parameter transformation introduced in [15] by employing an expansion in the 'waviness' of the contour. In this approach Dekel found that the symmetry observed at strong coupling seems to be broken at weak coupling beyond a certain order in the waviness.

A different approach is to employ the generator $J^{\lambda (1)}_a$ given in (6.36) at any value of the coupling constant $\lambda$. In our context, this approach suffers from the base-point dependence of the level-1 Yangian generator: If we choose a different starting point $x(\Delta)$ instead of $x(0)$, we obtain a different level-1 generator $\tilde{J}^{\lambda (1)}_a$. The difference to the original generator contains the term $f_{abc} f_{bcd} \int_0^\Delta d\sigma \xi^\mu_d(x) \frac{\delta}{\delta x^\mu}$, which cannot be a symmetry for arbitrary $\Delta$. The problem does not appear in the strong-coupling discussion since the term resulting from the above part of the generator is subleading in $\lambda$. At weak coupling however, the combination of periodic boundary conditions with the underlying algebra prohibits the generator from becoming a symmetry. The situation changes, if the underlying symmetry algebra is $\mathfrak{psu}(2,2|4)$, for which the contraction $f_{abc} f_{bcd}$ vanishes, such that the above obstruction for the presence of Yangian symmetry is absent. In this case, Yangian symmetry has indeed been observed for tree-level scattering amplitudes [32] as well as for Wilson loops in superspace at weak and strong coupling [33,12]. It is conceivable that the problem of base-point dependence does not occur for generators associated to the tower of master symmetries, such that they might be carried over to weak coupling in the above way.

Here we suggest a new approach to understand the above symmetries at arbitrary coupling. We allow the variations derived in the last subsection to depend on the coupling constant $\lambda$. In fact, the master symmetry variation may serve as inspiration. The analysis of [18] shows that generically we have

$$\hat{\delta}(\lambda) \langle W(\gamma) \rangle = -G^{ab} \int_0^{2\pi} d\sigma \int_0^\sigma \frac{\delta}{\delta x(x')} \xi^\mu_b(x(\sigma)) \xi^\mu_a(x(\sigma')) \xi^\mu(x(\sigma')) \neq 0.$$  

However, it is clear that by the same reasoning as in (6.31) the variation defined as

$$\hat{\delta}(\lambda) x^\mu(\sigma) = -G^{ab} \int_0^\sigma \frac{\delta \log \langle W(\gamma) \rangle}{\delta x(x')} \xi^\mu_b(x(\sigma')) \xi^\mu_a(x(\sigma))$$  

constitutes a symmetry of the Maldacena–Wilson loop,

$$\hat{\delta}(\lambda) \langle W(\gamma) \rangle = -\frac{1}{2} \langle W(\gamma) \rangle G^{ab} \delta_b \langle W(\gamma) \rangle \delta_a \langle W(\gamma) \rangle = 0.$$  

The Yangian and master variations could be adapted in the same way, but for those transformations it is not clear whether they become symmetries. It is interesting to note, however, that the problem of the dependence on the starting point is not present for the variations, if they are carried over in this way.

7 Relation to Previous Literature

In this section we present more details on the relation of the above master symmetry to some closely related previous papers.
The dual symmetry of Eichenherr and Forger. In 1979, Eichenherr and Forger constructed an infinite set of conserved charges for symmetric space models. Their construction is based on the dual symmetry \( g \mapsto g_u = \chi_u g \), which has been called master symmetry within the present paper. Since the transformation \( g \mapsto g_u \) preserves the equations of motion, they find that the transformed current

\[
J_u = -2g_u a_u g_u^{-1} = \frac{1 - u^2}{1 + u^2} \chi_u j \chi_u^{-1} - \frac{2u}{1 + u^2} \chi_u * j \chi_u^{-1}
\]

is again conserved if the equations of motion are satisfied. Consequently, one has a one-parameter family of conserved charges \( \int * j_u \), and the expansion around \( u = 0 \) gives the tower of conserved charges,

\[
J = \int * j, \quad J^{(1)} = 2 \int j + \int_{\sigma_1 < \sigma_2} [j_1, \sigma_2], \quad \ldots
\]

These charges are equivalent to those derived from the BIZZ recursion as we show in section 4. They go on to show that a principal chiral model can be rewritten as a symmetric space model on \( G \times G / \Delta(G) \), where \( \Delta(G) \) denotes the diagonal subgroup of \( G \times G \). This equivalence allows them to transfer the dual symmetry to principal chiral models and to construct the corresponding conserved charges there as well. For completeness, we discuss the master symmetry for principal chiral models in an analogous fashion in appendix C.

Schwarz’ nonlocal Virasoro symmetries. In his paper [22] of 1995 Schwarz gave an extensive discussion of the nonlocal symmetries of symmetric space and principal chiral models. In particular, he described two types of nonlocal symmetries. The first is the one referred to as Yangian symmetries in the present paper. The second is named “Virasoro-like” by Schwarz, since the algebraic properties of its generators resemble those of linear combinations of Virasoro generators.

In order to put Schwarz’ Virasoro symmetry into the context of our master symmetry, we note that he uses the following variation for the Virasoro-like symmetries (translated to our conventions)

\[
\tilde{\delta} u g = \chi_u^{-1} \hat{\chi}_u g = \eta_u g.
\]

The above symmetry action is the natural symmetric space generalization of the nonlocal symmetries of the principal chiral model, which Schwarz discussed in the same paper. Let us compare this to our variation (4.39), which is given by

\[
\tilde{\delta} u g = \chi_u^{-1} \hat{\delta} u g = \eta_u g.
\]

We see that the two variations are related by

\[
\delta_{V,u} g = \left( (1 + u^2) \chi_u^{-1} \hat{\chi}_u - \chi^{(0)} \right) g = \chi_u^{-1} \left( \hat{\delta}_{V,u} \right) g = : \eta_{V,u} g.
\]

The master symmetry \( \hat{\delta} \) is thus absent in the discussion of Schwarz since the variation \( \delta_{V,u} \) becomes trivial in the limit \( u \to 0 \). Note also that the variation \( \hat{\delta} \) cannot be extracted for \( u \in \mathbb{C} \) at \( u^2 = -1 \) since \( \chi_u \) has poles at these points. In fact, there is a simple argument which shows that \( \hat{\delta} \) is not contained in the family of variations given by (7.3). Since the variation \( \delta_{V,u} \) is of the form \( \chi_u^{-1} \delta_0 \chi_u \), the proof given in section 4 shows that

\[
d * (d\eta_{V,u} + [j, \eta_{V,u}]) = 0,
\]

which can also be seen from the proof given in [22]. In contrast, the variation \( \hat{\delta} \) only satisfies the necessary condition (4.9), since

\[
g^{-1} d * \left( d\chi^{(0)} + [j, \chi^{(0)}] \right) g = -8 a \wedge a \in \mathfrak{h}.
\]
Beisert–Lücke construction of Lax connections. The 2012 paper [24] by Beisert and Lücke discusses a method to construct flat Lax connections in integrable coset sigma models. The method is based on an operator $\Sigma$, whose action is defined on the Maurer–Cartan form $U$ and its dual $*U$. Written in our conventions the spectral-parameter dependence of the flat Lax connection is generated via the relation
\[
L_u = e^{\theta(u)} \Sigma U, \quad e^{i\theta(u)} = \frac{1 - iu}{1 + iu}.
\] (7.8)

In the present paper we lift this auxiliary operator $\Sigma$ to a nonlocal symmetry $\hat{\delta}$ acting on the fields $g(\tau, \sigma)$. On the Maurer–Cartan form $U$, the auxiliary operator acts as
\[
\Sigma(U) = \frac{1}{2} \hat{\delta} U = -*a, \quad \Sigma(*U) = \frac{1}{2} \hat{\delta} *U = a.
\] (7.9)

We note that Beisert and Lücke discuss a multitude of theories for which their construction is applicable. These include supersymmetric coset models with $Z_4$ grading as well as $\mathcal{N} = 16$ supergravity in two dimensions. However, they also note that all models to which they successfully applied their construction are integrable models of rational type. The application to trigonometric generalizations did not succeed.

8 Discrete Geometry and Numerical Surfaces

In this section, we will develop a numerical approach to calculating the deformation of minimal surfaces due to the master symmetry. Being a nonlocal symmetry, it is clear that the deformation at some location of the surface depends in general on the shape of the entire surface and not just on the shape near that point. This fact makes it quite nontrivial to predict the deformation. However, one might gain some intuition from the explicit examples presented here. For instance, figure 2 shows the deformation of the minimal surface with elliptical boundary and the flipbook figures at the bottom of each page show the deformation of a triangular boundary.

Since not many minimal surfaces in hyperbolic space are known analytically, we will follow a numerical approach and work with discretized (approximate) minimal surfaces. While there is a dedicated branch of mathematics dealing with “discrete geometry,” which even comprises the study of integrability in a discrete setting, we will neither invoke any nontrivial theorems nor do we intend to generalize the master symmetry to discrete surfaces.

In order to find the minimal surfaces by the method of steepest descent, we have to work in Euclidean signature, as this method does not allow us to detect saddle points. The dimensionality of the target space is in principle arbitrary, but for visualization purposes, we consider three dimensions, i.e. the target space is given by
\[
E_{\text{AdS}} \cong \frac{\text{SL}(2, \mathbb{C})}{\text{SU}(2)}. \quad (8.1)
\]

Using the generators $P_1 = \frac{1}{2}(\sigma^1 + i\sigma^2)$, $P_2 = \frac{1}{2}(\sigma^2 - i\sigma^1)$, and $D = \frac{1}{2}\sigma^3$, the coset representative has the form
\[
g = e^{X_1P_1 + X_2P_2}y^D = \begin{pmatrix} \sqrt{y} & \frac{X_1 - iX_2}{\sqrt{y}} \\ 0 & \frac{1}{\sqrt{y}} \end{pmatrix}, \quad (8.2)
\]
Figure 2: **Ellipse and square.** Some representatives of the family of equiareal minimal surfaces associated to the elliptical and rectangular Wilson loops, respectively, for values of the spectral parameter from $\theta = 0$ to $\pi$ in uniform steps. For values from $\pi$ to $2\pi$, the figure keeps "turning" until it reaches at the original shape again.

Figure 3: Mesh of triangulated surface with $N_V = 5$ vertices, $N_E = 8$ edges, and $N_F = 4$ faces.

where $\vec{X} = (X^1, X^2)$ and $y$ are ordinary Poincaré coordinates. The Maurer–Cartan form reads

$$U = g^{-1}dg = \begin{pmatrix} \frac{dy}{2y} & \frac{-dX^1\cdot\text{id}X^2}{y} \\ 0 & -\frac{dy}{2y} \end{pmatrix}. \tag{8.3}$$

A discrete surface is conveniently represented by a triangular mesh which is specified by

- a set of $N_V$ vertices and their locations $(\vec{X}_k, y_k)$ in Poincare coordinates for $k = 1, \ldots, N_V$,
- a set of $N_E$ oriented edges $[kl] = -[lk]$ for every pair of vertices that is connected by an edge from vertex $k$ to vertex $l$,
- a set of $N_F$ oriented faces $\langle efg \rangle$ for each triplet of edges $e = [kl]$, $f = [lm]$, $g = [mk]$ that form a triangular piece of the surface. (The orientation of the edges defines the surface normal according to the right-hand-rule.)

An utterly crude approximation to a surface with elliptical boundary is shown in figure 3. This mesh is, in fact, our input for the *Surface Evolver* — a conveniently versatile, open-source software that allows one to interactively determine surfaces by minimizing user-defined functionals under
user-defined constraints \[34\]. The actual input file defining this surface is reproduced in figure 4. By providing the vertices of the boundary in a parametric form, we ensure that new vertices, which arise from refining the mesh during the surface evolution, lie on a proper ellipse. As the target space metric diverges at the boundary, we need to introduce the cutoff \texttt{epsilon}. Initially, we start with a large cutoff and then reduce it during the evolution to values of around 0.1.

The output of \textit{Surface Evolver} is a list of vertices, a list of edges and a list of faces — much like the input was. The number of vertices, edges, and faces may have changed due to splitting large triangles or weeding out small ones during runtime. The positions of the vertices of the (approximate) minimal surface are given by their Poincaré coordinates. From these coordinates, we calculate the values \(g_k\) as estimates for the smooth field \(g(z)\) at each vertex \(k\):

\[
g_k = e^{X_k^1 P_1 + X_k^2 P_2 + X_k^3 D} = \left( \begin{array}{c} \sqrt{y_k} \\ y_k \end{array} \right). \tag{8.4}
\]

Here and below, we denote the discretized counterpart of a continuous quantity by underlining it. The Maurer–Cartan form \(U = g^{-1} dg\) contains a derivative, hence its discretization should be some kind of difference of the values of \(g\) at adjacent vertices. The Maurer–Cartan form is therefore more naturally associated to edges, rather than to individual vertices. In fact, in discrete geometry, a discrete one-form \(U\) is obtained from a continuous one-form \(U\) by calculating the integrated projection

\[
U_{[kl]} := \int_{[kl]} U. \tag{8.5}
\]

In our case, we do not know the continuous \(U\) as we are only able to calculate the discretized minimal surface. Still, we can get some “inspiration” by looking at the continuous case, where we have \(g(z) = g(z_0)P \exp \int_{z_0}^z U\). Writing this equation for the edge \([kl]\) and assuming that \(U\) was constant along this edge, we obtain

\[
g_k = g_k \exp \int_{[kl]} U = g_k \exp U_{[kl]}, \tag{8.6}
\]

which we will take as the definition of the discrete Maurer–Cartan form. Using the explicit form of \(g\) in \(8.4\), we obtain

\[
U_{[kl]} = \left( \begin{array}{c} \frac{1}{2} \left( X_k^1 y_k - X_k^2 y_k \right) \\ 0 \end{array} \right) \ln \frac{y_l}{y_k}. \tag{8.7}
\]

Interestingly, the same formula is obtained when we assume a linear interpolation of the Poincaré coordinates along the edges. To see this, set \(\bar{X}(\gamma) = \bar{X}_k + (\bar{X}_l - \bar{X}_k) \gamma\) and \(y(\gamma) = y_k + (y_l - y_k) \gamma\) where \(\gamma\) is a parameter that runs from 0 to 1. When these formulas are inserted into \(g^{-1} dg\) and the result is integrated over \(\gamma\), we obtain

\[
U_{[kl]} = \int \left( \begin{array}{c} \frac{dy}{2y} \\ 0 \end{array} \right) = \int_{\gamma=0}^{1} \left( \begin{array}{c} \frac{y_l - y_k}{2} \\ 0 \end{array} \right) \left( X_k^1 - X_l^1 \right) (X_k^2 - X_l^2) d\gamma. \tag{8.8}
\]

Figure 4: Input file for \textit{Surface Evolver} for a surface with elliptical boundary. The resulting minimal surface is shown in the upper left inset of figure 2.
which yields exactly (8.7). Now, calculating the even and odd parts, (2.4), is done trivially according to the formulas
\[
A_{[kl]} = \frac{1}{2} (U_{[kl]}^\dagger U_{[kl]}), \quad a_{[kl]} = \frac{1}{2} (U_{[kl]} + U_{[kl]}^\dagger).
\]
(8.9)

The calculation of the discretization $b_{[kl]}$ of the Hodge dual $b := *a$ from the discrete $a_{[kl]}$ is the main challenge of the algorithm. By definition, we have $*dz = -idz$, which implies that $b_z = -ia_z$ and $b_{\bar{z}} = ia_{\bar{z}}$. So, instead of the components of $a$ along the edges of the mesh ($a_{[kl]}$), we rather need its decomposition with respect to a coordinate system that conformally parametrizes the surface ($a_z$, $a_{\bar{z}}$). This is where the conformal gauge choice made in writing the master symmetry transformation enters the calculation in the discrete setting. So, let us turn to the calculation of this conformal parametrization next.

We want to construct a map $z$ from the surface to the complex plane which is conformal, i.e. which preserves angles (and since the surface is curved, this map will not preserve distances). Conformality is most conveniently expressed through the Cauchy–Riemann equations. Using the local surface coordinates $(\xi, \eta)$ induced by the Poincaré coordinates of the surface embedded in EAdS$_3$, the condition of conformality is written as
\[
\frac{\partial z}{\partial \xi} + i \frac{\partial z}{\partial \eta} = 0,
\]
(8.10)

where $z(\xi, \eta) \in \mathbb{C}$ is the searched-for conformal parametrization. In the discretized setting, this map is commonly approximated by a piecewise linear function which is specified by a set of complex numbers $\{z_k\}$ giving the values of the conformal parametrization at the vertices $k = 1, \ldots, N_V$. Within each triangle, the map thus has the form
\[
z = A \xi + B \eta + C,
\]
(8.11)

where $A$, $B$, $C$ are constants specific to each triangle. Denoting the local coordinates for each vertex of a given triangle by $(\xi_k, \eta_k)$ such that $z(\xi_k, \eta_k) = z_k$, we can solve for the constants $A$, $B$, and $C$ and obtain
\[
A = \frac{\partial z}{\partial \xi} = \frac{\left(\eta_2 - \eta_3\right)z_1 + \left(\eta_3 - \eta_1\right)z_2 + \left(\eta_1 - \eta_2\right)z_3}{\left(\xi_2\eta_3 - \eta_2\xi_3\right) + \left(\xi_3\eta_1 - \eta_3\xi_1\right) + \left(\xi_1\eta_2 - \eta_1\xi_2\right)},
\]
(8.12)
\[
B = \frac{\partial z}{\partial \eta} = \frac{\left(\xi_3 - \xi_2\right)z_1 + \left(\xi_1 - \xi_3\right)z_2 + \left(\xi_2 - \xi_1\right)z_3}{\left(\xi_2\eta_3 - \eta_2\xi_3\right) + \left(\xi_3\eta_1 - \eta_3\xi_1\right) + \left(\xi_1\eta_2 - \eta_1\xi_2\right)}.
\]
(8.13)
The constant $C$ is also fixed but in light of (8.10), we only care about the partial derivatives. In principle, we should fix the numbers $z_k$ such that (8.10) is satisfied everywhere on the surface. However, for the discretized map, this condition is in general too strong and cannot be satisfied by any choice of $z_k$’s. The appropriate weaker condition, resulting in what is referred to as quasi-conformal map, is to find $z_k$’s that minimize the so-called conformal energy
\[
E_C = \int \left| \frac{\partial z}{\partial \xi} + i \frac{\partial z}{\partial \eta} \right|^2 dA = \sum_t \left| \frac{\partial z}{\partial \xi} + i \frac{\partial z}{\partial \eta} \right|^2 A_t,
\]
(8.14)
The integrand in (8.14) is piecewise constants such that the integral over the surface simplifies to a sum over all triangles weighted by the areas $A_t$ of each triangle $t$. The conformal energy is manifestly non-negative, and it vanishes if and only if the map is exactly conformal. Furthermore, it is a quadratic form of the numbers $\{z_k\}$ and can be written in the form
\[
E_C = Z^\dagger M^\dagger M Z = \|MZ\|^2,
\]
(8.15)
where $Z = (z_1 \ z_2 \cdots \ z_{N_v})^T$ and $M$ is a constant rectangular matrix of dimension $N_F \times N_V$ whose entries are calculated from the local surface coordinates $(\xi_k, \eta_k)$. Now, our task is to find a nontrivial vector $Z$ for which $E_C$ is minimal. The solution $Z = 0$, which clearly minimizes $E_C$, should not allowed as it corresponds to a trivial map. In order to properly remove this option, one imposes some appropriate constraint on $Z$, which we take to be $\|Z\| = 1$. Now, the constrained minimization problem is solved by the eigenvector of $K = M^\dagger M$ with the smallest eigenvalue. This can be argued as follows. Say $Z_i$ with $i = 1, \ldots, N_V$ is the ordered list of orthonormalized eigenvectors of $K$ with eigenvalues $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{N_V}$. As the basis of eigenvectors is complete, we can expand any vector as $Z = \sum_i \alpha_i Z_i$, such that

$$E_C = \sum_i \lambda_i |\alpha_i|^2. \quad (8.16)$$

Note that the constraint on $Z$ implies $\sum_i |\alpha_i|^2 = 1$. This shows that the minimum is attained when only $\alpha_1$ is turned on, i.e. when $Z = Z_1$. Hence, the calculation of the discrete conformal parametrization has boiled down to the calculation of an eigenvector of a large, but rather sparse matrix, which is something that e.g. Mathematica can do easily.

Equipped with the conformal parametrization, we can now resume the calculation of the Hodge dual $b = *a$. Specifically, our goal is to derive a formula for the projections $b_{[kl]}$ for all edges $[kl]$ from the projections $a_{[mn]}$. To this end, we will be thinking of the algebra valued one-forms $a$ and $b$ as arrows $\vec{a}$ and $\vec{b}$, i.e. we understand them literally as co-vectors. The real and imaginary parts, $d\sigma$ and $d\tau$, of the complex one-form $dz$ represent the Cartesian basis vectors. The Hodge star operation acts as $*d\sigma = d\tau$ and $*d\tau = -d\sigma$ and is therefore nothing but a counter-clockwise 90° rotation. Thus, in this language, $\vec{b}$ is obtained from $\vec{a}$ by such a rotation.

Since the projection of $\vec{a}$ onto a single edge of the mesh does not allow us to reconstruct uniquely the vector $\vec{a}$, a single projection will not suffice to determine the rotated vector $\vec{b}$ either. Thus, we also need to include information about $\vec{a}$ from the projection onto another, adjacent edge. To be specific, let us say we wish to calculate $b_1$ for edge $1 = [kl]$ and we use this edge and the edge $2 = [km]$ to reconstruct $\vec{a}$ from the respective components

$$a_1 = \vec{a} \cdot \vec{e}_1, \quad a_2 = \vec{a} \cdot \vec{e}_2, \quad (8.17)$$

where the basis vectors $\vec{e}_1$ and $\vec{e}_2$ point from vertex $k$ to $l$ and $m$, respectively, see figure figure 3. This figure shows one face of the mesh pulled back to the complex plane where each vertex is drawn according to its value in the conformal parametrization. As $\{\vec{e}_i\}$ is not an orthonormal basis, we need to introduce the dual basis $\{\vec{e}_i^\star\}$ according to

$$\vec{e}_{i}^\star \cdot \vec{e}_j = \delta_{ij} \quad (8.18)$$

in order to write $\vec{a} = a_1 \vec{e}_1^\star + a_2 \vec{e}_2^\star$. Under a 90° counter-clockwise rotation, $\vec{e}_1^\star$ ends up parallel to $\vec{e}_2$, and $\vec{e}_2^\star$ ends up anti-parallel to $\vec{e}_1$. Taking the different lengths into account, we obtain the formulas

$$*\vec{e}_1^\star = \frac{|\vec{e}_1|}{|\vec{e}_2|} \vec{e}_2, \quad *\vec{e}_2^\star = -\frac{|\vec{e}_2|}{|\vec{e}_1|} \vec{e}_1. \quad (8.19)$$

Figure 5: **Discrete Hodge Dual.** The edges of the mesh in the conformal parametrization define the basis vectors $\vec{e}_1 \equiv z_l - z_k$ and $\vec{e}_2 \equiv z_m - z_k$. The projection $b_1$ of the Hodge dual $\vec{b} = *\vec{a}$ is determined by the projections $a_1$ and $a_2$ onto two adjacent edges.
which allow us to write down the Hodge dual explicitly as
\[ \vec{b} = *\vec{a} = a_1 \frac{\vec{e}_1^*}{|\vec{e}_2|} \vec{e}_2 - a_2 \frac{\vec{e}_2^*}{|\vec{e}_1|} \vec{e}_1. \] (8.20)

The projection onto edge 1 is then given by taking the scalar product
\[ b_1 = \vec{b} \cdot \vec{e}_1 = a_1 |\vec{e}_1^*| |\vec{e}_1| \cos \angle(1, 2) - a_2 |\vec{e}_2^*| |\vec{e}_1|, \] (8.21)
where \( \angle(1, 2) \) denotes the angle between the vectors \( \vec{e}_1 \) and \( \vec{e}_2 \). Using (8.18), we can replace the lengths of the dual vectors and obtain
\[ b_1 = a_1 \frac{\cos \angle(1, 2)}{\cos \angle(1, 1^*)} - a_2 \frac{1}{|\vec{e}_2|} \frac{1}{\cos \angle(2, 2^*)}. \] (8.22)

Finally, we note that \( \angle(1, 1^*) = \angle(2, 2^*) = \frac{\pi}{2} - \angle(1, 2^*) \), such we can get rid of the dual edges altogether
\[ b_1 = a_1 \cot \angle(1, 2) - a_2 \frac{\vec{e}_1}{|\vec{e}_2|} \csc \angle(1, 2). \] (8.23)

The angle \( \angle(1, 2) \) can be calculated directly from the complex coordinates \( \Delta z_1 = z_l - z_k \) and \( \Delta z_2 = z_m - z_k \)
\[ \beta_{12} := \cos \angle(1, 2) = \frac{1}{2} \frac{\Delta z_1 \Delta z_2 + \Delta z_2 \Delta z_1}{|\Delta z_1||\Delta z_2|}. \] (8.24)

\[ b_1 = \frac{1}{\sqrt{1 - \beta_{12}^2}} \left[ \beta_{12} a_1 - \frac{|\Delta z_1|}{|\Delta z_2|} a_2 \right]. \] (8.25)

Similar formulas for \( b_1 \) can be obtained if one uses any of the three other edges that are adjacent to \( 1 = [kl] \). In fact, the formula is literally the same, including all signs, as in (8.25), if the orientation of the edges is chosen as in figure 6. This means, we get an equivalently good estimate for \( b_1 \), if we replace edge 2 = [km] in (8.25) by any of the edges 3 = [lm] or 4 = [nk] or 5 = [nl] and replace \( \vec{a} \) by \( \vec{a}^\star \). We call them “estimates” because the discretization assumes that the (co)vector \( \vec{a} \) is constant within the faces. Thus, we should get the best estimate if we average over all four ways* in which \( b_1 \) can be calculated. Although we employed a vector notation in the derivation, formula (8.25) also applies to matrix-valued one-forms.

Eventually, we are in the position to define the deformed discrete Maurer–Cartan form as
\[ L_{u[kl]} = A_{[kl]} + \cos \theta a_{[kl]} + \sin \theta b_{[kl]}, \] (8.26)
which is nothing but the definition (2.21) with (2.23) written for each edge [kl].

This discrete one-form needs to be “integrated” along the edges of the mesh to find the deformed surface \( \mathcal{M}_{EAdS} \). To this end, we pick an arbitrary vertex \( k_0 \) to set \( u_{k_0} = \tilde{u}_{k_0} \) as initial condition for the integration. Because of the divergence in the metric near the boundary of EAdS, it has proved to

*If edge 1 = [kl] is a boundary edge, then there are only two ways to calculate the Hodge dual.
be advantages for greater numerical accuracy to impose the initial condition at a vertex that is far from the boundary. Then, an unknown $g_{ul}$ at some vertex $l$ can be calculated from a known $g_{uk}$ at some adjacent vertex $k$ by

$$g_{ul} = g_{uk} \exp \left( \frac{L_u}{|kl|} \right).$$  \hspace{1cm} (8.27)

If $g_u$ is known at more than one vertex adjacent to vertex $l$, then the average of all results obtained form calculating $g_{ul}$ in all possible ways should be used for best numerical precision.

The last step is to extract the Poincaré coordinates of the vertices of the deformed surface from the matrices $g_{uk}$. To remove the gauge freedom in the representation, we first calculate at each vertex the matrix

$$G_k = g_{uk} g_{uk}^\dagger = \begin{pmatrix} (X_{1,u,k}^1)^2 + (X_{2,u,k}^2)^2 + y_{u,k}^2 & \frac{X_{1,u,k}^1 - iX_{2,u,k}^2}{y_{u,k}} \\ \frac{X_{1,u,k}}{y_{u,k}} & \frac{1}{y_{u,k}} \end{pmatrix}$$ \hspace{1cm} (8.28)

and then read off the Poincaré coordinates from the components as follows:

$$X_{1,u,k} = \frac{1}{2} \frac{G_{k,12} + G_{k,21}}{G_{k,22}}, \quad X_{2,u,k} = \frac{i}{2} \frac{G_{k,12} - G_{k,21}}{G_{k,22}}, \quad y_{u,k} = \frac{1}{G_{k,22}}.$$  \hspace{1cm} (8.29)

We conclude this section with two nontrivial examples given in figure 7 and figure 8.
Figure 7: Irregular shaped star. Family of associated surfaces plotted for spectral parameter values $\theta = 0, \frac{\pi}{17}, \ldots, 2\pi$ as viewed from below the boundary of EAdS.
Figure 8: Silhouette of a cat. As seen in this example, there is no guarantee that the deformed surface is not self-intersecting.
9 Conclusions and Outlook

In this paper we have given a generic discussion of nonlocal symmetries of symmetric space models. In particular, we laid the focus on the nonlocal master symmetry which generates the spectral parameter and thereby implies the model’s integrability, manifested in the Yangian algebra. We should emphasize that the Yangian is the expected symmetry structure underlying an integrable model of rational type. On the other hand, a master symmetry that generates the spectral parameter appears to feature only in some integrable systems.

An intriguing question is whether this master symmetry is merely a property of the integrable sigma model describing the AdS/CFT correspondence at strong coupling, or whether it is a feature of the planar AdS/CFT duality in general. In particular, it will be very interesting to clarify whether a similar symmetry can be formulated for the weakly coupled $\mathcal{N} = 4$ SYM theory. If possible, this should pave the way to establish the role of the spectral parameter in the context of this four-dimensional gauge theory. Notably, traces of a spectral parameter at weak coupling have been identified in the context of tree-level scattering amplitudes [35], and it would be very enlightening to establish a connection to the present work.

As demonstrated explicitly in section 6 and section 8, the master symmetry generates a one-parameter family of Maldacena–Wilson loops with constant expectation value. A natural starting point for extending these considerations would be to apply this symmetry to polygonal Wilson loops with lightlike edges. It is well-established by now that this class of Wilson loops is dual to scattering amplitudes in $\mathcal{N} = 4$ SYM theory [7,9], which underlines the importance of understanding their behavior. Another question in this direction is the relation between the master symmetry and dual conformal symmetry. The latter furnishes an AdS/CFT-specific alternative to understand the nonlocal Yangian symmetry [6]. At strong coupling, dual conformal symmetry was understood to originate from the self-T-duality of the AdS$_5 \times$ S$^5$ (super)string model [36]. What is the meaning of the above master symmetry in the context of this self-duality?

In order to approach the above points, one might first want to study the considered master symmetry in the context of the full AdS$_5 \times$ S$^5$ sigma model with $\mathbb{Z}_4$ grading. While a $\mathbb{Z}_2$ grading is sufficient to establish the symmetry, a generic study should be based on the understanding of all algebraic constituents. For recent progress in this direction see [37], which employs the pure spinor formalism to study the master symmetry for the AdS$_5 \times$ S$^5$ superstring model; see also [24] for a generic construction for models with $\mathbb{Z}_4$ grading, which starts from the Maurer–Cartan form.

The original motivation to study the nonlocal symmetries in this paper was the spectral-parameter deformation of Wilson loops studied in [15]. In that context, the so-called Schwarzian derivative has proven to be an extremely useful mathematical tool. The Schwarzian derivative has a plethora of applications in mathematics and features for instance in the solution theory of differential equations. In particular, it was shown that the Schwarzian derivative furnishes an instrument to efficiently compute the area of minimal surfaces in AdS$_3$; see e.g. the recent works [38,19]. We believe that understanding the connection between this concept and the master symmetry should result in a deeper understanding of the mathematics underlying holographic Wilson loops.

From an algebraic point of view, the considered master symmetry furnishes a raising operator for the Yangian levels. A respective lowering operator, an automorphism of the Yangian algebra, was actually introduced with Drinfel’d’s original definition of the Yangian and its relation to the quantum Yang–Baxter equation. In 1+1-dimensional models, the latter is often realized through the Lorentz boost or its discrete analogue, the spin chain boost operator, see e.g. [4]. It seems worthwhile to better understand the relation between this boost automorphism and the above master symmetry and to clarify the algebraic role of the latter for the Yangian. Another curious question is whether the Casimirs of the underlying Lie algebra, which were identified above as the conserved charges associated with the master symmetry, play a natural role here.
For the AdS$_5$/CFT$_4$ duality there is in fact another distinguished generator which raises the level of the Yangian. The so-called bonus or secret symmetry represents a bilocal operator (i.e. an operator of the same type as the Yangian level-1 generators) that is a particular feature of the Yangian over the superconformal algebra $\mathfrak{psu}(2,2|4)$ or the algebra $\mathfrak{su}(2|2)$, respectively, and has been identified as a symmetry of the two-dimensional AdS/CFT worldsheet S-matrix [39], scattering amplitudes [40] and Wilson loops [41]. While the above master symmetry appears to be independent of the choice of the underlying Lie algebra, the bonus symmetry is not. In the context of dual conformal symmetry, the bonus generator is special since it is bilocal in both the ordinary and the dual coordinates, while this does not apply to the rest of the Yangian generators. In particular, it should be worked out how the master variation acts on the bonus charge.

Another open question is whether it is useful to investigate the master symmetry on observables at strong coupling that are different from Wilson loops. For instance one may think of including this symmetry into the integrability formalism for three-point correlation functions or of utilizing them in the bootstrap program for form factors at strong coupling.

A very interesting but more technical question concerns the Poisson algebra of the Yangian generators. As demonstrated in section 5.2 one can show that the respective generators indeed satisfy the classical analogue of the Yangian algebra on the infinite line. However, to arrive at the correct relations, one has to tune the order of limits of the boundaries of integration, such that unwanted contributions from boundary terms are avoided. On the one hand, one may argue that the Yangian commutation relations thereby fix the limit ambiguity in the definition of the generators [28]. On the other hand this means that, to arrive at the correct Yangian relations, one has to make a particular choice. It would be desirable to bypass this choice and to find a reasoning that yields the classical Yangian as the unique structure following from the above definition of the generators. We note that a similar ambiguity exists in the case of the principal chiral model [28], which can be expressed in the language of symmetric space models, cf. section C.

Obviously, it would be very interesting to see whether a similar master symmetry can be defined in the context of other integrable AdS/CFT dualities. In the case of the AdS$_4$/CFT$_3$ duality (ABJM theory), this might reveal surprises since its sigma model formulation appears to have some significant qualitative differences to that of AdS$_5$/CFT$_4$. It is still an open problem, for instance, whether the observed traces of a dual conformal (alias Yangian) symmetry can be explained via an analogue of the fermionic self-T-duality [42]. Another interesting connection point could be the q-deformed boost operator that was recently studied in the context of the AdS$_3$/CFT$_2$ duality [43]. Considering the analogy to the boost automorphism of the Yangian algebra, this observation suggests to look for a q-deformed counterpart of the master symmetry.

Finally, we are tempted to speculate whether the considered master symmetry can be defined in other integrable field theories in two dimensions. Attractive cases to analyze are the (chiral) Gross–Neveu or the Landau–Lifschitz model for instance. An extension to the latter would be interesting in the context of the AdS/CFT correspondence, since the Landau–Lifschitz model represents the thermodynamic limit of the weakly coupled and the ultrarelativistic limit of the strongly coupled AdS/CFT model in the $\mathfrak{su}(2)$ sector [44].
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A Fundamental Representation of SO(1,5)

In this appendix, we provide our conventions for the fundamental representation of SO(1,5). We take the metric \( \eta_{IJ} = \text{diag}(1, \ldots, 1, -1) \) with indices \( I, J \) running from 1 to 6. The basis elements \( M_{IJ} \) are given by

\[
(M_{IJ})^a{}_b := \eta_{Ja} \delta^a_I - \eta_{Jb} \delta^a_J. 
\]

They satisfy the commutation relations

\[
[M_{IJ}, M_{KL}] = \eta_{IL} M_{JK} - \eta_{JL} M_{IK} + \eta_{JK} M_{IL} - \eta_{IK} M_{JL}.
\]

We define a metric on the Lie algebra using the trace in the fundamental representation. This metric is related to the Killing metric by a simple rescaling. For the basis elements \( M_{IJ} \), the metric is given by

\[
\text{tr} (M_{IJ} M_{KL}) = 2 \eta_{IL} \eta_{JK} - 2 \eta_{IK} \eta_{JL}.
\]

It is well-known that the conformal algebra associated to four-dimensional Euclidean space is isomorphic to \( \mathfrak{so}(1,5) \). The basis elements introduced above may be related to the usual basis elements of the conformal algebra by

\[
P_\mu = M_{\mu 6} - M_{\mu 5}, \quad K_\mu = M_{\mu 6} + M_{\mu 5}, \quad D = M_{56}.
\]

Here, the index \( \mu \) extends from 1 to 4. Apart from the commutation relations (A.2), the non-vanishing commutators are given by

\[
[D, P_\mu] = P_\mu, \quad [M_{\mu \nu}, P_\lambda] = \delta_\nu^\lambda P_\mu - \delta_\mu^\lambda P_\nu, \quad [P_\mu, K_\nu] = 2 M_{\mu \nu} + 2 \delta_{\mu \nu} D, \\
[D, K_\mu] = -K_\mu, \quad [M_{\mu \nu}, K_\lambda] = \delta_\nu^\lambda K_\mu - \delta_\mu^\lambda K_\nu.
\]

In addition to (A.3), we note the remaining non-vanishing elements of the metric

\[
\text{tr} (P_\mu K_\nu) = 4 \delta_{\mu \nu}, \quad \text{tr} (D D) = 2.
\]

In order to describe the decomposition of \( \mathfrak{so}(1,5) \) into a gauge and a coset part, we introduce the automorphism \( \Omega : \mathfrak{so}(1,5) \rightarrow \mathfrak{so}(1,5) \),

\[
\Omega(X) = MXM^{-1}, \quad \text{where} \quad M = \text{diag}(1,1,1,1,1,-1).
\]

We then have

\[
\mathfrak{h} = \text{span} \{M_{\mu \nu}, P_\mu - K_\mu\} \simeq \mathfrak{so}(1,4), \quad \mathfrak{m} = \text{span} \{P_\mu + K_\mu, D\}.
\]

B Calculation of Commutation Relations

In this appendix, we derive the commutation relations stated in section 5. For two generic variations \( \delta_1 g = \phi_1 g, \delta_2 g \), we found the commutation relation

\[
[\delta_1, \delta_2] g = (\delta_2 \phi_1 - \delta_1 \phi_2) g.
\]

All arising terms of the form \( \delta_i \phi_j \) can be inferred from the variations \( \delta_{e_{1,u_1}u_2} \) and \( \tilde{\delta}_{u_1} \). To reduce the amount of writing, we introduce the abbreviations

\[
\delta_{e_{i,u}} g = \delta_i g = \eta_i g = \chi_i^{-1} e_i \chi_i g, \quad \tilde{\delta}_{u} g = \psi_i g = \chi_i^{-1} \tilde{\chi}_i g.
\]
For both $\delta_{c,u}$ and $\hat{\delta}_u$, the variation of $\chi_2$ can be obtained by varying the auxiliary linear problem (5.2), which leads to the relations (5.3),

$$\chi_2^{-1} \left( d \left( \delta \chi_2 \right) - \left( \delta \chi_2 \right) \ell_2 \right) = \delta \ell_2, \quad \delta \chi_2(z_0, \bar{z}_0) = 0. \quad (B.2)$$

We begin by calculating $\delta_1 \ell_2$. We recall that $\ell_i = \left( 1 + u_i^2 \right)^{-1} \left( u_i^2 \dot{j} + u_i \dot{u} \right)$ and use equation (4.6) to find

$$\delta_1 j = -d\eta - \left[ j, \eta_1 \right] + g\Omega \left(g^{-1} d\eta \eta \right) g^{-1} = \left[ \ell_2 - j, \eta_1 \right] + \left[ \ell_2, \eta_1 \right] = \frac{1}{1 + u_2^2} \left( \left( -j + u_1 \dot{j} + \eta_1 \right) \right). \quad (B.3)$$

Here, we introduced the abbreviation $\hat{\eta} = g\Omega \left(g^{-1} \eta \eta \right) g^{-1}$. The above relation implies that the variation $\delta_1 \ell_2$ may be written as

$$\delta_1 \ell_2 = \frac{1}{1 + u_2^2} \left( u_2 \delta_1 j + u_2 \delta_1 \dot{j} \right) = \frac{u_2}{u_1 - u_2} \left[ \ell_2 - \ell_1, \eta_1 \right] + \frac{u_1 u_2}{1 + u_1 u_2} \left[ \ell_2 + \ell_1 - j, \eta_1 \right]. \quad (B.4)$$

We now construct the solution to equation (B.2) from the ansatz

$$\delta_1 \chi_2 = \gamma_1 \left( \delta_1 \chi_2 \right) + \gamma_2 \left( \delta_1 \chi_2 \right), \quad \delta_1 \chi_2 = \chi_2 \eta_1 - \epsilon_1 \chi_2, \quad (\delta_1 \chi_2) = \chi_2 \eta_1 - \epsilon_1 \chi_2. \quad (B.5)$$

Here, $\epsilon'$ is defined by

$$\epsilon' = \eta(z_0, \bar{z}_0) = g_0 \Omega \left(g_0^{-1} \epsilon_0 \eta \right) g_0^{-1}, \quad g_0 = g(z_0, \bar{z}_0),$$

such that both $\left( \delta_1 \chi_2 \right)$ and $\left( \delta_1 \chi_2 \right)$ satisfy the boundary condition $\delta_1 \chi_2(z_0, \bar{z}_0) = 0$. Making use of the relation

$$d\hat{\eta} = g\Omega \left(g^{-1} \left( d\eta + \left[ j, \eta \right] \right) g \right) g^{-1} = \left[ \ell - j, \eta \right], \quad (B.6)$$

we then obtain

$$\chi_2^{-1} \left( d \left( \delta \chi_2 \right) - \left( \delta \chi_2 \right) \ell_2 \right) = \gamma_1 \left[ \ell_2 - \ell_1, \eta_1 \right] + \gamma_2 \left[ \ell_2 + \ell_1 - j, \eta_1 \right],$$

from which we can read of the solution to equation (B.2) as

$$\delta_1 \chi_2 = \frac{u_2}{u_1 - u_2} \left( \chi_2 \eta_1 - \epsilon_1 \chi_2 \right) + \frac{u_1 u_2}{1 + u_1 u_2} \left( \chi_2 \eta_1 - \epsilon_1 \chi_2 \right). \quad (B.7)$$

We proceed similarly for the calculation of $\hat{\delta}_{u_1} \chi_2$ and begin by calculating $\hat{\delta}_u \ell_2$. Using equation (4.6) as well as the relation $d\psi = [\psi, \ell] + \hat{\ell}$, we have

$$\hat{\delta}_{u_1} j = \left[ \ell - j, \psi \right] + \left[ \ell, \hat{\psi} \right] - 2 \hat{\ell}, \quad (B.8)$$

which implies that

$$\hat{\delta}_{u_1} \ell_2 = \frac{u_2}{u_1 - u_2} \left[ \ell_2 - \ell_1, \psi \right] + \frac{u_1 u_2}{1 + u_1 u_2} \left( \ell_2 + \ell_1 - j, \hat{\psi} \right) - \frac{2}{1 + u_2^2} \left( u_2 \hat{\ell}_1 + u_2 \ell_1 \right). \quad (B.9)$$

Making use of the relation

$$d\hat{\psi} = g\Omega \left(g^{-1} \left( d\psi + \left[ j, \psi \right] \right) g \right) g^{-1} = \left[ \ell - j, \hat{\psi} \right] - \hat{\ell}, \quad (B.10)$$

one may then show that the defining relation (B.2) for $\hat{\delta}_{u_1} \chi_2$ is solved by

$$\hat{\delta}_{u_1} \chi_2 = \frac{u_2}{u_1 - u_2} \chi_2 \psi_1 + \frac{u_1 u_2}{1 + u_1 u_2} \chi_2 \hat{\psi}_1 - \frac{u_2 (1 + u_2^2)}{(u_1 - u_2)(1 + u_1 u_2)} \chi_2 \psi_2. \quad (B.11)$$
Note that the boundary condition $\hat{\delta}_{u_1} \chi_2(0) = 0$ is automatically satisfied since we have $\psi_i(0) = 0$. These results allow us to compute the commutators (5.6)-(5.8). In order to compute the commutator $[\delta_1, \delta_2]$ we note that

$$\delta_1 \eta_2 = [\eta_2, \chi_2^{-1} \delta_1 \chi_2] = \frac{u_2}{u_1 - u_2} \left( [\eta_2, \eta_1] - \chi_2^{-1} [\epsilon_2, \epsilon_1] \chi_2 \right) + \frac{u_1 u_2}{1 + u_1 u_2} \left( [\eta_2, \tilde{\eta}_1] - \chi_2^{-1} [\epsilon_2, \epsilon_1'] \chi_2 \right),$$

such that

$$[\delta_1, \delta_2] g = ([\eta_1, \eta_2] + \delta_2 \eta_1 - \delta_1 \eta_2) g$$

$$= \frac{u_1 \delta_{[\epsilon_1, \epsilon_2]}, u_1 - u_2 \delta_{[\epsilon_1, \epsilon_2]}, u_2}{u_1 - u_2} + \frac{u_1 u_2}{1 + u_1 u_2} \left( [\eta_1, \tilde{\eta}_2] - [\eta_2, \tilde{\eta}_1] - \delta_{[\epsilon_1, \epsilon_1'], u_1} + \delta_{[\epsilon_2, \epsilon_1'], u_2} \right) g \quad \text{(B.12)}$$

Noting that

$$([\eta_1, \tilde{\eta}_2] - [\eta_2, \tilde{\eta}_1]) g = g P_0 \left( g^{-1} \eta_1 g, \Omega \left( g^{-1} \eta_2 g \right) \right) \quad \text{(B.13)}$$

we thus have

$$[\delta_{1, u_1}, \delta_{\epsilon_2, u_2}] = \frac{1}{u_1 - u_2} \left( u_1 \delta_{[\epsilon_1, \epsilon_2], u_1} - u_2 \delta_{[\epsilon_1, \epsilon_2], u_2} \right) + \frac{u_1 u_2}{1 + u_1 u_2} \left( \delta_{[\epsilon_2, \epsilon_1'], u_2} - \delta_{[\epsilon_1, \epsilon_1'], u_1} \right), \quad \text{(B.14)}$$

up to gauge transformations. In order to compute the commutator $[\hat{\delta}_{u_1}, \hat{\delta}_{u_2}]$, we employ equation (B.11) to find

$$\hat{\delta}_{u_1} \psi_2 = -\chi_2^{-1} (\hat{\delta}_{u_1} \chi_2) \psi_2 + \chi_2^{-1} \frac{\partial}{\partial u_2} (\hat{\delta}_{u_1} \chi_2)$$

$$= \frac{u_2}{u_2 - u_1} \psi_1 + \frac{u_1 u_2}{1 + u_1 u_2} \left( \psi_1 + \frac{u_2}{u_1 - u_2} \psi_2 \right) - \frac{u_2 (1 + u_2^2)}{(u_1 - u_2)(1 + u_1 u_2)} \psi_2$$

$$- \left( \frac{\partial}{\partial u_2} \frac{u_2}{u_2 - u_1} \right) \psi_1 + \left( \frac{\partial}{\partial u_2} \frac{u_1 u_2}{1 + u_1 u_2} \right) \psi_1 - \frac{u_2 (1 + u_2^2)}{(u_1 - u_2)(1 + u_1 u_2)} \psi_2. \quad \text{(B.15)}$$

Using equations similar to (B.13) as well as (5.5) and again leaving out gauge transformations we find the commutator

$$[\hat{\delta}_{u_1}, \hat{\delta}_{u_2}] = \sum_{i=1}^2 \left( \frac{1 + u_2^2}{(u_1 - u_2)(1 + u_1 u_2)} \right) (u_1 \delta_{u_i} + 1) \hat{\delta}_{u_i} + \left( \frac{2}{(u_1 - u_2)^2} \right) \left( \frac{2}{(1 + u_1 u_2)^2} \right) (u_2 \hat{\delta}_{u_2} - u_1 \hat{\delta}_{u_1}). \quad \text{(B.16)}$$

In order to compute the commutator $[\hat{\delta}_{u_1}, \hat{\delta}_{\epsilon_2, u_2}]$, we use equations (B.11) and (B.7), to find the variations

$$\hat{\delta}_{u_1} \eta_2 = \frac{u_2}{u_1 - u_2} \left( \eta_2, \psi_1 \right) + \frac{u_1 u_2}{1 + u_1 u_2} \left( \eta_1, \tilde{\psi}_1 \right) - \frac{u_2 (1 + u_2^2)}{(u_1 - u_2)(1 + u_1 u_2)} \partial_{u_2} \eta_2, \quad \text{(B.17)}$$

$$\delta_{\epsilon_2, u_2} \psi_1 = \frac{u_1}{u_2 - u_1} \left( \psi_1, \eta_{\epsilon_2, u_2} \right) + \frac{u_1 u_2}{1 + u_1 u_2} \left( \psi_1, \tilde{\eta}_{\epsilon_2, u_2} \right) + \left( \frac{\partial}{\partial u_1} \frac{u_1}{u_2 - u_1} \right) \left( \eta_{\epsilon_2, u_2} - \eta_{\epsilon_2, u_1} \right). \quad \text{(B.18)}$$

By making use of identities similar to (B.13) and (5.5) we then obtain the commutator

$$[\hat{\delta}_{u_1}, \delta_{\epsilon_2, u_2}] = \frac{u_2 (\delta_{\epsilon_2, u_2} - \delta_{\epsilon_1, u_1})}{(u_1 - u_2)^2} - \frac{u_2 (\delta_{\epsilon_2, u_2} + \delta_{\epsilon_1, u_1})}{(1 + u_1 u_2)^2} + \frac{u_2 (1 + u_2^2)}{(u_1 - u_2)(1 + u_1 u_2)} \partial_{u_2} \delta_{\epsilon_2, u_2}, \quad \text{(B.19)}$$

where we have again not spelled out the gauge transformation.
C Master Transformation for Principal Chiral Models

In this appendix we describe the master symmetry transformation for principal chiral models. The basic variables of a principal chiral model are matrices $g_p(\tau,\sigma)$ taking values in some representation of a Lie Group $G$. We define the left and right currents

$$U^r_p = g_p^{-1} dg_p,$$

$$U^l_p = -dg_p g^{-1}_p .$$

Both currents are flat by construction, $dU^r_p + U^r_p \wedge U^r_p = 0$. The classical principal chiral model is defined by the action

$$S = \int \text{tr} (U^r_p \wedge \ast U^r_p) = \int \text{tr} (U^l_p \wedge \ast U^l_p) .$$

The action is invariant under left- and right-multiplication of $g$ by elements of $G$ and the currents $U^r_p$ and $U^l_p$ can be identified as the respective Noether currents. The equations of motion for the action (C.2) are given by

$$d \ast U^r_p = 0 \iff d \ast U^l_p = 0 .$$

Both currents can be deformed to obtain a Lax connection, which is flat if the equations of motion are satisfied,

$$L^r_{pu} = \frac{u^2}{1+u^2} U^r_p + \frac{u}{1+u^2} \ast U^r_p .$$

For the symmetric space model, the master symmetry transformation is obtained from deforming $g$ to $g_u$ in such a way that the Maurer–Cartan current associated to $g_u$ is the Lax connection. If one defines the master transformation for the principal chiral model in the same way, one does not obtain a symmetry of the action since

$$\text{tr} (L^r_{pu} \wedge \ast L^r_{pu}) \neq \text{tr} (U^r_p \wedge \ast U^r_p) .$$

The appropriate definition for the master symmetry transformation for a principal chiral model can be obtained by recasting it as a symmetric space model [21]. Consider a symmetric space model with Lie group $G_s = G \times G$. The basic variables are matrices $g_s$, which we represent as

$$g_s = \begin{pmatrix} g_1 & 0 \\ 0 & g_2 \end{pmatrix} ,$$

where $g_1$ and $g_2$ take values in $G$. We introduce an automorphism $\sigma : G_s \rightarrow G_s$ given by

$$\sigma (g_s) = M g_s M^{-1} = \begin{pmatrix} g_2 & 0 \\ 0 & g_1 \end{pmatrix} ,$$

$$M = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} .$$

The set of fixed points of $\sigma$ is the diagonal subgroup

$$H = \left\{ \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} : g \in G \right\} ,$$

which appears as the gauge group in this context. We have

$$a_s = \frac{1}{2} \begin{pmatrix} U_1 - U_2 & 0 \\ 0 & U_2 - U_1 \end{pmatrix} ,$$

$$47$$
and correspondingly the Lagrangian of the symmetric space model is given by

\[ L_s = \text{tr} (a_s \wedge * a_s) = \frac{1}{2} \text{tr} \left( (U_1 - U_2) \wedge * (U_1 - U_2) \right). \]

We can hence identify the symmetric space model with a principal chiral model by setting

\[ g_p = g_2 g_1^{-1}. \]  

(C.6)

This leads to \( U_p^r = g_1 (U_2 - U_1) g_1^{-1} \) and thus we have

\[ L_p = \text{tr} \left( U_p^r \wedge * U_p^r \right) = 2 L_s. \]  

(C.7)

For symmetric space models, large master symmetry transformations can be formulated as

\[ g_{s,u} = \chi_u \cdot g_s, \quad \text{with} \quad d\chi_u = \chi_u \ell_u. \]

Here, \( \ell_u \) is the Lax connection in the moving frame,

\[ \ell_u = \left( \frac{u^2}{1 + u^2} + \frac{u}{1 + u^2} \ast \right) \left( \begin{array}{cc} g_1 (U_2 - U_1) g_1^{-1} & 0 \\ 0 & g_2 (U_1 - U_2) g_2^{-1} \end{array} \right) = \left( \begin{array}{cc} L_p^r & 0 \\ 0 & L_p^l \end{array} \right). \]  

(C.8)

Correspondingly we have

\[ g_{1,u} = \chi_u^r \cdot g_1, \quad g_{2,u} = \chi_u^l \cdot g_2, \]

where \( \chi_u^{r/l} \) are defined by the auxiliary linear problems

\[ d\chi_u^r = \chi_u^r \cdot L_{pu}^r, \quad d\chi_u^l = \chi_u^l \cdot L_{pu}^l. \]

The master symmetry transformation for the principal chiral model is thus given by

\[ g_{pu} = \chi_u^r \cdot g_p \cdot \chi_u^{-1}, \]  

(C.9)

and for the associated variation we have

\[ \hat{\delta} g_p = \chi_p^{(0)} \cdot g_p - g_p \cdot \chi_p^{(0)}, \]  

(C.10)

where \( \chi^{r/l,(0)} \) are the potentials for the left and right Noether currents,

\[ \chi^{r/l,(0)} = \int \ast U^{r/l}_p. \]  

(C.11)
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