Raising the Bar: Height Threshold and Grid Resolution Influence Repeatability of Crown Closure Estimation by Airborne Laser Surveys
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Abstract: Monitoring crown closure evolution using multi-temporal Light Detection and Ranging (LiDAR) surveys is a method that we expect to be increasingly adopted given the availability of LiDAR sensors and the accumulating survey archives. However, little attention was devoted to comparing crown closure estimates from independent surveys. Although survey parameters cannot be modified after the data collection, we speculate that the error associated to crown closure estimates comparison can be reduced by selecting optimal post-survey parameters. In this study, we compared crown closure estimates of three airborne LiDAR surveys from 2018 (40 pt/m²) used as a reference, and two lower-density surveys from 2016 (4.5 pt/m²) and 2018 (2 pt/m²). We studied the effect of the height threshold used to separate canopy points and the grid resolution, using skewness and variance of lagged difference of crown closure. Crown closure estimates using low height thresholds were more different across surveys, resulting in higher root mean squared error (RMSE), bias and more different variograms. Results show that optimal height threshold was 3 m and grid resolution was 25 m, although there was room for decision (RMSE of 7% and 5%, and bias of 4% and 0% for 2016 and 2018 low-density surveys).
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1. Introduction

Airborne light detection and ranging (LiDAR) measures of stand crown closure are frequently among the most important variables to predict stand attributes and describe the forested habitats [1]. Monitoring crown closure across time through repeated LiDAR surveys is a method that should increasingly be adopted given the availability of LiDAR sensors and the accumulating archives. However, comparing LiDAR surveys across time and space is difficult when parameters change [2].

Comparing surveys is challenging because often multiple parameters vary simultaneously in addition to the evolution of the vegetation that is to be observed. It is therefore difficult to establish how much of the differences between two LiDAR surveys are due to vegetation evolution only.

In the absence of reference ground data, it can be difficult to confirm the validity of a remotely sensed observation. Practitioners such as forest managers are especially likely to face this dilemma when forest management objectives change, or questions are added to a follow-up survey. While it is difficult to measure the precision of a metric estimated by two LiDAR surveys without ground...
observations, it is still possible to compare surveys conducted in a short time interval that did not allow for significant changes to understand the factors that can impact the results of the survey.

1.1. Crown Closure

We noted a number of tree density descriptors in the literature: crown closure, stand density, vegetation density, canopy density, (vertical, fractional) canopy cover, gap fraction, and LiDAR penetration. They essentially refer to the proportion of horizontal space occupied by tree stems or tree crowns depending if the survey is terrestrial or airborne [3–9]. In our study, we defined crown closure as the proportion of a surface covered with vegetation, measured as the ratio of first LiDAR returns above a threshold on the total number of first returns on an area. We further detail this definition in the methods section.

1.2. LiDAR measurement

Crown closure can be difficult to measure on the ground because unlike observations of individual tree mensuration, crown closure requires a large area of observation. Furthermore, ground plots locations are often registered within three to five meters, while LiDAR surveys can be matched within less than a meter using standard LiDAR survey protocol [10,11]. As a result, comparison between field estimates and LiDAR surveys can be biased or display inflated error.

Lidar was found to provide measures that matched ground observations of crown closure. Korhonen et al. [4] reported an RMSE of 3.7–7.0% and an overestimation of 4.6–3.7% of LiDAR estimates when compared to ground measurements. However, in the absence of repeated measures, it was not established which method, LiDAR or ground measurements, provided the most accurate estimates. In a study of the impact of LiDAR scan angles on crown closure estimates against ground measurements, Liu et al. [9] found an R² of 0.74, and 0.87 for measurements using a scan angle of 0–7°, and 7–23° respectively; they reported no difference in crown closure estimates for surveys with point densities higher than 5 pt/m².

LiDAR bias for crown closure estimates can be mostly attributed to four elements: (1) the absence of LiDAR pulse due to sensor design, sampling rate, scan pattern, scan angle, and aircraft altitude; (2) the topography which can induce bias in height and distort crowns; (3) the interaction of LiDAR pulses with different vegetation, and canopy architectures such as leaf and needles or canopy shape and angle; and (4) survey post-processing, such as ground point classification, height threshold, and area [2,9,12–14]. Our study concentrates on the impact of post-processing to increase the repeatability of LiDAR surveys.

1.3. Post-survey parameters

Many parameters of a LiDAR survey are decided before the survey, set during the acquisition, and cannot be changed subsequently (e.g. flight altitude). However some parameters that we’ll call post-survey, can be modified after the realization of the survey. The choice of the grid resolution or the height threshold used to estimate crown closure can be decided based on the results of the survey. We used combinations of height thresholds and grid resolutions to quantify their impact on crown closure. We set two objectives for the optimization of the crown closure: the distribution of crown closure values should span the full range of possible values (0–100%) and describe the variation found in the study area.

1.3.1. Height threshold

The height threshold is used to separate canopy returns from non-canopy, and its value should be adapted to the environment studied [5]. The height threshold can be calibrated using ground data [15] or rely on the same height used during field observations [4]. Some studies used the ground points directly (no height threshold, or 0 m)[9,16,17]. While using a height threshold too high decreases the overall crown closure, conversely a height threshold too low could artificially increase the overall
crown closure. For that reason, finding the optimal height threshold might in turn provide a more balanced distribution of crown closures throughout the landscape and cover the full range of possible values: 0–100%.

1.3.2. Grid resolution

Crown closure estimates can change depending on the area used to compute it—often a raster grid composed of cells. A small spatial resolution (i.e. small grid cell size) artificially inflates the variability because they are subject to the idiosyncratic trajectory of the LiDAR reflections and tree location. Conversely, using a large area regresses values to the mean and hides the natural variation occurring in the study area. In both extreme grid resolutions, the information cannot be used to discriminate ecosystems. For that reason, there must be an optimal grid resolution to balance volatility, stability and bias [18].

Methods to estimate the optimal cell size for LiDAR surveys vary. For example, ESRI [8] state that the grid resolution should be at least 4 times the point spacing: a survey with 0.5 pt/m² yields a point spacing of 1.4 m/point and would require a minimal cell size of 5.7 m. The disadvantage of this method is that it evacuates the biological component of the crown closure and does not depend on species, crown size, nor vegetation height. White et al. [5] suggest that the cell size for forest inventory in general should be close to plot size and adapted to the average crown size, with typical sides of square cells of 20–25 m. Increased plot size provides a more uniform distribution of pulses, minimizes within pixel edge-effect, and improved the estimates by asymptotically increasing the overlapping area between the LiDAR data and the field observations [5,10,19]. On the other hand, comparing vector data such as forest stand polygons to large grid resolutions amplifies the edge-effect (i.e. pixelization). Smaller cell size also better reflects the variability of the study area, which is important for forest management [20]. For crown closure, the grid size has to be large enough to collect enough vegetation and ground points, even in very closed cover, to reflect the local crown closure. Hengl [18] suggested to use a variogram to select an appropriate cell size for point interpolation. Indeed, crown closure estimation can be seen as the interpolation of a highly sampled binary variable across space. The variogram can thus be used to observe the range of spatial autocorrelation and guide the decision of grid size, especially to provide an upper bound for the grid size. However, computing the variogram for an aggregate measure such as crown closure requires to decide on an aggregation measure prior to the calculation of the variogram, which can lead to a distorted understanding of the data.

1.4. Objectives

While LiDAR survey parameters are crucial for crown closure estimates, we have found that little attention was shed on the post-survey parameters that impact crown closure: the height threshold to separate canopy returns from non-canopy returns, and the area on which crown closure is calculated. In this study, we compare the crown closure estimates from three independent LiDAR surveys and propose a method to facilitate the comparison of crown closure across surveys by the optimization of the post-survey parameters. We look at the impact of the two parameters on RMSE and bias between surveys as well as the spatial autocorrelation structure of crown closure over the study area.

2. Methods

The study area partially overlaps the Grands-Jardins National Park, Québec, Canada (Figure 1). The forest is dominated by coniferous species, such as Abies balsamea, Picea mariana, and some deciduous such as Betula papyrifera and Populus tremuloides. The site is representative of a wide range of boreal forest conditions, from open black spruce to closed mixedwood forests. The growing seasons are short, between 80 and 100 days [21].
Figure 1. Study area is located in the Boreal Shield ecozone (light blue area) within the Grands-Jardins National Park, Québec, Canada.

Figure 2. Flight lines (colored) of each survey over the study area (light grey), 1 km tiles holdout data for validation are in black.
2.1. LiDAR

Three LiDAR surveys were used for this study: one conducted in 2016 and two conducted in 2018. The 2016 low-density (LD) survey (June 26 to August 15) nominal point density was 4.5 pt/m\(^2\), 2018LD survey (August 21 to October 5) was 2 pt/m\(^2\), and the high-density (HD) 2018 survey (August 24 to October 23) was 40 pt/m\(^2\) (Table 1). The 2016LD survey had a north-east azimuth while the 2018LD survey has an east azimuth with a north crossing flight line for registration. The 2018HD survey has crossing flight lines pattern with both north and east azimuths (Figure 2). Apart from the point density, one of the most notable differences of the 2016 survey is that it was conducted earlier in the growing season than the 2018 surveys, and used a higher maximal scan angle, which can impact crown closure estimation [22]. Our study area is the intersection of the three independent LiDAR surveys. All points were classified with lasground [23] using default settings for the forest environment.

| Year | Nominal density | Altitude | Speed | Sensor | Freq | Angle | Over | Divergence | Footprint | Median density |
|------|-----------------|----------|-------|--------|------|-------|------|------------|------------|---------------|
| 2018 | 4.0             | 1150     | 66.8  | RIEGL  | 1000 | 20    | 50   | 0.25       | 0.1        | 38.9          |
| 2016 | 4.5             | 1932     | 92.6  | RIEGL  | 800  | 30    | 30   | 0.25       | 0.3        | 4.6           |
| 2018 | 2.0             | 2300     | 66.9  | RIEGL  | 350  | 20    | 30   | 0.25       | 0.4        | 2.1           |

Table 1. LiDAR survey parameters

| Year | Nominal density | Altitude | Speed | Sensor | Freq | Angle | Over | Divergence | Footprint | Median density |
|------|-----------------|----------|-------|--------|------|-------|------|------------|------------|---------------|
| 2018 | 4.0             | 1150     | 66.8  | RIEGL  | 1000 | 20    | 50   | 0.25       | 0.1        | 38.9          |
| 2016 | 4.5             | 1932     | 92.6  | RIEGL  | 800  | 30    | 30   | 0.25       | 0.3        | 4.6           |
| 2018 | 2.0             | 2300     | 66.9  | RIEGL  | 350  | 20    | 30   | 0.25       | 0.4        | 2.1           |

Year: year flown  
Nominal density: nominal first return density (pt/m\(^2\))  
Altitude: average sensor altitude above ground (m)  
Speed: Flying speed (m/s)  
Sensor: sensor model  
Frequency: scan frequency (kHz)  
Angle: maximal scan nadir angle (°)  
Over: Flight line overlap (%)  
Divergence: Laser beam divergence (mrad)  
Footprint: Average laser footprint diameter on the ground (\(\varnothing\)m)  
Median density: median first return density (pt/m\(^2\))

2.1.1. Sampling

We randomly sampled 5000 observation points within the study area to extract LiDAR metrics. We excluded two observations which presented insufficient LiDAR returns because they were either on the edge of at least one survey or included in a water body.

To minimize the impact of spatial autocorrelation on the estimation of the performance, we used random block sampling to create a spatially independent holdout [24]. We divided the study area in 1 km tiles to group observations: 1037 observations in the holdout tiles were selected to compute performance metrics (Figure 2).

2.1.2. Data Preparation

We computed the crown closure as the total number of first returns divided by the total number of first returns above the height threshold (Figure 3). Using only first returns was found to be more stable than using all returns or a canopy height model [4,10,25], although [9] used a weighting to use all returns. For each sample point, we used eleven height thresholds (0 to 10 m) and 36 resolutions (1–20 m
Figure 3. Illustration of crown closure. Each dot represents a LiDAR return and each stroke represents a pulse. The dashed line indicates a height threshold at 3 m. Crown closure is the ratio of the number of first returns above the threshold by the total number of first returns. In this example, crown closure above 3 m is: 1 first return above 3 meters / 3 first returns = 33%.

by 1 m increment, then 25–100 m by 5 m increment) on a squared pixel centered on the sampling point of observation.

2.1.3. Skewness

We needed to select a height threshold that is neither too high nor too low. In order to select the right height threshold, we compared the crown closure distribution to maximize the symmetry of the crown closure distribution across our observations. Given that our study area was representative of the boreal forest conditions with closed mixed stands and open coniferous stands, we speculate that a symmetric distribution of crown closure should lead to a more representative indicator because it avoids clustered crown closures around 100% (threshold too low) or 0% (threshold too high).

2.1.4. Variance of lagged difference in crown closure

The size of the observation unit was found to be an important driver of accuracy and variability. To find the optimal plot size, Frazer et al. [10] recommended to increase it gradually until measurements stabilized; given the large number of parameters combinations and observations, we propose a formal indicator based on their suggestion.

One of our objectives was to reflect the variability of the forest cover, while still removing the noise from the individual tree measurements. We chose to use the variance of lagged difference in crown closure as an indicator of crown closure stability. For each pair of consecutive pixels at observation i and resolutions r in a δ = 5 m increment, we computed the crown closure Zi(r) difference di(r) between the increased pixel area. Then for each pixel resolution r, we computed the variance of the lagged differences

\[ d_i(r) = Z_i(r) - Z_i(r + \delta) \]  

The variance \( V \) of the lagged difference at each resolution \( r \) is
\[ V(r) = \frac{1}{n} \sum_{i} (d_i(r) - \bar{d}(r))^2 \] (2)

with \( \bar{d}(r) \) the average \( d_i(r) \) of all \( i \). We expected the variance to be rapidly decreasing as the pixel size increased and then stabilized close to 0 once the pixel size was sufficiently large to encompass enough area. It would mean that increasing the pixel by \( \delta \) would not change crown closure \( Z_i(r) \). We deliberately used a notation close to the one typically used in variography (see e.g. Dale and Fortin [26], §6.2.3).

2.2. Performance metrics

We compared LiDAR surveys crown closure estimates on the holdout data with the exact same post-survey parameters values using root mean squared error (RMSE) and mean bias:

\[ RMSE = \sqrt{\frac{\sum_{i} (\hat{y}_i - y_i)^2}{n}} \] (3)

\[ Bias = \frac{\sum_{i} (\hat{y}_i - y_i)}{n} \] (4)

Where \( y_i \) is the observation \( i \) of \( n \) from the reference 2018 HD survey, \( \hat{y}_i \) is the observation from the low density survey.

We performed an analysis of variance on the difference \( (\hat{y}_i - y_i) \) for each combination of resolution and height threshold. To protect from Type I error, we used a Bonferroni-corrected \( \alpha \approx 0.0001 \) to detect differences between surveys. The null hypothesis was that the difference between surveys were zero, meaning the estimated crown closure from low-density surveys was not different from the reference survey.

2.3. Spatial autocorrelation

We also looked at the spatial autocorrelation of crown closure by computing a variogram for each combination of height threshold and grid resolution on the holdout data. The empirical variogram expresses the average variance of pairs of points in a given range of distance. Typically, in the presence of spatial autocorrelation, the variance is lower for nearby points and stabilizes once it reaches a distance at which no correlation is observed. Since crown closure is driven in part by spatial processes, we can expect to observe spatial autocorrelation in the variogram. The variogram can be described using three parameters: the nugget, which is the variance at 0 m, a combination of the local variability and measurement error; the practical range is the distance at which we cannot detect any spatial autocorrelation; the sill is the semivariance reached by independent pairs of points, once the semivariance reaches a plateau [26,27]. An empirical variogram of spatially decorrelated values does not increase with distance; semivariance moves randomly and the trend is flat.

We approximated the empirical variogram as a spherical model using a damped least-squares approximation from the gstat package [28,29]. We used an initial seed range of 250 m, and adjusted a few seeds when the algorithm failed to converge to reasonable values.

We used the R software [30] and the lidR R package [31] for our analysis and the extraction of lidar metrics. Type 3 skewness was computed using the e1071 R package [32].

3. Results

The height threshold modified the skewness of the crown closure distribution (Figure 4A). Lower height thresholds of 0–3 m were associated to a negative skew of the crown closure in the study area (more observations toward closed cover), while higher thresholds of 4–10 m were associated to a positive skew (more observations toward open cover). The 3–4 m height thresholds minimized the absolute skewness of the crown closure distribution for all surveys, even if we excluded the
non-forested areas. Increased grid resolution reduced the absolute skewness of crown closure, especially for extreme thresholds (0 m and 7–10 m), except for the 2018HD and 2016LD surveys at 0 m height threshold. The effect of an increased grid spatial resolution (hereinafter referred to grid resolution) on skewness was larger for height thresholds that were more skewed, such as the 0 and 10 m thresholds. For thresholds that produced the most symmetrical distributions (3–4 m), the effect of grid resolution appeared linear for resolutions larger than around 6 m.

Most surveys skewness were similar at a given threshold and grid resolution, but the 0 m height threshold created notably large differences across surveys compared to other threshold values. The 2018LD survey skewness was systematically higher than the two other surveys for all height thresholds. The difference between surveys was more apparent for more extreme height thresholds (0 m, and 7–10 m), while all surveys seemed to reach an asymptotic difference at larger grid resolutions.

Increased grid resolution reduced the variance of lagged difference of crown closure across the study area (Figure 4B). The difference in variance declined rapidly by increasing the grid resolution until 25 m where variance stabilized near zero. The height thresholds that had the highest symmetry (lowest absolute skewness, i.e. 3–4 m) captured the highest variance and were more impacted by the grid resolution, while extreme height thresholds (0 and 10 m) presented smaller changes in variability.

### 3.1. Comparison with 2018 HD

Using the same post-survey parameters values for each comparison, we found that maximal bias between surveys was at 0 m threshold (Figure 5 top row). At 1 m height threshold, both survey bias decreased to 5.6 and -0.5% for 2016LD and 2018LD respectively. The 2016LD survey was significantly different from 2018HD survey ($p < \alpha$), except for resolution $\leq 2$ m with height threshold $\geq 5$ m (see supplemental material for detailed results). Using the 0 m height threshold reversed the bias for the 2016LD survey, which became negative. Overall, resolution had little impact on the bias especially for resolutions larger than 7 m. The bias slightly changed for small resolutions and stabilized at around 7 m resolution. The 2018LD survey was not statistically different from the 2018HD survey for height thresholds $\geq 1$ m ($p < \alpha$).

Higher height thresholds were associated to a lower RMSE, with an important decline between the 0–1 m (Figure 5 bottom row). For grid resolutions smaller than 7 m, the RMSE remained above 10%
for thresholds <2 m. The increased grid resolution reduced the RMSE with a steep decline in 1–7 m resolutions.

3.2. Spatial autocorrelation

The empirical variogram of crown closure was influenced by the grid resolution and the height threshold selection (Figure 6). Small grid resolutions displayed weak structure of spatial correlation on crown closure, increased variance and larger differences between surveys, especially when combined with low height thresholds of 0–1 m. The 2018LD survey exhibited similar variogram than 2016LD at lower height thresholds and gradually shifted toward the 2018HD as the threshold was raised. The 2018HD survey semivariance (sill and nugget) was generally lower, especially at resolutions ≤2 m, or 0 m height threshold. Furthermore, the 0 m height threshold also amplified differences between surveys and decreased the observed sill and nugget of spatial autocorrelation.

Using damped least-squares fitting of a spherical variogram, we observed ranges of 100–350 m excluding the 0 and 10 m height thresholds. Surveys had mostly similar ranges for identical combinations of parameters (global $R^2=0.85$), however resolutions >50 m had much lower correlation between ranges. The mean absolute difference of range between surveys stabilized at around 12 m (not shown).

3.3. Parameter selection

The selection of the grid resolution and height threshold must generally be performed without a reference survey. For that reason, we evaluated the relevance of the skewness and lagged variance of crown closure difference to select a combination of parameters that produced comparable surveys.

Given our study area, and the objective we set for our crown closure estimators, we selected the 3 m height threshold (Figure 4A). It provides a balanced crown closure distribution and capture the most natural variance of the crown closure within the study area. The 4 m height threshold would also have been a good choice, but considering that the vegetation height rarely exceeds 20 m, we favored a lower threshold.

The 25 m grid resolution was the smallest unit that achieved complete stabilization of the crown closure (Figure 4B). Practically, it is often convenient to select a grid resolution that divides evenly into 100 [5], so resolutions of 20 and 25 m seemed good choices and could have been matched to ground plot area or preexisting grid resolutions.

With a 3 m height threshold and a 25 m grid resolution, we observed for the holdout data that the 2018HD and LD surveys were very similar with an $R^2$ of 0.98, RMSE of 5%, and no bias (Figure 7). The 2016LD survey was more different with RMSE to 7% ($R^2$ was 0.97), and bias of 4%, which indicated cover opening between 2016 and 2018.

4. Discussion

We found that the selection of a height threshold and grid resolution can improve the repeatability of the crown closure measurements in multi-temporal LiDAR surveys. While the grid resolution had a very large impact on performance indicators, it was mostly limited to small resolutions (<7 m) that are less common in area-based approaches. It is however more common to use low height thresholds (<3 m) which produced volatile crown closure estimates, especially when only ground returns were used (0 m height threshold).

4.1. Repeatability

The error between the 2018 surveys was 5% RMSE and 0% bias, while 2 years-apart surveys had a 7% RMSE and 4% bias by using a height threshold of 3 m and a grid resolution of 25 m. The decision of using a slightly different grid resolution or the 4 m height threshold had an impact on bias and RMSE of less than 1%, but using a much smaller grid (e.g. 1 m), or a much lower height threshold (e.g. 0 m) made the survey much less comparable because it inflated the bias beyond 10% and the RMSE close
Figure 5. Effect of post-survey parameters on difference between surveys. Left: Effect of height threshold on bias (top) and RMSE (bottom) against the 2018 HD survey. Right: Effect of grid size on bias (top) and RMSE (bottom) against the 2018 HD survey.
Figure 6. Experimental variogram of crown closure for selected grid resolutions (columns) and height thresholds (rows) using holdout data. The dashed lines show the corresponding fitted theoretical spherical variogram. Range, sill and nugget are illustrated for reference.
Figure 7. Comparison of crown closure from the holdout data against the 2018HD LiDAR survey using a 3 m height threshold and 25 m grid resolution.
to 30%. We conclude that multi-temporal LiDAR surveys can provide a repeatable measurement of
crown closure, but the selection of the appropriate post-survey parameters is an important decision.

The general 4% decrease in crown closure between 2016LD and 2018HD suggested that the forest
opened, which we doubted. Forest openings can be attributed to individual or group mortality,
epidemics, windthrow, logging, or other non-replacing stand disturbances [33,34]. While these
processes take place in the area, a general opening of the forest cover does not seem to correspond to the
ecological processes in place and we did not observe any important logging activity. Furthermore, while
some non-replacing stand disturbances can be small, most of them would have affected the complete
area of the grid (1/16 ha). However early insect infestation, such as the spruce budworm known to be
endemic in the area, could have reduced the foliage. The 2016LD survey was also conducted earlier in
the growing season than the 2018 surveys. A different timing could lead to measuring different canopy
angles can also explain the overestimation of crown closure in 2016LD [4,9,22]. While transformations
can be applied to the raw point cloud to correct for biased crown closure estimates [9,22], the relation
with the post-survey parameters remains to be studied.

The differences in the variograms (Figure 6) illustrated that the choice of parameters also impacted
how each survey reflected the spatial structure of crown closure. Low thresholds or small resolutions
were more likely to produce structures of spatial correlation that were less repeatable across LiDAR
surveys. Using a 0 m threshold created differences in the observed spatial organization of crown
 closure that remained even at 100 m resolution.

Korhonen et al. [4] reported an R² of 0.73 when they compared one-year apart crown closures
using a height threshold of 1.3 m and resolutions between 20 and 40 m (to match ground plot sizes). In
comparison, the R² for 2016LD and 2018LD at 1 m height threshold were 0.96 and 0.97 respectively.
These differences could be explained by vegetation growth, disturbances, and lidar parameters.

4.2. Height threshold

The height threshold had an impact on repeatability of crown closure measurements across
surveys. The absence of a threshold (0 m) produced volatile estimates of crown closure. As a result, low
height thresholds, especially when computed on a small grid size, produced crown closure estimates
with a higher bias, RMSE, and semi-variance when compared to the reference LiDAR survey.

The height threshold skewed the distribution of crown closures for the study area. Lower height
threshold produced more closed cover observations, but more importantly, they almost never produced
open areas. While in itself this could reflect the lack of open areas, it over represented closed canopy
stands and prevented the use of the full range of possible crown closure values. When modeling forest
attributes, for forest volume estimates for example, the selection of variables that can contribute to a
prediction is central, and most methods from generalized linear models to machine learning models
generally greatly benefit from variables that span a wider range.

We hypothesize that one of the reasons for the volatility of crown closure measurements with
a low height threshold is that the ground classification algorithm might have an increasingly large
effect as the threshold approached the ground, especially at 0 m, where the points reaching 0 m are
strictly those identified by the algorithm. This could explain the very large differences between the
three surveys at 0 m, although they were all classified using the same algorithm. In addition to the
inherent sensor errors, the identification of ground points can add around 15–20 cm of error (RMSE)
depending on the slope of the terrain and the algorithm used [14].

4.3. Grid resolution

Grid resolution did not modify bias between surveys except at resolutions smaller than 10 m that
were more variable. RMSE was inflated for grid resolutions smaller than 7 m, and generally decreased
with larger grid resolutions. Extending grid resolutions beyond 25 m did not change the crown closure
estimates as observed with the variance of the lagged crown closure difference. There were no formal
indicators to constrain the grid resolution beyond the reduction of variation that we could rely on. All our indicators improved when the grid resolution improved, which could lead to the selection of larger resolutions and reduce the expression of variation on the landscape. Hengl [18] suggested the Shannon’s information criteria to balance pixel variability and information, but further work would be required to adapt it to crown closure measurements.

4.4. Skewness and Variance of lagged difference

Using the variance of lagged difference and skewness can guide the selection of a height threshold and grid resolution. They present the advantage of being available in the absence of a reference survey, which is not the case of bias and RMSE. This is convenient when comparing archived LiDAR surveys that do not have common reference ground data.

4.5. Practical implications

The influence of the height threshold on the resulting crown closure should prompt a discussion and ideally an evaluation of the optimal selection of crown closure height and criteria for which to optimize. Further work is required to compare the effect of post-survey parameters on field observations and assess the practicality of raising the height threshold to 3 m, or increasing the grid resolution for example.

The ecology of the study area should also influence the selection of the post-survey parameters. For example, dimensions of the crowns and the maximal height of the vegetation should probably affect how surveys can be compared. Larger crowns could impose a larger grid resolution; areas with taller canopy and understory could require a higher height threshold. The ground point classification algorithm performance can depend on the environment where it used. For example, Moudrý et al. [14] found that low vegetation could be classified as ground points in steppes. Furthermore, the height threshold could have to be established in function of the season and phenology: a thicker understory in the summer and sparser in spring and fall, might require an adapted height threshold. We should also consider the possibility that post-survey parameters could have a larger impact in different study areas with different crown size and vegetation height, for example. The parameters selected in this study (3 m height threshold and 25 m grid resolution) could potentially apply to similar ecosystems within the boreal forest, and beyond.

Given the impact of small grid size on the error induced between surveys, we recommend a grid size of at least 10 m and a height threshold of at least 2 m to provide reliable crown closure estimates in ecosystems comparable to this study, although we found 3 m height threshold and 25 m grid resolution best suited our objectives. When in need of a smaller grid resolution, for compatibility with other data for example, the use of a moving window could be explored.

In this study, crown closure estimates benefited from a raised height threshold: it made the measurement more comparable to other surveys. Increased grid resolution also provided more repeatable estimates, but decreased the variability of the territory as illustrated by the variograms (Figure 6). When comparing the 2016LD survey to the 2018HD survey, the conclusions on crown closure evolution would have been completely different had we chosen a 0 m or 1 m height threshold. At 0 m height threshold the negative bias showed vegetation cover closing, while other thresholds rather had a positive bias that showed a vegetation opening (Figure 5). This study shows the importance of both grid resolution and height threshold parameters for the repeatability of the crown closure measurements.

5. Conclusion

Comparing crown closure from multi-temporal LiDAR surveys introduces additional sources of error: different survey parameters, and potentially height threshold, and grid resolution. Finding an optimal height threshold and grid resolution can minimize the impact of changing LiDAR survey parameters. We found that using a 3 m threshold and 25 m grid resolution provided the right balance
to describe the variability of the study area and reduced crown closure to 7–5% RMSE and bias to 4–0%. These parameters could be reused in comparable ecosystems within the boreal shield ecozone.
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