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A Review of Genetic Programming: Popular Techniques, Fundamental Aspects, Software Tools and Applications

Davut ARI*1, Barış Baykant ALAGÖZ2

Abstract

Genetic Programming (GP) is one of the evolutionary computation (EC) methods followed with great interest by many researchers. When GP first appeared, it has become a popular computational intelligence method because of its successful applications and its potentials to find effective solutions for difficult practical problems of many different disciplines. With the use of GP in a wide variety of areas, numerous variants of GP methods have emerged to provide more effective solutions for computation problems of diverse application fields. Therefore, GP has a very rich literature that is progressively growing. Many GP software tools developed along with process of GP algorithms. There is a need for an inclusive survey of GP literature from the beginning to today of GP in order to reveal the role of GP in the computational intelligence field. This survey study aims to provide an overview of the growing GP literature in a systematic way. The researchers, who need to implement GP methods, can gain insight of potentials in GP methods, their essential drawbacks and prevalent superiorities. Accordingly, taxonomy of GP methods is given by a systematic review of popular GP methods. In this manner, GP methods are analyzed according to two main categories, which consider the discrepancies in their program (chromosome) representation styles and their methodologies. Besides, GP applications in diverse problems are summarized. This literature survey is especially useful for new researchers to gain the required broad perspective before implementing a GP method in their problems.
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1. INTRODUCTION

GP is an EC type that allows computers to automatically formulate the solution of problems without making an assumption for the problem solution formulation [1-2]. Since the first appearance of the GP idea, it has been used to solve different analysis and modeling problems in different fields by using genetic coding techniques.

While spreading of the standard GP interdisciplinary domains, the researchers observed that computation capabilities of the standard GP cannot be sufficient for very hard
computational problems in different disciplines [3-5]. This becomes a central motivation for development of more advanced GP algorithms, and enhanced GP variants have been proposed to solve the difficult problems encountered in applications. Researchers mostly concentrated their research effort on improvements of representation formats of GP programs (individuals of the population).

Looking at the literature, it is seen that GP has been widely preferred in the problems that need symbolic regression for data modeling [6]. Accordingly, GP applications come out in many different disciplines such as classification problems[7], production scheduling [8], climate change analysis [9], energy and energy saving [10-12] besides educational technologies [13], urbanization [14], building [15], hydrology [16], medicine[17]. Additionally, GP has widely utilized in many computer sciences problems such as in computer vision[18], image processing [19], signal processing [20], artificial neural network design [21]. Moreover, GP methods were used in the field of evolutionary hardware [22] and circuit design [23]. One can find many application of GP in the field of economy e.g. finance [24] and trading [25] problems.

The use of GP methods in many disciplines and fields, not limited to the above-mentioned fields, shows that it is a popular and versatile calculation intelligence method.

This paper aims to review GP literature to gain a perfective on progress of GP algorithms, foundations of GP structures, popular GP trends and software tools without need of a deep knowledge of GP. For this reason, this study covers the introduction of GP essentials, review of popular methods and practices, and providing recent aspects on the latest developments on GP methodologies. Becoming a popular computing tool led the GP have a rich literature. The current study surveys the GP literature without complicating the topic by giving the deepened technical details of GP algorithms and tools.

Organization of the paper is as follows: Section 2 presents comparative introduction of fundamental GP methods. In Section 3, the taxonomy of GP methods is provided in two major branches that classify GP approaches according to discrepancies in their representation formats and their methodological differences. Section 4 presents an overview on considerable GP applications. Section 5 introduces the software tools that were developed and used by researchers.

2. GENETIC PROGRAMMING AND THE NATURE OF PROBLEMS TO APPLY

GP can be seen as a special EC method in which the individuals, also known as programs or chromosomes, in the population are basically represented in the form of computer programs. In GP, a computer program expresses a population individual that can be a candidate solution to a problem. As shown in Figure 1, in GP, the population of the programs, namely individuals, is generated randomly, as in other evolutionary computation methods [2]. Then, each candidate program (individual) created is tested for compatibility according to its ability to solve the problem. In the next stages, high-fitting computer programs are selected subjected to evolutionary processes such as crossover and mutation, thus enabling them to become more appropriate programs for the solution in the next generation. These evolution processes are repeated until the GP termination criteria are met.
Figure 1 The basic algorithm of Genetic Programming

The program, which has the best solution according to the needs of the targeted problem, continues to exist in time. Hence, it is the best fitting solution to the problem, which are able to maintain its existence until the termination criterion of the GP algorithm is met [26]. This property is known as elitism in evolutionary computation. The GP methods use elitist evolution strategies in order to reach better individuals and they commonly transfer individuals with higher fitness values to the next generations. It can contribute to reducing bloat problems of GP methods [27]. The main difference of the standard GP compared to Genetic Algorithm (GA) is that the program representation of GP can be variable-length instead of being the fixed-length representations such as bits, real numbers, and symbols in the GA [8], [26].

The GP method may be appropriate to use, especially if the interrelationships between the relevant variables in the problem are not known or poorly understood, or in case of a doubt that known relationship among the parameters may be wrong [28]. In other words, when the mathematical model is not known or valid, GP can provide acceptable solutions via model exploration and provide its best-fit solution to the problem.

In addition, if there are large amounts of data, which requires in-depth analysis, classification, and clustering on the computer, the GP can yield satisfactory results. The main reason for this advantage comes from the fact that individuals representing candidate solutions in GP are more flexible and adaptable than other metaheuristic methods.

3. POPULAR GENETIC PROGRAMMING APPROACHES

In the historical development of the GP, a tree-based structure was initially used by Koza [1]. In this review study, the most frequently used GP methods in the literature are introduced briefly and the works, devoted for introduction and analysis of the GP methods. These efforts help researchers to have an overview on a wide range of GP studies, and in case of need for deepened knowledge, they can easily reach the related papers that are considered in the scope of this study. For taxonomical organization of the literature knowledge, the hierarchy of GP methods is build in two main branches that are formed regarding the program representation formats and methodological differences.

3.1 Genetic Programming Types According to Program Representation Format

The most commonly used program representation formats of GP in the literature are tree, linear and graphical representations. For instance, one can consider standard GP [1] for tree-based representation, Cartesian Genetic Programming (CGP) [29] for graphical representation, and Linear Genetic Programming (LGP) [30] for linear representation.

3.1.1 Tree-Based Genetic Programming

The tree-based GP is the first and the most widely used representation format [1]. Hence, this type of representation is called the standard GP in the literature. Mainly, programs in software development processes composed of reusable program parts such as sub-functions, functions, and classes in the form of repeated steps. In
contrast, in tree-based GP, population individuals are usually expressed by syntax trees rather than lines of code [2], [28].

Figure 2 Standard (Tree-based) GP structure and its evolution steps

Figure 2 shows the tree-based GP structure and its evolution steps. For example, the tree representation of the program \( x*y/min(5,7) \) is processed in the evolutionary operation part of the figure. The variables and constants \( \{x, y, 5, 7\} \) in the program are called terminals in the leaves of the tree, while the arithmetic operations \( \{*, /, \text{min}\} \) are called functions that are represented on internal nodes. In tree-based GP, program representations, namely candidate solutions, are formed by the placement of terminals and functions on nodes of a tree graph.

3.1.2 Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) [31] was first added to the literature by Miller in 1999. It was adopted as an innovative genetic programming type in the early 2000s [29]. As shown in Figure 3, programs in CGP are directly represented by grid graphics. This graphics consist of a two-dimensional grid of computation nodes. The term "cartesian" also takes its name from this grid arrangement of entities. Genes that make up the genotype (individual representations) in CGP are integers representing where a node receives its data at inputs, the actions on the data are performed at the node. The output data appears at the output of nodes for processing of the following nodes [32-33].

Unlike the tree representations, CGP can represent individuals with a graphical drawing, the solutions can have multiple outputs, and the nodes can be used repeatedly within the repeating structures. In particular, it is a popular and easily adaptable representation method for the solution of many problems. Also CGP is an appropriate method of GP to represent many computational process such as equations, state machines, neural networks, algorithms, and electronic circuits [33].

As it can be seen in Figure 3, the CGP allows the internal calculations to reuse of data, as the outputs of the nodes in the graph can be reused multiple times. This property has attracted the attention of researchers working in the field of evolutionary computing and genetic programming since the CGP first appeared.

3.1.3 Linear Genetic Programming

Linear Genetic programming (LGP) is another GP variant, which differs in the program representation format. The individuals(programs)
of LGP are represented by a linear code structure, as shown in Figure 5(b). The main difference between LGP and the tree-based GP is that instead of using a tree graph representation of the programs, it consists of a set of instructions, which are analogous to the machine codes in the register [30], [37].

![Figure 5 a) Standard GP, b) Linear GP [37-38]](image)

In Figure 5, f[0] represents temporary program variables while L's represent command lines. Here, LGP has a structure that allows the variable to take different values in each command line. Each command structure contains an operator, an array of functions, and a return value [39]. Since the LGP can be represented very similar to the programming languages, it can be more effective to synthesize computer programs than the standard GP [40-41].

### 3.1.4 Stack-based Genetic Programming

Stack-based Genetic Programming (SBGP) is another variant of GP, which was proposed by Perkis [42]. The representation format of SBGP consists of programs as lists of nodes of functions or terminals that receive their inputs from a stack and place their outputs on a stack [43]. It is a less preferred representation format compared to other representation formats.

### 3.2 GP Types According to Their Methodological Differences

Since the standard GP encounters technical complications (e.g. bloating, growing complexity) in solution of difficult problems, in addition to the progresses based on new representation formats in the literature, many different GP variants have also been proposed to improve performance of GPs by performing methodological enhancements on GP methods.

### 3.2.1 Strongly-typed GP

Strongly-typed Genetic Programming (STGP) [44], is an improved type of the standard GP by using data type restrictions. STPG is similar to standard GP, but the programs have a structure in which each node has different data types.

![Figure 6 Strongly-typed GP [44]](image)

As shown in Figure 6, the data types of functions and terminals need to be specified in STGP and therefore the population is only constructed with syntactically correct decomposed trees, which significantly reduces the search area [45]. Without data type limitation in the program nodes of the standard GP, the GP may cause processing numerous combinations of trees. In contrast, in STGP, the characteristics of each node are predetermined.

### 3.2.2 Multi-Gene GP

Multi-Gene Genetic Programming (MGGP) [46] can be accounted as a multi-gene form of the standard GP [1]. The classic symbolic regression problems employ the standard GP to evolve a population of programs that are represented in the form of single tree. Therefore, each of the trees represents a mathematical formulation that is a candidate solution of the regression problem. In contrast, MGGP benefits from a mathematical formulation that is a weighted linear combination of the outputs from a number of GP trees [47]. MGGP was suggested in the study of solving a complicated symbolic regression problem [46]. MGGP can be accounted as a powerful GP variant that effectively accumulates the abilities of standard GP solutions to empower prediction skills of regression model [47]. Therefore, it is very suitable to solve regression and modeling problems.
When compared to the standard GP, the depth of the tree representation of genes can remain relatively shallow in MGGP, and it can contribute to the relief of the bloating problem. The typical multiple gene models are shown in Figure 7. This model results in a mathematical formulation of an output variable based on weighted sum of two tree expressions of three input variables \(x_1, x_2, \text{and} \ x_3\). Such a formulation of MGGP have been shown to be more efficient than the standard GP in nonlinear problems [53-54].

### 3.2.3 Multi-objective GP

Standard GP is usually optimized for a single objective, and it has a single fitness function [50], [51]. Standard GP is insufficient in multi-objective optimization tasks. In a multi-objective optimization (MOGP) problem, problem-solution is optimized with respect to the multiple goals or objective functions [2].

A disadvantage of using a single objective in the optimization process of the GP is that the evolutional solution models can become extremely complex. Therefore, the two main objectives of MOGP are devised for minimizing complexity while maximizing fitness value [51].

### 3.2.4 Gene Expression Programming

In Gene Expression Programming (GEP), the genome or chromosome consists of one or more expression trees (ET) of linear, symbolic, fixed lengths consisting of one or more genes [52]. GEP is one of the most frequently used GP types in many different fields. GEP genes consist of a head and tail. Despite the fact that the head contains symbols representing functions (elements from the \(F\) function set) and terminals (elements from the \(T\) terminal set), the tail contains only the terminals. If we express, for a

\[
t = h(n-1) + 1 \quad [52](1)
\]

The program representation shown in Figure 8 is actually the phenotype of GEP individuals, the genotype can easily produced from the phenotype as follows:

\[
01234567
\]

GEP selects population individuals by using one or more genetic operators according to their fitness, and it provides a variety of genetic variations [52]. In GEP, the individuals consist of strings of fixed length structure which are expressed as nonlinear entities of different sizes and shapes such as expression trees [52]. GEP allows solution of high complexity problems on personal computers [52] because GEP has rather simple genetic operations that minimize the need for powerful hardware for evolutionary computing [53][54].

### 3.2.5 Grammar Guided GP

Grammar Guided Genetic Programming (GGGP or G3P) [55-56] is a variant of the original GP. Grammar-guided GP is also known as grammar-based GP in the literature. Grammar provides many benefits to GP. Undoubtedly the most important benefit is that it can be used as a restriction tool on a flexible search space [57].
Grammar-based formulations are the basic representation structures of computer science\[57\]. They are widely used to express constraints in general areas by limiting the expressions that can be used. The individuals of GGGP can use both linear and tree representation methods. In Figure 9, an example of grammar-based tree representation is illustrated.

### 3.2.6 Grammar Evolution (GE)

As a sub-type of GGGP, the GE [59] is a GP method that performs evolutionary processes in variable-length binary strings instead of real programs. GE perform a mapping technic for create programs in any language using binary strings to creating rules in a Backus-Naur Format (BNF) grammar. This approach is to obtain a syntactically suitable expression from a binary string, which can then be evaluated with a fitness model [59].

![Figure 10 Performing a sample decoding in GE [60]](image)

The purpose and main cycle are basically the same as standard GP, but they differ in the way that solutions are created and updated [61]. Figure 10 shows an example of decoding with GE. If you want to solve a problem with GE, the first thing to do is to define an appropriate grammar, which is usually done using the Backus-Naur form (BNF). Thus, it is an important step as it defines the search space for the solution of the problem and calculation expressions (individuals) will be place in this search space [62].

### 3.2.7 Geometric Semantic Genetic Programming

Geometric Semantic Genetic Programming (GSGP) [63] is one of the recently proposed GP types. GSGP establishes a semantic field that uses semantics of possible solutions and benefits from different distance metrics in order to measure the suitability of GP individuals for the solution. There are several methods for defining the semantics of the population program. Depending on the properties of the distance metrics, the semantic field can have different conical forms. The GSGP searches for the solution in the semantic space of the programs. In this way, it facilitates searching in the solution space [64].

![Figure 11 Geometric semantic crossover [65]](image)

Geometric semantic operators change the programs to generate new programs in a semantic space [66]. Figure 11 shows an example of a geometric semantic crossover operation in the semantic space. Before the crossover operation, each individual has its own position in the semantic space. After the crossover operation, a semantic point (value) corresponding to the newly formed offspring program is assigned. Similarly, in the mutation process, a relevant semantic operation of the program individuals is performed, and the geometric semantic values are assigned according to the suitability of new programs [65].

### 3.3 Some Popular GP Types

![Figure 12 GP variants between 2014 and 2019](image)

It can be useful to illustrate yearly publication distributions of the popular GP types to reveal emerging trends among GP types compares...
yearly publication rates in the years between 2014 and 2019. Although the tree-based GP is trendy even though it is shortcomings mentioned in Section 2, one can observe that the GEP, GGGP, and Cartesian GP variants also have a frequent use in the publications. The main reason for the widespread use of these GP types is their easy applicability and delivery of many software tools and documents related to these GP types.

4. APPLICATION FIELDS OF GENETIC PROGRAMMING

This section surveys the recent application fields of the GP methods and considerable application articles in these fields. The analysis of application trends is especially useful for new researchers who need to explore application domains of GP algorithms. In order to keep the reviewed articles at a reasonable extend, instead of explaining all GP applications, we summarized the study collections that were intensified into the specific application fields.

Symbolic regression: Symbolic regression is a topic at the intersection of applied mathematics and computer science, which investigate approaches to produce the best symbolic mathematical expression that describes the model of the existing relationships between a well-known set of independent variables and the associated values of dependent variables [67]. Mechanisms of GP methods well suit for characteristics of symbolic regression problems, and it has been used intensely in this area [64], [68]–[70].

Artificial Neural Network (ANN) design: A corporation of Artificial Neural Network (ANN) and Evolutionary Algorithm (EA) is a branch of machine learning, which was named as NeuroEvolution (NE) [71], [72]. There are many studies [21], [72]–[74] that use CGP in the optimization of ANN’s topology and networks. In this fashion, hybrid approaches [75] based on collaboration of GP and ANNs have been proposed. Meanwhile, there is a CGP type, namely Recurrent CGP (RCGP) [34], particularly developed for ANNs.

Computer vision: GP algorithms have been utilized in computer vision applications e.g. recognition of human motion [18], improving the performance of the histogram of oriented gradients (HOG) algorithm for human detection problems [76], in robotics[77], human movement modeling [78], improving edge detection in images [79] and in the pattern recognition problems [80] etc.

Circuit Design and Evolvable hardware: Evolutionary Hardware (EHW) is a design approach that uses a reconfigurable hardware structure to develop a circuit that performs a specific function. Hardware can be designed automatically by using GP algorithms without the need for a circuit designer [22]. Due to convenience of program representations to express hardware, the CGP method is employed extensively in circuit design works. As a consequence, the GP has been widely utilized in EHW studies [22], [81], [82] Besides, the GP is frequently used in digital circuit design tasks [23], [83]–[85].

Scheduling: The Scheduling is a process that deals with the allocation of limited resources by serving for the given times. It has been utilized in many production and service industries [86]. The GP has been frequently used in many timing problems such as dynamic job shop scheduling(JSS) [8], [87] production scheduling [88], action scheduling [89] scheduling in heterogeneous network [90], [91].

Environmental, natural disasters and agriculture: GP methods have used especially for data modeling and forecasting in many areas such as carbon emission [92], monitoring of volcanoes [93], earthquake prediction [94], atmosphere studies [95], airflow measurement [96], modeling rainwater quality [97], analysis of agricultural yield response [98], reservoir operations and irrigation [9].

Classification: The relevance of the selected features is one of the important factors that can affect the classification performance. The appropriate feature selection increases distinguishability between classes. However, in some real-world classification applications, there may not be enough information about the available features [99]. GP has been used to explore effective features in classification problems [7], [94], [99] and associative classification [100].
Urbanization and Building: The energy management and infrastructure planning problems can require high complexity computational models. To produce feasible solutions for efficiency and sustainability concerns, effective computational intelligence methods are needed to overcome such model complexity. Therefore, GP algorithms have found applications these problems such as energy efficiency in buildings [11], [101], the ground and soil analyzes [15], [102], urban transportation and infrastructure planning [14], [103]

Financing, trade, and economy: The financial market introduces very complex, nonstationary and chaotic data models. To overcome this challenge, GP methods have been implemented and successful results have been reported. One can see GP applications in finance, commerce, and economy problems, for examples supply selection [104], investment management [105]–[107], market analysis [108], financial security [24], stock analysis and management [109-110] etc.

Image processing: Digital imaging technologies and image processing are used in various fields, e.g. medical applications, meteorology, geology, and biology etc. These images may contain noise and requires a preprocessing task [111]. Researchers from image processing field have used the GP methods in image processing studies such as in noise suppression [111-112], image reconstruction [113], feature extraction[114], image classification [115] etc.

Signal processing: GP algorithms has been utilized in the classification of EEG signals [116], which is a very important task in the diagnosis of several diseases and disorders such as epileptic seizures [117], sleep disorders [141]. One may also see GP employments in processing of other medical signals such as classification of electrocardiography (ECG) signals [20], [118], which are the medical signals that are used to diagnose heart problems. The another signal processing application of GP is related to audio signal processing for instance audio signal reconstruction application [119].

Education: With beginning of Industry 4.0, artificial intelligence techniques will be used more frequently in order to reduce the workload of teachers and to provide student-friendly solutions in education systems. Nowadays, online intelligent learning systems are capable of automated assessment of learning activities, and therefore computational intelligence begins to play an important role in education [120]. In this fashion, GP methods have been performed in student performance prediction [13], [121-122].

Hydrology: Hydrology is a branch of water science that widely needs predictions models. GP was widely used in hydrology applications such as precipitation prediction and measurement [123], Rainfall-Runoff modeling [124-125] groundwater quality prediction [126], evapotranspiration estimation [127] etc. A comprehensive review study focuses on GP applications in the field of hydrology [128].

Medicine, Biology and Bioinformatics: GP methods have found a wide application in the medical, biology and bioinformatics fields, particularly for diagnosis, classification, prediction and modeling purposes. For examples, analysis and modeling of blood chemicals [17], [129] such as glucose-dynamics models that are vital for diabetes diseases, data mining in medicine[37] for analyses in asthma and allergy epidemiology [58], predictions of pharmacokinetic parameters [130], and diabetes mellitus [131], and automatic diagnosis of Parkinson disease [132] are some of the applications.

Time Series Prediction: Time series used in many fields such as statistics and econometrics. GP methods are used in time series prediction studies [133-137]

Energy: Nowadays, due to a growing demand for energy all over the globe, it is great importance to improve energy efficiency and reliability by providing more efficient use of energy resources, optimal energy generation and demand balance, consumption prediction, and reduction of energy lost etc. GP methods has been used in energy field such as energy consumption prediction analysis [138-139], energy demand estimation [60], biomass energy analysis [140], risk analysis in nuclear energy systems [141], flexibility analysis in waste-to-energy systems [142] etc.
5. SOFTWARE TOOLS FOR GENETIC PROGRAMMING

This section introduces available software tools that were developed for GP applications.

**DEAP:** DEAP [143] is an advanced Python-based, open-source evolutionary computing software tool, where target problems can be quickly adapted and tested.

**GPLEARN:** Gplearn [144] is an open-source Python-based GP library. It uses a tree-based representation format. The Gplearn tool is quite suitable for symbolic regression problems.

**GELAB:** GELAB is an open-source Matlab[145] library [146] The application of the GGGP types to problems can be conducted by using GELAB in the Matlab environment.

**CGP4Matlab:** CGP4Matlab [147] is another open-source software tool that enables developing CGP applications in Matlab environment. CGP4Matlab was developed especially for signal processing and image processing problems [148].

**GPTIPS 2:** GPTIPS [149] is also an open-source Matlab GP software development tool. Many articles [150-152] used this software tool, and this indicates the interest of researchers to implement this tool in their works. Also, the GPTIPS tool was used for symbolic regression problems [153].

**PonyGE2:** PonyGE2 [154-155] is a open-source software tool that offers a development environment in Python language. This tool includes grammar-based types of GP.

**GeneXproTools:** GeneXproTools [156] is a desktop commercial software that enables analysis with various data model. This professional software was developed for specialists with knowledge of statistics, mathematics, machine learning or programming. It includes GEP type and it is used in emotion classification study [157] and in soil temperature analysis [158].

**GEP4J:** GEP4J [159] is an open source Java library. It allows developing GEP applications in Java environment.

**PyGEP:** PyGEP [160] is an open-source Python library. It allows GEP applications in Python.

**JGEP:** JGEP [161] is another open-source Java library where GEP applications can be developed.

**EpochX:** EpochX [162] is an open-source GP software development package. It has a Java framework that is specially developed to analyze evolutionary automated programming. EpochX is licensed under the GNU LGPL version 3 license.

**Karoo GP:** Karoo GP [163] is a GP open-source software package written in Python. With this tool, both symbolic regression and classification studies can be carried out easily. Karoo GP is a scalable platform with multicore and the TensorFlow support [164], which may facilitate working with real-world data. Karoo GP is licensed under the MIT license.

**GISMO:** GISMO [165] is a software package for open source, multipurpose GP studies with parallel computing capability [166-167].

**KNIME:** KNIME [168-169] is a cross-platform for data analysis, reporting and integration platforms. In addition, data processing and visualization operations in the form of new modules or nodes can be performed by KNIME. KNIME is available in commercial and free versions. Researchers can access free versions and contribute to improvements [170].

**GSGP-C++:** GSGP-C++ 2.0 [171] is an open source C ++ GP development library. It supports GSGP [172-173].

**GLAB:** GLAB [174] a software package for developing GP applications in Matlab environment. It has been claimed by the study that the GP bloating problem can be controlled in GLAB [175].

6. SOME RECENT REVIEW WORKS ON GENETIC PROGRAMING

Several review type works related with applications of the genetic programming have been presented. A framework of product scheduling and the related works have been explained in [8]. The role of genetic programming in the empirical modeling has been surveyed[176]. An interpretation of the term of "emergence” according to genetic programming was discussed and related works was mentioned in [177]. A review of the semantic methods in the genetic programming has been presented in [178]. Survey works for use of GP in the specific fields were also provided; for instance, in the water resource engineering [128], the energy efficiency [179], and civil engineering [180]. Some survey works addressed specific GP approaches such as
grammar-based Genetic programming [26], gene expression programming [181]. However, a general review of GP domain, which presents an outlook for the growing GP literature in a systematic way, is limited [28]. This review study aims to provide a general view for the GP field from beginning to the recent developments for new researchers who decide to implement GP methods in their applications.

7. CONCLUSIONS

This review article reveals the fact that GP topic has turned into a fast growing interdisciplinary field, where the powerful and flexible computation potential of GP algorithms has been utilized for the solution of wide-range of real world problems in many disciplines. Therefore GP literature has been widely expanded and still expanding with new types of GPs so that the standard GP can not sufficiently respond such diversity in problem types and their difficulty levels. As problems are getting harder and the need for progressing GP algorithms keeps on. The current paper also highlights yearly publication trends of GP variants from 2014 and 2019 and the application fields that GP utilization has been intensified. These efforts give a clue for recent trends in GP algorithms and their spreading fields of application. In addition, a detailed list of GP software development tools has been mentioned for researchers who step into GP world. Many developers of the GP software tool aim to provide user-friendly tools that can be used not only by those who are experts in software but also those who do not have programming knowledge. In addition, thanks to the increasing computation power in the today’s computers and high-performance processors, GP algorithms can run faster than before. This progress allows implementation of GP algorithm in more complicated and complex real world problems as an effective computational intelligence tools. This literature survey also aims to be a good starting point for new researchers who want to start working on GP algorithms. Thus, the paper provides an overview to the field of GP and its development stages.

One can conclude that, according to the increase in the number of recent works of GP taken into consideration, GP will continue its progress as a strong branch of computational intelligence by increasing its popularity in the future applications. It is very expectable that by adding additions to the basic features of GP, emergence of fresh GP types with superior computing abilities, which can give better results in much more complex and complicated problems, will be a continuing trend.
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