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Abstract—A certain quadratic gravity model provides a successfully inflationary scenario. The inflation is driven by the new scalar degree of freedom called scalaron. After the end of inflation the scalaron decays in matter and dark matter degrees of freedom reheating the Universe. We study new channels by which the scalaron can transfer energy to the matter sector. These channels are annihilation and decay via intermediate graviton states. Results are obtained within perturbative quantum gravity. In the heavy scalaron limit only scalar particles are produced by the annihilation channel. Scalaron decays in all types of particles are allowed. In the light scalaron limit decay channel is strongly suppressed. Boson production via the annihilation channel is expected to be dominant at the early stages of reheating, while fermion production will dominate later stages.
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1. INTRODUCTION

The modified gravity $R + R^2$ model has a special place in the modified gravity landscape. Firstly, the model is healthy despite having higher derivative terms \cite{1, 2}. Secondly, the model has one additional scalar degree of freedom which can be made explicit via a one-to-one mapping on a scalar-tensor gravity \cite{2–6}. Most importantly, the model provides an inflationary scenario completely consistent with the observational data \cite{7–11}.

Opportunities to describe the universe reheating within the $R + R^2$ model were extensively studied. Perhaps the simplest scenario is based on transmutations of the new gravitational degree of freedom—scalaron \cite{12–16}. Scalaron drives inflation in the slow roll regime sliding on the plane part of the potential. When the inflation ends with a graceful exit, the scalaron begins to oscillate around the minimum of the potential. These oscillations can induce an extensive particle creation which will reheat the universe. If the scalaron has channels through which it can transmute into other degrees of freedom, then the corresponding factors, like an annihilation cross section or a decay width, will naturally enter cosmological equations and will serve as dumping factors suppressing the discussed oscillations. The exact mechanism responsible for the scalaron transmutation is strongly model-dependent.

We address two aspects of such a reheating scenario. First and foremost, scalaron can annihilate to matter (and dark matter) degrees of freedom through intermediate graviton states. Such annihilation is possible because all types of matter, including the scalaron, are coupled to gravity. Such processes can be consistently described within the perturbative quantum gravity and the corresponding annihilation cross sections can be calculated. The role of this reheating channel will be discussed. Secondly, scalaron can decay directly to matter degrees of freedom because it is universally coupled to the matter energy-momentum tensor. It receives a new decay channel at the one-loop level, as it also can annihilate via intermediate graviton states. We will present particular examples of such processes and discuss their contribution to reheating.

This paper is organized as follows. Firstly, we discuss the setup used in calculations. We show that after the end of an inflation weak quantum gravitational effects can be consistently described by perturbative quantum gravity. We briefly discuss its formalism and applicability in Section 2. In Section 3 we discuss the scalaron annihilation to matter degrees of freedom. For the sake of simplicity, we only consider decays in states with $s = 0, m \neq 0$ which serves as an analogy with the Higgs boson; $s = 1/2, m \neq 0$ which serves as an analogy with quark, lepton, and dark matter degrees of freedom; and $s = 1, m = 0$ which serves as an analogy with gluons and photons. In Section 4 we construct explicit examples of scalaron decays in matter degrees of freedom that only exist at the one-loop level. We discuss the role of such processes in reheating. We bring our conclusions in Section 5.
2. PERTURBATIVE QUANTUM GRAVITY

SETUP

Perturbative quantum gravity provides a simple framework capable to account for quantum gravitational effects consistently \([17-21]\). The approach is based on the following premises. Firstly, the constructed theory is effective. This means that the theory applicability domain lies below the Planck scale and it should not be extended further in the UV. Secondly, gravity is perturbative. This means that the theory only accounts for gravitational effects described by small metric perturbations.

On the practical ground these premises result in the following construction. The full spacetime metric \( g_{\mu\nu} \) is composite of the flat background \( \eta_{\mu\nu} \) and small perturbations \( h_{\mu\nu} \):

\[
g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu}. \tag{1}\]

Here \( \kappa \) is the gravitational coupling related with the Newton constant \( G_N \) as follows:

\[
\kappa^2 = 32\pi G_N. \tag{2}\]

In some sense \( h_{\mu\nu} \) plays a role of a spin-2 gauge field propagating in a flat background. Quantum dynamics of the system is described by the corresponding generating functional

\[
\mathcal{Z}[J^\mu] = \int \mathcal{D}[h_{\alpha\beta}] \exp \{i \mathcal{A}[h_{\alpha\beta}] + i J^\mu h_{\mu\nu} \}. \tag{3}\]

Here \( \mathcal{A} \) is the microscopic action describing the used gravity model. The action \( \mathcal{A} \) shall be expanded in a perturbative series with respect to \( h_{\mu\nu} \) to spawn the first term of the expansion describes the graviton propagator, and terms \( V_{\nu} \) correspond to graviton interaction vertices. It shall be noted that this expansion contains an infinite number of interaction terms consecutively suppressed by the Planck scale.

The constructed theory is non-renormalizable \([17, 27, 28]\). Within the discussed approach the absence of renormalizability is explained by the finite applicability domain. An application of the standard renormalization procedure for perturbative gravity would require an infinite number of renormalized constants. This only shows that the data on the UV behavior of gravity is missing from the theory, which is already established by the constraint on its applicability domain.

Despite these disadvantages, the theory provides a consistent way to calculate amplitudes in a controllable way. At any order of the perturbation theory a set of relevant interactions can be identified uniquely together with Feynman graphs contributing to a given matrix element. Feynman rules for graviton and matter interactions, which are the core of the theory, can be evaluated analytically \([29-31]\). In \([32]\) an algorithm evaluating Feynman rules for gravity was proposed. It was implemented in FeynCalc \([32-34]\). In this paper all calculations are performed with FeynGrav.

The perturbative approach can be used to account for quantum gravitational effects after the end of an inflationary phase. First and foremost, it is safe to assume that all processes involving scalaron, matter, and dark matter degrees of freedom in a post-inflationary universe occur at a time scale much smaller than the scale of the cosmological expansion. To put it otherwise, such processes are well localized both in space and in time, therefore, one can decouple them from the cosmological background and account only for small local metric perturbations describe by the perturbative theory. Secondly, \( R + R^2 \) gravity admits a unique mapping of a scalar-tensor gravity \([1, 2]\). This mapping diagonalizes the model Lagrangian and allows one to use the standard formalism free from higher derivative terms.

Consequently, the perturbative approach to quantum gravity provides a consistent controllable way to account for quantum gravitational effects. Its implementations for a post-inflationary universe are not obstructed and can be used to study processes involving gravitational, scalaron, matter, and dark matter degrees of freedom.

3. SCALARON ANNIHILATION

Let us turn to a discussion of scalaron annihilation to matter degrees of freedom. We consider annihilation of a pair of scalarons (which are scalars with mass \( M \)) to light scalars \( s = 0, 0 < m \ll M \); light Dirac fermions \( s = 1/2, 0 < m_f \ll M \); massless vectors \( s = 1, m_v = 0 \). These processes are chosen because such degrees of freedom can be associated both with the standard model degrees of freedom and with dark matter degrees of freedom. Namely, the light scalars can be associated with the Higgs boson, fermionic degrees of freedom can be associated with quarks and leptons, and massless vector degrees of freedom can be associated either with photons or with gluons.

In this section, firstly, we calculate all the discussed amplitudes and the corresponding cross sections. After this, we analyze the physical implications of the obtained results. All calculations are done with packages “Feyn-Calc” \([33, 34]\), “FeynGrav” \([32]\), “Package-X” \([35, 36]\), and “FeynHelpers” \([37]\). The corresponding publications contain detailed descriptions of their usage, so we will not discuss them further.

Kinematics of such annihilation processes is given by the following:
Here \( p_1 \) and \( p_2 \) are in-going on-shell momenta of scalarons; \( q_1 \) and \( q_2 \) are out-going momenta of produced particles; \( p \) is the center-of-mass spatial momentum; \( m \) is the mass of produced degrees of freedom; \( s, t, \) and \( u \) are the standard Mandelstam variables [38, 39].

A given annihilation matrix element \( \mathcal{M} \) is related with the differential cross section by the standard formula:

\[
d\sigma = \frac{1}{j} |4\pi(2\pi)^4 \delta(4)(p_1 + p_2 - q_1 - q_2)|^2 \times \frac{1}{2E(p_1)2E(p_2)(2\pi)^42E(q_1)(2\pi)^42E(q_2)}.
\]

Here \( j \) is the factor normalizing the cross section for a unit flow:

\[
\frac{1}{j} = \left( \frac{\sqrt{p_1 \cdot p_2 - M^2m^2}}{p_0^0} \right)^{-1} = \frac{M^2 + p^2}{\sqrt{(M^2 + 2p^2)^2 - M^4}}.
\]

The other factors normalize free initial and final states, and perform an integration over the two-body phase space. This formula is discussed in classical textbooks [40–42] in great details so we will not discuss it further. For the given case the formula provides the following relation between a matrix element and the differential cross section:

\[
d\sigma = \frac{1}{256\pi^2 M p} \frac{1}{1 + \left( \frac{p}{M} \right)^2 - \left( \frac{m}{M} \right)^2} |\mathcal{M}|^2.
\]

Here \( d\Omega = \sin \theta d\theta d\phi \) is the solid angle.

The annihilation of two scalarons in two light scalars with mass \( 0 < m \ll M \) is given by the following matrix element:

\[
\mathcal{M}_{SS \rightarrow ss} = i \frac{\kappa^2}{4} \frac{1}{s} [tu - (M^2 + m^2)(t + u) + m^4 + M^4 + 4m^2M^2].
\]

The full cross section reads:

\[
\sigma_{SS \rightarrow ss} = \frac{\pi}{60} (G_N M)^2 \frac{M}{p} \left[ 1 + \left( \frac{p}{M} \right)^2 - \left( \frac{m}{M} \right)^2 \right] \times \frac{\left[ 1 + \left( \frac{p}{M} \right)^2 \right] \left[ 2 + \left( \frac{p}{M} \right)^2 + \left( \frac{m}{M} \right)^2 \right]}{\left[ 1 - \left( \frac{p}{M} \right)^2 \right]^2} \times \frac{\left[ 1 + \left( \frac{p}{M} \right)^2 \right] \left[ 2 + \left( \frac{p}{M} \right)^2 + \left( \frac{m}{M} \right)^2 \right]}{\left[ 1 - \left( \frac{p}{M} \right)^2 \right]^3} + 10 \left[ 1 + \left( \frac{p}{M} \right)^2 \right] \left[ 2 + \left( \frac{p}{M} \right)^2 + \left( \frac{m}{M} \right)^2 \right] \times \left[ 1 + \left( \frac{p}{M} \right)^2 \right] \left[ 2 + \left( \frac{p}{M} \right)^2 + \left( \frac{m}{M} \right)^2 \right] + 7 \left[ 1 + \left( \frac{p}{M} \right)^2 \right] \left[ 2 + \left( \frac{p}{M} \right)^2 + \left( \frac{m}{M} \right)^2 \right].
\]
It is useful to expand (11) in a series with respect to small mass \(m \ll M\) and small momentum \(p \ll M\).

\[
\sigma_{SS\to \tau\tau} = \frac{\pi}{15} (G_N M)^2 \frac{M^2}{p^2} \left[ 1 + \left( \frac{p}{M} \right)^2 \right] \left( 15 + 20 \left( \frac{p}{M} \right)^2 + 8 \left( \frac{p}{M} \right)^4 \right) + \mathcal{O} \left( \frac{m^2}{M^2} \right)
\]

\[
= \frac{\pi}{4} (G_N M)^2 \frac{M^2}{p} \left[ 1 - \left( \frac{m}{M} \right)^2 \right] \left( 2 + \left( \frac{m}{M} \right)^2 \right)^2 + \mathcal{O} \left( \frac{p}{M} \right)
\]

\[
= \pi (G_N M)^2 \frac{M^2}{p} \left[ 3 + 2 \left( \frac{p}{M} \right)^2 \right] \left[ 1 + \left( \frac{m}{M} \right)^2 \right] + \mathcal{O} \left( \frac{p}{M} \right).
\]

We will discuss this result in detail below at the end of this section. For the time begin we only highlight two features of cross section (11). Firstly, the cross section has a smooth \(m \to 0\) limit, so it can be used for massless scalars. Secondly, the cross section is expectedly singular in \(p \to 0\) limit. Both matrix element (9) and cross section (11) are evaluated in the center-of-mass frame. Limit \(p \to 0\) corresponds to a situation when particles do not approach each other and do not participate in the interaction, therefore the corresponding matrix element is expected to be singular.

The annihilation of two scalarons in two light Dirac fermions of mass \(0 < m_f \ll M\) is given by the following matrix element:

\[
M_{SS\to \tau\tau} = \mathcal{M}(q) \left[ \frac{i}{16 s} (s + 2 M^2)(\hat{q}_1 + \hat{q}_2 + 4 m_t) \right] v(q).
\]

Here the same notations for momenta are used and \(u(q), v(q)\) are spinors describing polarization of external fermion states. The corresponding differential cross section reads:

\[
\frac{d\sigma_{SS\to \tau\tau}}{d\Omega} = \frac{1}{2} (G_N M)^2 \left( \frac{m_t}{M} \right)^2 \frac{M^2}{p^2} \left[ 3 + 2 \left( \frac{p}{M} \right)^2 \right] \left[ 1 + \left( \frac{m}{M} \right)^2 \right] \left[ 1 + \left( \frac{p}{M} \right)^2 \right]^2.
\]

Here a summation over all external fermion polarizations is performed. The complete cross section is given by the following formula:

\[
\sigma_{SS\to \tau\tau} = 2 \pi (G_N M)^2 \left( \frac{m_t}{M} \right)^2 \frac{M^2}{p} \left[ 3 + 2 \left( \frac{p}{M} \right)^2 \right] \left[ 1 + \left( \frac{p}{M} \right)^2 \right]^2 + \mathcal{O} \left( \frac{m_t^4}{M^4} \right).
\]

In full analogy with the previous case, the cross section is singular in \(p \to 0\) limit and admits a smooth \(m_t \to 0\) limit. In a contrast with the previous case, the cross section vanishes if \(m_t = 0\), thus massless fermions are not produced via this mechanism.

Finally, the amplitude describing an annihilation of two scalarons in a pair of massless vectors reads:

\[
\mathcal{M}_{SS\to \tau\tau} = \mathcal{M}(q) \left[ \frac{i}{16 s} (s + 2 M^2)(\hat{q}_1 + \hat{q}_2 + 4 m_t) \right] v(q).
\]

\[
\sigma_{SS\to \tau\tau} = 2 \pi (G_N M)^2 \left( \frac{m_t}{M} \right)^2 \frac{M^2}{p} \left[ 3 + 2 \left( \frac{p}{M} \right)^2 \right] \left[ 1 + \left( \frac{m}{M} \right)^2 \right] \left[ 1 + \left( \frac{p}{M} \right)^2 \right]^2 + \mathcal{O} \left( \frac{m_t^4}{M^4} \right).
\]
Let us start with the case of a heavy scalaron. In that case the leading contributions to the discussed annihilation cross sections read:

\[ \sigma_{SS\rightarrow ss} = \frac{1}{16} \sigma_0 \frac{M}{p}, \]
\[ \sigma_{SS\rightarrow vr} = 0, \]
\[ \sigma_{SS\rightarrow v\tau} = 0. \]

Here

\[ \sigma_0 \overset{\text{def}}{=} \pi(4G_N M)^2 \]

is the characteristic cross section equal to a surface of a plain disc with a radius $4G_N M$ which is the gravitational radius of a black hole of a mass $2M$. As it was noted above, the production of fermions is strongly suppressed by the factor $(m_f/M)^2$ and effectively vanishes no matter the momentum factor $p/M$. The production of massless vectors is free from mass factors, but it is suppressed by the momentum factor $(p/M)^3$, therefore it also vanishes in the heavy scalaron limit. Therefore, in the heavy scalaron limit only scalar particles are produced effectively. In the light scalaron limit the leading contributions are given by the following expressions.

\[ \sigma_{SS\rightarrow ss} = \frac{1}{30} \sigma_0 \left( \frac{p}{M} \right)^2, \]
\[ \sigma_{SS\rightarrow vr} = \frac{1}{2} \sigma_0, \]
\[ \sigma_{SS\rightarrow v\tau} = \frac{1}{15} \sigma_0 \left( \frac{p}{M} \right)^2. \]

In that case, all cross sections are non-vanishing, but they experience a very different behavior. Production of fermions reaches a certain limit value and does not grow any further. On the contrary, the production of bosons grows quadratic with the center-of-mass momentum $p$. Consequently, in the light scalaron limit production of fermions does not vanish, but it is still suppressed, while scalars and vector degrees of freedom are produced in equal amounts. Let us note that the vector production cross section is bigger than the scalar production cross section. This is because the cross section accounts for two polarizations of vector bosons. Because of this, we prefer to say those bosonic degrees of freedom are produced in equal amounts.

It shall be noted that one does not simply transfer these conclusions for a reheating scenario because of the following. On general grounds, the density of scalarons $n$ is subjected to the Zeldovich–Lee–Weinberg equation [43, 44]:

\[ \dot{n} + 3Hn + \langle \sigma_{\text{annihilation}}v \rangle (n^2 - n_0^2) = 0. \]

Here $H$ is the Hubble parameter, $v = p/M$ is the center-of-mass velocity, $n_0$ is the equilibrium density of the scalarons, and $\langle \rangle$ notes the thermal average (see...
In a given reheating scenario \( \sigma_{\text{annihilation}} \) shall account for all annihilation channels. Our results allows one to obtain explicit expressions for the corresponding thermal average factor. In the heavy scalaron approximation the corresponding factor for bosons reads

\[
\langle \sigma_{SS-\tau \tau} v \rangle = \left[ \int_0^\infty \frac{dp T^2}{p^2} \exp \left( -\frac{p^2}{2MT} \right) \right]^{-1}
\]

\[
\times \left[ \int_0^\infty \frac{dp T^2}{p^2} \right]^{-1} = \frac{1}{16} \sigma_0.
\]

In the light scalaron approximation the corresponding factor for scalars (and vector bosons of a given chirality) reads:

\[
\langle \sigma_{SS-\tau \tau} v \rangle = \left[ \int_0^\infty \frac{dp T^2}{p^2} \exp \left( -\frac{p^2}{2MT} \right) \right]^{-1}
\]

\[
\times \left[ \int_0^\infty \frac{dp T^2}{p^2} \right]^{-1} = \frac{31\ln^6}{11340\zeta(3)} \sigma_0 \frac{T}{M}.
\]

Here \( \zeta \) notes the Riemann zeta function. For fermion the factor reads:

\[
\langle \sigma_{SS-\tau \tau} v \rangle = \left[ \int_0^\infty \frac{dp T^2}{p^2} \exp \left( -\frac{p^2}{2MT} \right) \right]^{-1}
\]

\[
\times \left[ \int_0^\infty \frac{dp T^2}{p^2} \right]^{-1} = \frac{7\pi^4}{360\zeta(3)} \sigma_0 \frac{T}{M}.
\]

This results shows that fermion production may become dominant as it experience a weaker suppression by the thermal factor \( T/M \).

In concluding this section we summarize the result as follows. The discussed processes and their contribution to reheating are extremely sensitive to the scalaron-matter mass hierarchy. In the heavy scalaron limit production of scalar bosons is dominating. In the light scalaron limit the situation is much more sophisticated. Vector bosons of a given chirality and scalar bosons are produced in equal amounts. Fermions are also produced and it appears that their production may become dominant as they experience much weaker suppression by the thermal factor. A more detailed discussion of a reheating scenario accounting for the presented processes lies beyond the scope of this paper and will be discussed elsewhere.

4. SCALARON DECAY

Let us turn to a discussion of scalaron decays that take place only at the one-loop level. The existence of such decay is due to scalaron self-interaction. It is well known that the quadratic gravity

\[
\mathcal{A}_{\text{quadratic}} = \int d^4 x \sqrt{-g} \left( -\frac{M_{\text{Pl}}^2}{16\pi} \left[ R - \frac{1}{16M^2} R^2 \right] \right)
\]

can be mapped on a scalar-tensor gravity [1, 2]:

\[
\mathcal{A} = \int d^4 x \sqrt{-g} \left( -\frac{M_{\text{Pl}}^2}{16\pi} R + \frac{1}{2} (\nabla \phi)^2 - \frac{3M_{\text{Pl}}^2 M^2}{32\pi} \exp \left[ \frac{16\pi \phi}{\sqrt{3} M_{\text{Pl}}} \right]^{-1} \right)^2.
\]

In this section it is more convenient to use the Planck mass \( M_{\text{Pl}} \) which is related with the gravitational coupling \( \kappa \) and the Newton constant \( G_N \) as follows:

\[
\kappa^2 = 32\pi G_N = \frac{32\pi}{M_{\text{Pl}}^2}.
\]

We shall note the in these formulas we omitted the matter energy-momentum tensor which receives a non-minimal coupling to \( \phi \) because of the conformal transformations. This coupling is irrelevant to the present problem so we will not discuss it further.

The following comment on this change of parametrization is due. The quantum behavior of scalaron can be described with the standard perturbative quantum field theory approach. For a perturbative treatment it is required to separate the kinetic part of an action from the perturbative part describing weak interaction. Because of this, the original action (28) cannot be used within the discussed approach. Its alternative parametrization (29), on the contrary, is suitable for a perturbative treatment. This parametrization explicitly separates the kinetic part, which describes the propagation of free scalar and tensor states, from the perturbative part, which describes the interaction of these states.

Although parametrization (29) provides a way to use the perturbative treatment, at the same time, it limits the model applicability region. Perturbative treatment can be used consistently only in the weak field region where the interaction of degrees of freedom and weak. In the original parametrization (28) this corresponds to the region of small curvature. The system naturally enters this perturbative region at the end of inflation when reheating occurs. In terms of parametrization (28) the system approaches the small curvature region and can be treated perturbatively. In terms of parametrization (29) the scalar field approaches the main state so its perturbations can be consistently treated within the perturbation theory. On the practical ground, this means the following. Although processes similar to those described in this section may occur during the inflationary phase, there
is no reason to believe that they can be consistently described by the used formalism.

Because parametrization (29) diagonalizes the Lagrangian of the scalar degree of freedom and makes the structure of its self-interaction explicit:

$$\mathcal{L} = \int d^4x \sqrt{-g} \left[ -\frac{M_{pl}^2}{16\pi} R + \frac{1}{2} (\nabla \phi)^2 - \frac{M^2}{2} \phi^2 - \frac{1}{3!} \frac{\sqrt{48\pi}}{M_{pl}} M^2 \phi^3 + \mathcal{O} \left( \frac{\phi^4}{M_{pl}^2} \right) \right].$$  \tag{31}

This formula shows that the scalaron is a scalar particle with mass $M$ and it admits an infinite number of interaction terms. Each consequent interaction term is suppressed by a higher power of $M_{pl}$ which makes only the cubic interaction relevant in the low energy limit:

$$\mathcal{M} = -i\sqrt{48\pi} \frac{M}{M_{pl}} M.$$  \tag{32}

The existence of such a vertex results in an existence of the following processes:

$$q_1 \rightarrow q_1 q_2.$$  \tag{33}

Here the double plain line corresponds to yet unspecified matter degree of freedom. Similar to the previous case we will only consider decays in light scalars, light Dirac fermions, and massless vectors because of the same reasons. Namely, such processes can be easily associated both with the standard model and beyond the standard model degrees of freedom.

The kinematic of a scalaron decay is much more simple. In the center-of-mass frame it is given by the following relations of momenta:

$$\begin{align*}
p^\mu &= (M \ 0 \ 0 \ 0), \\
q_1^\mu &= (\sqrt{m^2 + q^2} \ 0 \ 0 \ q), \\
q_2^\mu &= (\sqrt{m^2 + q^2} \ 0 \ 0 \ -q), \\
q &= \sqrt{\frac{M^2}{4} - m^2}.
\end{align*}$$  \tag{34}

Here $p$ is the in-going on-shell scalaron momentum, $q_1$ and $q_2$ are out-going on-shell momenta of produced degrees of freedom with mass $m$.

The decay width $\Gamma$ is related with a given matrix element $\mathcal{M}$ by the following formula:

$$d\Gamma = |\mathcal{M}|^2 (2\pi)^4 \delta^{(4)}(p - q_1 - q_2) \times \frac{1}{2M} \frac{d^3q_1}{2E(q_1)} \frac{d^3q_2}{2E(q_2)} \times \frac{1}{1 - 4 \left( \frac{m}{M} \right)^2} |\mathcal{M}|^2 d\Omega.$$  \tag{35}

Derivation of this formula is similar to a derivation of the formula for a differential cross section and discussed in the classical textbooks [40–42].

The decay of a scalaron in two light scalars is given by the following matrix element:

$$\mathcal{M}_{S\rightarrow ss'} = \mathcal{M}_{S\rightarrow ss}.$$  \tag{36}

Here and below $p$ is the in-going on-shell scalaron momentum; $q_1$ and $q_2$ are out-going on-shell momenta of the scalar field with mass $m$; momenta are connected by the conservation law $p = q_1 + q_2$. The amplitude can be calculated in terms of the Passarino-Veltman integrals [33, 45]:

$$\mathcal{M}_{S\rightarrow ss} = 8\sqrt{3\pi^2} \frac{1}{M_{pl}^2} \frac{M^2}{M_{pl}^2} \frac{(d - 3)(d - 2)}{d - 1} \times \left( D - 2 + 4 \frac{m^2}{M^2} \right) i\pi A_0(M^2) \times \left( D - 2 + 4 \frac{m^2}{M^2} \right) i\pi B_0(M^2, M^2, M^2).$$  \tag{37}

The structure of these integrals is well-known and can be evaluated with “Package-X” [35, 36] and “FeynHelpers” [37] packages for “FeynCalc”:

$$\mathcal{M}_{S\rightarrow ss} = -i \frac{1}{\sqrt{3\pi} M_{pl}^2} \frac{M^2}{\sqrt{3\pi} M_{pl}^2} (M^2 + 2m^2) \times \left[ \frac{1}{\varepsilon_{UV}} - \ln \frac{M^2}{\mu^2} - \frac{8}{3} \gamma - \sqrt{3\pi} - \ln \pi \right] - i m \frac{32\pi^2}{\sqrt{3\pi} M_{pl}^2} m.$$  \tag{38}

Here $\varepsilon_{UV}$ is the dim-reg regularization parameter and $\mu$ is the normalization scale.

The amplitude consists of two terms. The first term contains a UV divergence and shall be renormalized. The second term is free from UV divergencies so it shall not be renormalized. It provides a finite contribution to the decay width that is independent of the
UV structure of the theory. We will use the following renormalized amplitude:

\[ \mathcal{M}_{S\rightarrow\text{ss,ren}} = -i \frac{1}{M_{\text{pl}}} \frac{16\pi^2}{\sqrt{3}} \frac{M^2}{M_{\text{pl}}} \]

\[ \times (M^2 + 2m^2) \mathcal{F}_1 - im \frac{32\pi^2}{\sqrt{3}} \frac{M^2}{M_{\text{pl}}} \frac{m}{M_{\text{pl}}} . \]

Here \( \mathcal{F}_1 \) is a finite unknown constant that shall be recovered from empirical data. The corresponding decay width reads:

\[ \Gamma_{S\rightarrow\text{ss,UV finite}} = \frac{64\pi^6}{3} \left( \frac{M}{M_{\text{pl}}} \right)^6 \times \sqrt{1 - 4 \left( \frac{m}{M} \right)^2} \left( \frac{m}{M} \right)^4 . \]

The decay of a scalar in two light Dirac fermions is described by the following amplitude

\[ \mathcal{M}_{S\rightarrow\text{ff}} = u(q_1) \left[ -8\sqrt{3}\pi^2 \frac{1}{M_{\text{pl}}} \frac{M^2}{M_{\text{pl}}} \hat{q}_1 + \hat{q}_2 + 4m_i \right] \]

\[ \times \left( \frac{1}{\varepsilon_{\text{UV}}} - \ln \frac{M^2}{\mu^2} - \sqrt{3}\pi - \gamma + 3 - \ln \pi \right) \]

\[ - i32\sqrt{3}\pi^2 \frac{m_i}{M_{\text{pl}}} \frac{M^2}{M_{\text{pl}}} \tau(q_2) . \]

In full analogy with the previous case the amplitude contains a UV finite part that is not affected by a renormalization. We use the following renormalized expression for the amplitude:

\[ \mathcal{M}_{S\rightarrow\text{ff,ren}} = u(q_1) \left[ -8\sqrt{3}\pi^2 \frac{1}{M_{\text{pl}}} \frac{M^2}{M_{\text{pl}}} \hat{q}_1 + \hat{q}_2 + 4m_i \right] \]

\[ \times \left( \frac{1}{\varepsilon_{\text{UV}}} - \ln \frac{M^2}{\mu^2} - \sqrt{3}\pi - \gamma + 3 - \ln \pi \right) \]

\[ - i32\sqrt{3}\pi^2 \frac{m_i}{M_{\text{pl}}} \frac{M^2}{M_{\text{pl}}} \tau(q_2) . \]

It provides the following expression for the decay width (a summation over all external fermion polarizations is performed):

\[ \Gamma_{S\rightarrow\text{ff,UV finite}} = 384\pi^6 \left( \frac{M}{M_{\text{pl}}} \right)^6 \times \left[ 1 - 4 \left( \frac{m_i}{M} \right)^2 \right] \left( 1 + \mathcal{F}_2 \right)^2 . \]

The part of this decay width that does not depend on the UV structure of the theory reads:

\[ \Gamma_{S\rightarrow\text{ff,UV finite}} = 384\pi^6 \left( \frac{M}{M_{\text{pl}}} \right)^6 \times \left[ 1 - 4 \left( \frac{m_i}{M} \right)^2 \right] \left( 1 + \mathcal{F}_2 \right)^2 . \]

Finally, the decay of a scalaron in a pair of massless vectors is given by the following matrix element:

\[ \mathcal{M}_{S\rightarrow\text{vv}} = u(q_1) \left[ -8\sqrt{3}\pi^2 \frac{1}{M_{\text{pl}}} \frac{M^2}{M_{\text{pl}}} \hat{q}_1 + \hat{q}_2 + 4m_i \right] \]

\[ \times \left( \frac{1}{\varepsilon_{\text{UV}}} - \ln \frac{M^2}{\mu^2} - \sqrt{3}\pi - \gamma + 3 - \ln \pi \right) \]

\[ - i32\sqrt{3}\pi^2 \frac{m_i}{M_{\text{pl}}} \frac{M^2}{M_{\text{pl}}} \tau(q_2) . \]
In terms of the Passarino-Veltman integrals the amplitude is given by the following expression:

\[
M_{S\to\nu\tau} = \epsilon^*_{\sigma_1}(q_1)\epsilon^*_{\sigma_2}(q_2) 8\sqrt{3} \pi^{\frac{3}{2}} \frac{1}{M_{Pl}} M^2 K_{M_{Pl}}^2 \times \left\{ (d-3)(d-4)M^2 \eta_{\sigma_1\sigma_2} - 2(d-3)(d-4)q^2_{\sigma_1}q^2_{\sigma_2} - 4q^4_{\sigma_1}q^4_{\sigma_2} \right\} (49)
\]

The corresponding analytic expression reads:

\[
M_{S\to\nu\tau} = \epsilon^*_{\sigma_1}(q_1)\epsilon^*_{\sigma_2}(q_2) \left[ -i 32\pi^{\frac{3}{2}} \frac{1}{\sqrt{3}} M^2 M^2 M_{Pl} \eta_{\sigma_1\sigma_2} q^2_{\sigma_1} q^2_{\sigma_2} \right. \\
\left. \times \left\{ \frac{1}{\epsilon_{UV}} - \ln \left( \frac{M^2}{\mu^2} \right) + \frac{17}{3} - \gamma - \sqrt{3} \pi - \ln \pi \right\} - i 16\pi^{\frac{3}{2}} \frac{2}{\sqrt{3}} M^2 M_{Pl} \eta_{\sigma_1\sigma_2} + i 16\pi^{\frac{3}{2}} \frac{2}{\sqrt{3}} M^2 M_{Pl} \eta_{\sigma_1\sigma_2} q^2_{\sigma_1} q^2_{\sigma_2} \right] (50)
\]

We use the following regularized amplitude

\[
M_{S\to\nu\tau} \to M_{S\to\nu\tau,\text{ren}} = \epsilon^*_{\sigma_1}(q_1)\epsilon^*_{\sigma_2}(q_2) \left[ -i 32\pi^{\frac{3}{2}} \frac{1}{\sqrt{3}} M^2 M^2 M_{Pl} \eta_{\sigma_1\sigma_2} q^2_{\sigma_1} q^2_{\sigma_2} \right. \\
\left. \times \left\{ \frac{1}{\epsilon_{UV}} - \ln \left( \frac{M^2}{\mu^2} \right) + \frac{17}{3} - \gamma - \sqrt{3} \pi - \ln \pi \right\} - i 16\pi^{\frac{3}{2}} \frac{2}{\sqrt{3}} M^2 M_{Pl} \eta_{\sigma_1\sigma_2} + i 16\pi^{\frac{3}{2}} \frac{2}{\sqrt{3}} M^2 M_{Pl} \eta_{\sigma_1\sigma_2} q^2_{\sigma_1} q^2_{\sigma_2} \right] (51)
\]

It produces the following decay width:

\[
\Gamma_{S\to\nu\tau} = \frac{32}{3} \pi^{\frac{6}{3}} \left( \frac{M}{M_{Pl}} \right)^{10} M. (52)
\]

Unlike the previous cases, the given decay width does not depend on the renormalization constant \( \mathcal{F}_3 \). The reason behind this is the momentum structure of the amplitude. Vector polarization operators \( \epsilon \) are transverse:

\[
\epsilon_{\sigma}(q)q^\mu = 0. (53)
\]

Consequently, the part of amplitude that depends on the renormalization vanishes. It should be noted that this feature does only take place on-shell.

Let us turn to a discussion of physical implications of decay widths (40), (46), and (52). It is crucial to note that these decay widths share the Planck mass suppression factor \( M/M_{Pl} \). Its present provides an extremely strong suppression. It is more convenient to operate with decay widths normalized by this factor:

\[
\Gamma_{S\to\nu\tau}^{\text{def}} = \frac{\Gamma_{S\to\nu\tau}}{M/M_{Pl}} = M \frac{16}{3} \pi^{6} \times \left[ 1 - 4 \left( \frac{m}{M} \right)^2 \mathcal{F}_1 + 2(1 + \mathcal{F}_1) \left( \frac{m}{M} \right)^2 \right],
\]

\[
\Gamma_{S\to\nu\tau}^{\text{def}} = \frac{\Gamma_{S\to\nu\tau}}{M/M_{Pl}} = \frac{384\pi^6 M^2 m}{2} \times \left[ 1 - 4 \left( \frac{m}{M} \right)^2 \right] \left( 1 + \mathcal{F}_2 \right)^2,
\]

\[
\Gamma_{S\to\nu\tau}^{\text{def}} = \frac{\Gamma_{S\to\nu\tau}}{M/M_{Pl}} = \frac{32}{3} \pi^6 M.
\]

Their structure allows one to draw the following conclusions.

First and foremost, the decay to massless vectors is free from external parameters and the corresponding characteristic lifetime can be evaluated explicitly:

\[
\tau_{S\to\nu\tau} = \left( \frac{M}{M_{Pl}} \right)^7 \frac{3}{32\pi^6 M_{Pl}} (55)
\]

\[
\approx 9.7515 \times 10^{-5} \left( \frac{M_{Pl}}{M} \right)^7 T_{Pl}.
\]

Here \( T_{Pl} = \hbar/(M_{Pl} c^2) = 5.391 \times 10^{-44} \) s is the Planck time scale. The smaller the scalaron mass, the bigger the expected lifetime. For \( M \sim 7M_{Pl} \) the characteristic lifetime is about a second. For \( M \) equal to the top quark mass the characteristic lifetime is \( \tau_{S\to\nu\tau} \sim 10^{54} \) s which is by 47 order of magnitude more than the age of the Universe. Finally, the lifetime is equal to the age of the Universe for \( M/M_{Pl} \sim 10^{-10} \) which marks the region of scalaron masses for which the discussed decay mechanism is relevant:

\[
10^{-10} \ll \frac{M}{M_{Pl}} < 1. (56)
\]

Secondly, for both scalar and fermion decay channels the results are inconclusive. The corresponding decay widths can be made arbitrary large in \( |\mathcal{F}_{1,2}| \to \infty \) limit. Moreover, for each channel it is possible to find critical values \( \mathcal{F}_{1c}, \mathcal{F}_{2c} \), such that they make the corresponding decay widths vanish:

\[
\mathcal{F}_{1c} = -\frac{2}{1 + 2 \left( \frac{m}{M} \right)^2}, \quad \mathcal{F}_{2c} = -1. (57)
\]

Nonetheless, it is still possible to draw some meaningful conclusions. Namely, it is possible to maximize decay widths for the mass relation.
The fermion decay channel provides a simpler case. The decay width is maximal when the mass relation takes the following value:

$$\frac{m_F}{M} = \frac{1}{\sqrt{10}}.$$  \hspace{1cm} (58)

This value does not depend on the renormalization constant \( \mathcal{F}_2 \). We set \( \mathcal{F}_2 = 0 \) because this allows us to operate with the UV-independent part of the amplitude. The corresponding maximal decay width and minimal characteristic lifetime read:

$$\Gamma_{S\rightarrow ff,\max} = \frac{576}{25} \pi^6 M,$$

$$\tau_{S\rightarrow ff,\max} = \left(\frac{M_{\text{Pl}}}{M}\right)^7 \frac{25}{576} \frac{\xi}{\mathcal{F}_1 \mathcal{F}_2 \pi^2 \sqrt{3}}$$ \hspace{1cm} (59)

\( \approx 5.8283 \times 10^{-5} \left(\frac{M_{\text{Pl}}}{M}\right)^7 T_{\text{Pl}}. \)

In full analogy with the previous case it is equal to the age of the Universe for \( M/M_{\text{Pl}} \sim 10^{-10}. \)

The scalar decay channel provides a more sophisticated case because the maximal value of the cross section is defined by the normalization constant \( \mathcal{F}_1 \):

$$\Gamma_{S\rightarrow ss,\max} = \frac{M}{75} \frac{64}{\pi^6} \left(1 + 3\mathcal{F}_1\right)^2 \left(1 + 3\mathcal{F}_1\right) \frac{1}{5 + 5\mathcal{F}_1} \frac{1}{5 + 5\mathcal{F}_1},$$

$$\tau_{S\rightarrow ss,\max} = \frac{M}{16} \frac{3}{\pi^6} \left(1 + 3\mathcal{F}_1\right)^2 \frac{1}{5 + 5\mathcal{F}_1} - 2 < \mathcal{F}_1 < \xi.$$ \hspace{1cm} (60)

Here \( \mathcal{F}_1 = -2 \) and \( \mathcal{F}_1 = \xi = -0.14032 \) are roots of the following equation:

$$\frac{4}{25} \left(1 + 3\mathcal{F}_1\right)^2 \left(1 + 3\mathcal{F}_1\right) \frac{1}{5 + 5\mathcal{F}_1} - \mathcal{F}_1^2 = 0.$$ \hspace{1cm} (61)

This expression of the maximal cross section is unbounded from above and reaches a minimum in point \( \mathcal{F}_1 = \xi \). The corresponding characteristic lifetime reads:

$$\tau_{S\rightarrow ss,\max} = \left(\frac{M_{\text{Pl}}}{M}\right)^7 \frac{3}{16\pi^6} \frac{1}{\xi^2} T_{\text{Pl}}$$ \hspace{1cm} (62)

$$= 9.9052 \times 10^{-3} \left(\frac{M_{\text{Pl}}}{M}\right)^7 T_{\text{Pl}}.$$

The lifetime is equal to the age of the universe if \( M/M_{\text{Pl}} \sim 10^{-9} \) which is pretty similar to previous cases.

The results of this section shall be summarized as follows. First and foremost, decay width (40) and (46) strongly depends on the value of the renormalization constants \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \). Despite this fact, it is possible to maximize the corresponding decay widths for the mass scale \( M/M_{\text{Pl}} \). This allows one to establish meaningful lower bounds on the characteristic lifetimes (62), (60), (55). These results show that the presented decay mechanism is relevant only for the following range of mass hierarchy:

$$10^{-9} \ll \frac{M}{M_{\text{Pl}}} < 1.$$ \hspace{1cm} (63)

5. DISCUSSION AND CONCLUSIONS

In this paper we discussed new channels of reheating in the \( R + R^2 \) gravity model. The model has an additional scalar degree of freedom called scalaron. It drives the inflationary phase of expansions sliding the plain part of the potential. When the inflation ends with a graceful exit the Universe is filled with scalaron particles which shall reheat the Universe transferring their energy to the matter and dark matter sector.

We discuss new channels for such a reheating that take place because of the quantum gravitational effects. Perturbative quantum gravity provides a framework capable to account for such effects in a controllable manner. The first channel discussed in this paper is the annihilation of two scalaron in a pair of matter states. We obtained annihilation cross sections for massive scalars (11), massive Dirac fermions (15), and massless vectors (20). The second discussed channel is a decay of a single scalaron in a pair of two matter states that takes place at the one-loop level. Such processes are possible because the scalaron has a non-vanishing cubic self-coupling. It allows the scalaron to excite intermediate graviton states and to decay in pure matter states. We calculated decay widths for massive scalars (40), massive Dirac spinors (46), and massless vectors (52).

A detailed discussion of a reheating scenario that accounts for these new decay channels requires a separate treatment and lies far beyond the scope of this paper. However, it is possible to draw some meaningful conclusions about the influence of the presented processes.

Firstly, in the heavy scalaron limit production of fermions and massless vectors is strongly suppressed, so effectively only scalar particles are produced. At the same time, the discussed decay widths cannot be neglected in the heavy scalaron limit. Based on the reasoning provided in the previous section we can conclude that of scalaron mass \( M \gg 10^{-9} M_{\text{Pl}} \) the characteristic scalaron lifetime is smaller than the age of the Universe. Therefore, the heavy scalaron limit contains a broad and interesting phenomenology as it can contribute to the reheating both through annihilation and decay channels.

Secondly, in the light scalaron limit the discussed scalaron decays are strongly suppressed by the factor \( (M_{\text{Pl}}/M)^7 \), which makes them negligibly small. The annihilation channel, on the contrary, provides a more sophisticated phenomenology. All types of particles are produced. Bosonic states (i.e. scalar states and vector states with a fixed chirality) are produced in equal
The corresponding cross sections grow quadratic with the center-of-mass momentum. The production of fermions approaches a certain finite limiting value and growth no further. However, these cross sections do not have a direct influence on the production rate. The time evolution of the scalaron density is driven by the Zeldovich-Lee-Weinberg equation which contains an annihilation cross section after a certain thermodynamic averaging. We calculated the corresponding factors and established that fermion production is suppressed by the thermal factor \( (T/M)^4 \) while boson production experience a stronger thermal suppression \( (T/M)^3 \). Consequently, it is reasonable to assume that the boson production is dominant only at the early stage of reheating while the fermion production dominates the later stages.

The results of the present paper make it possible to study a reheating scenario in \( R + R^2 \) gravity which accounts for the discussed processes. Such research presents a separate sophisticated problem that will be discussed in further publications.
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