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Abstract

We represent in this preprint the exact estimate for covariation between two random variables (r.v.), which are measurable relative the corresponding sigma-algebras through anyhow mixing coefficients.

We associate a solution of this problem with fundamental function for correspondent rearrangement invariant spaces.
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1 Definitions. Notations. Previous results. Statement of problem.

Let \((\Omega, \mathcal{B}, P)\) be probability space with correspondent expectation \(E\), variance \(\text{Var}\) and covariation \(\text{Cov}\):

\[
\text{Cov}(\xi, \eta) := E\xi\eta - E\xi E\eta.
\]

Denotation 1.1.

We denote for arbitrary sub-sigma algebra (field) \(F \subset \mathcal{B}\) and for arbitrary numerical valued random variable \(\xi\) the symbol

\[
\xi \in F
\]

iff the r.v. \(\xi\) is measurable relative the sigma-field \(F\).

Let \(F\) and \(G\) be two sub-sigma algebras of source sigma field \(\mathcal{B}\). We define as ordinary the so-called uniform mixing coefficient, or equally Rosenblatt’s coefficient \(\alpha(F, G)\) by the formula

\[
\alpha(F, G) := \sup_{\xi, \eta \in F \cap G} \frac{|\text{Cov}(\xi, \eta)|}{\text{Var}(\xi) \text{Var}(\eta)}.
\]
\[ \alpha = \alpha(F, G) \overset{\text{def}}{=} \sup_{A \in F, B \in G} |\mathbf{P}(AB) - \mathbf{P}(A) \mathbf{P}(B)|. \quad (1.1) \]

The strong mixing coefficient, on the other words, Ibragimov’s coefficient, \( \beta(F, G) \) is defined by the formula

\[ \beta = \beta(F, G) \overset{\text{def}}{=} \sup_{A \in F, B \in G, \mathbf{P}(A) > 0} |\mathbf{P}(B/A) - \mathbf{P}(B)|. \quad (1.2) \]

Denote as usually here and in the sequel by \( |\xi|_p \) the Lebesgue - Riesz \( L(p) \) norm of the r.v. \( \xi \):

\[ |\xi|_p = [\mathbf{E}|\xi|^p]^{1/p} := \left[ \int_{\Omega} |\xi(\omega)|^{p} \mathbf{P}(d\omega) \right]^{1/p}, \quad 1 \leq p < \infty; \]

\[ |\xi|_\infty := \text{vraisup}_{\omega \in \Omega} |\xi(\omega)|. \]

Let \( \xi \in F, \xi \in L(p), \eta \in G, \eta \in L(q), p, q \in [1, \infty]. \) Yu.A.Davydov in [6] proved the following important inequality

\[ |\text{Cov}(\xi, \eta)| \leq 12 \alpha^{1-1/p-1/q} |\xi|_p |\eta|_q, \quad \frac{1}{p} + \frac{1}{q} < 1. \quad (1.3) \]

The similar inequality for strong mixing coefficient \( \beta = \beta(F, G) \):

\[ |\text{Cov}(\xi, \eta)| \leq 2 \beta^{1/p} |\xi|_p |\eta|_q, \quad \frac{1}{p} + \frac{1}{q} = 1, \quad (1.4) \]

or equally

\[ q = q(p) = \frac{p}{p-1} = p', \quad p > 1; \quad q(\infty) = 1, \]

may be found in the famous monograph of I.A.Ibragimov and Yu.A.Linnik [9]; see also the recent survey [19] and the article [12].

The following estimate based only on the H’older’s inequality may be considered as trivial:

\[ |\text{Cov}(\xi, \eta)| \leq 2 |\xi|_p |\eta|_q, \quad \frac{1}{p} + \frac{1}{q} = 1. \quad (1.4a) \]

It is natural to expect that if the considered r.v. \( \xi, \eta \) have more light tails, for instance, satisfy the Kramer’s condition, then both the estimates (1.3) and (1.4) can be essentially strengthened.

Both the inequalities (1.3) and (1.4) are essentially, i.e. up to multiplicative constants, non-refinable for all the admissible values \( p, q \); see e.g. [6], for instance, on the classical probability space \([0, 1]\) equipped with Lebesgue measure there exist two sigma-fields \( F, G \) and two non-zero symmetrical distributed r.v. \( \xi, \eta \) which

\[ |\text{Cov}(\xi, \eta)| \geq \alpha(F, G)^{1-1/p-1/q} |\xi|_p |\eta|_q. \]
It is sufficient to take $F = G$.

The inequalities (1.3) and (1.4) are used in the investigation of the CLT for the dependent r.v., for the obtaining of the non-asymptotical estimation for sums of these r.v., in the statistics and in the Monte-Carlo method, see e.g. [3], [4], [12], [13] etc.

Our target in this short report is extension of the estimates (1.3), (1.4) into the r.v. belonging to the so-called Grand Lebesgue Spaces (GLS), in particular, into the exponential Orlicz spaces.

A modern result in this direction is represented in the article of E.Rio [17]; we intend to give these covariation estimates in another terms.

2 Grand Lebesgue Spaces (GLS). Fundamental functions.

Let $Z = (\Omega, B, P)$ be again the source probability space with non-trivial normed measure $P$. Let also $\psi = \psi(p)$, $p \in [1, b)$, $b = \text{const} \in (1, \infty]$ (or $p \in [1, b]$) be certain bounded from below: $\inf \psi(p) > 0$ continuous inside the semi-open interval $p \in [1, b)$ numerical function. We can and will suppose $b = \sup\{p, \psi(p) < \infty\}$, so that $\text{supp } \psi = [1, b)$ or $\text{supp } \psi = [1, b]$. The set of all such functions will be denoted by $\Psi(b) = \{\psi(\cdot)\}$; $\Psi := \Psi(\infty)$.

We agree to extend the definition these functions. Indeed, we define for arbitrary $\psi(\cdot) \in \Psi(b)$ function in the case when $b < \infty$ for the values $p > b$ formally as follows:

$$\forall p > b \Rightarrow \psi(p) := \infty.$$ 

By definition, the (Banach) Grand Lebesgue Space (GLS) space $G\psi = G\psi(b)$ consists on all the (real or complex) numerical valued measurable functions (random variables) $\zeta$ defined on our probability space $\Omega$ and having a finite norm

$$||\zeta|| = ||\zeta||_{G\psi} \overset{\text{def}}{=} \sup_{p \in [1, b]} \left\{ \frac{||\zeta||_p}{\psi(p)} \right\}. \tag{2.0}$$

These spaces are Banach functional spaces, are complete, and rearrangement invariant in the classical sense, see [1], chapters 1, 2. They were investigated in particular in many works, see e.g. [5], [7], [8], [10], [11], [13], [14]. The function $\psi = \psi(p)$ is said to be the generating function for this space.

We refer here some used in the sequel facts about these spaces and supplement more.

It is known that if $\zeta \neq 0$, $\zeta \in G\psi$, then
where \( v(p) = v_\psi(p) := p \ln \psi(p) \) and \( v^*(\cdot) \) denotes the Young - Fenchel, or Legendre transform for the function \( v(\cdot) \):

\[
v^*(x) = \sup_{p \in \text{Dom}(v)} (px - v(p)).
\]

Conversely, the last inequality may be reversed in the following version: if

\[
\mathbf{P}(|\zeta| > y) \leq 2 \exp \left( -v^*_\psi(\ln(y/||\zeta||) \right), \quad y \geq e \cdot ||\zeta||,
\]

and if the function \( v_\psi(p), \ 1 \leq p < \infty \) is positive, finite for all the values \( p \in [1, \infty) \), continuous, convex and such that

\[
\lim_{p \to \infty} \ln \psi(p) = \infty,
\]

then \( \zeta \in G\psi \) and besides \( ||\zeta|| \leq C(\psi) \cdot K \):

\[
||\zeta||_{G\psi} \leq C_1||\zeta||_{L(M)} \leq C_2||\zeta||_{G\psi}, \ 0 < C_1 < C_2 < \infty. \tag{2.3}
\]

Moreover, let us introduce the following exponential Young - Orlicz function

\[
N(u) = N_\psi(u) := \exp \left( v^*_\psi(\ln |u|) \right), \quad |u| \geq e; \quad N_\psi(u) = Cu^2, \quad |u| < e.
\]

The Orlicz’s norm \( ||\zeta||_{L(N_\psi)} \) is quite equivalent under formulated above conditions on the function \( \psi(\cdot) \) to the GLS one:

\[
||\zeta||_{G\psi} \leq C_3||\zeta||_{L(N_\psi)} \leq C_4||\zeta||_{G\psi}, \ 0 < C_1 < C_2 < \infty.
\]

Furthermore, let now \( \eta = \eta(z), \ z \in W \) be arbitrary family of random variables defined on any set \( W \) such that

\[
\exists b = \text{const} \in (1, \infty), \ \forall p \in [1, b) \ \Rightarrow \psi_W(p) := \sup_{z \in W} |\eta(z)|_p < \infty. \tag{2.4}
\]

The function \( p \to \psi_W(p) \) is named as a natural function for the family of random variables \( W \). Obviously,

\[
\sup_{z \in W} ||\eta(z)||_{G\psi_W} = 1.
\]

The family \( W \) may consists on the unique r.v., say \( \Delta \):

\[
\psi_\Delta(p) := |\Delta|_p,
\]

if of course the last function is finite for some value \( p = p_0 > 1 \).

Note that the last condition is satisfied if for instance the r.v. \( \zeta \) satisfies the so - called Kramer’s condition; the inverse proposition is not true.
Let us bring two examples. Define as usually the tail function for arbitrary numerical valued random variable $\xi$

$$T_\xi(y) \overset{\text{def}}{=} \max(P(\xi \geq y), P(\xi \leq -y)), \ y \geq 0.$$ 

**Example 2.1.** Let $m = \text{const} > 0$; define the function

$$\psi_m(p) = p^{1/m}, \ p \in [1, \infty).$$

The tail inequality

$$T_\xi(y) \leq \exp(-Cy^m), \ y \geq 0$$

for some positive constant $C$ is quite equivalent to the inclusion $\xi \in G\psi_m$.

**Example 2.2.** Let $b = \text{const} > 1; \ \beta = \text{const} > 0$. Define the following tail function

$$T[b, \beta](y) := C y^{-b} (\ln y)^{\beta - 1}, \ y \geq e,$$

and the following $\Psi(b)$ function with finite support

$$\psi[b, \beta](p) = (b - p)^{-\beta}, \ p \in [1, b); \ \psi[b, \beta](p) = \infty, \ p \geq b.$$

The tail inequality of the form

$$T_\eta(y) \leq T[b, \beta](y), \ y \geq e$$

entails the inclusion $\eta \in G\psi[b, \beta]$.

Note that the inverse proposition is not true.

**Definition 2.1.** The fundamental function for GLS $G\psi_b$ $\phi[G\psi](\delta)$, $\delta \in (0, \infty)$ may be calculated in accordance by the general theory of rearrangement invariant spaces [1], chapters 1,2 by a formula

$$\phi[G\psi](\delta) := \sup_{p \in [1, b)} \left\{ \frac{\delta^{1/p}}{\psi(p)} \right\}. \quad (2.5)$$

This notion play a very important role in the Functional Analysis, theory of Fourier series, Operator Theory, Theory of Random Processes etc., see the classical monograph [1]. For the GLS this function was investigated in the preprint [15]. It is proved in particular that there exists a bilateral continuous interrelation between fundamental and generating function for these spaces.

**Definition 2.2.** (See [15].) The low truncated fundamental function for the GLS $G\psi_b$, namely, $\phi_s[G\psi](\delta)$, $\delta \in (0, \infty), 0 < s < b$ is defined by a formula

$$\phi_s[G\psi](\delta) := \sup_{p \in [s, b)} \left\{ \frac{\delta^{1/p}}{\psi(p)} \right\}, \ 1 \leq s < b. \quad (2.5a)$$
Definition 2.3. (See [15].) The upper truncated fundamental function for the GLS $G_{\psi_b}$, indeed:

$$\phi^s[G_{\psi}](\delta), \ \delta \in (0, \infty), 0 < s < b$$

is defined by a formula

$$\phi^s[G_{\psi}](\delta) := \sup_{p \in [s,b)} \left\{ \frac{\delta^{1/p}}{\psi(p)} \right\}, 1 \leq s < b. \quad (2.5b)$$

Example 2.1.a. Let $m = \text{const} > 0$; the fundamental function for the $G_{\psi_m}$ has a form

$$\phi[G_{\psi_m}](\delta) = (em)^{-1/m} |\ln \delta|^{-1/m}, \ \delta \in (0, 1/e). \quad (2.6)$$

Example 2.2.a. Define the following $\Psi$ - function with finite support

$$\tau_{b,\beta}(p) \overset{\text{def}}{=} (b - p)^{-\beta}, \ p \in [1, b). \quad (2.7)$$

Here $b = \text{const} \in (1, \infty), \ \beta = \text{const} \geq 0$. The fundamental function for these space has a form

$$\phi[G_{\tau_{b,\beta}}](\delta) = \frac{b^{2\beta - 1} \beta^{\beta} \delta^{1/b}}{|\ln \delta|^\beta} =: K(b, \beta) \delta^{1/b} \ |\ln \delta|^{-\beta}, \ \delta \in (0, 1/e]. \quad (2.8)$$

3 Main results. Strong mixing.

Suppose $\xi \in G_{\psi}, \ \eta \in G_{\nu}$ for certain $\Psi$ functions $\psi, \nu$, and that

$$\xi \in F, \ \eta \in G. \quad (3.0)$$

One can allow without loss of generality $||\xi||_{G_{\psi}} = ||\eta||_{G_{\nu}} = 1$. Then

$$|\xi|_p \leq \psi(p), \ |\eta|_{p/(p-1)} \leq \nu(p/(p-1)), \ p \in [1, b). \quad (3.1)$$

Define a new $\Psi$ function

$$\zeta(p) = \zeta[\psi, \nu](p) := \psi(p) \ \nu(p/(p-1)); \quad (3.2)$$

then we have using the estimate (1.4)

$$0.5 \ |\text{Cov}(\xi, \eta)| \leq \beta^{1/p}(F, G) \ \psi(p) \ \nu(p/(p-1)) = \beta^{1/p} \zeta[\psi, \nu](p),$$

therefore

$$0.5 \ |\text{Cov}(\xi, \eta)| \leq \inf_p \left[ \beta^{1/p} \zeta(p) \right] = \left\{ \sup_p \left[ \frac{\beta^{-1/p}}{\zeta[\psi, \nu](p/)} \right] \right\}^{-1} = \frac{1}{\phi[G_{\zeta}(1/\beta)].}$$
To summarize:

**Theorem 3.1.** We deduce under formulated above notations and conditions

\[ |\text{Cov}(\xi, \eta)|| \leq \frac{2 ||\xi||_{G\psi} ||\eta||_{G\nu}}{\phi[G\zeta(\psi, \nu)](1/\beta(F, G))}. \]  

(3.3)

Let us consider a particular case.

**Definition 3.1.** Let the function \( \psi = \psi(p) \) be from the set \( \Psi = \Psi(\infty) \) : \( \text{supp} \psi = [1, \infty) \). The function \( \hat{\psi} \) from this set is said to be *dual* to the function \( \psi(\cdot) \), iff

\[ \hat{\psi}(p/(p - 1)) = \psi(p); \iff \hat{\psi}(p) = \psi(p/(p - 1)). \]  

(3.4)

Evidently, \( \hat{\hat{\psi}} = \psi \).

**Proposition 3.1.** Suppose in addition to the conditions of theorem 3.1 that in (3.2) \( \nu = \hat{\psi} \); then \( \zeta(p) = \psi^2(p) \) and following

\[ |\text{Cov}(\xi, \eta)|| \leq 2 \left[ \phi[G\psi] \left( \beta^{-1/2} \right) \right]^{-2} \cdot ||\xi||_{G\psi} \cdot ||\eta||_{G\hat{\psi}}. \]  

(3.5)

**Remark 3.1.** Let \( \nu(\cdot) \in \Psi(b), b = \text{const} \in (1, \infty] \). We assert that the Grand Lebesgue Space \( G\hat{\nu} \) consists only on the essentially bounded variables:

\[ ||\zeta||_{G\hat{\nu}} \simeq ||\zeta||_{\infty}. \]  

(3.6)

**Proof.** The inclusion \( L_{\infty} \subset G\hat{\nu} \) is evident; we must ground an inverse inclusion.

So, let \( \zeta \in G\hat{\nu}, \text{ supp}(\nu) = [1, b) \). We have taking into account the continuity of the function \( \nu(\cdot) \) at the point \( 1 + 0 \):

\[ \lim_{p \to \infty} \nu(p) = \lim_{p \to \infty} \nu \left( \frac{p}{p - 1} \right) = \nu(1) < \infty, \]

therefore

\[ \lim_{p \to \infty} |\zeta|_p < \infty \iff \text{vraisup}_{\omega \in \Omega} |\zeta(\omega)| < \infty. \]

4 Main results. Uniform (Rosenbatt) mixing.

Let as before \( \psi, \nu \) be two \( \Psi \) functions and let \( \alpha, \beta = \text{const} \in [0, 1] \).

Denote by \( T \) the domain in the positive quarter plane
\[ T = \{ p, q : p, q \geq 1, 1/p + 1/q < 1 \}; \]

"T" implies a triangle for the inverse values \( x = 1/p, y = 1/q \). Introduce the following functions

\[ \Phi[\psi, \nu](\alpha, \beta) \overset{\text{def}}{=} \sup_{(p,q) \in T} \left[ \frac{\alpha^{1/p} \beta^{1/q}}{\psi(p) \nu(q)} \right], \quad (4.1) \]

\[ \theta[\nu]_{\beta}(p) := \frac{\psi(p)}{\phi(p)}[G\nu](\beta), \quad (4.2) \]

We have

\[ \Phi[\psi, \nu](\alpha, \beta) = \sup_p \left\{ \alpha^{1/p} \sup_{q \geq q'} \beta^{1/q} \psi(p) \nu(q) \right\} = \sup_p \left[ \alpha^{1/p} \theta \nu \beta(p) \right] = \phi[G\theta_{\beta}](\alpha). \quad (4.3) \]

**Theorem 4.1.**

\[ |\text{Cov}(\xi, \eta)| \leq \frac{12 \alpha ||\xi||G\psi ||\eta||G\nu}{\Phi[\psi, \nu](\alpha, \beta)} = \frac{12 \alpha ||\xi||G\psi ||\eta||G\nu}{\phi[G\theta_{\alpha}](\alpha)}. \quad (4.4) \]

Here \( \alpha = \alpha(F, G) \).

**Proof.** Assume \( ||\xi||G\psi = ||\eta||G\nu = 1 \). Then

\[ |\xi|_p \leq \psi(p), \quad |\eta|_q \leq \nu(q), \quad (p, q) \in T. \]

One can apply the Davydov’s inequality (1.3):

\[ (12\alpha)^{-1}|\text{Cov}(\xi, \eta)| \leq \alpha^{-1/p} \alpha^{-1/q} \psi(p) \nu(q), \]

therefore

\[ (12\alpha)^{-1}|\text{Cov}(\xi, \eta)| \leq \inf_{(p,q) \in D} \left[ \alpha^{-1/p} \alpha^{-1/q} \psi(p) \nu(q) \right] = \frac{1}{\phi[G\theta_{\alpha}](\alpha)} = \frac{||\xi||G\psi ||\eta||G\nu}{\phi[G\theta_{\alpha}](\alpha)}. \quad (4.5) \]

Q.E.D.

Let’s turn again our attention on the function \( \Phi[\psi, \nu](\alpha, \beta) \) from the definition (4.1). In all the considered examples it allows a factorization

\[ \Phi[\psi, \nu](\alpha, \beta) = \phi[G\psi](\alpha) \cdot \phi[G\nu](\beta) \quad (4.6) \]

for all sufficiently small values \( \alpha, \beta \). We intend further to investigate the possibility of this relation (4.6).
We need first of all to return to the investigation of the fundamental function for GLS.

Case A. Infinite support.
Let \( \psi(\cdot) \in \Psi(\infty) = \Psi \). Denote for an arbitrary \( \Psi \) function the following transform
\[
g(x) = g[\psi](x) := -\ln \psi(1/x), \ x \in (0, 1),
\]
(4.7)
so that \( x_0 = x_0(\delta) = 1/p_0(\delta) \) and
\[
\frac{\delta^{1/p_0}}{\psi(p_0)} = \phi[G\psi](\delta).
\]
(4.8)

Lemma A. Suppose that the derivative \( g'(x) = g[\psi]'(x) \) there exists, is continuous in the open interval \((0,1)\), is strictly decreasing and such that
\[
\lim_{x \to 0} g'[\psi](x) = \infty.
\]
(4.9)
Then
\[
\lim_{\delta \to 0^+} p_0(\delta) = \infty.
\]
(4.10)

Proof follows immediately from the equation
\[
g'[\psi](1/p_0(\delta)) = g'(x_0) = g[\psi]'(x_0) = \ln(1/\delta), \ \delta \in (0, 1).
\]
(4.11)

Case B. Finite support.
Let now \( \psi(\cdot) \in \Psi(b) \), where \( 1 < b = \text{const} < \infty \). Denote as before
\[
g(x) = g[\psi](x) := -\ln \psi(1/x), \ x \in (0, 1/b),
\]
(4.12)
so that
\[
q_0 = q_0(\delta) := \arg\max_{q \in [1,b]} \left( \frac{\delta^{1/q}}{\psi(q)} \right).
\]
(4.13)

Lemma B. Suppose that the derivative \( g'(x) = g[\psi]'(x) \) there exists, is continuous in the open interval \((0, 1/b)\), is strictly increasing and such that
\[
\lim_{x \to 1/b} g'(x) = \infty.
\]
Then as \( \delta \downarrow 0^+ \)
\[ q_0(\delta) \uparrow 1/b. \]  

**Proof** follows immediately likewise before from the equation (4.11).

Let us return to the factorization equality (4.6). Introduce the following “rectangle”

\[ R := \{(p, q) : 1 \leq p, q < \infty\}. \]

Obviously,

\[ \Phi[\psi, \nu](\alpha, \beta) = \sup_{(p,q) \in T} \left[ \frac{\alpha^{1/p} \beta^{1/q}}{\psi(p) \nu(q)} \right] \leq \sup_{(p,q) \in R} \left[ \frac{\alpha^{1/p} \beta^{1/q}}{\psi(p) \nu(q)} \right] = \phi[G\psi](\alpha) \cdot \phi[G\nu](\beta). \]  

(4.14)

It remains to ground the opposite inequality, of course, for sufficiently smallest values \( \alpha \) and \( \beta \).

We consider consequently three cases.

**Case 4.1. Infinite supports.**

Suppose the two functions \( \psi = \psi(p) \), \( \nu = \nu(p) \) belonging to the set \( \Psi(\infty) = \Psi \) be a given and both these functions satisfy to the conditions of lemma A, in particular, the relation (4.9):

\[ \lim_{x \to 0} g'(\psi)(x) = \lim_{x \to 0} g'(\nu)(x) = \infty. \]

We have using Lemma A:

\[ \phi[G\psi](\alpha) \cdot \phi[G\nu](\beta) = \frac{\alpha^{1/p_0(\alpha)}}{\psi_m(p_0(\alpha))} \cdot \frac{\beta^{1/p_0(\beta)}}{\psi_n(p_0(\beta))}, \]  

(4.15)

as long as

\[ \lim_{\alpha \to 0^+} p_0(\alpha) = \lim_{\beta \to 0^+} p_0(\beta) = \infty. \]

We deduce therefore for sufficiently smallest values \( \alpha \) and \( \beta \)

\[ \frac{1}{p_0(\alpha)} + \frac{1}{p_0(\beta)} < 1, \]

on the other words the optimal pair \( (p_0(\alpha), p_0(\beta)) \) belongs to the set \( T \).

To be more specifically, note that if for instance

\[ \alpha_0 := \exp(-g'[(\psi)(1/e)]) \]

and correspondingly
\[ \beta_0 := \exp \left( -g'[\nu](1/e) \right), \]
we deduce under assumptions of lemma A that when \( \alpha \leq \alpha_0, \beta \leq \beta_0 \)
\[ p_0(\alpha) \geq e, \quad p_0(\beta) \geq e \]
whence
\[ \frac{1}{p_0(\alpha)} + \frac{1}{p_0(\beta)} < 1. \]

**Case 4.2. Finite supports.**

Let two functions \( \psi = \psi(p) \) and \( \nu = \nu(p) \) be a given; suppose that these functions belongs correspondingly to the sets
\[ \psi(\cdot) \in G\psi(b_1), \quad \nu(\cdot) \in G\psi(b_2), \quad b_1, b_2 > 1. \]

Assume that the derivatives \( g[\psi]'(x) \) and \( g[\nu]'(x) \) there exist, are continuous in the open intervals \((0, 1/b_1)\), are strictly increasing and such that
\[ \lim_{x \to 1/b_1} g'[\psi](x) = \infty = \lim_{x \to 1/b_2} g'[\nu](x). \]

We conclude using Lemma B that the relation (4.6) there holds if
\[ \frac{1}{b_1} + \frac{1}{b_2} < 1. \quad (4.16) \]

To be more concrete, suppose estimate (4.16) be satisfied. Define the following values
\[ \beta_1 = \exp \left( -g'[\psi] \left( \frac{b_1 + 1}{3b_1} \right) \right), \]
\[ \beta_2 = \exp \left( -g'[\nu] \left( \frac{b_2 + 1}{3b_2} \right) \right), \]
or equally
\[ q(\beta_j) = \frac{3b_j}{b_j + 1}, \quad j = 1, 2. \]

We conclude for all the values \( \theta_j \in (0, \beta_j) \)
\[ \frac{1}{q(\theta_1)} + \frac{1}{q(\theta_2)} \leq \frac{1}{q(\beta_1)} + \frac{1}{q(\beta_2)} = \]
\[ \frac{b_1 + 1}{3b_1} + \frac{b_2 + 1}{3b_2} = \frac{2}{3} + \frac{1}{3b_1} + \frac{1}{3b_2} < 1. \]
Case 4.3. “Mixed “ case.
Assume \( \psi(\cdot) \in \Psi(\infty), \nu(\cdot) \in G_{\psi} b \), \( b = \text{const} > 1 \), and
\[
\lim_{x \to 0} g'[\psi](x) = \infty = \lim_{x \to 1/b} g'[\nu](x).
\]
We conclude likewise foregoing propositions that then the equality (4.6) there holds still in this case, since
\[
\frac{1}{\infty} + \frac{1}{b} = \frac{1}{b} < 1.
\]
To be more precisely, it is sufficient to pick the (positive) values \( \alpha_0 \) and \( \beta_0 \) as follows: \( \alpha_0, \beta_0 \in (0, 1) \) and
\[
g'[\psi] \left( \frac{b - 1}{3b} \right) = |\ln \alpha_0|,
\]
\[
g'[\nu] \left( \frac{b + 1}{2b} \right) = |\ln \beta_0|.
\]
Then \( p_0 := \frac{3b}{b-1} \) and \( q_0 := \frac{2b}{b+1} \), so that \( p_0 > 1 \),
\[
1 < q_0 = \frac{2b}{b+1} < b,
\]
and
\[
\frac{1}{p_0} + \frac{1}{q_0} = \frac{b - 1}{3b} + \frac{b + 1}{2b} < \frac{b - 1}{2b} + \frac{b + 1}{2b} = 1,
\]
as long as \( b > 1 \).

5 Main results. The case of identical spaces. Examples.

We suppose in addition to the conditions (and notations) of the last section that the \( \Psi \) functions \( \psi(\cdot), \nu(\cdot) \) coinsides: \( \psi(\cdot) = \nu(\cdot) \).

In detail: assume \( \xi \in F, \xi \in G_{\psi}, \eta \in G, \eta \in G_{\psi} \).

Theorem 5.1.
\[
|\text{Cov}(\xi, \eta)| \leq 12 \alpha(F, G) \cdot \frac{||\xi||G_{\psi} ||\eta||G_{\psi}}{\phi^2[G_{\psi}](\alpha(F, G))}.
\]  \hspace{1cm} (5.1)

Proof. Suppose for simplicity \( ||\xi||G_{\psi} = 1 = ||\eta||G_{\psi} \); then
\[
||\xi||_p \leq \psi(p), \ ||\eta||_p \leq \psi(p), \ p \in [1, b), \ b = \text{const} \in (1, \infty].
\]
We can apply again the Davydov’s inequality (1.3):

\[(12\alpha)^{-1}\left|\text{Cov}(\xi, \eta)\right| \leq \alpha^{-2/p} \psi^2(p),\]
therefore

\[\left(12\alpha\right)^{-1}\left|\text{Cov}(\xi, \eta)\right| \leq \inf_p \left[\alpha^{-2/p} \psi^2(p)\right] = \left[\sup_p \frac{\alpha^{1/p}}{\psi(p)}\right]^{-2} = \left[\frac{\phi[G\psi](\alpha)}{\phi^2[G\psi](\alpha)}\right]^{-2},\]

(5.2)

Q.E.D.

Example 5.1. Infinite supports.
Define the following \(\Psi\) functions

\[\psi_m(p) = p^{1/m}, \psi_n(p) = p^{1/n}, \quad p \in [1, \infty), \quad m, n = \text{const} > 0.\]

If \(\xi \in F, \eta \in G\), and \(\alpha = \alpha(G, F) \leq e^{-1}\), then

\[|\text{Cov}(\xi, \eta)| \leq 12 e^{1/m+1/n} \alpha \left|\ln \alpha\right|^{1/m+1/n} \left|\xi\right| \left|\eta\right| G_{\psi_m} \left|G_{\psi_n}\right|.\]

(5.3)

Example 5.2. Finite supports.
Recall the definition of the following \(\Psi\) function

\[\tau_{b,\beta}(p) = (b - p)^{-\beta}, \quad p \in [1, b).\]

(5.4)

Here \(b = \text{const} \in (1, \infty), \quad \beta = \text{const} \geq 0.\) As we knew, the fundamental function for these space has a form

\[\phi[G\tau_{b,\beta}](\delta) = \frac{b^{\beta - 1} \beta^\delta b^{1/b}}{\ln \delta^{b/\beta}} =: K(b, \beta) \delta^{1/b} \ln \delta^{-\beta}, \quad \delta \to 0 + .\]

(5.5)

This relation allows us to calculate the required covariation. Namely, if \(\xi \in F, \eta \in G\tau_{b_1,\beta_1}, \eta \in G, \eta \in G\tau_{b_2,\beta_2}, \quad b_{1,2} = \text{const} \in (1, \infty), \quad \beta_{1,2} = \text{const} \geq 0\) and \(\alpha = \alpha(G, F) \leq e^{-1}\), then

\[|\text{Cov}(\xi, \eta)| \leq 12 K(b_1, \beta_1) K(b_2, \beta_2) \alpha^{1-1/b_1-1/b_2} \left|\ln \alpha\right|^{\beta_1+\beta_2} \times \left|\xi\right| \left|\eta\right| G_{\tau_{b_1,\beta_1}} \left|G_{\tau_{b_2,\beta_2}}\right|.\]

(5.6)

if of course \(1/b_1 + 1/b_2 < 1\).

Example 5.3. “Mixed “ case.

Assume \(\xi \in F, \xi \in G_{\psi_m}, m = \text{const} > 0; \eta \in G, \eta \in G_{\tau_{b,\beta}}, b = \text{const} > 1, \quad \beta = \text{const} > 0\), and denote as before \(\alpha = \alpha(F, G)\). We obtain after some calculations
\[ |\text{Cov}(\xi, \eta)| \leq 12 \ (\text{em})^{1/m} K(b, \beta) \alpha^{1-1/b} |\ln \alpha|^{\beta+1/m} \times \]
\[ ||\xi||G_{\psi b} ||\eta||G_{\tau b, \beta}. \] (5.7)

**Remark 5.1.** For the “greatest” values \( \alpha \) and \( \beta \), say \( \alpha \geq 1/e \), one can use the trivial estimate 1.4a.

**Example 5.4.** “Combined” event.

Suppose here that \( \xi \in G_{\psi b} \) for some \( b = \text{const} > 1 \) and that \( \eta \in L(q(0)) \), where \( q(0)' < b \). We derive consequently \( |\xi|_p \leq ||\xi||G_{\psi} \psi(p), \ 1 \leq p < b; \)
\[ (12\alpha)^{-1} \alpha^{1/q(0)} (|\text{Cov}(\xi, \eta)|||\xi||G_{\psi} |\eta|_{q(0)}) \leq \alpha^{-1/p} \psi(p), \ p \geq q'(0), \]
whence
\[ (12\alpha)^{-1} \alpha^{1/q(0)} (||\text{Cov}(\xi, \eta)||)/(|\xi||G_{\psi} |\eta|_{q(0)}) \leq= \]
\[ \inf_{p \in [q'(0), b]} \alpha^{-1/p} \psi(p) = \frac{1}{\phi_{q(0)}[G_{\psi}](\alpha)}. \]

Thus, we deduce in the considered case
\[ |\text{Cov}(\xi, \eta)| \leq 12 \alpha^{1-1/q(0)} \frac{||\xi||G_{\psi} \cdot |\eta|_{q(0)}}{\phi_{q(0)}[G_{\psi}](\alpha)}. \]

6 **Application to the classical CLT.**

Let \( \gamma(i), \ i = 0, \pm 1, \pm 2 \ldots \) be a centered strictly stationary sequence of r.v. A new denotations:
\[ S(n) := n^{-1/2} \sum_{i=1}^{n} \gamma(i), \ n = 1, 2, \ldots ; \] (6.0)
\[ \Sigma(n) := \text{Var}(S(n)), \ \Sigma := \lim_{n \to \infty} \Sigma(n); \] (6.1)
\[ F_0 := \sigma\{\gamma(i), \ i \leq 0\}; \ F_k := \sigma\{\gamma(j), \ j \geq k\}; \]
\[ \alpha(k) := \alpha \left(F_0, F_k\right); \ \beta(k) := \beta \left(F_0, F_k\right). \] (6.2)

Introduce also the following \( \Psi \) function as a natural function for the sequence \( \{\gamma(i)\} : \)
\[ \psi[\gamma](p) := |\gamma(0)|_p; \] (6.3)
if of course there exists for some value \( p \) greatest than one.

Recall that the sequence \( \gamma(\cdot) \) satisfies the CLT, iff \( \exists \Sigma \in (0, \infty) \) and the sequence \( \{S(n)\} \) converges in distribution as \( n \to \infty \) to the centered normal (Gaussian) law with variance \( \Sigma \).

The methods of obtaining CLT for the random sequences satisfying some mixing conditions are well known, see e.g. [9], [16], [18], [19] etc. The essential moment for this proof is the following variation estimate, which follows immediately from the foregoing covariation estimates.

**Theorem 6.1.** Assume that the function \( \psi[\gamma](p) \) is not trivial: \( \exists p_0 > 1 \Rightarrow \psi[\gamma](p_0) < \infty \). Define also a numerical positive sequence

\[
y(k) = y[\gamma](k) := \frac{\alpha(k)}{\phi^2[G\psi[\gamma]](\alpha(k))}, \quad k = 2, 2, \ldots.
\]

(6.4)

If

\[
\sum_{k=2}^{\infty} y[\gamma](k) < \infty,
\]

then the value \( \Sigma \) there exists and is finite: \( \Sigma \in [0, \infty) \).

Define now a new \( \Psi \) function

\[
\zeta[\psi](p) := \psi(p) \psi(p/(p - 1)).
\]

(6.5)

and the correspondent numerical sequence, also positive

\[
z(k) = z[\gamma](k) := \frac{1}{\phi[G\zeta[\psi]](1/\beta(k))}.
\]

(6.6)

**Theorem 6.2.** We deduce under formulated above notations and conditions that if

\[
\sum_{k=2}^{\infty} z[\gamma](k) < \infty,
\]

then the value \( \Sigma \) there exists and is finite: \( \Sigma \in [0, \infty) \).

7  Concluding remarks.

A. Offered here results may be easily generalized onto another types of mixing, as well as onto others r.i. spaces: Lorentz, Marcinkiewicz etc. instead GLS. All we need - the source \( L(p), L(q) \) estimate of the form

\[
|\text{Cov}(\xi, \eta)| \leq h(p, q) |\xi|_p |\eta|_q, \quad (p, q) \in D,
\]

(7.1)
where $D$ is arbitrary domain in the positive quarter plane. Suppose $\xi \in G\psi$, $\eta \in G\nu$. Then

$$|\text{Cov}(\xi, \eta)| \leq \inf_{(p,q) \in D} \left[ h(p,q) \psi(p) \nu(q) \right] \|\xi\|_{G\psi} \|\eta\|_{G\nu}. \quad (7.2)$$

B. It is interest by our opinion to derive the lower bound for considered covariance for different Banach spaces.

C. Define the following $\psi(r) = \psi(r)(p)$, $r = \text{const} > 1$, $-\text{ function as follows:}$

$$b(\psi(r)) = r \quad \text{and} \quad \psi(r)(p) = 1, \; 1 \leq p \leq r.$$ 

One can define formally $\psi(r)(p) = \infty$, $p > r$. Then

$$\|f\|_{G\psi(r)} = |f|_{L^r}.$$ 

Thus, the classical Lebesgue - Riesz spaces $L^r$ are a particular, more precisely, extremal cases of the Grand Lebesgue ones.

As long as the fundamental function for $L^r(\Omega)$ space built by atomless measure $P$ is equal

$$\phi[L^r](\delta) = \delta^{1/r}, \; \delta \in [0,1],$$ 

we derive the Davydov’s estimate (1.3) in turn from the proposition of theorem 4.1; as well as the inequality (1.4) follows from theorem (3.1).

As a slight consequence: both the assertions of theorems (3.1) and (4.1) are in general case essentially non-improvable.

D. The case of the so-called $\rho$ - mixing is very simple for covariation estimation, see e.g. (20).
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