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Abstract

Bending of micron-scale cantilevers with or without initial notch is simulated by finite element and their fracture is assessed using either the coupled criterion or a cohesive zone model. The fracture toughness and strength of UO$_2$ single grain specimens with several crystal orientations are determined by means of inverse identification based on experimental tests at the micron-scale. Irradiation causes a decrease in fracture toughness from around 10 J/m$^2$ to around 5 J/m$^2$, whereas the strength variation remains in the order of magnitude of the measurement uncertainty. Premature fracture may occur in presence of a pore provided it is located close enough to the specimen surface undergoing tension, the resulting failure force decreasing with increasing pore size. A network of small porosities located on the fracture surface induces a decrease in the failure force which magnitude mainly depends on the total surface fraction and on the porosity locations rather than on the porosity size.
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1. Introduction

The nuclear fuel commonly used in Pressurized Water Reactors (PWR) is uranium dioxide UO$_2$ shaped in the form of pellets. This ceramic material is brittle at temperatures below 1000$^\circ$C and systematically cracks during the first power rise of the reactor. Indeed, during service, the heat produced by the nuclear reaction is transferred to the coolant by thermal
conduction through the cladding. Then, for standard operating conditions, the temperature is around 1000°C at the pellet core and 500°C at its periphery, this strong thermal gradient inducing the pellet fracture. For unconventional operating phases, such as power ramps or accidental situations simulated in laboratory Material Test Reactor (MTR), the additional temperature rise leads to additional cracking, respectively at the pellet periphery [1], in the entire pellet [2] and at the grain boundaries [3].

In order to improve the numerical modelling of the fuel behavior in reactor, for instance for the simulation of the pellet-cladding interaction [4], it is of primary importance to characterize the fracture properties of the fuel and their variation due to irradiation. The main parameters of interest are the strength and the fracture toughness [5]. These two properties have already been identified on the fresh fuel (before irradiation in reactor) by conventional measurement methods on macroscopic specimens [6–8]. However, the irradiation induced cracking of the pellets makes it impossible to perform such measurements on irradiated specimens at the macroscopic scale.

The recent development of micromechanical tests on irradiated fuels has given access to their local fracture properties [9, 10], employing a micro-cantilever bending method initially developed by Di Maio et al. [11]. However, because of the micrometric dimensions of the specimens, scale effects are observed on the fracture stress compared to larger specimens. The stress locally attained in micron scale is generally much larger than the one at the macroscopic scale [12]. This phenomenon can be attributed, on the one hand, to fewer and smaller defects [13–15], and on the other hand to smaller available elastic energy for fracture [16, 17]. This type of experiments makes it possible to test unconventional configurations such as un-cracked volumes of irradiated UO$_2$, but also requires the set-up of dedicated post-processing methods in order to obtain quantitative data to be used for the numerical approaches for failure prediction.

Numerical simulation of fracture can be employed to set up such inverse identification approaches. Several modeling methods exist such as, for instance, cohesive zone model (CZM) [18, 19] or approaches based on finite fracture mechanics such as the coupled criterion (CC) [16, 20]. Both approaches are particularly adapted to model fracture along a known crack path. Other approaches such as XFEM [21], thick level set [22] or phase-field approach for
fracture can also be employed if the crack path is not known a priori. Several authors compared CC and CZM. In particular Martin et al. showed that both methods yield similar results provided the characteristic material length is small enough. Doitrand et al. highlighted the possibility to identify a CZM profile by confronting the initiation loading level and crack arrest length. Both methods were also jointly used by Ricardo et al. for the simulation of thermal shock induced cracking in ceramics. The CC appears to be computationally very efficient compared to CZM, mainly in 2D cases or in 3D if the crack surfaces can easily be determined. In cases where the crack can be described by several parameters or that the crack front cannot be easily obtained, CZM may however be more efficient especially if the crack path is known.

The objective of this work is twofold: on the one hand, it aims at identifying the fracture parameters of fresh and irradiated UO$_2$ based on micro-cantilever experimental tests. On the other hand, it aims at studying the influence of porosities on the specimen failure. In Section we describe the micro-cantilever experiments. The approaches for fracture simulation as well as the finite element (FE) models are described in Section. Section is dedicated to fresh and irradiated UO$_2$ fracture parameter identification. The influence of porosities on the specimen failure is presented in Section.

2. Experiments

2.1. Materials

Two series of specimens are analyzed, all the specimens of a series being prepared from the same sample. The first type of specimen is made of a fresh (non-irradiated) UO$_2$, referred to as F$^\text{UO}_2$ in the sequel. The second type of specimens is UO$_2$ irradiated in PWR at a 34 GWd/tU average burn-up and is referred as to $^1\text{UO}_2$. This last fuel has a Cr$_2$O$_3$ doping, which allows a considerable increase in grain size during sintering but has almost no influence on the mechanical properties measured inside the grains. Indeed, Cr$_2$O$_3$ doping represents very small quantities (less than 0.1%wt). This doping mainly improves the fuel creep resistance, which results from grain size change during sintering. Therefore, it is likely that doping has almost no influence on the mechanical properties of single grain micron-scale specimens.
2.2. Specimen preparation

Micro-cantilevers (Fig. 1) are prepared with a Focalised Ion Beam (FIB) of a shielded dual beam microscope Auriga 40 (Carl Zeiss, Oberkochen, Germany) in the hot cells of the CEA LECA-STAR facility at Cadarache (France). Every specimen is prepared into fresh or irradiated UO$_2$ single grain with a chosen crystal orientation in order to control the fracture crystal plane. Two kinds of specimens are prepared, either with or without initial notch (Fig. 1). The manufacturing process is optimized so that the surface of the specimen sees as few ions as possible. Specimens without initial notch may therefore be slightly influence by ion implantation, which cannot be avoided at the notch of specimens containing an initial notch. Experimental studies demonstrated that ion implantation has almost no influence on the measured UO$_2$ fracture toughness [9, 10], which may not always be the case for other materials [41–43]. A detailed description of the manufacturing process can be found in [9] and [10]. The specimen dimensions are summarized in Tab. 1 (F$^{UO_2}$, without notch), Tab. 2 (F$^{UO_2}$, with initial notch), Tab. 3 (I$^{UO_2}$, without notch) and Tab. 4 (I$^{UO_2}$, with initial notch). The dimensions of the specimen are depicted in Fig. 2.

Figure 1: Micro-cantilever specimens a) with or b) without initial notch prepared in UO$_2$ fuel samples [9].
Table 1: Dimensions and failure force measured experimentally and obtained numerically for $^4$UO$_2$ specimens with a controlled crystal orientation without initial notch.

| Tested plan | $\{100\}$ | $\{100\}$ | $\{110\}$ | $\{110\}$ | $\{111\}$ | $\{111\}$ |
|-------------|------------|------------|------------|------------|------------|------------|
| $t$ ($\mu$m) | 2.62       | 2.73       | 2.09       | 2.82       | 3.32       | 3.35       |
| $h$ ($\mu$m) | 4.30       | 4.79       | 4.53       | 5.14       | 5.32       | 5.17       |
| $w$ ($\mu$m) | 4.14       | 4.81       | 6.17       | 5.71       | 4.89       | 4.36       |
| $L$ ($\mu$m) | 18.94      | 17.91      | 18.09      | 14.47      | 18.20      | 16.85      |
| Failure force (mN)| | | | | | |
| Experiments | 1.88       | 2.09       | 2.62       | 2.47       | 2.36       | 2.29       |
| Predictions | 1.56       | 2.29       | 1.88       | 2.91       | 2.41       | 2.24       |

Table 2: Dimensions and failure force measured experimentally and obtained numerically for $^4$UO$_2$ specimens with a controlled crystal orientation with an initial notch.

| Tested plan | $\{100\}$ | $\{100\}$ | $\{110\}$ | $\{110\}$ | $\{111\}$ | $\{111\}$ |
|-------------|------------|------------|------------|------------|------------|------------|
| $t$ ($\mu$m) | 2.91       | 3.03       | 3.19       | 2.53       | 2.40       | 2.84       |
| $h$ ($\mu$m) | 4.76       | 5.21       | 5.76       | 3.94       | 5.13       | 4.86       |
| $w$ ($\mu$m) | 4.51       | 5.06       | 5.74       | 3.40       | 6.04       | 4.82       |
| $L$ ($\mu$m) | 14.43      | 13.41      | 10.77      | 12.29      | 14.21      | 15.22      |
| $s$ ($\mu$m) | 2.70       | 2.39       | 2.47       | 3.66       | 3.19       | 3.34       |
| $a$ ($\mu$m) | 1.32       | 1.28       | 1.45       | 1.25       | 1.32       | 1.12       |
| Failure force (mN)| | | | | | |
| Experiments | 0.83       | 1.04       | 1.52       | 0.49       | 0.93       | 0.59       |
| Predictions | 0.75       | 1.12       | 1.58       | 0.38       | 1.00       | 0.59       |
2.3. Testing procedure

Bending tests are performed using a nano-indenter with a cube corner tip inside the chamber of a Scanning Electron Microscope (SEM). A detailed description of the testing procedure is given in [9]. Specimens with or without initial notch exhibit a linear elastic behavior before brittle fracture. The measured forces at failure are given in Tabs. 3-4.

2.4. Fracture surfaces

SEM observations of the broken specimen fracture surfaces indicate three different possible fracture scenarii:

i) Fracture occurs from the initial notch for every notched samples (Fig. 3a).
Figure 3: Fracture surface SEM images of $^{238}$UO$_2$ broken micro-cantilevers (a) with and (b) without initial notch.

Figure 4: SEM images of (a) $^{238}$UO$_2$ and (b) $^{235}$UO$_2$ broken micro-cantilevers exhibiting (a) a single pore or (b) a network of porosities on the fracture surface.

ii) Fracture occurs from the specimen surface undergoing tension at its maximum location for samples without initial notch, i.e. near the cantilever basis (Fig. 3b). It can be noted that the fracture surface morphology depends on the tested crystal plane [9].

iii) Fracture occurs from a pore located near the surface undergoing tension in a sample without initial notch (Fig. 4a). The dimensions of the specimens for which a pore lies on the fracture surface are summarized in Tab. 5 for $^{238}$UO$_2$ specimens and in Tab. 6 for $^{235}$UO$_2$ specimens.
It can be observed that the fracture surfaces of $^{238}$UO$_2$ specimens are relatively smooth (Fig. 3 and 4a). On the contrary, irradiation induces flaws such as small porosities or fission product precipitates (Fig. 4b), which are mainly located near grain boundaries [10].
3. Fracture modeling and simulation

This section is dedicated to the numerical models used for fracture prediction and the FE simulations of micro-cantilever specimens.

3.1. The coupled criterion

The coupled criterion proposed by Leguillon \[16\] allows the prediction of the initiation loading level and crack surface. It states that a crack can nucleate only if two separate conditions are simultaneously met. The first one states that the opening stress $\sigma_{nn}$ must be higher than the strength $\sigma_c$ on the whole crack surface prior to crack initiation. The second condition compares the potential energy variation ($\Delta W$) to crack surface ($S$) ratio to the material fracture toughness $G_c$. Under the assumption of linear elasticity and small deformations, since the stress is proportional to the applied displacement (denoted $U_0$) and the energy is proportional to the square applied displacement, these conditions write:

\[
\sigma_{nn}(S) = \xi(S) U_0 \geq \sigma_c, \quad (1)
\]

and:

\[
G_{inc}(S) = -\frac{\Delta W}{S} = A(S) U_0^2 \geq G_c, \quad (2)
\]

where $G_{inc}$ is called the incremental energy release rate, $\xi$ and $A$ depend on the geometry and material behavior. The initiation loading is determined as the minimum loading for which both conditions are fulfilled. In case of monotonically decreasing stress and monotonically increasing incremental energy release rate, initiation crack surface $S_c$ is obtained by combining Eqn. (1) and Eqn. (2):

\[
\frac{A(S_c)}{\xi(S_c)^2} = \frac{G_c}{\sigma_c^2}. \quad (3)
\]

The initiation loading is then determined using either Eqn. (1) or (2):

\[
U_c = \frac{\sigma_c}{\xi(S_c)} = \sqrt{\frac{G_c}{A(S_c)}}. \quad (4)
\]

Crack initiation surface $S_c$ and loading level $U_c$ are determined using Eqn. (3) and (4), which involve the functions $A$ and $\xi$. The computation of $\xi$ requires only one calculation on
the structure without crack, whereas several calculations with increasing crack surfaces are necessary to determine $A$. This is done by successively releasing the nodes lying on the crack surface in order to compute the potential energy for different crack surfaces.

Solving Eqn. (3) requires the knowledge of the material strength and fracture toughness. A major advantage of the coupled criterion is the implementation of these parameters only during the post-processing of the FE calculations. Indeed, the function $\xi$ and $A$ can be obtained without any assumptions on $G_c$ and $\sigma_c$. Once these two functions are determined, the CC solution can be obtained for several parameter couples without any extra FE calculations. It only requires solving again Eq. (3). Therefore, this approach is particularly well suited to be used for the identification of the strength and fracture toughness (cf. Section 4) if the crack path is a priori known. Otherwise, the approach may become computationally more costly, especially if the crack is described by several parameters.

3.2. Cohesive zone modeling

Another approach for fracture prediction is cohesive zone modeling, first introduced in [18, 19]. This approach basically consists in defining a relation between the opening displacement $\delta$ and the cohesive traction $T$ acting between two surfaces. Debonding between the two surfaces occurs only if the traction reaches the strength $\sigma_c$. When the traction has reached this critical value, the opening displacement increases with a decrease in the cohesive traction until it attains a critical opening displacement $\delta_c$ for which the traction is zero, which corresponds to the local nucleation of a crack. The area under the traction-opening displacement profile corresponds to the material fracture toughness $G_c$. Therefore, similarly to the CC, fracture is also based on both stress and energy requirements since damage does not occur provided that the traction is smaller than the strength, and a sufficient amount of energy must be dissipated to trigger failure.

In addition to the strength and fracture toughness, required as inputs, a third parameter intervenes in CZM: The traction-opening displacement profile. This parameter mainly has an influence on dynamic phenomena such as crack initiation [28, 44, 45], crack branching or unstable propagation [28, 46], whereas similar results are obtained whatever the chosen profile in case of stable rectilinear crack propagation [45, 46] provided the characteristic length is small with respect to the specimen dimensions.
It was shown that the profile can be identified by confrontation to experimental data or numerical results obtained with the CC. In the following, we consider a bilinear traction-opening displacement profile, which reads

\[
T = \begin{cases} 
K \delta & \text{if } \delta \leq \frac{\sigma_c}{K}, \\
(\frac{\delta - \delta_c}{\delta_c - \delta_c})\sigma_c & \text{if } \frac{\sigma_c}{K} \leq \delta \leq \delta_c, \\
0 & \text{if } \delta \geq \delta_c.
\end{cases}
\]

The parameter \(K\) is an artificial stiffness that must be high enough so that it ensures the continuity of the displacement field if the traction is smaller than \(\sigma_c\), i.e. it must not affect the overall rigidity of the model. However, the larger \(K\) the smaller the time increments required to solve the problem due to a poorer convergence. Therefore, \(K\) has to be carefully chosen so that (i) results are not artificially spoilt and (ii) calculation time is not redhibitory because of too small time increments. In practice, several values are tested and we choose the smallest value for which the results (for instance the failure force) are not influenced.

A major advantage of CZM compared to the CC is that there is no need to assume a crack front profile provided the knowledge of the crack path. Possible crack fronts can be determined based on the stress isocontours when employing the CC, but this approach may not be straightforward to implement in presence of a large amount of porosities. CZM are more suitable in this case since the crack plane is a priori known. This approach is used in Section 5 to assess the influence of either a big pore or a network of small porosities on the specimen fracture.

3.3. Finite element model of micro-cantilever specimens

3.3.1. Micro-cantilever specimens

A FE model of micro-cantilever is set up using Abaqus/Standard. The dimensions of the specimen containing an initial notch are depicted in Fig. 2. The same geometry is used for specimens without notch (\(a=0\)). Dirichlet boundary conditions are imposed in order to simulate the indenter induced beam bending. A local displacement in (Oy) direction is imposed at the location of the contact between the indenter and the specimen. An area where the beam is clamped is also modeled, with a null imposed normal displacement on its
external faces.

UO$_2$ single crystal exhibits a cubic symmetry in the main crystal directions with the following elastic constants: $C_{11}=396$ GPa, $C_{12}=121$ GPa and $C_{44}=64.1$ GPa. The local orientation of the crystal is defined so that the normal to the tested fracture plane ($\{100\}$, $\{110\}$ or $\{111\}$ crystal orientation) corresponds to the beam neutral axis direction (Oz).

The mesh consisting of 10-nodes tetrahedrons is refined near the fracture plane. Whether using CZM or CC, a sufficiently fine mesh must be adopted in order to correctly describe fracture, *i.e.*, to account for a fine description of the process zone when using CZM and to capture the initiation surface when employing the CC. Both quantities depend on the material properties and the specimen geometry, and it can be shown that they are related to the material characteristic length $L_{mat} = \frac{E\sigma_c}{\sigma_c^2}$ [34, 50], where $E$ is the Young’s modulus in the beam neutral axis direction. In practice, the mesh size must be a fraction of this characteristic length and we choose a mesh size to characteristic length ratio at most 1/50. In the present case of inverse identification approach, for which the parameters are not known *a priori*, the minimum mesh size is chosen as 1/50 of the minimum characteristic length obtained among all the tested ($G_c, \sigma_c$) couples.

### 3.3.2. Porosity modeling

The FE model presented in the previous section offers a good representation of the smooth fracture surfaces observed for specimens without flaws (*cf.* Fig. 3). Experimental observations highlight the possible presence of either a single pore (*cf.* Fig. 4a) or a network of small porosities (*cf.* Fig. 4b), which may influence the specimen fracture.

We account for these porosities in the FE model by explicitly integrating them in the specimen geometry. We distinguish two possible cases observed experimentally, namely a pore (Fig. 5a) or a diffuse network of porosities lying on the crack plane (Fig. 5b). In both cases we assume that the porosities exhibit an idealized spherical shape. Boolean operations between the initial geometry and the spheres are performed in order to obtain the geometry including the porosities. Moreover, the same sphere radius is assumed for all the network porosities.

The porosity network is obtained by a random sampling of the porosity centers on the crack plane so that the porosity surface fraction satisfies a prescribed value. The minimum mesh
size around the porosities is at most one tenth of the porosity diameter. Zero thickness 6-nodes cohesive zone elements are inserted on the crack surface including either the pore or the porosity network, which is achieved by doubling the nodes lying on the crack surface.

4. Parameter identification

4.1. Identification approach

The CC allows the prediction of the failure force providing the knowledge of the material strength and fracture toughness. In the present case, these parameters are not known therefore the aim is to determine them by indirect confrontation of the predicted failure forces to experimental measured one. The identification approach consists in determining the parameter couple \((G_c, \sigma_c)\) that minimizes a residuals \(R\) quantifying the difference between \(N\) predicted and measured failure forces:

\[
R^2(G_c, \sigma_c) = \sum_{i=1}^{N} (F^n_i(G_c, \sigma_c) - F^e_i)^2,
\]

where \(F^n_i(G_c, \sigma_c)\) is the failure force predicted numerically with the coupled criterion using the strength \(\sigma_c\) and fracture toughness \(G_c\) for the specimen \#i, and \(F^e_i\) is the experimentally measured failure for the same specimen. We remind that some of the tested specimens contain an initial notch, therefore their contribution to the residuals is likely to be more influenced by fracture toughness than strength variation, whereas a strength variation is more likely to influence the failure force corresponding to specimens without notch. The minimization problem is solved by determining the couple \((G^*_c, \sigma^*_c)\) minimizing the residuals \(R\). A gradient descend approach is employed in order to determine the residuals minimum. It requires

![Figure 5: Geometry of a specimen containing (a) a pore or (b) a network of small porosities.](image)
the failure force calculation corresponding to several couples \((G_c, \sigma_c)\). This calculation only requires solving Eqn. (3) for these parameters, which makes the minimization procedure computationally very efficient. The possibility to vary \((G_c, \sigma_c)\) only in the FE calculation post-processing step is a major advantage of the CC compared to CZM. Indeed, the latter would require as many FE calculations as tested \((G_c, \sigma_c)\) couples in the minimization procedure. An example of residuals variation as a function of strength and fracture toughness is depicted in Fig. 6. It can be seen that the residuals exhibit a well-established minimum so that the gradient descend approach is not likely to not fall into another possible local minimum.

4.2. Results

The results of the identification approach are gathered in Tab. 7. The identification is established based on failure forces corresponding to specimens without porosities. The failure forces obtained numerically with the identified parameters for these specimens are summarized in Tabs. 1-4. The uncertainty intervals given in Tab. 7 are estimated by applying the identification procedure while successively removing one of the tests in the residuals calculation. It allows determining other couples of parameters among which the minimum/maximum values of \(G_c\) and \(\sigma_c\) define the uncertainty interval. It can be noted that the identified strength is much larger than the strength measured on UO\(_2\) macroscopic specimens, \textit{i.e.} around 100-200 MPa \[5\] [11] [51] [52]. The fracture toughness is in the same order of magnitude as the
one measured on macroscopic specimens [6]. It leads to characteristic lengths around 100 µm for macroscopic specimens and around 1 µm for micron-scale specimens. This size effect can be explained by the fact that the properties determined using the micron scale specimens are representative of the grain properties, whereas a macroscopic specimen contain grains, grain boundaries and possible intrinsic flaws that define its microstructure. The strength of macroscopic specimens thus depends on microstructure features such as the grain size or the presence of intrinsic flaws [34, 53] and therefore appears to be smaller than that of a single grain specimen.

The identified parameters allows discussing about the influence of irradiation on UO$_2$ failure. First, it can be observed that the strength does not seem to be influenced by irradiation. Indeed, the variation between the identified strength for $^\text{F}$_{UO$_2$} and $^\text{I}$_{UO$_2$} lies within the measurement uncertainty interval whatever the crystal orientation. On the contrary, it seems that irradiation induces a decrease in fracture toughness. This is clearly observed for \{100\} and \{111\} orientation, for which the fracture toughness respectively decreases from around 10 J/m$^2$ and around 8 J/m$^2$ to around 5 J/m$^2$. It can be noted that this trend is not observed for \{110\} specimens, for which no significant influence of the irradiation is highlighted either on fracture toughness or on strength. It may be due to the fact that for some of \{110\} specimens without initial notch, fracture did not occur on the selected crystal plane, as shown in [10].

| Sample - fracture plane | $G_c$ (J/m$^2$) | $\sigma_c$ (GPa) | Uncertainty |
|-------------------------|----------------|----------------|-------------|
| $^\text{F}$_{UO$_2$} - \{100\} | 10.4 | [8.6 11.7] | 2.49 | [2.21 3.15] |
| $^\text{I}$_{UO$_2$} - \{100\} | 4.98 | [4.35 5.26] | 3.24 | [2.70 3.34] |
| $^\text{F}$_{UO$_2$} - \{110\} | 9.86 | [9.11 12.6] | 1.77 | [1.41 2.77] |
| $^\text{I}$_{UO$_2$} - \{110\} | 11.4 | [11.27 12.79] | 1.80 | [1.75 1.85] |
| $^\text{F}$_{UO$_2$} - \{111\} | 7.80 | [7.74 7.91] | 1.87 | [1.83 1.92] |
| $^\text{I}$_{UO$_2$} - \{111\} | 4.79 | [4.61 5.65] | 1.57 | [1.36 1.90] |

Table 7: Fresh and irradiated UO$_2$ fracture toughness and strength optima and uncertainty intervals identified by minimization of the residuals for the different crystal orientations.
5. Influence of porosities on specimen fracture

This section is dedicated to porosities and their influence on UO$_2$ specimen failure.

5.1. Single pore

We first study the influence of a pore that is likely to initiate the specimen fracture as observed experimentally on some specimens (cf., for instance, Fig. 4a). Fig. 7 shows the stress distribution along the crack surface prior to fracture in presence of a pore located either near the specimen surface undergoing tension (Fig. 7a-c) or at around half the specimen thickness from this surface (7d-f). It can be observed that far from the pore, the stress distribution

Figure 7: (a,d) Opening stress field and (b,e) stress variation (normalized by the maximum stress reached without pore $\sigma_{max}$) along lines depicted in (c,f) on the crack surface containing a pore located either (d-f) in the specimen center or (a-c) near the surface undergoing tension prior to fracture.
is similar to that without pore. However, not surprisingly, there is stress concentration near
the pore which leads to two different configurations depending on the pore position in the
specimen thickness.

- If the pore is located far enough from the specimen surface undergoing tension, the local
  stress increase remains smaller than the stress maximum that is reached at the specimen
  surface. In this case, one may expect that the crack initiates from the specimen surface
  rather than from the pore, which may not influence the specimen fracture.

- If the pore is located close enough from the specimen surface undergoing tension, the
  local stress increase due to the pore overcomes the maximum stress reached at the
  specimen surface. In this case, the pore may be a privileged location for crack initiation
  and it is more likely to trigger premature fracture of the specimen.

Fig. 8 displays the failure force as a function of the pore location in the specimen thickness
for a fixed pore size. It can be observed that the failure force increases when the pore center
location passes from 0.8 (near the top surface) to 0.4 (near the center) specimen thickness and
tends towards the failure force obtained for a specimen without pore, which is consistent with
the conclusion drawn based on the stress distribution analysis. It can also be observed that
if the failure force increase when the porosity center location passes from 0.8 to 1 specimen
thickness. However, not only the position of the pore but also the size changes since for pore
center located at more than 0.8 thickness, the pore size also changes, the pore diameter being approximately equal to 0.3 thickness.

Fig. 9 displays the failure force as a function of the pore diameter for a fixed pore center location. Not surprisingly, the failure force decreases for decreasing pore size and tends towards the failure force obtained for a specimen without pore.

The failure of specimens containing a pore on the fracture surface (cf. Tabs 5 and 6) is assessed using the strength and fracture toughness optima (cf. Tab 7) determined in Section 4. A blind prediction of the failure force is established accounting for the force decrease due to the pore. The predicted failure forces accounting for these porosities, summarized in Tab. 5, are in satisfying agreement with the ones measured experimentally.
5.2. Network of small porosities

A network of small porosities may be observed on the fracture surface, cf. for instance Fig. 4b. The parameter identification proposed in Section 4 allows determining the influence of irradiation on UO$_2$ strength and fracture toughness, but the possible presence of porosities on the crack surface was not taken into account in the identification.

Fig. 10 shows the stress distribution on the crack plane prior to fracture in presence of a porosity network. It can be seen that the overall stress variation is locally affected by porosities that act as stress concentrators. The porosities are likely to trigger local stress increase so that it overcomes the stress maximum attained at the specimen surface undergoing tension. Therefore, it is expected that the porosity network may induce a decrease in the failure force. Figs. 11 and 12 depict the failure force variation as a function of either the porosity diameter (Fig. 11) or the porosity surface fraction (Fig. 12). It can be noted that all the porosities in the network have the same radius.

Since the porosity network is obtained using a random sampling of the porosity center location, the failure force has been computed for three porosity networks for each configuration. Thus, the failure force variation as a function of either the porosity diameter or the surface fraction is displayed as error bars corresponding to the three failure forces obtained. A clear influence of the porosity surface fraction for fixed porosity diameter is highlighted since the failure force increases with decreasing porosity surface fraction and tends towards

![Figure 10: (a) Opening stress field and (c) stress variation along lines depicted in (b) on the crack surface containing a network of small porosities.](image-url)
the failure force of a specimen without porosity. On the contrary, the porosity diameter for a fixed surface fraction barely influences the failure force.

The porosity surface fraction quantified experimentally on irradiated specimens is around 7%, which may lead to force decrease up to around 8% compared to the case without porosity. The same order of magnitude variation may thus be expected in the strength and toughness if the porosity network was taken into account for the parameter identification.

6. Conclusion

We determined the strength and toughness of either fresh or irradiated UO$_2$ along three crystal orientations by means of inverse identification on micro-cantilever tests. The identification resulted from failure force prediction of micron scale specimens with or without initial notch obtained numerically using the coupled criterion.

Figure 11: Porosity network distribution on the crack surface for (a) 80, (b) 90 and (c) 150nm porosity diameter with 5% surface fraction. Failure force variation as a function of the porosity diameter obtained for three different porosity network distributions with the same characteristics.

Figure 12: Porosity network distribution on the crack surface for (a) 1%, (b) 5% and (c) 10% porosity surface fraction with 90nm porosity diameter. Failure force variation as a function of the porosity surface fraction obtained for three different porosity network distributions with the same characteristics.
The influence of irradiation is notable since the fracture toughness decreases respectively from around 10 J/m$^2$ or 8 J/m$^2$ to around 5 J/m$^2$ for \{100\} and \{111\} orientations. On the contrary, the strength does not seem to be affected by irradiation since the identified values remains in the same order of magnitude as the measurement uncertainty.

The presence of a pore leads to a decrease in the failure force only if the pore is close enough to the specimen surface solicitated under tension. The closer to the specimen surface or the larger the pore, the larger the force decrease.

Premature fracture may also occur due to a network of small porosities, which are observed experimentally on fracture surfaces of irradiated specimens. The porosity network induces a force decrease compared to the case without porosities. Moreover, this force decrease mainly depends on the porosity surface fraction but barely depends on their size for a fixed surface fraction.
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