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An algorithm has been developed for finding the global minimum of a multidimensional error function by fitting model spectral maps into observed ones. Principal component analysis is applied to reduce the dimensionality of the model and the coupling degree between the parameters, and to determine the region of the minimum. The \( k \)–nearest neighbors method is used to calculate the optimal parameter values. The algorithm is used to estimate the physical parameters of the contracting dense star-forming core of L1287. Maps in the HCO\textsuperscript{+}(1–0), H\textsuperscript{13}CO\textsuperscript{+}(1–0), HCN(1–0), and H\textsuperscript{13}CN(1–0) lines, calculated within a 1D microturbulent model, are fitted into the observed ones. Estimates are obtained for the physical parameters of the core, including the radial profiles of density (\( \propto r^{-1.7} \)), turbulent velocity (\( \propto r^{-0.4} \)), and contraction velocity (\( \propto r^{-0.1} \)). Confidence intervals are calculated for the parameter values. The power-law index of the contraction-velocity radial profile, considering the determination error, is lower in absolute terms than the expected one in the case of gas collapse onto the protostar in free fall. This result can serve as an argument in favor of a global contraction model for the L1287 core.
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1. INTRODUCTION

Studies on the structure and kinematics of the dense cores of molecular clouds provide information on the initial conditions and early stages of the star-formation process to be utilized in theoretical models. This is especially important when studying the regions of massive star and star cluster formation, which evolutionary scenarios are now only beginning to develop (see, e.g., [1, 2]).

According to observational data, massive stars ($\gtrsim 8 \, M_\odot$) and star clusters are formed in near-virial equilibrium dense cores that are located in filament-shaped massive gas-dust complexes and clumps (see, e.g., [3–7]). The existing theoretical models of star formation employ different assumptions about the initial core state. Thus, the isothermal sphere model, which is applied for describing the formation of isolated low-mass stars [8, 9], assumes that the quasi-equilibrium spherical core with a Bonnor-Ebert-type density profile (a flat segment near the center and a near-$\propto r^{-2}$ dependence in the envelope) evolves towards a singularity at the center (protostar), after which a collapse begins, which propagates “inside-out”. The turbulent-core model [10], proposed for describing the formation of massive stars and star clusters, also considers, as the initial state, a hydrostatic-equilibrium sphere characterized by supersonic turbulence and a $\propto r^{-3/2}$ density profile [10, 11]. Both the isothermal sphere model and the turbulent core model use density and velocity profiles in the region where gas collapses onto the star of the form $\propto r^{-3/2}$ and $\propto r^{-1/2}$, respectively. As shown in [12], these profiles do not depend on the state of gas in the core.

An alternative model of global hierarchical collapse [13] proceeds from the fact that the cores, like the parent clouds, are nonequilibrium objects that are in an ongoing process of global collapse even before the protostar formation, and their observed closeness to virial equilibrium is due, specifically, to the closeness of the free fall velocity to the virial one. In this model, which is based on the classical works of Larson and Penston [14, 15], after the formation of the protostar, the density profile in the envelope becomes $\propto r^{-2}$ and the contraction velocity is independent of the radial distance (see, e.g., [16, 13]). Near the protostar, where the collapse occurs, the radial profiles of density and contraction velocity are the same as in the isothermal-sphere and turbulent-core models. Thus, the information about the density profile is insufficient for us to make a choice between the above models; firstly, we need to know the velocity profile in the outer regions of the cores.
The kinematics of the cores is estimated mainly from observations in molecular lines. The presence of systematic velocities along the line of sight leads to a shift in the centers of optically thick and thin lines (see, e.g., [17]) and to the appearance of asymmetry in the spectra of optically thick lines due to the absorption of the emission from the inner layers by outer ones and due to the Doppler effect (see, e.g., [18, 19]). The average contraction velocity of the core can be estimated within more or less simple models from asymmetric line observations at one point (see, e.g., [20–23]). To estimate the radial profile of systematic velocity, it is necessary to fit the model spectral maps into the observed ones, while simultaneously calculating or setting the profiles of the other physical parameters.

Automatic fitting methods of model spectral maps into observed ones in the case of several free parameters are rarely used today. Researchers usually compare the spectra observed at individual points with simulated ones; less often, they use spectral maps, varying one or two parameters and considering the remaining ones to be specified from independent observations, theoretical model predictions, or preliminary calculation results (see, e.g., [24–29]). In this case, researchers either consider the systematic contraction velocity to be constant or use a radial profile $\propto r^{-1/2}$. Finding the optimal values while varying several parameters simultaneously may be difficult because the error function may have more than one local minimum and the parameters themselves may correlate with one another, leading to dependence on the initial conditions and to poor convergence. The use of special methods to search for the global minimum of the error function (e.g., the method of differential evolution [30]) in the case of a model with several free parameters may lead to considerable computational costs.

In recent years, Principal Component Analysis (PCA) has been successfully applied to studying experimental data [31]. Within this method, data are transformed to such an optimal basis in which linear relations between the basic vectors are excluded. This approach allows one to reduce the dimensionality of the data. This method is quite often used to reduce the dimensionality of astronomical data (see, e.g., [32] and references therein), but it can also be applied to the results of model calculations by reducing the dimensionality of the model and determining the range of parameter values near the minimum of the error function. The exact values of the model parameters, which correspond to the minimum of the error function, can be calculated by the regression method. For instance, the $k$–nearest neighbors ($k$NN) method [33] appears to fit this purpose. It is an analogue of the least-squares method,
but unlike the latter, it allows one to choose, from a set of models, only ones that correspond to observational data by the least-squared error criterion.

This work aims to develop an algorithm that uses PCA and $k$NN to fit model spectral maps into observed ones and to apply this algorithm for estimating the radial profile of systematic velocity and other physical parameters of the L1287 dense core. In this object, a cluster of low- and intermediate-mass stars is being formed, and the observed profiles of optically thick lines show an asymmetry pattern which indicates contraction (see, e.g., [34]). The analysis used observational data in the lines of HCO$^+$ (1–0) and HCN (1–0), which are indicators of high-density gas ($\gtrsim 10^5$ cm$^{-3}$ [18]) and the isotope lines of these molecules. Observations in different lines of the HCO$^+$ and HCN molecules are often used to search for massive cores with systematic motions in the line of sight (see, e.g., [35–39]). The HCN (1–0) line is, however, less often used for these purposes. It has three hyperfine components with different optical depths and intensity ratios that differ from the case of local thermodynamic equilibrium (LTE). The observed profiles of these components may overlap. To determine parameters of the physical and kinematic structure of the cores from the HCN (1–0) data it is necessarily to use non-LTE models (see, e.g., [40, 41]). In this work, we calculated the excitation of HCO$^+$, HCN, and their isotopes using a 1D microturbulent spherically symmetric non-LTE model, the physical parameters of which, including the systematic velocity, were functions of the distance from the center.

This paper consists of five sections and Appendix. Section 2 presents the algorithm for fitting model spectral maps into observed ones using PCA and $k$NN. Section 3.1 summarizes the observational data and physical properties of the L1287 core. Section 3.2 describes the application of the algorithm to the observational data on L1287 and the results of estimating the physical parameters. Sections 4 and 5 present the results and discussion and the conclusions, respectively. A description of the model is given in Appendix.

2. PCA-BASED ALGORITHM FOR FITTING MODEL SPECTRAL MAPS INTO OBSERVED ONES

The process of fitting model spectral maps into observed ones by means of conventional iterative methods for estimating physical parameters is complicated by the fact that the multidimensional error function (the total discrepancy between the observed and model spectra)
may have several local minima, which creates a dependence on the initial values. In this case, a correlation between the parameters may seriously worsen the convergence. Another approach is to calculate a set of model maps in advance for a grid of model parameters and select those that are close to the observed parameters. This is also a complicated approach because calculations for a discrete $n$-dimensional grid (where $n$ is the number of parameters) that is densely enough to cover the space of probable values may be beyond the computational capabilities. However, such a grid would obviously be redundant. If we specify the parameter values randomly, then, with calculated model maps for them, we can roughly determine a region within which lies the minimum of the error function. If we apply a certain transformation to the resulting region that minimizes the relations between the parameters and transform it to a new space of orthogonal vectors, we can reduce the dimensionality by discarding the vectors carrying minimum information about the model parameters. If we then fill the remaining vector space with a sufficiently dense grid and make the inverse transformation, we obtain a filled-in space of model parameters near the minimum, the exact value of which can be found by the regression method. One such transformation can be PCA, a classical method of dimensionality reduction \[31\]. It involves finding such a linear transformation where the initial set of parameters is represented by a vector basis (with principal components as the vectors), the correlations between the vectors being minimized.

The described general principles enabled the development of an algorithm for finding the physical parameters of dense cores of molecular clouds by fitting model maps of the molecular lines into the observed ones. The algorithm involved a preliminary analysis of observational data and determination of the to-be-free parameters, PCA-based dimensionality reduction and determination of the region of model parameters near the minimum, and finding the optimal values of free parameters by the $k$NN method \([33]\) and determination of the confidence region boundaries for each of them. The diagram of the algorithm is shown in Fig. 1. The optimal parameters were determined minimizing the error function:

$$
\chi^2 = \frac{1}{N_p - n} \sum_{j=1}^{N} \sum_{i=1}^{m} \frac{(I_{ij}^{obs} - I_{ij}^{mod})^2}{\sigma_j^2},
$$

where $N$ is the number of spatial points in the map; $m$ is the number of channels in the spectrum; $I_{ij}^{obs}$ and $I_{ij}^{mod}$ are the observed and model intensities in the $i$th spectral channel for the $j$th point in the map, respectively; $\sigma_j$ is the standard deviation of the observed spectrum.
at point $j$, calculated from intensity fluctuations outside the line range; $N_p = m \times N$; and $n$ is the number of parameters in the model.

In the course of preliminary analysis, we determined the coordinates of the map’s central point (the center of the core) and the source velocity from the observational data in the optically thin line. Using a random number generator, we then created a set of model parameters with sufficiently wide ranges and calculated the model spectral maps and values of the error function. Within this set, we selected those parameters that satisfy the inequality $\chi^2 \leq \chi^2_{\text{min}}(3\sigma_{\text{obs}})$, where $\chi^2_{\text{min}}(3\sigma_{\text{obs}})$ is the value of the error function at those model parameters that yield the minimum value $\chi^2$ for a given set when noise with a standard deviation of $3\sigma_{\text{obs}}$ is added to the observed intensities. For the resulting parameter sample, we calculated matrices of the direct and inverse transformation into the PC-space, reduced the number of components, and filled the remaining space with a regular grid. The grid nodes were transformed using the inverse transformation into the values of the physical parameters.

Choosing a sufficient number of PCs is not a simple problem since any dimensionality reduction method causes information loss. An overview of possible options for solving this problem is given in Appendix to [42] and in the references to that paper. In linear PCA,
which we applied, the loss of information can manifest itself in biased values of the physical parameters after the direct and inverse transformations. The number of remaining PCs, which determines the extent of the loss, was chosen in such a way that the ratio of the eigenvector sum for the PC covariance matrix to the eigenvector sum for the covariance matrix of the physical parameters differed from unity (the value in the case of the identity transformation) by no more than 10% and the bias in the parameter estimates did not create systematic errors [42, 43].

The final step was to calculate the physical parameter values corresponding to the exact minimum of the error function and estimate the errors. To this end, we used the $k$NN method [33], which we previously applied to estimate the physical parameters of the dense core of S255N [44]. The $k$NN method is similar to the least-squares method, but unlike the latter, it does not adjust the model parameters to the observed spectra but calculates the optimal parameter values from the previously obtained spectra by the same criterion. This method enables regression analysis between a set of model maps with different parameters and the observed map. Thus, among all the model maps, we found $k$ nearest ones to the observed map by the criterion of the minimum of the mean $\chi^2$ value. When there was no such minimum ($\chi^2$ increases with increasing $k$, and averaging across the models increases the error function), a denser grid was needed for PCs in the region near the supposed minimum. The optimal value of the $p$ parameter was the $\chi^2$-weighed mean over $k$ selected instances:

$$p = \frac{\sum_{i=1}^{k} p_i / \chi_i^2}{\sum_{i=1}^{k} 1 / \chi_i^2} ,$$  

(2)

where $p_i$ and $\chi_i^2$ are the values of the parameter and error function for the $i$th point in the parameter space, respectively.

Using maps of the object in several spectral lines of different optical depths, we can narrow down the range of confidence values by fitting the model spectra into these maps simultaneously. In this case, additional model parameters are the relative abundances of the molecules. The total error for the maps in several lines ($n_{\text{lines}}$) is written as

$$\chi^2 = \frac{1}{N_p - n} \sum_{k=1}^{n_{\text{lines}}} \sum_{j=1}^{N_k} \sum_{i=1}^{m_k} \frac{(I_{\text{obs}}^{ijk} - I_{\text{mod}}^{ijk})^2}{\sigma_{jk}^2} ,$$  

(3)

where $N_p = \sum_{k=1}^{n_{\text{lines}}} N_k \times m_k$; $N_k$ is the number of spatial points in the map in the $k$th line; $m_k$ is the number of channels in the spectrum of the $k$th line; and $\sigma_{jk}$ is the standard
deviation of the observed spectrum in the \( k \)th line at point \( j \).

Since the parameter space is curvilinear, the confidence regions for the probable parameter values were determined by applying a cross-section of the multidimensional error function by the hyperplane \( \chi^2 = \chi_0^2 \). The calculation of \( \chi_0^2 \) does not depend on the choice of the basis; it is convenient to perform it in the PC space. The threshold value was \( \chi_0^2 = \chi_{\text{min}}^{(pc_{\text{opt}} \pm \sigma_{pc_l})} \), i.e., the value of the error function in the case where one of the PCs \( (pc_l) \) takes a value displaced from the optimal one by \( \sigma_{pc_l} \) and the other components vary in such a way that the error function takes the minimum value. As \( \sigma_{pc_l} \), we took a symmetric estimate for the error of \( pc_l \), which is a diagonal element of the matrix inverse to the Hesse matrix, (see, e.g., [45–47]), which element was calculated as

\[
\beta_{lm} = \sum_{k=1}^{n_{\text{lines}}} \sum_{j=1}^{N_k} \sum_{i=1}^{m_k} \frac{1}{\sigma_{jk}^2} \frac{\partial I_{\text{mod}}^{ijk}}{\partial pc_l} \frac{\partial I_{\text{mod}}^{ijk}}{\partial pc_m},
\]

where \( pc_l, pc_m \) are different PCs. The derivatives were calculated numerically over the entire set of model maps. After estimating the threshold value of \( \chi_0^2 \), we constructed two-dimensional projections of the error function and its hyperplane cross-section in the plane of different pairs of model parameters and determined the confidence regions. In the general case, these regions are not symmetrical relative to the optimal parameter values. An example of using two-dimensional projections of the error function for estimating the confidence ranges of model parameters in the analysis of the L1287 molecular line maps is presented in Section 3.2.

3. ESTIMATING THE PHYSICAL PARAMETERS OF THE L1287 CORE

3.1. Observational Manifestations of L1287

The dark cloud L1287 is located at a distance of \( 0.93 \pm 0.03 \) kpc [48] and is shaped as a filament of \( \sim 10 \) pc in length. A dust emission map in continuum at a wavelength of \( 500 \) \( \mu \)m, which was acquired using the Herschel telescope towards L1287 (observation ID: 1342249229 [49]), is shown in Fig. 2 (different shades). In the central part of the cloud, there is a high-density core, which contains the source IRAS 00338+6312 [34]. In the core, two objects of type FU Ori (RNO 1B/1C) were also detected [51–53], as well as a cluster of IR and radio sources, likely associated with young stellar objects of low and intermediate mass.
Figure 2. Map of the L1287 dark cloud at wavelength 500 \( \mu \text{m} \) from the Herschel telescope observational data. The integrated intensity isolines in the HCO\(^+\) (1–0) line correspond to 20\% and 50\% of the maximum (38.6 K km/s) [50]. The star symbol indicates the source IRAS 00338+6312.

Maser lines of water [55] and methanol molecules [56] were also detected there. Molecular line observations [34, 57, 58] revealed a bipolar outflow in the northeastern and southwestern directions. Based on observations in the \(^{13}\text{CO}^+\) (1–0) line, it was concluded [59] that the central part of the core contains a rotating disk of radius \( \sim 7800 \) AU, with the bipolar outflow oriented along the disk axis. Based on interferometry observations, the inner part of the core (\( \lesssim 0.1 \) pc) is highly fragmented [60, 61]. In [61], a kinematic model was proposed for the central part of the L1287 core. In this model, gas motions towards the center from the core’s outer regions become nonisotropic near the center and transform into the disk rotation.

The emission region sizes of the L1287 core in the different molecular lines and in continuum vary from a few tenths to one parsec [34, 62–65]; the shape of the emission regions is roughly close to a spherically symmetric one. The profiles of optically thick lines in the L1287 core are asymmetric and have two peaks separated by a dip, with the amplitude of the blue peak in most of the maps being higher than that of the red one [25, 34, 62].

We observed the L1287 core in 2015 with the OSO-20m telescope in different lines in the frequency range of \( \sim 85–89 \) GHz [50]. The angular resolution of the observations was \( \sim 42'' \), which corresponds to a linear resolution of \( \sim 0.19 \) pc. The integrated intensity isolines of the HCO\(^+\) (1–0) line, which were superimposed onto the Herschel map, are shown in Fig. 2.
The asymmetric profiles of HCO\(^+\)(1–0) and HCN(1–0), observed virtually throughout the entire region (\(\sim 0.9\) pc), and the symmetric profiles of optically thin lines, which intensity peaks are close to the dips in the profiles of optically thick lines, are likely to be indicative of gas contraction.

### 3.2. Map Analysis of the L1287 Core in Different Molecular Lines

The algorithm presented in Section 2 was applied for estimating the physical parameters of the L1287 core. To this end, we performed the fitting of the maps in the lines of HCO\(^+\)(1–0), H\(^{13}\)CO\(^+\)(1–0), HCN(1–0), and H\(^{13}\)CN(1–0), calculated within the 1D microturbulent model (see Appendix), into the central part of the observed region with an angular size of 80\(''\) (\(\sim 0.4\) pc). The physical parameters (density, turbulent and systematic velocities, and kinetic temperature) were dependent on the distance to the center, \(r\), by the law \(P = P_0/(1+(r/R_0)^{\alpha_p})\), where \(R_0\) is the radius of the central layer. The free model parameters were the values \(P_0\) for the radial profiles of density and turbulent and systematic velocities (\(n_0\), \(V_{\text{turb}}\), \(V_{\text{sys}}\), respectively); the power-law indices \(\alpha_p\) (\(\alpha_n\), \(\alpha_{\text{turb}}\), \(\alpha_{\text{sys}}\)), the relative abundances of the molecules (\(X\)), independent of the radial distance; and the outer radius (\(R_{\text{max}}\)) of the core.

The kinetic temperature profile was set at \(T = 80\) K/(1 + (\(r/R_0\))\(^{0.3}\)) and kept unchanged during the calculations. Meanwhile, the kinetic temperature varied from 40 K in the central layer to \(\lesssim 20\) K on the periphery, which is generally consistent with estimates based on observational data (see, e.g., [62, 63, 65, 50]). Although the dust temperatures for L1287 from the Herschel data are \(\sim 15 – 24\) K ([http://www.astro.cardiff.ac.uk/research/ViaLactea/](http://www.astro.cardiff.ac.uk/research/ViaLactea/)) [66], the data of interferometric observations suggest that in the inner regions of the L1287 core (\(\lesssim 0.1\) pc), where the fragmentation effects are strong, the kinetic temperature of fragments may be as high as \(\sim 80 – 100\) K (see [60]). Thus, in the calculations, 40 K was taken as an average value of kinetic temperature in the central layer, the radius of which (\(R_0\)) was set at 2 \(\times\) 10\(^{16}\) cm (\(\sim 1300\) AU).

The radial velocity and the core center coordinates were estimated from the H\(^{13}\)CO\(^+\)(1–0) line. Then, we used a map in the HCO\(^+\)(1–0) line to search for the minimum of the error function. Using a random number generator, we formed an array of 6000 parameter values, which were randomly and equiprobably distributed in the following ranges of eight parameters:
\[ n_0 = [10^{6.5}...10^9] \text{ cm}^{-3}, \quad \alpha_n = [1.3...2.5], \quad V_{\text{turb}} = [1.4...7.5] \text{ km/s}, \quad \alpha_{\text{turb}} = [0.1...0.7], \quad V_{\text{sys}} = [-1.3...-0.2] \text{ km/s}, \quad \alpha_{\text{sys}} = [-0.2...0.4], \quad X(\text{HCO}^+) = [10^{-10.5}...10^{-8}], \quad R_{\text{max}} = [10^{17.7}...10^{19.2}] \text{ cm}. \]

Although we assumed that these ranges were certain to include the optimal parameter values for the L1287 core, their boundaries were not rigid and could be expanded by means of the inverse transformation from the PC space.

For each value in the parameter array, we calculated a map in the HCO\(^+\)(1–0) line and the error function. Based on the accepted criterion, \( \chi^2 \leq \chi^2_{\text{min}}(3\sigma_{\text{obs}}) \), we selected 246 values from the initial set. This number was enough to construct the statistics in the PC space. For these values, we calculated a set of PCs using a procedure from the scikit-learn library [67]. Using the dependence of \( R \), the ratio of the sum of the diagonal components in the PC covariance matrix to the sum of the diagonal components in the covariance matrix of the physical parameters, on the number of components, we estimated the minimum number of PCs required to represent the physical parameters (Fig. 3). Figure 3 shows that the five PCs represent to a sufficient extent the eight physical parameters at a level of \( R = 0.9 \). For the five PCs, the difference after the inverse transformation did not exceed 5% of the grid step for all the parameters, suggesting no distortions in subsequent calculations and no error accumulation. Figure 3 also shows the contribution of each component to the relative covariance matrix of the PCs.

In the space of the five remaining PCs, we constructed a uniform five-dimensional grid with a center at the point of minimum of the error function; the grid size was consistent with \( 6\Delta(p_{ci}) \), where \( \Delta(p_{ci}) \) is a standard deviation of the \( i \)th PC values, which was calculated from the selected set of points. The PC array was recalculated to the array of the physical parameter values, for which we calculated the spectral maps and estimated the error functions. From the calculated model maps, we estimated the optimal physical parameters from the HCO\(^+\)(1–0) data by the \( k\)NN method. Varying by the least squares method, the relative abundances of \( \text{H}^{13}\text{CO}^+ \), HCN, and \( \text{H}^{13}\text{CN} \), we fitted the corresponding model spectral maps into the observed ones. In so doing, we also slightly adjusted the parameters within the error ranges calculated from the HCO\(^+\)(1–0) data. By comparing the set of model spectral maps with the observed ones, we estimated the global error function in the four lines by equation (3). The resulting model spectra proved to be close to the observed ones up to a scale of \(~ 0.8 \text{ pc} \), which confirmed the relevance of the applied model.

Figure 4 presents a set of projections of the eight-dimensional error function onto the
Figure 3. Dependence of the ratio of the sum of the diagonal components in the PC covariance matrix and the sum of the diagonal components in the covariance matrix of the physical parameters on the number of components (red crosses). The green circles show the contribution of an individual component to the relative PC covariance matrix. The dashed horizontal line indicates a cutoff level of 0.9.

planes of the different parameter pairs and the error function projection dependencies on each of the parameters. It follows from the two-dimensional projections and the dependencies, that the model has a global minimum, and a confidence level can be determined for each of the parameters. Correlations are observed between some of the parameters. A clear correlation is observed between $R_{\text{max}}$ and the relative abundance of HCO$^+$ ($X_0$), between $\alpha_n$ and $X_0$, and between the turbulent and systematic velocities in the central layer and the corresponding power-law indices of the radial profiles of these parameters. A weaker correlation exists between $\alpha_n$ and $n_0$ and between $R_{\text{max}}$ and $\alpha_n$. The exact position of the minimum was estimated by the $k$NN method from all the lines; it is marked by a red cross in the two-dimensional projections and by red vertical lines in the $\chi^2$ projection dependencies on individual parameters. The confidence regions were calculated using a cross-section of the error function by the hyperplane $\chi_\sigma$. The projections of the error function cross-sections by the $\chi_\sigma$ hyperplane are in fact contours in the planes of parameter pairs; they correspond to horizontal lines on upper plots (see Fig. 4). The confidence regions are not symmetric with respect to the optimal values. The distortions in the shape of the contours are due
Figure 4. Projections of the eight-dimensional error function $\chi^2$ onto the planes of the different parameter pairs calculated from the fitting of the model spectral maps in the lines HCO$^+$(1–0), H$^{13}$CO$^+$(1–0), HCN(1–0) and H$^{13}$CN(1–0) into the observed maps in the L1287 core. The dependencies of the error function on the individual parameters are given over each projection column. The red dots in the diagrams and the red vertical lines in the upper plots indicate the global minimum of the error function, which was obtained by $k$NN. The confidence regions for the optimal parameter values, which were calculated from the hyperplane $\chi^2$ cross-sections of the error function, are shown with blue contours and horizontal lines in the two-dimensional projections and one-dimensional plots, respectively.

to observational noise and the discrete filling of the parameter space. When analyzing the dependencies of $\chi^2$ on individual parameters in broader ranges than those shown in Fig. 4, we found additional local minima, which values are, however, greater than the one corresponding to the global minimum and the corresponding parameter values considerably deviate from independent estimates.

The estimates for the physical parameters of the L1287 core, which correspond to the global minimum of the error function, and the uncertainties of these estimates, which correspond to the boundaries of the confidence regions (Fig. 4), are given in Table 1. It should be noted that in accordance with the specified form of the radial profiles, the physical parameter
values in the central layer are twice as low as the corresponding values of $n_0$, $V_{\text{turb}}$, and $V_{\text{sys}}$.

4. RESULTS AND DISCUSSION

Figures 5 and 6 show the spectral maps for the central part of the L1287 core ($\sim 0.4$ pc) in the HCO$^+$(1–0), HCN(1–0), H$^{13}$CO$^+$(1–0), and H$^{13}$CN(1–0) lines with the fitted model spectra corresponding to the global minimum of the error function. The asymmetry and dip in the observed profiles of the optically thick lines of HCO$^+$(1–0) and HCN(1–0) are well reproduced by the model. In the central and southwestern parts of the analyzed region, the spectra of the optically thick lines exhibit high-velocity gas emission, which was ignored in the model calculations. The slight discrepancy between the model and observed spectra at the edges of the observed region may be due to a difference from spherical symmetry. The diameter (1.6 pc) of the model cloud exceeds the observed sizes of the emission regions in the different molecular lines, the dense gas indicators, HCO$^+$(1–0), HCN(1–0), and NH$_3$(1,1) ($\sim 0.3 - 0.5$ pc) [62, 63, 50], since it comprises the low-density outer layers, which cause the dip in the profiles of the optically thick lines as they absorb the emission from the central layers.

The calculated physical parameters of the core are consistent, considering the errors (see Table 1), with estimates obtained from the data of independent observations. Thus, the model column density of molecular hydrogen for a region of radius $\sim 20''$ agrees with the value calculated from the data of dust observations with the Herschel telescope [66] ($4.6^{+3.0}_{-2.3} \times 10^{23}$ cm$^{-2}$ and $(1.8 \pm 1.2) \times 10^{23}$ cm$^{-2}$, respectively). The core mass calculated from the model for a region of radius $\sim 0.6$ pc is $\sim 1200$ M$_{\odot}$; considering the error ($\gtrsim 50\%$), associated primarily with the error of $n_0$, this mass is consistent with the value of 810 M$_{\odot}$, obtained from the observations of dust for a region of similar radius [65]. Neither does the power-law index of the radial density profile $1.7^{+0.1}_{-0.3}$ contradict the value of $1.25 \pm 0.2$, obtained from the observations of dust in continuum [65]. Both of these estimates lie in the value range for the power-law index of the density profile obtained for samples of dense cores associated with regions of massive star and star cluster formation (see, e.g., [65, 68, 69]) but are lower than 2, the value predicted by the isothermal sphere [8] and global collapse models [13].

The model abundance ratios of the main and rarer isotopes ([HCO$^+$]/[H$^{13}$CO$^+$] and
Figure 5. Results of fitting the model spectra of HCO\(^+\)(1–0) (left) and HCN(1–0) (right) (smooth red curves) into the observed ones (histograms, black lines) in the central part of the L1287 core. The horizontal axis plots the velocities in the range from –33 to –5 km/s.

[HCN]/[H\(^{13}\)CN]) are lower by a factor of \(\sim 2\) than the isotope ratio \([^{12}\text{C}]/[^{13}\text{C}]\sim 58\), calculated from the heliocentric dependence of this ratio \([70]\) for \(R_G \sim 9\) kpc (L1287). However, the uncertainties of the model abundance ratios are rather high (\(\gtrsim 80\%\)) to make further conclusions from this discrepancy. To verify the results obtained, they should be compared with the chemical modeling results.

The turbulent velocity falls rather sharply with the distance from the center (from 2.8 km/s in the central layer to \(\sim 0.6\) km/s in the outer layer), which is necessary for reproducing the shape of the dip in the HCO\(^+\)(1–0) and HCN(1–0) spectra (solid curve 1 in Fig. 7, right panel). The contraction velocity decreases weakly in absolute terms with the distance from the center (\(\sim 0.33\) km/s in the central layer and \(\sim 0.25\) km/s in the outer layer) (dashed curve 1 in Fig. 7, right panel). Its average value across the model cloud is \(0.26 \pm 0.09\) km/s, which does not contradict the value of \(\sim 0.22\) km/s, calculated from the HCO\(^+\)(1–0) line parameters for the point (60°,40") by the formula of the two-layer model \([20]\) (the value given in \([50]\) is underestimated).

The power-law index of the radial profile for contraction velocity obtained in the model
Figure 6. Results of fitting the model spectra of H$^{13}$CO$^+$(1–0) (left) and H$^{13}$CN(1–0) (right) (smooth red curves) into the observed ones (histograms, black lines) in the central part of the L1287 core. The horizontal axis plots the velocities in the range from $-28.5$ to $-7$ km/s.

Figure 7. Model radial profiles of density and kinetic temperature (left panel) and contraction and turbulent velocities (right panel). Profiles were obtained in this work (1) and those from [25] (2).

The cloud radius in the latter model was set to 1.4 pc, consistent with a distance of 0.93 kpc to L1287. The 1A mark in the right panel shows the contraction velocity profile obtained in our model with a fixed value of the power index, 0.5.
calculations considering errors proved to be lower than 0.5 for the case of gas collapse onto the protostar in free fall [8, 10, 13]. In [25], the observational data for the core 0038 + 6312 (L1287) in the HCO$^+$(1–0), CS(2–1), and CS(5–4) lines were compared with the calculated results for the model with the density and contraction velocity profiles $\propto r^{-3/2}$ and $\propto r^{-1/2}$, respectively. Although the intensities and widths of the model spectra proved to match the observed ones in the direction of individual positions quite well, considering the sensitivity and spectral resolution of the data, the dip in the HCO$^+$(1–0) line profiles was not reproduced (see [25]). This is due to the difference of the radial profiles for velocity, which were assumed in the model [25], from the profiles obtained in our calculations (Fig. 7, right panel). The left panel in Fig. 7 shows the radial profiles of density and kinetic temperature for our model and for the model [25].

As shown in the model of the global hierarchical collapse (see, e.g., [13, 16]), if the core is globally out-of-equilibrium, it experiences contraction with a constant velocity and this contraction continues in the outer layers even after the protostar formation. For comparison, we fitted the model maps into the observed ones for the case where the power-law index of the radial profile of systematic velocity was fixed at 0.5. The corresponding velocity profile is marked 1A in Fig. 7 (right panel). Figure 8 shows the observed HCO$^+$(1–0) and HCN(1–0) lines for the point (60″,40″) near the core center and the model spectra for the power-law index of systematic velocity of 0.1, which corresponds to the global minimum of the error function, and for the case when the index is 0.5, respectively. Upon comparison of the spectra, the model with the index 0.1 more accurately reproduces the intensities and widths of the asymmetric HCO$^+$(1–0) profiles and, specifically, the profiles of three hyperfine HCN(1–0) components than the model with the index 0.5. A similar conclusion is true for the other points. Although in the southwestern part, the high-velocity emission associated with bipolar outflow more strongly distorts the spectra shape (Fig. 5), which makes it more difficult to compare the models. The fact that the value obtained in the model with the power-law index of the velocity profile as a free parameter turned out to be lower than 0.5 may suggest a likelihood of nonuniform gas contraction in the core – with constant velocity in the extended envelope and with the $\propto r^{-1/2}$ profile in the region near the center. The use of the model with a single power-law index gives a weighted average for the entire core in this case.

Although we used a rather simplified 1D model with uniform power-law indices for the
Figure 8. Observed and model profiles of the lines HCO$^+$ (1–0) (left) and HCN(1–0) (right) towards the (60′′,40′′) position for models with different values of the power-law index in the radial profile of contraction velocity.

radial profiles of the physical parameters, it allows using the developed algorithm for fitting the model spectral maps into the observed ones with PCA and kNN to reproduce accurately the observed HCO$^+$ (1–0), HCN(1–0), H$^{13}$CO$^+$ (1–0), and H$^{13}$CN(1–0) line maps and estimate the radial profiles of the parameters in outer regions of the L1287 core ($r \gtrsim 0.1$ pc). Some of the differences between the model and observed spectra can be eliminated, apparently, within more complex models with composite radial profiles of the parameters and also within 2D or 3D models considering the possible spatial inhomogeneity of the velocity field, rotation, and high-velocity outflows. To reduce errors in the calculated parameters and to confirm the conclusion about the possible global contraction of the L1287 core, further observations are required in molecular lines of different optical depths with better spatial and spectral resolution.

A distinctive feature of the developed algorithm is its lack of ties to a specific model and its capability of simultaneous analysis of spectral maps with different spatial resolutions and sizes, as well as maps in continuum. The main constraint is only the computational time required to construct the necessary statistics.

5. CONCLUSIONS

The results of this work can be summarized as follows:

(1) An algorithm was developed for finding the global minimum of the multidimensional
error function and calculating the optimal parameter values when fitting model spectral maps into observed ones. The algorithm is based on applying principal component analysis to a given range of parameters, as a result of which a reduction is achieved in the model’s dimensionality and in the coupling degree between the parameters. Thus, the region of the minimum is determined. The optimal parameter values are calculated using the $k$ nearest neighbors method. Confidence regions for the optimal parameter values are determined using a cross-section of the error function by a hyperplane calculated in the PC space and its projections onto the various pairs of the parameters. The algorithm is not tied to a specific model.

(2) The algorithm was used to perform the fitting of the model maps in the HCO$^+$(1–0), H$^{13}$CO$^+$(1–0), HCN(1–0), and H$^{13}$CN(1–0) lines into the observed maps of the protostellar core of L1287, in which the formation of a young stellar cluster is underway, and the asymmetry of the profiles of optically thick lines indicates contraction. The maps were calculated within a spherically symmetric 1D model in which the physical parameters (density and turbulent and systematic velocities) were functions of the distance from the center. Optimal values were calculated for the model parameters, and their errors were determined. It was found that density in the L1287 core decreases with the distance from the center as $\propto r^{-1.7}$ while turbulent and contraction velocities decrease as $\propto r^{-0.4}$ and $\propto r^{-0.1}$, respectively. The absolute value of the power-law index for the radial profile of contraction velocity, considering the probable error, is less than 0.5, a value expected in the case of gas collapse onto the protostar in free fall. This result may indicate global contraction in the L1287 core, which was predicted in several theoretical works.

APPENDIX. MODEL DESCRIPTION

Excitation of rotational levels of the HCO$^+$ and HCN molecules and their isotopes and the profiles of the (1–0) transitions were calculated within a spherically symmetric micro-turbulent model. The model cloud is a set of concentric layers in which a certain physical parameter (density, kinetic temperature, turbulent and systematic velocity) was set constant, changing from one layer to another by the relationship $P = P_0/(1 + (r/R_0)^{\alpha_p})$, where $r$ is the distance from the center and $R_0$ is the radius of the central layer. This functional dependence, which is a simplified form of the Plummer function, is used quite often as a model density profile (see, e.g., [22]) to avoid singularity at the center. In our model, this
form of the dependence was used for all the parameters. The values of $P_0$ and $\alpha_p$ for each parameter were varied while fitting the model profiles into the observed ones. The kinetic temperature profile was taken as $T = 80 \text{ K}/(1 + (r/R_0)^{0.3})$ and remained unchanged during calculations. It should be noted that kinetic temperature affects the intensities of the calculated HCO$^+$(1–0) and HCN(1–0) lines to a lesser degree than density and concentration. Turbulent velocity was a parameter that gives an additional contribution - aside from the thermal one - to the local width of the lines. The relative molecular abundance was independent of radial distance. When calculating the excitation of HCN and H$^{13}$CN, the hyperfine structure of the rotational spectrum and the overlapping of closely located hyperfine components [40, 71] was taken into account. The description of the model and calculation techniques for radiation transfer in the case of HCN is given in the Appendix to [40]. In our version of this model, the layer width increases by the power law with the distance from the center, and the radial profile of systematic velocity, which gives a Doppler shift to the local profile of the line, is taken into account. The calculations were conducted for 14 layers. The calculations used collisional probabilities of HCO$^+–$H$_2$ [72] and HCN–H$_2$ taking into account hyperfine structure [73].

Excitation of rotational levels of a certain molecule was calculated by an iterative method, sequentially for one point in each layer, the radial distance of which is equal to the geometric mean of the inner and outer radii of the layer. To this end, a system of population balance equations was solved, while the populations in other layers were considered unchanged. After reaching the outer layer, the populations in each layer were compared with the values obtained in the previous iteration, and the process was repeated [40]. To increase the accuracy of calculating the radiation transfer in a moving medium, each layer was additionally divided into ten sublayers, with different systematic velocities. A test comparison of the calculated results for this model with the calculated results in [74] for a molecule with two energy levels showed that the calculated populations differ by no more than 0.4% in the case of line optical depth of $< 60$.

The model code, written in Fortran, was controlled by means of a module written in Python. Model spectra were calculated for the different impact parameters. Using the astropy.convolve_fft procedure [75], the resulting maps were convoluted channel by channel with a two-dimensional Gaussian of width 40" (the width of the main beam of the OSO-20m radio telescope at a frequency of $\sim 90$ GHz). The model spectra were fitted into the observed
ones using a PCA- and kNN-based algorithm (Section 2), written in Python.
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Translated by A. Kobkova
Table 1. Resulting values of the physical parameters

| Parameter          | Value         |
|--------------------|---------------|
| $n_0$(cm$^{-3}$), $10^7$ | $2.6_{-1.3}^{+1.7}$ |
| $\alpha_n$         | $1.7_{-0.3}^{+0.1}$ |
| $V_{turb}$ (km/s)  | $5.6_{-1.4}^{+0.7}$ |
| $\alpha_{turb}$    | $0.44_{-0.13}^{+0.05}$ |
| $V_{sys}$ (km/s)   | $-0.66_{-0.24}^{+0.21}$ |
| $\alpha_{sys}$     | $0.1_{-0.13}^{+0.08}$ |
| $R_{max}$(pc)      | $0.8_{-0.25}^{+0.2}$ |
| X(HCO$^+$), $10^{-9}$ | $1.0_{-0.4}^{+0.5}$ |
| X(H$^{13}$CO$^+$), $10^{-11}$ | $3.7_{-2.0}^{+2.4}$ |
| X(HCN), $10^{-9}$   | $2.5_{-1.1}^{+1.4}$ |
| X(H$^{13}$CN), $10^{-11}$ | $8.5_{-4.8}^{+5.3}$ |