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Abstract

Gaussian processes can be treated as subsets of a standard Hilbert space, however, the volume size relation between the underlying index space of random processes and its convex hull is not clear. The understanding of such volume size relations can help us to establish a majorizing measure theorem geometrically. In this paper, we assume that the underlying index space of random processes is a simply connected manifold with sectional curvature less than negative one (Hadamard manifold). We derive the upper bound for the ratio between the volume of the underlying index space and the volume of its convex hull. We then apply this volume ratio to prove the majorizing measure theorem geometrically.
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1 Introduction

Majorizing measures provide estimates for the supremum of stochastic processes. The chaining argument used in majorizing measures can be traced back to Kolmogorov. Although majorizing measures stem from the theory of Gaussian processes at the beginning times, nowadays, these measures have been extended beyond this Gaussian process assumption. Let us review the following definition about majorizing measures.

Definition 1 Given a metric space \((T, d(\cdot, \cdot))\), we define \(\gamma_\alpha(T, d(\cdot, \cdot))\) as

\[
\gamma_\alpha(T, d(\cdot, \cdot)) = \inf_{t \in T} \sup_{m \geq 0} 2^{m/\alpha} \Delta(A_n(t)),
\]

where the infimum is taken over all admissible sequences and \(\Delta(A_n(t))\) denotes the diameter of \(A_n(t)\) with respect to the metric \(d(\cdot, \cdot)\).

In the Gaussian case, that is when \(X_t = \sum_{t_k \in T} t_k g_k\), where \(g_k\) are i.i.d. standard Gaussians, we have the celebrated Fernique–Talagrand majorizing measure theorem as:

\[
\frac{1}{L} \gamma_2(T, d(\cdot, \cdot)) \leq \mathbb{E} \sup_{t \in T} X_t \leq L \gamma_2(T, d(\cdot, \cdot)).
\]

The majorizing measure theorem is a main method used to prove Theorem 2.11.1 in [1]. Gaussian processes can be seen as subsets of a standard Hilbert space, but the geometric understanding that would relate the
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size of a set with the size of its convex hull is still insufficient \([1]\). The purpose of this work is to establish Theorem 2.11.1 in \([1]\) based on a geometrical approach, i.e., we wish to show

\[
\gamma_2(T_h) \leq L\gamma_2(T),
\]

(3)

where \(T_h\) is the convex hull for the original space \(T\).

In this work, we assume that the space \(T\) is a simply connected manifold with sectional curvature \(k < -1\), and we use \(T_h\) to represent the convex hull of the space \(T\). We first use the method adopted by \([2]\) to provide a more general upper bound estimation for the volume of \(T_h\). The next step is to give a lower bound for the volume estimation of the space \(T\) according to Theorem 3 in \([3]\). Then, the covering number ratio between the space \(T\) and the space \(T_h\) can be obtained through the volume ratio between the space \(T\) and the space \(T_h\). This ratio will help us to establish Theorem 2.11.1 in \([1]\).

The rest of this paper is organized as follows. The upper bound estimation for the volume \(T_h\) and the lower bound estimation for the volume \(T\) are given in Section 2. We bound the covering number of \(T_h\) in terms of the covering number of \(T\) in Section 3. Finally, the majorizing measuring theorem is proved from a geometric perspective in Section 4.

2 Volume Estimation for Spaces \(T\) and \(T_h\)

2.1 Volume Estimation of \(T_h\)

The purpose of this section is to derive the volume estimate for \(T_h\). Our approach is based on the method provided by \([2]\), but we fix some issues and relax some assumptions from there.

We begin to restate Lemma 2 and Proposition 1 from \([2]\) as the following two Lemmas for later proof presentation convenience.

**Lemma 1** Let \(M\) be a Hadamard manifold with dimension \(n\) and sectional curvatures \(K\) within the range \(-k^2 \leq K \leq -1\). We also have \(V_1, \ldots, V_m\) are convex sets in \(M\) with \(\bigcap_{i=1}^{m} V_i \neq \emptyset\) and \(T = \bigcup_{i=1}^{m} V_i\). Then, there is a constant \(C(k)\) depending only on the pinching, such that the convex hull of \(T\) lies in the \(C\)-neighborhood of \(T\).

**Lemma 2** Let \(M\) be a Hadamard manifold with dimension \(n\) and sectional curvatures \(K\) within the range \(-k^2 \leq K \leq -1\). Also let \(B_r\) be a closed geodesic ball with radius \(r > 0\) and \(G \in B_r\) be a closed convex set. Then, there is a constant \(C(n, k, r)\), depending on the dimension of \(M\), the sectional curvature, and the radius \(r\), such that

\[
\text{Vol}(N(G, \delta) - G) < \delta C(n, k, r),
\]

(4)

where \(N(G, \delta)\) is the \(\delta\)-neighborhood of \(G\) in \(B_r\).

**Theorem 1** Let \(M\) be a Hadamard manifold with dimension \(n\) and sectional curvatures \(K\) within the range \(-k_2^2 \leq K \leq -k_1^2\), where \(k_2 > k_1 > 1\). We also have \(V_1, \ldots, V_m\) are \(\lambda\)-convex sets in \(M\) with \(\lambda \leq k_2\) and \(\bigcap_{i=1}^{m} V_i \neq \emptyset\). Suppose we select \(m\) points, \(P_1, P_2, \ldots, P_m\), such that all these \(P_i\) for \(1 \leq i \leq m\) are sampled from the space \(T \overset{def}{=} \bigcup_{i=1}^{m} V_i\), where \(0 \leq \rho \leq 1\). Let us define \(T_h\) as the convex hull of space \(T\), then we have

\[
\text{Vol}(T_h) \leq C_{\text{ub}}m^{1+\rho - \varpi(\rho, k_1, k_2, n)}.
\]

(5)

where \(\varpi(\rho, k_1, k_2, n)\) is a constant depending on the sectional curvature bounds and the manifold dimension.
Then, we have to show that \( \partial V \cap G \) is a convex hull by adding one more point. Without loss of generality, we assume that \( P_1, \ldots, P_m \in S_\infty(M) \), where \( S_\infty(M) \) denotes the ideal boundary. The convex hull made by points \( P_1, \ldots, P_{m-1} \) is denoted by \( \tilde{T}_h \), and the convex hull made by the space \( \tilde{T}_h \) with one more point \( P_m \) is denoted by \( T_h \).

Let \( Q \in \partial \tilde{T}_h \) (boundary of the space \( \tilde{T}_h \)) be the closest point to \( P_m \), and use \( \zeta(t) \) for \( t \in [0, \infty)\) to represent the unit speed geodesic ray connecting \( Q \) and \( P_m \). Note that the line \( \zeta(t) \) is perpendicular to the boundary \( \partial \tilde{T}_h \). We say that \( \partial \tilde{T}_h \) is not smooth if the angle \( \angle RQ\Upsilon \) satisfies \( \angle RQ\Upsilon \geq \frac{\pi}{2} \) for every \( R \in \zeta(t) \) and \( \Upsilon \in \tilde{T}_h \).

We will construct a convex set \( G \) such that \( T_h \subset G \). We will define the following two functions \( g_1(P) \) and \( g_2(P) \) for \( P \in M \) first and apply them to construct the space \( G \). The function \( g_1(P) \) is defined as

\[
g_1(P) = 1 - \exp(-a \times \text{dist}(P, \tilde{T}_h)),
\]

where \( a \) is a positive constant. Moreover, we define the function \( g_2(P) \) as

\[
g_2(P) = 1 - \exp(-a \times \text{dist}(P, \zeta(t))).
\]

Then, we can define the space \( G \) as

\[
G = \{ P \in M : g_1(P) + g_2(P) \leq 1 \}.
\]

Since \( \partial G \) is not necessarily smooth, we cannot show the convexity of \( G \) by the second fundamental form positive definite. Therefore, we can construct a smooth enveloping surface with positive definite second fundamental form that includes \( G \). For every point \( P \in \partial G \), we will construct a space \( \tilde{G} \supset G \) such that \( P \in \partial \tilde{G} \), where \( \partial \tilde{G} \) is smooth near \( P \) and \( \partial G \) has a positive second fundamental form at \( P \). This will show the convexity of \( G \).

Let \( P \in \partial G \), and \( R \) and \( \Upsilon \) be two closest points to \( P \) on \( \zeta(t) \) and \( \tilde{T}_h \), respectively. We use \( r \) to represent \( \text{dist}(P, R) \), and \( \tau \) to represent \( \text{dist}(P, \Upsilon) \), see Fig. 1. Let \( V_1 \) be the closed half-space at \( \Upsilon \) containing \( \tilde{T}_h \) obtained by collecting geodesic rays starting from \( \Upsilon \) and having angle greater or equal to \( \frac{\pi}{2} \) with the geodesic segment \( \Upsilon P \). If we define the function \( \tilde{g}_1 \) as

\[
\tilde{g}_1 \overset{\text{def}}{=} 1 - \exp(-a \times \text{dist}(P, V_1)).
\]

Then, we have a smooth surface \( \partial V_1 \) such that \( V_1 \supset \tilde{T}_h \) and \( \tilde{g}_1 \leq g_1 \). Similarly, let \( V_2 \) be the closed half-space at \( Q \) perpendicular to \( \zeta(t) \) containing \( \tilde{T}_h \). If \( P \notin \partial V_2 \), then \( h_2 \) is smooth near \( P \) and we set \( \tilde{g}_2 = g_2 \). If \( P \in \partial V_2 \), then let \( \hat{\zeta}(t) \) be the extension of geodesic ray \( \zeta(t) \) beyond \( Q \); that is, for some small \( \epsilon > 0 \), \( \hat{\zeta}(t) = \zeta[-\epsilon, \infty) \) and set the function \( \hat{g}_2 \) as

\[
\hat{g}_2 \overset{\text{def}}{=} 1 - \exp(-a \times \text{dist}(P, \hat{\zeta}(t))).
\]

Then, we have \( \hat{\zeta}(t) \supset \zeta(t) \) and \( \hat{g}_2 \leq g_2 \).

We also define \( \tilde{G} = \{ R \in M : \tilde{g}_1(R) + \tilde{g}_2(R) \leq 1 \} \). Since \( \tilde{g}_1(R) + \tilde{g}_2(R) \leq g_1(R) + g_2(R) \) for any \( R \neq P \) and \( \tilde{g}_1(P) + \tilde{g}_2(P) = g_1(P) + g_2(P) \), we have \( \tilde{G} \supset G \) and \( P \in \partial \tilde{G} \cap \partial G \). Our next goal is to show that \( \partial G \) has positive definite second fundamental form at \( P \).

From the above construction, we have \( \angle P\Upsilon Q \geq \frac{\pi}{2} \) and \( \angle P\Upsilon R \geq \frac{\pi}{2} \), therefore, we have \( \angle P\Upsilon R \leq \frac{\pi}{2} \) from the negative curvature assumption of \( M \). If we define the following two normal vectors \( N_1 \) and \( N_2 \) as

\[
N_1 \overset{\text{def}}{=} \frac{\nabla \text{dist}(P, V_1)}{\| \nabla \text{dist}(P, V_1) \|},
\]

and
Figure 1: Proof plot.

and

\[ N_2 \equiv \frac{\nabla \text{dist}(P, \zeta(t))}{\left\| \nabla \text{dist}(P, \zeta(t)) \right\|}, \quad (12) \]

then, we have

\[ \langle N_1, N_2 \rangle > 0, \quad (13) \]

due to the angle \( \angle RPY \leq \frac{\pi}{2} \).

Let \( X \) be a unit tangent vector to \( \partial \hat{G} \) at \( P \), then we have

\[ \langle e^{-a \tau} N_1 + e^{-a \tau} N_2, X \rangle = 0, \quad (14) \]

where \( e^{-a \tau} + e^{-a \tau} = 1 \). From Eq. (13), we have

\[ \| e^{-a \tau} N_1 - e^{-a \tau} N_2 \| \leq \sqrt{e^{-2a \tau} + e^{-2a \tau}}. \quad (15) \]

Then, we have the following two inequalities:

\[ |\langle N_1, X \rangle| \leq \frac{e^{-a \tau}}{\sqrt{e^{-2a \tau} + e^{-2a \tau}}}, \quad (16) \]

and

\[ |\langle N_2, X \rangle| \leq \frac{e^{-a \tau}}{\sqrt{e^{-2a \tau} + e^{-2a \tau}}}. \quad (17) \]

Also, since \( g_1(P) + g_2(P) = 1 \), we also have \( e^{-a \tau} + e^{-a \tau} = 1 \). Then, from Eqs. (16) and (17), we have

\[ |\langle N_1, X \rangle| \leq \sqrt{2} e^{-a \tau}, \quad (18) \]
and

$$|\langle N_2, X \rangle| \leq \sqrt{2}e^{-ar}. \quad (19)$$

The next thing required for the convexity proof is to estimate the second derivative of \( \dot{g} \equiv \dot{g}_1 + \dot{g}_2 \) at \( P \) in the direction of \( X \). Since we have the following relation for the second derivative of the function \( \dot{g}(P) \) at the direction \( X \), denoted as \( D^2_X \dot{g}(P) \),

$$D^2_X \dot{g}(P) = -a^2 e^{-ar} \langle N_1, X \rangle^2 + ae^{-ar} D^2_X \text{dist}(P, V_1) - a^2 e^{-ar} \langle N_2, X \rangle^2 + ae^{-ar} D^2_X \text{dist}(P, \dot{\zeta}(t)). \quad (20)$$

Since the sectional curvature is upper bounded by \( k^2 \), by applying comparison technique we have

$$D^2_X \text{dist}(P, V_1) \geq (k^2_1 - \langle N_1, X \rangle^2) \tanh(\text{dist}(P, V_1)), \quad (21)$$

and

$$D^2_X \text{dist}(P, \dot{\zeta}(t)) \geq (k^2_2 - \langle N_2, X \rangle^2) \tanh(\text{dist}(P, \dot{\zeta}(t))). \quad (22)$$

From Eqs. (21) and (22), Eq. (20) can be further expressed as

$$D^2_X \dot{g}(P) \geq -a^2 (e^{-ar} \langle N_1, X \rangle^2 + e^{-ar} \langle N_2, X \rangle^2) + ae^{-ar} (k^2_1 - \langle N_1, X \rangle^2) \tanh(\tau) + ae^{-ar} (k^2_2 - \langle N_2, X \rangle^2) \tanh(r). \quad (23)$$

In order to show the positive definite for the Hessian of \( \dot{G} \), we have to show

$$ae^{-ar} (k^2_1 - \langle N_1, X \rangle^2) \tanh(\tau) + ae^{-ar} (k^2_2 - \langle N_2, X \rangle^2) \tanh(r) > a^2 (e^{-ar} \langle N_1, X \rangle^2 + e^{-ar} \langle N_2, X \rangle^2). \quad (24)$$

From Eqs. (18), (19) and (24), the positive definite for the Hessian of \( \dot{G} \) can be proved if we have

$$2a^2 e^{-a(\tau+r)} < ae^{-ar} (k^2_1 - \langle N_1, X \rangle^2) \tanh(\tau) + ae^{-ar} (k^2_2 - \langle N_2, X \rangle^2) \tanh(r). \quad (25)$$

Since Eq. (25) is symmetric with respect to \( r \) and \( \tau \), and we have \( e^{-ar} + e^{-as} = 1 \), we can assume that \( e^{-ar} < \frac{1}{2} \). Moreover, both terms in Eq. (25) are positive due to that \( N_1, N_2 \) and \( X \) are unit vectors. Therefore, the convexity of the set \( G \) is equivalent to show that we can find the proper positive constant \( a \) to satisfy the following expression:

$$2a^2 e^{-a(\tau+r)} < ae^{-ar} (k^2_1 - \langle N_1, X \rangle^2) \tanh(\tau). \quad (26)$$

From Eqs. (18), (19) and \( e^{-ar} \leq \frac{1}{2} \), we can re-write Eq. (26) as

$$2a^2 e^{-a(\tau+r)} < ae^{-ar} (k^2_1 - \frac{1}{2}) \tanh(\tau). \quad (27)$$

By specifying the value range of \( \tau \), we can have following two cases: (I) \( \tanh(\tau) \geq \frac{\tau}{2} \), and (II) \( \tanh(\tau) \geq \frac{1}{2} \).

For the case (I), we have \( e^{-ar} = 1 - e^{-ar} < a\tau \), then Eq. (27) becomes

$$2a^2 \tau < (k^2_1 - \frac{1}{2}) \tanh(\tau). \quad (28)$$
For the case (II), Eq. (27) becomes
\[ \frac{2ae^{-ar}}{k^2} < \frac{1}{2}. \] (29)

By setting the value of \( k_1 \geq 1 \), we can find the value \( a \) to satisfy both Eqs. (28) and (29). For example, if we set \( k_1 = 1 \), we can find \( a = \frac{1}{4} \) to satisfy both Eqs. (28) and (29). Therefore, we finish the proof of the first portion about the construction of the convex set \( G \) to cover \( \tilde{T}_h \).

Now, we begin the second portion of the proof about the volume upper bound estimate of the constructed convex set \( G \).

We note that there is an constant \( \eta_0 > 0 \), such that, for every \( \eta > \eta_0 \), the ball with the radius \( \eta \) centering at \( Q \), denoted as \( B(Q, \eta) \), disconnects the set \( G \) such that no point of the ray \( \zeta - B(Q, \eta) \) can be connected to any point of \( \tilde{T}_h - B(Q, \eta) \) by a curve lying entirely in the set \( G - B(Q, \eta) \). The estimation of \( \text{Vol}(G) \) will be separated into three parts. The first part, denoted as \( G_1 \), is the connected component of \( G - B(Q, \eta) \) containing \( \zeta - B(Q, \eta) \) (the long thin tube around \( \zeta(t) \), see Fig.1). The second part, denoted as \( G_2 \), is defined as \( G_2 = G \cap B(Q, \eta) \). Finally, the third part, denoted as \( G_3 \), is the rest of \( G - B(Q, \eta) \).

We begin with the volume estimation of \( G_1 \). For \( P \in \partial G_1 - B(Q, \eta) \), let \( R \) and \( \Upsilon \) as closest points to \( P \) on the ray \( \zeta \) and \( \tilde{T}_h \), respectively. We also adopt the following distance notations: \( r \overset{\text{def}}{=} \text{dist}(P,R) \), \( r' \overset{\text{def}}{=} \text{dist}(Q,\Upsilon) \), \( \tau \overset{\text{def}}{=} \text{dist}(P,\Upsilon) \), \( \tau' \overset{\text{def}}{=} \text{dist}(R,Q) \), see Fig. 1. Because the curvature is negative, we have \( r' < r \) and \( \tau' < \tau \). From the construction of \( G_1 \) and the condition of \( g_1(P) + g_2(P) = 1 \), we have
\[ r < \tau, \quad \eta \leq \text{dist}(R,Q) \leq r' + \tau < r + \tau, \]
\[ e^{-ar} + e^{-a\tau} = 1. \] (30)

By selecting large enough \( \eta_0 \), we have
\[ r < \frac{e^{-a(\tau-1)}}{a} < \frac{e^{-a(\tau'-1)}}{a}. \] (31)

By volume comparison with the ray \( \zeta \), we can estimate the volume of the tube \( G_1 \) with the radius bounded by Eq. (31) as
\[ \text{Vol}(G_1) < C_1(n,k_2) \int_{\eta_0}^{\infty} \left( \frac{e^{-a(\tau'-1)}}{a} \right)^{n-1} \, d\tau' < C_2(a,n,k_2)e^{-a(n-1)\eta}, \] (32)

where \( C_1(n,k_2), C_2(a,n,k_2) \) are appropriate constants depending on the dimension and the curvature of the underlying Hadamard manifold. Note that in Eq. (2.7) from [2], the Hadamard manifold dimension should be considered at the integrand.

Let us estimate the volume of \( G_2 = G \cap B(Q, \eta) \). It is easy to obtain since we have
\[ \text{Vol}(G_2) < \text{Vol}(B(Q, \eta)) < C_3(n,k_2)e^{k_2(n-1)\eta}. \] (33)

We will beging to estimate the volume of \( G_3 \), which is the most complicated part in \( G \) to estimate its volume. For induction argument, we will consider \( \text{Vol}(G_3 - F) \). From the construction of \( G_3 \), we have
\[ \tau < \frac{e^{-a(\tau-1)}}{a} < \frac{e^{-a(\tau'-1)}}{a}. \] (34)

Then, the thickness of \( G_3 - \tilde{T}_h \) approaches to zero exponentially as \( r' \) approaches to infinity. To estimate the \( \text{Vol}(G_3 - F) \), we cut \( (G_3 - F) \) into bounded pieces. According to Lemma [1], we can find the constant
range: Let Lemma 3 \( \beta \) relation provided by Eq. (40), this theorem is proved by setting 
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Then, if \( \eta_0 \) is larger than a sufficiently large absolute constant and pick a positive value \( \theta > 4 \ln 2 \), the set \( \mathcal{T}_h \) is covered by the collection of balls \( B(Q_i(x), 2\theta) \), then, we have 
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By finding proper \( a \) according to Eqs. (28) and (29) (based on the value of \( k_1 \)), from the volume induction relation provided by Eq. (40), this theorem is proved by setting 

\[ \varpi(\rho, k_1, k_2, n) = \frac{\rho a}{(n - 1)(k_2 + a)}. \]

\[ \square \]

2.2 Volume Estimation of T

Because we have \( T = \bigcup_{i=1}^{m^\rho} V_i \), where \( 0 \leq \rho \leq 1 \), without loss of generality, we can assume the following order of objects volume: \( \text{Vol}(V_1) \geq \text{Vol}(V_2) \geq \cdots \geq \text{Vol}(V_{m^\rho}) \). We also assume that \( \min_{i \in \{1, 2, \cdots, m\}} \text{Vol}(\partial V_i) \geq \beta \). Then, we have the following Lemma about the lower bound for the volume \( T \).

Lemma 3 Let \( M \) be a Hadamard manifold with dimension \( n \) and sectional curvatures \( K \) within the range \(-k_2^2 \leq K \leq -k_1^2 \), where \( k_2 > k_1 > 1 \). We also have \( V_1, \cdots, V_m \) are \( m \lambda \)-convex sets in \( M \) with
\( \lambda \leq k_2 \) and assume that Vol\((V_1) \geq \text{Vol}(V_2) \geq \cdots \geq \text{Vol}(V_m) \). If \( T = \bigcup_{i=1}^m V_i \), where \( 0 \leq \rho \leq 1 \), the lower bound for the volume of \( T \) can be derived as:

\[
\text{Vol}(T) \geq C_{lb} \frac{\lambda^\beta}{k_2},
\]

where \( C_{lb} \) is a constant depending on the inradius of \( V_1 \) and \( \beta \) is the lower bound for the surface area of \( V_i \), where \( i = 1, 2, \cdots, m \).

**Proof:**

Because \( T = \bigcup_{i=1}^m V_i \), we have

\[
\text{Vol}(V_1) \leq \text{Vol}(T).
\]

This Lemma is proved from Theorem 3 in [3]. \( \Box \)

## 3 Covering Number Bounds by Volume

In this section, we will try to upper bound the covering number of \( T_h \) by the covering number of \( T \) via covering number bounds by volume. We begin with the covering number definition.

**Definition 2** We use \( N(A, d(\cdot, \cdot), \epsilon) \) to represent the covering number of the space \( A \) with \( \epsilon \)-ball with distance metric function \( d(\cdot, \cdot) \). Then, \( N(A, d(\cdot, \cdot), \epsilon) \) can be defined as

\[
N(T, d(\cdot, \cdot), \epsilon) \overset{\text{def}}{=} \min \{ n : \text{the number of } \epsilon \text{-ball to cover } T \}. \tag{44}
\]

From Theorem 14.2 in [4], we have

\[
\left( \frac{1}{\epsilon} \right)^n \frac{\text{Vol}(A)}{\text{Vol}(B)} \leq N(A, d(\cdot, \cdot), \epsilon) \leq \frac{\text{Vol}(A \oplus \frac{1}{2} B)}{\text{Vol}(\frac{1}{2} B)} \leq 1 \left( \frac{3}{\epsilon} \right)^n \frac{\text{Vol}(A)}{\text{Vol}(B)} \tag{45}
\]

where \( B \) is the unit norm ball, \( \oplus \) is the Minkowski sum operator, and the inequality \( \leq 1 \) is valid if \( A \) is a convex set and \( \epsilon B \subset A \).

We will have the following Lemma to upper bound the covering number of \( T_h \) by the covering number of \( T \) with respect to different types of \( T \). We first define the following ratio between the volume upper bound for \( T_h \) and the volume lower bound for \( T \) as

\[
R_{Hada,n} \overset{\text{def}}{=} C_{ub} m^{1 + \rho - \omega(\rho, k_1, k_2, n)} \frac{\lambda^{\beta}}{C^{\lambda^{\beta} k_2}}, \tag{46}
\]

from Theorem [1] and Lemma [3].

**Lemma 4** Let \( M \) be a Hadamard manifold with dimension \( n \) and sectional curvatures \( K \) within the range \( -k_2^2 \leq K \leq -k_1^2 \), where \( k_2 > k_1 > 1 \). We also have \( V_1, \cdots, V_m \) are \( \lambda \)-convex sets in \( M \) with \( \lambda \leq k_2 \) and \( \bigcap_{i=1}^m V_i \neq \emptyset \). \( \beta \) is the lower bound for the surface area of \( V_i \), where \( i = 1, 2, \cdots, m \). Suppose we select \( m \) points, \( P_1, P_2, \cdots, P_m \), such that all these \( P_i \) for \( 1 \leq i \leq m \) are sampled from the space \( T \overset{\text{def}}{=} \bigcup_{i=1}^m V_i \), where \( 0 \leq \rho \leq 1 \). Let us define \( T_h \) as the convex hull of space \( T \), then we have

\[
N(T_h, d(\cdot, \cdot), \epsilon) \leq R_{Hada,n} 3^n N(T, d(\cdot, \cdot), \epsilon), \tag{47}
\]

where \( R_{Hada,n} \) is defined by Eq. (46).
Proof:
Because $T_h$ is a convex set, we have

$$N(T_h, d(\cdot, \cdot), \epsilon) \leq \left( \frac{3}{\epsilon} \right)^n \frac{\text{Vol}(T_h)}{\text{Vol}(B)} \leq 1 \left( \frac{3}{\epsilon} \right)^n \frac{R_{\text{Hada}, n} \text{Vol}(T)}{\text{Vol}(B)} = R_{\text{Hada}, n} 3^n \left( \frac{1}{\epsilon} \right)^n \frac{\text{Vol}(T)}{\text{Vol}(B)} \leq R_{\text{Hada}, n} 3^n N(T, d(\cdot, \cdot), \epsilon),$$

(48)

where the equality $\leq 1$ comes from Thereom 1 and Lemma 3, and the first and the last inequalities are obtained from Eq. (45). \[\square\]

4 Geometric Proof

From Lemma 4, we are ready to prove Theorem 2.11.1 in [1] geometrically for Hadamard manifold with dimension $n$.

**Theorem 2** Let $M$ be a Hadamard manifold with dimension $n$ and sectional curvatures $K$ within in the range $-k^2_2 \leq K \leq -k^2_1$, where $k_2 > k_1 > 1$. We also have $V_1, \cdots, V_m$ are $m \lambda$-convex sets in $M$ with $\lambda \leq k_2$ and $\bigcap_{i=1}^m V_i \neq \emptyset$. $\beta$ is the lower bound for the surface area of $V_i$, where $i = 1, 2, \cdots, m$. Suppose we select $m$ points, $P_1, P_2, \cdots, P_m$, such that all these $P_i$ for $1 \leq i \leq m$ are sampled from the space $T$ $\overset{\text{def}}{=} \bigcup_{i=1}^m V_i$, where $0 \leq \rho \leq 1$. Let us define $T_h$ as the convex hull of space $T$, then we have

$$\gamma_\alpha(T_h, d(\cdot, \cdot)) \leq L_{\text{Hada}} \gamma_\alpha(T, d(\cdot, \cdot)),$$

(49)

where $L_{\text{Hada}}$ is the constant depending on the underlying geometry of the space $T$ and $\alpha$.

Proof:
Because we have

$$\gamma_\alpha(T_h, d(\cdot, \cdot)) \leq \alpha \int_0^\infty (\log N(T_h, d(\cdot, \cdot), \epsilon))^{1/\alpha} d\epsilon \leq 1 \int_0^\infty \left( \log R_{\text{Hada}, n} 3^n N(T, d(\cdot, \cdot), \epsilon) \right)^{1/\alpha} d\epsilon \leq \left( \frac{\log(R_{\text{Hada}, n} 3^n)}{\log 2} + 1 \right)^{1/\alpha} \int_0^\infty (\log N(T, d(\cdot, \cdot), \epsilon))^{1/\alpha} d\epsilon \leq \alpha \left( \frac{\log(R_{\text{Hada}, n} 3^n)}{\log 2} + 1 \right)^{1/\alpha} \gamma_\alpha(T, d(\cdot, \cdot)),$$

(50)

where the inequality $\leq 1$ comes from Lemma 4, and the first and last inequalities come from Theorem 1.2 in [5]. This Lemma is proved. \[\square\]
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