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In this paper, we consider a control system described by a general ordinary differential equation with the state restricted to a manifold, with the initial and terminal states restricted to inequality-type and equality-type constraints, and with the control constrained pointwisely to a convex set. For this control system, we study the second order necessary optimality condition for an optimal control problem.

Before elaborating on our problem, we introduce some notions on manifolds. Let \( n \in \mathbb{N} \) and \( M \) be a complete simply connected, \( n \)-dimensional manifold with Riemannian metric \( g \). Let \( \nabla \) be the Levi-Civita connection on \( M \) related to \( g \), \( \rho(\cdot, \cdot) \) be the distance function on \( M \), and \( T_xM \) and \( T^*_xM \) be respectively the tangent and cotangent spaces of \( M \) at \( x \in M \). Denote by \( \langle \cdot, \cdot \rangle \) and \( | \cdot | \) the inner product and the norm over \( T_xM \) related to \( g \), respectively. Also, denote by \( TM \equiv \bigcup_{x \in M} T_xM \), \( T^*M \equiv \bigcup_{x \in M} T^*_xM \) and \( C^\infty(M) \) the tangent bundle, the cotangent bundle and the set of smooth functions on \( M \), respectively.

Let \( j,k \in \mathbb{N}, T > 0, U \) be a subset of \( \mathbb{R}^m (m \in \mathbb{N}) \), and \( f : [0, T] \times M \times U \rightarrow TM \), \( \phi_i : M \times M \rightarrow \mathbb{R} \) \( (i = 0, 1, \ldots, j) \) and \( \psi = (\psi_1, \ldots, \psi_k)^\top : M \times M \rightarrow \mathbb{R}^k \) be maps (satisfying suitable assumptions to be given later). Set by

\[
U = \{ v : [0, T] \rightarrow U | v(\cdot) \text{ is measurable} \} \tag{1.1}
\]

the set of all possible controls. Consider the following optimal control problem

\[(OCP) \text{ Find a control } \bar{u}(\cdot) \text{ and a trajectory } \bar{y}(\cdot) \text{ minimizing}
\]

\[
J(y(\cdot), u(\cdot)) \equiv \phi_0(y(0), y(T)),
\]

subject to

\[
\dot{y}(t) = f(t, y(t), u(t)), \text{ a.e. } t \in [0, T]; \ u(\cdot) \in U; \tag{1.2}
\]

and

\[
\begin{cases}
\phi_i(y(0), y(T)) \leq 0, \ i = 1, \ldots, j, \\
\psi(y(0), y(T)) = 0.
\end{cases} \tag{1.3}
\]

\( \bar{u}(\cdot), \bar{y}(\cdot) \) and \( (\bar{u}(\cdot), \bar{y}(\cdot)) \) are respectively called optimal control, optimal trajectory and optimal pair.

For problem \((OCP)\), Deng and Zhang \((5)\) obtained the second order necessary condition via spike variation, by applying the separation theorem of convex sets to a suitably chosen set related to the second order spike variation. In this paper, we are concerned with the second order necessary condition obtained by convex variation.

In optimal control theory, optimality conditions are usually obtained by two kinds of variations of trajectories: spike and convex variations. In this paper, we call a necessary condition obtained by convex variation (resp. spike variation) a necessary condition in the sense of convex variation (resp. spike variation). For the first order necessary optimality
condition, the condition in the sense of spike variation is always more precise than that in the sense of convex variation, i.e. the latter can be deduced directly from the former. However, for the second order necessary condition, it is hard to assess which condition is better. As already explained in [5, Section 1], the second order necessary condition only makes sense along a critical direction, in which the first order necessary condition is trivial. Since different variations lead to different first order necessary conditions, critical directions in the senses of different variations are distinct. Consequently the corresponding second order necessary conditions are different. They are always complementary to each other. Two examples in [10] (or [4, Section 3.5]) show that, these two kinds of second order necessary conditions can not cover each other. Our main result (Theorem 2.2) is the second order necessary condition in the sense of convex variation, which can be viewed as a complement to [5, Theorem 2.2].

For problem \((OCP)\), when \(M\) is a Euclidean space, the second order necessary condition in the sense of convex variation is given by [7, Theorem 3.1]. Comparing to it, our main result (i.e. Theorem 2.2) has two differences: i) The curvature tensor of the Riemannian manifold arises. This is the same case as the corresponding second order necessary condition in the sense of spike variation (i.e. [5, Theorem 2.2]); ii) There is another extra term (i.e. the first integral of the left hand side of inequality (2.23)), which always makes sense when an optimal control stays at the boundary of the control set, and provides additional informations. We explain this by Example 2.1, in which Theorem 2.2 works, while [7, Theorem 3.1] fails.

The appearance of the curvature tensor results from the second order variation of trajectories evolved on Riemannian manifolds. The extra term (the first integral of the left hand side of inequality (2.23)) comes from the use of “the second-order adjacent subset” introduced in [11, Definition 4.7.2, p. 171]. More precisely, we prove Theorem 2.2 by using the second order necessary condition of a solution to an optimization problem with inequality-type and equality-type constraints (i.e. Theorem 4.2), which evolves “the second-order adjacent subset”. With this nontrivial term, Theorem 4.2 generalizes [7, Theorem 4.1], see Remark 4.1 for details.

This paper is organised as follows. The main results are stated in Section 2, the variations of trajectories to the second order are given in Section 3, and Section 4 is devoted to the proof of the main results.
2 Statement of the main results

2.1 Notations and assumptions

We first introduce some notions. Denote by \(i(x), |T(x)|, \nabla T, R\), the injectivity radius (at the point \(x \in M\)), the norm of the tensor field \(T\) at the point \(x \in M\) (see [3, (2.5)]), the covariant derivative of the tensor field \(T\) and the curvature tensor (of \((M, g)\)), respectively. For any \(x, y \in M\) with \(\rho(x, y) < \min\{i(x), i(y)\}\), by [3, Lemma 2.1], there exists a unique shortest geodesic connecting \(x\) and \(y\). We denote the parallel translation of a tensor from \(x\) to \(y\) along this geodesic by \(L_{xy}\). For a smooth function \(h : M \times M \to \mathbb{R}\) of two arguments, we denote by \(\nabla_i h(y_1, y_2)\) the covariant derivative of \(h\) with respect to the \(i\)th argument \(y_i\) with \(i = 1, 2\). Namely, we have

\[
\nabla_i h(y_1, y_2)(X) = X(y_i)(h(y_1, y_2)), \quad \forall X \in TM.
\]

Thus, \(\nabla_i h(y_1, y_2) \in T_{y_i}^* M\). For a smooth vector valued map \(\psi = (\psi_1, \cdots, \psi_k) : M \times M \to \mathbb{R}^k\) \((k > 0)\), we denote the first and second order covariant derivatives with respect to the \(i\)th argument \((i = 1, 2)\) respectively by

\[
\begin{align*}
\nabla_i \psi(X) &= (\nabla_i \psi_1(X), \cdots, \nabla_i \psi_k(X))^\top, \\
\nabla_i^2 \psi(X, Y) &= (\nabla_i^2 \psi_1(X, Y), \cdots, \nabla_i^2 \psi_k(X, Y))^\top,
\end{align*}
\]

for all \(X, Y \in TM\). The corresponding norms are given respectively by \(|\nabla_i \psi| = \sum_{l=1}^k |\nabla_i \psi_l|\) and \(|\nabla_i^2 \psi| = \sum_{l=1}^k |\nabla_i^2 \psi_l|\). For the definitions of the above notions, please see [3, Section 2].

To present the optimality conditions of problem \((OCP)\), we need to introduce two functions: Lagrange and Hamiltonian functions. When \(k > 0\), the Lagrange function \(\mathcal{L} : M \times M \times \mathbb{R}^{1+j+k} \to \mathbb{R}\) is defined by \(\mathcal{L}(y_1, y_2; \ell) \equiv \sum_{i=0}^j \ell_i \psi_i(y_1, y_2) + \ell_{Y} \psi^T(y_1, y_2)\), where \(\ell = (\ell_0, \cdots, \ell_j, \ell_Y)^\top\). When \(k = 0\), the corresponding Lagrange function \(\mathcal{L} : M \times M \times \mathbb{R}^{1+j} \to \mathbb{R}\) is \(\mathcal{L}(y_1, y_2; \ell) \equiv \sum_{i=0}^j \ell_i \psi_i(y_1, y_2)\), where \(\ell = (\ell_0, \cdots, \ell_j)^\top\). For each \(\ell \in \mathbb{R}^{1+j+k}\), we also denote by \(d_i \mathcal{L}(y_1, y_2; \ell)\) the differential of \(\mathcal{L}\) with respect to the variable \(y_i\) \((i = 1, 2)\), i.e. \(d_i \mathcal{L}(y_1, y_2; \ell) \in T_{y_i}^* M\) satisfies \(d_i \mathcal{L}(y_1, y_2; \ell)(X) = X(y_i)(\mathcal{L}(y_1, y_2; \ell))\) for all \(X \in TM\). The Hamiltonian function \(H : [0, T] \times T^* M \times U \to \mathbb{R}\) is given by

\[
H(t, y, p, u) \equiv p(f(t, y, u)), \quad \forall (t, y, p, u) \in [0, T] \times T^* M \times U.
\]

Throughout this paper, we denote by \(\hat{X} \in T^* M\) (resp. \(\hat{X} \in TM\)) the dual covector (resp. vector) of \(X \in TM\) (resp. \(X \in T^* M\), see [3, Section 2.1] for the detailed definition.

Then, we recall some definitions concerning tangent sets. For more details, we refer to [4]. Let \(\mathcal{X}\) be a metric space with a metric \(d\), and \(K \subset \mathcal{X}\) be a subset. The distance between a point \(x \in \mathcal{X}\) and \(K\) is defined by \(dist_K(x) := \inf\{d(x,y); y \in K\}\). Let \(\{K_h\}_{h>0}\)
be a family of subsets of \( \mathcal{X} \). The lower limit of \( \{K_h\}_{h>0} \) is given by

\[
\text{Liminf}_{h \to 0^+} K_h := \{ v \in \mathcal{X} ; \lim_{h \to 0^+} \text{dist}_{K_h}(v) = 0 \}.
\]

When \( \mathcal{X} \) is a normed vector space, the adjacent cone to a subset \( K \subset \mathcal{X} \) at a point \( x \in \overline{K} \) (i.e. \( x \) belongs to the closure of \( K \)) is defined by (see [1, p.127])

\[
T^\flat_K(x) := \text{Liminf}_{h \to 0^+} \frac{K - x}{h}.
\]

(3.2) The map \( f = f(t, x, u) \) : \([0, T] \times M \times U \to TM \) is measurable in \( t \), and \( C^1 \) in \((x, u)\).

Moreover, for \( v \in T^\flat_K(x) \), the second-order adjacent subset to \( K \) at \((x, v)\) is given by (see [1, Definition 4.7.2, p. 171])

\[
T^{\flat(2)}_K(x, v) := \text{Liminf}_{h \to 0^+} \frac{K - x - hv}{h^2}.
\]

By the definition of the lower limit of a family of subsets, one can respectively characterise \( T^\flat_K(x) \) and \( T^{\flat(2)}_K(x, v) \) in terms of sequences:

(i) \( v \in T^\flat_K(x) \) if and only if, for any \( h_n \to 0^+ \) as \( n \to +\infty \), there exists \( v_n \in \mathcal{X} \) approaching to \( v \), such that \( x + h_n v_n \in K \) for each \( n \geq 1 \);

(ii) Given \( v \in T^\flat_K(x) \), \( w \in T^{\flat(2)}_K(x, v) \) if and only if, for any \( h_n \to 0^+ \) as \( n \to +\infty \), there exists \( w_n \in \mathcal{X} \) approaching to \( w \), such that \( x + h_n v + h_n^2 w_n \in K \) for each \( n \geq 1 \).

The main assumptions are exhibited as follows:

(C1) \( U \subset \mathbb{R}^m \) is convex and closed.

(C2) The map \( f(= f(t, x, u)) : [0, T] \times M \times U \to TM \) is measurable in \( t \), and \( C^1 \) in \((x, u)\).

Moreover, there exists a constant \( K > 1 \) such that,

\[
|L_{x_1} \hat{x}_1 f(s, x_1, u_1) - f(s, \hat{x}_1, u_2)| \leq K(\rho(x_1, \hat{x}_1) + |u_1 - u_2|),
\]

\[
|f(s, x_0, u_1)| \leq K,
\]

\[
|\phi_i(x_1, x_2) - \phi_i(\hat{x}_1, \hat{x}_2)| \leq K(\rho(x_1, \hat{x}_1) + \rho(x_2, \hat{x}_2)), \quad i = 0, \ldots, j,
\]

\[
|\psi(x_1, x_2) - \psi(\hat{x}_1, \hat{x}_2)| \leq K(\rho(x_1, \hat{x}_1) + \rho(x_2, \hat{x}_2)),
\]

for all \( s \in [0, T] \), \( u_1, u_2 \in U \), and \( x_l, \hat{x}_l \in M \) satisfying \( \rho(x_l, \hat{x}_l) < \min\{i(x_l), i(\hat{x}_l)\} \) for \( l = 1, 2 \), where \( x_0 \in M \) is fixed.

(C3) The map \( f = (f(s, x, u)) \) is \( C^2 \) in \((x, u)\in M \times U \), and \( \phi_0, \ldots, \phi_j, \psi \) are \( C^2 \) over \( M \times M \). Furthermore, there exists a positive constant \( K > 1 \) such that

\[
|\nabla_x f(s, x_1, u_1) - L_{\hat{x}_1} \nabla_x f(s, \hat{x}_1, u_2)| \leq K(\rho(x_1, \hat{x}_1) + |u_1 - u_2|),
\]

\[
|\nabla_u f(s, x_1, u_1) - L_{\hat{x}_1} \nabla_u f(s, \hat{x}_1, u_2)| \leq K(\rho(x_1, \hat{x}_1) + |u_1 - u_2|),
\]

\[
|\nabla_1 \phi_i(x_1, x_2) - L_{\hat{x}_1} \nabla_1 \phi_i(\hat{x}_1, x_2)| \leq K\rho(x_1, \hat{x}_1), \quad i = 0, 1, \ldots, j,
\]

\[
|\nabla_2 \phi_i(x_1, x_2) - L_{\hat{x}_1} \nabla_2 \phi_i(\hat{x}_1, x_2)| \leq K\rho(x_2, \hat{x}_2), \quad i = 0, 1, \ldots, j,
\]

\[
|\nabla_1 \psi(x_1, x_2) - L_{\hat{x}_1} \nabla_1 \psi(\hat{x}_1, x_2)| \leq K\rho(x_1, \hat{x}_1),
\]

\[
|\nabla_2 \psi(x_1, x_2) - L_{\hat{x}_1} \nabla_2 \psi(\hat{x}_1, x_2)| \leq K\rho(x_2, \hat{x}_2),
\]

for all \( s \in [0, T] \).
for all $x_1, \hat{x}_1, x_2, \hat{x}_2 \in M$ with $\rho(x_1, \hat{x}_1) < \min\{i(x_1), i(\hat{x}_1)\}$ and $\rho(x_2, \hat{x}_2) < \min\{i(x_2), i(\hat{x}_2)\}$, and $(s, u_1, u_2) \in [0, T] \times U \times U$, where $\nabla_u f(s, x, u)$ is defined by
\[
\nabla_u f(s, x, u)(\eta, V) = \lim_{\epsilon \to 0^+} \frac{1}{\epsilon} \left( f(s, x, u + \epsilon V)(\eta) - f(s, x, u)(\eta) \right), \quad \forall (\eta, V) \in T_x^* M \times \mathbb{R}^m, \tag{2.7}
\]
with its norm
\[
|\nabla_u f(s, x, u)| \equiv \sup \{ \nabla_u f(s, x, u)(\eta, V); (\eta, V) \in T_x^* M \times \mathbb{R}^m, |\eta| + |V| \leq 1 \},
\]
and $\nabla_x f(s, x, u)$ is the covariant derivative of $f(s, x, u)$ with respect to the state variable $x \in M$, and is defined by
\[
\nabla_x f(s, x, u)(\eta, X) = \nabla_X f(s, \cdot, u)(\eta), \quad \forall (\eta, X) \in T_x^* M \times T_x M, \tag{2.8}
\]
with its norm given by [3, (2.5)].

We should mention that, for $l = 1, 2$ and $i = 0, \cdots, j$, by [3, Lemma 4.1], we obtain from (2.5) and (2.6) that, $f$ and $\nabla_x f$ are both Lipschitz continuous with respect to the variable $(x, u) \in M \times U$, and $\phi_i$, $\psi$, $\nabla_x \phi_i$, and $\nabla_x \psi$ are Lipschitz continuous. These conditions can be checked by computing the norms of $\nabla_x f$, $\nabla_x^2 f$, $\nabla_x \phi_i$, $\nabla_x^2 \phi_i$, $\nabla_x \psi$ and $\nabla_x^2 \psi$.

2.2 Main results

In this subsection, we fix an optimal pair $(\bar{u}(\cdot), \bar{y}(\cdot))$. For a function defined on $[0, T] \times M \times U$, we denote by
\[
\varphi[t] \equiv \varphi(t, \bar{y}(t), \bar{u}(t)), \quad \forall t \in [0, T] \tag{2.9}
\]
for abbreviation. Set
\[
I_A \equiv \{i \in \{1, \cdots, j\}; \phi_i(\bar{y}(0), \bar{y}(T)) = 0\} \cup \{0\}, \tag{2.10}
\]
\[
I_N \equiv \{0, 1, \cdots, j\} \setminus I_A. \tag{2.11}
\]
Given a vector $\ell = (\ell_0, \cdots, \ell_j, \ell^\top_\psi) \in \mathbb{R}^{1+j+k}$, we denote by $p^\ell(\cdot)$ the solution to
\[
\left\{
\begin{array}{l}
\nabla_{\bar{y}(t)} p^\ell = -\nabla_x f[t] (p^\ell(t), \cdot), \quad a.e. t \in (0, T), \\
p^\ell(T) = d_2 \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell),
\end{array}
\right. \tag{2.12}
\]
with $\nabla_x f$ given by (2.8). It is a covector field along $\bar{y}(\cdot)$, i.e. $p^\ell(t) \in T_{\bar{y}(t)}^* M$ for each $t \in [0, T]$. Furthermore, for a function $\varphi$ defined on $[0, T] \times T_x^* M \times U$, we set
\[
\varphi[t, \ell] = \varphi(t, \bar{y}(t), p^\ell(t), \bar{u}(t)), \quad \forall t \in [0, T] \tag{2.13}
\]
for abbreviation.

The first order necessary condition of an optimal pair in the sense of convex variation is stated as follows.
\textbf{Theorem 2.1} Assume $U \subset \mathbb{R}^m \ (m \in \mathbb{N})$ is convex, and condition $(C2)$ holds. If $(\bar{u}(\cdot), \bar{y}(\cdot))$ is optimal pair for problem $(OCP)$ with $\bar{u}(\cdot) \in L^2(0,T;\mathbb{R}^m) \cap U$, then there exists $\ell = (\ell_0, \ell_1, \cdots, \ell_j, \ell_{\psi}^T) \in \mathbb{R}^{1+j+k} \setminus \{0\}$ such that

$$\ell_i \leq 0, \text{ if } i \in I_A; \quad \ell_i = 0, \text{ if } i \in I_N,$$

and

$$\nabla_u H(t,\ell)(v(t)) \leq 0, \ a.e. \ t \in [0,T],$$

holds for all $v(\cdot) \in L^2(0,T;\mathbb{R}^m)$ with $v(t) \in T^\circ_U(\bar{u}(t))$ a.e $t \in [0,T]$, where $p^\ell(\cdot)$ is a covector field along $\bar{y}(\cdot)$ satisfying \eqref{2.12} and initial condition

$$p^\ell(0) = -d_1 L(\bar{y}(0), \bar{y}(T); \ell),$$

and $\nabla_u H(t,y,\eta,u)(V)$ (with $(t,y,\eta,u,V) \in [0,T] \times T^* M \times U \times \mathbb{R}^m$) is defined by

$$\nabla_u H(t,y,\eta,u)(V) = \lim_{\epsilon \to 0^+} \frac{1}{\epsilon} \left( H(t,y,\eta,u + \epsilon V) - H(t,y,\eta,u) \right).$$

From the viewpoint of calculus, when the first order necessary condition is trivial in some direction, it is necessary to find the second order necessary condition along this direction. Thus, in what follows, we give the definition of critical direction in the sense of convex variation.

\textbf{Definition 2.1} Assume that $(\bar{u}(\cdot), \bar{y}(\cdot))$ is an optimal pair of problem $(OCP)$ with $\bar{u}(\cdot) \in L^2(0,T;\mathbb{R}^m) \cap U$, and that all the assumptions in Theorem 2.1 hold. A function $v(\cdot) \in L^2(0,T;\mathbb{R}^m)$ is called a singular direction in the sense of convex variation, if it satisfies

$$v(t) \in T^\circ_U(\bar{u}(t), \ a.e. \ t \in [0,T],$$

$$\nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(X_v(0)) + \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(X_v(0)) \leq 0, \forall i \in I_A,$$

$$\nabla_1 \psi(\bar{y}(0), \bar{y}(T))(X_v(0)) + \nabla_2 \psi(\bar{y}(0), \bar{y}(T))(X_v(0)) = 0 \ (\text{omit if } k = 0),$$

where $\nabla_i \psi$ is defined by \eqref{2.4}, and $X_v(\cdot)$ is a vector field along $\bar{y}(\cdot)$ (i.e. $X_v(t) \in T_{\bar{y}(t)} M$ for all $t \in [0,T]$) and verifies

$$\nabla_{\bar{y}(t)} X_v = \nabla_x f[t](\cdot, X_v(t)) + \nabla u f[t](\cdot, v(t)), \ a.e. \ t \in (0,T),$$

with $\nabla x f$ and $\nabla u f$ given respectively by \eqref{2.3} and \eqref{2.7}.

Along a critical direction $v(\cdot)$ defined above, the first order necessary condition in the sense of convex variation is trivial. To show this, we need a definition as follows.

\textbf{Definition 2.2} Assume that all the assumptions in Theorem 2.1 hold, and that $(\bar{u}(\cdot), \bar{y}(\cdot))$ is an optimal pair of problem $(OCP)$. A vector $\ell = (\ell_0, \ell_1, \cdots, \ell_j, \ell_{\psi}^T) \in \mathbb{R}^{1+j+k} \setminus \{0\}$ is called a Lagrange multiplier in the sense of convex variation, if it satisfies \eqref{2.14}, and \eqref{2.16} holds for all $v(\cdot) \in L^2(0,T;\mathbb{R}^m)$ with $v(t) \in T^\circ_U(\bar{u}(t))$ a.e $t \in [0,T]$, where $p^\ell(\cdot)$ satisfies \eqref{2.12} and \eqref{2.16}.
Thus, we can understand the first order necessary condition in the sense of convex variation (i.e. Theorem 2.1) as follows: if \((\bar{u}(\cdot), \bar{y}(\cdot))\) is an optimal pair, there exists a Lagrange multiplier in the sense of convex variation. Moreover, if \(v(\cdot) \in L^2(0, T; \mathbb{R}^m)\) is a critical direction in the sense of convex variation, with \(X_v(\cdot)\) satisfying (2.18) and (2.19), then for any Lagrange multiplier \(\ell \in \mathbb{R}^{1+j+k}\), we have

\[
0 \leq \nabla_1 \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell)(X_v(0)) + \nabla_2 \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell)(X_v(T))
\]

\[
= \int_0^T \nabla_u H[t, \ell](v(t)) dt \leq 0,
\]

which implies \(\nabla_u H[t, \ell](v(t)) = 0\) a.e \(t \in [0, T]\). Thus, along direction \(v(\cdot)\), the first order necessary condition in the sense of convex variation is trivial.

Then, along this direction \(v(\cdot)\), we shall study the second order necessary condition. To this end, associated to \(v(\cdot)\) and \(X_v(\cdot)\), we set

\[
I_0 = I_N \cup \{i \in I_A; \nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(X_v(0)) + \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(X_v(T)) < 0\};
\]

\[
I_0' = \{0, 1, \ldots, j\} \setminus I_0.
\]

The second order necessary condition of optimal pairs is as follows.

**Theorem 2.2** Assume that conditions (C1) – (C3) hold, and that \((\bar{u}(\cdot), \bar{y}(\cdot))\) with \(\bar{u}(\cdot) \in L^2(0, T; \mathbb{R}^m) \cap \mathcal{U}\) is an optimal pair of problem (OCP). Let \(v(\cdot) \in L^2(0, T; \mathbb{R}^m)\) be a critical direction in the sense of convex variation, with \(X_v(\cdot)\) satisfying (2.18) and (2.19). Assume that there exist \(\ell(\cdot) \in L^2(0, T; \mathbb{R}^m)\) and \(\epsilon_0 > 0\) such that

\[
dist_U(\bar{u}(t) + \epsilon v(t)) \leq \epsilon^2 \ell(t), \forall \epsilon \in [0, \epsilon_0], \text{a.e.}\ t \in [0, T],
\]

and that the set \(\mathcal{B} = \{\sigma(\cdot) \in L^2(0, T; \mathbb{R}^m); \sigma(t) \in T^P_U(\bar{u}(t), v(t)) \text{a.e.}\ t \in [0, T]\} \neq \emptyset\.

Then, there exists a Lagrange multiplier \(\ell = (\ell_{\phi_0}, \ell_{\phi_1}, \ldots, \ell_{\phi_j}, \ell_{\psi})^T \in \mathbb{R}^{1+j+k}\) satisfying

\[
\ell_{\psi} = 0, \text{ if } i \notin I_0',
\]

such that

\[
\int_0^T \nabla_u H[t, \ell](\sigma(t)) dt + \frac{1}{2} \int_0^T \{ \nabla^2_{\sigma} H[t, \ell](X_v(t), X_v(t))
\]

\[
+ 2 \nabla_u \nabla_x H[t, \ell](X_v(t), v(t)) + \nabla^2_{\sigma} H[t, \ell](v(t), v(t))
\]

\[
- R(\bar{y}(t), X_v(t), f[t], X_v(t))\} dt + \frac{1}{2} \nabla_1^2 \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell)(X_v(0), X_v(0))
\]

\[
+ \nabla_1 \nabla_2 \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell)(X_v(T), X_v(0))
\]

\[
+ \frac{1}{2} \nabla_2^2 \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell)(X_v(T), X_v(T)) \leq 0
\]
holds for all \( \sigma(\cdot) \in \mathcal{B} \), where \( p^\ell(\cdot) \) satisfies (2.12) and (2.16), \( \tilde{p}^\ell(t) \) (t \in [0,T]) is the dual vector of \( p^\ell(t) \), \( H[t, \ell] \) is defined in (2.2) and (2.13), for each \( (t, y, u) \in [0, T] \times T^* M \times U \),

\[
\nabla_X H(t, y, u, X) = \nabla_x f(t, y, u)(\eta, X), \quad \forall X \in T_y M,
\]

\[
\nabla_u \nabla_x H(t, y, u)(X, V) = \frac{d}{ds} \bigg|_{s=0} \nabla_x H(t, y, u + sV)(X), \quad \forall (X, V) \in T_y M \times \mathbb{R}^m,
\]

\[
\nabla_u^2 H(t, y, u)(V, V) = \frac{d^2}{ds^2} \bigg|_{s=0} H(t, y, u + sV), \quad \forall V \in \mathbb{R}^m,
\]

\[
\nabla_x^2 f(t, y, u)(\eta, X, X), \quad \forall X \in T_y M,
\]

and \( \nabla_i \nabla_j \mathcal{L}(\bar{y}(0), \bar{y}(T); \ell) \) (i, j = 1, 2) is defined by [5] (5.11).

Remark 2.1 [4, Theorem 3.1] considers a special case of problem (OCP): \( M \) is a Euclidean space. Theorems 2.1 & 2.2 differ from [4, Theorem 3.1] in three aspects. First, Theorem 2.1 extends [7, Theorem 3.1] from a Euclidean space to a Riemannian manifold. What comes new is that, the curvature tensor of the Riemannian manifold appears in the second order necessary condition. Second, [7, Theorem 3.1] says that, if \( \bar{u}(\cdot) \) is an optimal control, the first order necessary condition is that, there exists a nontrivial vector \( \ell = (\ell_{\phi_0}, \ldots, \ell_{\phi_j}, \ell_{\phi_k})^T \in \mathbb{R}^{1+j+k} \setminus \{0\} \) satisfying (2.14), such that the following inequality holds:

\[
\int_0^T \nabla_u H[t, \ell](v(t))dt \leq 0, \quad \forall v(\cdot) \in L^\infty(0, T; \mathbb{R}^m) \cap (U \setminus \{\bar{u}(\cdot)\}). \tag{2.24}
\]

While (2.13) is of pointwise form, which is easier to be checked. Third, when there exists a set \( A \subset [0, T] \) with its Lebesgue measure bigger than zero, such that \( \tilde{u}(\cdot) \) belongs to the boundary of \( U \) for all \( t \in A \), the set \( \{v(\cdot) \in L^2(0, T; \mathbb{R}^m) \mid v(t) \in T_U^\perp(\tilde{u}(t)) \text{ a.e. } t \in [0, T]\} \) is some times larger than \( L^\infty(0, T; \mathbb{R}^m) \cap (U \setminus \bar{u}(\cdot)) \) (see Example 2.1). Consequently, when a singular direction \( v(\cdot) \) in the sense of convex variation satisfies \( v(\cdot) \in T_U^\perp(\bar{u}(t)) \setminus \{U \setminus \{\tilde{u}(t)\}\} \text{ for } t \in A \), compared to [7, Theorem 3.1], we still have further information about an optimal pair (see (2.24)). We shall use Example 2.1 below to illustrate it more explicitly.

Example 2.1 Given \( T \in (0, 3 - \sqrt{3}) \) and \( \theta > 2 \), consider the control system

\[
\begin{align*}
\dot{y}_1(t) &= u_2(t), \\
\dot{y}_2(t) &= -y_1^2(t) + 4y_1(t)u_2(t) - \theta u_1(t)^2, \quad a.e. \ t \in (0, T),
\end{align*}
\tag{2.25}
\]

where \( (u_1(t), u_2(t)) \in B(1) \triangleq \{(x, y) \in \mathbb{R}^2 \mid x^2 + y^2 \leq 1\} \text{ a.e. } t \in (0, T). \) Set by \( \phi_0(y_1(0), y_2(0), y_1(T), y_2(T)) = y_2(T) \text{ and } \psi(y_1(0), y_2(0), y_1(T), y_2(T)) = (y_1(0) - 1, y_2(0))^T. \) Then, the optimal control problem is to minimize \( \phi_0(y_1(0), y_2(0), y_1(T), y_2(T)) \), where
(y_1(\cdot), y_2(\cdot), u_1(\cdot), u_2(\cdot)) is subject to \((2.22)\) and \(\psi(y_1(0), y_2(0), y_1(T), y_2(T)) = 0\). Consider the control \(\bar{u}(t) = (\bar{u}_1(t), \bar{u}_2(t))^T \equiv (0, -1)^T\). The corresponding trajectory is 

\[
(\bar{y}_1(t), \bar{y}_2(t)) = (1 - t, -\frac{1}{3}t^3 + 3t^2 - 5t), \forall t \in [0, T].
\]

Then, we shall use [4, Theorem 3.1] and Theorem 2.2 respectively to check whether \(\bar{u}(\cdot)\) is optimal.

Solution. It can be checked that \(T^{(2)}_{B(1)}((0, -1)^T) = \{(x, y)^T | x \in \mathbb{R}, y \geq \frac{1}{T}\}\). By the [2, Theorem 3.1(i)] (or Theorem 2.1), there exists a unique \(\ell = (\ell_0, \ell_1, \ell_2)^T \in \mathbb{R}^3 \setminus \{0\}\) (up to a positive factor) satisfying \(\ell_0 \leq 0\) and \((2.24)\) (or \((2.15)\)), and we also have \(-\ell_2 = \ell_0\) and \(\ell_1 = (6T - T^2)\ell_0\). Without loss of generality, we assume \(\ell_0 = -1\). We observe that, for all \(v(\cdot) \in L^\infty(0, T; \mathbb{R}^2) \cap (U - \{\bar{u}(\cdot)\})\), the relation \(\int_0^T \nabla_u H[t, \ell](v(t))dt < 0\) holds, which means that, [7, Theorem 3.1(ii)] (the second order necessary condition) can not be applied to \(\bar{u}(\cdot)\). However, by Theorem 2.1 we know that \(v(t) \equiv (1, 0)^T \in T^{(2)}_{B(1)}(\bar{u}(t)) \setminus (B(1) - \{\bar{u}(t)\}) \) \((t \in [0, T])\) is a singular direction. Set by \(\sigma(t) \equiv (0, \frac{1}{T})^T \in T^{(2)}_{B(1)}(\bar{u}(t), (1, 0)^T)\) \((t \in [0, T])\). The left hand side of \((2.23)\) is reduced to \(T(-\frac{1}{3}T^2 + \frac{5}{2}T + \theta - 2) > 0\), which contradicts \((2.23)\). Consequently, \(\bar{u}(\cdot)\) is not an optimal control. □

Then, we would apply Theorem 2.2 to the following problem

**OCPE** Minimize \(J(u(\cdot)) = \int_0^T f^0(t, y(t), u(t))dt\) over \(u(\cdot) \in U\) subject to \((1.2)\), \(y(0) = y_0\) and \(y(T) = y_1\), where \(y_0, y_1 \in M\) are fixed, and \(f : \mathbb{R}^+ \times M \times U \to TM\) and \(f^0 : \mathbb{R}^+ \times M \times U \to \mathbb{R}\) are given maps.

The Hamiltonian function \(H^e : [0, T] \times T^* M \times U \times \mathbb{R} \to \mathbb{R}\) is given by \(H^e(t, y, p, u, \ell) = p(f(t, y, u)) + \ell f^0(t, y, u)\), where \((t, y, p, u, \ell) \in [0, T] \times T^* M \times U \times \mathbb{R}\). We need the following assumption:

**(Ce)** The maps \(f\) and \(f^0\) are measurable in \(t\), \(C^2\) in \((x, u)\), and there exist a constant \(K > 1\) and \(x_0 \in M\) such that

\[
|f^0(s, x_1, u_1) - f^0(s, x_2, u_2)| \leq K(\rho(x_1, x_2) + |u_1 - u_2|),
\]

\[
|f^0(s, x_0, u_1)| \leq K,
\]

\[
|\nabla_x f^0(s, x_1, u_1) - L_{\dot{x}_1} \nabla_x f^0(s, \dot{x}_1, u_1)| \leq K(\rho(x_1, x_2) + |u_1 - u_2|),
\]

\[
|\nabla_u f^0(s, x_1, u_1) - \nabla_u f^0(s, \dot{x}_1, u_2)| \leq K(\rho(x_1, x_2) + |u_1 - u_2|),
\]

hold for all \(x_1, \dot{x}_1, x_2 \in M, u_1, u_2 \in U\) and \(s \in \mathbb{R}^+\), with \(\rho(x_1, \dot{x}_1) < \min\{i(x_1), i(\dot{x}_1)\}\). Then, the corresponding second order necessary condition is stated as follows.
Corollary 2.1 Assume that conditions (C1) and (Cₐ) hold, that there exist a constant K > 1 and x₀ ∈ M such that the first two lines of (2.25) and (2.6) hold for all x₁, ̂x₁ ∈ M with ρ(x₁, ̂x₁) < min{i( ̂x₁), i(x₁) }, u₁, u₂ ∈ U and s ∈ R⁺, and that ( ̂u(·), ̂y(·)) is an optimal pair of problem (OCPE). Then, there exist ̂ℓ₀ ≤ 0 and ̸φ ∈ Tₚ₀ M such that ( ̂ℓ₀, ̸φ) ≠ 0 and

\[ \nabla_u H^e(t, ̸\ell_0, ̸\phi)(w(t)) \leq 0, \quad \text{a.e. } t \in [0, T], \]  

(2.26)

holds for any w(·) ∈ L²(0, T; Rᵐ) with w(t) ∈ Tₚ₀(U( ̂u(t))) a.e. t ∈ [0, T], where we have used notion (2.25), ̸pₜ₀φ solves

\[
\begin{cases}
\nabla \hat{y}(t)p_{t0φ} = -\nabla_x f^t[p_{t0φ}(t), \cdot] - ̸\ell_0 \nabla_x f^0[t], \quad \text{a.e. } t \in (0, T), \\
p_{t0φ}(T) = ̸\phi,
\end{cases}
\]

(2.27)

and we have adopted [t, ̸\ell₀, ̸\phi] = (t, ̸y(t), p_{t0φ}(t), ̂u(t), ̸\ell₀) for abbreviation. Moreover, for any v(·) ∈ L²(0, T; Rᵐ) with v(t) ∈ Tₚ₀(U( ̂u(t))) a.e. t ∈ [0, T] and vector field ̸X_v(·) along ̸y(·) satisfying (2.12), ̸X_v(0) = 0, ̸X_v(T) = 0, and \( \int_0^T \nabla_x f^0[t](X_v(t)) + \nabla_u f^0[t](v(t))) dt \leq 0 \), there exist ( ̂t₀, ̸φ) ∈ ((-∞, 0] × Tₚ₀ M) \ {0} satisfying (2.26) and (2.27) (with ( ̸\ell₀, ̸\phi) replaced by ( ̂t₀, ̸φ)) such that

\[
\begin{align*}
& \int_0^T \nabla_u H^e[t, ̂t₀, ̸\phi] \sigma(t) dt + \frac{1}{2} \int_0^T \left( \nabla^2_u H^e[t, ̂t₀, ̸\phi] (X_v(t), X_v(t)) + 2 \nabla_x \nabla_u H^e[t, ̂t₀, ̸\phi] (X_v(t), v(t)) + \nabla^2_u H^e[t, ̂t₀, ̸\phi] (v(t), v(t)) \right) \\
& - R( ̸p_{t0φ}(t), X_v(t), f[t], X_v(t)) ) dt \leq 0,
\end{align*}
\]

(2.28)

holds for all \( \sigma(·) \in \mathcal{B} \), where \( p_{t0φ}(·) \) is the solution to (2.27) with ( ̸\ell₀, ̸\phi) replaced by ( ̂t₀, ̸φ), \( ̸p_{t0φ}(t) (t \in [0, T]) \) is the dual of \( p_{t0φ}(t) \), and for (t, y, ̸η, u, ̸ℓ) ∈ [0, T] × Tₚ₀ M × U × R, the corresponding values of \( \nabla_u H^e, \nabla_x H^e, \nabla^2_u H^e, \nabla_u \nabla_x H^e \) and \( \nabla^2_u H^e \) at (t, y, ̸η, u, ̸ℓ) are respectively defined by

\[
\begin{align*}
\nabla_u H^e(t, y, ̸\eta, u, ̸\ell)(V) &= \frac{d}{ds}|_{s=0} H^e(t, y, ̸\eta, u + sV, ̸\ell), \\
\nabla_x H^e(t, y, ̸\eta, u, ̸\ell)(X) &= \nabla_x f(t, y, u)(η, X) + ̸\ell \nabla_x f^0(t, y, u)(X), \\
\nabla^2_x H^e(t, y, ̸\eta, u, ̸\ell)(X, X) &= \nabla^2_x f(t, y, u)(η, X, X) + ̸\ell \nabla^2_x f^0(t, y, u)(X, X), \\
\nabla_u \nabla_x H^e(t, y, ̸\eta, u, ̸\ell)(V, X) &= \frac{d}{ds}|_{s=0} \nabla_x H^e(t, y, ̸\eta, u + sV, ̸\ell)(X), \\
\nabla^2_u H^e(t, y, ̸\eta, u, ̸\ell)(V, V) &= \frac{d^2}{ds^2}|_{s=0} H(t, y, ̸\eta, u + sV, ̸\ell),
\end{align*}
\]

where \( (X, V) \in T_y M \times R^m \).

By Theorem 2.2 we can use the idea in [5] Section 3.1 to prove Corollary 2.1 and we omit its proof.
For the case that $U$ is open (not necessarily convex), [3, Theorem 3.2] gives the second order necessary condition of optimal pairs of problem (OCPE), which is in fact obtained through convex variation. Thus, Corollary 2.1 is an complement to it.

3 Variations of Trajectories

In this section, we will compute variations of (1.2), in the sense of convex variation.

Proposition 3.1 Assume that conditions (C2) and (C3) hold, and that $U \subset \mathbb{R}^m$ ($m \in \mathbb{N}$) is convex. Let $\bar{u}(\cdot) \in L^2(0,T;\mathbb{R}^m)\cap \mathcal{U}$ and $(\bar{u}(\cdot), \bar{y}(\cdot))$ satisfy (1.2). Fix $W \in T_{\bar{y}(0)}M$ and $v(\cdot) \in L^2(0,T;\mathbb{R}^m)$. Let $X_v(\cdot)$ be a vector field along $\bar{y}(\cdot)$ and satisfy (2.19). Assume a set $\{\sigma(\cdot)\}_{t>0} \subset L^2(0,T;\mathbb{R}^m)$ is bounded in $L^2(0,T;\mathbb{R}^m)$, with $\sup_{t>0} \|\sigma(\cdot)\|_{L^2(0,T;\mathbb{R}^m)} = C_\sigma$. Denote by $y_t(\cdot)$ the solution to (1.2) corresponding to the control $u_t(\cdot) := \bar{u}(\cdot) + \epsilon v(\cdot) + \epsilon^2 \sigma(\cdot)$ and the initial state $y_t(0) = \exp_{\bar{y}(0)}(\epsilon X_v(0) + \epsilon^2 W)$. Also denote by $Y_{\sigma W}(\cdot)$ the solution to

$$
\begin{cases}
\nabla_{\bar{y}(t)} Y_{\sigma W}(Z) = \nabla f(Z, Y_{\sigma W}(t)) + \nabla_{\bar{y}(t)} \nabla f(Z, \sigma(t)) + \nabla_{u(t)} \nabla f(Z, X_v(t), v(t)) \\
- \frac{1}{2} R(\bar{Z}, X_v(t), \bar{y}(t), X_v(t)) + \frac{1}{2} \nabla^2 f(Z, X_v(t), X_v(t)) \\
+ \frac{1}{2} \nabla^2 f(Z, v(t), v(t)), \quad \text{a.e. } t \in (0,T], \forall Z \in T^*M,
\end{cases}
$$

(3.1)

where we adopt notion (2.14), and

$$
\nabla^2 f(Z, v(t), v(t)) = \frac{\partial^2}{\partial s^2} |_{s=0} f(t, \bar{y}(t), \bar{u}(t) + sv(t))(Z),
$$

$$
\nabla u(t) \nabla f(Z, X_v(t), v(t)) = \frac{\partial}{\partial s} |_{s=0} \nabla f(t, \bar{y}(t), \bar{u}(t) + sv(t))(Z, X_v(t)).
$$

Then, for any $\alpha > 0$, there exists $\epsilon^0 > 0$ such that

$$
|V_\epsilon(t) - \epsilon X_v(t) - \epsilon^2 Y_{\sigma W}(t)| \leq \alpha \epsilon^2, \quad \forall t \in [0,T], \forall \epsilon \in [0, \epsilon^0],
$$

(3.2)

where

$$
V_\epsilon(t) := \exp_{\bar{y}(t)}^{-1}(y_t(\cdot)), \quad t \in [0,T].
$$

(3.3)

Proof. The proof is split into three steps.

Step 1. We claim that, there exists $\epsilon > 0$ such that (3.3) can be defined for $\epsilon \in [0, \epsilon]$, and

$$
|V_\epsilon(t)| \leq \rho(y_t(\cdot), \bar{y}(t)) \\
\leq \epsilon \epsilon^{\frac{1}{2}(K+\frac{C}{2})T} \left|X_v(0) + \epsilon W\right|^2 + 4K^2 \|v\|^2_{L^2(0,T;\mathbb{R}^m)} + 4K^2 C_\sigma^2 \frac{1}{2}, \quad t \in [0,T],
$$

(3.4)
for all $\epsilon \in [0, \epsilon_0]$.

In fact, let $\epsilon_0 \in (0, 1]$ be such that $\epsilon_0|X_v(0)| + \epsilon_0^2|W| < i(\bar{y}(0))$, where the injectivity radius $i(y_0)$ of the point $y_0$ is defined in [3, Section 2.1]. Then, by [3, Lemma 5.2], the triangle inequality of $\rho(\cdot, \cdot)$ and [3, Lemma 2.2], we have

$$\rho(y(t), \bar{y}(0)) \leq \rho(y(t), y_0) + \rho(y_0, \bar{y}(0))$$

$$\leq (1 + \rho(x_0, \bar{y}(0)) + \epsilon|X_v(0)| + \epsilon^2|W|)e^{Kt}, \quad \forall t \in [0, +\infty), \quad \forall \epsilon \in [0, \epsilon_0].$$

(3.5)

By HopfRinow theorem (see [8, Theorem 16, p. 137]), there exists $\delta > 0$ such that $i(y) \geq \delta$ for all $y \in M$ with $\rho(\bar{y}(0), y) \leq (1 + \rho(x_0, \bar{y}(0)) + \epsilon_0|X_v(0)| + \epsilon_0^2|W|)e^{KT}$. Similar to (3.5), for any $t, \hat{t} \in [0, +\infty)$, we have

$$\rho(y(t), \bar{y}(\hat{t})) \leq \left(2 + 2\rho(x_0, \bar{y}(0)) + \epsilon|X_v(0)| + \epsilon^2|W|\right)(e^{Kt} - e^{K\hat{t}}) + \rho(y(\hat{t}), \bar{y}(\hat{t})), \quad \forall \epsilon \in [0, \epsilon_0].$$

(3.6)

Let $\hat{t} = 0$ in (3.6). We take $\epsilon_1 > 0$ such that $\epsilon_1^2|X_v(0)| + \epsilon_1^2|W| = \frac{\delta}{2}$, and take $T_1 > 0$ such that $\left(2 + 2\rho(x_0, \bar{y}(0)) + \epsilon_1|X_v(0)| + \epsilon_1^2|W|\right)(e^{Kt_1} - 1) = \frac{\delta}{2}$. Thus, we can define (3.3) over $[0, T_1] \cap [0, T]$, and obtain by [3, (2.17) & (2.19)], [5, (2.2)] and (C2) that

$$\frac{d}{dt}\rho^2(y(t), \bar{y}(t)) = \nabla_1\rho^2(y(t), \bar{y}(t)) \left(f(t, y(t), u(t)) - L_{\bar{y}(t)y(t)}f(t, \bar{y}(t), u(t))\right)$$

$$+ \nabla_2\rho^2(y(t), \bar{y}(t)) \left(f(t, \bar{y}(t), u(t)) - f(t)\right)$$

$$\leq \left(K + \frac{1}{2}\right)\rho^2(y(t), \bar{y}(t)) + 4\epsilon^2K^2|v(t)|^2 + |\sigma(t)|^2,$$

(3.7)

for all $t \in [0, T_1] \cap [0, T]$ and $\epsilon \in [0, \epsilon_1]$. By the Gronwall’s inequality and [3, Lemma 2.2], we obtain that (3.3) holds for all $t \in [0, T_1] \cap [0, T]$ and $\epsilon \in [0, \epsilon_1]$.

If $T_1 < T$, we set $\hat{t} = T_1$ in (3.6), $\hat{\epsilon} = \min\{\epsilon_1, \frac{\delta}{2\rho_v(\hat{t})}\}$ with $(C_{\epsilon,v})^2 = e^{(K+\hat{\epsilon})t}\left(2|X_v(0)|^2 + 2\epsilon_1^2|W|^2 + 4\epsilon_1^2|v|^2_{L^2(0,T;\mathbb{R}^m)} + 4\epsilon_1^2C^2\right)$, and $T_2 > T_1$ satisfying $\left(2 + 2\rho(x_0, \bar{y}(0)) + \epsilon_1|X_v(0)| + \epsilon_1^2|W|\right)(e^{KT_2} - e^{KT_1}) = \frac{\delta}{2}$. Then we can define (3.3) over $[0, T_2] \cap [0, T]$ for $\epsilon \in [0, \hat{\epsilon}]$, and consequently (3.7) holds for $t \in [0, T_2] \cap [0, T]$ and $\epsilon \in [0, \hat{\epsilon}]$. Analogously we get (3.4) for $t \in [0, T_2] \cap [0, T]$ and $\epsilon \in [0, \hat{\epsilon}]$. Recursively, if $T_i < T$, we take $\hat{t} = T_i$ ($i \geq 2$), and set $T_{i+1} > T_i$ such that

$$\left(2 + 2\rho(x_0, \bar{y}(0)) + \epsilon|X_v(0)| + \epsilon^2|W|\right)(e^{KT_{i+1}} - e^{KT_i}) = \frac{\delta}{2}$$

(3.8)

Then, one can define (3.3) over $[0, T_{i+1}] \cap [0, T]$. Consequently, we obtain (3.4) for $t \in [0, T_{i+1}] \cap [0, T]$ and $\epsilon \in [0, \hat{\epsilon}]$. It follows from (3.8) that there exists $I \in \mathbb{N}$, such that $T_I > T$, and consequently, (3.3) holds for $t \in [0, T]$ and $\epsilon \in [0, \hat{\epsilon}]$.

**Step 2.** Let $\{e_1, \cdots, e_n\} \subset T\bar{y}(0)M$ be an orthonormal basis at $\bar{y}(0)$, i.e. $\langle e_i, e_j \rangle = \delta^2_i$ for $i, j = 1, \cdots, n$, where $\delta^2_i$ is the usual Kronecker symbol. Denote by $\{d_i\}_{i=1}^n \subset T\bar{y}(0)M$ the
dual basis to it. For \( t \in [0, T] \), set respectively by \( e_i(t) = L_{\bar{y}(t)}^\beta e_i \) and \( d_i(t) = L_{\bar{y}(t)}^\beta d_i \) for \( i = 1, \ldots, n \), where \( L_{\bar{y}(t)}^\beta \) is the parallel translation along the curve \( \bar{y}(\cdot) \) and from \( \bar{y}(0) \) to \( \bar{y}(t) \), see [3] Section 2.2 for its detailed definition, and then \( \nabla_{\bar{y}(t)} e_i(\cdot) = 0 \) and \( \nabla_{\bar{y}(t)} d_i(\cdot) = 0 \) for \( i = 1, \ldots, n \). We deduce from [3] (2.7)&(2.6) that, \( \{e_i(t)\}_{i=1}^n \subset T_{\bar{y}(t)}M \) is an orthonormal basis, and \( \{d_i(t)\}_{i=1}^n \subset T_{\bar{y}(t)}M \) is the dual basis to it.

For \( \epsilon \in [0, \bar{\epsilon}] \) and \( t \in [0, T] \), it follows from “Step 1”, [3, Lemma 2.1] and the definition of exponential map (see [3] Section 2.1) that, there exists a unique geodesic

\[
\beta(\theta; t) = \exp_{\bar{y}(t)}(\theta V_\epsilon(t)), \quad \forall \theta \in [0, 1],
\]

connecting \( \beta(0; t) = \bar{y}(t) \) and \( \beta(1; t) = y_\epsilon(t) \). For \( \theta \in [0, 1] \), denote by \( L_{\bar{y}(t)}\beta(\theta; t) : T_{\bar{y}(t)}M \rightarrow T_{\beta(\theta; t)}M \) the parallel translation along the geodesic \( \beta(\cdot; t) \) \( (t \in [0, T] \) is fixed), from \( \bar{y}(t) \) to \( \beta(\theta; t) \). By [3] (2.6) we know that \( \{e_i(t)\}_{i=1}^n \) and \( \{L_{\bar{y}(t)}\beta(\theta; t) e_i(t)\}_{i=1}^n \) are respectively orthonormal bases at \( T_{\bar{y}(t)}M \) and \( T_{\beta(\theta; t)}M \) for each \( t \in [0, T] \) and \( \theta \in [0, 1] \). Thus, we can write

\[
V_\epsilon(t) = \sum_{i=1}^n a_i^\epsilon(t)e_i(t), \quad t \in [0, T],
\]

where \( \{a_1^\epsilon(t), \ldots, a_n^\epsilon(t)\} \) satisfies \( \sum_{i=1}^n a_i^\epsilon(t)^2 = |V_\epsilon(t)|^2 \), \( \forall \ t \in [0, T] \). By the linearity of \( L_{\bar{y}(t)}\beta(\theta; t) : T_{\bar{y}(t)}M \rightarrow T_{\beta(\theta; t)}M \) and [3] (2.8) we have

\[
L_{\bar{y}(t)}\beta(\theta; t)V_\epsilon(t) = \sum_{i=1}^n a_i^\epsilon(t) L_{\bar{y}(t)}\beta(\theta; t)e_i(t), \quad |L_{\bar{y}(t)}\beta(\theta; t)V_\epsilon(t)| = |V_\epsilon(t)|, \quad \forall \ t \in [0, T].
\]

Fix any \( t \in [0, T] \) and \( i \in \{1, \ldots, n\} \). By [3] Lemma 2.2, Newton-Leibniz formula and the exchange of integral order, we derive

\[
\langle \nabla_{\bar{y}(t)} V_\epsilon, e_i(t) \rangle = \frac{d}{dt} \langle V_\epsilon, e_i(t) \rangle = -\frac{d}{dt} \left( \frac{1}{2} \nabla_1 \rho^2(\bar{y}(t), y_\epsilon(t))(d_i(t)) \right)
\]

\[
= P_1^t(t) + \nabla_u f[t](d_i(t), \epsilon v(t) + \epsilon^2 \sigma_\epsilon(t))
\]

\[
+ \int_0^1 \nabla_u f[t, \tau] \left( d_i(t), \epsilon v(t) + \epsilon^2 \sigma_\epsilon(t), \epsilon v(t) + \epsilon^2 \sigma_\epsilon(t) \right)(1 - \tau) d\tau,
\]

where

\[
\{t, \tau\}_\epsilon := (t, \bar{y}(t), \bar{u}(t) + \tau \epsilon v(t) + \tau \epsilon^2 \sigma_\epsilon(t)), \quad \forall \ t \in [0, T], \ \tau \in [0, 1],
\]

and

\[
P_1^t(t) := -\frac{1}{2} \left\{ \nabla_2 \nabla_1 \rho^2(\bar{y}(t), y_\epsilon(t))(e_i(t), f(t, y_\epsilon(t), u_\epsilon(t)))
\right.
\]

\[
- \nabla_2 \nabla_1 \rho^2(\bar{y}(t), \bar{y}(t))(e_i(t), f(t, \bar{y}(t), u_\epsilon(t)))
\]

\[
+ \nabla_2 \rho^2(\bar{y}(t), y_\epsilon(t))(e_i(t), f[t]) - \nabla_2 \rho^2(\bar{y}(t), \bar{y}(t))(d_i(t), f[t]).
\]
where we have used (3.10), (3.11), (3.14), and the fact that

\[ \nabla \rho = \nabla \rho (\bar{y}(t), \beta(t); t) \left( e_i(t), f[t], \frac{\partial}{\partial \theta^0} \beta(\theta; t) \right) \]

Applying (3.12) and Newton-Leibniz formula to \( P_1(t) \), we have

\[ P_1'(t) = I_1'(t) + I_2'(t) + I_3'(t), \]

where

\[ I_1'(t) = -\frac{1}{2} \int_0^1 \left[ \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \beta(t); t) \left( e_i(t), f[t], \frac{\partial}{\partial \theta^0} \beta(\theta; t) \right) \right. \]

\[ \left. - \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \beta(0); t) \left( e_i(t), f[t], \frac{\partial}{\partial \theta^0} \beta(\theta; t) \right) \right] d\theta, \]

\[ I_2'(t) = -\frac{1}{2} \int_0^1 \left[ \nabla_2 \nabla_1 \rho^2(\bar{y}(t), \beta(t); t) \left( e_i(t), f(t, \beta(\theta), t), \nabla_\theta \beta(\theta; t) \right) \right. \]

\[ \left. - \nabla_2 \nabla_1 \rho^2(\bar{y}(t), \beta(0); t) \left( e_i(t), f(t, \beta(0), t), \nabla_\theta \beta(\theta; t) \right) \right] d\theta, \]

and

\[ I_3'(t) = \nabla_x f[t](d_i(t, V_\epsilon(t)) + \int_0^1 \nabla_u \nabla_x f(t, \bar{y}(t), u_\theta^0(t)) \left( d_i(t, V_\epsilon(t)), e(t) \right) \]

\[ + \epsilon^2 \sigma(e) \]}

\[ -\frac{1}{2} \int_0^1 \left[ \nabla_2 \nabla_1 \rho^2(\bar{y}(t), \beta(t); t) \left( e_i(t), \nabla_\theta \beta(\theta; t) f(t, \beta(\theta; t), t), u_\theta(t) \right) \right. \]

\[ \left. - \nabla_2 \nabla_1 \rho^2(\bar{y}(t), \beta(0); t) \left( e_i(t), \nabla_\theta \beta(\theta; t) f(t, \beta(0), t), u_\theta(t) \right) \right] d\theta, \]

with \( u_\theta^0(t) = \bar{u}(t) + \theta e \epsilon + \epsilon^2 \sigma(e) \), \( \theta \in [0, 1] \). We use Newton-Leibniz formula again to the above three items, exchange the integration order, and get

\[ I_1'(t) = -\frac{1}{4} \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \bar{y}(t); t) \left( e_i(t), f[t], \nabla u \nabla x f[t](d_i(t, V_\epsilon(t)), v(t)) \right) + \tilde{I}_1(t), \]

\[ I_2'(t) = -\frac{1}{4} \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \bar{y}(t); t) \left( e_i(t), f[t], \nabla x f[t](d_i(t, V_\epsilon(t), V_\epsilon(t)) \right) + \tilde{I}_2(t), \]

and

\[ I_3'(t) \]

\[ = \nabla_x f[t](e_i(t), V_\epsilon(t)) + \epsilon \nabla u \nabla x f[t](d_i(t, V_\epsilon(t), v(t)) \]

\[ -\frac{1}{4} \nabla_2 \nabla_1 \rho^2(\bar{y}(t), \bar{y}(t); t) \left( e_i(t), \nabla_\theta \beta(\theta; t) \nabla_\theta \beta(\theta; t) f(t, \beta(\theta; t); t), \bar{u}(t) \right) + \tilde{I}_3(t), \]

where we have used (3.10), (3.11), (3.14), and the fact that \( \beta(\cdot; t) \) is a geodesic,

\[ \tilde{I}_1(t) = -\frac{1}{2} \sum_{k,l=1}^n \int_0^1 \left[ \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \beta(t); t) \left( e_i(t), f[t], L_{g(t)} \beta(\theta; t) e_k(t), L_{g(t)} \beta(\theta; t) e_l(t) \right) \right. \]

\[ \left. - \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \bar{y}(t); t) \left( e_i(t), f[t], e_k(t), e_l(t) \right) \right] (1 - \theta) d\theta a_k(t)a_l(t), \]

\[ \tilde{I}_2(t) = -\frac{1}{2} \sum_{k,l=1}^n \int_0^1 \left[ \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \beta(t); t) \left( e_i(t), f[t], L_{g(t)} \beta(\theta; t) e_k(t), L_{g(t)} \beta(\theta; t) e_l(t) \right) \right. \]

\[ \left. - \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \bar{y}(t); t) \left( e_i(t), f[t], e_k(t), e_l(t) \right) \right] (1 - \theta) d\theta a_k(t)a_l(t), \]

\[ \tilde{I}_3(t) = -\frac{1}{2} \sum_{k,l=1}^n \int_0^1 \left[ \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \beta(t); t) \left( e_i(t), f[t], L_{g(t)} \beta(\theta; t) e_k(t), L_{g(t)} \beta(\theta; t) e_l(t) \right) \right. \]

\[ \left. - \nabla_2 \nabla_1^2 \rho^2(\bar{y}(t), \bar{y}(t); t) \left( e_i(t), f[t], e_k(t), e_l(t) \right) \right] (1 - \theta) d\theta a_k(t)a_l(t), \]
\[ \hat{I}_2(t) = -\frac{1}{4} \nabla_2^2 \nabla_1 \rho^2 (\tilde{y}(t), \tilde{y}(t)) \left( e_i(t), f(t, \tilde{y}(t), u_e(t)) - f[t], V_e(t), V_e(t) \right) \]

\[- \sum_{k,l=1}^n \frac{1}{2} \int_0^1 \left[ \nabla_2^2 \nabla_1 \rho^2(\tilde{y}(t), \beta(t); \tau) \right] \left( e_i(t), f(t, \beta(t); \tau), u_e(t) \right) \]

\[- L_\tilde{y}(t) \tilde{y} \cdot \hat{e}_k(t), L_\tilde{y}(t) \tilde{y} \cdot \hat{e}_l(t) \right] - \nabla_2^2 \nabla_1 \rho^2 (\tilde{y}(t), \tilde{y}(t)) \left( e_i(t), f(t, \tilde{y}(t), u_e(t)), e_k(t), e_l(t) \right) a_k(t) a_l(t) (1 - \tau) \theta \]

\[- \frac{1}{2} \int_0^1 \nabla_2^2 \nabla_1 \rho^2 (\tilde{y}(t), \beta(t); \tau) \right] \left( e_i(t), f(t, \tilde{y}(t), u_e(t)), \nabla_{\beta(\tau; t)} f(t, \cdot, u_e(t)), \frac{\partial}{\partial \tau} \beta(\tau; t) \right) (1 - \tau) d\tau, \]

and

\[ \hat{I}_3(t) \]

\[- \frac{1}{4} \nabla_2^2 \nabla_1 \rho^2 (\tilde{y}(t), \tilde{y}(t)) \left( e_i(t), \nabla_{\beta(\tau; t)} f(t, \cdot, u_e(t)) \right) \]

\[- \frac{1}{2} \int_0^1 \left[ \nabla_2^2 \nabla_1 \rho^2(\tilde{y}(t), \beta(t); \tau) \right] \left( e_i(t), \nabla_{\beta(\tau; t)} f(t, \cdot, u_e(t)) \right) \]

\[- \nabla_2^2 \nabla_1 \rho^2 (\tilde{y}(t), \tilde{y}(t)) \left( e_i(t), \nabla_{\beta(\tau; t)} f(t, \cdot, u_e(t)) \right) \]

\[+ \epsilon \int_0^1 \left[ \left( \nabla_u \nabla_x f(t, \tilde{y}(t), u_e(t)) - \nabla_u \nabla_x f[t] \right) \left( \tilde{d}_i(t), V_e(t), V_e(t) \right) \right] d\theta \]

\[- \frac{1}{2} \int_0^1 \nabla_2^2 \nabla_1 \rho^2 (\tilde{y}(t), \beta(t); \tau) \left( e_i(t), \nabla_{\beta(\tau; t)} f(t, \cdot, u_e(t)) \right) \]

\[\frac{\partial}{\partial \tau} \beta(\tau; t) \right) (1 - \tau) d\tau. \]

Following the same argument as that used in \(^3\) (5.18), we have

\[ \langle Z(\beta(s; t)), \nabla_{\partial_s \beta(\tau; t)} f(t, \cdot, u) \rangle \]

\[\nabla^2 f(t, \beta(s; t), u) \left( \tilde{Z}, \frac{\partial}{\partial \tau} \beta(\tau; t), \frac{\partial}{\partial \tau} \beta(\tau; t) \right), \quad \text{(3.18)}\]

where \((s, u, Z) \in [0, 1] \times U \times TM, \) and \(\tilde{Z}\) is the dual covector of \(Z.\)

\textbf{Step 3.} Recall \(^2\) (2.19), \(^3\) (3.11), \(^3\) (3.12), \(^3\) (3.15) - \(^3\) (3.17). For \(\epsilon \in [0, \bar{\epsilon}], \) by \(^3\) (3.18), \(^3\) Lemma
2.2 & Lemma 2.3] and Newton-Leibniz formula, we get
\[ \langle V_\epsilon(t) - \epsilon X_\epsilon(t) - \epsilon^2 Y_{X_\epsilon}^W(t), e_i(t) \rangle \]
\[ = \int_0^t (\nabla \dot{y}(s) V_\epsilon - \epsilon \nabla \dot{y}(s) X_\epsilon - \epsilon^2 \nabla \dot{y}(s) Y_{X_\epsilon}^W, e_i(s)) ds \]
\[ = \int_0^t \left\{ \nabla_x f[s]\left(d_i(s), V_\epsilon(s) - \epsilon X_\epsilon(s) - \epsilon^2 Y_{X_\epsilon}^W(s) \right) \right. 
+ \epsilon^2 \int_0^1 \left[ \nabla_x^2 f[s, \tau] \epsilon \left(d_i(s), v(s), v(s) \right) - \nabla_x^2 f[s]\left(d_i(s), v(s), v(s) \right) \right](1 - \tau)d\tau 
- \frac{1}{2} R(e_i(s), v(s), v(s)) + \frac{\epsilon^2}{2} R(e_i(s), X_\epsilon(s), f[s], X_\epsilon(s)) 
+ \frac{1}{2} \nabla_x^2 f[s]\left(d_i(s), X_\epsilon(s), X_\epsilon(s) \right) - \frac{\epsilon^2}{2} \nabla_x^2 f[s]\left(d_i(s), X_\epsilon(s), X_\epsilon(s) \right) 
+ \epsilon \nabla_x f[s]\left(d_i(s), V_\epsilon(s) - \epsilon X_\epsilon(s), v(s) \right) \left\} ds + \epsilon^2 P_2^i(t), \]
where
\[ P_2^i(t) = \int_0^t \left\{ \int_0^1 \left[ 2 \epsilon \nabla_x^2 f[s, \tau] \epsilon \left(d_i(s), v(s), \sigma_\epsilon(s) \right) 
+ \epsilon^2 \nabla_x^2 f[s, \tau] \epsilon \left(d_i(s), \sigma_\epsilon(s), \sigma_\epsilon(s) \right) \right](1 - \tau)d\tau + \frac{1}{\epsilon^2} \left( \dot{I}_1(s) + \dot{I}_2(s) + \dot{I}_3(s) \right) \right\} ds. \]

It follows from (C2) – (C4) and (3.14) that \(|P_1^i(t)|\) is bounded for \(t \in [0, T]\). By applying Gronwall’s inequality to (3.19), we obtain that, there exists a positive constant \(C\) such that
\[ |V_\epsilon(t) - \epsilon X_\epsilon(t)| \leq C\epsilon^2, \forall t \in [0, T], \forall \epsilon \in [0, \hat{\epsilon}]. \]

Applying Gronwall’s inequality again to (3.19), we obtain from the above inequality, Lebesgue’s dominated convergence theorem, (3.4) and (C2) – (C4) that, given any \(\alpha > 0\), there exists \(\epsilon^0 \in (0, \hat{\epsilon}]\) such that (3.2) holds. The proof is concluded. \(\square\)

4 Proof of Theorem 2.2

In Section 4.1, we obtain the second order necessary condition of an optimization problem (problem (OP)), see Theorem 4.2. In Section 4.2, we transform problem (OCP) into an optimization problem, which is a special case of problem (OP), and prove Theorem 2.2 by Theorem 4.2.

4.1 An optimization problem

Let \(\mathcal{X}\) be a Banach space, and \(E \subset \mathcal{X}\) be a convex subset of it. Given maps \(\hat{\phi}_i : \mathcal{X} \to \mathbb{R}\) with \(i = 0, \cdots, j\), and \(\hat{\psi} = (\hat{\psi}_1, \cdots, \hat{\psi}_k)^\top : \mathcal{X} \to \mathbb{R}^k \ (k \in \mathbb{N} \cup \{0\})\), consider the following optimization problem.
(OP) Find \( \bar{e} \in E \) such that it minimizes \( \hat{\phi}_0(e) \) with \( e \in E \) subject to
\[
\begin{align*}
\hat{\phi}_i(e) & \leq 0, \quad i = 1, \ldots, j, \\
\hat{\psi}(e) & = 0.
\end{align*}
\] (4.1)

\( \bar{e} \) is called a solution or a minimizer of problem (OP).

Set \( \hat{\Phi} : \mathcal{X} \rightarrow \mathbb{R}^{1+j+k} \) by \( \hat{\Phi} = (\hat{\phi}_0, \hat{\phi}_1, \ldots, \hat{\phi}_j, \hat{\psi}_1, \ldots, \hat{\psi}_k)^\top \). Given any index set \( I \subseteq \{0, 1, \ldots, j\} \), we denote by \( \hat{\Phi}_I = (\hat{\phi}_0, \hat{\phi}_1, \ldots, \hat{\phi}_j, \hat{\psi}_1, \ldots, \hat{\psi}_k)^\top \), where \( \hat{\phi}_i = \hat{\phi}_i \) if \( i \in I \), and \( \hat{\phi}_i = 0 \) if \( i \notin I \).

Assume \( \bar{e} \in E \) is a minimizer of problem (OP). Set by
\[
\begin{align*}
\bar{I}_A & \equiv \{i \in \{1, \ldots, j\} ; \hat{\phi}_i(\bar{e}) = 0\} \cup \{0\}, \\
\bar{I}_N & \equiv \{i \in \{1, \ldots, j\} ; \hat{\phi}_i(\bar{e}) < 0\}.
\end{align*}
\]

To state the necessary condition of problem (OP), we introduce the following condition.

(C5) \( \hat{\Phi} \) is Fréchet differentiable at \( \bar{e} \in E \), and we denote its Fréchet derivative at \( \bar{e} \in E \) by \( D\hat{\Phi}(\bar{e}) = (D\hat{\phi}_0(\bar{e}), \ldots, D\hat{\phi}_j(\bar{e}), D\hat{\psi}_1(\bar{e}), \ldots, D\hat{\psi}_k(\bar{e}))^\top \), where \( D\hat{\phi}_i(\bar{e}) \) \((i = 0, 1, \ldots, j) \) and \( D\hat{\psi}_l(\bar{e}) \) \((l = 1, \ldots, k) \) are the Fréchet derivatives of \( \hat{\phi}_i \) and \( \hat{\psi}_l \) at \( \bar{e} \) respectively. For any \( x \in \mathcal{X} \),
\[
D\hat{\Phi}(\bar{e})(x) = (D\hat{\phi}_0(\bar{e})(x), \ldots, D\hat{\phi}_j(\bar{e})(x), D\hat{\psi}_1(\bar{e})(x), \ldots, D\hat{\psi}_k(\bar{e})(x))^\top.
\]

For each \( y \in \mathcal{X} \), there exists
\[
D^2\hat{\Phi}(\bar{e})(y) = (D^2\hat{\phi}_0(\bar{e})(y), \ldots, D^2\hat{\phi}_j(\bar{e})(y), D^2\hat{\psi}_1(\bar{e})(y), \ldots, D^2\hat{\psi}_k(\bar{e})(y))^\top \in \mathbb{R}^{1+j+k},
\]
such that the following relation holds: for any \( \alpha > 0 \) and \( C > 0 \), there exists \( \epsilon_0 > 0 \) depending on \( \alpha \) and \( C \), such that
\[
|\hat{\Phi}(\bar{e} + \epsilon y + \epsilon^2 \eta) - \hat{\Phi}(\bar{e}) - \epsilon D\hat{\Phi}(\bar{e})(y) - \epsilon^2 D^2\hat{\Phi}(\bar{e})(\eta) - \frac{1}{2} \epsilon^2 D^2\hat{\Phi}(\bar{e})(\eta)| \leq \alpha \epsilon^2,
\]
for all \( \eta \in \mathcal{X} \) with \( |\eta| \leq C \) and \( \epsilon \in [0, \epsilon_0] \).

**Lemma 4.1** Assume that \( \bar{e} \in E \) is a minimizer of (OP) with \( \hat{\phi}_0(\bar{e}) = 0 \), and that (C5) holds. Let \( y \in T^b_{\bar{e}}(\bar{e}) \) satisfy
\[
\left\{ \begin{array}{l}
D\hat{\phi}_i(\bar{e})(y) \leq 0, \quad \text{for } i \in \bar{I}_A, \\
D\hat{\psi}(\bar{e})(y) = 0, \quad T^b_{\bar{e}}(\bar{e}, y) \neq \emptyset,
\end{array} \right.
\] (4.2)

where \( D\hat{\psi}(\bar{e}) = (D\hat{\psi}_1(\bar{e}), \ldots, D\hat{\psi}_k(\bar{e}))^\top \) is a linear map from \( \mathcal{X} \) to \( \mathbb{R}^k \). Set
\[
\begin{align*}
\bar{I}_0' & \equiv \bar{I}_N \cup \{i \in \bar{I}_A ; D\hat{\phi}_i(\bar{e})(y) < 0\}, \\
\bar{I}_0'' & \equiv \{0, 1, \ldots, j\} \setminus \bar{I}_0'.
\end{align*}
\]
Denote by
\[ K \equiv \{ D\hat{\Phi}_{I_0}(\bar{e})(x) + \frac{1}{2} D^2\hat{\Phi}_{I_0}(\bar{e})(y); x \in T_{E}^{\hat{\phi})(\bar{e}, y)} \} \subset \mathbb{R}^{1+j+k} \] (4.3)
and
\[ K^\hat{\phi} = \{ D\hat{\psi}(\bar{e})(x) + \frac{1}{2} D^2\hat{\psi}(\bar{e})(y); x \in T_{E}^{\hat{\phi)}(\bar{e}, y)} \} \subset \mathbb{R}^k. \]

Then \( K \) and \( K^\hat{\phi} \) are both convex. Moreover, we set by \( Y \equiv (Y_0, Y_1, \cdots, Y_j)^T, \) with
\[
Y_i = \begin{cases} 
D\hat{\phi}_i(\bar{e}), & i \in \hat{I}_A, \\
0, & i \notin \hat{I}_A,
\end{cases}
\]
and by
\[
Z \equiv (-\infty, 0)^{j+1} - \{ \lambda(\hat{\phi}(\bar{e}) + Y); \lambda > 0 \},
\]
where \( \hat{\phi} = (\hat{\phi}_0, \hat{\phi}_1, \cdots, \hat{\phi}_j)^T. \) If \( K \) and \( Z \times \{ 0 \} \) can not be separated by any linear functional: there does not exist \( \ell \in \mathbb{R}^{1+j+k} \setminus \{ 0 \} \) such that
\[
\ell^T (D\Phi_{I_0}(\bar{e})(x) + \frac{1}{2} D^2\Phi_{I_0}(\bar{e})(y)) \leq \ell^T (z^T, 0)^T, \quad \forall x \in T_{E}^{\phi)(\bar{e}, y)}, \forall z \in Z, \] (4.5)
then, \( \text{aff} K^\hat{\phi} \) is a subspace of \( \mathbb{R}^k, \) where \( \text{aff} K^\hat{\phi} \) is the affine hull of \( K^\hat{\phi} \) (see [9, p.6]), and the dimension of \( \text{aff} K^\hat{\phi} \) is bigger than zero (see [9, p. 4]). We denote it by \( D(K^\hat{\phi}). \) Moreover, there exist \( h_1, \cdots, h_{D(K^\hat{\phi}) + 1} \in T_{E}^{\phi)(\bar{e}, y)} \) and \( \delta_0 > 0, \) such that
\[
B_{\text{aff} K^\hat{\phi}}(\delta_0) \subseteq \text{Int co} \{ D\hat{\phi}_i(\bar{e})(h_l) + \frac{1}{2} D^2\hat{\phi}_i(\bar{e})(y); h_l \} \bigcup_{l=1}^{D(K^\hat{\phi}) + 1}, \] (4.6)
\[
D\hat{\phi}_i(\bar{e})(h_l) + \frac{1}{2} D^2\hat{\phi}_i(\bar{e})(y) < 0, \quad l = 1, \cdots, D(K^\hat{\phi}) + 1, \quad \text{if} \quad i \in \hat{I}_0, \] (4.7)
where “\( \text{Int A} \)” and “\( \text{co A} \)” are respectively the interior and the convex hull of a set \( A, \)
\( B_{\text{aff} K^\hat{\phi}}(\delta_0) \) is the closed ball in subspace \( \text{aff} K^\hat{\phi} \) with center \( 0 \in \text{aff} K^\hat{\phi} \) and radius \( \delta_0, \) and
\[
D^2\hat{\phi}_i(\bar{e})(y) = (D^2\hat{\phi}_1(\bar{e})(y), \cdots, D^2\hat{\phi}_k(\bar{e})(y))^T.
\]

\textbf{Proof.} First, since \( E \) is convex, one can check by definition that \( T_{E}^{\phi)(\bar{e}, y)} \) is convex, and consequently \( K \) and \( K^\hat{\phi} \) are convex.

Second, we claim that
\[
0 \in \text{ri} K^\hat{\phi},
\] (4.8)
where \( \text{ri} K^\hat{\phi} \) is the interior of set \( K^\hat{\phi} \) relative to its affine hull (see [9, p. 44]). Consequently, \( \text{aff} K^\hat{\phi} \) is a subspace of \( \mathbb{R}^k. \) By contradiction, we assume \( 0 \notin K^\hat{\phi} \) were not true. Since the affine hull of \( K^\hat{\phi} \) is closed (see [9, p. 44]), and \( \text{ri} K^\hat{\phi} \) is not empty (by [9, Theorem 6.2, p. 44]), it follows from [2, Lemma 3.1] that, there exists \( \xi \in \mathbb{R}^k \setminus \{ 0 \} \) such that
\[
\xi^T (D\hat{\psi}(\bar{e})(x) + \frac{1}{2} D^2\hat{\psi}(\bar{e})(y)) \leq 0, \quad \forall x \in T_{E}^{\phi)(\bar{e}, y)}. \] (4.9)
Consequently we have

\[(0, \xi^\top)(D\Phi_{l_0}(\bar{e})(x) + \frac{1}{2}D^2\Phi_{l_0}(\bar{e})(y)) \leq 0, \quad \forall x \in T_E^{(2)}(\bar{e}, y), \quad (4.10)\]

which contradicts the condition that \( \mathcal{K} \) and \( Z \times \{0\} \) are not separated by any linear functional.

Third, if \( D(\mathcal{K}^\hat{\psi}) \leq 0 \), then \( D(\mathcal{K}^\hat{\psi}) = 0 \), due to \( \mathcal{K}^\hat{\psi} = \emptyset \). Consequently, we have \( \mathcal{K}^\hat{\psi} = \{0\} \). Then, for any \( \beta \in \mathbb{R}^k \setminus \{0\} \), \( (4.11) \) holds with \( \xi \) replaced by \( \beta \), and consequently \( (4.10) \) holds with \( (0, \xi^\top) \) replaced by \( (0, \beta^\top) \). A contradiction follows.

Finally, there exist \( x_1, \ldots, x_{D(\mathcal{K}^\hat{\psi})+1} \in T_E^{(2)}(\bar{e}, y) \) such that

\[0 \in \text{Int } co\{D\hat{\psi}(\bar{e})(x_l) + \frac{1}{2}D^2\hat{\psi}(\bar{e})(y)\}l=1^{D(\mathcal{K}^\hat{\psi})+1}. \quad (4.11)\]

According to [2, Lemma 3.1], \( (Z \times \{0\}) \cap \mathcal{K} = \emptyset \). Then, there exist \( z_0, z_1, \ldots, z_j \in (-\infty, 0) \), \( \lambda > 0 \) and \( \bar{x} \in T_E^{(2)}(\bar{e}, y) \) such that

\[
\begin{align*}
z_i &= D\hat{\psi}_i(\bar{e})(\bar{x}) + \frac{1}{2}D^2\hat{\psi}_i(\bar{e})(y), & \text{if } \hat{\psi}_i(\bar{e}) = 0, & D\hat{\psi}_i(\bar{e})(y) = 0; \\
z_i - \lambda \hat{\psi}_i(\bar{e}) &= 0, & \text{if } \hat{\psi}_i(\bar{e}) < 0; \\
z_i - \lambda D\hat{\psi}_i(\bar{e})(y) &= 0, & \text{if } \hat{\psi}_i(\bar{e}) = 0, \quad D\hat{\psi}_i(\bar{e})(y) < 0;
\end{align*}
\]

and \( D\hat{\psi}(\bar{e})(\bar{x}) + \frac{1}{2}D^2\hat{\psi}(\bar{e})(y) = 0 \). Let \( \eta \in (0, 1) \) be such that

\[
0 > (1 - \eta)\left(D\hat{\psi}_i(\bar{e})(x_l) + \frac{1}{2}D^2\hat{\psi}_i(\bar{e})(y)\right) + \eta\left(D\hat{\psi}_i(\bar{e})(\bar{x}) + \frac{1}{2}D^2\hat{\psi}_i(\bar{e})(y)\right)
\]

\[
= D\hat{\psi}_i(\bar{e})((1 - \eta)x_l + \eta\bar{x}) + \frac{1}{2}D^2\hat{\psi}_i(\bar{e})(y),
\]

for all \( l = 1, \ldots, D(\mathcal{K}^\hat{\psi}) + 1 \) and \( i \in \{0, 1, \ldots, j\} \) satisfying \( \hat{\psi}_i(\bar{e}) = 0 \) and \( D\hat{\psi}_i(\bar{e})(y) = 0 \). Set \( h_l = \eta\bar{x} + (1 - \eta)x_l \), for \( l = 1, \ldots, k + 1 \). Then \( (4.7) \) follows, and \( (4.6) \) follows from \( (4.11) \). \( \square \)

The following results are respectively the first and second order necessary conditions of an minimizer of \( (OP) \), and the idea of proving them partially comes from [7, Theorem 4.1].

**Theorem 4.1** Assume that \( (C5) \) holds, and that \( \bar{e} \in E \) is a solution to problem \( (OP) \). Then, there exists \( (\ell_{\hat{\psi}_0}, \ldots, \ell_{\hat{\psi}_j}, \ell_{\hat{\psi}}^\top) \in \mathbb{R}^{1+j+k} \setminus \{0\} \) such that

\[
\ell_{\hat{\psi}_i} \in (-\infty, 0], \quad i = 0, \ldots, j; \quad \ell_{\hat{\psi}_i} = 0, \quad \text{if } i \in \hat{I}_N; \quad \sum_{i=0}^j \ell_{\hat{\psi}_i} \hat{\psi}_i(\bar{e}) = 0; \quad (4.13)
\]

\[
\sum_{i \in \hat{I}_A} \ell_{\hat{\psi}_i} D\hat{\psi}_i(\bar{e})(x) + \ell_{\psi}^\top D\hat{\psi}(\bar{e})(x) \leq 0, \quad \forall x \in T_E^2(\bar{e}). \quad (4.14)
\]
Theorem 4.2 Assume that (C5) holds, that \( \bar{e} \in E \) is a solution to problem (OP) with \( \bar{\phi}_0(\bar{e}) = 0 \), and that \( y \in T_E^0(\bar{e}) \) satisfies \(4.2\). Then, there exists \( (\ell_{\bar{\phi}_0}, \ell_{\bar{\phi}_1}, \ldots, \ell_{\bar{\phi}_j}, \ell_{\bar{\psi}}^\top) \in \mathbb{R}^{1+j+k} \setminus \{0\} \) satisfying \(|4.13\), \(|4.14|\),

\[
\ell_{\bar{\phi}_i} = 0, \text{ if } i \notin I_0^u,
\]

and

\[
\sum_{i \in I_0^u} \ell_{\bar{\phi}_i} D\bar{\phi}_i(\bar{e})(x) + \ell_{\bar{\psi}}^\top D\bar{\psi}(\bar{e})(x) + \sum_{i \in I_0^u} \frac{1}{2} \ell_{\bar{\phi}_i} D^2\bar{\phi}_i(\bar{e})(y)
+ \frac{1}{2} \ell_{\bar{\psi}}^\top D^2\bar{\psi}(\bar{e})(y) \leq 0, \quad \forall x \in T_E^{(2)}(\bar{e}, y).
\]

Remark 4.1 If \( y \in T_E^0(\bar{e}) \) satisfies \(|4.2|\), it is easy to see that the first order necessary condition becomes trivial along the direction \( y \): for any \( \ell = (\ell_{\bar{\phi}_0}, \ldots, \ell_{\bar{\phi}_j}, \ell_{\bar{\psi}}^\top) \in \mathbb{R}^{1+j+k} \setminus \{0\} \) satisfying \(|4.13\) and \(|4.14|\), it holds that \( \sum_{i \in I_0} \ell_{\bar{\phi}_i} D\bar{\phi}_i(\bar{e})(y) + \ell_{\bar{\psi}}^\top D\bar{\psi}(\bar{e})(y) = 0 \).

Thus Theorem 4.2 gives further information of \( \bar{e} \) along direction \( y \). When \( \bar{e} \in \text{Int} E \), \( 0 \in T_E^{(2)}(\bar{e}, y) \), and consequently Theorem 4.2 is consistent with \([7, \text{Theorem } 4.1]\). When \( \bar{e} \) is on the boundary of \( E \), \( 0 \in T_E^{(2)}(\bar{e}, y) \) is not always true, thus, compared to \([7, \text{Theorem } 4.1]\), the first two terms of the left hand side of \(|4.16|\) are extra terms.

Since the proof of Theorem 4.1 is analogous to that of Theorem 4.2 we only prove Theorem 4.2 and give the key point of proving Theorem 4.1. The set \( \{ D\bar{\Phi}_{I_0^u}(\bar{e})(x) | x \in T_E^0(\bar{e}) \} \) is separated from \(\left((-\infty, 0)^{j+1} - \{\lambda(\phi(\bar{e}); \lambda > 0)\}\right) \times \{0\}\).

Proof of Theorem 4.2

Step 1. We shall prove the case that \( k > 0 \).

First, we claim that there exists \( \ell \equiv (\ell_{\bar{\phi}_0}, \ldots, \ell_{\bar{\phi}_j}, \ell_{\bar{\psi}}^\top) \in \mathbb{R}^{1+j+k} \setminus \{0\} \) such that \(|4.5|\) holds.

By contradiction, it follows from Lemma 4.1 that \(|4.6|\) and \(|4.7|\) hold. Fix \( h_l \) (\( l = 1, \cdots, D(\bar{\psi}) + 1 \)). Recall the definition of the second-order adjacent set (see Section 2.1). For any \( \epsilon \to 0^+ \), there exists \( h_l^\epsilon \to h_l \) as \( \epsilon \to 0^+ \) such that \( \bar{e} + \epsilon y + \epsilon^2 h_l^\epsilon \in E \). Then, there exists \( \epsilon_0 > 0 \) such that \( \bar{e} + \epsilon y + \epsilon^2 h_l^\epsilon \in E \) for all \( \epsilon \in [0, \epsilon_0] \) and \( l = 1, \cdots, D(\bar{\psi}) + 1 \). By the convexity of \( E \), for any \( x = \sum_{l=1}^{D(\bar{\psi})+1} \nu_l h_l \in \text{co} \{h_1, \cdots, h_{D(\bar{\psi})+1}\} \) with \( (\nu_1, \cdots, \nu_{D(\bar{\psi})+1}) \) satisfying

\[
\sum_{l=1}^{D(\bar{\psi})+1} \nu_l = 1; \quad \nu_l \geq 0 \quad \text{for } l = 1, \cdots, D(\bar{\psi}) + 1,
\]

it holds that \( \bar{e} + \epsilon y + \epsilon^2 \sum_{l=1}^{D(\bar{\psi})+1} \nu_l h_l^\epsilon \in E \), for all \( \epsilon \in [0, \epsilon_0] \).
Relation (4.12) and (C5) imply that there exists \( \epsilon_1 \in (0, \epsilon_0] \) such that

\[
\left| e^{-\hat{\psi}(\bar{e}) + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i} - D\hat{\psi}(\bar{e}) \left( \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l \right) - \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y)) \right| 
\leq \left| \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l D\hat{\psi}(\bar{e})(h_l^i - h_l) \right| 
+ \left| e^{-\hat{\psi}(\bar{e}) + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i} - D\hat{\psi}(\bar{e}) \left( \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i \right) - \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y)) \right| < \delta_0, \ \forall \epsilon \in [0, \epsilon_1],
\]

where \( \nu_1, \ldots, \nu_{D(D(K^\psi)+1)} \) satisfy (4.17).

According to (4.12), (4.7) and (C5), one can find \( \epsilon_2 \in (0, \epsilon_1] \) such that, for any \( \epsilon \in [0, \epsilon_2] \), the following relations hold: for \( i \in \hat{I}''_0 \),

\[
\hat{\phi}_i(e + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i) 
= e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l \left( D\hat{\phi}_i(e)(h_l) + \frac{1}{2} D^2 \hat{\phi}_i(e)(y) \right) 
+ e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l D\hat{\phi}_i(e)(h_l^i - h_l) + \left[ \hat{\phi}_i(e + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i) - \hat{\phi}_i(e) - eD\hat{\phi}_i(e)(y) \right] \]
\[
< 0;
\]

for \( i \notin \hat{I}''_0 \),

\[
\hat{\phi}_i(e + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i) 
= \hat{\phi}_i(e) + e \cdot D\hat{\phi}_i(e)(y) + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l \left( D\hat{\phi}_i(e)(h_l^i + \frac{1}{2} D^2 \hat{\phi}_i(e)(y) \right) 
+ \left[ \hat{\phi}_i(e + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i) - \hat{\phi}_i(e) - eD\hat{\phi}_i(e)(y) \right] \]
\[
< 0.
\]

Then, from the above relations and (4.6), we can define a map

\[
G: co\{D\hat{\psi}(\bar{e})(h_l) + \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y))\}_{l=1}^{D(D(K^\psi)+1)} \rightarrow co\{D\hat{\psi}(\bar{e})(h_l) + \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y))\}_{l=1}^{D(D(K^\psi)+1)}
\]

by

\[
G\left( D\hat{\psi}(\bar{e})(\sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l) + \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y)) \right) 
= -e^{-2\hat{\psi}(\bar{e} + e\gamma + e^2 \sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l^i) + D\hat{\psi}(\bar{e})(\sum_{l=1}^{D(D(K^\psi)+1)} \nu_l h_l)} + \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y)),
\]

for all \( \nu_1, \ldots, \nu_{D(D(K^\psi)+1)} \) satisfying (4.17). Obviously \( G \) is continuous and \( co\{D\hat{\psi}(\bar{e})(h_l) + \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y))\}_{l=1}^{D(D(K^\psi)+1)} \) is convex and compact. By Brouwer fixed point theorem, there exists \( \nu_1^*, \ldots, \nu_{D(D(K^\psi)+1)}^* \) satisfying (4.17) such that

\[
G\left( D\hat{\psi}(\bar{e})(\sum_{l=1}^{D(D(K^\psi)+1)} \nu_l^* h_l) + \frac{1}{2} D^2 \hat{\psi}(\bar{e}(y)) \right) =
\]
If (4.14) were not true, there would exist \( \sum (\tilde{e}, y, \tilde{\ell}) \) such that

\[ \ell^T (D \tilde{\hat{\phi}}_{I_0} (\tilde{e}, y)) + \frac{1}{2} D^2 \tilde{\hat{\phi}}_{I_0} (\tilde{e}, y) \leq \inf_{\tilde{z} \in Z} \ell^T (\tilde{z}^T, 0)^T = 0, \quad \forall (\tilde{e}, y) \in T_E^{(2)} (\tilde{e}, y), \]

which implies (4.16). Finally, from [1, Proposition 4.2.1] and [6, Lemma 2.4] we have

\[ T_E^{(2)} (\tilde{e}, y) = T_E^{(2)} (\tilde{e}, y) + T_E^b (\tilde{e}). \] (4.20)

If (4.14) were not true, there would exist \( x_0 \in T_E^b (\tilde{e}) \) such that

\[ \sum_{i \in \mathcal{I}_A} \ell^T_{\tilde{\hat{\phi}}_i} (\tilde{e}, y) > 0. \]

Fix any \( \sigma \in T_E^b (\tilde{e}, y) \). Choosing \( \lambda > 0 \) big enough such that

\[ \sum_{i \in \mathcal{I}_0^\prime} \ell^T_{\tilde{\hat{\phi}}_i} (\tilde{e}, \sigma + \lambda x_0) + \ell^T (\tilde{\hat{\phi}}_i (\tilde{e}, \sigma + \lambda x_0) + \sum_{i \in \mathcal{I}_0^\prime} \frac{1}{2} \ell^T_{\tilde{\hat{\phi}}_i} D^2 \tilde{\hat{\phi}}_i (\tilde{e}, y)

\]

which contradicts (4.16), and the proof is concluded.

**Step 2.** For the case \( k = 0 \), there exists \( (\ell_{\tilde{\hat{\phi}}_0}, \ldots, \ell_{\tilde{\hat{\phi}}_j}) \in \mathbb{R}^{1+j} \setminus \{0\} \) such that

\[ \sum_{l=0}^j \ell_{\tilde{\hat{\phi}}_l} (\beta_0, \ldots, \beta_j)^T \in \mathcal{K}, \quad (z_0, \ldots, z_j)^T \in Z. \]

If it were not true, by [2, Lemma 3.1] we would have \( \mathcal{K} \cap Z \neq \emptyset \). Then, there exists \( \tilde{x} \in T_E^{(2)} (\tilde{e}, y) \), \( \lambda > 0 \), and \( (z_0, \ldots, z_j)^T \in (-\infty, 0)^{1+j} \) such that (4.12) holds. Thus, for any \( i = 0, \ldots, j \), we obtain from (C5) and (4.12) that, there exists \( \epsilon > 0 \) such that, for any \( \epsilon \in [0, \tilde{e}] \) the following relation

\[ \hat{\phi}_i (\tilde{e} + \epsilon y + \epsilon^2 \tilde{x}) = \hat{\phi}_i (\tilde{e}) + \epsilon D \hat{\phi}_i (\tilde{e}) (y) + \epsilon^2 D^2 \hat{\phi}_i (\tilde{e}) (y) + \frac{\epsilon^2}{2} D^2 \hat{\phi}_i (\tilde{e}) (y) \]

holds for \( i = 0, 1, \ldots, j \), which contradicts the optimality of \( \tilde{e} \).

**4.2 Proof of Theorem 2.2**

We need the following lemmas.
Lemma 4.2 Assume \( U \subset \mathbb{R}^m \) is closed. Fix \( \bar{u}(\cdot) \in \mathcal{U} \). Let \( v(\cdot) \in L^1(0,T;\mathbb{R}^m) \) be such that \( v(t) \in T^p_U(\bar{u}(t)) \) a.e. \( t \in [0,T] \). Assume there exist a positive constant \( \epsilon_0 \) and \( \ell(\cdot) \in L^1(0,T;\mathbb{R}^m) \) (\( i = 1 \) or \( 2 \)) such that (2.21) holds. Fix any \( \sigma(\cdot) \in L^1(0,T;\mathbb{R}^m) \) such that \( \sigma(t) \in T^p_{U}(\bar{u}(t),v(t)) \) a.e. \( t \in [0,T] \). Then, for any \( \epsilon \in (0,\epsilon_0) \), there exists \( \sigma(\cdot) \in L^1(0,T;\mathbb{R}^m) \) such that \( u(\cdot) := \bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) \in U \) and \( \lim_{\epsilon \to 0^+} \sigma(\cdot) = \sigma(\cdot) \) a.e. \( t \in [0,T] \), and
\[
\| \sigma(\cdot) \|_{L^1(0,T;\mathbb{R}^m)} \leq \| \ell(t) \|_{L^1(0,T;\mathbb{R}^m)} + 2 \| \sigma(t) \|_{L^1(0,T;\mathbb{R}^m)}.
\] (4.21)

**Proof.** Since \( U \) is closed, by [1] Corollary 8.2.13, p. 317, for every \( \epsilon > 0 \), there exist measurable functions \( \omega(\cdot),z(\cdot) : [0,T] \to U \) such that
\[
dist_U(\bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) = |\bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) - \omega(\cdot)| \quad \text{a.e.} \ t \in [0,T],
\] (4.22)
\[
a(\cdot) := \dist_U(\bar{u}(t) + \epsilon v(t)) = |\bar{u}(t) + \epsilon v(t) - \omega(\cdot)| \quad \text{a.e.} \ t \in [0,T].
\] (4.23)

Set \( \sigma(\cdot) = \frac{1}{\epsilon^2}(\omega(\cdot) - \bar{u}(t) - \epsilon v(t)) \) for \( t \in [0,T] \). Then, we have \( \bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) \in U \) a.e \( t \in [0,T] \). Since \( \sigma(t) \in T^p_{U}(\bar{u}(t),v(t)) \) a.e. \( t \in [0,T] \), recalling (4.22) and (4.21), we have
\[
0 = \lim_{\epsilon \to 0^+} \frac{1}{\epsilon^2} |\bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) - \omega(\cdot)| = \lim_{\epsilon \to 0^+} |\sigma(\cdot) - \sigma(t)|, \quad \text{a.e.} \ t \in [0,T].
\] (4.24)

Applying (4.22), (4.23) and (2.21), we have, for \( \epsilon \in (0,\epsilon_0) \),
\[
\epsilon^2 |\sigma(\cdot)| - |\sigma(t)| \leq \epsilon^2 |\sigma(t) - \sigma(\cdot)| = |\bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) - \omega(\cdot)|
\]
\[
\leq |\bar{u}(t) + \epsilon v(t) + \epsilon^2 \sigma(\cdot) - \omega(\cdot)| \leq a(\cdot) + \epsilon^2 |\sigma(t)| \leq \epsilon^2 \ell(t) + |\sigma(t)|, \quad \text{a.e.} \ t \in [0,T],
\]
which implies that, \( \sigma(\cdot) \in L^1(0,T;\mathbb{R}^m) \) and (4.21), if \( \ell(\cdot) \in L^1(0,T;\mathbb{R}^m) \) (\( i = 1, 2 \)). \( \square \)

Lemma 4.3 Assume \( U \subset \mathbb{R}^m \) is closed. Fix \( \bar{u}(\cdot) \in L^2(0,T;\mathbb{R}^m) \cap \mathcal{U} \). Let \( v(\cdot) \in L^2(0,T;\mathbb{R}^m) \) be such that \( v(t) \in T^p_U(\bar{u}(t)) \) a.e. in \( [0,T] \). Then, \( v(\cdot) \in T^p_{L^2(0,T;\mathbb{R}^m) \cap \mathcal{U}}(\bar{u}(\cdot)) \).

Moreover, for any \( \sigma(\cdot) \in L^2(0,T;\mathbb{R}^m) \) such that \( \sigma(t) \in T^p_{U}(\bar{u}(t),v(t)) \) a.e. in \( [0,T] \) and (2.21) holds for some \( \ell(\cdot) \in L^2(0,T;\mathbb{R}^m) \) and \( \epsilon_0 > 0 \), it holds that \( \sigma(\cdot) \in T^p_{L^2(0,T;\mathbb{R}^m)}(\bar{u}(\cdot),v(\cdot)) \).

**Proof.** First, by [1] Corollary 8.2.13, p. 317, for each \( \epsilon > 0 \), there exists a measurable map \( v_\epsilon : [0,T] \to \mathbb{R}^m \) such that \( v_\epsilon(t) \in \frac{U - (\bar{u}(t))}{\epsilon} \) and \( \dist_{U \cap \mathcal{U}}(\bar{u}(t),v(t)) = |v(t) - v_\epsilon(t)| \) for almost every \( t \in [0,T] \). It follows from (2.23) that \( \lim_{\epsilon \to 0^+} |v(t) - v_\epsilon(t)| = 0 \) a.e. \( t \in [0,T] \). Then, we have
\[
|v_\epsilon(t)| - |v(t)| \leq |v_\epsilon(t) - v(t)| \leq |v(t) - (\bar{u}(t) - \frac{1}{\epsilon} v(t))| = |v(t)|.
\]

We obtain from Lebesgue’s dominated convergence theorem that \( \lim_{\epsilon \to 0^+} v_\epsilon(\cdot) = v(\cdot) \) in \( L^2(0,T;\mathbb{R}^m) \), consequently we have \( v(\cdot) \in T^p_{L^2(0,T;\mathbb{R}^m)}(\bar{u}(\cdot)) \).
Then, it follows from Lemma 4.2 that, for any $\epsilon > 0$, there exists $\sigma_\epsilon(\cdot) \in L^2(0,T;\mathbb{R}^m)$ such that $\lim_{\epsilon \to 0^+} \sigma_\epsilon(\cdot) = \sigma(\cdot)$ in $L^2(0,T;\mathbb{R}^m)$ and $\bar{u}(\cdot) + \epsilon \nu(\cdot) + \epsilon^2 \sigma_\epsilon(\cdot) \in \mathcal{U} \cap L^2(0,T;\mathbb{R}^m)$, and consequently $\sigma(\cdot) \in T_{\mathcal{U} \cap L^2(0,T;\mathbb{R}^m)}(\bar{u}(\cdot), \nu(\cdot))$. The proof is concluded. \(\square\)

**Proof of Theorem 2.2** First, we shall transform problem $(OCP)$ to an optimization problem. Assume $(\bar{u}(\cdot), \bar{y}(\cdot))$ is an optimal pair for problem $(OCP)$ with $\bar{u}(\cdot) \in L^2(0,T;\mathbb{R}^m)$. For any $(Y, u(\cdot)) \in T_{\bar{y}(0)} M \times L^2(0,T;\mathbb{R}^m)$, set

\[
\hat{\phi}_i(Y, u(\cdot)) = \phi_i(0; \exp_{\bar{y}(0)} Y, u(\cdot)) - \phi_i(0; \bar{y}(0), \bar{y}(T)),
\]

where $\phi_i(0; \cdot)$ is the solution to (1.2) with initial state $x \in M$ and control $u(\cdot)$, and $\exp_{\bar{y}(0)}$ is the exponential map at $x$ (see Section 3, Section 2.1).

We obtain from the optimality of $(\bar{u}(\cdot), \bar{y}(\cdot))$ for problem $(OCP)$ that, $(0, \bar{u}(\cdot)) \in T_{\bar{y}(0)} M \times \mathcal{U}$ is the solution to the following optimization problem

\[
\begin{align*}
\hat{\phi}_i(Y, u(\cdot)) & \leq 0 \quad \text{for } i = 1, \ldots, j, \\
\hat{\psi}(Y, u(\cdot)) & = \psi(0; \bar{y}(0), \bar{y}(T)) - \hat{\psi}(0; \bar{y}(0), \bar{y}(T)),
\end{align*}
\]

where $Y = (\bar{y}(0), \bar{y}(T))$ and $\hat{\psi}(0; \cdot)$ is the solution to (1.2) corresponding to the initial state $\exp_{\bar{y}(0)} \epsilon V$ and the control $\bar{u}(\cdot) + \epsilon \nu(\cdot)$. For $i = 0, 1, \ldots, j$, we obtain from Proposition 3.1 that

\[
\begin{align*}
\hat{\phi}_i(\epsilon V, \bar{u}(\cdot) + \epsilon \nu(\cdot)) - \hat{\phi}_i(0, \bar{u}(\cdot)) &= \epsilon \left[ \nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(V) + \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(X_{\nu,V}(T)) \right] + o(\epsilon),
\end{align*}
\]

where $X_{\nu,V}(\cdot)$ is the solution to (4.24) with $X_{\nu,V}(0) = V$. This implies that $\hat{\phi}_i$ is Fréchet differentiable at $(0, \bar{u}(\cdot))$, and its Fréchet derivative is as follows

\[
D\hat{\phi}_i(0, \bar{u}(\cdot))(V, \nu(\cdot)) = \nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(V) + \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(X_{\nu,V}(T)).
\]  (4.26)

Similarly we can show that $\hat{\psi}$ is Fréchet differentiable at $(0, \bar{u}(\cdot))$, and its Fréchet derivative is given by

\[
D\hat{\psi}(0, \bar{u}(\cdot))(V, \nu(\cdot)) = \nabla_1 \psi(\bar{y}(0), \bar{y}(T))(V) + \nabla_2 \psi(\bar{y}(0), \bar{y}(T))(X_{\nu,V}(T)).
\]  (4.27)

where $\nabla_i \psi (i = 1, 2)$ is defined in (2.1).

Fix any $(W, \sigma(\cdot)) \in T_{\bar{y}(0)} M \times L^2(0,T;\mathbb{R}^m)$. Denote by $X_{\sigma,W}(\cdot)$ the solution to (2.19) with $\nu(\cdot)$ replaced by $\sigma(\cdot)$ and $X_{\sigma,W}(0) = W$. For any $\epsilon > 0$, we denote by $y_\epsilon(\cdot)$ the
solution to \( [12] \) with initial state \( \exp(y_0(t)(eV + c^2W) \) and control \( \bar{u}(\cdot) + \epsilon v(\cdot) + c^2\sigma(\cdot) \). Denote by \( Y_{\sigma W}^{X_v,\sigma}(\cdot) \) the solution to \( [3.11] \) with \( (\sigma(\cdot), X_v(\cdot)) \) replaced by \( (\sigma(\cdot), X_v,\sigma(\cdot)) \).

We employ the notations \( V(\cdot) \) and \( \beta(\cdot); t \in [0, T] \) given respectively by \( [3.3] \) and \( [3.9] \).

Note that \( [3.14] \) still holds. Fix \( \alpha > 0 \). It follows from Proposition \( [3.1] \) that, there exists \( \epsilon_1 > 0 \) such that

\[
V_\epsilon(t) = \epsilon X_v(t) + \epsilon^2 Y_{\sigma W}^{X_v,\sigma}(t) + \gamma_\epsilon(t), \ \forall \ t \in [0, T], \ \epsilon \in [0, \epsilon_1],
\]

with

\[
|\gamma_\epsilon(t)| \leq \frac{\alpha}{2K} \epsilon^2, \ \forall \ \epsilon \in [0, \epsilon_1],
\]

where constant \( K \) is given in condition \( (C2) \).

Set by

\[
\begin{align*}
D^2 \hat{\phi}_i(0, \bar{u}(\cdot))(V, v(\cdot)) &= \nabla_1^2 \phi_i(\bar{y}(0), \bar{y}(T))(V, V) + 2\nabla_2 \nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(V, X_v,\sigma(V(T))) + 2\nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(Y_{00}^{X_v,\sigma}(T)),
\end{align*}
\]

where \( Y_{00}^{X_v,\sigma}(\cdot) \) is the solution to \( [3.11] \) with \( \sigma(\cdot) = 0 \) and \( W = 0 \), and with \( X_v(\cdot) \) replaced by \( X_v,\sigma(\cdot) \). It is easy to check that

\[
Y_{\sigma W}^{X_v,\sigma}(t) = Y_{00}^{X_v,\sigma}(t) + X_{\sigma W}(t), \ \forall \ t \in [0, T],
\]

where \( X_{\sigma W}(\cdot) \) is the solution to \( [2.19] \) with initial state \( X_{\sigma W}(0) = W \), and with \( v(\cdot) \) replaced by \( \sigma(\cdot) \).

For \( i = 0, 1, \ldots, j \), we obtain by Newton-Leibniz formula, exchange of integral variables, \( [4.28] \) and \( [3.1] \) that

\[
\begin{align*}
\frac{d}{dt} \hat{\phi}_i(\epsilon V + \epsilon^2 W, \bar{u}(\cdot) + \epsilon v(\cdot) + \epsilon^2 \sigma(\cdot)) - \hat{\phi}_i(0, \bar{u}(\cdot)) - \epsilon \frac{d}{dt} \hat{\phi}_i(0, \bar{u}(\cdot))(V, v(\cdot)) & - \epsilon \left[ D^2 \hat{\phi}_i(0, \bar{u}(\cdot))(W, \sigma(\cdot)) + \frac{1}{2} D^2 \hat{\phi}_i(0, \bar{u}(\cdot))(V, v(\cdot)) \right] = L_i^\epsilon,
\end{align*}
\]

where

\[
L_i^\epsilon = \int_0^1 \left[ (\nabla_1^2 \phi_i(\beta(\tau; 0), \beta(\tau; T)) \left( \frac{\partial}{\partial \tau} \beta(\tau; 0), \frac{\partial}{\partial \tau} \beta(\tau; 0) \right) - (\nabla_1^2 \phi_i(\bar{y}(0), \bar{y}(T))(V, V) e^2 + 2\nabla_2 \nabla_1 \phi_i(\beta(\tau; 0), \beta(\tau; T)) \left( \frac{\partial}{\partial \tau} \beta(\tau; 0), \frac{\partial}{\partial \tau} \beta(\tau; T) \right) - 2\epsilon^2 \nabla_2 \nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(V, X_v,\sigma(V(T)) + \nabla_2^2 \phi_i(\beta(\tau; 0), \beta(\tau; T)) \left( \frac{\partial}{\partial \tau} \beta(\tau; T), \frac{\partial}{\partial \tau} \beta(\tau; T) \right) \right)
\right. \\
- \epsilon \left. \left( \nabla_2^2 \phi_i(\bar{y}(0), \bar{y}(T))(X_v,\sigma(V(T)), X_v,\sigma(V(T)) \right) \right] \right) - \frac{1}{2} (1 - \tau) d\tau + \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(\gamma_\epsilon(T)).
\]
By (3.14) and (4.28), we have
\[
L^ε_t = ε^2 \int_0^1 \left[ \nabla^2 ψ(¯y(0), ̃y(T)) (L_{\bar{y}(0) \beta(\tau;0)} V, L_{\bar{y}(0) \beta(\tau;0)} V) \right.
\]
\[
+ 2 \nabla_2 \nabla_1 ψ(\bar{y}(0), \bar{y}(T)) (L_{\bar{y}(0) \beta(\tau;0)} V, L_{\bar{y}(0) \beta(\tau;0)} V)
\]
\[
= \nabla_2 ψ(\bar{y}(0), \bar{y}(T)) (V, V) + 2 \nabla_2 \nabla_1 ψ(\bar{y}(0), \bar{y}(T)) (V, X_{φ, σ}(T)) + 2 \nabla ψ(\bar{y}(0), \bar{y}(T)) (X_{φ, σ}(T), X_{φ, σ}(T)) \right)
\]
\[
(1 - τ) dτ + o(ε^2)
\]
\[
+ \nabla_2 ψ(\bar{y}(0), \bar{y}(T))(\gamma_ε(T)).
\]

Applying Lebesgue’s dominated convergence theorem, (C2), (C3), (4.26) and (4.31) to the above identity, we obtain that, there exists $ε_0 \in (0, ε_1]$ such that $|L^ε_t| \leq α^2$ for all $ε \in [0, ε_0]$. Similarly one can show that, there exists $ε_0 \in (0, ε_0]$ such that
\[
D^2 \hat{ψ}(0, \bar{u}(\cdot))(W, σ(\cdot)) \leq \alpha^2,
\]
for all $ε \in [0, ε_0]$, where
\[
D^2 \hat{ψ}(0, \bar{u}(\cdot))(W, σ(\cdot)) = \nabla^2 ψ(\bar{y}(0), \bar{y}(T)) (V, V) + 2 \nabla_2 \nabla_1 ψ(\bar{y}(0), \bar{y}(T)) (V, X_{φ, σ}(T)) + 2 \nabla ψ(\bar{y}(0), \bar{y}(T)) (X_{φ, σ}(T), X_{φ, σ}(T)) \right)
\]
\[
\leq \alpha^2,
\]
for all $ε \in [0, ε_0]$, where
\[
D^2 \hat{ψ}(0, \bar{u}(\cdot))(W, σ(\cdot)) = \nabla^2 ψ(\bar{y}(0), \bar{y}(T)) (V, V) + 2 \nabla_2 \nabla_1 ψ(\bar{y}(0), \bar{y}(T)) (V, X_{φ, σ}(T)) + 2 \nabla ψ(\bar{y}(0), \bar{y}(T)) (X_{φ, σ}(T), X_{φ, σ}(T)) \right)
\]
\[
+ \nabla_2 ψ(\bar{y}(0), \bar{y}(T))(\gamma_ε(T)).
\]

Thus, for problem (OCP), condition (C5) holds.

Third, we shall use Theorem 4.1 to prove Theorem 2.1. Recalling (2.10), (2.11), (4.25) and (4.31), we have $I_A = \{i \in \{1, \cdots, j\} | \hat{ϕ}_i(0, \bar{u}(\cdot)) = 0 \cup \{0\}$ and $I_N = \{i \in \{1, \cdots, j\} | \hat{ϕ}_i(0, \bar{u}(\cdot)) < 0\}$. Applying Theorem 4.1 to problem (OCP), we can find $ℓ = (ℓ_φ, 1, \cdots, ℓ_{ψ_{\bar{y}(0)}}) \in ℝ^{1+j+k} \setminus \{0\}$ satisfying (2.13) and
\[
\sum_{i \in I_A} ℓ_φ_i (\nabla_1 \hat{ϕ}_i(\bar{y}(0), \bar{y}(T))(Y) + \nabla_2 \hat{ϕ}_i(\bar{y}(0), \bar{y}(T))(X_{φ, σ}(T)))
\]
\[
+ ℓ_{ψ_{\bar{y}(0)}} (\nabla_1 ψ(\bar{y}(0), \bar{y}(T))(Y) + \nabla_2 ψ(\bar{y}(0), \bar{y}(T))(X_{φ, σ}(T))) \leq 0,
\]
for all $(Y, w(\cdot)) \in T_{\bar{y}(0)} M \times T_{\bar{y}(0)} L^2(0, T; ℝ^m)(\bar{u}(\cdot))$, where $X_{φ, σ}(\cdot)$ is the solution to (2.19) with $X_{φ, σ}(0) = Y$, and we have used (4.26) and (4.27). Let $p^ε(\cdot)$ be the solution to (2.12). Inserting (2.12) into (1.33) and integrating by parts, we can obtain from Lemma 4.3 that, $\int_0^T \nabla_a H[ε, ℓ](w(t)) ≤ 0$ holds for all $w(\cdot) \in L^2(0, T; ℝ^m)$ with $w(t) \in T_{\bar{y}(0)}(\bar{u}(t))$ a.e. $t \in [0, T]$, and that (2.16) stands. Applying needle variation to this inequality, we obtain (2.15). Thus, $ℓ$ is a Lagrange multiplier in the sense of convex variation.

Finally, we shall employ Theorem 4.2 to prove Theorem 2.2. Assume that $v(\cdot) \in L^2(0, T; ℝ^m)$ is a singular direction in the sense of convex variation, with $X_v(\cdot)$ satisfying (2.18) and (2.19), and that (2.21) holds for some $ε_0 > 0$ and $ℓ(\cdot) \in L^2(0, T; ℝ^m)$. Recall
It follows from Theorem 4.2 and Lemma 4.3 that, there exist a Lagrange multiplier in the sense of convex variation $\ell = (\ell_{\phi_0}, \ell_{\phi_1}, \cdots, \ell_{\phi_j}, \ell^T_\psi)^T \in \mathbb{R}^{1+j+k} \setminus \{0\}$ satisfying (2.22) and

$$
\sum_{i \in I^0} \ell_{\phi_i} \left( \nabla_1 \phi_i(\bar{y}(0), \bar{y}(T))(W) + \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(X_{\sigma}, W(T) + Y_{00}^{X_e}(T)) \right)
+ \ell^T_\psi \left( \nabla_1 \psi(\bar{y}(0), \bar{y}(T))(W) + \nabla_2 \psi(\bar{y}(0), \bar{y}(T))(X_{\sigma}, W(T) + Y_{00}^{X_e}(T)) \right)
+ \frac{1}{2} \sum_{i \in I^0} \ell_{\phi_i} \left( \nabla^2_1 \phi_i(\bar{y}(0), \bar{y}(T))(X_v(0), X_v(T)) + 2\nabla_1 \nabla_2 \phi_i(\bar{y}(0), \bar{y}(T))(X_v(0), X_v(T)) \right)
+ \frac{1}{2} \ell^T_\psi \left( \nabla^2_1 \psi(\bar{y}(0), \bar{y}(T))(X_v(0), X_v(T)) \right) \leq 0,
$$

for all $(W, \sigma) \in T_{\bar{y}(0)} M \times L^2(0, T; \mathbb{R}^m)$ with $(\sigma(t) \in T_U^{(2)}(\bar{u}(t), v(t))$ a.e. $t \in [0, T]$, where $Y_{00}^{X_e}(\cdot)$ is the solution to (3.1) with $(\cdot) = 0$ and $W = 0$.

Recall that $p^\ell(\cdot)$ solves (2.12) with initial data (2.16). We obtain from (2.12), (3.1), (4.31) and integration by parts over $[0, T]$ that

$$
0 \geq -p^\ell(0)(W) + p^\ell(T)(Y_{\sigma W, V}(T)) + \frac{1}{2} \left( \nabla^2_2 \mathcal{L}(\bar{y}(0), \bar{y}(T)); \ell \right) \left( X_{\sigma}, V(T), X_{\sigma}, V(T) \right)
+ \nabla_1 \nabla_2 \mathcal{L}(\bar{y}(0), \bar{y}(T)); \ell \right) \left( X_{\sigma}, V(T), V \right) + \nabla^2_2 \mathcal{L}(\bar{y}(0), \bar{y}(T)); \ell \right) \left( V, V \right)
\right) dt + I.
$$

where

$$
I = \frac{1}{2} \nabla^2_2 \mathcal{L}(\bar{y}(0), \bar{y}(T)); \ell \right) \left( V, V \right) + \nabla_1 \nabla_2 \mathcal{L}(\bar{y}(0), \bar{y}(T)); \ell \right) \left( X_{\sigma}, V(T), V \right)
+ \frac{1}{2} \nabla^2_2 \mathcal{L}(\bar{y}(0), \bar{y}(T)); \ell \right) \left( X_{\sigma}, V(T), X_{\sigma}, V(T) \right),
$$

and thus (2.23) follows. □
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