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Abstract. One of the conspicuous features of real slices of bicritical rational maps is the existence of Tricorn-type hyperbolic components. Such a hyperbolic component is called invisible if the non-bifurcating sub-arcs on its boundary do not intersect the closure of any other hyperbolic component. Numerical evidence suggests an abundance of invisible Tricorn-type components in real slices of bicritical rational maps. In this paper, we study two different families of real bicritical maps and characterize invisible Tricorn-type components in terms of suitable topological properties in the dynamical planes of the representative maps. We use this criterion to prove the existence of infinitely many invisible Tricorn-type components in the corresponding parameter spaces. Although we write the proofs for two specific families, our methods apply to generic families of real bicritical maps.
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1. Introduction. In [18], Milnor studied the dynamics and parameter spaces of rational maps with two critical points (we will call such maps ‘strictly bicritical’). A rational map is called real if it commutes with an antiholomorphic involution of the Riemann sphere \( \hat{\mathbb{C}} \). In suitable regions of parameter spaces, the two critical orbits of a strictly bicritical real map are related by an antiholomorphic involution. The dynamics of such maps are reminiscent of unicritical antiholomorphic polynomials and their parameter spaces display Tricorn-like geometry [18, §5].

Note that up to a Möbius change of coordinates, an antiholomorphic involution of \( \hat{\mathbb{C}} \) can be written either as the complex conjugation map \( \iota(z) = \bar{z} \) or as the antipodal map \( \eta(z) = -\frac{1}{z} \). The former has a circle of fixed points and the latter has no fixed point. Hence, a real rational map is (in suitable coordinates) either a map with real coefficients or an antipode-preserving map (i.e. it sends pairs of antipodal points to pairs of antipodal points). By a theorem of Borsuk and Hopf, the latter possibility can only be realized by rational maps of odd degree.

More generally, a family of rational maps with only two free critical points exhibits many features similar to those of strictly bicritical rational maps. As an abuse of terminology, we will refer to such families as real bicritical families. In this article, we will study the Tricorn-like geometry and its topological consequences for real bicritical families of rational maps such that the two free critical orbits are related by an antiholomorphic involution.

A natural example of a real bicritical family commuting with \( \iota \) is given by degree 4 real Newton maps

\[
N_a : \hat{\mathbb{C}} \to \hat{\mathbb{C}}
\]

\[
N_a(z) = z - \frac{f_a(z)}{f_a'(z)}
\]

corresponding to the polynomials

\[
f_a(z) = (z - 1)(z + 1)(z - a)(z - \bar{a}), \quad a \in \mathcal{U},
\]

where \( \mathcal{U} \) is the set of all parameters in \( \mathbb{H} \) such that the two non-fixed critical points of \( N_a \) are complex conjugate. We will call this family

\[
N^*_4 = \{ N_a \mid a \in \mathcal{U} \}.
\]

The choice and parametrization of the family deserve some explanation (this family was also considered in [29]). Since a Newton map of any degree \( d \geq 2 \) has a repelling fixed point at \( \infty \) (i.e. \( \infty \) is a marked point), one can always send two fixed points of a Newton map (i.e. two roots of the corresponding polynomial) to 1 and \(-1\) by an affine conjugacy. The other \( d - 2 \) fixed points parametrize the family of all Newton maps of degree \( d \), so it is a complex \((d - 2)\)-dimensional family. In particular, the parameter space of all Newton maps of degree four is complex 2-dimensional. We have chosen the real slice \( \mathbb{H} \) of degree four Newton maps so that the other two fixed points are complex conjugates of each other.\(^1\) Note that two maps \( N_a \) and \( N_b \) in the family \( N^*_4 \) with \( a \neq b \) are holomorphically (affinely) conjugate if and only if \( b = -\bar{a} \). The conjugating map between \( N_a \) and \( N_{-\bar{a}} \) is \( z \mapsto -z \).

Since \( f_a \) is a real polynomial, \( N_a \) is a rational map with real coefficients and \( N_a \circ \iota = \iota \circ N_a \). For \( a \in \mathcal{U} \), all the zeroes of the polynomial \( f_a \) are distinct and hence \( 1, -1, a, \bar{a} \) are super-attracting fixed points of \( N_a \). In particular, they are critical points of \( N_a \). Since \( N_a \) is a degree 4 rational map, it has \( 2 \cdot 4 - 2 = 6 \) critical points.

\(^1\)For \( a \in \mathbb{R} \), the fixed points \( a \) and \( \bar{a} \) are real, so they are not complex conjugates of each other. Moreover, for any \( a \in \mathbb{C} \), we have that \( N_a = N_{\bar{a}} \). Hence it suffices to restrict attention to the upper-half plane.
Figure 1. A part of the parameter plane of the family \( N^*_4 \) that contains a Tricorn component (enclosed by white curves) with two visible and one invisible boundary arcs. The white region at the bottom represents the complement of \( \mathcal{U} \).

in \( \hat{\mathbb{C}} \), four of which are 1, \(-1\), \( a \), \( \bar{a} \) as mentioned above. The other two critical points of \( N_a \) are:

\[
3(a + \bar{a}) \pm \sqrt{9(a^2 + \bar{a}^2) - 6|a|^2 + 24}
\]

\[
\frac{12}{2(\mathbb{C})}
\]

Note that the two “free” critical points\(^2\) are complex conjugate precisely when

\[
9(a^2 + \bar{a}^2) - 6|a|^2 + 24 < 0; i.e. \quad 2\text{Im}(a)^2 - \text{Re}(a)^2 - 2 > 0.
\]

Hence,

\[
\mathcal{U} = \{ a \in \mathbb{C} : 2\text{Im}(a)^2 - \text{Re}(a)^2 - 2 > 0 \}
\]

(see Figure 2). The fact that the two free critical orbits of all maps in \( N^*_4 \) are related by the antiholomorphic involution \( \iota \) is going to play a pivotal role in our investigation.

The second family of real bicritical rational maps that we will investigate in this paper is the family of antipode-preserving cubic rational maps. More precisely, we will consider the maps

\[^2\]Here, the word “free” is used in an informal sense to indicate the fact that these two critical points can exhibit various different dynamical behavior as opposed to the other four critical points 1, \(-1\), \( a \), \( \bar{a} \), which are necessarily fixed by the dynamics.
For every parameter in the shaded region, the two free critical points of \( N_a \) are complex conjugate. The upper red component is denoted by \( \mathcal{U} \).

\[
f_q : \hat{\mathbb{C}} \to \hat{\mathbb{C}}
\]

\[
f_q(z) = z^2 q - z \frac{z}{1 + qz}
\]

for \( q \in \mathbb{C} \).

Since \( f_q \circ \eta = \eta \circ f_q \), each \( f_q \) is a real rational map. Moreover, the critical points 0 and \( \infty \) of \( f_q \) are super-attracting fixed points. It follows that the family

\[
\mathcal{A}_3 := \{ f_q : q \in \mathbb{C} \}
\]

is bicritical. The family \( \mathcal{A}_3 \) was introduced by Bonifant, Buff, and Milnor in [4].

The Tricorn is the connectedness locus of quadratic antiholomorphic polynomials \( z^2 + c \) (see [13, §2] for a general background on the combinatorics and topology of the Tricorn). A hyperbolic component in the parameter space of \( N_4^* \) (respectively, \( \mathcal{A}_3 \)) is called a Tricorn component if the corresponding maps have a unique self-conjugate (respectively, self-antipodal) attracting cycle. Such an attracting cycle necessarily attracts both critical orbits of the map. Maps in a Tricorn component behave, in a certain sense, like quadratic antiholomorphic polynomials, and hence can be profitably studied using tools from antiholomorphic dynamics. For a typical Tricorn component in the parameter space \( N_4^* \), see Figure 1.

On the other hand, a hyperbolic component of \( N_4^* \) (respectively, \( \mathcal{A}_3 \)) is called a Mandelbrot component if the corresponding maps have two distinct attracting cycles. Due to the real symmetry of the maps, these two cycles are complex conjugate (respectively, antipodal) and hence have the same period.

The boundary of every Tricorn component in both parameter spaces consists of three parabolic arcs (real-analytic arcs of quasiconformally conjugate simple parabolic parameters) and parabolic cusps (double parabolic parameters). In the family \( N_4^* \), every Tricorn component is bounded. More precisely, the boundary of a Tricorn component is a Jordan curve consisting of three parabolic arcs and three cusp points such that two parabolic arcs meet at each cusp. On the other hand, the Tricorn components in the family \( \mathcal{A}_3 \) come in two different flavors. The first kind of Tricorn
components (which are more conspicuous in the parameter space) are unbounded, their boundaries comprise two unbounded parabolic arcs and a bounded parabolic arc. Each unbounded arc meets the unique bounded arc at a finite cusp point, and the two unbounded arcs stretch out to infinity to “meet” at an “ideal” cusp point. These components are referred to as tongues. The second type of Tricorn components in $A_3$ are bounded, and their boundaries are again topological triangles with vertices being parabolic cusps and sides being parabolic arcs.

At the ends of every bounded parabolic arc (in either family), there are bifurcations from the Tricorn component to Mandelbrot components across sub-arcs of the arc (see Figure 1). We will refer to the complement of these sub-arcs (across which bifurcation from the Tricorn component to Mandelbrot components occurs) as the “non-bifurcating” sub-arc of a parabolic arc. We say that a bounded Tricorn component is invisible if the non-bifurcating sub-arcs on its boundary do not intersect the closure of any other hyperbolic component in the parameter space (see Definition 6.5 for a precise formulation, and Figure 10(right) and Figure 11(right) for pictures of invisible Tricorn components).

The principal goal of this article is to study the geometry of the parameter space of the above families near the Tricorn components. Using parabolic implosion methods, we characterize invisible Tricorn components in the parameter space in terms of ‘invisibility’ (see Definition 6.2) of Fatou components in the dynamical plane.

Our main theorem for the family $N^*_4$ is the following (compare Figure 10).

**Theorem 1.1** (Invisible Tricorn Components in $N^*_4$). For each $n \in \mathbb{N}, n > 1$, there exists a Tricorn component $H(n)$ of period $2n$ in the parameter space of the family $N^*_4$ (having its center in the symmetry locus) such that

1. $\partial H(n)$ has two visible and one invisible parabolic arcs, and
2. every neighborhood of the invisible parabolic arc on $\partial H(n)$ intersects infinitely many capture components and invisible Tricorn components.

For the family $A_3$, we prove the following result which confirms a conjecture of Buff, Bonifant, and Milnor [3, Remark 6.12].

**Theorem 1.2** (Invisible Tricorn Components in $A_3$). Let $H$ be a tongue component. Then, the bounded parabolic arc on $\partial H$ is invisible. Moreover, every neighborhood of the non-bifurcating sub-arc of this bounded arc intersects infinitely many capture components and invisible bounded Tricorn components.

As the above theorems suggest, the existence of invisible Tricorn components is a fairly general phenomenon in parameter spaces of real bicritical rational maps (also see [8, Figure 9(c)]). Our methods, with minor modifications, apply to any reasonable real bicritical family of rational maps.

Let us now detail the organization of the paper. Part 1 of the paper concerns the family $N^*_4$. In Section 2, we discuss some elementary consequences of real symmetry in the dynamical plane of the maps $N_a$. In Section 3, we give a classification of hyperbolic components in the family $N^*_4$. Section 4 is devoted to studying Tricorn components and their boundaries. The main result of this section is Theorem 4.11, which states that the boundary of every Tricorn component consists of three parabolic arcs each of which accumulates at parabolic cusps at both ends. Most of the arguments used in this section are inspired by the proofs of the corresponding results in the antiholomorphic polynomial setting. However, the poles of $N_a$
contribute additional complexity to some of the proofs. In Section 5, we construct postcritically finite Newton maps (more precisely, centers of Tricorn components of $\mathcal{N}_4^*$) with prescribed combinatorics and topology. This is done by producing a sequence of branched coverings of topological spheres with desired combinatorics, and then invoking W. Thurston’s characterization of rational maps to prove that the covers are realized by rational maps which we show to be Newton maps. In particular, this yields infinitely many postcritically finite Newton maps with desired interaction between the basins of attracting fixed points and the immediate basins containing the free critical points. Section 6 contains the main technical tool and key lemmas that lead to the proof of existence of invisible Tricorn components in $\mathcal{N}_4^*$. In Subsection 6.1, we discuss the technique of parabolic implosion for anti-holomorphic maps. The notions of visibility of Fatou components in the dynamical plane and Tricorn components in the parameter plane are defined in Subsection 6.2. In Subsection 6.3, we use parabolic implosion techniques to characterize invisible Tricorn components in terms of visibility properties of Fatou components in the dynamical plane. Finally in Section 7, we combine the results of Section 5 and Section 6 to prove Theorem 1.1.

Part 2 of the paper deals with the family $\mathcal{A}_3$. This family has been extensively studied in [4, 3], and the proofs of most of the basic results about this family that we will have need for can be found in their work. We briefly recall the various types of hyperbolic components of $\mathcal{A}_3$ in Section 8. The Tricorn components in $\mathcal{A}_3$ come in two different flavors (namely, tongues and bounded Tricorns), and we describe the dynamical differences between their representative maps in Section 9. The final Section 10 is devoted to the proof of Theorem 1.2. Since the proof of Theorem 1.2 essentially follows the same strategy as that of Theorem 1.1, we only indicate the necessary modifications. We conclude the paper with a complementary result on the existence of bare regions on the boundaries of low period tongues.

**Part 1. The Family $\mathcal{N}_4^*$**

In the first part of the paper, we will study the parameter space of degree 4 real Newton maps, and prove the existence of infinitely many invisible Tricorn components (Theorem 1.1).

2. **Symmetry in the dynamical plane.** In this section, we will delve into some of the consequences of real symmetry of the maps in the family $\mathcal{N}_4^*$. Recall that the two free critical points of every map $N_a$ in $\mathcal{N}_4^*$ are complex conjugate. This limits the number of distinct dynamical configurations as the dynamics of one of the free critical points dictates the dynamics of the other.

We denote the free critical point of $N_a$ that lies in the upper half-plane by $c_a$ and the one that lies in the lower half-plane by $\overline{c_a}$.

Following [18], we will define the symmetry locus of the family $\mathcal{N}_4^*$. First note that the automorphism group of the rational map $N_a$ is defined as

$$\text{Aut}(N_a) = \{M \in PSL_2(\mathbb{C}) : M \circ N_a = N_a \circ M\},$$

where $PSL_2(\mathbb{C})$ is the group of Möbius automorphisms of $\hat{\mathbb{C}}$.

**Definition 2.1 (Symmetry Locus).** The *symmetry locus* of the family $\mathcal{N}_4^*$ is defined as $\mathcal{S} = \{a \in \mathcal{U} : \text{Aut}(N_a) \neq \{\text{id}\}\}$. 

We will have need for an explicit description of the symmetry locus of the family $N^*_1$.

**Proposition 2.2 (Symmetry Locus of $N^*_1$).** $\mathcal{S} = \mathcal{U} \cap i\mathbb{R}$.

*Proof.* For each $a \in \mathcal{U} \cap i\mathbb{R}$, we have $N_a(-z) = -N_a(z)$. So, $a \in \mathcal{S}$.

Now let $a \in \mathcal{S}$, and $M \in \text{Aut}(N_a) \setminus \{\text{id}\}$. Since $N_a$ has a unique repelling fixed point at $\infty$, the Möbius map $M$ must fix $\infty$. Hence, $M(z) = az + \beta$, for some $\alpha, \beta \in \mathbb{C}$.

Note that $N_a$ has precisely two non-fixed critical points $c_a$ and $\overline{c_a}$. Evidently, $M$ must either fix these two critical points, or act as a transposition on them. But if $M$ fixes $c_a$ and $\overline{c_a}$, then $M$ is the identity map (a Möbius map fixing three points is the identity).

Therefore, we have $M(c_a) = c_a$ and $M(\overline{c_a}) = c_a$. A simple computation shows that $\alpha = -1$ and $\beta = c_a + \overline{c_a}$. In particular, $M$ fixes the real line. So $M$ must permute the fixed critical points 1 and $-1$. Since $M$ is not the identity map, we must have $M(1) = -1$ and $M(-1) = 1$. It now follows that $\beta = c_a + \overline{c_a} = 0$; i.e. $\text{Re}(a) = 0$. Thus, $a \in i\mathbb{R}$. It is immediately seen that $\text{Aut}(N_a) = \{\text{id}, -z\}$.

We conclude that $\mathcal{S} = \mathcal{U} \cap i\mathbb{R}$. $\Box$

The next proposition describes the location of the poles of $N_a$.

**Proposition 2.3 (Poles of $N_a$).** The Newton map $N_a$ has three distinct finite poles. Exactly one of them lies on the real line (more precisely, in the interval $(-1, 1)$), and the other two are complex conjugates of each other.

*Proof.* Note that $N_a$ fixes $\infty$, so it can have at most three finite poles. Since all zeroes of $f_a$ are simple, it follows that the finite poles of $N_a$ are zeroes of $f'_a$. A brief computation shows that

$$f'_a(z) = 4z^3 - 6\text{Re}(a)z^2 + 2(\text{Re}(a)^2 + \text{Im}(a)^2 - 1)z + 2\text{Re}(a).$$

Since $f'_a(z)$ is a real cubic polynomial, it must have at least one real root which is immediately seen to be a pole of $N_a$. Now, for all $z \in \mathbb{R}$, we have that

$$f''_a(z) = 12z^2 - 12\text{Re}(a)z + 2(\text{Re}(a)^2 + \text{Im}(a)^2 - 1)$$

$$= 12\left[\left(z - \frac{\text{Re}(a)}{2}\right)^2 + \frac{2\text{Im}(a)^2 - \text{Re}(a)^2 - 2}{12}\right]$$

$$> 0.$$  

This proves that $f'_a$ has a unique simple real root. As $f'_a$ is a real polynomial, the other two roots of $f'_a$ must be complex conjugate. Moreover, $f'_a(1) = 2(\text{Re}(a) - 1)^2 + 2\text{Im}(a)^2 > 0$ and $f'_a(-1) = -2(\text{Re}(a) + 1)^2 - 2\text{Im}(a)^2 < 0$. By the intermediate value theorem, the unique real pole of $N_a$ lies in $(-1, 1)$. $\Box$

For any $a$, let us denote the unique real pole of $N_a$ by $p_a$. The immediate basins of attraction of the fixed points $1, -1, a$, and $\overline{a}$ of $N_a$ will be denoted by $\mathcal{B}^\text{imm}_1, \mathcal{B}^\text{imm}_{-1}, \mathcal{B}^\text{imm}_a$, and $\mathcal{B}^\text{imm}_{\overline{a}}$ (respectively). The full basins of these fixed points will be denoted simply by dropping the superscript “imm”. In the following proposition, we will collect a number of easy results about the topology and mapping properties of these immediate basins.
Proposition 2.4. 1) All immediate basins are simply connected.

2) The immediate basins $B_{1}^\text{imm}$ and $B_{-1}^\text{imm}$ are invariant under $\iota$. The other two immediate basins $B_{a}^\text{imm}$ and $B_{\bar{a}}^\text{imm}$ are disjoint from the real line, and they are interchanged by $\iota$.

3) If 1 (respectively $-1$) is the only critical point in $B_{1}^\text{imm}$ (respectively in $B_{-1}^\text{imm}$), then $N_{a} : B_{1}^\text{imm} \rightarrow B_{-1}^\text{imm}$ (respectively $N_{a} : B_{-1}^\text{imm} \rightarrow B_{1}^\text{imm}$) is a 2 : 1 branched cover. Otherwise, $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$) contains three critical points (the fixed point and the two free critical points), and $N_{a} : B_{1}^\text{imm} \rightarrow B_{1}^\text{imm}$ (respectively $N_{a} : B_{-1}^\text{imm} \rightarrow B_{-1}^\text{imm}$) is a 4 : 1 branched cover.

4) If $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$) contains only one critical point, then $N_{a} : B_{1}^\text{imm} \rightarrow B_{1}^\text{imm}$ (respectively $N_{a} : B_{-1}^\text{imm} \rightarrow B_{-1}^\text{imm}$) is conformally conjugate to $w^{2} : \mathbb{D} \rightarrow \mathbb{D}$ via the Riemann map of $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$).

5) If $B_{1}^\text{imm}$ and $B_{-1}^\text{imm}$ contain only one critical point each, then $p_{a} \in \partial B_{1}^\text{imm} \cap \partial B_{-1}^\text{imm}$, and $\mathbb{R} \setminus \{p_{a}\} \subset B_{1}^\text{imm} \cup B_{-1}^\text{imm}$.

Proof. 1) This follows from the fact that Julia sets of Newton maps arising from polynomials are connected [26, 28].

2) This is obvious as $\iota$ conjugates $N_{a}$ to itself, fixes 1 and $-1$, and acts as a transposition on the set $\{a, \bar{a}\}$. Moreover, as $N_{a}$ leaves the real line invariant and $a, \bar{a}$ are strictly complex, the real line cannot intersect the immediate basins $B_{a}^\text{imm}$ and $B_{\bar{a}}^\text{imm}$.

3) Note that due to the symmetry of $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$) with respect to $\iota$, if $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$) contains one of the free critical points then it must contain the other as well. The statements about degrees of the map $N_{a} : B_{1}^\text{imm} \rightarrow B_{1}^\text{imm}$ (respectively $N_{a} : B_{-1}^\text{imm} \rightarrow B_{-1}^\text{imm}$) now directly follow from the Riemann-Hurwitz formula.

4) If the super-attracting Fatou component $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$) contains only one critical point (which is necessarily a simple critical point), then the corresponding Böttcher coordinate extends as a biholomorphism between $B_{1}^\text{imm}$ (respectively $B_{-1}^\text{imm}$) and $\mathbb{D}$ such that it conjugates $N_{a}$ to $w^{2}$.

5) Let $\varphi_{1} : B_{1}^\text{imm} \rightarrow \mathbb{D}$ be the\(^{3}\) Böttcher coordinate that conjugates $N_{a}$ to $w^{2}$. The antiholomorphic involution $\iota$ of $B_{1}^\text{imm}$ can be transported by $\varphi_{1}$ to define an antiholomorphic involution $\tilde{\iota} := \varphi_{1} \circ \iota \circ \varphi_{1}^{-1}$ of $\mathbb{D}$. As $\varphi_{1}(1) = 0$ and $\iota$ fixes 1, it follows that $\tilde{\iota}$ fixes 0. A simple computation using the description of conformal automorphisms of $\mathbb{D}$ implies that there exists an $\alpha \in S^{1}$ such that $\tilde{\iota}(w) = \alpha \bar{w}$, for all $w \in \mathbb{D}$. Again, since $\iota$ conjugates $N_{a}$ to itself, $\tilde{\iota}$ must conjugate $w^{2}$ to itself on $\mathbb{D}$. Therefore, $\alpha = 1$; i.e. $\tilde{\iota}(w) = \bar{w}$, for all $w \in \mathbb{D}$.

Since the radial lines at angles 0 and 1/2 in $\mathbb{D}$ are fixed by $\tilde{\iota}$, it follows that the dynamical rays at angles 0 and 1/2 in $B_{1}^\text{imm}$ are fixed by $\iota$. Hence, these two dynamical rays are contained in the real line. As the dynamical 0-ray is fixed by $N_{a}$, it must land at $\infty$ (which is the only fixed point of $N_{a}$ on $\partial B_{1}^\text{imm}$). Therefore, the dynamical 0-ray in $B_{1}^\text{imm}$ is the interval $[1, +\infty)$. Similarly, the dynamical 1/2-ray must land at a pole of $N_{a}$ on $\mathbb{R}$. Hence it must land on $p_{a}$; i.e. the dynamical 1/2-ray in $B_{1}^\text{imm}$ is the interval $(p_{a}, 1]$. In particular, $p_{a} \in \partial B_{1}^\text{imm}$.

One can similarly prove that the dynamical 0-ray in $B_{-1}^\text{imm}$ is the interval $(-\infty, -1]$ and the dynamical 1/2-ray in $B_{-1}^\text{imm}$ is the interval $[1, p_{a})$. In particular, $p_{a} \in \partial B_{-1}^\text{imm}$.

This proves that $p_{a} \in \partial B_{1}^\text{imm} \cap \partial B_{-1}^\text{imm}$, and $\mathbb{R} \setminus \{p_{a}\} \subset B_{1}^\text{imm} \cup B_{-1}^\text{imm}$.

\(^{3}\) since $N_{a}$ is 2 : 1 on the immediate basin, the Böttcher coordinate is unique.
Proposition 2.5. The immediate basins \( B_{\text{imm}}^a \) and \( B_{\text{imm}}^{\bar{a}} \) do not contain any free critical point.

Proof. Let us suppose that the immediate basin \( B_{\text{imm}}^a \) contains a free critical point. Then \( B_{\text{imm}}^a \) has two accesses to infinity (see [11, Proposition 6]). By [27, Corollary 5.2], there must be a zero of \( f_a \) (different from \( a \) itself) between these two accesses. However, \( B_{\text{imm}}^a \) is contained in the upper half-plane and no other zero of \( f_a \) lies in the upper half-plane. Therefore, no zero of \( f_a \) can lie between these two accesses to infinity. This contradicts the assumption that \( B_{\text{imm}}^a \) contains a free critical point.

The proof for the immediate basin \( B_{\text{imm}}^{\bar{a}} \) is analogous. \( \square \)

3. Classification of hyperbolic components. Let us start with some basic definitions and notations that we will need in the rest of the paper. The set of all critical points of a rational map \( R \) (or a branched cover of the 2-sphere of degree \( d \geq 2 \)) is denoted by \( C(R) \). The postcritical set of \( R \) is defined as the iterated forward images of all the critical points of \( R \), and is denoted by \( P_R \). In other words, \( P_R = \bigcup_{n=1}^{\infty} R^n(C(R)). \) A rational map (or a branched cover of the sphere) is called postcritically finite if \( P_R \) is a finite set.

Recall that a rational map is called hyperbolic if the forward orbit of each critical point of the map converges to an attracting cycle. Since the critical points \( \pm 1, a, \bar{a} \) of every map \( N_a \) are fixed, it follows that a map \( N_a \) in \( \mathcal{N}_4^* \) is hyperbolic if and only if the forward orbits of the two free critical points converge to attracting cycles. If \( N_a \) is a hyperbolic map, the corresponding parameter \( a \) is called a hyperbolic parameter. A connected component of the set of all hyperbolic parameters (in \( \mathcal{N}_4^* \)) is called a hyperbolic component. A hyperbolic parameter \( a_0 \) is called a center of a hyperbolic component if \( N_{a_0} \) is postcritically finite.

Using the results of Section 2, we will now describe all possible types of hyperbolic components that appear in the family \( \mathcal{N}_4^\ast \). For a hyperbolic map \( N_a \), the free critical points must converge to attracting cycles. This can happen in a variety of ways. However, the dynamical symmetry of the two free critical points ensures that the two free critical points exhibit symmetric dynamical behavior.

Recall that each \( N_a \) has five fixed points; while \( \infty \) is a repelling fixed point, the others (namely \( \pm 1, a, \bar{a} \)) are super-attracting. We will first discuss the case when the orbit of a free critical point converges to one of these super-attracting fixed points. By Proposition 2.5, the free critical points cannot belong to the immediate basins of \( a \) or \( \bar{a} \). On the other hand, if one free critical point lies in the basin of the fixed point \( +1 \) (respectively \( -1 \)), then by Proposition 2.4 the other one must lie in the same basin too. These facts lead to the following three types of hyperbolic components.

Principal hyperbolic components: There are two principal hyperbolic components in the family \( \mathcal{N}_4^\ast \).

\( \mathcal{H}_1 \): This consists of the set of parameters \( a \) for which the immediate basin of attraction of the fixed point 1 contains both free critical points. In this case, the immediate basin of attraction of the fixed point 1 has three accesses to infinity and all other immediate basins have a unique access to infinity. Moreover, any Fatou component eventually maps to one of the immediate basins. In Figure 1, the red unbounded component is \( \mathcal{H}_1 \).
\( \mathcal{H}_{-1} \): This consists of the set of parameters \( a \) for which the immediate basin of attraction of the fixed point \(-1\) contains both free critical points. In this case, the immediate basin of attraction of the fixed point \(-1\) has three accesses to infinity and all other immediate basins have a unique access to infinity. Moreover, any Fatou component eventually maps to one of the immediate basins. In Figure 1, the yellow unbounded component is \( \mathcal{H}_{-1} \).

**Capture components:** A capture component \( H \) is a connected component of the hyperbolicity locus such that for every parameter \( a \) in \( H \), the free critical points of \( N_a \) lie in pre-periodic Fatou components that eventually map to some of the immediate basins of attraction of the fixed points. If one of the free critical points lies in the basin of 1 (respectively \(-1\)), then the other must belong to the same basin. On the other hand, if one of the free critical points lies in the basin of \( a \), then the other must lie in the basin of \( \pi \). Once again, each Fatou component eventually maps to one of the immediate basins. In Figure 1, the capture components are bounded and shaded in red, yellow, green or orange (depending on which fixed points the free critical points converge to).

We now consider the case when a free critical point converges to an attracting cycle of period greater than one. Since the cycle of immediate basins of any attracting cycle must contain a critical point (necessarily one of the two available free critical points in this case), such a hyperbolic map can have at most two attracting cycles. Therefore, either there is a unique self-conjugate attracting cycle that attracts both free critical points, or there are two distinct attracting cycles each attracting one free critical point.

**Mandelbrot components:** A Mandelbrot component \( H \) is a connected component of the hyperbolicity locus such that for every parameter \( a \) in \( H \), the map \( N_a \) has two distinct attracting cycles (of period greater than one). Due to symmetry, these two attracting cycles are mapped to each other by \( \iota \). Hence both these attracting cycles have a common period \( n \). The immediate basins of each of these two attracting cycles contain one of the free critical points of \( N_a \). Every Fatou component of \( N_a \) eventually maps to one of the fixed immediate basins or to one of these two cycles of immediate basins. We will refer to such a component as a Mandelbrot component of period \( n \). Figure 3 shows a Mandelbrot component.

![Figure 3. The main cardioid of the “baby Mandelbrot set” (in black) is a Mandelbrot component.](image)
Tricorn components: A Tricorn component $H$ is a connected component of the hyperbolicity locus such that for every parameter $a$ in $H$, the map $N_a$ has a unique attracting cycle (of period greater than one). Such an attracting cycle is necessarily self-conjugate and hence must attract both free critical points (as $\iota$ conjugates $N_a$ to itself). By Proposition 2.4, the attracting cycle is disjoint from the real line. Therefore, $\iota$ acts as a fixed-point free involution on this attracting cycle. It follows that the period of the attracting cycle must be an even integer $2n$. Every Fatou component of $N_a$ eventually maps to one of the fixed immediate basins or to this $2n$-periodic cycle of immediate basins. Figure 1 shows a Tricorn component (in black).

The following proposition follows from the general theory of hyperbolic components of rational maps [20, Theorem 7.13, Theorem 9.3].

Proposition 3.1. Every hyperbolic component in the parameter space of the family $N^*_a$ is simply connected and has a unique center (i.e. a postcritically finite parameter).

Let us take a more careful look at the dynamics of the maps in a Tricorn component, which are the main objects of study of this article. Let $a$ belong to a Tricorn component $H$ of period $2n$. Since the real line is disjoint from the immediate basins of this $2n$-periodic cycle, the two free critical points $c_a$ and $\overline{c_a}$ must lie in two distinct immediate basins of this attracting cycle. Let us label the periodic (attracting) Fatou components $\{U_1, U_2, \cdots, U_{2n}\}$ so that $c_a$ is contained in $U_1$. By symmetry, it follows that $\overline{c_a}$ belongs to the conjugate Fatou component $\iota(U_1)$. For any fixed $j$, let $k$ be the smallest positive integer such that $N_a^k(U_j) = \iota(U_j)$. Then $\iota \circ N_a^k(U_j) = U_j$; i.e. $N_a^k(\iota(U_j)) = U_j$. Therefore, $N_a^{2k}(U_j) = U_j$. This implies that $k = n$; i.e. $N_a^{2n}(U_j) = \iota(U_j)$ for each $j$ in $\{1, 2, \cdots, 2n\}$. In particular, $N_a^{2n}(U_1) = \iota(U_1)$.

4. Tricorn components and their boundaries. Throughout this section, we assume that $H$ is a Tricorn component of period $2n$. The dynamics of the maps in the Tricorn components are reminiscent of antiholomorphic dynamics. Since $N_a$ commutes with the complex conjugation map $\iota$, we have that $N_a^{2n} = (\iota \circ N_a^n) \circ (\iota \circ N_a^n)$. Hence the first return map $N_a^{2n}$ of any $2n$-periodic Fatou component is the second iterate of the first antiholomorphic return map $\iota \circ N_a^{2n}$.

By Proposition 3.1, each Tricorn component is simply connected. An explicit real-analytic uniformization of the Tricorn components can be found in [23, Theorem 5.9] or [2, Lemma 3.2].

Proposition 4.1. Each Tricorn component $H$ is simply connected. Moreover, there is a dynamically defined real-analytic three-fold cover from $H$ to the unit disk, ramified only over the origin.

One of the main features of antiholomorphic dynamics is the existence of abundant parabolics. In particular, any indifferent fixed point of an antiholomorphic map is necessarily parabolic with multiplier $+1$. Hence the boundaries of Tricorn

---

4Our definition of Tricorn components follows [4, 3]. We should warn the readers that this definition is different from the usual definition of Tricorn in the context of quadratic antiholomorphic polynomials. A Tricorn component, as defined in this article, is only a hyperbolic component and does not include the decorations attached to it.
components consist only of parabolic parameters. In fact, $\partial H$ contains three parabolic arcs (real-analytic arcs consisting of simple parabolic parameters) that limit at cusp points (double parabolic parameters).

**Lemma 4.2** (Indifferent Dynamics on the Boundary of Tricorn Components). The boundary of a Tricorn component consists entirely of parameters having a self-conjugate parabolic cycle of multiplier $+1$. In suitable local conformal coordinates, the first return map of some (neighborhood of a) parabolic point of such a map has the form $z \mapsto z + z^{r+1} + \ldots$ with $r \in \{1, 2\}$.

*Proof.* For a proof of this fact in the antiholomorphic polynomial case, see [21, Lemma 2.5]. The same argument, which is essentially based on local fixed point theory of holomorphic germs, apply in the current setting as well. The fact that the parabolic cycle is self-conjugate can be seen as follows. For every parameter in a Tricorn component $H$, the two free critical points lie in the same cycle of attracting Fatou components. Since the parabolic cycle is formed by the merger of the unique attracting cycle with one or more repelling periodic cycles, it follows that the resulting cycle(s) of parabolic basins contain(s) both free critical points. Hence, the parabolic cycle is unique. As $\iota$ conjugates $N_a$ to itself, this parabolic cycle must be fixed (as a set) by $\iota$. \hfill \Box

This leads to the following definition.

**Definition 4.3** (Parabolic Cusps). A parameter $a$ on $\partial H$ is called a parabolic cusp point if it has a self-conjugate parabolic cycle such that $r = 2$ in the previous lemma. Otherwise, it is called a simple parabolic parameter.

For the rest of this section, $a$ will stand for a simple parabolic parameter on the boundary of $H$. The holomorphic return map $N_a^{2n}$ of any attracting petal is conformally conjugate to translation by $+1$ in a right half-plane (see Milnor [19, Section 10]). The conjugating map $\psi^{\text{att}}$ is called an attracting Fatou coordinate. Thus the quotient of the petal by the dynamics is isomorphic to a bi-infinite cylinder, called the Ecalle cylinder. Note that Fatou coordinates are uniquely determined up to addition by a complex constant. However, since each petal has an intermediate antiholomorphic return map $\iota \circ N_a^{2n}$, we can choose a special attracting Fatou coordinate that provides us with a crucial conformal invariant for parabolic maps.

**Lemma 4.4** (Fatou Coordinates). Let $a$ be a simple parabolic parameter on the boundary of $H$, $z_i$ be a parabolic periodic point of $N_a$ (so $z_i$ has only one attracting petal), and $U_i$ be a $2n$-periodic Fatou component with $z_i \in \partial U_i$. Then there is an open connected subset $V \subset U_i$ with $z_i \in \partial V$, and $(\iota \circ N_a^{2n})(V) \subset V$ so that for every $z \in U_i$, there is a $k \in \mathbb{N}$ with $(\iota \circ N_a^{2n})^{2k}(z) \in V$. Moreover, there is a univalent map $\psi^{\text{att}}: V \to \mathbb{C}$ with $\psi^{\text{att}}(\iota \circ N_a^{2n}(z)) = \psi^{\text{att}}(z) + 1/2$, and $\psi^{\text{att}}(V)$ contains a right half-plane. This map $\psi^{\text{att}}$ is unique up to horizontal translation.

*Proof.* The proof is similar to the proof of [12, Lemma 2.3]. \hfill \Box

The map $\psi^{\text{att}}$ in the previous lemma will be our normalized Fatou coordinate for the petal $V$. We can extend $\psi^{\text{att}}$ analytically to the entire Fatou component $U_i$, so that it is a semi-conjugacy between $(\iota \circ N_a^{2n})|_{U_i}$ and $\zeta \mapsto \zeta + 1/2$ on $\mathbb{C}$. The antiholomorphic map $\iota \circ N_a^{2n}$ interchanges the two ends of the Ecalle cylinder, so it must fix one horizontal line around this cylinder (the equator). The change of coordinate has been so chosen that the equator maps to the real axis. We will call
the vertical Fatou coordinate the \textit{Ecallle height}. Its origin is the equator. Of course, the same can be done in the repelling petal as well. We will refer to the equator in the attracting (respectively repelling) petal as the attracting (respectively repelling) equator. The existence of this distinguished real line, or equivalently an intrinsic meaning to Ecallle height, is specific to antiholomorphic maps.

We will call the Fatou component \( U_1 \) containing the critical point \( c_a \) the \textit{characteristic Fatou component}.\footnote{This definition is not standard. In unicritical polynomial dynamics, the characteristic Fatou component is usually defined as the unique bounded Fatou component containing the critical value.} Clearly, there is a parabolic point \( z_1 \) on the boundary of \( U_1 \) such that the \( N_a^{2n} \)-orbit of each point in \( U_1 \) converges to \( z_1 \). We will refer to \( z_1 \) as the \textit{characteristic parabolic point}. We will mainly work with \( U_1 \), and its normalized attracting Fatou coordinate (as above) \( \psi^{\text{att}} \). The following well-defined quantity, which is called the \textit{critical Ecallle height} of a parameter \( a \) with a simple self-conjugate parabolic cycle, is going to be of fundamental importance in the remainder of this paper.

\[
h(N_a) := \text{Im}(\psi^{\text{att}}(c_a))
= \frac{(\text{Im}(\psi^{\text{att}}(c_a)) - \text{Im}(\psi^{\text{att}}(\text{att} \circ N_a^{2n}(c_a))))}{2}
= \frac{(\text{Im}(\psi^{\text{att}}(c_a)) - \text{Im}(\psi^{\text{att}}(N_a^{2n}(z_1))))}{2}.
\]

We could define critical Ecallle height of \( N_a \) as the Ecallle height of the critical point \( \bar{a} \) as well. In fact, the two definitions only differ by a sign. It follows that the set \( \{ h(N_a), -h(N_a) \} \) is a conformal conjugacy invariant of the simple parabolic map \( N_a \).

The next proposition, which is similar to [21, Theorem 3.2], shows the existence of real-analytic arcs of simple parabolic parameters on the boundaries of Tricorn components. For an orientation reversing map \( f \), the pull-back of a Beltrami coefficient \( \mu \) under \( f \) is defined as (see [5, Exercise 1.2.2])

\[
f^*(\mu(z)) = \frac{\partial f/\partial z + \mu(f(z))\partial f/\partial \bar{z}}{\partial f/\partial \bar{z} + \mu(f(z))\partial f/\partial z}.
\]

A Beltrami coefficient \( \mu \) is said to be \( f \)-invariant if \( f^*(\mu) = \mu \).

\textbf{Proposition 4.5 (Parabolic Arcs).} \textit{Let \( \bar{a} \) be a parameter such that \( N_{\bar{a}} \) has a self-conjugate simple parabolic cycle. Then \( \bar{a} \) is on a parabolic arc in the following sense: there exists an injective real-analytic arc \( C \) of simple parabolic parameters \( a(h) \) (for \( h \in \mathbb{R} \)) with quasiconformally equivalent dynamics of which \( \bar{a} \) is an interior point, and the critical Ecallle height of \( N_{a(h)} \) is \( h \). In particular, each \( N_{a(h)} \) has a self-conjugate simple parabolic cycle.}

\textit{Proof.} We will use quasiconformal deformations to change the critical Ecallle height of \( N_{\bar{a}} \). Note that the forward orbit of the critical point \( c_{\bar{a}} \) is contained in the parabolic basin. We parametrize the horizontal coordinate within the incoming Ecallle cylinder by \( \mathbb{R}/\mathbb{Z} \).

Now, choose the attracting Fatou coordinate \( \Psi_{\bar{a}} : z \rightarrow \varsigma \) (at the characteristic parabolic point \( z_\varsigma \)) as in Lemma 4.4 so that \( c_{\bar{a}} \) has real part 1/4 within the Ecallle cylinder (note that the Fatou coordinates constructed in Lemma 4.4 are unique up to addition of a real constant). Let us denote the imaginary part of the Fatou coordinate of \( c_{\bar{a}} \) by \( h \), so the \textit{critical Ecallle height} of \( N_{\bar{a}} \) is \( h \).
We will change the Ecalle height of $c_a$ in a controlled way so that each perturbation gives a different map in the family $N^*_a$. Setting $ζ = x + iy$, we can change the conformal structure within the Ecalle cylinder by the quasi-conformal self-homeomorphism of $[0, 1] \times \mathbb{R}$:

$$L_h : ζ \mapsto \begin{cases} ζ + 4ihx & \text{if } 0 \leq x \leq 1/4 \\ ζ + 2ih(1 - 2x) & \text{if } 1/4 \leq x \leq 1/2 \\ ζ - 2ih(2x - 1) & \text{if } 1/2 \leq x \leq 3/4 \\ ζ - 4ih(1 - x) & \text{if } 3/4 \leq x \leq 1 \end{cases}$$

for $h \in \mathbb{R}$. Translating the map $L_h$ by positive integers, we get a quasiconformal homeomorphism of a right half-plane that commutes with the translation $ζ \mapsto ζ + 1/2$ (alternatively we could define $L_h$ on $[0, 1/2] \times \mathbb{R}$ using the above formula and then extend by the glide reflection $(x, y) \mapsto (x + 1/2, -y)$). By the coordinate change $z \mapsto ζ$, we can transport this Beltrami form (defined by this quasiconformal homeomorphism) into the attracting petal at $z_a$. The construction guarantees that the Beltrami form so defined is forward invariant under $ι \circ N^*_a$ and hence under $(ι \circ N^*_a)^{2} = N^{2n}_a$. It is easy to make it backward invariant by pulling it back by the dynamics. Extending it by the zero Beltrami form outside of the entire parabolic basin, we obtain an $N_a$-invariant Beltrami form. Since $N_a$ commutes with $ι$, it follows that this Beltrami form is also $ι$-invariant. Using the Measurable Riemann Mapping Theorem with parameters, we obtain a quasiconformal map $ϕ_h$ integrating this Beltrami form. If we normalize $ϕ_h$ such that it fixes $1$, $-1$ and $∞$, then the coefficients of this newly obtained rational map will depend real-analytically on $h$ (since the Beltrami form depends real-analytically on $h$). Moreover, since the Beltrami form is $ι$-invariant, $ϕ_h \circ ι$ is an antiholomorphic map.

We need to check that this new degree 4 rational map belongs to the family $N^*_a$. Since $ϕ_h$ is a topological conjugacy, it maps the four super-attracting fixed points of $N_a$ to super-attracting fixed points of $ϕ_h \circ N_a \circ ϕ_h^{-1}$. Moreover, as $ϕ_h(∞) = ∞$, a simple application of the holomorphic fixed point formula proves that $∞$ is a repelling fixed point of $ϕ_h \circ N_a \circ ϕ_h^{-1}$ with multiplier $4/(4 - 1) = 4/3$. It follows by [27, Corollary 2.9] that $ϕ_h \circ N_a \circ ϕ_h^{-1}$ is the Newton map of a degree 4 polynomial $g_h$.

The fact that $ϕ_h$ fixes $1$ and $-1$ implies that $1$ and $-1$ are roots of $g_h$. Since $N_a$ commutes with the antiholomorphic involution $ι$ of $\hat{C}$, it follows that $ϕ_h \circ N_a \circ ϕ_h^{-1}$ commutes with $ι$. Let us define $a(h) = ϕ_h(\bar{a})$. It then follows that $a(h)$ and $a(\bar{h})$ are the remaining two simple roots of $g_h$. Hence, $ϕ_h \circ N_a \circ ϕ_h^{-1} = N_{a(h)}$. Again, $ϕ_h$ sends the two distinct free critical points $c_a$ and $\overline{c_a}$ of $N_a$ to a pair of complex conjugate critical points of $ϕ_h \circ N_a \circ ϕ_h^{-1}$. Hence, the two free critical points of $N_{a(h)}$ are complex conjugate. Therefore, $a(h) \in \mathcal{U} \cup ι(\mathcal{U})$; i.e. it lies in one of the two connected components of the shaded region in Figure 2. Finally since $a(h)$ is a continuous function of $h$ and $a(0) = \bar{a} \in \mathcal{U}$, we conclude that each $a(h)$ lies in $\mathcal{U}$. This completes the proof of the fact that each deformation of $N_a$ belongs to the family $N^*_a$.

We need to show that for any $h \in \mathbb{R}$, the map $N_{a(h)}$ has a simple parabolic cycle. But this follows from Naishul’s theorem [22], which states that the multiplier of an indifferent periodic point is preserved under topological conjugacies, and the fact that the number of attracting petals at a parabolic point is a topological invariant.
of parabolic germs. Moreover, since $\varphi_h$ commutes with $\iota$, it sends the self-conjugate parabolic cycle of $N_a$ to a self-conjugate parabolic cycle of $N_{a(h)}$.

By construction, all the $N_{a(h)}$ are quasiconformally conjugate to $N_{\bar{a}}$, and hence to each other. Note that a Fatou coordinate of $N_{a(h)}$ (at the characteristic parabolic point) is given by $\Psi_h = L_h \circ \Psi_2 \circ \varphi^{-1}_h$. Hence, the Ecalle height of the critical point $c_{a(h)}$ is $\text{Im}(L_h(\frac{1}{4} + i\bar{h})) = \text{Im}(\frac{1}{4} + i(\bar{h} + h)) = (h + \bar{h})$. In particular, for $h_1 \neq h_2$ the maps $N_{a(h_1)}$ and $N_{a(h_2)}$ have distinct critical Ecalle heights. This proves that the map $h \mapsto a(h)$ is injective. The image $a((\infty, \infty))$ is an injective real-analytic arc in the parameter plane, which we call a parabolic arc (denoted by $C$).

The above argument produces a parametrization of $C$ such that the critical Ecalle height of $N_{a(h)}$ is $h$. We can reparametrize $C$ such that the critical Ecalle height of $N_{a(h)}$ is $h$. The completes the proof of the proposition.

**Remark 1.** The parametrization of $C$ such that the critical Ecalle height of $N_{a(h)}$ is $h$ is called the critical Ecalle height parametrization of the parabolic arc $C$. Abusing notation, we will denote the critical Ecalle height parametrization of the parabolic arc $C$ by $a : \mathbb{R} \to C$.

The next proposition follows essentially by an argument analogous to [12, Theorem 3.8, Corollary 3.9].

**Proposition 4.6** (Bifurcation along Arcs). Every parabolic arc has, at both ends, an interval of positive length across which bifurcation from a Tricorn component of period $2n$ to a Mandelbrot component of period $2n$ occurs.

If two distinct parabolic arcs intersect at some parameter $a$, then $N_a$ will either have a double parabolic cycle (i.e., a parabolic cycle of multiplicity two) or two distinct self-conjugate parabolic cycles. But this is impossible as $a$ lies on a parabolic arc and hence has a unique simple self-conjugate parabolic cycle. Therefore, two distinct parabolic arcs cannot intersect. It follows that any parabolic arc that intersects $\partial H$ must in fact be contained in $\partial H$.

For any $a$ in a Tricorn component $H$ of period $2n$ (respectively, for a simple parabolic parameter $a$ on $\partial H$), we label the $2n$-periodic self-conjugate cycle of attracting (respectively parabolic) Fatou components of $N_a$ as $U^a_1, U^a_2, \ldots, U^a_{2n}$ such that $U^a_1$ contains $c_a$. It will be important to study the topology of the boundaries of these Fatou components. Let us first prove a sharper version of Proposition 2.3 on the location of the poles of $N_a$.

**Proposition 4.7** (Poles and Boundaries of Fixed Immediate Basins). Let $H$ be a Tricorn component of period $2n$, and $a$ be some parameter in $H$ (or some simple parabolic parameter on $\partial H$). Then $p_a$ is the unique pole on $\partial B^\imm_{-1}$ (respectively on $\partial B^\imm_{1}$). On the other hand, the boundaries of $B^\imm_a$ and $\partial B^\imm_{-1}$ contain exactly one pole (necessarily non-real) each. In particular, $p_a \notin \partial B^\imm_a \cup \partial B^\imm_{-1}$.

**Proof.** Note that by our choice of $a$, the closure of the immediate basin $B^\imm_a$ (respectively $B^\imm_{-1}$) contains exactly one critical point of $N_a$. Clearly, $N_a : \partial B^\imm_{-1} \to \partial B^\imm_{1}$ is a degree two covering map. Since $\infty$ is a fixed point of $N_a$, it follows that $\partial B^\imm_{-1}$ (respectively $\partial B^\imm_{-1}$) contains exactly one pole of $N_a$. It follows from Proposition 2.4 that this pole must be $p_a$.

Now we turn our attention to the other two fixed immediate basins. Since both the free critical points are in Fatou set of $N_a$, it follows that $N_a : \partial B^\imm_{-1} \to \partial B^\imm_1$ (respectively, $N_a : \partial B^\imm_1 \to \partial B^\imm_{-1}$) is a degree two covering map. So $\partial B^\imm_a$
(respectively, \(\partial B^\text{imm}_a\)) contains exactly one pole of \(N_a\). Let us assume that this unique pole is \(p_a\). But then, all four fixed immediate basins would touch at \(p_a\). However, this contradicts the fact that \(N_a\) induces a local orientation-preserving diffeomorphism from a neighborhood of \(p_a\) to a neighborhood of \(\infty\) (note that \(p_a\) is not a critical point). Therefore by Proposition 2.3, the unique pole on \(\partial B^\text{imm}_a\) (respectively on \(\partial B^\text{imm}_a\)) must be non-real. □

We observed in Section 3 that each \(U_i^a\) is fixed by the degree 2 antiholomorphic map \(\iota \circ N^{\text{con}}_a\); i.e. \(\iota \circ N^{\text{con}}_a\) is the first antiholomorphic return map of each \(U_i^a\). In order to conclude that there are exactly three fixed points of \(\iota \circ N^{\text{con}}_a\) on the boundary of each \(U_i^a\), we need to prove the following proposition.

**Proposition 4.8.** Let \(H\) be a Tricorn component of period \(2n\), and \(a\) be some parameter in \(\mathcal{H}\) (or some simple parabolic parameter on \(\partial H\)). Then the boundary \(\partial U^a_i\) of each \(2n\)-periodic Fatou component of \(N_a\) is a Jordan curve.

**Proof.** The proof follows the arguments of [4, Theorem 6.13], so we only give a sketch. However, we need to address a technical difference: our maps \(N_a\) commute with \(\iota\) (which has a circle of fixed points), as opposed to the maps considered in [4] which commute with the (fixed-point free) antipodal map.

Since Julia sets of Newton maps arising from polynomials are always connected and \(N_a\) is geometrically finite, it follows by [30, Theorem A] that the Julia set of \(N_a\) is locally connected.

Note that since \(\infty\) is a repelling fixed point of \(N_a\), it does not lie in the Fatou component \(U_i^a\). Moreover, if \(\infty\) belonged to \(\partial U_i^a\), then \(N_a\) would fail to be a local orientation-preserving diffeomorphism on a neighborhood of \(\infty\). Therefore, \(U_i^a\) is a bounded subset of the plane. Let \(V\) be the unique unbounded component of \(\mathbb{C} \setminus \overline{U_i^a}\). It follows by the arguments used in [4, Theorem 6.13] that \(U' := \mathbb{C} \setminus \overline{V}\) has a Jordan curve boundary. It now suffices to show that \(U_i^a = U'\).

Evidently, \(U_i^a \subset U'\). Let us assume that \(U_i^a \subsetneq U'\), and \(Y\) is a connected component of \(U' \setminus U_i^a\). By construction, we have \(\partial Y \subset \partial U_i^a\). Since the closure of each of the \(2n\)-periodic Fatou components of \(N_a\) is disjoint from \(\mathbb{R} \cup \{\infty\}\) (compare Proposition 2.4), it follows that no iterated forward image of \(\partial Y\) intersects \(\mathbb{R} \cup \{\infty\}\).

Since \(\partial Y\) is contained in the Julia set of \(N_a\), it is easy to see that \(Y \cup U_i^a\) is an open set containing a Julia point. Therefore, \(Y \cup U_i^a\) must contain some iterated pre-images of \(\infty\) (which belongs to the Julia set). Since \(U_i^a\) is contained in the Fatou set and no iterated forward image of \(\partial Y\) intersects \(\mathbb{R} \cup \{\infty\}\), we conclude that \(\text{int}(Y)\) contains an iterated pre-image of \(\infty\).

Note that \(\text{int}(Y)\) is a bounded open set. Hence the orbit of \(\text{int}(Y)\) must hit one of the poles of \(N_a\) before hitting \(\infty\). More precisely, there exists some \(j \geq 0\) such that \(N^{(j)}_a(\text{int}(Y))\) is a bounded open set containing a pole of \(N_a\).

If \(p_a \in N^{(j)}_a(\text{int}(Y))\), then \(N^{(j)}_a(\partial Y)\) must intersect \(\mathbb{R}\) (since \(p_a\) lies on the real line) yielding a contradiction. If one of the two non-real poles of \(N_a\) lies in \(N^{(j)}_a(\text{int}(Y))\), then \(N^{(j)}_a(\partial Y)\) must intersect one of the fixed immediate basins \(B^\text{imm}_a\) or \(B^\text{imm}_a\) (note that by Proposition 4.7, one of the non-real poles of \(N_a\) lies on \(\partial B^\text{imm}_a\) and the other on \(\partial B^\text{imm}_a\)). However, this is impossible since \(N^{(j)}_a(\partial Y)\) is contained in the Julia set of \(N_a\).

This proves that \(U_i^a = U'\), and hence \(\partial U_i^a\) is a Jordan curve. □

We denote the three distinct fixed points of \(\iota \circ N^{\text{con}}_a\) on \(\partial U_i^a\) by \(p_1(U_i^a)\), \(p_2(U_i^a)\), and \(p_3(U_i^a)\). Moreover, \(p_1(U_i^a)\), \(p_2(U_i^a)\), and \(p_3(U_i^a)\) are also precisely the fixed
points of the first holomorphic return map $N^{-2n}_a$ on $\partial U^a_i$ (as the return map has degree 4).

**Definition 4.9** (Roots and Co-roots). By definition, $p_k(U^a_i)$ is a dynamical root point if there exists $i' \in \{1, 2, \cdots, 2n\}$ with $i' \neq i$ and $k' \in \{1, 2, 3\}$ such that $p_{k'}(U^a_{i'}) = p_k(U^a_i)$; i.e., if two distinct $2n$-periodic Fatou components touch at $p_k(U^a_i)$. In this case, two of the three self-conjugate cycles $\{p_k(U^a_i)\}_i$ ($k = 1, 2, 3$) coincide.

Otherwise, $p_k(U^a_i)$ is called a dynamical co-root. In this case, all three self-conjugate cycles $\{p_k(U^a_i)\}_{i=1}^{2n}$ (for $k = 1, 2, 3$) are disjoint.

**Proposition 4.10.** Let $H$ be a Tricorn component of period $2n$, and $a$ be a parameter in $H$ or on a parabolic arc on $\partial H$. For each $i \in \{1, 2, \cdots, 2n\}$ and $k \in \{1, 2, 3\}$, $p_k(U^a_i)$ is a dynamical co-root.

**Proof.** Let us fix $a$ in $H$ or on a parabolic arc on $\partial H$. We will drop the superscript ‘$a$’ and denote the cycle of attracting/parabolic Fatou components simply by $U_1$, $U_2$, $\cdots$, $U_{2n}$.

By way of contradiction, suppose that the two components $U_i$ and $U_j$ touch at a dynamical root $p_k(U_i)$. Let $U_{i_1}, U_{i_2}, \cdots, U_{i_l}$ be all the $2n$-periodic components touching at $p_k(U_i)$. Note that $\iota \circ N^{-n}_a$ is a local orientation-reversing diffeomorphism from a neighborhood of $p_k(U_i)$ to a neighborhood of $p_k(U_i)$. But if $r \geq 3$, then it would preserve the cyclic order of the Fatou components touching at $p_k(U_i)$. This contradiction proves that $r \leq 2$; i.e., $U_i$ and $U_j$ must be the only Fatou components (among $U_1, U_2, \cdots, U_{2n}$) that touch at $p_k(U_i)$. Now let $N^{-2}_a(U_i) = U_j$. We claim that there are at least two dynamical roots on $\partial U_j$. Otherwise $N^{-2}_a(p_k(U_i)) = p_k(U_i)$ by the condition that there is exactly one root on $\partial U_j$. Clearly, $l|2n$; i.e., $l \leq n$. If $l < n$, then more than two $2n$-periodic Fatou components would touch at $p_k(U_i)$, a contradiction. Hence $l = n$, and $N^{-2n}_a(p_k(U_i)) = p_k(U_i)$. But by definition, $p_k(U_i)$ is a fixed point of $\iota \circ N^{-n}_a$, i.e., $N^{-2n}_a(p_k(U_i)) = \iota(p_k(U_i))$. This implies that $p_k(U_i) = \iota(p_k(U_i))$. By Proposition 2.4, the only periodic Julia point that is fixed by $\iota$ is $\infty$. Thus, $p_k(U_i) = \infty$. But this will contradict the fact that $\iota \circ N^{-n}_a$ is a local orientation-reversing diffeomorphism in a neighborhood of $\infty$. This proves the claim that there are at least two dynamical roots (which lie on the same cycle) on $\partial U_j$. It follows that there are at least two roots (which lie on the same cycle) on $\partial U_m$ for all $m = 1, 2, \cdots, 2n$. This implies that (the closures of) the cycle of immediate basins $U_1, U_2, \cdots, U_{2n}$ form a ring such that each component touches its neighboring two components at $2n$-periodic points. However, as $n$ of them lie in the upper half-plane and $n$ of them lie in the lower half-plane, it follows that $\bigcup_{i=1}^{2n} U^a_i$ must intersect the real line in at least two distinct $2n$-periodic points. But this is impossible by Proposition 2.4. This contradicts our initial assumption that $p_k(U_i)$ is a dynamical root, and proves the proposition.

**Corollary 1.** Under the assumption of Proposition 4.10, the three self-conjugate $2n$-cycles $\{p_k(U^a_i)\}_{i=1}^{2n}$ (for $k = 1, 2, 3$) are disjoint.

By Lemma 4.2 and Proposition 4.5, the boundary of a Tricorn component consists entirely of parabolic arcs and cusp points. Note that the dynamical co-roots $p_1(U^a_i)$, $p_2(U^a_i)$, and $p_3(U^a_i)$ can be followed continuously as fixed points of $\iota \circ N^{-2n}_a$ (on the boundary of $U_i$) throughout the union of $H$ and the parabolic arcs on $\partial H$. On each
Theorem 4.11. The boundary of every Tricorn component consists of three parabolic arcs accumulating at cusp points.

5. Constructing centers of tricorn components. In this section we will apply W. Thurston’s characterization of rational maps to prove the existence of infinitely many postcritically finite Newton maps that satisfy certain dynamical properties. A complete combinatorial invariant for postcritically finite Newton maps was given in [17, 16], but for our purposes it is easier to explicitly construct topological branched covers using a subdivision rule, and then apply the “arcs intersection obstructions” of [25] to show that no obstructing multicurves exist in the sense of Thurston. It immediately follows from a slight generalization of Thurston’s theorem that the branched cover is equivalent to a rational map that is unique up to Möbius conjugacy [10, 6]. We then use a result of Pilgrim to show that the Fatou components containing the critical $2n$-cycle are visible from the immediate basins containing $\pm 1$.

A marked branched cover is a pair $(f, X)$ where $f : \mathbb{S}^2 \to \mathbb{S}^2$ is an orientation-preserving branched cover with topological degree greater than one, and $X \subset \mathbb{S}^2$ is a finite set (called the marked set) that contains all critical values of $f$ and satisfies $f(X) \subset X$. Two marked covers $(f, X)$ and $(g, Y)$ are said to be equivalent if there are two orientation-preserving homeomorphisms $h_0, h_1 : (\mathbb{S}^2, X) \to (\mathbb{S}^2, Y)$ so that $h_0 \circ f = g \circ h_1$, where $h_0$ and $h_1$ are homotopic relative to $X$. If furthermore $X = Y$ and $h_0$ and $h_1$ are homotopic to the identity, $f$ and $g$ are said to be homotopic.

A simple closed curve $\gamma$ in $\mathbb{S}^2 \setminus X$ is said to be essential if it does not bound a disk or a punctured disk. A multicurve in $(\mathbb{S}^2, X)$ is a finite collection of simple closed essential curves in $\mathbb{S}^2 \setminus X$ that are pairwise disjoint and non-homotopic. Homotopies of essential curves and multicurves are taken in $\mathbb{S}^2 \setminus X$. Thurston’s characterization is given in terms of a special kind of multicurve called an irreducible obstructing multicurve. The precise definition is not important for our discussion, so the reader is referred to [25, §3].

W. Thurston’s theorem is now stated for marked covers, a mild generalization of the original result [10]. Our maps will always have more than five postcritical points and will hence have hyperbolic orbifold (the orbifold of a marked cover $(f, X)$ is simply taken to be the orbifold associated to $(f, P_f)$ in the usual sense of [10]).

Theorem 5.1 (W. Thurston). Suppose that $(f, X)$ is a marked cover with hyperbolic orbifold. Then $(f, X)$ is equivalent to a marked rational map if and only if there is no irreducible obstructing multicurve. The rational map, if it exists, is unique up to Möbius conjugacy.
Theorem 5.2 (Arcs intersecting obstructions). Let \((f, X)\) be a marked cover, \(\Gamma\) an irreducible obstruction, and \(\Lambda\) an invariant arc system. Suppose further that \(|\Gamma \cap \Lambda| = \Gamma \cdot \Lambda\). Then for each \(k \geq 1\), either

1. \(\Gamma \cdot \Lambda = 0\), and \(\Gamma \cdot f^{-k}(\Lambda) = 0\), or

2. \(\Gamma \cdot \Lambda \neq 0\) and for each \(\lambda \in \Lambda\), there is exactly one connected component \(\lambda'\) of \(f^{-k}(\lambda)\) so that \(\lambda' \cap \Gamma(f^{\pm k}) \neq \emptyset\). Moreover, the arc \(\lambda'\) is the unique component of \(f^{-k}(\Lambda)\) that is an element of \(\Lambda\).

Proposition 5.3 (Newton maps with visibility). There is a sequence of complex parameters \(\{a_n\}_{n>1}\) so that \(N_{a_n} \in \mathcal{N}_1^*\) and \(N_{a_n}\) has a superattracting cycle of period \(2n\) with accesses from the Fatou components containing \(\pm 1\). Moreover, each \(a_n\) belongs to the symmetry locus \(\mathcal{S}\).

Proof. The subdivision rule exhibited in Figure 5 defines a sequence of critically finite branched covers \(f_n : \mathbb{S}^2 \to \mathbb{S}^2\) for \(n \geq 2\) as follows. The upper graph represents the domain sphere as the one-point compactification of \(\mathbb{R}^2\), and the lower graph represents the range sphere similarly. Each vertex in the domain maps to a vertex in the range, each edge in the domain maps homeomorphically to the unique edge with the same label in the range, and complementary components of the domain graph are mapped to complementary components of the range graph. All mappings are chosen to respect symmetry over both coordinate axes. This defines \(f_n\) uniquely up to homotopy relative to the marked set \(X := P_{\infty} \cup \{\infty\}\), where the postcritical set \(P_{f_n}\) consists of \(4+2n\) points. Furthermore, \(f_n\) commutes with the homeomorphisms of \(\mathbb{S}^2\) induced by \(R_y(x, y) := (-x, y)\), \(R_x(x, y) := (x, -y)\), and \(R_x \circ R_y\).

From here, the label of an edge will be taken to be the label assigned in the range. It is easy to see that the edges labeled \(\alpha, \beta, \gamma\), and \(\delta\) are fixed by \(f_n\), and edges of the form \(\alpha_i\) are permuted as follows:

\[
\begin{align*}
\alpha_1 &\mapsto \alpha_2 &\mapsto \alpha_3 &\mapsto \ldots &\mapsto \alpha_{n-2} &\mapsto \alpha_{n-1} &\mapsto \alpha_n &\mapsto \alpha_{-1}, \\
\alpha_{-1} &\mapsto \alpha_{-2} &\mapsto \alpha_{-3} &\mapsto \ldots &\mapsto \alpha_{-2-n} &\mapsto \alpha_{-1-n} &\mapsto \alpha_{-n} &\mapsto \alpha_1.
\end{align*}
\]

Furthermore, \(f_n\) acts similarly on indices of the form \(\beta_i\). Thus each of the following six sets forms irreducible arc systems:

\[
\{\alpha\}, \{\beta\}, \{\gamma\}, \{\delta\}.
\]
Figure 4. The dynamical plane of the map in $N^*_4$ corresponding to $n = 3$ from Proposition 5.3. The basins of 1 and $-1$ are colored red and green. The non-fixed critical points are in a period 6 cycle indicated by the white arrows.

Denote by $\Lambda$ the union of these six arc systems.

We prove by contradiction that $f_n$ is unobstructed. Suppose that $\Gamma$ is an irreducible obstruction for $f_n$. Without loss of generality assume that $|\Gamma \cap \Lambda| = \Gamma \cdot \Lambda$. Since $\{\alpha\}$ is an invariant arc system, we apply both cases of Theorem 5.2 to argue that $\hat{\Gamma}(f_n \circ f^{-n}) \cap (f_n^{-n}(\alpha) \setminus \alpha) = \emptyset$. Applying the same argument to the five other invariant arc systems in $\Lambda$, we see that $\hat{\Gamma}(f_n \circ f^{-n}) \cap (f_n^{-n}(\Lambda) \setminus \Lambda) = \emptyset$. By inspection of Figure 5, it is seen that the closure of $f_n^{-n}(\Lambda) \setminus \Lambda$ has the property that each complementary component contains at most one marked point. Thus every component of the multicurve $\hat{\Gamma}(f_n^{2n})$ (and consequently $\Gamma$ by irreducibility) bounds a disk or a once-punctured disk in $S^2 \setminus X$, and so $\Gamma$ is not an obstruction contrary to assumption. Theorem 5.1 implies that $f_n$ is equivalent to a rational map which we call $g_n$.

To show that $g_n$ is symmetric, we choose appropriately symmetric maps to realize the equivalence to $f_n$. This requires some tools used in the proof of Thurston’s theorem in the setting of marked branched covers [6], which is proven by iteration on the Teichmüller space

$$\mathcal{T}_X = \{\varphi : S^2 \to C : \varphi \text{ an orientation-preserving homeomorphism}\} / \sim$$

where $\varphi, \psi : S^2 \to C$ are equivalent (denoted $\varphi \sim \psi$) precisely when there is a Möbius transformation $M$ so that $M \circ \psi|_X = \varphi|_X$ and $M \circ \psi = \varphi \circ h$ where $h$ is a homeomorphism isotopic to the identity relative to $X$. Let $[\tau] \in \mathcal{T}_X$. Pull back the complex structure of $\hat{\mathbb{C}}$ under the map $\tau \circ f_n : S^2 \to \hat{\mathbb{C}}$ to give a complex
Figure 5. Subdivision rule that defines the sequence of critically finite branched covers \( f_n : S^2 \to S^2 \) where \( n > 1 \). Black edges \( \alpha, \beta, \gamma, \delta \) terminate at \( \infty \) in both the domain (top) and the range (bottom). Light blue edges in the domain represent preimage edges of \( f_n \) that are not edges in the range. Both domain and range graphs are symmetric about the horizontal and vertical coordinate axes.
structure on the domain $S^2$ and choose some $\hat{\tau} : S^2 \rightarrow \hat{C}$ that uniformizes this pulled back complex structure. Then the pullback map $\sigma f_n : T_X \rightarrow T_X$ is defined by $\sigma f_n(\hat{\tau}) = [\hat{\tau}]$. It is shown in [6, §1.3] that $\sigma f_n$ is well-defined and holomorphic.

Let $\varphi_n : S^2 \rightarrow \hat{C}$ be the homeomorphism induced by $\varphi_0(x, y) = y - ix$. Note that $f_n$ commutes with $R_x$. Thus the complex structure pulled back under $\varphi_0 \circ f_n$ is invariant under $R_x$. Let $\varphi_n : S^2 \rightarrow \hat{C}$ be the unique uniformizing map so that $(0, \pm 1) \mapsto \pm 1$ and $\infty \mapsto \infty$. It follows that $\varphi_1 \circ R_x = -i \circ \varphi_1$ and so $\varphi_1(\mathbb{R}) \subset i\mathbb{R}$. Evidently $\varphi_n(\varphi_0) = [\varphi_1]$. Similarly $\varphi_1 \circ R_y = i \circ \varphi_1$.

Normalizing in the same way, obtain a sequence $\varphi_k : S^2 \rightarrow \hat{C}$, $k \in \mathbb{Z}_{>0}$ so that $[\varphi_k] = \sigma f_n([\varphi_0])$ and $\varphi_k(\mathbb{R}) \subset i\mathbb{R}$. By [6, Theorem 2.2], $[\varphi_k]$ converges in the Teichmüller metric to a unique point $[\tau] \in T_X$ fixed by $\sigma f_n$. Thus there are representatives $h_0, h_1 \in [\tau]$ that realize an equivalence between $f_n$ and $g_n$ (i.e. they satisfy $h_0 \circ f_n = g_n \circ h_1$) and further satisfy the following for $j \in \{0, 1\}$:

$$h_j \circ R_x = -i \circ h_j$$

$$h_j \circ R_y = i \circ h_j$$

$$h_j(\mathbb{R}) = i\mathbb{R}.$$ 

It immediately follows that $g_n$ commutes with $i$ and $-i$.

We now prove that $g_n \in \mathcal{N}_a$. Since $f_n$ has degree four, it follows that $g_n$ has degree four. Due to our normalization, $g_n$ has fixed simple critical points at $\pm 1$, and two other fixed simple critical points in the imaginary axis that are complex conjugate. Denote the unique fixed simple critical point in $\mathbb{H}$ by $a_n$. Again due to the normalization, $g_n$ has a fixed point at $\infty$. The holomorphic fixed point theorem implies that $\infty$ is repelling with multiplier $4/3$. Then $g_n(z)$ is the Newton’s map associated to the polynomial $(z-1)(z+1)(z-a_n)(z-\bar{a}_n)$ by [27, Corollary 2.9]. Since $g_n$ commutes with $i$ and $-i$, it follows that $g_n \in \mathcal{N}_a$. More precisely, $g_n = A_{a_n}$ for some $a_n \in S$.

Since the arcs $a_i$ are permuted transitively by $f_n$, the arcs $h_0(a_i)$ are permuted by $N_{a_n}$ up to homotopy. Recall that $f_n$ (and hence $N_{a_n}$) has a unique postcritical cycle of length greater than one. Thus each $h_0(a_i)$ connects distinct points in the $N_{a_n}$-orbit of the free critical point to $1$. By [24, Theorem 5.13], it follows that $B_{1}^{\text{imm}}$ intersects the closure of the characteristic Fatou component. Apply iterates of $N_{a_n}$ to this access to produce accesses connecting 1 to any Fatou component in the forward orbit of the characteristic Fatou component. Since $N_{a_n}$ commutes with $-i$, the same statement holds for $-i$.

Recall that by Proposition 4.8, there are three fixed points of $i \circ N_{a_n}^3$ on the boundary of the characteristic component $U_1^{a_n}$. As in Section 4, we denote these three boundary fixed points by $p_1(U_1^{a_n}), p_2(U_1^{a_n})$, and $p_3(U_1^{a_n})$. We will now show that one of these three boundary fixed points does not lie on $\partial B_{1}^{\text{imm}} \cup \partial B_{-1}^{\text{imm}}$.

**Corollary 2** (Invisible Co-root). For each $n > 1$, exactly two of the three fixed points of $i \circ N_{a_n}^3$ on the boundary of $U_1^{a_n}$ lie on $\partial B_{1}^{\text{imm}} \cup \partial B_{-1}^{\text{imm}}$. In other words, $\{p_1(U_1^{a_n}), p_2(U_1^{a_n}), p_3(U_1^{a_n})\} \setminus (\partial B_{1}^{\text{imm}} \cup \partial B_{-1}^{\text{imm}})$ is a singleton.

**Proof.** We already know from Proposition 5.3 that two of the three fixed points of $i \circ N_{a_n}^3$ on the boundary of $U_1^{a_n}$ lie on $\partial B_{1}^{\text{imm}} \cup \partial B_{-1}^{\text{imm}}$.

Note that since $a_n \in S$, the critical point $c_{a_n}$ is strictly imaginary. Since $N_{a_n}$ commutes with $-i$, it follows that $-i$ fixes the characteristic Fatou component $U_1^{a_n}$. Hence, $-i$ must act on the set $\{p_1(U_1^{a_n}), p_2(U_1^{a_n}), p_3(U_1^{a_n})\}$ as a permutation of
order two. Therefore, we can assume that $p_2(U_1^{an}) = -\iota(p_1(U_1^{an}))$ and $p_3(U_1^{an}) = -\iota(p_3(U_1^{an}))$.

If $p_3(U_1^{an})$ lies on the boundary of $B_1^{imm}$, then it must also lie on the boundary of $B_1^{imm}$ (note that since $N_a$, commutes with $-\iota$, we have that $-\iota(B_1^{imm}) = B_1^{imm}$). But this would contradict the fact that $\iota \circ N_a^{2n}$ is a local orientation-reversing diffeomorphism on a neighborhood of $p_3(U_1^{an})$. Therefore, $p_3(U_1^{an})$ does not lie on $\partial B_1^{imm} \cup \partial B_2^{imm}$. This completes the proof.

**Remark 2.** According to the terminology of the next section, the dynamical co-roots $p_1(U_1^{an})$ and $p_2(U_1^{an})$ are visible, and the third dynamical co-root $p_3(U_1^{an})$ is invisible.

6. Invisible parabolic points and invisible hyperbolic components. In this section, we will employ a parabolic perturbation argument to show how invisible dynamical co-roots imply the existence of invisible hyperbolic components in the parameter plane. Throughout this section, $H$ will stand for a Tricorn component of period $2n$ with center $a_0$.

6.1. **Background on parabolic implosion.** The main technical tool used in the proof of the main theorems is perturbation of antiholomorphic parabolic points. For details on the concepts of near-parabolic antiholomorphic Fatou coordinates and the transit map, see [14, §2]. The technique of perturbation of antiholomorphic parabolic points will allow us to transfer information from the dynamical planes to the parameter plane.

Let us now fix the notations for our parabolic perturbation step. Let $C$ be one of the parabolic arcs on $\partial H$. Its critical Ecalle height parametrization is denoted by $a : \mathbb{R} \to C$. We will denote an attracting petal of $N_{a(h)}$ by $V_{a(h)}^{in}$, and a repelling petal of $N_{a(h)}$ by $V_{a(h)}^{out}$. There exists an open neighborhood $U$ of $a(h)$ (in the parameter plane) such that for all $a \in U^{-} := U \setminus \partial H$, the characteristic parabolic point splits into two simple periodic points, and the perturbed Fatou coordinates can be followed throughout $U^{-}$. More precisely, for $a \in U^{-}$, there exist an incoming domain $V_{a}^{in} \ni N_a^{2n}(c_a)$, and an outgoing domain $V_{a}^{out}$ (such that they are disjoint) having the two simple periodic points on their boundaries. There exists a curve joining the two simple periodic points, which we call the “gate”, such that the points in the incoming domain eventually transit through the gate, and escape to the outgoing domain (see [14, Figure 2]). For $a \in U^{-}$, very close to $a(h)$, the point $N_a^{2n}(c_a)$ (which is contained in the incoming domain $V_{a}^{in}$), takes a large number of iterates to escape to the outgoing domain. There exist injective holomorphic maps $\psi_{a}^{in}: V_{a}^{in} \to \mathbb{C}$ and $\psi_{a}^{out}: V_{a}^{out} \to \mathbb{C}$ such that $\psi_{a}^{in/out}(N_{a}^{2n}(z)) = \psi_{a}^{in/out}(z) + 1$, whenever $z$ and $N_{a}^{2n}(z)$ are both in $V_{a}^{in/out}$. Moreover, with suitable normalizations, the Fatou coordinates $\psi_{a}^{in}$ and $\psi_{a}^{out}$ change continuously. It follows that for every $a \in U^{-}$, the quotients $C_{a}^{in} := V_{a}^{in}/N_{a}^{2n}$ and $C_{a}^{out} := V_{a}^{out}/N_{a}^{2n}$ (the quotients of $V_{a}^{in}$ and $V_{a}^{out}$ by the dynamics, identifying points that are on the same finite orbits entirely in $V_{a}^{in}$ or in $V_{a}^{out}$) are complex annuli isomorphic to $\mathbb{C}/\mathbb{Z}$. The isomorphisms are given by Fatou coordinates which depend continuously on the parameter throughout $U^{-}$.

Since the map $\iota \circ N_{a}^{2n}$ commutes with $N_{a}^{2n}$, it induces antiholomorphic self-maps from $C_{a}^{in}$ (respectively $C_{a}^{out}$) to itself. As $\iota \circ N_{a}^{2n}$ interchanges the two periodic points at the ends of the gate, it interchanges the ends of the cylinders, so it must fix a (necessarily unique) closed geodesic in the cylinders $\mathbb{C}/\mathbb{Z}$. This is similar to the
situations at the parabolic parameter $a(h)$, so we will call this invariant geodesic the equator. As for the parabolic parameter $a(h)$, we will choose our Fatou coordinates such that they map the equators to the real line. Thus we can again define Ecalle height as the imaginary part in these Fatou coordinates. We will denote the Ecalle height of a point $z \in C^\text{in/out}_a$ by $E(z)$. For $a \in U^-$, the incoming and outgoing cylinders are isomorphic to each other by a natural biholomorphism, namely $N_{a^2n}$. This isomorphism is called the “transit map”, and is denoted by $T_a$. The transit map clearly depends continuously on the parameter $a \in U^-$. It maps the fixed geodesic of the incoming cylinder to the fixed geodesic of the outgoing cylinder, and preserves the upper (respectively lower) ends of the cylinders. Thus it must preserve Ecalle heights. The existence of this special isomorphism allows us to relate the Ecalle heights of points in the incoming and outgoing cylinders, and is going to be a crucial tool in our study.

We will also need the concept of the phase, which determines the conformal position of the escaping critical point $c_a$ in the outgoing cylinder. To do this, we need to fix a normalization of the escaping critical point $c_a$ in the outgoing cylinder. To do this, we need to choose two continuous functions $\xi_1, \xi_2 : \overline{U^-} \to \mathbb{C}$ such that $\xi_1(a)$ (respectively $\xi_2(a)$) lies on the incoming (respectively outgoing) equator in $V_a^\text{in}$ (respectively in $V_a^\text{out}$), for all $a \in U^-$. We can also assume that $\psi_a^\text{out}(V_a^\text{out})$ contains the vertical bi-infinite strip $[0,1] \times \mathbb{R}$. Let us normalize $\psi_a^\text{in}$ and $\psi_a^\text{out}$ by the requirements $\psi_a^\text{in}(\xi_1(a)) = 0$ and $\psi_a^\text{out}(\xi_2(a)) = 0$. With these normalizations, we have that $(a,z) \mapsto \psi_a^\text{in}(z)$ and $(a,z) \mapsto \psi_a^\text{out}(z)$ are continuous functions on the open sets $V_a^\text{in} := \{(a,z) : \im z \in \mathbb{R}\}$ and $V_a^\text{out} := \{(a,z) : z \in \mathbb{C}\}$ (respectively in $U^- \times \mathbb{R}$). $\psi_a^\text{in}$ and $\psi_a^\text{out}$ are respectively the attracting and repelling Fatou coordinates for $N_a$ as in Lemma 4.4). For $a \in U^-$, let $k_a$ be the smallest positive integer such that $N_{a^{2nk_a}}(c_a)$ lies in $V_a^\text{out}$ and satisfies $\Re(\psi_a^\text{out}(N_{a^{2nk_a}}(c_a))) \geq 0$. The integer $k_a$ will be called the escaping time of $c_a$. The phase is a continuous map

$$\varphi : U^- \to \mathbb{R}/\mathbb{Z}$$

$$a \mapsto \Re(\psi_a^\text{out}(N_{a^{2nk_a}}(c_a))).$$

The lifted phase is the following continuous lift of $\varphi$:

$$\tilde{\varphi} : U^- \to \mathbb{R}$$

$$a \mapsto \Re(\psi_a^\text{out}(N_{a^{2nk_a}}(c_a))) - k_a.$$

By [14, Lemma 2.5], the lifted phase $\tilde{\varphi}(a)$ tends to $-\infty$ as $a$ approaches $C$ from $U^-$.  

6.2. Visibility in the dynamical and parameter planes. Recall that the immediate basins of attraction of the super-attracting fixed points 1, $-1$, $a$, and $\bar{a}$ of $N_a$ are denoted by $B_1^{\text{imm}}, B_{-1}^{\text{imm}}, B_a^{\text{imm}}$ and $B_{\bar{a}}^{\text{imm}}$ respectively. We start with a simple lemma.

**Lemma 6.1.** Let $H$ be a Tricorn component. Let $a$ be a parameter in $H$ or a simple parabolic parameter on $\partial H$. Let $U_1$ be the characteristic Fatou component of $N_a$ and $p_k(U_1)$ (for some $k \in \{1,2,3\}$) be a dynamical co-root on the boundary of $U_1$. The following two statements about $p_k(U_1)$ are equivalent.

1. $p_k(U_1) \in \partial B_{1}^{\text{imm}} \cup \partial B_{-1}^{\text{imm}}$.

2. $p_k(U_1)$ lies on the boundary of a Fatou component other than $U_1$.

**Proof.** 1) $\Rightarrow$ 2) This is obvious.
2) \implies 1) Suppose that $U$ is a Fatou component different from $U_1$ with $p_k(U_1) \in \partial U$. By the classification of Fatou components of rational maps, $U$ eventually maps to a periodic Fatou component.

If $U$ eventually maps to the $2n$-periodic cycle of Fatou components, then $p_k(U_1)$ must lie on the boundary of some $U_i$ with $i \neq 1$. But this contradicts the fact that $p_k(U_1)$ is a co-root.

If $U$ eventually maps to $B_{imm}$, then $p_k(U_1)$ lies on the boundary of the fixed Fatou component $B_{imm}^a$. But $N_a^{\text{ren}}(p_k(U_1)) = p_k(U_1)$. Since $B_{imm}^a$ is a fixed Fatou component, this implies that $p_k(U_1) \in \partial B_{imm}^a$. By Proposition 2.4, $\partial B_{imm}^a$ is disjoint from the lower half-plane. Therefore, we must have that $p_k(U_1) = \infty$. Since $\infty$ is a fixed point, this contradicts Proposition 4.10, which states that two distinct $2n$-periodic Fatou components of $N_a$ cannot touch at $p_k(U_1)$. Thus $U$ does not eventually map to $B_{imm}^a$. One can similarly prove that $U$ does not eventually map to $B_{imm}^\bar{a}$.

Therefore, $U$ eventually maps to the fixed Fatou components $B_{imm}^1$ or $B_{imm}^{-1}$. It follows that $p_k(U_1) \in \partial B_{imm}^1 \cup \partial B_{imm}^{-1}$.

Lemma 6.1 leads to the following definition, which is inspired by an analogous definition in [4].

**Definition 6.2 (Visibility of Co-roots).** Let $a$ be a parameter in $H$ or on a parabolic arc on $\partial H$. A dynamical co-root of $N_a$ on the boundary of $U_1$ is called *visible* if it satisfies the equivalent conditions of Lemma 6.1. Otherwise, it is called *invisible*.
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**Figure 6.** Left: The characteristic Fatou component of a parameter belonging to a Tricorn component. The three dynamical co-roots, two of which are visible and one invisible, are marked. Right: The characteristic Fatou component of a parameter belonging to a Tricorn component. The three dynamical co-roots, each of which is invisible, are marked.

Note that the topological structure of the Julia set remains unchanged throughout the union of $H$ and the parabolic arcs of $\partial H$. Therefore, $p_k(U_1)$ (for some $k \in \{1, 2, 3\}$) is visible in the dynamical plane of $N_{a_0}$ (where $a_0$ is the center of the tricorn component $H$) if and only if $p_k(U_1)$ is visible in the dynamical plane of $N_a$ for every $a$ in $H$ or on the parabolic arcs on $\partial H$. So the property of being visible does not depend on the choice of a parameter in the union of a given hyperbolic
component and the parabolic arcs on its boundary. By Section 4, there are three parabolic arcs $C_1, C_2, C_3$ on $\partial H$ such that for any $a \in C_k$ (for $k \in \{1, 2, 3\}$), the self-conjugate simple parabolic cycle of $N_a$ is formed by the merger of the self-conjugate attracting cycle with the self-conjugate repelling cycle $\{p_k(U_i)\}_{i=1}^{2n}$. In particular, for any $a \in C_k$, the characteristic parabolic point of $N_a$ is $p_k(U_1)$. We paraphrase this observation in the following lemma.

**Lemma 6.3 (Visibility of Characteristic Parabolic Points).** The dynamical co-root $p_k(U_1)$ is visible (respectively invisible) in the dynamical plane of $N_{a_0}$ (where $a_0$ is the center of the tricorn component $H$) if and only if the characteristic parabolic point of $N_a$ is visible (respectively invisible) for each $a \in C_k$.

In order to set up the platform where we can apply the perturbation techniques, we will now discuss some geometric properties of the repelling Ecalle cylinder at an invisible characteristic parabolic point $p_k(U_1)$ of $N_{a(h)}$ for the map $N_{a(h)}$ on $C_k$. In this case, $p_k(U_1)$ is on the boundary of each of the fixed basins $B_1, B_{-1}, B_{e}, B_{\bar{e}}$ (since the basin of attraction of an attracting fixed point is totally invariant, its boundary is the whole Julia set), but not on the boundary of any single component thereof. Consequently, there is a ‘Julia path’ in the repelling cylinder connecting $\partial U_1^+$ and $\partial U_1^-$. Let $V_{a(h)}^\text{out}$ be a repelling petal at the invisible characteristic parabolic point $p_k(U_1)$ of $N_{a(h)}$. The projection of $U_1$ into the repelling Ecalle cylinder (of $N_{a(h)}$ at the characteristic parabolic point $p_k(U_1)$) consists of two one-sided infinite cylinders, let us call them $U_1^+$ and $U_1^-$. The projection of $\partial U_1$ to the same cylinder consists of two disjoint Jordan curves $\partial U_1^+$ and $\partial U_1^-$. Note that these two Jordan curves...
are related by the map $z \mapsto \overline{z} + 1/2$. Hence we can assume that the interval of Ecalle heights traversed by $\partial U^+_1$ (respectively by $\partial U^-_1$) is $[l_h, u_h]$ (respectively $[-u_h, -l_h]$), where $u_h > l_h$ (since $\partial U^+_1$ is not an analytic curve, its projection to the repelling Ecalle cylinder is not a geodesic, hence not a round circle; therefore, the projection must traverse a positive interval of Ecalle heights). Therefore, $U^+_1$ contains $\mathbb{R}/\mathbb{Z} \times (u_h, +\infty)$, and $U^-_1$ contains $\mathbb{R}/\mathbb{Z} \times (-\infty, -u_h)$. Clearly, $u_h > 0$ for all $h$ in $\mathbb{R}$.

**Lemma 6.4.** Let the characteristic parabolic point $p_k(U_1)$ of the map $N_{a(h)}$ be invisible for all $a(h)$ on $C_k$. Let $\tilde{J}$ be the projection of the Julia set $J(N_{a(h)})$ into the repelling cylinder at $p_k(U_1)$. Then there exists a path in $\tilde{J}$ connecting a point of $\partial U^+_1$ at height $u_h$ and a point of $\partial U^-_1$ at height $-u_h$.

**Proof.** Since $p_k(U_1)$ is not on the boundary of any Fatou component other than $U_1$, it follows that the projection of the Fatou set of $N_{a(h)}$ into the repelling Ecalle cylinder at $p_k(U_1)$ does not contain any conformal annulus of finite modulus in the homotopy class of $\mathbb{R}/\mathbb{Z}$ (compare Figure 7 (right)). Moreover, as every Fatou component of $N_{a(h)}$ is simply connected (recall the the Julia set of any Newton map arising from a polynomial is connected), it follows that no connected component of the projection of its Fatou set into the repelling Ecalle cylinder is an annulus of finite modulus.

Since $N_{a(h)}$ is geometrically finite and $J(N_{a(h)})$ is connected, it is locally connected [30, Theorem A]. Let us denote the projection of $J(N_{a(h)})$ into the repelling cylinder by $\tilde{J}$. Then $\tilde{J}$ is compact. Since no connected component of the complement of $\tilde{J}$ in the repelling cylinder is an annulus of finite modulus, it follows that $\tilde{J}$ is connected. Furthermore, since $J(N_{a(h)})$ is locally connected, $\tilde{J}$ is locally connected.\(^\text{6}\) As compact, connected, locally connected metrizable spaces are path-connected, we conclude that $\tilde{J}$ is path connected. Hence in the repelling Ecalle cylinder, there is a path in $\tilde{J}$ connecting a point of $\partial U^+_1$ at height $u_h$ and a point of $\partial U^-_1$ at height $-u_h$. □

Recall that $C_k$ has, at both ends, an interval of positive length across which bifurcation from $H$ (of period $2n$) to a Mandelbrot component (of period $2n$) occurs. According to [12, Theorem 7.3], if $a(h)$ is such a bifurcating parameter, then either $h \geq u_h$, or $h \leq -u_h$. If the critical Ecalle height 0 parameter $a(0)$ is a bifurcating parameter, then $u_0 \leq 0$, which is impossible. Hence there is an interval $(-\varepsilon, \varepsilon)$ of Ecalle heights such that no bifurcation to Mandelbrot components occurs across the sub-arc $a((-\varepsilon, \varepsilon))$ of $C_k$. It follows that there exist $h_2 > 0 > h_1$ such that $a((h_1, h_2))$ is the maximal sub-arc of $C_k$ across which bifurcation to Mandelbrot components does not occur; we call $a((h_1, h_2))$ the *non-bifurcating sub-arc* of $C_k$ (compare [12, §7]).

**Definition 6.5** (Visibility of Parabolic Arcs and Tricorn Components). The parabolic arc $C_k$ is called *visible* if some point of $a((h_1, h_2))$ lies on the boundary of a hyperbolic component other than $H$. Otherwise, $C_k$ is called *invisible*. A Tricorn component $H$ is called invisible if each parabolic arc on $\partial H$ is invisible.

6.3. **Characterizing invisible tricorn components.** In the following, we will analyze some topological properties of the parameter space in a neighborhood of

\(^6\)Quotients of locally connected spaces are locally connected.
a((h_1, h_2)). When \( h \in (h_1, h_2) \), there is no bifurcation to Mandelbrot components across \( a(h) \). This implies that the critical Ecalle height \( h \) of \( N_{a(h)} \) lies in \((-u_h, u_h)\). Let us start with a couple of lemmas that show that capture and Tricorn components accumulate on parabolic arcs on which the characteristic parabolic points are invisible.

Let \( \mathcal{H}^{cap} \) be the union of all the capture hyperbolic components of the family \( \mathcal{N}_4 \).

![Figure 8. A blow-up of the dynamical plane of a near-parabolic parameter showing the eggbeater dynamics “near” an invisible parabolic point.](image)

**Lemma 6.6 (Cluster of Capture Components).** Suppose that the characteristic parabolic point \( p_k(U_1) \) of \( \mathcal{N}_a \) is invisible for each \( a \in \mathcal{C}_k \). Then \( a[h_1, h_2] \) is contained in the closure of \( \mathcal{H}^{cap} \).

**Proof.** For \( h \in (h_1, h_2) \), we have that \( h \in (-u_h, u_h) \). Choose an \( \varepsilon > 0 \) such that \( (h - \varepsilon, h + \varepsilon) \subset (-u_h, u_h) \). Then by Lemma 6.4, the annulus \( \mathbb{R}/\mathbb{Z} \times (h - \varepsilon, h + \varepsilon) \) in the repelling cylinder at the characteristic parabolic point of \( N_{a(h)} \) intersects a path \( \gamma \) contained in the Julia set. Hence, this annulus must also intersect \( B_{a(h)}\).

Note that the basin of attraction of a super-attracting fixed point does not get much smaller upon perturbation [9, Theorem 6.1(a)]. Therefore, by the parabolic orbit correspondence theorem [15, Proposition 2.2], the parameter \( a(h) \) can be slightly perturbed outside of \( \overline{H} \) so that for the perturbed parameter \( a \), the critical point \( c_a \) has Ecalle height in \( (h - \varepsilon, h + \varepsilon) \) and the critical orbit \( \{N_a^{\circ k}(c_a)\}_{k \in \mathbb{N}} \) lies in \( B_a \) (compare Figure 8). But by Proposition 2.5, the critical point \( c_a \) cannot belong

\[7\]Due to real-analytic parameter dependence of the family \( \mathcal{N}_4 \), we need to appeal to the alternative topological argument outlined in the proof of [15, Proposition 2.2]. In fact, the proof is essentially an application of the Brouwer fixed point theorem.
to $B^\text{imm}_a$. Therefore, the perturbed parameter $a$ lies in a capture component. This shows that there are points of $\mathcal{H}^{\text{cap}}$ arbitrarily close to $a(h)$, for every $h \in (h_1, h_2)$. Hence, $a((h_1, h_2)) \subset \mathcal{H}^{\text{cap}}$. Since $\mathcal{H}^{\text{cap}}$ is a closed set, it follows that $a[h_1, h_2] \subset \mathcal{H}^{\text{cap}}$.

A slightly modified version of the proof of Lemma 6.6 exhibits the existence of infinitely many Tricorn components near parabolic arcs with invisible characteristic parabolic points. This will be an important step for the proof of our main theorem.

**Lemma 6.7** (Accumulation of Tricorn Components). Suppose that the characteristic parabolic point $p_k(U_1)$ of $N_a$ is invisible for each $a \in \mathcal{C}_k$, and $h \in (h_1, h_2)$. Then $a(h)$ is a limit point of the centers of Tricorn components $\mathcal{H}_r \setminus \bigcup_{i=1}^\infty$. Moreover, if $b_r \in \mathcal{H}_r$ for each $r$, then all limit points of the sequence $\{b_r\}$ belong to $\mathcal{C}_k$.

**Proof.** We will argue as in the proof of Lemma 6.6.

By Lemma 6.4, the annulus $\mathbb{R}/\mathbb{Z} \times (h - \varepsilon, h + \varepsilon)$ in the repelling cylinder at the characteristic parabolic point of $N_a(h)$ intersects a path $\gamma$ contained in the Julia set. Since the set of iterated pre-images of $\tau_{\omega(h)}$ accumulate on the curve $\gamma$, the annulus under consideration contains some iterated pre-image of $\tau_{\omega(h)}$. Under small perturbation, this iterated pre-image of $\tau_{\omega(h)}$ can be continued as an iterated pre-image of the corresponding free critical point, and their heights change continuously. Therefore, by [15, Proposition 2.2], there exist parameters $\{a_r\}$ near $a(h)$ (and lying outside of $\mathcal{H}_r$) so that for the perturbed parameter $a_r$, the critical point $c_{a_r}$ exits through the gate in $k$ steps (with $k_r \to +\infty$) and its image $T_{a_r}(c_{a_r}) = N_{a_r}^{\omega_0 \cdot 2nk_r}(c_{a_r})$ under the transit map is an iterated pre-image of $\tau_{a_r}$. Evidently, for each such parameter $a_r$, the free critical point $c_{a_r}$ eventually maps to the other free critical point $\tau_{a_r}$, so they are centers of Tricorn components. This proves that $a(h)$ is a limit point of centers of infinitely many Tricorn components, which we label as $H_{r_r}$.

For the second part of the lemma, assume that $b_r \in \mathcal{H}_r$ for each $r$. Since all maps in $H_r$ (except its center) are topologically conjugate, it is easy to see that the escaping time of the critical point $c_a$ of each parameter $a$ in $\mathcal{H}_r$ is $k_r - 1$ or $k_r$ or $k_r + 1$. Since $k_r \to +\infty$, it follows that the escaping times of the critical points $c_{a_r}$ of $N_{a_r}$ also tend to $+\infty$. Hence their lifted phase $\bar{\varphi}(b_r)$ tends to $-\infty$. Therefore, any accumulation point of the sequence $\{b_r\}$ belongs to $\mathcal{C}_k$.

The next lemma is a sharpened version of Lemma 6.6 that relates the notions of invisibility in the dynamical plane (Definition 6.2) and in the parameter plane (Definition 6.5).

**Lemma 6.8** (Invisible Parabolic Points Yield Invisible Parabolic Arcs). If the dynamical co-root $p_k(U_1)$ is invisible in the dynamical plane of the center $a_0$ (of $H$), then the parabolic arc $\mathcal{C}_k$ is invisible.

**Proof.** It suffices to prove that every open set $V$ satisfying

1. $V \cap \overline{\mathcal{H}} = \emptyset$, and
2. $\partial V \cap a(h_1, h_2) \neq \emptyset$,

intersects infinitely many distinct hyperbolic components. Let $V$ be an open set as above and $a(h) \in \partial V \cap a(h_1, h_2)$. Since $h \in (h_1, h_2)$, we have that $h \in (-u_h, u_h)$. Note that by Lemma 6.3, if the dynamical co-root $p_k(U_1)$ is invisible in the dynamical plane of the center $a_0$ (of $H$), then the characteristic parabolic point $p_k(U_1)$ of $N_a$ is invisible for each $a \in \mathcal{C}_k$. Hence, there is a curve
the iterated pre-images of $\gamma$ at height $u_h$. Since $a(h)$ is not an exceptional point of $N_{a(h)}$, the closure of the iterated pre-images of $a(h)$ under $N_{a(h)}$ contains $J(N_{a(h)})$. In particular, any neighborhood of a point on $\gamma$ contains infinitely many iterated pre-images of $a(h)$.

Choose a neighborhood $U$ of $a((h_1, h_2))$ such that the Fatou coordinates of $N_{a(h)}$ persist throughout $U^- := U \setminus \overline{H}$. Since $a(h) \in \overline{U^-} \cap \overline{V}$, the projection of the set $\overline{U} := \{(T_a(c_a), a) : a \in \overline{U^-} \cap \overline{V}\} \subset \bigcup_{a \in \overline{U^-}} C^a_{\mathcal{C}} \cong \mathbb{C}/\mathbb{Z} \times \overline{U^-}$ to the first coordinate “winds around” $\mathbb{C}/\mathbb{Z}$ infinitely often as the lifted phase goes to $-\infty$ \cite[Lemma 2.5]{14}. The accumulation set of the image contains $\{h\} \times \mathbb{R}/\mathbb{Z}$. Hence, in particular, the part of the image inside the cylinder $(-u_h, u_h) \times \mathbb{R}/\mathbb{Z}$ winds around $\mathbb{C}/\mathbb{Z}$ infinitely often (since $h \in (h_1, h_2)$). It follows that the projection of $\gamma$ in the cylinder $\mathbb{C}/\mathbb{Z}$ intersects the projection of $\overline{U}$ in $\mathbb{C}/\mathbb{Z}$ infinitely many times.

Under sufficiently small perturbations, the iterated pre-images of $a(h)$ that accumulate on $\gamma$ can be continuously followed as iterated pre-images of $a$ under $N_a$, and their heights change continuously (since the normalized Fatou coordinates depend continuously on the parameter). So the set $\overline{U}$ defined above will contain infinitely many elements of the form $(z(a), a)$, where $a \in \overline{U^-} \cap \overline{V}$, and $z(a)$ is an iterated pre-image of $a$ under $N_a$. This means that there are infinitely many parameters $a$ in $\overline{U^-} \cap \overline{V}$ for which the critical point $c_a$ eventually maps to the super-attracting fixed point $a$. Evidently, any such parameter $a$ belongs to a capture component and the corresponding map $N_a$ is postcritically finite. Since every hyperbolic component in the parameter space of the family $N^1$ has a unique center (see Proposition 3.1), we have proved that $V$ intersects infinitely many distinct hyperbolic components. This completes the proof of the fact that no parameter on $a((h_1, h_2))$ lies on the boundary of a hyperbolic component other than $H$. \hfill \Box

**Corollary 3.** If the dynamical co-root $p_k(U_1)$ is invisible in the dynamical plane of the center $a_0$ (of $H$), then there does not exist any path in the hyperbolic locus that accumulates on $a((h_1, h_2))$ from the exterior of $H$.

We now prove the converse of Lemma 6.8 which completes the connection between visibility in the dynamical plane and in the parameter plane.

**Lemma 6.9 (Visible Parabolic Points Yield Visible Parabolic Arcs).** If the dynamical co-root $p_k(U_1)$ is visible in the dynamical plane of the center $a_0$ (of $H$), then the parabolic arc $C_k$ is visible.

**Proof.** By assumption, $p_k(U_1) \in \partial \mathcal{B}^{\text{imm}} \cup \partial \mathcal{B}^{\text{imm}}$. To be specific, let us assume that $p_k(U_1) \in \partial \mathcal{B}^{\text{imm}}$. We will show that $a(0) \in \partial \mathcal{H}_1$.

Since the free critical points of $N_{a(0)}$ do not lie in $\mathcal{B}_1^{\text{imm}}$, it follows that $\partial \mathcal{B}_1^{\text{imm}}$ is a Jordan curve. In particular, some $2n$-periodic dynamical ray $R_\phi$ (of $\mathcal{B}_1^{\text{imm}}$) lands at $p_k(U_1)$. Note that $R_\phi$ is fixed by $\mathcal{N}_{a(0)}$. Let $V$ be a fundamental domain of $\mathcal{N}_{a(0)}^{2n}$ in the repelling petal at $p_k(U_1)$. The repelling Fatou coordinates induce an isomorphism $\Psi^{\text{rep}} : V \to \mathbb{C}/\mathbb{Z}$. We choose a thin tubular neighborhood $\widehat{W}$ of $\Psi^{\text{rep}}(R_\phi)$ such that

1. $\widehat{W} \subset \Psi^{\text{rep}}(\mathcal{B}_1^{\text{imm}})$, and

2. $\widehat{W}$ is invariant under the automorphism $\zeta \mapsto \zeta + \frac{1}{2} \mod \mathbb{Z}$ of $\mathbb{C}/\mathbb{Z}$.
Figure 9. The $N_{\alpha}^{2n}$-orbit of $c_a$ exits through the gate and lands in $W_a$, which is contained in the basin $B_1$.

In particular, it follows from the construction that $\hat{W}$ is an annulus in the homotopy class of $\mathbb{R}/\mathbb{Z}$, and it intersects $\{0\} \times \mathbb{R}/\mathbb{Z}$. Setting $W := (\Psi^{\text{rep}})^{-1}(\hat{W})$, we have that $W \subset B_1^{\text{imm}}$, and $W$ is “$i \circ N_{\alpha}^{2n}$-invariant”.

It is known that the basin of attraction $B_1$ cannot get too small when $a(0)$ is perturbed a little bit (compare [9, Theorem 6.1(a)]). Thus for sufficiently small perturbations $a$ of $a(0)$, there exists a fundamental domain $V_a$ of $N_{\alpha}^{2n}$ in the outgoing domain $V_a^{\text{out}}$ and a connected set $W_a \subset V_a$ such that

1. $W_a \subset B_1$, and
2. the projection of $W_a$ into the outgoing cylinder is invariant under the automorphism $\zeta \mapsto \zeta + \frac{1}{2} \ (\text{mod } \mathbb{Z})$ of $\mathbb{C}/\mathbb{Z}$.

Clearly, the projection of $W_a$ into the outgoing cylinder intersects $\{0\} \times \mathbb{R}/\mathbb{Z}$. Since the critical point $c_a$ and the Fatou coordinates depend continuously on the parameter, there exist parameters $a$ arbitrarily close to $a(0)$ such that the forward orbit of $c_a$ hits $W_a$ (compare Figure 9). Clearly, such a parameter $a$ either lies in a capture component or in $H_1$.

To finish the proof, we only need to show that for such parameters $a$, the critical point $c_a$ lies in $B_1^{\text{imm}}$. It easily follows from our construction that the connected component $\hat{W}_a$ of $\bigcup_{k=0}^{\infty} N_{\alpha}^{2(-2nk)}(W_a)$ containing $c_a$ also contains $W_a$. It follows that $N_{\alpha}^{2n}(c_a) \subset N_{\alpha}^{2n}(\hat{W}_a) \cap \hat{W}_a$; i.e. $N_{\alpha}^{2n}(\hat{W}_a) \cap \hat{W}_a \neq \emptyset$. Moreover, as $W_a \subset B_1$, it follows that $\hat{W}_a$ is contained in a single periodic component of $B_1$. So, $c_a \in \hat{W}_a \subset B_1^{\text{imm}}$.

To summarize, we have showed that $a(0) \in C_k$ lies on the boundary of $H_1$. Therefore, $C_k$ is visible.

Combining Lemma 6.8 and (the proof of) Lemma 6.9, we have the following.

**Corollary 4.** A parabolic arc $C_k$ on the boundary of a Tricorn component $H$ is visible if and only if $C_k$ intersects $\partial H_1 \cup \partial H_{-1}$. 

Proof. Evidently, if $C_k$ intersects $\partial H_1 \cup \partial H_{-1}$, then $C_k$ is visible.

The opposite implication, although not automatic, follows from our previous work. First note that by Lemma 6.8, visibility of the parabolic arc $C_k$ implies visibility of the dynamical co-root $p_k(U_1)$ in the dynamical plane of the center $a_0$ (of $H$). It now follows from the proof of Lemma 6.9 that $C_k$ intersects $\partial H_1 \cup \partial H_{-1}$. □

Corollary 5 (Characterization of Invisible Tricorn Components). The parabolic arc $C_k \subset \partial H$ is visible (equivalently, it intersects $\partial H_1 \cup \partial H_{-1}$) if and only if the dynamical co-root $p_k(U_1)$ is visible in the dynamical plane of the center of the Tricorn component $H$. In particular, a Tricorn component $H$ is invisible if and only if all dynamical co-roots are invisible in the dynamical plane of the center of $H$.

\[\text{Figure 10. Left: A Tricorn component (enclosed by white parabolic arcs) with an invisible parabolic arc. Right: A blow-up of the parameter plane near the invisible parabolic arc (on the left) shows an invisible Tricorn component (enclosed by white parabolic arcs).}\]

7. Proof of Theorem 1.1. We are now ready to prove one of the main theorems of this paper. The proof essentially consists of two steps. The first step is to show the existence of infinitely many Tricorn components each of which has an invisible parabolic arc. This follows from our construction of postcritically finite maps in Section 5. Note that these components, whose centers were constructed in Proposition 5.3, are not invisible because each of them has two visible parabolic arcs on its boundary (coming from the two visible dynamical co-roots in the dynamical plane of their centers). In order to find invisible Tricorn components, we need to study the local topology of the parameter space near invisible parabolic arcs. This is where the results of Section 6 come into play. Indeed, thanks to Lemma 6.7, there exist infinitely many Tricorn components “near” each invisible parabolic arc. A straightforward topological argument using the criterion of visibility of parabolic arcs (obtained in Corollary 4) now shows that most of these nearby Tricorn components are invisible (compare Figure 10).
Proof of Theorem 1.1. By Proposition 5.3 and Corollary 2, each $N_{a_n}$ is a postcritically finite map (with a self-conjugate $2n$-periodic superattracting cycle) in the family $N_{a_n}$ with two visible dynamical co-roots $p_1(U_1^{n+})$ and $p_2(U_1^{n-})$, and an invisible dynamical co-root $p_3(U_1^{n+})$. Let $a_n$ be the center of the Tricorn component $H^{(n)}$. By Corollary 5, the boundary of the Tricorn component $H^{(n)}$ has two visible parabolic arcs and an invisible parabolic arc. Let us fix any such hyperbolic component $H^{(n)}$, and call its invisible parabolic arc $C^{(n)}$. By Lemma 6.6, capture components accumulate on the invisible parabolic arc $C^{(n)}$.

By Lemma 6.7, there is a sequence $\{H_r^{(n)}\}_r$ of Tricorn components whose closures accumulate on $C^{(n)}$. Suppose that for a fixed $n > 1$, infinitely many of these hyperbolic components $H_r^{(n)}$ are visible. According to Corollary 4, this implies that there exist infinitely many components $H_r^{(n)}$ such that $\partial H_r^{(n)} \cap (\partial H_1 \cup \partial H_{-1}) \neq \emptyset$, for $s \in \mathbb{N}$. For each $s \geq 1$, let us choose $b_r^{(n)} \in \partial H_r^{(n)} \cap (\partial H_1 \cup \partial H_{-1})$. By Lemma 6.7, the sequence $\{b_r^{(n)}\}_r$ accumulates on $C^{(n)}$. It follows that $C^{(n)} \cap (\partial H_1 \cup \partial H_{-1}) \neq \emptyset$, which contradicts the fact that $C^{(n)}$ is an invisible parabolic arc. This contradiction proves that in the neighborhood of each $C^{(n)}$, all but (possibly) finitely many hyperbolic components $H_r^{(n)}$ are invisible. The proof is now complete. \hfill \Box

Part 2. The family $A_3$

In this part, we will look at the parameter space of antipode preserving cubic rational maps, and prove Theorem 1.2 concerning local topology of the parameter space near tongues and Tricorn components. While discussing the parameter space of $A_3$, we will use the same notations used in [4]. Since many important combinatorial and topological properties of the dynamics and parameter space of the family $A_3$ have been studied in [4, 3], we will only review the relevant aspects and refer the readers to the above-mentioned papers for the proofs.

8. Hyperbolic components. Note that each $f_q$ has two fixed critical points at 0 and $\infty$, and two mutually antipodal critical points (different from 0 and $\infty$ for $q \neq 0$). These two “free” critical points of $f_q$ are denoted by $c_0(q)$ and $c_\infty(q)$ such that $c_0(q)$ is a positive multiple of $q$, and $c_\infty(q)$ is a negative multiple of $q$ (see [4, p. 10]).

The classification of hyperbolic components of the family $A_3$ is similar to that for the family $N_1^*$ (compare [4, Lemma 2.5]).

Principal Hyperbolic component: In the principal hyperbolic component $H_0$, the free critical point $c_0(q)$ (respectively $c_\infty(q)$) lies in the immediate basin of attraction of 0 (respectively $\infty$).

Capture components: The capture components are characterized by the fact that one of the free critical points lies in a pre-periodic Fatou component of the basin of 0, and the other belongs to a pre-periodic Fatou component of the basin of $\infty$.

Mandelbrot components: In the Mandelbrot components, the maps have two distinct antipodal attracting cycles such that one of them attracts $c_0$, and the other attracts $c_\infty$. Due to the antipodal symmetry, both these attracting cycles have common period $n$. We will refer to such a component as a Mandelbrot component of period $n$. 
Tricorn components: In a Tricorn component, each map has exactly one self-antipodal attracting cycle (of even period $2n$), and this cycle attracts both the critical points $c_0$ and $c_{\infty}$. Let $q_0$ be the center of a Tricorn-type hyperbolic component $H$ of period $2n$. Let us label the periodic (super-attracting) Fatou components $\{U_1^q, U_2^q, \ldots, U_2^n\}$ so that $c_0(q_0)$ is contained in $U_1^q$. By symmetry, it follows that $c_{\infty}(q_0)$ belongs to the antipodal Fatou component $\eta(U_1^q)$. By an argument similar to the one used for the family $\mathcal{N}_4^*$, we have that $f^{2n}_q(U_1^q) = \eta(U_1^q)$ for each $i$ in $\{1, 2, \ldots, 2n\}$. In particular, $f^{2n}_q(c_0(q_0)) = c_{\infty}(q_0)$.

The Tricorn components in the parameter space of $\mathcal{A}_3$ come in two different flavors. In addition to the bounded Tricorn components, there are unbounded Tricorn components that are called tongues (see [3, Theorem 6.1] for a proof of existence and dynamical classification of tongues).

Finally, the following result is a consequence of the general theory of hyperbolic components of rational maps [20, Theorem 7.13, Theorem 9.3].

**Proposition 8.1.** Every hyperbolic component in the parameter space of the family $\mathcal{A}_3$ is simply connected and has a unique center (i.e. a postcritically finite parameter).

9. Tongues and bounded tricorn components. Throughout this section, we assume that $H$ is a tongue or a bounded Tricorn component of period $2n$.

As in the family $\mathcal{N}_4^*$, antiholomorphic dynamics plays a key role in studying the dynamics of maps in the Tricorn components of $\mathcal{A}_3$. Since $f_q$ commutes with the complex conjugation map $\eta$, we have that $f^{2n}_q = (\eta \circ f_q^{2n}) \circ (\eta \circ f_q^{2n})$. Hence the first return map $f_q^{2n}$ of any $2n$-periodic Fatou component is the second iterate of the first antiholomorphic return map $\eta \circ f_q^{2n}$.

**Lemma 9.1** (Indifferent Dynamics on the Boundary of Tricorn Components). The boundary of a Tricorn component consists entirely of parameters having a self-antipodal parabolic cycle of multiplier $+1$. In suitable local conformal coordinates, the first return map of some (neighborhood of a) parabolic point of such a map has the form $z \mapsto z + z^{r+1} + \ldots$ with $r \in \{1, 2\}$.

*Proof.* The proof of Lemma 4.2 applies mutatis mutandis to this setting. □

This leads to the following definition.

**Definition 9.2** (Parabolic Cusps). A parameter $q$ on $\partial H$ is called a parabolic cusp point if it has a self-antipodal parabolic cycle such that $r = 2$ in the previous lemma. Otherwise, it is called a simple parabolic parameter.

As in Lemma 4.4, for a simple parabolic parameter $q \in \partial H$, the first antiholomorphic return map $\eta \circ f_q^{2n}$ of an attracting petal is conformally conjugate to the map $\zeta \mapsto \zeta + 1/2$ via the Fatou coordinate $\psi^{\text{att}}$.

The pre-image of the real line (which is fixed by $\zeta \mapsto \zeta + 1/2$) under $\psi^{\text{att}}$ is called the attracting equator. By definition, the attracting equator is invariant under $\eta \circ f_q^{2n}$. The imaginary part of $\psi^{\text{att}}$ is called the Ecalle height.

For any simple parabolic parameter $q \in \partial H$, we will call the Fatou component $U_1^q$ containing the critical point $c_0(q)$ the characteristic Fatou component. Clearly, there is a parabolic point $z_1$ on the boundary of $U_1^q$ such that the $f_q^{2n}$-orbit of each point in $U_1^q$ converges to $z_1$. We will refer to $z_1$ as the characteristic parabolic point.
We will mainly work with $U_q^n$, and its normalized attracting Fatou coordinate (as above) $\psi^{\text{att}}$. The critical Ecalle height of $f_q$ is defined as

$$h(f_q) := \text{Im}(\psi^{\text{att}}(c_0(q))).$$

The next proposition, which is similar to [21, Theorem 3.2], shows the existence of real-analytic arcs of simple parabolic parameters on the boundaries of Tricorn components.

**Proposition 9.3 (Parabolic Arcs).** Let $q$ be a parameter such that $f_q$ has a self-antipodal simple parabolic cycle. Then $q$ is on a parabolic arc in the following sense: there exists an injective real-analytic arc $C$ of simple parabolic parameters $q(h)$ (for $h \in \mathbb{R}$) with quasiconformally equivalent dynamics of which $q$ is an interior point, and the critical Ecalle height of $f_{q(h)}$ is $h$. In particular, each $f_{q(h)}$ has a self-antipodal simple parabolic cycle.

The following result was proved in [4, Theorem 6.13].

**Proposition 9.4.** Let $H$ be a Tricorn component of period $2n$, and $q$ be some parameter in $H$ (or some simple parabolic parameter on $\partial H$). Then the boundary $\partial U_q^n$ of each $2n$-periodic Fatou component of $f_q$ is a Jordan curve.

For any $q \in H$ (respectively, for a simple parabolic parameter $q$ on $\partial H$), we label the $2n$-periodic self-antipodal cycle of attracting (respectively parabolic) Fatou components of $f_q$ as $U_1^n, U_2^n, \ldots, U_{2n}^n$ such that $U_1^n$ contains $c_0(q)$. There are exactly three fixed points of the degree two first antiholomorphic return map $\iota \circ f_q^{2n}$ on the boundary of each $U_1^n$, and we call them $p_1(U_1^n), p_2(U_1^n), p_3(U_1^n)$. These are also precisely the fixed points of the first holomorphic return map $f_q^{2n}$ on $\partial U_q^n$.

**Definition 9.5 (Roots and Co-roots).** By definition, $p_k(U_1^n)$ is a dynamical root point if there exists $i' \in \{1, 2, \ldots, 2n\}$ with $i' \neq i$ and $k' \in \{1, 2, 3\}$ such that $p_k(U_1^n) = p_{k'}(U_i^n)$; i.e. if two distinct $2n$-periodic Fatou components touch at $p_k(U_i^n)$. In this case, two of the three self-antipodal cycles $\{p_k(U_i^n)\}_{i=1}^{2n}$ coincide.

Otherwise, $p_k(U_i^n)$ is called a dynamical co-root. In this case, all three self-antipodal cycles $\{p_k(U_i^n)\}_{i=1}^{2n}$ (for $k = 1, 2, 3$) are disjoint.

The points $p_1(U_1^n), p_2(U_1^n), p_3(U_1^n)$ can be followed continuously as fixed points of $\eta \circ f_q^{2n}$ throughout the union of $H$ and the parabolic arcs on $\partial H$, and the topological structure of the Julia set remains unchanged along the way. On each parabolic arc on $\partial H$, the unique self-antipodal attracting cycle merges with the self-antipodal repelling cycle $\{p_k(U_i^n)\}_{i=1}^{2n}$, for some fixed $k \in \{1, 2, 3\}$, forming a simple parabolic cycle. Therefore, there are three distinct ways in which a simple parabolic cycle can be formed on $\partial H$. It follows that there are three parabolic arcs $C_1, C_2$ and $C_3$ on $\partial H$ satisfying the property that the self-antipodal parabolic cycle of any $q \in C_k$ (where $k \in \{1, 2, 3\}$) is formed by the merger of the self-antipodal attracting cycle with the self-antipodal repelling cycle $\{p_k(U_i^n)\}_{i=1}^{2n}$. Finally, the cusp points (when they exist) on $\partial H$ are characterized by the merger of two of the three self-antipodal cycles $\{p_k(U_i^n)\}_{i=1}^{2n}$ (for $k = 1, 2, 3$) with the unique self-antipodal attracting cycle.

**Definition 9.6 (Root and Co-root Arcs).** A parabolic arc $C_k$ on $\partial H$ is called a root arc if for any parameter $q$ on $C_k$, the characteristic parabolic point $p_k(U_1^n)$ of $f_q$ is a root point of the characteristic Fatou component. Otherwise, $C_k$ is called a co-root arc.
Remark 3. The above definition makes sense because all parameters on a given parabolic arc have quasi-conformally conjugate dynamics.

Following [3, § 6], we now describe the principal differences between tongues and bounded Tricorn components. To ease notations, we will now drop the superscript ‘q’ from $U^q_i$.

**Tongues**: For a tongue component of period $2n$, the fixed points of $\eta \circ f^{on}$ on the boundaries of $U_i$ can be numbered such that $p_3(U_j) = p_1(U_{j+1})$, for $j \in \mathbb{Z}_{2n}$. Topologically speaking, the component $U_j$ only touches its neighboring components $U_{j-1}$ and $U_{j+1}$, and hence, $U_1, \ldots, U_{2n}$ form a ring separating 0 from $\infty$. In particular, $p_1(U_j)$ and $p_3(U_j)$ are dynamical root points, and $p_2(U_j)$ is a dynamical co-root (see Figure 12 (left)). It follows that $C_1$ and $C_3$ are root arcs and $C_2$ is a co-root arc on $\partial H$. The parabolic arc $C_2$ is bounded, and it meets $C_1$ (respectively, $C_3$) at a cusp parameter such that in the corresponding dynamical plane, the attracting periodic point in $U_j$ merges with the repelling periodic points $p_1(U_j)$ and $p_2(U_j)$ (respectively, with the repelling periodic points $p_3(U_j)$ and $p_2(U_j)$). On the other hand, if the parabolic arcs $C_1$ and $C_3$ were to meet in the finite parameter plane, then the attracting periodic point in $U_j$ would merge with both $p_1(U_j)$ and $p_3(U_j)$. However, $p_1(U_j)$ and $p_3(U_j)$ are distinct points of a common self-antipodal period $2n$ orbit; thus, if $p_1(U_j)$ and $p_3(U_j)$ merged, then this entire orbit would collapse to a self-antipodal fixed point, which is impossible. It follows from this discussion and the description of the boundary of a Tricorn component given in Lemma 9.1 that $C_1$ and $C_3$ are unbounded arcs. In particular, every tongue component is unbounded.

**Bounded Tricorn Components**: For a bounded Tricorn component of period $2n$, all the repelling cycles $\{p_k(U_i)\}$ are disjoint. In particular, each $p_k(U_i)$ is a dynamical co-root (see Figure 12 (right)). It follows that each parabolic arc $C_k$ on $\partial H$ is a co-root arc. Moreover, each $C_k$ is bounded.

We will denote the immediate basins of attraction of 0 and $\infty$ by $\mathcal{B}^\text{imm}_0$ and $\mathcal{B}^\text{imm}_\infty$ respectively. The following Lemma will allow us to define a notion of visibility for
dynamical co-roots (analogous to the corresponding notion for the family $N^*_4$). In fact, we will use the antipodal symmetry of $B^\text{imm}_0$ and $B^\text{imm}_\infty$ to obtain a slightly stronger characterization of visibility for the family $A_3$ than what was proved for the family $N^*_4$ in Lemma 6.1.

**Lemma 9.7.** Let $H$ be a tongue or a bounded Tricorn component of period $2n$, and $q$ be a parameter in $H$ or a simple parabolic parameter on $\partial H$. Let $U_1$ be the characteristic Fatou component of $f_q$ and $p_k(U_1)$ (for some $k \in \{1, 2, 3\}$) be a dynamical co-root on the boundary of $U_1$. The following statements about $p_k(U_1)$ are equivalent.

1. $p_k(U_1) \in \partial B^\text{imm}_0 \cap \partial B^\text{imm}_\infty$.
2. $p_k(U_1) \in \partial B^\text{imm}_0 \cup \partial B^\text{imm}_\infty$.
3. $p_k(U_1)$ lies on the boundary of a Fatou component other than $U_1$.

**Proof.** The proof of equivalence of conditions (2) and (3) is similar to that of Lemma 6.1.

Condition (1) trivially implies condition (2). Hence, it suffices to show that condition (2) implies condition (1).
To this end, let us first suppose that $p_k(U_1)$ lies on $\partial B^\text{imm}_0$. Since $p_k(U_1)$ is a fixed point of $\eta \circ f^{-n}_q$, it follows that $p_k(U_1)$ also lies on $(\eta \circ f^{-n}_q)(\partial B^\text{imm}_0)$. Since $f_q$ commutes with $\eta$, we have that $(\eta \circ f^{-n}_q)(\partial B^\text{imm}_0) = \partial B^\text{imm}_0$. But then, $p_k(U_1) \in \partial B^\text{imm}_0 \cap \partial B^\text{imm}_\infty$

A completely analogous argument proves that if $p_k(U_1)$ lies on $\partial B^\text{imm}_0$, then $p_k(U_1) \in \partial B^\text{imm}_0 \cap \partial B^\text{imm}_\infty$.

This completes the proof. □

**Definition 9.8** (Visibility of Co-roots). Let $q$ be a parameter in $H$ or a simple parabolic parameter on $\partial H$. A dynamical co-root of $f_q$ on the boundary of $U_1$ is called visible if it satisfies the equivalent conditions of Lemma 9.7. Otherwise, it is called invisible.

We will now prove invisibility of parabolic cycles for parameters on the bounded arc of a tongue.

**Lemma 9.9** (Invisibility of Parabolic Points on Bounded Arcs of Tongues). Let $H$ be a tongue, and $C_2$ be the co-root (i.e. bounded) arc on $\partial H$. Then, for any $q \in C_2$, the characteristic parabolic point $p_2(U_1)$ of $f_q$ is invisible.

**Proof.** If $q$ lies on the unique co-root arc on the boundary of a tongue, then $\partial B^\text{imm}_0 \cap \partial B^\text{imm}_\infty$ consists of the root cycle $\{p_1(U_1)\}_i = \{p_2(U_1)\}_i$ (see [3, Remark 6.13] and [4, Theorem 6.8]). In particular, the characteristic parabolic point $p_2(U_1)$ (which is a dynamical co-root) does not lie on $\partial B^\text{imm}_0 \cap \partial B^\text{imm}_\infty$. Therefore, $p_2(U_1)$ is invisible (compare Figure 12 (left)). □

10. **Invisible tricorns and bare regions.** Throughout this section, $H$ will stand for a tongue of period $2n$, and $C_2$ will stand for the unique co-root (i.e. bounded) arc on $\partial H$ (unless mentioned otherwise). We will denote the critical Ecalle height parametrization of $C_2$ by $q : \mathbb{R} \to C_2$.

Let $V_{q(h)}^\text{out}$ be a repelling petal at the characteristic parabolic point $p_2(U_1)$ of $f_q(h)$. The projection of $U_1$ into the repelling Ecalle cylinder (of $f_q(h)$ at the characteristic parabolic point $p_2(U_1)$) consists of two one-sided infinite cylinders, let us call them $U^+_1$ and $U^-_1$. The projection of $\partial U_1$ to the same cylinder consists of two disjoint Jordan curves $\partial U^+_1$ and $\partial U^-_1$. Note that these two Jordan curves are related by the map $z \mapsto \pi + 1/2$. Hence we can assume that the interval of Ecalle heights traversed by $\partial U^+_1$ (respectively by $\partial U^-_1$) is $[l_h, u_h]$ (respectively $[-u_h, -l_h]$), where $u_h > l_h$ (since $\partial U^+_1$ is not an analytic curve, its projection to the repelling Ecalle cylinder is not a geodesic, hence not a round circle; therefore, the projection must traverse a positive interval of Ecalle heights). Therefore, $U^+_1$ contains $\mathbb{R}/\mathbb{Z} \times (u_h, +\infty)$, and $U^-_1$ contains $\mathbb{R}/\mathbb{Z} \times (-\infty, -u_h)$. Clearly, $u_h > 0$ for all $h$ in $\mathbb{R}$.

By Lemma 9.9, $p_2(U_1)$ is invisible. Thus, we are in the situation of Lemma 6.4. Hence, there is a path in $\overline{J}$ (which is the projection of $J(f_q(h))$ into the repelling cylinder at $p_2(U_1)$) connecting a point of $\partial U^+_1$ at height $u_h$ and a point of $\partial U^-_1$ at height $-u_h$.

In order to define visibility of parabolic arcs, we need the following result.

**Proposition 10.1** (Bifurcation along Arcs). Every co-root parabolic arc (on the boundary of a tongue or a bounded Tricorn) has, at both ends, an interval of positive length across which bifurcation from a Tricorn component of period $2n$ to a Mandelbrot component of period $2n$ occurs.
Proof. The proof is similar to the proof of [12, Theorem 3.8, Corollary 3.9]. □

Remark 4. The restriction to co-root arcs is essential here. Indeed, the proof of Proposition 10.1 uses the existence of parabolic cusps (double parabolic parameters) at the ends of a parabolic arc. However, a root arc on the boundary of a tongue component is unbounded, and has a finite parabolic cusp only on one end.

According to [12, Theorem 7.3], if \( q(h) \) is such a bifurcating parameter, then either \( h \geq u_h \), or \( h \leq -u_h \). If the critical Ecalle height 0 parameter \( q(0) \) is a bifurcating parameter, then \( u_0 \leq 0 \), which is impossible. Hence there is an interval \((-\epsilon, \epsilon)\) of Ecalle heights such that no bifurcation to a Mandelbrot component occurs across the sub-arc \( q((-\epsilon, \epsilon)) \) of \( C_2 \). It follows that there exist \( h_2 > 0 > h_1 \) such that \( q(h_1, h_2) \) is the maximal sub-arc of \( C_2 \) across which bifurcation to Mandelbrot components does not occur (compare [12, §7]). We can now define visibility of parabolic arcs and Tricorn components for the family \( A_3 \) following the corresponding definition for \( N_1^T \) (see Definition 6.5).

We are now ready to prove the key lemmas leading to Theorem 1.2.

For \( h \in (h_1, h_2) \), there is no bifurcation to a period 2n Mandelbrot component across \( f_q(h) \). This implies that the critical Ecalle height \( h \) of \( f_q(h) \) lies in \((-u_h, u_h)\).

Lemma 10.2 (Bounded Arcs of Tongues are Invisible). Let \( H \) be a tongue, and \( C_2 \) be the bounded arc on \( \partial H \). Then \( C_2 \) is invisible.

Proof. Let \( h \in (h_1, h_2) \). Recall that there is a curve \( \gamma \) in the Julia set of \( f_q(h) \) connecting a point of \( \partial U^+_1 \) at height \( u_h \) and a point of \( \partial U^-_1 \) at height \( -u_h \). Moreover, the iterated pre-images of 0 are dense on \( \gamma \). One can now mimic the proof of Lemma 6.8 to show that for every open set \( V \) satisfying

1. \( V \cap \overline{H} = \emptyset \), and
2. \( \partial V \cap q(h_1, h_2) \neq \emptyset \),

there exist infinitely many parameters \( q \) in \( V \) such that in the dynamical plane of \( f_q \), the forward orbit of \( c_0(q) \) lands on an iterated pre-image of 0. But this means that \( V \) contains centers of infinitely many distinct capture components. Therefore, \( q(h) \) cannot lie on the boundary of any hyperbolic component other than \( H \).

This proves that \( C_2 \) is invisible. □

Recall that the “non-bifurcating” sub-arc of a parabolic arc \( C \) stands for the part of \( C \) across which bifurcation to Mandelbrot components does not occur.

Corollary 6. Let \( H \) be a tongue, and \( C_2 \) be the bounded arc on \( \partial H \). Then any neighborhood of the non-bifurcating sub-arc of \( C_2 \) intersects infinitely many distinct capture components.

Remark 5. By [3, Remark 6.13], for a parameter in a tongue component, the dynamical root points of \( U_1 \) lie on \( \partial E_{\infty}^{\text{imm}} \cap \partial E_{\infty}^{\text{imm}} \). The parabolic implosion techniques of this paper can be easily applied to this situation to show that the root (i.e. unbounded) arcs on the boundary of a tongue always intersect the boundary of the principal hyperbolic component \( H_0 \).

Lemma 10.3. Let \( H \) be a tongue, and \( C_2 \) be the bounded arc on \( \partial H \). Let \( q(h) \) be a parameter on the non-bifurcating sub-arc of \( C_2 \). Then \( q(h) \) is a limit point of the centers of bounded Tricorn components \( \{H_k\}_{k=1} \).

Proof. Pick a parameter \( q(h) \) on the non-bifurcating sub-arc of \( C_2 \); i.e. \( h \in (h_1, h_2) \). Let \( \gamma \) be a curve in the Julia set of \( f_q(h) \) connecting a point of \( \partial U^+_1 \) at height \( u_h \)
and a point of $\partial U_1^-$ at height $-u_h$. Note that the set of iterated pre-images of $c_\infty(q(h))$ are dense on the curve $\gamma$. Now the proof of Lemma 6.7 shows mutatis mutandis that there are infinitely many parameters $q$, arbitrarily close to $q(h)$, such that some forward image of $c_0(q)$ is an iterated pre-image of $c_\infty(q)$. Hence for each such parameter $q$, there is some $r \in \mathbb{N}$ (depending on $q$) with $f_q^r(c_0(q)) = c_\infty(q)$. Since $f_q$ commutes with $\eta$, it follows that $f_q^r(c_\infty(q)) = c_0(q)$. Therefore, such a parameter $q$ has a self-antipodal super-attracting cycle; i.e. $q$ is the center of a Tricorn component. This proves that $q(h)$ is a limit point of the centers of Tricorn components $\{H_k\}_{k=1}^\infty$.

We can now argue as in the proof of Lemma 6.7 to conclude that if $q_k \in \overline{H}_k$ for each $k$, then all limit points of the sequence $\{q_k\}$ belong to $C_2$. Since tongue components are unbounded and $C_2$ is a bounded arc, it follows that at most finitely many $H_k$ can be tongue components. Hence, $q(h)$ is a limit point of the centers of bounded Tricorn components.

**Remark 6.** As the parameter $q$ approaches $H$ from the exterior, the “escape time” of the critical point $c_0(q)$ (i.e. the number of iterates taken by $c_0(q)$ to pass through the gate and escape to the outgoing domain $V_q^{\text{out}}$) tends to $+\infty$. It follows that the periods of the bounded Tricorn components $\bar{H}_k$ constructed in Lemma 10.3 tend to $+\infty$ as $k$ increases.

Before proceeding to the proof of Theorem 1.2, we need to discuss some properties of the set of “bi-visible” points for maps outside $H_0$.

We continue to work with a tongue of period $2n$ with bounded parabolic arc $\mathcal{C}_2$. By Lemma 10.3, there exists a sequence of bounded Tricorn components $\{H_k\}$ accumulating on $\mathcal{C}_2$. Let $q$ be a parameter in $H_k$ or on a parabolic arc on $\partial H_k$. Then $f_q$ has no Herman ring. Hence by [4, Theorem 2.1], the Julia set $J(f_q)$ is connected. Since such a map $f_q$ is geometrically finite, it follows that $J(f_q)$ is also locally connected [30, Theorem A]. By [4, Corollary 6.5], every point of $\partial B_0^{\text{imm}} \cap \partial B_\infty^{\text{imm}}$ in the dynamical plane of $f_q$ is the common landing point of a dynamical ray in $B_0^{\text{imm}}$ and a dynamical ray in $B_\infty^{\text{imm}}$. In the language of [4], $\partial B_0^{\text{imm}} \cap \partial B_\infty^{\text{imm}}$ is precisely the set of bi-visible points for the maps $f_q$ under consideration. Now, according to [4, Theorem 6.8], if the set of bi-visible points $\partial B_0^{\text{imm}} \cap \partial B_\infty^{\text{imm}}$ (of $f_q$) contains a periodic point, then it consists of a single cycle of even period.

Recall that for parameters on $\mathcal{C}_2$, the intersection $\partial B_0^{\text{imm}} \cap \partial B_\infty^{\text{imm}}$ of the boundaries of the immediate basins of $0$ and $\infty$ consists precisely of a repelling cycle of period $2n$. Under small perturbation, this repelling cycle can be real-analytically followed and it continues to lie on the intersection of the boundaries of the immediate basins. Hence, if $H_k$ is sufficiently close to $\mathcal{C}_2$ (i.e. if $k$ is sufficiently large), and $q$ lies in $H_k$ or on a parabolic arc on $\partial H_k$, then $\partial B_0^{\text{imm}} \cap \partial B_\infty^{\text{imm}}$ consists of a single $2n$-periodic orbit of $f_q$.

**Proof of Theorem 1.2.** The first statement follows from Lemma 10.2.

The statement about accumulating capture components follows from Corollary 6.

For the final statement about invisible bounded Tricorn components, consider a tongue $H$ of period $2n$ and a parameter $q(h)$ on the non-bifurcating sub-arc of the bounded arc $\mathcal{C}_2$ on $\partial H$. By Lemma 10.3, every neighborhood of $q(h)$ intersects infinitely many bounded Tricorn components $\{H_k\}_{k=1}^\infty$. Moreover, if the period of $H_k$ is $2r_k$, then $2r_k \to +\infty$ as $k \to +\infty$. Now note that the parabolic cycle of any simple parabolic parameter on $\partial H_k$ has length $2r_k$. Since $2r_k > 2n$ for all large $k$, it follows from Lemma 9.7 and the discussion preceding the proof of this
We end with a complementary result about the unbounded arcs on the boundaries of tongue components. We show that unlike the bounded arcs, the unbounded arcs on the boundaries of tongues of small period contain sub-arcs that are accessible from the principal hyperbolic component $\mathcal{H}_0$. This was numerically observed in [3, Remark 6.12]. A similar phenomenon can be observed in the actual Tricorn, which was proved in [14, Theorem 1.2]. We employ the same techniques here, but the existence of capture components in $\mathcal{A}_3$ add some subtleties to the situation.

**Proposition 10.4 (Bare Regions for Low Period Tricorns).** Let $H$ be a tongue component of period at most 8. Then any unbounded (i.e. root) parabolic arc $C$ on $\partial H$ contains a sub-arc of points that are accessible from the principal hyperbolic component $\mathcal{H}_0$; i.e. there exists $h$ in $\mathbb{R}$, and an open neighborhood $U$ of $q(h) \in C$ such that $U \setminus \overline{H}$ is contained in $\mathcal{H}_0$.

**Proof.** In the dynamical plane of a parameter $q(h)$ on $C$ (of even parabolic period $2n$), the projection of the immediate basin of zero $\mathcal{B}_0^{imm}$ (respectively the immediate basin of infinity $\mathcal{B}_\infty^{imm}$) into the repelling Ecalle cylinder is an annulus of modulus $\frac{\pi}{2n \ln 2}$ (see the proof of [7, Theorem B] for a computation of the modulus). For $n \leq 4$, this modulus is greater than $1/2$; i.e. the corresponding annulus is not too thin. It is well-known (see [1, Theorem 1], for instance) that such a conformal annulus contains a round annulus centered at the origin. In other words, there is a non-degenerate interval $(a_h, b_h)$ of outgoing Ecalle heights such that in the repelling Ecalle cylinder, the round cylinder $(a_h, b_h) \times \mathbb{R}/\mathbb{Z}$ (respectively $(-b_h, -a_h) \times \mathbb{R}/\mathbb{Z}$) is contained in the projection of $\mathcal{B}_0^{imm}$ (respectively in the projection of $\mathcal{B}_\infty^{imm}$).

We can assume that as $h \to +\infty$, $q(h)$ limits at a finite cusp point, and as $h \to -\infty$, $q(h)$ goes to an “ideal” cusp point at infinity. Hence, perturbing a parameter $q(h)$ with sufficiently large positive $h$ outside $\overline{H}$ makes its critical point $c_0$ escape through the gate to a period $2n$ attracting Fatou component at positive heights. It follows that for sufficiently large positive $h$, we have that $h > b_h > a_h > 0$. On the other hand, for negative $h$, we have $h < 0 < a_h$. Since critical Ecalle heights and Fatou coordinates depend continuously on the parameter, we deduce that there is an $h_0$ such that $h_0 \in (a_{h_0}, b_{h_0})$.

Let us fix an $\varepsilon > 0$ such that $h_0 \in (a_{h_0} + 2\varepsilon, b_{h_0} - 2\varepsilon)$. It is known that the basin of zero $\mathcal{B}_0$ can not get too small when $q(h_0)$ is perturbed a little bit (compare [9, Theorem 6.1(a)]). Since the critical point $c_0(q)$ and the Fatou coordinates depend continuously on the parameter, we can choose a small neighborhood $U$ of $q(h_0)$ such that for all $q \in U \setminus \overline{H}$, the round cylinder $(a_{h_0} + \varepsilon/2, b_{h_0} - \varepsilon/2) \times \mathbb{R}/\mathbb{Z}$ is contained in projection of $\mathcal{B}_0$ into the repelling Ecalle cylinder (note that in the outgoing cylinder of $q(h_0)$, the round cylinder $(a_{h_0}, b_{h_0}) \times \mathbb{R}/\mathbb{Z}$ is contained in the projection of $\mathcal{B}_0$), and such that the critical point $c_0(q)$ has incoming Ecalle height in $(a_{h_0} + \varepsilon, b_{h_0} - \varepsilon)$.

We claim that $U \setminus \overline{H}$ is contained in the principal hyperbolic component $\mathcal{H}_0$. Let $q \in U \setminus \overline{H}$. To finish the proof, we only need to show that $c_0(q)$ lies in $\mathcal{B}_0^{imm}$. Let us denote the set of all points in $\mathcal{V}_q^{im}$ with incoming Ecalle heights in the interval 0.
(\alpha_{h_0} + \varepsilon, b_{h_0} - \varepsilon) by \mathcal{S}_z. In particular, \( f_2^{\circ 2n}(c_0(q)) \in \mathcal{S}_z \). All points in \( \mathcal{S}_z \) eventually escape through the gate, and their Ecalle heights are preserved by the transit map. Since all points in \( V^\text{out}_q \) with outgoing Ecalle height in \( (\alpha_{h_0} + \varepsilon/2, b_{h_0} - \varepsilon/2) \) lie in \( \mathcal{B}_0 \), it follows that every point of \( \mathcal{S}_z \) eventually lands in \( \mathcal{B}_0 \). As \( \mathcal{S}_z \) is a connected open set, it must be contained in a single component of \( \mathcal{B}_0 \). However, as \( q \) is very close to \( q(h_0) \), the critical point \( c_0(q) \) takes a large number of iterates to escape from \( V^\text{in}_q \). It follows that \( f_2^{\circ 2n}(\mathcal{S}_z) \cap \mathcal{S}_z \neq \emptyset \). Therefore, \( \mathcal{S}_z \) cannot be contained in a strictly pre-periodic component of \( \mathcal{B}_0 \); i.e. \( c_0(q) \in \mathcal{S}_z \subset \mathcal{B}_0^{\text{imm}} \).

To summarize, we have shown that for all \( q \in U \setminus \mathcal{H} \), \( c_0(q) \) is contained in the corresponding immediate basin of zero. Therefore, \( U \setminus \mathcal{H} \subset \mathcal{H}_0 \) (see Figure 11). \hfill \square

**Remark 7.** Numerical experiments suggest that there are tongue components (of large period) whose root parabolic arcs do not contain such bare regions.
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