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We prove the possibility of achieving unidirectional edge modes in time-modulated supercell structures. Such finite structures consist of two trimers repeated periodically. Because of their symmetry, they admit degenerate edge eigenspaces. When the trimers are time-modulated with two opposite orientations, the degenerate eigenspace splits into two one-dimensional eigenspaces described by an analytical formula, each corresponding to a mode which is localized at one edge of the structure. Our results on the localization and stability of these edge modes with respect to fluctuations in the time-modulation amplitude are illustrated by several numerical simulations.

1. Introduction

The work presented in this paper aims at contributing to the mathematical and numerical analysis of wave manipulation in metamaterials. Metamaterials are made of high-contrast subwavelength resonant unit cells, each of them is interacting strongly with low-frequency incoming waves due to subwavelength resonances [1–4]. Their study is motivated by a number of potential technologically relevant applications concerning wave manipulation at deep subwavelength scales such as subwavelength confinement and guiding of waves and superresolution sensing [5–8]. It has led to the discovery of classical wave analogies of important behaviours observed in condensed matter physics. Typical examples include analogies to topologically protected edge modes, unidirectional transport phenomenon, exceptional points and Dirac degeneracies, and the quantum valley Hall effect [9–12].
Recently, many new fundamental mathematical results in the theory of wave propagation in complex resonant structures have been obtained and efficient and sophisticated boundary element techniques for modelling wave control and manipulation in metamaterials have been designed, see e.g. the review paper [9] and the dissertations [13,14].

The quantum analogue of high-contrast subwavelength metamaterials (in condensed matter physics) is graphene, which is a single atomic layer of carbon atoms arranged in a honeycomb structure. While Fefferman, Weinstein and their collaborators [15–22] proved fundamental mathematical results on the graphene model, little was known on the classical analogue (in wave physics) of this. This is due to many fundamental differences in the mathematical treatments of the classical and quantum problems. The results obtained on graphene are all based on the use of the tight-bending model for Schrödinger operators (which is a discrete approximation of the continuous model) together with the nearest-neighbour approximation, which leads to tridiagonal matrix approximations to Schrödinger operators. A main consequence of this is that chiral symmetry holds, which makes the proof of existence and the characterization of the topologically protected edge modes (i.e. localized modes that are robust with respect to random changes in the geometry and/or material parameters of the system) tractable.

In wave physics, due to the strong interactions between the subwavelength resonators (or in other terms because of the slow decay of the solutions to the corresponding partial differential equations), there are fundamental differences compared to the quantum case in the analysis of the model problems, in particular their topological properties. Moreover, analytical and numerical schemes for finding the properties of high-contrast subwavelength metamaterials would lead to incorrect modelling if these are based on the tight-bending model [23]. Nevertheless, as shown in [9,13,14,24], a discrete approximation of the corresponding partial differential equations does exist. It is in terms of generalized capacitance matrices. The strength of such a novel approximate formulation is that the capacitance matrix accounts for these strong interactions, thereby providing an efficient numerical approach and a unified mathematical model to study challenging problems in subwavelength wave physics. This approach allows us to establish for the first time a complete mathematical and numerical framework for metamaterials: (i) a discrete approximation for computing subwavelength resonances in both finite and periodic systems of subwavelength resonators has been introduced [9,24,25]; (ii) the existence of Dirac singularities was proved [26,27]; (iii) the role that Dirac points play in the origin of robust (topologically protected) edge states has been explored [28] and (iv) it has been shown that the introduction of time-modulations into systems of subwavelength resonators can shift the Dirac singularities to the origin of the Brillouin zone [29]. This approach has been also extended to the analysis of exceptional points, non-hermitian systems of subwavelength resonators and their applications in sensing at subwavelength scales [30–32].

To the best of our knowledge, the mathematical and numerical analysis of wave propagation properties of time-modulated metamaterials has just been started. In [29], a discrete characterization of the band structure in time-modulated metamaterials is introduced. This characterization provides both theoretical insight and an efficient numerical method to compute the dispersion relationship of time-modulated systems of subwavelength resonators. A study of exceptional points in the case of time-modulated metamaterials is presented in [33]. Furthermore, in [34], the possibility of achieving non-reciprocal wave propagation in time-modulated metamaterials is shown. Finally, in [35], the question of whether an analogous principle as the bulk-boundary correspondence of quantum systems is possible in the case of time-modulated metamaterials is discussed.

In the present paper, we are concerned with the mathematical foundation of the (classical) analogue of the valley Hall effect [36–41] for lattices of time-modulated subwavelength resonators. We consider supercell structures where phase-shifted (rotation like) time-modulations of subwavelength resonators can provide a kind of ‘artificial spin’. We prove that the valley Hall effect occurs in truncated supercell lattices of time-modulated subwavelength resonators by opening non-reciprocal band gaps at degenerate points. We give evidence that unidirectional edge localization phenomena are not particular to quantum systems, as conjectured in the seminal
papers [42,43]. For doing so, we start by showing that the capacitance matrix associated with a supercell structure has a degenerate eigenspace of dimension two. The associated eigenvectors correspond to two edge modes of the unmodulated structure. Then we consider a time-modulated structure consisting of consecutive trimers modulated in opposite orientations to replicate spin effects from quantum systems. As a consequence of this time-modulation which breaks the time-reversal symmetry of the structure, the degenerate eigenspace splits into two one-dimensional spaces, each corresponding to a mode localized at one of the edges of the modulated structure. We also verify numerically that these two unidirectional edge modes are stable with respect to fluctuations in the modulation amplitude. It is worth emphasizing that in [26,27], it is proved that honeycomb lattices of (unmodulated) subwavelength resonators support degenerate singularities of Dirac type. This degeneracy holds also for the chains of supercells considered in this paper. By breaking of time-reversal symmetry by modulating the resonators, we show that the valley Hall effect can be realized in supercell structures. In other words, such spatio-temporally modulated structures enable then unidirectional edge modes and possess unique features in terms of wave localization. Our results in this paper also allow us to envision the mathematical foundation of unidirectional wave guiding phenomena in (biperiodic) screens of space–time-modulated subwavelength resonator systems.

This paper is organized as follows. In §2, we formulate the problem of reciprocity and review the Floquet–Bloch theory which is essential to solve ordinary differential equations with periodic coefficients. In §3, we provide an approximation of the time-dependent Bloch modes inside the resonators. Using this approximation formula in the unmodulated case, we reproduce the numerical results of [28] on the existence and localization of a topologically protected edge mode in a Su–Shrieffer–Heeger (SSH) chain of subwavelength resonators. Section 4 is devoted to the localization of edge modes in a supercell structure. We first determine algebraically the corresponding capacitance matrix. Then, considering the dilute regime, we show the approximate degeneracy of at least one of the eigenvalues of the capacitance matrix. Such a degenerate eigenvalue yields a degenerate edge eigenspace for the supercell structure. The edge modes are localized both at the left and right edges of the structure. Then by time modulating the supercell structure in such a way that the two adjacent trimers have different orientations, we show both analytically and numerically that the degenerate eigenspace splits into two one-dimensional eigenspaces, each corresponding to an edge mode localized either at the left or at the right of the structure. We also illustrate numerically the stability of such unidirectional edge modes with respect to random fluctuations of the time-modulation amplitude.

2. Problem formulation and preliminary theory

In this section, we formulate the problem of study. Moreover, we introduce the Floquet–Bloch theory for periodic differential equations. This subsection follows closely the introductory theory provided in [29].

(a) Resonator structures and the wave equation

We consider the wave equation in structures with time-modulated materials. Such a wave equation can be used to model acoustic and polarized electromagnetic waves. The time-dependent material parameters are given by \( \rho(x,t) \) and \( \kappa(x,t) \). In acoustics, \( \rho \) and \( \kappa \) represent the density and the bulk modulus of the materials. We study the wave equation with time-dependent coefficients in dimension three

\[
\left( \frac{\partial}{\partial t} \frac{1}{\kappa(x,t)} \frac{\partial}{\partial t} - \nabla \cdot \frac{1}{\rho(x,t)} \nabla \right) u(x,t) = 0, \quad x \in \mathbb{R}^3, \quad t \in \mathbb{R}.
\]  

(2.1)

Let \( D \) denote a system of \( N \) resonators. \( D \) is constituted by \( N \) disjoint domains \( D_i \) for \( i = 1, \ldots, N \), each \( D_i \) being connected and having boundary of Hölder class \( \partial D_i \in C^{1,s} \), \( 0 < s < 1 \).
For the purpose of this paper, we apply time-modulations to the interior of the resonators, while the surrounding material is constant in \( t \). We let

\[
\kappa(x, t) = \begin{cases} 
\kappa_0, & x \in \mathbb{R}^3 \setminus \overline{D}_i \\
\kappa_i(t), & x \in D_i,
\end{cases}
\quad \text{and} \quad \rho(x, t) = \begin{cases} 
\rho_0, & x \in \mathbb{R}^3 \setminus \overline{D}_i \\
\rho_i(t), & x \in D_i,
\end{cases}
\tag{2.2}
\]

for \( i = 1, \ldots, N \). Here, \( \rho_0, \kappa_0, \rho_i \) and \( \kappa_i \) are positive constants. The functions \( \rho_i(t) \in C^0(\mathbb{R}) \) and \( \kappa_i(t) \in C^1(\mathbb{R}) \) describe the modulation inside the \( i \)th resonator \( \mathcal{C}_i \). We assume that each of the functions \( \rho_i \) and \( \kappa_i \) is periodic with period \( T \).

We define the contrast parameter \( \delta \) as

\[
\delta := \frac{\rho_r}{\rho_0}.
\]

In (2.1), we have the transmission conditions at \( x \in \partial D_i \)

\[
\frac{\partial u}{\partial n} = 0 \quad \text{and} \quad \delta \frac{\partial u}{\partial n} = \frac{1}{\rho_i(t)} \frac{\partial u}{\partial n} = 0, \quad x \in \partial D_i, \ t \in \mathbb{R},
\]

where \( \frac{\partial}{\partial n} \) is the outward normal derivative at \( \partial D_i \) and the subscripts + and − denote taking the limit from outside and inside \( D_i \), respectively.

In order to achieve subwavelength resonances, we assume that \( \delta \ll 1 \) and consider the regime where the modulation frequency

\[
\Omega := \frac{2\pi}{T} = O(\delta^{1/2}).
\]

We also assume that \( d\kappa_i/dt = O(\delta^{1/2}) \) for \( i = 1, \ldots, N \).

Note that in the static case where there is no modulation of the material parameters (i.e. when \( \rho_i(t) = \kappa_i(t) = 1 \) for all \( i \)), the system of \( N \) subwavelength resonators has \( N \) subwavelength frequencies of order of \( O(\delta^{1/2}) \). We refer the reader to [9,25] for the details.

(b) Capacitance matrix

We first introduce the fundamental solution to the Laplacian

\[
G(x, y) := -\frac{1}{4\pi|x-y|} \quad \text{for } x \neq y.
\]

Let \( D \subset \mathbb{R}^3 \) be as in §a. We define the single-layer potential \( S_D : L^2(\partial D) \to H^1_{0, \text{loc}}(\mathbb{R}^3) \) by

\[
S_D[\phi](x) := \int_{\partial D} G(x, y)\phi(y)d\sigma(y), \quad x \in \mathbb{R}^3.
\]

Here, the space \( H^1_{0, \text{loc}}(\mathbb{R}^3) \) consists of functions that are square integrable and with a square integrable weak first derivative on every compact subset of \( \mathbb{R}^3 \). Taking the trace on \( \partial D_i \), it is well known that \( S_D : L^2(\partial D) \to H^1(\partial D) \) is invertible [44].

**Definition 2.1 (capacitance matrix).** The capacitance coefficients \( C_{ij} \) are defined as

\[
\psi_i = (S_D)^{-1}[\chi_{\partial D_i}] \quad \text{and} \quad C_{ij} = -\int_{\partial D_i} \psi_j d\sigma,
\tag{2.3}
\]

for \( i, j = 1, \ldots, N \), where \( \chi_{\partial D_i} \) is the characteristic function of \( \partial D_i \). The capacitance matrix \( C \) is defined as the matrix \( C = (C_{ij})_{i,j=1}^N \).
Floquet–Bloch theory and asymptotic Floquet matrix elements

Let \( A(t) \) be a \( T \)-periodic \( N \times N \) complex matrix function and consider the following ordinary differential equation (ODE):

\[
\frac{dx}{dt} (t) = A(t)x(t).
\]  

(2.4)

Recall that the fundamental solution matrix of (2.4) is an \( N \times N \) matrix with linearly independent column vectors, which solves (2.4). The following theorem is classical (see, for instance, \[45\]).

**Theorem 2.2.** (Floquet’s theorem) Denote \( X(t) \) the matrix-valued fundamental solution with initial value \( X(0) = I_dN \), where \( I_dN \) is the \( N \times N \) identity matrix. There exists a constant matrix \( F \) and a \( T \)-periodic matrix function \( P(t) \) such that

\[
X(t) = P(t)e^{Ft}.
\]

(2.5)

For each eigenvalue \( \lambda := e^{i\omega} \) of \( e^F \), there is a Bloch solution \( x(t) \) which is \( \omega \)-quasi-periodic, i.e. it satisfies

\[
x(t + T) = e^{i\omega T}x(t).
\]

Observe that \( \omega \) is defined modulo the modulation frequency \( \Omega \). Therefore, we define the time-Brillouin zone as \( Y^*_t := \mathbb{C}/(\Omega \mathbb{Z}) \).

**Remark 2.3.** In some literature, e.g. \[46\], \( e^{i\omega T} \) is called a characteristic multiplier. Here, we refer to \( \omega \) as a quasi-frequency and call \( i\omega \) a Floquet exponent.

If the matrix \( A \) is time-independent, then the solution to (2.4) can be written as \( x(t) = e^{At}x(0) \). The Floquet exponents are then given by the eigenvalues of \( A \). Since the Floquet exponents are defined modulo \( i\Omega \), we need the following definition.

**Definition 2.4 (folding number).** Let \( \omega_A \) be the imaginary part of an eigenvalue of the time-independent matrix \( A \). Then we can uniquely write \( \omega_A = \omega_0 + m\Omega \), where \( \omega_0 \in [-\Omega/2, \Omega/2) \). The integer \( m \) is called the folding number.

**Remark 2.5.** In other words, if \( A \) is diagonal and constant in time, the solution matrix can be written as

\[
X(t) = e^{At} = e^{F_1}.
\]

We choose the imaginary part of \( F \) in such a way that \( \text{Im}(F_{11}) \in [-\Omega/2, \Omega/2) \) for \( l = 1, \ldots, N \), where the \( F_{1l} \)'s are the diagonal entries of \( F \).

In \[33\], it is shown that if \( A(t) \) is an analytical function of some parameter \( \varepsilon \) at \( \varepsilon = 0 \) and has the following expansion:

\[
A(t) = A_0 + \varepsilon A_1(t) + \varepsilon A_2(t) + \cdots,
\]

where \( A_0 \) is constant in \( t \) and diagonal and the series is convergent for \( |\varepsilon| < r_0 \) with \( r_0 > 0 \) being independent of \( t \), then the Floquet matrix \( F \) is also an analytic function of \( \varepsilon \) at \( \varepsilon = 0 \) and can be extended as follows:

\[
F = F_0 + \varepsilon F_1 + \varepsilon^2 F_2 + \cdots.
\]

(2.6)

Moreover, the matrix elements of \( F_1 \) and some entries of \( F_2 \) are given by the following theorem.
Theorem 2.6. Assume that $A_0$ is constant in $t$ and diagonal. Then the first-order term in the expansion (2.6) of the Floquet matrix $F$ is given by

$$(F_1)_{k,l} = \begin{cases} (A_1^{n_k-n_l})_{k,l} & \text{if } (F_0)_{k,k} = (F_0)_{l,l}, \\ \frac{(A_1^n)_{k,j} (A_1^m)_{j,l}}{(2\pi i/T) m + (A_0)_{j,l} - (A_0)_{j,j}} & \text{if } (F_0)_{k,k} \neq (F_0)_{l,l}. \end{cases}$$ \hspace{1cm} (2.7)

Furthermore, if $(F_0)_{k,k} = (F_0)_{l,l}$, then the entries $(F_2)_{k,l}$ of the second-order term in (2.6) read

$$(F_2)_{k,l} = \sum_{j=1}^{N} \sum_{m \neq n_j - n_l} (A_1^{n_j-n_l-m} - A_1^{n_j-n_l})_{k,j} (A_1^m)_{j,l}$$

$$+ \sum_{j=1}^{N} \sum_{m \neq n_j - n_l} \frac{(A_1^n)_{k,j} (F_1)_{j,l}}{(2\pi i/T) m + (A_0)_{j,l} - (A_0)_{j,j}} + (A_2^{n_j-n_l})_{k,l}.$$ \hspace{1cm} (2.8)

Here, $n_k$ denotes the folding number of the kth eigenvalue of $A_0$ in the sense of definition 2.4. The superscripts of $A_1$ and $A_2$ represent the corresponding Fourier coefficients in $t$. For example, $A_1^m$ refers to the $m$th Fourier coefficients of $A_1^m(t)$ in $t$.

(d) Time-modulated subwavelength resonators

Seeking quasi-periodic solutions in $t$, we obtain the differential problem

$$\left( \frac{\partial}{\partial t} - \frac{1}{\rho(x,t)} \frac{\partial}{\partial t} \mathbf{v}(x,t) \right) u(x,t) = 0$$

and

$$u(x,t) e^{-i\omega t} \text{ is } T\text{-periodic in } t.$$ \hspace{1cm} (2.9)

We seek $\omega \in Y^*_r$ such that there is a non-zero solution $u$ to (2.9), where the time-modulations are given by (2.2).

Since $e^{-i\omega t} u(x,t)$ is a $T$-periodic function of $t$, we can write its Fourier series as

$$u(x,t) = e^{i\omega t} \sum_{n = -\infty}^{\infty} v_n(x) e^{in\Omega t}.$$ 

In the frequency domain, we then have from (2.9) the following equation, for $n \in \mathbb{Z}$:

$$\begin{align*}
\Delta v_n + \frac{\rho \Omega^2}{\kappa_n} v_n &= 0 \quad \text{in } \mathbb{R}^3 \setminus \overline{D}, \\
\Delta v^{ss}_{i,n} + \frac{\rho \Omega^2}{\kappa_i} v^{ss}_{i,n} &= 0 \quad \text{in } D_i, \\
v_n|_+ - v_n|_- &= 0 \quad \text{on } \partial D, \\
\frac{\partial v}{\partial n}|_+ - \frac{\partial v}{\partial n}|_- &= 0 \quad \text{on } \partial D_i.
\end{align*}$$ \hspace{1cm} (2.10)

Here, for $i = 1, \ldots, N$, $v^{ss}_{i,n}(x)$ and $v^{ss}_{i,n}(x)$ are defined through the convolutions

$$v^{ss}_{i,n}(x) = \sum_{m = -\infty}^{\infty} r_{i,m} v_{n-m}(x)$$

and

$$v^{ss}_{i,n}(x) = \frac{1}{\omega + n\Omega} \sum_{m = -\infty}^{\infty} k_{i,m} (\omega + (n-m)\Omega) v_{n-m}(x),$$

where $r_{i,m}$ and $k_{i,m}$ are the Fourier series coefficients of $1/\rho_i$ and $1/\kappa_i$, respectively:

$$\frac{1}{\rho_i(t)} = \sum_{n = -\infty}^{\infty} r_{i,n} e^{i\Omega t} \quad \text{and} \quad \frac{1}{\kappa_i(t)} = \sum_{n = -\infty}^{\infty} k_{i,n} e^{i\Omega t}.$$
We can assume that the solution is normalized as $||v_0||_{H^1(Y)} = 1$. Since $u$ is continuously differentiable in $t$, we then have as $n \to \infty$,

$$||v_n||_{H^1(Y)} = o\left(\frac{1}{n}\right),$$

(2.11)

We will consider the case when the time-modulations of $\rho$ and $\kappa$ consist of a finite Fourier series with a large number of non-zero Fourier coefficients

$$\frac{1}{\rho_i(t)} = \sum_{n=-M}^{M} r_{i,n} e^{in\Omega t} \quad \text{and} \quad \frac{1}{\kappa_i(t)} = \sum_{n=-M}^{M} k_{i,n} e^{in\Omega t},$$

for some fixed $M \in \mathbb{N}$. We seek subwavelength quasi-frequencies $\omega$ of the wave equation (2.9) in the sense of the following definition introduced in [29].

**Definition 2.7 (subwavelength quasi-frequency).** A quasi-frequency $\omega = \omega(\delta) \in Y^*_t$ of (2.9) is said to be a subwavelength quasi-frequency if there is a corresponding Bloch solution $u(x,t)$, depending continuously on $\delta$, which is essentially supported in the low-frequency regime, i.e. it can be written as

$$u(x,t) = e^{i\omega t} \sum_{n=-\infty}^{\infty} v_n(x) e^{in\Omega t},$$

where, as $\delta \to 0$,

$$\omega \to 0 \quad \text{and} \quad \sum_{n=-\infty}^{\infty} ||v_n||_{L^2(Y)} = \sum_{n=-M}^{M} ||v_n||_{L^2(Y)} + o(1).$$

One can prove that the subwavelength quasi-frequency $\omega$ and the frequency of modulation $\Omega$ have the same order

$$\omega = O(\delta^{1/2}).$$

The following is a capacitance matrix characterization of the subwavelength resonant frequencies of time-dependent periodic systems of subwavelength resonators.

**Theorem 2.8 ([29]).** As $\delta \to 0$, the subwavelength quasi-frequencies of the wave equation (2.9) are, to leading order, given by the quasi-frequencies of the system of ODEs

$$\frac{d^2\Psi}{dt^2}(t) + M(t)\Psi(t) = 0,$$

(2.12)

where $M$ is the matrix defined as

$$M(t) = \frac{\delta \kappa_i}{\rho_i} W_1(t) CW_2(t) + W_3(t)$$

(2.13)

with $W_1, W_2$ and $W_3$ being the diagonal matrices with diagonal entries

$$(W_1)_{i,i} = \frac{\sqrt{\kappa_i} \rho_i}{|D_i|}, \quad (W_2)_{i,i} = \frac{\sqrt{\kappa_i}}{\rho_i} \quad \text{and} \quad (W_3)_{i,i} = \frac{\sqrt{\kappa_i}}{2} \frac{d \kappa_i / dt}{\kappa_i^{3/2}}.$$  

(2.14)

**Example 2.9.** Throughout this paper, we work with the following physical meaningful modulations of $\rho(t)$ and $\kappa(t)$:

$$\rho_i(t) = \frac{1}{1 + \varepsilon \cos(\Omega t + \phi_i)}$$

(2.15)

and

$$\kappa_i(t) \text{ constant},$$

for $i = 1, \ldots, N$, where $\varepsilon$ is the modulation amplitude and the $\phi_i$‘s are phase shifts.
Inserting (2.15) into (2.13), we find the entries of the coefficient matrix $M$ in the Hill’s equation to be

$$M_{ij} = (M_0)_{ij}(1 + e^{k}((-1)^{k+1}\cos^{k-1}(\Omega t + \phi_j})(\cos(\Omega t + \phi_i)) - \cos(\Omega t + \phi_j))$$

(2.16)

with

$$M_0 := \frac{\delta\kappa}{\rho\tau} C.$$  

(2.17)

3. Time-dependent Bloch modes

We want to find $\omega = O(\sqrt{\delta})$ for $\delta$ small enough such that there is a non-zero solution $u$ to

$$\left\{ \begin{array}{l} \frac{\partial}{\partial t} \kappa(x,t) \frac{\partial}{\partial t} - \nabla \cdot \frac{1}{\rho(x,t)} \nabla u(x,t) = 0 \\ u(x,t) e^{-i\omega t} \text{ is } T\text{-periodic in } t. \end{array} \right.$$  

(3.1)

We refer to $u : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{C}$ as a Bloch eigenmode. Following [29], we expand $u$ in the form

$$u(x,t) = e^{i\omega t} \sum_{n=-\infty}^{\infty} v(x,n) e^{i\Omega n t}.$$  

We introduce

$$V_i(n) = \int_{D_i} v(x,n) \, dx \quad \text{and} \quad V_i(t) = e^{i\omega t} \sum_{n=-\infty}^{\infty} V_i(n) e^{i\Omega n t}.$$  

Then, it follows from [29] that

$$\Psi = \left( \frac{\rho_i(t)}{\sqrt{\kappa_i(t)}} c_i(t) \right)^N_{i=1} \quad \text{with} \quad c_i(t) = \frac{V_i(t)}{|D_i|\rho_i(t)}$$

solves the Hill equation (2.12). Moreover, we have that

$$\int_{D_i} u(x,t) \, dx = V_i(t) = c_i(t)|D_i|\rho_i(t) = \Psi_i(t) \frac{|D_i|}{\sqrt{\kappa_i(t)}}.$$  

(3.2)

Furthermore, we can prove that the Bloch mode $u$ is approximately constant in $x$ in each resonators (as $\delta$ goes to zero), i.e.

$$u(x,t)|_{D_i} \approx \frac{1}{|D_i|} \int_{D_i} u(x,t) \, dx.$$  

(3.3)

**Theorem 3.1.** In the subwavelength regime, the Bloch eigenmode restricted to the resonators is approximately given by

$$u(x,t)|_{D_i} \approx \frac{\Psi_i(t)}{\sqrt{\kappa_i}}.$$  

(3.4)

In the following example, we use formula (3.4) to simulate edge modes in the static case (i.e. the unmodulated case) in an SSH chain of resonators. This structure is based on the intuition that if one joins together two chains with different topological properties, a protected edge mode will occur at the interface (this is the principle of bulk-boundary correspondence). Our formula numerically shows as in [28] that this chain exhibits a topologically protected subwavelength edge mode.

**Example 3.2.** In [28], it is proven that the (topologically non-trivial) structure illustrated in figure 1a has an edge mode due to a geometrical defect, resulting from the Zak phase differences. In concrete, this effect is observed in structures where a dimer is repeated finitely many times with a single resonator in the middle, as depicted in figure 1. Using the approximation formula (3.4) in theorem 3.1, we can obtain the same results showing the existence of the edge Bloch modes; see figure 1b. Note that the numerical simulations presented in [28] were based on solving the underlying partial differential equations and not on using the approximation formula (3.4).
Figure 1. Edge mode in an SSH chain of unmodulated subwavelength resonators. (a) A chain with 13 resonators. (b) Edge mode illustration using (3.4) with $N = 41$. (Online version in colour.)

Figure 2. Stability of the edge mode under time-modulation. (a) Edge Bloch modes under time-modulation for different modulation amplitudes. (b) A certain non-edge Bloch mode under time-modulation for different modulation amplitudes. (Online version in colour.)

Remark 3.3. Using the above formulation, we can investigate the stability of the edge Bloch mode under time-modulation. To that end, we plot the Bloch modes for different amplitudes $\varepsilon$ of the modulation. Here, we set the modulation frequency $\Omega = 0.2$ and the number of resonators $N = 41$. The phase shifts, defined in (2.15), are given by $\phi_1 = \pi/2, \phi_2 = 0$ for the first dimer on the left and then repeated periodically for 10 times. The rest of the resonators do not have phase shifts. Figure 2a shows that the edge mode is stable with respect to time-modulation while the other (non-localized) modes are sensitive to time-modulations as illustrated in figure 2b. We can conclude numerically that the given time modulations are not strong enough to perturb the edge modes resulting from the geometrical defect.

With approximation (3.3) at hand, we also would like to derive some useful properties in the unmodulated case. First, in order to apply the general Floquet theory as outlined in §2c, we rewrite the second-order Hill’s equation (2.12) as a first-order one by setting

$$y(t) = \begin{pmatrix} \phi(t) \\ \frac{d\phi}{dt}(t) \end{pmatrix}.$$
We then obtain that

\[ A(t) y(t) = \frac{d}{dt} (t), \tag{3.5} \]

where

\[ A(t) := \begin{pmatrix} 0 & \text{Id}_N \\ -M(t) & 0 \end{pmatrix}. \]

The following lemmas hold.

**Lemma 3.4.** Let \( X(t) \) be the fundamental matrix of the Hill equation \((3.5)\). Then \( y^{\omega}(0) \) is an eigenvector of \( X(T) \) associated with the eigenvalue \( e^{i\omega T} \).

**Proof.** For each quasi-frequency \( \omega \), there exists \( y^{\omega}(t) \) such that

\[ y^{\omega}(t + T) = e^{i\omega T} y^{\omega}(t). \tag{3.6} \]

Then we immediately have

\[ X(T) y^{\omega}(0) = y^{\omega}(T) = e^{i\omega T} y^{\omega}(0). \]

**Lemma 3.5.** In the unmodulated case, the eigenvectors of \( X(T) \) are given by those of \( A \). That is, \( v \) is an eigenvector of \( A \) associated with the eigenvalue \( \lambda \) if and only if \( v \) is an eigenvector of \( X(T) \) associated with the eigenvalue \( e^{\lambda T} \).

**Proof.** In the unmodulated case, the fundamental matrix is given by \( X(t) = e^{At} \). The rest follows from Lie theory.

**Remark 3.6.** In the unmodulated case, \( A \) is given by

\[ A_{\varepsilon=0} = \begin{pmatrix} 0 & \text{Id} \\ \delta \kappa / \rho & C \end{pmatrix}, \]

where \( C \) is the capacitance matrix of the system, which is proven to be symmetric positive definite [9]. The eigenvectors of \( A \) come in pairs. In fact, \( (v \pm av)^\top \) are eigenvectors of \( A \), where \( v \) is an eigenvector of \((\delta \kappa / \rho)C \) with eigenvalue \( a^2 \) and \( \top \) denotes the transpose. This is because

\[ A \begin{pmatrix} v \\ \pm av \end{pmatrix} = \begin{pmatrix} \pm av \\ a^2 v \end{pmatrix} = \pm a \begin{pmatrix} v \\ \pm av \end{pmatrix}. \]

4. **Localization of edge modes in supercell structures**

(a) **Degenerate edge modes in supercell structures**

In this subsection, we would like to introduce the so-called supercell structure. Defined similarly as in [47], a supercell consists of two trimers time-modulated with two opposite orientations. Here, we consider all six disk resonators having the same radius \( R \). A structure with \( L \) supercells is defined as \( L \) such supercells lined up equidistantly. Mathematically, a supercell structure is
A structure with $L$ supercells is defined analogously as a system of disc resonators centred at

\[
\begin{align*}
c_1 &= \left(\frac{\sqrt{3}}{2}, \frac{1}{2}\right) + 3R\left(\cos\left(\frac{5\pi}{6}\right), \sin\left(\frac{5\pi}{6}\right)\right), \\
c_2 &= \left(\frac{\sqrt{3}}{2}, \frac{1}{2}\right) + 3R\left(\cos\left(\frac{3\pi}{2}\right), \sin\left(\frac{3\pi}{2}\right)\right), \\
c_3 &= \left(\frac{\sqrt{3}}{2}, \frac{1}{2}\right) + 3R\left(\cos\left(\frac{\pi}{6}\right), \sin\left(\frac{\pi}{6}\right)\right), \\
c_4 &= (\sqrt{3}, 1) + 3R\left(\cos\left(\frac{7\pi}{6}\right), \sin\left(\frac{7\pi}{6}\right)\right), \\
c_5 &= (\sqrt{3}, 1) + 3R\left(\cos\left(\frac{\pi}{2}\right), \sin\left(\frac{\pi}{2}\right)\right), \\
c_6 &= (\sqrt{3}, 1) + 3R\left(\cos\left(\frac{11\pi}{6}\right), \sin\left(\frac{11\pi}{6}\right)\right).
\end{align*}
\]

(4.1)

and

\[
\begin{align*}
c_{i+6j} &= c_i + j\left(\sqrt{3}, 0\right), \\
& \text{for } i = 1, \ldots, 6 \text{ and } j = 1, \ldots, L - 1; \text{ see figure 3.}
\end{align*}
\]

Using the formulation of Bloch modes derived in the previous sections, we first prove the existence of degenerate edge modes. Then we show numerically that under time-modulation, these edge modes split into two, one localized on the left end side of the structure and the other on the right end side. To do so, we first determine algebraically the capacitance matrix corresponding to the $L$-supercell structure based on the symmetry of the structure. As seen in remark 3.6, the Bloch modes in the time-independent case are closely related to the eigenvectors of the capacitance matrix.

\textbf{Theorem 4.1.} \cite{48}. \textit{(Symmetry of the capacitance matrix)} Let $D \subset \mathbb{R}^3$ be a system of $N$ resonators. If there exists a permutation $\sigma$ of the resonators associated with the isometry $S: \mathbb{R}^3 \to \mathbb{R}^3$ such that $SD = D$, then the coefficients of the capacitance matrix satisfy

\[
C_{\sigma(i), \sigma(j)} = C_{ij}.
\]

(4.3)

\textbf{Example 4.2.} For the case of one supercell, we can enumerate the resonators as in figure 4. The geometric structure is invariant under the permutations

\[
\sigma_1 = (1 \ 2)(5 \ 6), \quad \sigma_2 = (1 \ 5)(2 \ 6)(3 \ 4) \quad \text{and} \quad \sigma_3 = (1 \ 6)(2 \ 5)(3 \ 4).
\]

(4.4)

By theorem 4.1, being invariant under $\sigma_1$ implies that

\[
C_{1,1} = C_{2,2}, \quad C_{5,5} = C_{6,6}, \quad C_{1,3} = C_{2,3}, \quad C_{1,4} = C_{3,4}, \quad C_{1,5} = C_{2,6} \quad \text{and} \quad C_{1,6} = C_{2,5}.
\]

(4.5)
Figure 4. Illustration of a structure with one supercell ($L = 1$), where the resonators are enumerated from left to right.

From this and the invariance under $\sigma_2$ and $\sigma_3$ of the unit supercell structure (i.e. with $L = 1$), we conclude that the symmetric capacitance matrix reads

$$C = \begin{pmatrix}
  a & c & k & d & b & h \\
  c & a & k & d & h & b \\
  k & k & e & f & d & d \\
  d & d & e & f & d & k \\
  b & h & d & k & a & c \\
  h & b & d & k & c & a
\end{pmatrix}, \quad (4.6)$$

where $a, \ldots, k \in \mathbb{R}$.

In [28], the asymptotic behaviour of the capacitance matrix and its matrix elements in the dilute regime is described by the following theorem.

**Theorem 4.3.** For a given resonators system with equal sizes in the dilute regime

$$D = \bigcup_{j=1}^{N} (B + \gamma^{-1} z_j), \quad (4.7)$$

the entries of the capacitance matrix have the following asymptotic behaviour:

$$C_{i,j} = \begin{cases} 
  \text{Cap}_B + O(\gamma^2), & i = j, \\
  \gamma \frac{\text{Cap}_B}{\gamma^2} \frac{1}{\sqrt{|z_i - z_j|}} + O(\gamma^2), & i \neq j,
\end{cases} \quad (4.8)$$

where the scaling parameter $\gamma \to 0$ and $\gamma^{-1} z_j$ represents the position of each resonator. Here, the capacity $\text{Cap}_B$ of $B$ is given by

$$\text{Cap}_B = -\int_{\partial B} (S_B)^{-1} \chi_{\partial D} \, d\sigma \quad (4.9)$$

with $S_B$ being the single-layer potential associated with the Laplacian on $\partial B$.

Note that $z_j = \gamma^{-1} c_j, j = 1, \ldots, N$, where the $c_j$'s are defined in (4.2).

The next result is our first main result in this paper. It shows the approximate degeneracy of at least one of the eigenvalues of the capacitance matrix $C$.

**Theorem 4.4.** Let $L$ denote the number of supercells and $C$ the corresponding capacitance matrix. There exists in the dilute regime, up to an error of the order of $\gamma d$, an eigenvalue $\lambda$ with multiplicity two. Here, $d$ is a small constant fixed by the distance between the centres of the neighbouring resonators. Moreover, the corresponding eigenvectors are given by
where \( 0_{N-4} \) means that they are \( N - 4 \) zeros and we have

\[(C - \lambda I d_N) v_i = v_i^j, \quad i = 1, 2,\]

where the entries of the error term \( v_i^j \) are of order \( O(\gamma d) \).

**Proof.** Fix \( L \) and let \( N = 6L \). Then, enumerate the resonators from left to right as in figure 4. Let \( C \) denote the associated capacitance matrix. We note that the system of resonators has the \( \pi \)-rotational isometry associated with the permutation

\[\sigma = \prod_{j=1}^{N/2} (j, N + 1 - j) = (1, N) \cdot (2, N - 1) \cdots \left(\frac{N}{2}, \frac{N}{2} + 1\right).\]

By theorem 4.1, we obtain that

\[C_{ij} = C_{N+1-i,N+1-j}.\]

Let \( w := Cv_1 \). Then the \( j \)th entry of \( w \) is given by

\[w_j = -C_{j,1} + C_{j,2} + C_{j,N-1} - C_{j,N}.\]

Define \( \lambda := w_2 \) and compute for \( j = 1 \)

\[-w_1 - \lambda = -(C_{1,1} + C_{1,2} + C_{1,N-1} - C_{1,N}) - (-C_{2,1} + C_{2,2} + C_{2,N-1} - C_{2,N})
  = (C_{1,1} - C_{2,2}) + (C_{1,N} - C_{2,N-1})
  = C_{1,N} - C_{2,N} + C_{2,N} - C_{2,N-1} + O(\gamma^2)
  = O(\gamma d L^{-2}),\]

where \( d = |z_1 - z_2| \). In the first step, we have used the symmetry of \( C \) and (4.11) to conclude that \( C_{1,2} = C_{2,1} \) and \( C_{1,N-1} = C_{N,2} = C_{2,N} \). In the third step, we have estimated the quantity \( C_{ij} - C_{ik} \) as follows:

\[-4\pi (C_{ij} - C_{ik}) = \gamma \left( \frac{1}{|z_i - z_j|} - \frac{1}{|z_i - z_k|} \right) + O(\gamma^2)
  \leq \gamma \left( \frac{1}{|z_i - z_j|} - \frac{1}{|z_i - z_j| + |z_i - z_k|} \right) + O(\gamma^2)
  = \gamma \left( \frac{|z_j - z_k|}{|z_i - z_j|^2} - \frac{|z_j - z_k|^2}{|z_i - z_j|^3} + \ldots \right) + O(\gamma^2).\]

Setting \( i = N, j = 1, k = 2 \) or \( i = 2, j = N, k = N - 1 \) in the above estimate, we arrive at

\[C_{1,N} - C_{2,N} = O(\gamma d L^{-2}) \quad \text{and} \quad C_{2,N} - C_{2,N-1} = O(\gamma d L^{-2}).\]

Similarly, we can estimate the entries \( k = 3, \ldots, N - 3 \):

\[w_k = -C_{k,1} + C_{k,2} + C_{k,N-1} - C_{k,N} = O(\gamma d).\]

We remark that the above entries are often zero by symmetry. Finally, the estimations of \( w_{N-1} \) and \( w_N \) can be derived in the same way as in (4.13) to be \( \pm \lambda + O(\gamma d) \). Hence, we conclude that

\[Cv_1 = \lambda v_1 + v_1^j,\]

where the entries of \( v_1^j \) are of the order of \( \gamma d \). The same result holds for \( v_2 \).  

\[\square\]
Remark 4.5. If the number of the supercells $L$ is large enough, then the entries $w_1$ and $w_2$ can be estimated to be $\pm \lambda + O(\gamma^2)$ as in (4.13). The same holds for the last two entries $w_{N-1}$ and $w_N$.

Example 4.6. Taking $L = 1$, i.e. considering the unit supercell structure, the capacitance matrix is given by (4.6). Hence, we can verify that

\[
Cv_1 = \begin{pmatrix}
-a + c + b - h \\
a - c - b + h \\
0 \\
a - c - b + h \\
-a + c + b - h
\end{pmatrix} = (a - c - b + h)v_1
\]

and

\[
Cv_2 = \begin{pmatrix}
-a + c - b + h \\
a - c + b - h \\
0 \\
-a + c - b + h \\
a - c + b - h
\end{pmatrix} = (a - c + b - h)v_2.
\]

Define

\[
\lambda := a - c - b + h \quad \text{and} \quad \lambda' := a - c + b - h,
\]

and estimate

\[
\eta = |\lambda - \lambda'| = 2|b - h| = O(\gamma|z_1 - z_2|).
\]

Hence, we obtain that

\[
Cv_2 - \lambda v_2 = \eta v_2.
\]

This verifies theorem 4.4 for $L = 1$.

Example 4.7. Here, we provide an example where $L = 4$ and illustrate our results numerically in figure 5a and 5b. We call edge modes the modes localized at the left and right edges of the supercell structure. In figure 5, using the multipole expansion method (see, for instance, [5, appendix C]), we show the edge modes corresponding to the vectors $v_1$ and $v_2$ defined in (4.10). Because of the symmetry of the unmodulated structure, these edge modes are localized both on the right and the left of the structure.
**Remark 4.8.** As seen in remark 3.6, if $v$ is an eigenvector of the capacitance matrix $C$ associated with the eigenvalue $\lambda$, then $\frac{v}{\mu v}$ is an eigenvector of $A_\epsilon$ associated with the eigenvalue $\mu = -\frac{\delta \kappa_r}{\rho_r} \lambda$. Observe that the eigenvectors $v_1$ and $v_2$ of the capacitance matrix of the supercell structures correspond to the approximately degenerate eigenvalue $\lambda$. They take their maximum or minimum values on the boundary of the structure. Hence, we refer to $\mu$ as the edge degenerate subwavelength quasi-frequency and to $v_1$ and $v_2$ as the corresponding edge modes.

**Remark 4.9.** Now, we turn to example 3.2. We first plot the bandgap structure of a supercell repeated periodically along the $x$-axis. Then we set $\Omega = 0.2$, $\epsilon = 0.2$, and the phase shifts for the unit supercell to be given by $\phi_1 = 2\pi/3$, $\phi_2 = 4\pi/3$, $\phi_3 = 0$, $\phi_4 = 2\pi/3$, $\phi_5 = 0$, $\phi_6 = 4\pi/3$. Note that in the unit supercell the first and second trimers are modulated with opposite orientations. Figure 6 shows the Dirac degeneracies (at the symmetry points $\pm\pi/L$) and their non-reciprocal openings due to time-modulations of this infinite periodic supercell structure. This non-reciprocal bandgap opening by time-modulating the supercell structure is due to broken time-reversal symmetry; see [34].

**Remark 4.10.** In figures 7 and 8, we make an interface between two supercell structures by applying a mirror symmetry. In both the unmodulated and modulated cases, we can see that they are three edge modes, one in the middle and two on the side edges. By turning on the time-modulations, all three edge modes are stable. In particular, the two side edge modes do not split.

**Remark 4.11.** Note that on the one hand if only the densities in the wave equation (2.1) are modulated, then there exist non-reciprocal band gaps [34]. When the bulk moduli are modulated, there are waves which are exponentially growing or decaying over time. This has been numerically observed and proved in the recent paper [49]. Interesting applications of achieving exponentially growing wave propagation in space-time-modulated media are developed in [50]. On the other hand, the modulation frequency plays an important role. It should be of the order of the square root of material contrast $\delta$. This allows strong coupling between the
time modulations and the response time of the structure [51]. Since the static subwavelength resonant frequencies are also of the same order, time-modulations excite the subwavelength modes [29].
(b) Localization of edge modes in the time-modulated case

In this subsection, we prove that the degenerate edge eigenspace, under time modulation, splits into two one-dimensional eigenspaces described by an analytical formula. We numerically verify that these one-dimensional eigenspaces correspond to the left and right edge modes. By turning on the time-modulation with amplitude $\varepsilon$, the first-order Hill’s equation (3.5) becomes a Hill equation with time-dependent coefficients

$$\frac{dy(t)}{dt} = A_\varepsilon(t)y(t). \quad (4.16)$$

Applying Floquet theorem to the ODE (4.16), its fundamental solution can be written as

$$X(t) = P_\varepsilon(t)e^{F_\varepsilon t}.$$

Here, $F_\varepsilon$ can be expanded in terms of $\varepsilon$ as follows:

$$F_\varepsilon = F_0 + \varepsilon F_1 + \varepsilon^2 F_2 + O(\varepsilon^3).$$

We have proved in the last section that, in the dilute regime, $F_0$ has a degenerate eigenvalue $\nu_0$ with multiplicity 2. Denote the two-dimensional eigenspace by $E_{\nu_0} = \text{span}\{v_1, v_2\}$. By turning on the modulation, $E_{\nu_0}$ splits into two one-dimensional eigenspaces corresponding to the eigenvalues

$$\nu_w = \nu_0 + \varepsilon\nu_1 + \varepsilon^2\nu_2 + O(\varepsilon^3)$$

and

$$\nu_q = \nu_0 + \varepsilon\nu_1 + \varepsilon^2\nu_2 + O(\varepsilon^3),$$

which are spanned by the eigenvectors $w$ and $q$ given by

$$w = w_0 + \varepsilon w_1 + \varepsilon^2 w_2 + O(\varepsilon^3)$$

and

$$q = q_0 + \varepsilon q_1 + \varepsilon^2 q_2 + O(\varepsilon^3)$$

where

$$w_0 = \beta_1 w_1 + \beta_2 w_2 \in E_{\nu_0} \quad \text{and} \quad q_0 = \beta_1 q_1 + \beta_2 q_2 \in E_{\nu_0}. \quad (4.17)$$

Our second main result is stated in the following theorem.

**Theorem 4.12.** The perturbation due to time-modulation of the edge degenerate eigenvalue $\nu$ is at least of order two in the modulation amplitude $\varepsilon$, i.e.

$$\nu_1^w = \nu_1^q = 0.$$  

**Proof.** Theorem 4.4 provides an (asymptotically) degenerate eigenvalue $\lambda$ of the capacitance matrix. By remark 3.6, the quasi-frequencies in the static case for the ODE (2.4) are given by the square roots of the eigenvalues of the capacitance matrix [9]. They have the same folding number in terms of definition 2.4. Hence, by theorem 2.6 and the eigenvalue perturbation theory (see appendix A), the first-order term $PF_1P$ is a $2 \times 2$ zero matrix. This is indeed because $A_1$ does not have constant Fourier coefficients as derived in (2.16). Thus we conclude that the first-order perturbation is zero and therefore the perturbation due to time-modulation of the edge degenerate eigenvalue $\nu$ is at least of order two.
Figure 9. Edge mode simulations using the multipole expansion method (in black) compared with those predicted asymptotically by theorem 4.13 (in red). (a) The first edge mode comparison and (b) the second edge mode comparison. (Online version in colour.)

The coefficients in (4.17) are determined as follows.

**Theorem 4.13.** Denote \( P \) the projection operation onto the eigenspace \( E_{w_0} \) and let \( B \) be defined by

\[
B = (PF_1GF_1P + PF_2P)|_{E_{w_0}},
\]

and \( G := (\nu \text{Id} - F_0)^{-1}(1 - P) \). Then the following matrix equations hold:

\[
B \begin{pmatrix} \beta_1^w \\ \beta_2^w \end{pmatrix} = \nu \begin{pmatrix} \beta_1^w \\ \beta_2^w \end{pmatrix}
\]

and

\[
B \begin{pmatrix} \beta_1^q \\ \beta_2^q \end{pmatrix} = \nu \begin{pmatrix} \beta_1^q \\ \beta_2^q \end{pmatrix}.
\]

**Proof.** The proof is given in appendix A. ■

**Example 4.14.** Here, we continue investigating example 4.7 where \( L = 4 \). We implement an algorithm to compute the Floquet matrix elements as in theorem 2.6 and plug them into the analytical formula given in theorem 4.13 to determine \( w_0 \) and \( q_0 \). Furthermore, we compute the first-order perturbation in the eigenvectors \( w_1 \) and \( q_1 \) using equations outlined in (A 12). Setting \( w_{\text{red}} = w_0 + \varepsilon w_1 \), we plot it in figure 9a against the Bloch mode \( w_{\text{black}} \) obtained by using the multipole expansion method. Moreover, we do the same for \( q \) in figure 9b. The modulation amplitude is set to be \( \varepsilon = 0.2 \), the modulation frequency \( \Omega = 2 \) and the phase shifts as those in figure 6. As defined in (2.15), they are given by \( \phi_1 = 2\pi / 3, \phi_2 = 4\pi / 3, \phi_3 = 0, \phi_4 = 2\pi / 3, \phi_5 = 0, \phi_6 = 4\pi / 3 \) for the first cell and then repeated periodically as in (4.2). We emphasize that the error term is due to higher-order effects in \( \varepsilon \).

As shown in figure 9a,b, the modes in the unmodulated case computed in figure 5a,b split under time-modulation into two unidirectional edge modes, each of them is localized at one of the two edges of the structure.

**Remark 4.15.** It is worth emphasizing that if there are no phase shifts inside the resonators at all, then it is proven in [34] that non-reciprocal band gaps do not exist. In this work, the meaning of unidirectional edge modes is twofold. In the infinite case, where the structure is repeated periodically, unidirectional edge modes are modes which can travel in one momentum direction but not in the other. This is exhibited as the non-reciprocal band gap as in figure 6. Indeed, in the
static case, Dirac degeneracies can be seen at the symmetry points $\pm \pi/L$. This is opened by time-modulating the structure with different phase shifts inside the resonators. In finite structures, unidirectional edge modes are understood in the parameter space. In concrete, the modes are strongly localized either on the one edge of the structure or on the other one, as depicted in figure 9b and verified mathematically in this section using the theory of eigenvector perturbation.

(c) Numerical simulation of the robustness of the edge modes

In this subsection, we discuss the robustness of the edge modes in the supercell structures with respect to the modulation amplitude $\varepsilon$. Using numerical simulations, we demonstrate stability of the edge modes in the case of large $N$ and small perturbations in the modulation amplitude $\varepsilon$.

Example 4.16. In this example, we set $N$ to be 120, i.e. we consider a structure with 20 supercells. In figure 10, we illustrate the localization effect as described in the previous sections.

Example 4.17. In this example, we investigate the robustness of the edge modes when adding an error term to the modulation amplitude $\varepsilon = 0.2$. For each mean value $\mu$, we generate a normally
distributed random array $c_\mu$ with mean $\mu$. We perform numerical simulations on the supercell structure with modulation amplitude $(0.2, \ldots, 0.2) + c_\mu$ to obtain the edge modes. After repeating this 1000 times, we take the average of all the 1000 edge modes. We connect the values in the visualizations to demonstrate the differences. Figure 11 shows that the edge modes we observe are stable under small perturbations in the modulation amplitude.

**Data accessibility.** The code for this work is available via github.com/jhcao1997/unidirectional-waves.
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**Appendix A. Eigenvalue and eigenvector perturbation theory up to second order**

Assume that $F = F_0 + \varepsilon F_1 + \varepsilon^2 F_2 + O(\varepsilon^3)$ and $F_0$ is diagonal with respect to the basis vectors $w_1, \ldots, w_N$. We would like to expand the eigenvalues of $F$ in terms of $\varepsilon$. This is a typical problem in perturbative quantum theory [52]. Similar formulae in quantum mechanical perturbation theory can be found in textbooks such as [53]. The following derivation is reformulated to suit our setting.

We focus on the perturbation of degenerate points. Let $f_0$ be a degenerate point of multiplicity $r$ and let $w_1, \ldots, w_r$ be its associated eigenvectors. Without loss of generality, we assume that $(F_0)_{i,i} = f_0$ for $i = 1, \ldots, r$. We define the projection operator

$$P := \begin{pmatrix} \text{Id}_r \\ 0 \end{pmatrix}$$

and let $Q := \text{Id}_N - P$.

We remark that $F_0$ commutes with $P$ and $Q$. Now, we fix an eigenvector $v_0 \in \text{span}\{w_1, \ldots, w_N\}$ and expand $v$ and $f$ as follows:

$$v = v_0 + \varepsilon v_1 + \varepsilon^2 v_2 + O(\varepsilon^3)$$

and

$$f = f_0 + \varepsilon f_1 + \varepsilon^2 f_2 + O(\varepsilon^3).$$

We require first that $v_0 = P v$, due to the normalization of $v$. From $F v = f v$, it follows that up to $O(\varepsilon^2)$

$$\begin{align*}
F_0 v + \varepsilon (F_1 + \varepsilon F_2) v &= f v, \\
Q F_0 v + \varepsilon Q V v &= f Q v, \\
Q (\text{Id} - F_0) v &= \varepsilon Q V v \\
Q v &= \varepsilon (\text{Id} - F_0)^{-1} Q V v,
\end{align*}$$

(A1)

and

where $V := F_1 + \varepsilon F_2$. Note that we should treat $(\text{Id} - F_0)^{-1} Q$ as $0|_{E_{f_0}} \oplus ((\text{Id} - F_0)^{-1} Q)|_{E_{f_0}'}$, where $E_{f_0}$ denotes the eigenspace associated with $f_0$ and $E_{f_0}'$ is its complementary. Similarly, we obtain that

$$P F_0 v + \varepsilon P V v = f P v$$

and therefore,

$$f_0 P v + \varepsilon P V v = f P v,$$  \hspace{1cm} \text{(A2)}

where we have used that $P F_0 v = F_0 P v = f_0 P v$. Now, we insert $v = P v + Q v$ into the second term of the left-hand side of (A2) and derive from $f_0 P v + \varepsilon P V (P v + Q v) = f P v$ the following two
identities:
\[
f_0 P v + \varepsilon P V P v + \varepsilon P V Q v = f P v
\]
and
\[
f_0 P v + \varepsilon P V P v + \varepsilon^2 P V (f \text{ Id} - F_0)^{-1} Q V v = f P v.
\] 
(A 3)

For the $\varepsilon^2$-term, we evaluate the expression at $\varepsilon = 0$
\[
PV((f \text{ Id} - F_0)^{-1} Q)V v|_{\varepsilon=0} = Pf_1((f \text{ Id} - F_0)^{-1} Q)F_1 v_0 := PF_1GF_1 v_0,
\] 
(A 4)

where $G := (f \text{ Id} - F_0)^{-1} Q = \text{diag}(0, \ldots, 0, (f_0 - \lambda_2)^{-1}, \ldots, (f_0 - \lambda_k)^{-1})$ if we assume that $F_0 = \text{diag}(f_0, \ldots, f_0, \lambda_2, \ldots, \lambda_k)$. Hence, we can write that
\[
P(f_0 \text{ Id} + \varepsilon(F_1 + \varepsilon F_2) + \varepsilon^2(PF_1 GF_1))P v_0 = f v_0.
\] 
(A 5)

With the so-called effective Hamiltonian
\[
\mathcal{H} := Pf_0 P + \varepsilon PF_1 P + \varepsilon^2 (PF_1 GF_1 + F_2) P,
\] 
(A 6)

we can obtain $r$ perturbed eigenvalues up to order $\varepsilon^2$, if we know the form of $F_1$ and $F_2$.

Next, we derive the eigenvector perturbation. To that end, we seek a linear combination $v_0 = \beta_1 w_1 + \cdots + \beta_r w_r$ such that equation (A 5) holds. We can read off from the first order in $\varepsilon$ to derive
\[
PF_1 P v_0 = f_1 v_0.
\] 
(A 7)

For the case where $f_1 = 0$, we look at the second order to obtain
\[
P(F_1 GF_1 + F_2) P v_0 = f_2 v_0.
\] 
(A 8)

Furthermore, coming back to the equation
\[
(F_0 + \varepsilon F_1 + \varepsilon^2 F_2)(v_0 + \varepsilon v_1 + \varepsilon^2 v_2) = (f_0 + \varepsilon f_1 + \varepsilon^2 f_2)(v_0 + \varepsilon v_1 + \varepsilon^2 v_2) + O(\varepsilon^3),
\] 
(A 9)

we can derive from the first-order term that
\[
F_0 v_1 + F_1 v_0 = f_0 v_1 + f_1 v_0,
\] 
(A 10)

which is equivalent to
\[
(F_0 - f_0 \text{ Id}) v_1 = -(F_1 - f_1 \text{ Id}) v_0.
\] 
(A 11)

This relates $v_1$ and $v_0$ as follows:
\[
v_1 = G(f_1 \text{ Id} - F_1) v_0.
\] 
(A 12)
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