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Abstract—Molecular communication (MC) can enable the transfer of information between nanomachines using molecules as the information carrier. In MC systems, multiple receiver nanomachines often co-exist in the same communication channel to serve common or different purposes. However, the analytical channel model for a system with multiple fully absorbing receivers (FARs), which is significantly different from the single FAR system due to the mutual influence of FARs, does not exist in the literature. The analytical channel model is essential in analyzing systems with multiple FARs, including MIMO, SIMO, and cognitive molecular communication systems. In this work, we derive an analytical expression for the hitting probability of a molecule emitted from a point source on each FAR in a diffusion-based MC system with N FARs. Using these expressions, we derive the channel model for a SIMO system with a single transmitter and multiple FARs arranged in a uniform circular array (UCA). We then analyze the communication performance of this SIMO system under different cooperative detection schemes and develop several interesting insights.
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I. INTRODUCTION

Molecular communication (MC) is a promising solution for enabling the transfer of information in several scenarios considered impractical for conventional electromagnetic wave-based communication (EMC). For example, MC is expected to perform better than EMC inside tunnels, in saline environments, and inside the human body [2], [3]. In MC, the transmitter conveys the information to the receiver by utilizing molecules, termed as information molecules (IMs), as the carrier of the information. Among different propagation mechanisms, the diffusion-based propagation mechanism is the most studied one in the literature due to the ease of mathematical modeling, energy efficiency, and lack of requirement for communication infrastructure for carrying IMs from the transmitter to the receiver.

In MC, the transmitters and receivers are usually nanomachines with nanoscale functional parts. The functionality of a single nanomachine is limited to simple actuation, sensing, and storage [4]. However, complex tasks like target detection and event sensing can be performed via the cooperation of multiple nanomachines. Such systems with multiple nanomachines working together can help to realize the internet of nanorobots (IoNT) and the internet of bio-nano things (IoBNT) [6].

A. Related Works

For an MC system with a point transmitter and a fully-absorbing receiver (FAR), the analytical expression for the hitting probability was derived in [7] and [8]. Multiple receiver nanomachines can exist in a MC system to enable complex tasks. Therefore, the channel model for an MC system when multiple receivers are present is of crucial importance. Many works [9], [10], [11], [12], and [13] employed fitting models, machine learning-based approaches, and particle-based simulations to obtain the channel model. However, an exact analytical equation for the hitting probability for MC systems involving multiple fully absorbing receivers in 3-D is not present in the past literature.

Reference [14] derived an approximate analytical expression for hitting probability (with two unknowns to be computed numerically) for an MCvD system with two FARs. In our past work [15], we have derived an approximate analytical expression for the hitting probability of an IM on each of the FAR of the same size in a 2−FAR system. The approximate expression was simple enough so that several design insights were discussed in [15]. Later, this work was extended to derive the hitting probability of IM on each FAR with different sizes [16]. For MC systems involving more than two FARs, an approximate expression for the hitting probability of an IM on any one of the FARs was derived in [17]. However, the expression for the hitting probability on each of the FARs is still missing from the current literature. Systems with multiple
receivers may improve the performance of the MC systems [9], [10], [11], [12], [13]. In MC systems with multiple receivers, cooperative detection can be used to improve the error performance [18]. In a cognitive MC system [16], multiple primary and secondary receivers may be present. The analysis of these systems with multiple FARs will require a channel model to start. Therefore, it is essential to analyze and characterize the channel in MC systems with multiple receivers. According to the authors knowledge, no work in the literature provides an analytical expression for the 3-D channel model of systems with multiple FARs (i.e., more than two FARs) using the same type of IM. Obtaining hitting probability using machine learning and particle-based simulation methods [9], [10], [11], [12], [13] is time-consuming and inconvenient. In this work, we bridge this gap by deriving the analytical hitting probability on each FAR in a multi-FAR system and characterizing the channel in this system.

B. Contributions

In this work, we consider a 3-D diffusion-based MC system with multiple FARs and derive the hitting probability of an IM on each of the FARs. We also validate the accuracy of the derived equations using particle-based simulations. In contrast to [15] which only considers two FARs, this work considers $N$ FARs and includes the necessary modifications in the differential equations to incorporate the mutual influence of all the FARs. We also analyze a single-input multiple-output (SIMO) system comprising a uniform circular array (UCA) of FARs based on cooperative detection schemes. Several important design insights are also provided based on the derived expressions. The novel contributions of this work are listed below.

- First, we present a set of analytical equations for the exact hitting probability at each FAR in a system with $N$ FARs in 3-D for any arbitrary value of $N$, which involves the distribution of hitting point on each FAR’s surface. We then present a more tractable expression for the hitting probability by approximating these hitting points. We then present a recursive method that can be convenient when the hitting probability for subsystems is already known. We also present error bound and several simplified expressions under special cases.

- To demonstrate the applicability of the derived expressions, we consider a SIMO communication system comprised of a point transmitter and a UCA of FARs as a compound receiver and present the analytical expressions for the hitting probability. We also derive the upper and lower bounds for the exact channel response and present various design insights.

- Using these expressions, we derive the channel model for the considered SIMO system and present various design insights, including the asymptotic signal gain of UCA.

- Using the derived channel model, we analyze the communication performance of the considered SIMO system with a cooperative detection scheme and compare the performance of both soft decision and hard decision rules. We also quantify how the bit error performance changes when the number of FARs increases.

![Fig. 1. Illustration showing (a) a 3D MC system with a point transmitter at the origin and FARs located at positions $x_1, x_2, \ldots, x_N$ in $\mathbb{R}^3$, (b) different paths a molecule can take to reach a receiver FAR. The path of IMs hitting FAR$_1$ first is represented by the red path. The paths that hit any other FAR first and then hit FAR$_1$ if the other FARs are not present are represented by the blue and green paths.](image)
ability reduces in the presence of other FARs. For the case when there are only two FARs located at \( x_1 \) and \( x_2 \) present in the medium (i.e., \( N = 2 \)), an approximate analytical hitting probability until time \( t \) of an IM on FAR1 was given in our previous work [15] as

\[
\tilde{P}_1(t, x_1 | x_2) = \sum_{n=0}^{\infty} \alpha^{2n} \left[ \frac{\alpha}{\sqrt{4Dt}} \text{erfc} \left( \frac{r_1 - a + n(R_{21} - a) + n(R_{12} - a)}{\sqrt{4Dt}} \right) \right]
\]

\[
\leq \tilde{p}(t, r_i).
\]  

(2)

The hitting probability reduces further with an increase in \( N \) due to the increase in the mutual influence of FARs, which is caused by the increasing competition in capturing the IMs by the FARs. However, the expression for the general \( N \)-FAR case is not available in the literature. The hitting probability expressions for \( N > 2 \) can be used to analyze SIMO, multiple-input multiple-output (MIMO), and cognitive molecular communication systems. In the following sections, we derive the hitting probability (or fraction of IMs absorbed) at each of the FARs for an \( N \)-FAR system. To demonstrate the applicability, the derived equations are then applied to a SIMO system based on co-operative detection to derive its BER performance under various receiver combining schemes, and the error performance is analyzed.

Let us denote the exact hitting probability until time \( t \) of an IM on FAR in the presence of the other \( N - 1 \) FARs by \( \tilde{p}(t, x_i | \{x_j\}_{j=1, j \neq i}^N) \) or just \( \tilde{p}(t) \) when there is no ambiguity. The approximate hitting probability until time \( t \) of an IM on FAR in the presence of the other \( N - 1 \) FARs is denoted by \( \tilde{p}(t, x_i | \{x_j\}_{j=1, j \neq i}^N) \) or just \( \tilde{p}(t) \) when there is no ambiguity. Without the loss of generality, we will take \( i = 1 \) and derive the hitting probability at FAR1 denoted by \( \tilde{p}(t, x_1 | \{x_j\}_{j=2}^N) \) or just \( \tilde{p}(t) \). Let \( \mathcal{L}[\cdot] \) and \( \mathcal{L}^{-1}[\cdot] \) denote the Laplace transform and inverse Laplace transform, respectively.

III. Hitting Probability for an \( N \)-FAR System

In this section, we derive the hitting probability expression for an \( N \)-FAR system for an arbitrary \( N \). Note that the difference \( \tilde{P}(t, r_i) - \tilde{p}(t) \) gives the probability that an IM takes a path that would have hit FAR1 in the absence of other FARs, but hits a FAR other than FAR1 first when in the presence of other FARs. This event corresponds to IMs taking a green or blue path shown in Fig. 1 (b). Let us consider a path where the IM hits the FAR1 first. The hitting point is a random point \( z_j \) on the surface of FAR1. This path can be divided into two segments. The first corresponds to the segment from the transmitter to the FAR1 (denoted by solid line). The probability that an IM emitted from the point source at the origin first hits the surface of FAR1 in the interval \( [\tau, \tau + d\tau] \) is \( \frac{dp_1(r)}{dr} d\tau \). Further, the second segment corresponds to the segment the IM would have followed to reach FAR1 if it was not absorbed by FAR1, in the first segment despite hitting it or by any FAR it hits during this segment. It is evident that the presence of FARs is ignored for this segment. This segment starting from \( z_j \) and ending at FAR1, is denoted by dashed path. The corresponding probability that the IM reaches FAR1 in \( t - \tau \) time taking this path is \( \mathbb{E}_{z_j}[\tilde{P}_{i}(t - \tau, R_{j1})] \), where \( R_{j1} = ||z_j - x_i|| \).

Therefore, the probability that an IM would have hit FAR1 in the absence of other FARs, but hits a FAR other than FAR1 first when in the presence of other FARs, is given as

\[
\tilde{P}(t, r_i) - \tilde{p}(t) = \sum_{j=1}^{N} s \mathbb{E}_{z_j}[\tilde{P}(t - \tau, R_{j1})], \forall i.
\]  

(4)

Now, taking the Laplace transform of both sides of (3) gives

\[
\mathcal{L}\{\tilde{P}(s, r_i) - \tilde{p}(s)\} = \sum_{j=1}^{N} s \mathcal{E}_{z_j}[\tilde{P}(s, R_{j1})], \forall i.
\]  

(5)

Here, \( \mathcal{P}_i(s) \) and \( \mathcal{P}(s, x) \) are the Laplace transforms of \( p_i(t) \) and \( \tilde{p}(t) \) respectively. Note that,

\[
\mathcal{P}(s, x) = \frac{a}{sx} \exp \left(-\frac{s}{a}\right).
\]  

(6)

Now stacking (4) for all \( i \) and solving further for \( \mathcal{P}(t) = [p_1(t), p_2(t), \ldots, p_N(t)]^T \) gives the theorem given below.

\textit{Theorem 1:} In an MC system with \( N \) FARs, the exact probability that an IM emitted from the point source at the origin hits each of the FARs within time \( t \) in the presence of other \( N - 1 \) FARs is

\[
\mathcal{P}(t) = \mathcal{L}^{-1}\{A^{-1}(s)\mathcal{P}(s)\},
\]  

(7)

where, \( A(s) \) and \( \mathcal{P}(s) \) are as shown in the equation at the bottom of the page.

\textit{Proof:} The system of equations given in (4) can be represented in matrix form as \( A(s)\mathcal{P}(s) = \mathcal{P}(s) \). Hence, the solution can be obtained as

\[
\mathcal{P}(s) = A^{-1}(s)\mathcal{P}(s).
\]  

Finally, taking the inverse Laplace transform of both sides of (7) gives (6).

To solve the expression in (6) further to obtain the exact hitting probability, we require the distribution of hitting point \( z_j \) at the surface of FAR1. However, the distribution is difficult to obtain, and hence, we need to approximate the hitting point.
The actual hitting point $z_j$ of an IM at FAR$_j$ can be approximated by the closest point on the surface of the FARs as seen from the transmitter at the origin (i.e., FAR). Let us denote $\bar{P}(t) = [\bar{p}_1(t), \bar{p}_2(t), \ldots, \bar{p}_N(t)]^T$. The hitting probability equation using the approximation mentioned above is given in the theorem below.

**Theorem 2:** In an MC system with $N$ FARs, the probability that an IM emitted from the point source at the origin hits each of the FARs within time $t$ in the presence of other $N-1$ FARs is approximately given as

$$P(t) \approx \bar{P}(t) = L^{-1}\left[\bar{A}^{-1}(s)\bar{P}(s)\right],$$

where

$$\bar{A}(s) = \begin{bmatrix} 1 & s\bar{P}(s, R_{21}) & \cdots & s\bar{P}(s, R_{N1}) \\ s\bar{P}(s, R_{12}) & 1 & \cdots & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ s\bar{P}(s, R_{1N}) & \cdots & \cdots & 1 \end{bmatrix}.$$  

**Proof:** See Appendix A.

### B. Mutual Influence

The mutual influence of FARs in capturing the IM (denoted by $q_i(t)$) can be characterized by the decrease in the hitting probability of an individual FAR due to the presence of additional FARs. This is equal to the fraction of IMs that are supposed to hit FAR$_i$ within time $t$, but are hitting the other FARs first due to their presence in the same communication medium. i.e.,

$$q_i(t) = \bar{P}(t, r_i) - p_i(t).$$

A higher value of $q_i(t)$ represents that a higher number of IMs that were supposed to hit FAR$_i$ were captured by other FARs. The following result provides an upper bound on the mutual influence.

**Corollary 2.2:** The upper bound for the mutual influence $q_i(t)$ of FAR$_i$ is given by

$$q_i(t) \leq \sum_{j=1, j \neq i}^{N} \frac{a^2}{r_j(||x_j - x_i|| - a)} \text{erfc} \left(\frac{r_j + ||x_j - x_i|| - 3a}{\sqrt{4Dt}}\right)$$

**Proof:** Using (10) and (4), the Laplace transform of $q_i(t)$ (represented by $\mathcal{Q}_i(s)$) can be upper bounded as

$$\mathcal{Q}_i(s) = \bar{P}(s, r_i) - P_i(s) = \sum_{j=1, j \neq i}^{N} s\mathcal{P}_j(s)\mathbb{E}_{z_j} [\bar{P}(s, R_{ji})]$$

where $\mathcal{P}_j(s) = \bar{P}(s, r_j)$ and $\mathbb{E}_{z_j} [\bar{P}(s, R_{ji})]$ is the desired result. Since the erfc(.) function decreases faster than exponential, the mutual influence reduces at least exponentially with the distance between FARs (i.e., $||x_i - x_j||$).

**Corollary 2.3:** In an MC system with $N$ FARs located sufficiently far from each other (i.e., $R_{ij} \to \infty, \forall i, j$), the mutual influence of FARs perishes, and the hitting probability for an IM (fraction of IMs absorbed) on each FAR is the same as (1).

**Proof:** When $R_{ij} \to \infty$, $s\mathcal{P}(s, R_{ij}) \to 0$. Therefore, $\bar{A}(s) = 1$. Now, from (8), $\bar{P}(t) = L^{-1}[\bar{P}(s)]$.

### C. Accuracy of the Hitting Probability Equations

The derived analytical equations are validated using particle-based simulation with the help of MATLAB. The numerical inverse Laplace transform function from [20] is used to evaluate the analytical results. In the particle-based simulation, an IM is generated in each iteration, and the IMs can go in loops between FAR$_2$ and FAR$_3$ before hitting FAR$_1$ and such IMs are factored in by the term $\gamma(s)$, whereas the double counting in $\gamma(s)$ is negated using the term $\delta(s)$.

**A. Special Case: Systems With $N = 3$ FARs**

We can simplify the derived expression (8) for special cases such as for specific values of $N$. In this section, we consider a special case with $N = 3$ FARs. The following corollary provides an approximate analytical equation for $p_1(t)$.

**Corollary 2.1:** In an MC system with three FARs located at $x_1, x_2$ and $x_3$, the probability that an IM emitted from the point source at the origin hits FAR$_1$ within time $t$ in the presence of other two FARs is approximately given by

$$p_1(t) \approx \bar{p}_1(t) = L^{-1}\left[\bar{P}_1(s)\right],$$

where,

$$\bar{P}_1(s) = \frac{\bar{P}(s, r_1) - s\alpha_1(s) + s^2\beta_1(s)}{1 - s^2\gamma(s) + s^3\delta(s)},$$

with

$$\alpha_1(s) = -\bar{P}(s, r_2)\bar{P}(s, R_{21}) + \bar{P}(s, r_3)\bar{P}(s, R_{31}),$$
$$\beta_1(s) = -\bar{P}(s, r_1)\bar{P}(s, R_{12}) + \bar{P}(s, r_2)\bar{P}(s, R_{22}) + \bar{P}(s, r_3)\bar{P}(s, R_{32}),$$
$$\gamma(s) = \bar{P}(s, R_{12})\bar{P}(s, R_{13}) + \bar{P}(s, R_{23})\bar{P}(s, R_{23}),$$
$$\delta(s) = \bar{P}(s, R_{12})\bar{P}(s, R_{13}) + \bar{P}(s, R_{23})\bar{P}(s, R_{23}).$$

Note that, in Corollary 2.1, $\alpha_1(s)$ corresponds to the motion of IMs via FAR$_2$ to FAR$_1$ and via FAR$_3$ to FAR$_1$. This term double counts the IMs that went to both FAR$_2$ and FAR$_3$ (including IMs that first went to FAR$_2$ and IMs that first went to FAR$_3$). This double counting is negated by $\beta_1(s)$. The first term in $\beta_1(s)$ corresponds to the IMs that went to FAR$_1$ first and then went to FAR$_2$ and FAR$_3$. The IMs can go in loops between FAR$_2$ and FAR$_3$ before hitting FAR$_1$ and such IMs are factored in by the term $\gamma(s)$, whereas the double counting in $\gamma(s)$ is negated using the term $\delta(s)$.  

**Proof:** See Appendix A.
by (8), is bounded as
\[
|E_i(s)| \leq \sum_{k=1}^{N} \sum_{j=1, j \neq k}^{N} |c_{ik}(s)| G_{kj}(s) s |\bar{\gamma}(s, r_j)|,
\] (13)
where \(c_{ik}(s)\) is the \(i, k\)th element of \(\mathbf{A}^{-1}(s)\) and
\[
G_{kj}(s) = \bar{\gamma}(s, R_{jk}) \max \left\{ \left| \frac{R_{jk}}{|x_j - x_k| - a} - 1 \right|, 1 - \frac{R_{jk}}{|x_j - x_k| + a} \right\}.
\] (14)

**Proof:** See Appendix B. □

From (14), we can verify that, as \(a \to 0\), \(G_{kj}(s) \to 0\) and \(|E_i(s)| \to 0\) for all \(i\). Note that \(G_{kj}(s)\) goes to zero relative to \(\bar{\gamma}(s, R_{jk})\). Therefore, these results show that the error is small relative to hitting probability when the radius of the FARs is small.

**Corollary 2.4:** The asymptotic approximation error in the approximate hitting probability of \(i\)th FAR is bounded as
\[
|E_i(\infty)| \leq \sum_{k=1}^{N} \sum_{j=1, j \neq k}^{N} |c_{ik}(0)| a^2 \frac{R_{jk}}{r_j R_{jk}} \max \left\{ \left| \frac{R_{jk}}{|x_j - x_k| - a} - 1 \right|, 1 - \frac{R_{jk}}{|x_j - x_k| + a} \right\}.
\] (15)

**Proof:** Applying the final value theorem for the Laplace transform (i.e., \(\lim_{t \to \infty} f(t) = \lim_{s \to 0} s F(s)\)) [22] in (13) gives (15).

Fig. 3 shows the variation of hitting probability and absolute error with time for an MC system with \(N\) FARs. Parameters: \(x_i = [0, 20 \cos(2\pi i/N), 20 \sin(2\pi i/N)], \ N \in \{3, 4\}, \ D = 100 \mu m^2/s\).

Fig. 2 shows the variation of the absolute error (=|analytical value – simulated value|) of hitting probability at FAR_4 for a 4-FAR system. Here, the transmitter is at the origin, and the centers of the other FARs (blue circles) are located in a circle (dotted circle). The gray circles represent the area where FAR_4 cannot be located (as the FARs will overlap). It can be verified that the absolute error is minimal in most regions, even in those where FARs are close to each other.

To investigate the approximation error in (8), we have performed extensive simulations for various system configurations. These results are summarized in [21].

Similar to the 2-FAR system [15], the accuracy of the derived equation can degrade if the FARs are too close to each other and the target FAR hinders the other FARs from the line of sight of the transmitter. In such scenarios, the approximating hitting point to a single point \(y_i\) is not a good approximation because the IM may hit the FARs at a different random point.

As explained, the only source of approximation in (8) is due to the approximation of \(z_j\) by \(y_j\). Since \(z_j\) and \(y_j\) are close for small receivers (\(a \to 0\)), we can expect the approximation error to be minimal. The following lemma presents the bounds on the absolute approximate error to provide a further theoretical guarantee.

**Lemma 1:** The approximation error in the approximate hitting probability of \(i\)th FAR in the Laplace domain, as given by (8), is bounded as
\[
|E_i(s)| \leq \sum_{k=1}^{N} \sum_{j=1, j \neq k}^{N} |c_{ik}(s)| G_{kj}(s) s |\bar{\gamma}(s, r_j)|,
\] (13)
where \(c_{ik}(s)\) is the \(i, k\)th element of \(\mathbf{A}^{-1}(s)\) and
\[
G_{kj}(s) = \bar{\gamma}(s, R_{jk}) \max \left\{ \left| \frac{R_{jk}}{|x_j - x_k| - a} - 1 \right|, 1 - \frac{R_{jk}}{|x_j - x_k| + a} \right\}.
\] (14)

**Proof:** See Appendix B. □

From (14), we can verify that, as \(a \to 0\), \(G_{kj}(s) \to 0\) and \(|E_i(s)| \to 0\) for all \(i\). Note that \(G_{kj}(s)\) goes to zero relative to \(\bar{\gamma}(s, R_{jk})\). Therefore, these results show that the error is small relative to hitting probability when the radius of the FARs is small.

**Corollary 2.4:** The asymptotic approximation error in the approximate hitting probability of \(i\)th FAR is bounded as
\[
|E_i(\infty)| \leq \sum_{k=1}^{N} \sum_{j=1, j \neq k}^{N} |c_{ik}(0)| a^2 \frac{R_{jk}}{r_j R_{jk}} \max \left\{ \left| \frac{R_{jk}}{|x_j - x_k| - a} - 1 \right|, 1 - \frac{R_{jk}}{|x_j - x_k| + a} \right\}.
\] (15)

**Proof:** Applying the final value theorem for the Laplace transform (i.e., \(\lim_{t \to \infty} f(t) = \lim_{s \to 0} s F(s)\)) [22] in (13) gives (15).

Fig. 3 shows the variation of hitting probability and absolute error with time for an MC system with \(N\) FARs. Parameters: \(x_i = [0, 20 \cos(2\pi i/N), 20 \sin(2\pi i/N)], \ N \in \{3, 4\}, \ D = 100 \mu m^2/s\).

D. Recursive Approach

We now present one more approach to derive the hitting probability. It is based on recursive method that gives the same expression for the hitting probability; however, it can be convenient when expressions for the sub-systems are known. In this method, the Laplace transform of the hitting probability for an \(N\)-FAR system is expressed in terms of the Laplace transform of the hitting probability for an \((N-1)\)-FAR system. Taking its inverse Laplace transform gives the corresponding hitting probability in the time domain, as shown in Theorem 3.

**Theorem 3:** In an MC system with \(N\)-FARs, the probability that an IM emitted from the point source at the origin hits FAR_1 within time \(t\) is given as
\[
\mathbb{P}\left(t, x_1 \mid \{x_j\}_{j=2}^N\right) \approx \mathbb{P}\left(t, x_1 \mid \{x_j\}_{j=2}^N\right) = \mathcal{L}^{-1}\left[\bar{\gamma}(s, x_1 \mid \{x_j\}_{j=2}^N)\right],
\] (16)
where the Laplace transform \( \tilde{\mathcal{P}}(s, x_1 | \{x_j\}_{j=2}^N) \) of the hitting probability (fraction of IMs absorbed) in \( N \)-FAR system can be recursively written in terms of the Laplace transform of the hitting probability in \( (N-1) \)-FAR subsystems as (17), shown at the bottom of the page.

Here, \( \tilde{\mathcal{P}}(s, x_{N-1} | \{x_j\}_{j=2}^{N-1}, y_1) \) represents the Laplace transform of the probability that an IM with its starting point \( y_1 \) at FAR1 hits FAR\( N \) when the medium consists of \( N-1 \) FARs at \( x_2, x_3, \ldots, x_N \).

\[ \tilde{\mathcal{P}}(s, x_1 | \{x_j\}_{j=2}^N) = \frac{\tilde{\mathcal{P}}(s, x_1 | \{x_j\}_{j=2}^{N-1}) - s\tilde{\mathcal{P}}(s, x_N | \{x_j\}_{j=2}^{N-1})\tilde{\mathcal{P}}(s, x_1 - y_N | \{x_j\}_{j=2}^{N-1} - y_N)}{1 - s^2\tilde{\mathcal{P}}(s, x_N - y_1 | \{x_j\}_{j=2}^{N-1} - y_1)\tilde{\mathcal{P}}(s, x_1 - y_N | \{x_j\}_{j=2}^{N-1} - y_N)} \]  

Proof: See Appendix C.

To demonstrate the applicability of the above two methods: direct method via Theorem 2 and recursive method via Theorem 3, we present the hitting probability for a symmetric system with 4 FARs in the following corollary. This scenario is equivalent to placing the center of FARs at the vertex of a tetrahedron, and the transmitter is placed at the centroid of the tetrahedron.

**Corollary 3.1:** In an MC system with \( N = 4 \) FARs that are equidistant from the transmitter at the origin and also equidistant from each other \( (i.e., \ r_i = R \ and \ R_{ij} = R, \ \forall \ i, j \in \{1, 2, 3, 4\}, \ i \neq j) \), the hitting probability (fraction of IMs absorbed) of the IM on each of the FAR is given by

\[ p_1(t) = \frac{a}{r} \sum_{n=0}^{\infty} \left( -\frac{3a}{R^n} \right) \text{erfc} \left( \frac{r - a + n(R - a)}{\sqrt{4Dt}} \right). \]  

Proof: See Appendix D for proof via both approaches. \( \square \)

Fig. 4 validates the Corollary 3.1 by comparing it with simulation.

To demonstrate the importance and applicability of the derived channel models, we now describe a system with a receiver consisting of multiple FARs arranged in a UCA fashion \([12],[13],[23],[24]\). We first derive the hitting probability expressions for this SIMO system in the next section. Using these derived expressions, we analyze the performance of this system in terms of the probability of bit error in Section V.

**IV. HITTING PROBABILITY IN A SIMO SYSTEM WITH UCA OF FARs**

We now study a SIMO system with a point transmitter at the origin and multiple FARs as UCA, as shown in Fig. 5. The UCA center is located at \( x = 0 \) axis at \([w, 0, 0]\) and UCA is in \( y - z \) plane. The location of FAR\( i \) is at \( x_i = [w, d \cos(2\pi n/N), d \sin(2\pi n/N)], \ n \in \{1, 2, \ldots, N\} \). The distance between the transmitter and each FAR is \( r = \sqrt{w^2 + d^2} \). Without loss of generality, denote any one of the FARs in the UCA by FAR1 and the rest of the FARs by FAR\( 2 \) to FAR\( N \) in the clockwise direction. From the perspective of the distance from FAR1 to the rest of the FARs, there are \( \delta = \text{ceil}((N - 1)/2) \) types of neighbors of FAR1. Let \( R_1 \) be the first neighbor distance, which is equal to \( R_{21} \) and \( R_{N1} \), \( R_2 \) is the second neighbor distance, which is equal to \( R_{31} \) and \( R_{(N-1)1} \) and so on.

The following theorem presents the hitting probability of an IM in a SIMO system with \( N \) FARs forming a UCA and a single transmitter.

**Theorem 4:** In a SIMO system with \( N \) FARs arranged as UCA, the probability that an IM emitted from the transmitter hits FAR\( j \) is given as

\[ p_1(t) = C^{-1} \left[ \frac{\tilde{\mathcal{P}}(s, x)\tilde{\mathcal{P}}(s, x_j | \{x_j\}_{j=2}^{N-1})}{1 + \sum_{n=0}^{\infty} \tilde{\mathcal{P}}(s, x_{N-1} | \{x_j\}_{j=2}^{N-1}, y_1)\tilde{\mathcal{P}}(s, x_1 - y_N | \{x_j\}_{j=2}^{N-1} - y_N)} \right]. \]

Proof: For UCA, \( r_i = r \) and \( p_1(t) = p_j(t), \ \forall i, j \). Substituting these values in (4), simplifying further and applying the inverse Laplace transform, we get (19). \( \square \)

**Theorem 5:** In a SIMO system with \( N \) FARs arranged as UCA, the probability that an IM emitted by the point source hits FAR\( i \) is approximately equal to

\[ p_1(t) = \sum_{n=0}^{\infty} (-2)^n \frac{n^{n+1}}{r} \sum_{|k|=n} \binom{n}{k} \frac{1}{R^k} \times \text{erfc} \left( \frac{r - a + \sum_{m=1}^{\delta} k_m(R_m - a)}{\sqrt{4Dt}} \right), \]

for odd \( N \), (20)

and, \( p_1(t) = \sum_{n=0}^{\infty} (-1)^n \frac{n^{n+1}}{r} \sum_{|k|=n} \binom{n}{k} \frac{2^{n-k_i}}{R^k} \times \text{erfc} \left( \frac{r - a + \sum_{m=1}^{\delta} k_m(R_m - a)}{\sqrt{4Dt}} \right), \]

for even \( N \). (21)

Here, \( k = (k_1, k_2, \ldots, k_\delta), \ |k| = k_1 + k_2 + \cdots + k_\delta, \ \binom{n}{k} = \binom{k_1 + k_2 + \cdots + k_\delta}{k} \) and \( R^k = \prod_{i=1}^{\delta} (R_i)^{k_i} \) based on multi-index notation \([25]\). Also, the second sum is taken over all combinations of non-negative integer indices \( k_1 \) through \( k_\delta \) such that \( \sum_{i=1}^{\delta} k_i = n \).

Proof: See Appendix E. \( \square \)

The following corollary gives the upper and lower bounds of the hitting probability.

**Corollary 5.1:** The lower and upper bound of the exact hitting probability of an IM on each FAR in a UCA with \( N \) FARs is given as (20) and (21) with \( R_m \) for all \( m \) replaced with \( \overline{R}_m = \|x_m - x_1\| - a \) and \( \underline{R}_m = \|x_m - x_1\| + a \), respectively.

Proof: Using the inequalities \( E_{x_j} [\tilde{\mathcal{P}}(s, |x_j - x_1|)] \leq \tilde{\mathcal{P}}(s, |x_j - x_1| - a) \) and \( E_{x_j} [\tilde{\mathcal{P}}(s, |x_j - x_1|)] \geq \tilde{\mathcal{P}}(s, |x_j - x_1| + a) \) in (19) and solving in a similar fashion as the proof of Theorem 5 gives the desired bounds respectively. \( \square \)

The hitting probability presented in Theorem 5 can be simplified for specific values of \( N \). For example, for \( N = 2 \) to 5,
the hitting probability expressions are given in the following corollary.

**Corollary 5.2:** In a SIMO system with \(N\) FARs arranged as a UCA, the probability that an IM emitted from the point source at the origin hits a FAR is given as (22)–(25), shown at the bottom of the page, respectively.

### A. Numerical Evaluation

The variation of the hitting probability with the radius \(a\) of the FARs for \(N = 4, 5\), \(t = 1\) and \(3s\) and \(D = 100, 200 \mu m^2/s\) is shown in Fig. 6. We can verify that the approximate analytical results given in (24) and (25) are in good match with the particle-based simulation results. The number of terms to be considered for the hitting probability expression depends on the parameters of the system and the required level of accuracy. In this paper, different configurations and parameters of MC systems are considered for numerical analysis. Therefore, we chose the following alternative method for simulation. Let \(\epsilon\) be the difference between the summation of the hitting probability expression with \(n - 1\) terms and the \(n\)th term. For simulation, we found that \(\epsilon = 10^{-10}\) can provide the required accuracy, which corresponds to \(n = 6\) to \(31\) for \(N = 2\) to \(11\). We can observe that the hitting probability increases with the radius of the FARs. This is because an increase in \(a\) causes an increase in the surface area of the FARs, which allows more IMs to hit the FARs. The widening gap between the hitting probabilities for \(N = 4\) and \(N = 5\) with \(a\) is due to the increase in the mutual influence by adding one extra FAR and the reduction in the mutual distance between adjacent FARs. From Fig. 7, we can verify that the derived analytical results (represented by bold solid lines) and particle-based simulation results (represented by markers) are upper-bound and lower-bound as given in Corollary 5.1.

Fig. 8 shows the variation of the hitting probability with the number of FARs. We can observe that the hitting probability drops with \(N\) due to the increase in the mutual influence of FARs. When \(D\) increases, the hitting probability increases due to the faster motion of the molecules. An increase in \(D\) causes molecules to wander more, causing them to bump to other FARs with a higher chance. This can increase the mutual influence of FARs. The hitting probability also decreases faster

\[
\tilde{p}_1(t) = \frac{a}{r} \sum_{n=0}^{\infty} \frac{(-a)^n}{R_1^n} \text{erfc} \left( \frac{r - a + n(R_1 - a)}{\sqrt{4Dt}} \right), \quad \text{if } N = 2 \tag{22}
\]

\[
\tilde{p}_1(t) = \frac{a}{r} \sum_{n=0}^{\infty} \frac{(-2a)^n}{R_1^n} \text{erfc} \left( \frac{r - a + n(R_1 - a)}{\sqrt{4Dt}} \right), \quad \text{if } N = 3 \tag{23}
\]

\[
\tilde{p}_1(t) = \sum_{n=0}^{\infty} (-1)^n \frac{a^{n+1}}{r} \sum_{k=0}^{n} \binom{n}{k} \frac{2^k}{R_1^k R_2^{n-k}} \text{erfc} \left( \frac{r - a + k(R_1 - a) + (n-k)(R_2-a)}{\sqrt{4Dt}} \right), \quad \text{if } N = 4 \tag{24}
\]

\[
\tilde{p}_1(t) = \sum_{n=0}^{\infty} (-1)^n \frac{a^{n+1}}{r} \sum_{k=0}^{n} \binom{n}{k} \frac{1}{R_1^k R_2^{n-k}} \text{erfc} \left( \frac{r - a + k(R_1 - a) + (n-k)(R_2-a)}{\sqrt{4Dt}} \right), \quad \text{if } N = 5 \tag{25}
\]
with an increase in \( N \) for higher values of \( a \). This is due to the increase in the mutual influence of FARs with higher surface areas.

### B. Signal Gain in the Received IMs Due to Multiple FARs

Now, we study the gain in the received signal due to the use of \( N \) FARs. When only one FAR is present, the received signal is equal to the FAR’s hitting probability multiplied with the number of emitted molecules \( M \), i.e., \( M\mathbb{P}_i(t) \). Assuming a symmetric combining of the individual received signals of each FAR, the total received signal when \( N \) FAR is used is given as \( \sum_{i=1}^{N} M\mathbb{P}_i(t) = MN\mathbb{P}_i(t) \). Hence, the signal gain \( g(t) \) is given as

\[
g(t) = \frac{\text{Average no. of IMs absorbed by an } N \text{ FAR system}}{\text{Average no. of IMs absorbed by a single } 1 \text{ FAR system}} = \frac{N\mathbb{P}_i(t)}{\mathbb{P}(t, r)}, \quad \text{(26)}
\]

which means that \( g(t) \) is the same as the ratio of the summation of hitting probabilities of IMs on each of the \( N \) FARs to the hitting probability for a single FAR case. Note that the transmitter to FAR distance is fixed as \( r \) for a fair comparison of multiple FAR case and a single FAR case.

**Corollary 5.3:** The signal gain \( g(t) \) in a SIMO system with UCA of 2- FAR and 3- FAR is respectively given as

\[
g(t) = \frac{N\mathbb{P}_i(t)}{\mathbb{P}(t, r)} = \begin{cases} 
2 - 2\lambda(t, r, 1) & \text{if } N = 2 \\
3 - 3\lambda(t, r, 2) & \text{if } N = 3 
\end{cases} \quad \text{(27)}
\]

where,

\[
\lambda(t, r, b) = \frac{\sqrt{\pi}}{2r} \sum_{n=1}^{\infty} \frac{(-1)^{n+1} (bn)^n}{n!} \text{erfc} \left( \frac{r-a+n(R-a)}{\sqrt{4Dt}} \right).
\]

**Proof:** See Appendix F.

Since \( \mathbb{P}_i(t) < \mathbb{P}(t, r) \) due to FAR’s mutual influence, \((26)\) shows that the signal gain is less than \( N \), and it approaches \( N \) if mutual influence is small (for example, when \( R_{ij} \rightarrow \infty \)). In particular, from Corollary 5.3, we can verify that the gain \( g(t) \) is \( \leq 2 \) and \( g(t) \leq 3 \) for \( N = 2 \) and \( N = 3 \) respectively. Further, when all the FARs are far apart (i.e., \( R_{ij} \rightarrow \infty, \forall i, j, i \neq j \)), then \( \lambda(t, r, b) \rightarrow 0 \). This implies that \( g(t) \rightarrow 2 \) and \( g(t) \rightarrow 2 \) for \( N = 2 \) and \( N = 3 \) respectively.

Since the total number of received molecules determines the bit error rate of the MC channel, the signal gain acts as a proxy metric for the performance of the MC system. A high value of signal gain indicates reliable communication. Therefore, the signal gain can be utilized to decide suitable FAR placement patterns and mutual distances while designing the system.

The following corollary presents the asymptotic signal gain for UCA with \( N \) FARs.

**Corollary 5.4:** The asymptotic signal gain for a SIMO system with \( N \) FAR UCA at \( t \rightarrow \infty \) is

\[
g_{\infty} = \lim_{t \rightarrow \infty} g(t) = \begin{cases} 
1 + \sum_{i=1}^{\delta} \frac{2a/R_i}{N} & \text{for odd } N \\
1 + \sum_{i=1}^{\delta} \frac{2a/R_i + a/R_\delta}{N} & \text{for even } N.
\end{cases}
\]

**Proof:** Application of the final value theorem for the Laplace transform (i.e., \( \lim_{s \rightarrow -\infty} f(t) = \lim_{s \rightarrow -\infty} sF(s) \)) \([22]\) in \((61)\) gives the desired result. 

The above results show that the maximum gain that can be achieved eventually using UCA of \( N \) FARs is always less than \( N \), unless FARs are located far away from each other (i.e., \( R_{ij} \rightarrow \infty \)).

Fig. 9 (a) shows the variation of \( g(t) \) with \( t \) for different values of \( N \) in a system for UCA of \( N \) FARs. When \( t \) increases, the \( g(t) \) reduces from \( g(t) \approx N \) to a lower value. The reduction in the \( g(t) \) with \( t \) is due to the increase in the mutual influence between FARs with time as seen in Fig. 3. When \( t \rightarrow \infty \), from Corollary 5.4, \( g_{\infty} \) is given by \( g_{\infty} = \frac{2}{1+(a=4)/(R_1=30)} = 1.8 \), \( g_{\infty} = \frac{3}{1+(a=4)/(R_1=31,34)} = 2.39 \) and \( g_{\infty} = \frac{4}{1+(a=4)/(R_1=26,61)+(a=4)/(R_2=56)} = 2.81 \), respectively for \( N = 2, 3 \) and \( 4 \).

Fig. 9 (b) shows the variation of the signal gain with the angle between two FARs for different values of \( a \) in a circular array arranged 2- FAR system. The increase in \( g(t) \) with the increase in the angle between the two FARs is due to the decrease in mutual influence between the FARs. Also, we can see that an increase in \( a \) increases the \( g(t) \). The result further
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V. COMMUNICATION PERFORMANCE IN A SIMO SYSTEM WITH UCA OF \( N \) CO-OPERATIVE FARs

Let us consider a SIMO communication system consisting of a point transmitter and a receiver consisting of a UCA of \( N \) FARs as described in the previous section. Let the duration of each time slot be \( T_b \). The point transmitter impulsively emits molecules at the beginning of the time slot \( k \) corresponding to the transmit information bit \( b[k] \) at that time slot. \( b[k] \) is Bernoulli distributed with parameter \( q \). We consider on-off keying (OOK) based modulation, in which the transmitter emits \( \lambda_l \) molecules at each time slot \( k \) that reach FAR \( l \) given by

\[
h_l [l-k] = \tilde{p}_l ([l-k+1]T_b) - \tilde{p}_l ([l-k]T_b).
\] (28)

Let \( z_i [k; l] \) denote the number of IMs received at FAR \( l \) at the \( i \)-th time slot due to the \( k \)-th time slot transmission. The indicator that an IM emitted at the \( k \)-th slot hits the FAR \( l \) in the \( i \)-th slot is Bernoulli random variable with parameter \( h_l [l-k] \). Therefore, \( z_i [k; l] \) is Binomial distributed with parameters \( b[k] \mu_l \) and \( h_l [l-k] \), i.e., \( z_i [k; l] \) follows a distribution \( \text{Bin}(b[k] \mu_l, h_l [l-k]) \). For mathematical tractability, the distribution of \( z_i [k; l] \) can be approximated as the Poisson distribution having mean \( b[k] \mu_l h_l [l-k] \) (i.e., \( z_i [k; l] \) follows a distribution \( \text{Poisson}(b[k] \mu_l h_l [l-k]) \)).

The total number of molecules received at the FAR \( l \) in the \( i \)-th time slot \((i.e., z_i [l])\) is given as

\[
z_i [l] = z_i [l; l] + \sum_{k=1}^{l-1} z_i [k; l],
\] (29)

where \( z_i [l; l] \) denotes the number of signal molecules and \( \sum_{k=1}^{l-1} z_i [k; l] \) denotes the inter-symbol interference (ISI) molecules. From (29), conditioned on the transmit bit \( b[l] \), the mean number of IMs received at FAR \( l \) is given by

\[
\lambda_0 [l] = \mathbb{E} \left[ z_i [l; l] | b[l] = 0 \right] = qM \sum_{k=1}^{l-1} h_l [l-k] = qM \left( \tilde{p}_l (lT_b) - \tilde{p}_l (T_b) \right),
\]

\[
\lambda_1 [l] = \mathbb{E} \left[ z_i [l; l] | b[l] = 1 \right] = M \tilde{p}_l (T_b) + \lambda_0 [l]
\] (30)

A. Cooperative Detection in SIMO Systems

In MC, the FARs can cooperate by sharing their received signals \( z_i [l] \) to jointly decode. Depending on the information-sharing mechanism between the FARs, the following combining schemes can be utilized by the FARs.

1) Soft Combining: If FARs can share complete information about their received signals, the receiver can soft-combine these signals. Since the system is symmetric, they apply the same weight to each individual signal. Hence, the resultant received signal is the sum of individual received signals, which is equal to the total number of molecules received at any FAR given as

\[
z_i [l] = \sum_{i=1}^{N} z_i [l].
\] (30)

From (30), conditioned on the transmit bit \( b[l] \), the mean total number of IMs received is given by

\[
n_0 [l] = \mathbb{E} \left[ z_i [l] | b[l] = 0 \right] = qMN \left( \tilde{p}_1 (lT_b) - \tilde{p}_1 (T_b) \right)
\]

\[
n_1 [l] = \mathbb{E} \left[ z_i [l] | b[l] = 1 \right] = MN \tilde{p}_1 (T_b) + \lambda_0 [l].
\] (31)

2) Hard Combining: Alternatively, the FARs can individually make a local decision based on their individual received signal \( z_i [l] \). These hard decisions can be combined to perform the final decoding. In particular, they can employ the rule to decode the transmitted bit as 1 if at least \( K \) of the \( N \) FAR's local decisions is 1, otherwise 0 [18], [27]. Some special cases of \( K \)-out-of-\( N \) fusion rule are

- **Majority rule**: The transmitted bit is decoded as 1 if majority of the FARs decode it as 1, i.e., \( K = \lceil N/2 \rceil + 1 \).
- **OR rule**: The transmitted bit is decoded as 1 if at least one FAR decodes it as 1, i.e., \( K = 1 \).
- **AND rule**: The transmitted bit is decoded as 1 if all FARs decode it as 1, i.e., \( K = N \).

Since less information is required to be shared among FARs compared to soft-combining, hard combining is more practical. However, due to the same reasons, its performance is lower than that of the soft-combining.

We consider perfect reporting of information from the FARs to the fusion center (FC) in both schemes. A fully transparent FC with perfect reporting of the absorbed number of IMs or the local decisions can be challenging to implement in real scenarios. Hence, the derived bit error probability expression can be used as the upper bound of any practical implementation.
B. The Probability of Bit Error

1) Soft Combining: The combined signal $z[l]$ is compared with the threshold for detection $\eta[l]$. The decision rule for the detection process can be represented as

$$z[l] \gtrless \eta[l],$$

(33)

where $H_0[l]$ and $H_1[l]$ are the null and alternate hypothesis at the FC corresponding to the bit value 0 and 1 respectively. The overall probability of miss detection $P_{m}[l]$ and probability of false alarm $P_{f}[l]$ are given as

$$P_{m}[l] = P(z[l] < \eta[l] | H_1[l]) = \exp (-\lambda_1[l]) \sum_{n=0}^{\eta[l]} \frac{\lambda_1[l]^n}{n!},$$

and

$$P_{f}[l] = P(z[l] \geq \eta[l] | H_0[l]) = 1 - \exp (-\lambda_0[l]) \sum_{n=0}^{\eta[l]} \frac{\lambda_0[l]^n}{n!}.$$ 

Therefore, the probability of bit error is given as

$$P_{e}[l] = qP_{m}[l] + (1-q)P_{f}[l].$$

(34)

2) Hard Combining: Since each FAR has to make its own hard decision, it compares the number of IMs received at itself with a threshold $\eta[i,l]$. Hence, the local decision rule can be written as

$$z_i[l] \gtrless \eta[i,l],$$

(35)

where $H_0[i,l]$ and $H_1[i,l]$ are null and alternate hypothesis of the $i$th FAR. The local probability of miss detection $P_{m_i}[l]$ and probability of false alarm $P_{f_i}[l]$ of FAR, are given as

$$P_{m_i}[l] = P(z_i[l] < \eta[i,l] | H_1[i,l]) = \exp (-\lambda_1[l]) \sum_{n=0}^{\eta[i,l]} \frac{\lambda_1[l]^n}{n!},$$

and

$$P_{f_i}[l] = P(z_i[l] \geq \eta[i,l] | H_0[i,l]) = 1 - \exp (-\lambda_0[l]) \sum_{n=0}^{\eta[i,l]} \frac{\lambda_0[l]^n}{n!}.$$ 

Note that, due to the symmetric arrangement of FARs in the UCA, the distribution of the received number of molecules at each FAR is identically distributed. Therefore, the detection threshold (and hence, the local miss detection and false alarm probability) are equal across the FARs. Hence, at the $i$th time slot, the global miss detection and false alarm probabilities for the $K$-out-of-$N$ fusion rule are given by [18], [28]

$$Q_m[l] = 1 - \sum_{k=K}^{N} \binom{N}{k} (1 - P_{m}[l])^k P_{m}[l]^{N-k},$$

(36)

and

$$Q_f[l] = \sum_{k=K}^{N} \binom{N}{k} P_{f}[l]^k (1 - P_{f}[l])^{N-k},$$

(37)

respectively. Therefore, the probability of bit error is given as

$$P_{e}[l] = qQ_m[l] + (1-q)Q_f[l].$$

(38)

C. Numerical Results

We now present numerical results for the performance of the SIMO system. Here, we have taken FAR radius $a = 4\mu m$, diffusion coefficient $D = 100\mu m^2/s^2$, number of molecules $M = 200$, symbol time $T_b = 5s$, UCA center distance $w = 25\mu m$ and UCA radius $d = 10\mu m$ unless stated otherwise. FARs are located at $\mathbf{r}_i = [w, d \cos \left(\frac{2 \pi (i-1)}{N}\right), d \sin \left(\frac{2 \pi (i-1)}{N}\right)]$. Here, the value of $l$ is fixed as 9 (i.e., current time-slot is the 9th slot) because the average ISI molecules were observed to be almost contained in 8 slots for the considered values of the parameters $a$, $D$, $M$, $T_b$, $r$, $w$ and $d$. Therefore, the BER will not change if we increase the value of $l$ above 9.

Fig. 10 shows the variation of the probability of bit error with the detection threshold for various combining methods. We can observe that, $P_{e}[l]$ first reduces with the threshold. After reaching the minimum value, it increases, confirming the presence of an optimal detection threshold. For OR, AND, and majority rules, the optimal threshold $(\eta[i,l])$ is near to $\lambda_{11}[l]$, $\lambda_{01}[l]$ and in the middle of $\lambda_{11}[l]$ and $\lambda_{01}[l]$ respectively. The optimal threshold is different for different combining rules and has to be selected accordingly. The rest of the results use the optimal threshold value, which is computed numerically by varying the detection threshold for the specific set of parameter-values and combining rules to find the value for which $P_{e}[l]$ is the minimum.

Fig. 11 (a) shows the variation of $P_{e}[l]$ with respect to $d$. An increase in $d$ increases $r$, thus reducing the hitting probability. $P_{e}[l]$ increases with $d$. Fig. 11 (b) shows the variation of $P_{e}[l]$ with respect to $M$, which can be observed to decrease with $M$. The effect of different decision rules becomes dominant when $M$ is increased. Fig. 12 shows the variation of the probability of bit error with number $N$ of FARs under various combining methods. The dashed lines show $P_{e}[l]$ for the case when other FAR’s influence is ignored. This refers to the use of single FAR channel model expression.
Fig. 11. Variation of the probability of bit error with (a) the radius of UCA for a SIMO MC system with UCA, (b) the number of molecules emitted for bit 1. Parameters; \(N = 4\), \(q = 0.5\), and \(\eta[l]\) = optimal value.

Fig. 12. Variation of the probability of bit error with the number of FARs in a SIMO with a UCA receiver. Parameters; \(d = 15\mu m\), \(w = 25\mu m\), \(r = 29.15\mu m\), \(D = 200\mu m^2/s\), \(q = 0.5\), \(M = 500\), \(\eta[l]\) = optimal value. The dashed lines show the value by ignoring the presence of other FARs.

(1) as the hitting probability of IM on each FAR in a system with multiple FARs.

If mutual influence is ignored, the number of IMs captured per FAR remains constant with \(N\). Therefore, the use of multiple FARs reduces decoding errors, and \(P_e[l]\) is observed to reduce significantly with \(N\). Due to mutual influence, the hitting probability at individual FARs decreases with \(N\), and hence, the individual performance of each FAR degrades. Therefore, we observe a trade-off with \(N\) for hard combining rules. In soft combining, since the total number of IMs captured increases with \(N\), the probability of bit error always reduces with \(N\). We can verify that the bit error performance of the SIMO system is significantly better compared to a single input single output (SISO) system when complete information can be shared among the FARs.

Further, the mutual influence degrades the \(P_e[l]\) for a particular combining scheme. Therefore, it is essential to consider the effect of the mutual influence of FARs while designing the system. When channel models don’t take into account the mutual influence between FARs, the number of received IMs in the FARs can be overestimated, resulting in an incorrect probability of bit error calculation.

From the numerical results in Fig. 10-12, we can observe that soft combining is better than hard combining as expected. Furthermore, we observe that the majority rule performs better than OR, which performs better than the AND rule.

VI. Conclusion

Molecular communication systems may consist of multiple receivers that are added to increase the communication systems’ reliability and data rate. The exact analytical channel model for an MC system with multiple FARs does not exist in the literature due to the mathematical intractability. This work presents an approximate but simple hitting probability expression for the general \(N\)-FAR case. The derived expressions are further simplified for various special cases, for example, when FARs are arranged in UCA and the transmitter is equidistant from the FARs. We also considered a SIMO system with a point transmitter and a receiver with UCA of \(N\) FARs. Using the hitting probability expressions derived for the UCA case, we subsequently analyzed the error performance of cooperative detection in the considered SIMO system. We also compared the error performance under soft decision and hard decision rules (majority, OR, and AND rules). The derived hitting probability equations have many applications, including the analysis of interference and probability of bit error for SIMO, MIMO, and cognitive systems.

APPENDIX A

DERIVATION OF APPROXIMATE EQUATION FOR THE FRACTION OF IMs ABSORBED AT EACH FAR IN AN \(N\)-FARs SYSTEM

In (4), we approximate the actual hitting point \(z_j\) at FAR \(j\) by \(y_j\), where \(y_j\) is the closest point on FAR \(j\) from the transmitter to get

\[
\bar{P}(s, r_i) - \bar{P}_i(s) = \sum_{j=1, j \neq i}^{N} s\bar{P}_j(s)\bar{P}(s, R_{ji}), \quad \forall i. \quad (41)
\]

Here \(\bar{P}_i(s)\) is the Laplace transforms of \(\bar{p}_i(t)\). The system of equations given in (41) can be represented in matrix form as

\[
\bar{A}(s)\bar{P}(s) = \bar{P}(s), \quad \text{and the solution can be obtained as}
\]

\[
\bar{P}(s) = \bar{A}^{-1}(s)\bar{P}(s). \quad (42)
\]

Finally, the hitting probability can be given by taking the inverse Laplace transform of both sides of (42).
\section*{Appendix B \hspace{1em} Derivation of Lemma 1}

Subtracting (4) and (41), we obtain
\begin{equation}
E_i(s) + \sum_{j=1}^{N} sP_j(s, R_{ji})E_j(s) = \sum_{j=1, j \neq i}^{N} sP_j(s, R_{ji}) \times \left( P(s, R_{ji}) - E_{z_j}[P(s, R'_{ji})] \right),
\end{equation}
where \( E_i(s) = \mathcal{P}_i(s) - \widetilde{\mathcal{P}}_i(s) \). Now, stacking (43) for all \( i \), we can write \( \mathbb{E}(s) = \mathcal{C}(s)X(s) \), where, \( \mathbb{E}(s) = [E_1(s), E_2(s), \ldots, E_N(s)] \), \( \mathcal{C}(s) = \mathcal{A}^{-1}(s) \), and \( X(s) = [x_1(s), x_2(s), \ldots, x_N(s)]^T \) with
\begin{equation}
x_k(s) = \sum_{j=1, j \neq k}^{N} sP_j(s, R_{jk}) - E_{z_j}[P(s, R'_{jk})].
\end{equation}
In particular, the absolute error for \( i \)th FAR is given by the absolute of the \( i \)th element of \( \mathbb{E}(s) \) i.e.,
\begin{equation}
|E_i(s)| = \sum_{k=1}^{N} c_{ik}(s)c_{X_k}(s) \leq \sum_{k=1}^{N} |c_{ik}(s)| |x_k(s)|,
\end{equation}
where \( c_{ik} \) denotes the \( i, k \) element of \( \mathcal{C}(s) \) and \( x_k \) denotes the \( k \)th element of \( X(s) \). Now, using the inequality \( \mathcal{P}_j(s) \leq P(s, r_j) \) in (44), we get
\begin{equation}
| \sum_{k=1}^{N} c_{ik}(s)c_{X_k}(s) F_{k}(s) sP(s, r_j) | \leq \sum_{j=1, j \neq k}^{N} sP(s, r_j) F_{k}(s) sP(s, r_j),
\end{equation}
where \( F_{k}(s) \) denotes the absolute error due to approximation of \( z_j \) by \( y_j \) denoted as \( F_{k}(s) = \mathcal{E}_{z_j}[P(s, R'_{jk}) - P(s, R_{jk})] \), \( \forall \, i \).

Now substituting (46) in (45), we get,
\begin{equation}
|E_i(s)| \leq \sum_{k=1}^{N} |c_{ik}(s)| |x_k(s)| F_{k}(s) sP(s, r_j).
\end{equation}
Now, remaining is to compute \( F_{k}(s) \). Note that, based on the hitting location \( z_j, R_{ji}' \leq R_{ji} \) or \( R_{ji}' > R_{ji} \).

\textbf{Case 1:} When \( R_{ji}' \leq R_{ji} \),
\begin{equation}
| P(s, R_{ji}') - P(s, R_{ji}) | \leq \frac{a}{s^2} \sqrt{\frac{\pi}{R_{ji}}} e^{-\frac{R_{ji}}{\sqrt{\pi}}}
\end{equation}
\begin{equation}
\times \left[ \frac{e^{2a \sqrt{\frac{\pi}{R_{ji}}}}}{\|x_j - x_i\| - a} - \frac{1}{R_{ji}} \right] = F_{i}^{(1)}(s, z_j).
\end{equation}
where (a) is due to the inequalities \( R_{ji} - R_{ji}' \leq \|y_j - z_j\| \leq 2a \), and \( R_{ji}' \geq \|x_j - z_i\| - a \).

\textbf{Case 2:} When \( R_{ji} \leq R_{ji}' \),
\begin{equation}
| P(s, R_{ji}) - P(s, R_{ji}') | \leq \frac{a}{s^2} \sqrt{\frac{\pi}{R_{ji}'}} e^{-\frac{R_{ji}'}{\sqrt{\pi}}}
\end{equation}
\begin{equation}
\times \left[ \frac{e^{2a \sqrt{\frac{\pi}{R_{ji}'}}}}{R_{ji}'} - \frac{1}{\|x_j - x_i\| + a} \right] = F_{i}^{(2)}(s, z_j).
\end{equation}
where (b) is due to the inequalities \( R_{ji}' - R_{ji} \leq \|y_j - z_j\| \leq 2a \), and \( R_{ji} \leq R_{ji}' \) and \( R_{ji}' \leq \|x_j - x_i\| + a \).

Therefore, \( F_{i}(s) \leq \max\{F_{i}^{(1)}(s, z_j), F_{i}^{(2)}(s, z_j)\} \). Substituting the value of \( F_{i}(s) \) in (47) gives Lemma 1.

\section*{Appendix C \hspace{1em} Derivation of the Recursive Hitting Probability Equation}

First notice that, for \( N = 2 \), [15, Eq. 19] and [15, Eq. 20] state that
\begin{equation}
\mathcal{P}(s, r_1) - \widetilde{\mathcal{P}}(s, x_1 | x_2) = s\mathcal{P}(s, x_2 | x_1) \mathcal{P}(s, R_{21}),
\end{equation}
and
\begin{equation}
\mathcal{P}(s, r_2) - \widetilde{\mathcal{P}}(s, x_2 | x_1) = s\mathcal{P}(s, x_1 | x_2) \mathcal{P}(s, R_{12}).
\end{equation}
Solving (50) and (51) gives
\begin{equation}
\widetilde{\mathcal{P}}(s, x_1 | x_2) = \frac{\mathcal{P}(s, r_1) - s\mathcal{P}(s, r_2) \mathcal{P}(s, R_{21})}{1 - s^2 \mathcal{P}(s, R_{12}) \mathcal{P}(s, R_{21})}.
\end{equation}

Now, let us add one more FAR to have a system of \( N = 3 \) FARs. Here, the hitting probability of an IM that was supposed to hit FAR1 in the presence of FAR2 within time \( t \) but is hitting FAR3 is given by
\begin{equation}
\mathcal{P}(t, x_1 | x_2) - \widetilde{\mathcal{P}}(t, x_1 | x_2) = \int_0^t \frac{\partial \mathcal{P}(\tau, x_1 | x_2) \mathcal{P}(\tau, x_2 | x_1)}{\partial \tau} \mathcal{P}(\tau, x_2 | x_1) d\tau.
\end{equation}

Similarly, the hitting probability of an IM that was supposed to hit FAR3 in the presence of FAR2 within time \( t \) but is hitting FAR1 is given by
\begin{equation}
\mathcal{P}(t, x_3 | x_2) - \widetilde{\mathcal{P}}(t, x_3 | x_2) = \int_0^t \frac{\partial \mathcal{P}(\tau, x_3 | x_2) \mathcal{P}(\tau, x_2 | x_3)}{\partial \tau} \mathcal{P}(\tau, x_2 | x_3) d\tau.
\end{equation}
Now, taking Laplace transform on both sides of (53) and (54) gives
\begin{equation}
\widetilde{\mathcal{P}}(s, x_1 | x_2) = s\mathcal{P}(s, x_3 | x_2) \mathcal{P}(s, x_1 | x_3) \mathcal{P}(s, x_2 | x_3),
\end{equation}
and
\begin{equation}
\widetilde{\mathcal{P}}(s, x_3 | x_2) = s\mathcal{P}(s, x_1 | x_2) \mathcal{P}(s, x_3 | x_1) \mathcal{P}(s, x_2 | x_1).
\end{equation}
Solving (55) and (56) gives
\begin{equation}
\widetilde{\mathcal{P}}(s, x_1 | x_2) = \left( \frac{\mathcal{P}(s, x_1 | x_2) - s\mathcal{P}(s, x_3 | x_2) \mathcal{P}(s, x_1 | x_3) \mathcal{P}(s, x_2 | x_3)}{1 - s^2 \mathcal{P}(s, x_3 | x_2) \mathcal{P}(s, x_1 | x_3) \mathcal{P}(s, x_2 | x_3)} \right).
\end{equation}

The above approach can be extended for any value of \( N \) to get the following set of equations.
\begin{equation}
\widetilde{\mathcal{P}}(s, x_1 | x_2) \mathcal{P}(s, x_N | x_1) \mathcal{P}(s, x_N | x_2) = s\mathcal{P}(s, x_N | x_1) \mathcal{P}(s, x_N | x_2) \mathcal{P}(s, x_1 | x_N),
\end{equation}
and
\begin{equation}
\mathcal{P}(s, x_N | x_1) \mathcal{P}(s, x_N | x_2) = s\mathcal{P}(s, x_N | x_1) \mathcal{P}(s, x_N | x_2) \mathcal{P}(s, x_1 | x_N).
\end{equation}
Solving these equations simultaneously gives (17). Taking the inverse Laplace transform of (17) gives (16).
APPENDIX D
DERIVATION OF COROLLARY 3.1

Recursive Method: On substituting $r_i = r$, $\forall i$ and $R_{ij} = R$, $\forall i, j$, $i \neq j$ in (17) for $N = 4$, owing to symmetry

\[
\hat{P}(s, x_i | \{x_j\}_{j=i,j\neq 1}^{N-1}) = \hat{P}(s, x_1 | \{x_j\}_{j=2}^{N-1}), \forall i
\]

and\n
\[
\hat{P}(s, x_i - y_j | \{x_j\}_{j=i,j\neq 1}^{N-1} - y_j) = \hat{P}(s, x_1 - y_N | \{x_j\}_{j=2}^{N-1} - y_N), \forall i, j, i \neq j.
\]

Note that the sub system of 3 FARs is also symmetric. Therefore, the common terms cancel out in (17), and the Laplace transform of the hitting probability is

\[
\hat{P}(s, x_1 | \{x_j\}_{j=2}^4) = \frac{\hat{P}(s, x_1 | \{x_j\}_{j=2}^3)}{1 + s\hat{P}(s, x_1 - y_4 | \{x_j\}_{j=2}^3 - y_4)}.
\]

(58)

where \( \hat{P}(s, x_1 | x_2) = \frac{\hat{P}(s, x_1 | x_2 - y_3)}{1 + 2s\hat{P}(s, R)} \)

(59)

and \( \hat{P}(s, x_1 - y_4 | \{x_j\}_{j=2}^3 - y_4) = \frac{\hat{P}(s, R)}{1 + 2s\hat{P}(s, R)} \).

(60)

Substituting (59) and (60) in (58) gives

\[
\hat{P}(s, x_1 | \{x_j\}_{j=2}^4) = \frac{\hat{P}(s, r)}{1 + 3s\hat{P}(s, R)} = \frac{\hat{P}(s, r) \times \sum_{n=0}^{\infty} (-3)^n (s\hat{P}(s, R))^n}{1 + 3s\hat{P}(s, R)}
\]

Substituting the value of \( \hat{P}(s, x), x \in \{r, R\} \) in the above equation using (5) and taking its inverse Laplace transform gives Corollary 3.1.

Direct Method: On substituting $r_i = r$, $\forall i$ and $R_{ij} = R$, $\forall i, j$, $i \neq j$ in (8) for $N = 4$ gives

\[
\hat{P}(s, x_1 | \{x_j\}_{j=2}^4) = \frac{\hat{P}(s, r) (s\hat{P}(s, R) - 1)}{3s^2\hat{P}(s, R)^2 - 2s\hat{P}(s, R) - 1}
\]

\[
 = \frac{\hat{P}(s, r)}{1 + 3s\hat{P}(s, R)} = \frac{\hat{P}(s, r) \times \sum_{n=0}^{\infty} (-3)^n (s\hat{P}(s, R))^n}{1 + 3s\hat{P}(s, R)}
\]

Substituting the value of \( \hat{P}(s, x), x \in \{r, R\} \) in the above equation using (5) and taking its inverse Laplace transform gives Corollary 3.1.

APPENDIX E
HITTING PROBABILITY FOR A SIMO SYSTEM WITH $N$ UCA OF FARs

For each FAR in UCA, $r_i = r$, and \( \hat{P}_i(s) = \hat{P}_j(s) \). Substituting these values in (41), simplifying further and applying inverse Laplace transform, we get

\[
\hat{p}_i(t) = \mathcal{L}^{-1} \left[ \frac{\hat{P}(s, r)}{1 + \sum_{j=1, j \neq i}^{N-1} s\hat{P}(s, R_{ji})} \right]
\]

(61)

where $b = 1$ for even $N$ and $b = 2$ for odd $N$. $(a)$ is due to $R_i = R_{ij} = R_{j(N-i)}$, $1 \leq i \leq \delta$. Recall that $R_m$ is the distance to $m$th closest neighbor.

For odd $N$, (61) can be further simplified as

\[
\hat{p}_i(t) = \mathcal{L}^{-1} \left[ \frac{\hat{P}(s, r)}{1 + \sum_{j=1}^{N-1} 2s\hat{P}(s, R_{i})} \right]
\]

(62)

\[
\hat{p}_i(t) = \mathcal{L}^{-1} \left[ \frac{\hat{P}(s, r) \times \sum_{n=0}^{\infty} (-2)^n \sum_{k_1+k_2+\ldots+k_n=n} \delta_{k_1, k_2, \ldots, k_m} \prod_{m=1}^{n} (s\hat{P}(s, R_m))^{k_m}}{1 + \sum_{j=1}^{N-1} \hat{P}(s, R_{i})} \right]
\]

(63)

Taking the inverse Laplace transform of the above equation gives (20).

For even $N$, (61) can be further simplified as

\[
\hat{p}_i(t) = \mathcal{L}^{-1} \left[ \frac{\hat{P}(s, r)}{1 + \sum_{j=1}^{N-1} \hat{P}(s, R_{i}) + \hat{P}(s, R_{3})} \right]
\]

(64)

\[
\hat{p}_i(t) = \mathcal{L}^{-1} \left[ \frac{\hat{P}(s, r) \times \sum_{n=0}^{\infty} (-2)^{n-k_i} \sum_{k_1+k_2+\ldots+k_n=n} \prod_{m=1}^{n} \hat{P}(s, R_m))^{k_m}}{1 + \sum_{j=1}^{N-1} \hat{P}(s, R_{i}) + \hat{P}(s, R_{3})} \right]
\]

(65)

Taking the inverse Laplace transform of the above equation gives (21). In the above, steps $(b)$ and $(c)$ are obtained by applying multinomial theorem, i.e., $(x_1 + x_2 + \ldots + x_m)^n = \sum_{k_1+k_2+\ldots+k_m=n} \prod_{i=1}^{m} x_i^{k_i}$.

APPENDIX F

SIGNAL GAIN OF A TWO AND THREE FAR SYSTEM

2-FAR case: For a 2-FAR system, the signal gain is given by

\[
g(t) = \frac{2\hat{p}_i(t)}{\hat{P}(t, r)}. \quad \text{(66)}
\]

When the FARs are arranged as UCA and $r_i = r$, (52) becomes

\[
\hat{p}_i(s) = \frac{\hat{P}(s, r) 1 \times \sum_{n=0}^{\infty} (-1)^n (s\hat{P}(s, R))^n}{1 + s\hat{P}(s, R)}
\]

(67)

Note that $(a)$ is from the identity $(1+x)^{-1} = \sum_{n=0}^{\infty} (-1)^n x^n$.

Substituting (5) in (67) and taking the inverse Laplace transform gives

\[
\hat{p}_i(t) = \frac{\hat{P}(s, r) \times \sum_{n=0}^{\infty} (-a)^n \text{erfc} \left( \frac{t-a+b(R-a)}{\sqrt{2at}} \right)}{1 - a^2 \hat{P}(s, R)}
\]

(68)

Rearranging (68) gives

\[
\hat{p}_i(t) = \frac{\hat{P}(t, r) - \lambda(t, r, 1)}{\hat{P}(t, r)}
\]

(69)

Now substituting (69) and (1) in (66) gives the desired result.

3-FAR case: The derivation of $g(t)$ for $N = 3$ FAR case is similar to that of $g(t)$ for $N = 2$ FAR case given above.

Rearranging the terms in (23) and substituting it in (26) gives the desired result.
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