Cooper approach to pair formation in a tight-binding model of La-based cuprate superconductors
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Abstract. We study numerically, in the framework of the Cooper approach from 1956, mechanisms of pair formation in a model of La-based cuprate superconductors with longer-ranged hopping parameters reported in the literature at different values of center of mass momentum. An efficient numerical method allows to study lattices with more than a million sites. We consider the cases of attractive Hubbard and d-wave type interactions and a repulsive Coulomb interaction. The approach based on a frozen Fermi sea leads to a complex structure of accessible relative momentum states which is very sensitive to the total pair momentum of static or mobile pairs. It is found that interactions with attraction of approximately half of an electronvolt give a satisfactory agreement with experimentally reported results for the critical superconducting temperature and its dependence on hole doping. Ground states exhibit d-wave symmetries for both attractive Hubbard and d-wave interactions which is essentially due to the particular Fermi surface structure and not entirely to an eventual d-wave symmetry of the interaction. We also find pair states created by Coulomb repulsion at excited energies above the Fermi energy and determine the different mechanisms of their formation. In particular, we identify such pairs in a region of negative mass at rather modest excitation energies which is due to a particular band structure.

1 Introduction

The properties and features of high-temperature superconductivity (HTC), discovered in [1], are still lacking a complete physical understanding as admitted by various experts of the field (see, e.g., [2–4]). The complexity of the phase diagram and strong interactions between electrons (or holes) create significant difficulties for the theoretical and numerical analysis. As a simplified, but still a generic model, it was proposed to use a one-body Hamiltonian with nearest-neighbor hopping on a two-dimensional (2D) square lattice formed by Cu ions [5]. In this framework, the interactions between charges are considered as the 2D Hubbard interaction resulting from a screened Coulomb interaction [5]. Starting from [6–9], other models were developed and extended on the basis of extensive computations with various numerical methods of quantum chemistry (see, e.g., [10–12] and Refs. therein). They showed the importance of next-nearest one-particle hoppings and allowed to determine longer-ranged tight-binding parameters.

In this work, we extend the Cooper approach [13] considering two interacting particles (holes or electrons) in a vicinity of a frozen Fermi surface using the 2D longer-ranged tight-binding parameters reported in [12] for the one particle model of La-based cuprate superconductors. In contrast to the Cooper case [13] with a spherical (3D) or circle (2D) Fermi surface, we show that for the above model with the parameters taken from [12] (called HTC model), the frozen Fermi surface has a significantly more complex structure due to the band structure of the lattice. The complexity of the Fermi surface becomes really amazing for the case of mobile pairs with nonzero total momentum (or twice the center of mass momentum) of a pair (usually the total pair momentum is considered to be zero in the Cooper approach [13]). For comparison, we also present some data for the case of only nearest-neighbor hoppings (called NN model).

We consider three types of interactions between particles: attractive Hubbard interaction, a specific type of attractive d-wave interaction discussed in [11] and a repulsive Coulomb interaction on the lattice studied recently in [14,15]. The physical origins and reasons of such model interactions are not discussed in this work. We note that in [14,15], it was shown that pair formation can take place even for a Coulomb repulsion due to the appearance of an effective narrow or flat
band for mobile pairs with certain values of nonzero total momentum of a pair. However, it is important to analyze the proximity of such Coulomb pair states with respect to the Fermi surface that was not done in [14,15] and is performed here in the framework of the Cooper approach for a pair in the vicinity of a frozen Fermi sea.

For the cases of attractive Hubbard and d-wave interactions, we find the appearance of a gapped coupled Fermi sea. Cooper approach for a pair in the vicinity of a frozen space for two interacting particles (holes) above (below) the effective sector Hamiltonian in relative momentum. We also determine the gap dependence on total momentum of mobile pairs. An efficient numerical method allows to study lattices with about million sites providing results in the limit of infinite lattice size.

For the case of Coulomb repulsion, the formation of pairs takes place only for pair energies above the Fermi surface. We establish three different mechanisms of such Coulomb pair formation and discuss their possible relations with the pseudogap phenomenon.

Section 2 describes the basic features of the tight-binding model for typical HTC materials with a model of five different hopping matrix elements and other details concerning the Cooper pair approach with a frozen Fermi sea at given filling n. In particular, the effective sector Hamiltonian in relative momentum space for two interacting particles (holes) above (below) the Fermi energy for a given conserved value of the total momentum p+ is defined for three different types of interactions being the attractive Hubbard interaction, a similar attractive interaction with d-wave symmetry and a repulsive Coulomb interaction. In Sects. 3 (for \( p_+ = 0 \); static pairs) and 4 (for \( p_+ \neq 0 \); mobile pairs) results for various ground state properties of electron pairs for the attractive Hubbard and d-wave interaction are presented. Sections 5 (for \( p_+ = 0 \)) and 6 (for \( p_+ \neq 0 \)) concentrate on pairs of hole excitations, and in particular in Sect. 5, we present numerical results for the gap as a function of hole-doping which can be compared to experimental data. In Sect. 7, we discuss excited pair states for two particular examples in the presence of repulsive Coulomb interaction and we identify three mechanisms of pair formation. The final discussion is presented in Sect. 8.

Additional Figures S1–S17 are given in Supporting Material (SupMat).

2 Generalized tight-binding model on a 2D lattice and sector Hamiltonian

In the NN and HTC models, each electron moves on a square lattice of size \( N \times N \) with periodic boundary conditions. The one-particle tight-binding Hamiltonian reads:

\[
H_{1p} = - \sum_{\mathbf{r}} \sum_{\mathbf{a} \in \mathcal{A}} t_{\mathbf{a}} (|\mathbf{r} + \mathbf{a}| + |\mathbf{r} + \mathbf{a}|) \tag{1}
\]

Here, the first sum is over all discrete lattice points \( \mathbf{r} \) (measured in units of the lattice constant) and \( \mathbf{a} \) belongs to a certain set of neighbor vectors \( \mathcal{A} \), such that for each lattice state \( |\mathbf{r}\rangle \), there are non-vanishing hopping matrix elements \( t_{\mathbf{a}} \) with \( |\mathbf{r} + \mathbf{a}| \) and \( |\mathbf{r} - \mathbf{a}| \) for \( \mathbf{a} \in \mathcal{A} \). The same model was used in [15] and we repeat here its description for convenience, keeping the same notations. The hopping parameters of the HTC model are taken from [12]. The set \( \mathcal{A} \) contains all neighbor vectors \( \mathbf{a} = (a_x, a_y) \) in one half plane with either \( a_x > 0 \) or \( a_y > 0 \) if \( a_x = 0 \) such that \( \mathcal{A}' = \mathcal{A} \cup (-\mathcal{A}) \) is the full set of all neighbor vectors. For each vector \( \mathbf{a} \) of the full set \( \mathcal{A}' \), any other vector \( \mathbf{a} \) that can be obtained from \( \mathbf{a} \) by a reflection at either the x-axis, y-axis or the x-y diagonal also belongs to the full set \( \mathcal{A}' \) and has the same hopping amplitude \( t_{\mathbf{a}} = t_{-\mathbf{a}} \).

For the usual nearest neighbor tight-binding model (NN model), considered in [14], we have the set \( \mathcal{A}_{NN} = \{(1,0), (0,1)\} \) with \( t_{(1,0)} = t_{(0,1)} = t = 1 \). A part of the numerical results is presented for the NN model (for illustration and comparison), but the main studies are done for a longer-ranged tight-binding lattice [12] denoted as the HTC model. For this case the set of neighbor vectors is \( \mathcal{A}_{HTC} = \{(1,0), (0,1), (2,0), (0,2), (1,\pm2), (2,\pm1), (1,\pm1), (2,\pm2)\} \) and the hopping amplitudes are: \( t = t_{(1,0)} = 1 \), \( t' = t_{(1,1)} = -0.136 \), \( t'' = t_{(2,0)} = 0.068, t''' = t_{(2,1)} = 0.061 \) and \( t^{(4)} = t_{(2,2)} = -0.017 \) corresponding to the values given in Table 2 of [12] (all energies are measured in units of the hopping amplitude \( t = t_{(1,0)} = t_{(0,1)} \), which is set to unity here; see also Fig. 6a of [12] for the neighbor vectors of the different hopping amplitudes). The hopping amplitudes for other vectors such as \( (0,1), (1,-1), (2,1), (1,-2), \) etc. are obtained from the above amplitudes by the appropriate symmetry transformations, e.g., \( t_{(1,-1)} = t_{(1,1)} = t' = -0.136 \) etc. For comparison with the experimental results in LSCO, we use the physical value of hopping \( t = 0.43 \) eV from [10]. We also put the Planck constant to unity, \( \hbar = 1 \), thus using particle momentum \( p_x, p_y \) and related wave vectors \( k_x, k_y \) to be the same.

The one-particle eigenstates of \( H_{1p} \) (1) are simple plane waves: \( |\mathbf{p}\rangle = \sum_{\mathbf{r}} e^{i\mathbf{p} \cdot \mathbf{r}} |\mathbf{r}\rangle/N \) with energy eigenvalues:

\[
E_{1p}(\mathbf{p}) = -2 \sum_{\mathbf{a} \in \mathcal{A}} t_{\mathbf{a}} \cos(\mathbf{p} \cdot \mathbf{a}) \tag{2}
\]

and momenta \( \mathbf{p} = (p_x, p_y) \) such that \( p_x \) and \( p_y \) are integer multiples of \( 2\pi/N \) (i.e., \( p_{\alpha} = 2\pi n_{\alpha}/N \), \( n_{\alpha} = 0, \ldots, N-1, \alpha = x, y \)). For the HTC model, the energy
The quantum Hamiltonian of the model with two interacting particles (TIP) has the form:

$$ H = H_{1p}^{(1)} \otimes \mathbf{1}^{(2)} + \mathbf{1}^{(1)} \otimes H_{1p}^{(2)} + \sum_{\mathbf{r}_1, \mathbf{r}_2} \hat{U} (\mathbf{r}_2 - \mathbf{r}_1) |\mathbf{r}_1, \mathbf{r}_2\rangle \langle \mathbf{r}_1, \mathbf{r}_2|, $$

(4) represents, for the moment, a generic interaction to be specified below.

In the absence of interaction ($\hat{U} (\mathbf{r}_2 - \mathbf{r}_1) = 0$), the energy eigenvalues of the two electron Hamiltonian (4) with given momenta $\mathbf{p}_1$ and $\mathbf{p}_2$ are:

$$ E_c (\mathbf{p}_1, \mathbf{p}_2) = E_{1p} (\mathbf{p}_1) + E_{1p} (\mathbf{p}_2) $$

$$ = -4 \sum_{a = x,y} t_a \cos (p_+ \cdot a/2) \cos (\Delta p \cdot a), $$

(5)

where $\mathbf{p}_+ = \mathbf{p}_1 + \mathbf{p}_2$ is the total momentum (or $\mathbf{p}_+ / 2 = (\mathbf{p}_1 + \mathbf{p}_2) / 2$ is the center of mass momentum) and $\Delta \mathbf{p} = (\mathbf{p}_2 - \mathbf{p}_1) / 2$ is the momentum associated with the relative coordinate $\Delta \mathbf{r} = \mathbf{r}_2 - \mathbf{r}_1$. Note that the possible values of the components $\Delta p_\alpha$ ($\alpha = x,y$) are either integer or half-integer multiples of $2\pi / N$ depending on the center of the mass momentum component $p_+ / 2$ being an integer or half-integer multiple of $2\pi / N$. For the NN model, Eq. (5) becomes

$$ E_c (\mathbf{p}_1, \mathbf{p}_2) = -4 \sum_{a = x,y} \cos (p_{+a} / 2) \cos (\Delta p_{a}). $$

Due to the translational invariance of the interaction, it couples only pair momentum states $|\mathbf{p}_1, \mathbf{p}_2\rangle$ and $|\mathbf{p}_1', \mathbf{p}_2'\rangle$ with identical conserved total momentum $\mathbf{p}_+ = \mathbf{p}_+', \text{i.e.}$

$$ \langle \mathbf{p}_1', \mathbf{p}_2' | \hat{U} | \mathbf{p}_1, \mathbf{p}_2\rangle = \delta_{\mathbf{p}_1', \mathbf{p}_1} \delta_{\mathbf{p}_2', \mathbf{p}_2} U_p (\Delta \mathbf{p}' - \Delta \mathbf{p}), $$

(6)

$$ U_p (\Delta \mathbf{p}' - \Delta \mathbf{p}) = \frac{1}{N_2} \sum_{\Delta \mathbf{r}} e^{-i (\Delta \mathbf{p}' - \Delta \mathbf{p}) \cdot \Delta \mathbf{r} \hat{U} (\Delta \mathbf{r})}, $$

(7)

with $N_2 = N^2$ being the size of the square $N \times N$ lattice and $U_p (\Delta \mathbf{p}' - \Delta \mathbf{p})$ being (proportional to) the discrete Fourier transform of $\hat{U} (\mathbf{r})$. Therefore, the two-particle Hamiltonian (4) can be diagonalized separately for each sector corresponding to a particular value of total momentum $\mathbf{p}_+$. In [15], the quantum time evolution inside such sectors was computed (for the repulsive Coulomb interaction; see below) using sector eigenstates in $\Delta \mathbf{r}$-representation with periodic (or anti-periodic) boundary conditions for the case of integer (half-integer) values of $N p_{+a} / (4\pi)$ ($\alpha = x,y$). In this work, we compute the eigenstates in $\Delta \mathbf{p}$-representation, using the diagonal energies (5) (minus twice the Fermi energy; see below) in the absence of interaction plus the interaction coupling matrix elements (6). We have verified that the resulting eigenstates coincide (in the absence of a frozen Fermi sea; see below) up to numerical precision with those of [15] once the proper transformation between $\Delta \mathbf{p}$- and $\Delta \mathbf{r}$-representations are applied (the half-integer case corresponds now to periodic boundary conditions in $\Delta \mathbf{p}$-representation, but the possible values of $\Delta p_{+a}$ are half-integer multiples of $2\pi / N$). Furthermore, as explained in [15], we consider symmetric wavefunctions with respect to particle exchange, i.e., with respect to the parity symmetry in the relative momentum $\Delta \mathbf{p} \rightarrow -\Delta \mathbf{p}$. This case corresponds to an antisymmetric spin-singlet state.
Concerning the choice of the interaction, we consider three cases here:

(i) As in [15], we use a (regularized) repulsive Coulomb type long-range interaction (see Sect. 7) \( U(r_2 - r_1) = U/|1 + r(r_2 - r_1)| \) with amplitude \( U > 0 \) and the effective distance \( r(r_2 - r_1) = \sqrt{\Delta x^2 + \Delta y^2} \) between the two electrons on the lattice with periodic boundary conditions. (Here, \( \Delta x = \min(\Delta x, N - \Delta x) \); \( \Delta y = \min(\Delta y, N - \Delta y) \); \( \Delta x = x_2 - x_1 \); \( \Delta y = y_2 - y_1 \) and the latter differences are taken modulo \( N \), i.e., \( \Delta x = N + x_2 - x_1 \) if \( x_2 - x_1 < 0 \) and similarly for \( \Delta y \).) For the purpose of numerical diagonalization in \( \Delta p \)-representation, we compute the discrete Fourier transform of this interaction numerically by (7) and do not use any analytical approximation in this context. We mention that the numerical Fourier transform in the context of the Bardeen–Cooper–Schrieffer (BCS) formalism assuming that the superconducting gap obeys the d-wave symmetry \( \Delta_k \sim g_k \Delta \) (see for example Section 4.2 of [11]). In particular, using this kind of interaction (in the sector \( p_+ = 0 \), i.e., \( p_2 = -p_1 = \Delta p \)), it is easy to verify that the classical BCS variational ansatz indeed produces the gap dependence \( \Delta_k = g_k \Delta \) where the universal parameter \( \Delta \) is determined by some implicit equation. As with the classical BCS approach, one can argue that this interaction represents certain relevant contributions of the global interaction which is more complicated. We do not claim here that this “d-wave” interaction is “really” present as such in typical HTC superconductors and our aim is more to compare its influence on pair eigenstates and ground state energies with the attractive Hubbard interaction where no d-wave symmetry is “injected” in the interaction itself.

(ii) We also consider the case of an attractive Hubbard interaction \( U(r_2 - r_1) = U_d r_1 r_2 \) \((U < 0)\) with \( U_d(\Delta p' - \Delta p) = U/N_2 = -|U|/N_2 \) being constant, as it was the case for the Cooper problem [13].

(iii) We also analyze the case of an attractive interaction with d-wave symmetry and interaction coupling matrix elements being \( U_d(\Delta p', \Delta p) = (U/N_2)|g_{p'}|g_D \Delta p \) \((U < 0)\) with \( g_D = (\cos \Delta p_r - \cos \Delta p_y)/2 \). This interaction cannot simply be obtained from some interaction potential \( U(r) \), since the matrix elements do not depend on the difference \( \Delta p' - \Delta p \). It corresponds to an effective interaction in the context of the Bardeen–Cooper–Schrieffer (BCS) formalism assuming that the superconducting gap obeys the d-wave symmetry \( \Delta_k \sim g_k \Delta \) (see for example Section 4.2 of [11]). In particular, using this kind of interaction (in the sector \( p_+ = 0 \), i.e., \( p_2 = -p_1 = \Delta p \)), it is easy to verify that the classical BCS variational ansatz indeed produces the gap dependence \( \Delta_k = g_k \Delta \) where the universal parameter \( \Delta \) is determined by some implicit equation. As with the classical BCS approach, one can argue that this interaction represents certain relevant contributions of the global interaction which is more complicated. We do not claim here that this “d-wave” interaction is “really” present as such in typical HTC superconductors and our aim is more to compare its influence on pair eigenstates and ground state energies with the attractive Hubbard interaction where no d-wave symmetry is “injected” in the interaction itself.

In the following, we consider a model of two interacting electrons (or holes) with momenta \( p_1 = p_+ / 2 - \Delta p \), \( p_2 = p_+ / 2 + \Delta p \) which are excitations of a frozen Fermi sea where momentum states below the Fermi energy \( E_F \), corresponding to a certain filling value \( n \), are occupied. In this case, only values of \( \Delta p \) are accessible such that both \( E_1(p_+ / 2 \pm \Delta p) > E_F \) (or \( < E_F \) for the hole case). As we will see later, depending on the value of \( p_+ \), the structure of available states in the \( \Delta p \)-plane is potentially quite complicated and very interesting. The choice of \( p_+ \) itself is actually quite arbitrary, as long as the set of accessible \( \Delta p \) values is not empty. We may choose \( p_+ = 0 \) for static pairs or \( p_+ \neq 0 \) for mobile pairs. Occasionally, we will use the notion of a “virtual filling” \( n_v \), if the center of mass \( p_+ / 2 \) of a pair lies on the Fermi surface at filling \( n_v \), which may be different from the actual filling \( n \) used to determine the frozen Fermi sea.

The effective Hamiltonian (for accessible values of \( \Delta p \)), for each sector \( p_+ \), also called sector Hamiltonian, has diagonal matrix elements given by \( \pm|E_c(p_1, p_2) - 2E_F| \) (with “+” for electrons and “−” for holes) which are coupled by the interaction matrix elements \( U_d(\Delta p', \Delta p) \) according to the different types of interactions we consider. Depending on the interaction, we either use full numerical diagonalization of the effective Hamiltonian (for the case of the Coulomb interaction; see Sect. 7) or compute by an efficient method, described in Appendix A.1, the ground state and its energy (for the cases of attractive Hubbard or d-wave interaction; see Sects. 3–6) based on the ideas of Cooper [13] and exploiting the rank-1 structure of the interaction matrix elements. As a consequence, the energy eigenvalues can be obtained from the numerical solution of an implicit equation of the form of a sum over all two-particle momentum states with each particle being above the frozen Fermi sea (Cooper considered the case of an infinite system where the sum is reduced to an integral [13]) and the corresponding eigenstates are obtained from an explicit formula once the energy eigenvalues are known (see Appendix A.1 for details). This method allows to significantly reduce the numerical effort and to find the ground state of a Cooper pair for lattices with more than a million sites.

In the remainder of this work, when we speak of eigenstate energies, etc., we refer to the eigenvalues of the sector Hamiltonian introduced above, i.e., taking into account a shift with “−2E_F” and an additional minus sign for the hole case concerning the diagonal matrix elements of this Hamiltonian. Therefore, the ground state energy \( E_{\text{min}} \) of such a sector Hamiltonian is typically close to zero (corresponding to the Fermi energy) except for the cases where we have a strong gap \( \Delta = -E_{\text{min}}/2 \) with possible negative values of \( E_{\text{min}} \) and other eigenvalues are positive.

### 3 Properties of static Cooper pairs

We first consider static Cooper pairs of electrons created by the Hubbard attraction when the total pair momentum is \( \vec{p}_+ = 0 \). The dependence of the quantity \( E_c - 2E_F \) with \( E_c \) given by (5) on the relative momentum in the \( \Delta p \)-plane is shown in Fig. 2 (left column)
for two filling factors $n = 0.3; 0.74$. The region of the frozen Fermi sea is also shown by white color in Fig. 2 (right column). (In the following, we will refer to this type of figures as “energy landscape” figures.) Thus in the quantum case all transitions induced by interaction between TIP states take place only outside the white zone corresponding to the Cooper approach [13].

We compute numerically, by the method of Appendix A.1, the ground state and its energy for the attractive Hubbard interaction at different values of the interaction strength. The numerically obtained dependence of the gap $\Delta = -E_{\text{min}}/2$ on the Hubbard attraction $U$ between electrons (excitation energy above the frozen Fermi sea of electrons) is shown in Fig. 3 for fillings $n = 0.3$ and $n = 0.74$, where $E_{\text{min}}$ is the ground state energy of the effective sector Hamiltonian at $\mathbf{p}_+ = 0$ (with the diagonal matrix elements being $E_c(\mathbf{p}_1, \mathbf{p}_2) - 2E_F$, $\mathbf{p}_{2,1} = \mathbf{p}_+/2 \pm \Delta \mathbf{p}$ as explained above and interaction coupling matrix elements $U_F(\Delta \mathbf{p}', \Delta \mathbf{p})$ for $\Delta \mathbf{p} \neq \Delta \mathbf{p}'$ outside the forbidden zone due to the frozen Fermi sea). As for the Cooper case [13], the gap sharply drops for small interactions $|U| < 1$ and grows strongly for large $|U| > 1$.

Examples of related ground states at specific $U$ values are shown in Fig. S2 of SupMat for $U = -2.5 (n = 0.3)$ and $U = -1 (n = 0.74)$. In the coordinate space, the ground state represents a compact pair state with a size $|\Delta \mathbf{r}| \sim 2$ and in the momentum space ($\Delta \mathbf{p}$-plane) the probability of the ground state is concentrated near the Fermi surface shown in Fig. 2. (We also show similar ground states for the case of d-wave interaction at the same fillings in Fig. S3 of SupMat).

Figure 3 also shows the analytical result (18) of Appendix A.1 (blue curve) based on the fit ansatz (17) for the density of states (of diagonal energies of the sector Hamiltonian) assuming a power law decay with exponent $-1$ for large energies. The green curve corresponds to the analytical expression (16) assuming a constant density of states and which is essen-

---

**Fig. 2** Landscape of pair energy of particles in the $\Delta \mathbf{p}$-plane. Left panels show color plots of $E_c(\mathbf{p}_+/2 - \Delta \mathbf{p}, \mathbf{p}_+/2 + \Delta \mathbf{p}) - 2E_F$ for the HTC model in the $\Delta p_x - \Delta p_y$ plane for $-\pi \leq \Delta p_{x,y} < \pi$ in the sector $\mathbf{p}_+ = 0$. The Fermi energy $E_F$ corresponds to the filling factor $n = 0.3$ ($n = 0.74$) for the top (bottom) panels. The colors red (green) correspond to positive maximum (intermediate), blue to zero value and yellow (cyan) to strongest (intermediate) negative values (the shown color bar applies to this and all subsequent color density plot figures of the same style, eventually with nonlinear rescaling to increase the visibility of small value regions). Right panels are as left panels, but the forbidden zones of $\Delta \mathbf{p}$ such that each one-particle energy is below the Fermi energy $E_F$, i.e., $E_{1p}(\mathbf{p}_+/2 - \Delta \mathbf{p}) < E_F$ and $E_{1p}(\mathbf{p}_+/2 + \Delta \mathbf{p}) < E_F$, are replaced by white color. For $\mathbf{p}_+ = 0$, the white zones simply correspond to the colors yellow (cyan) for negative values in the left panel. However, for different sectors with $\mathbf{p}_+ \neq 0$ shown in later figures, this simple correspondence is no longer true and the structure of white zones is more complicated.

---

**Fig. 3** Top (bottom) panel shows the ground state energy gap $\Delta = -E_{\text{min}}/2$ versus absolute Hubbard interaction strength $|U|$ (case of attractive interaction with $U < 0$) for $\mathbf{p}_+ = 0$, for $N = 256, n = 0.3$ ($n = 0.74$). (Here, $E_{\text{min}}$ is the Hubbard ground state energy of the sector Hamiltonian at $\mathbf{p}_+ = 0$.) The red data points have been obtained by a numerical solution of the implicit eigenvalue equation and coincide up to numerical precision with a full numerical diagonalization. Examples of ground states at specific $U$ values are shown in Fig. S2 of SupMat. The full curves correspond to the analytical approximation assuming a two-particle sector density of states of the form $\rho_2(\epsilon) = \rho_2(0)/[1 + \alpha(\epsilon/\epsilon_{\text{max}})]$, where $\epsilon_{\text{max}}$ is the energy bandwidth in the sector and the parameter $\alpha$ is either zero (green curve; case of constant DOS case) or obtained by a numerical fit (blue curve) from the integrated density of states (see Fig. S4 of SupMat).
tially Cooper’s well-known result [13] (with different notations/parameters). Further details and analytical expressions of $E_{\text{min}}$ for small and strong interactions values are given in Appendix A.1.

For the Cooper case [13], the gap $\Delta$ is determined by the attraction strength and the density of states near the Fermi surface, since only a small interval corresponding to the Debye energy contributes to the pair formation. In our case, all energies above the Fermi sea contribute to the formation of pairs. Thus the approximation of a constant density of states does not work well, especially for $n = 0.74$, which is close to the separatrix and the van Hove singularity. For this case, the fit ansatz (17) works very well as can be seen in Fig. S4 of SupMat (showing the integrated density of states) and indeed the blue curve in (the right panel of) Fig. 3 coincides very well with the numerical data points for the gap energy.

For $n = 0.3$, the situation is different and here the green curve in (the left panel of) Fig. 3 is for modest interaction values ($|U| \lesssim 2.5$) very close to the numerical data points, while the blue curve is significantly higher. The reason is that in this case, the density of states is initially, for smaller energies (lower 20%), quite constant (integrated density of states close to a linear function; see red data points and green curve in the left panel of Fig. S4 of SupMat) and thus Cooper’s original expression works very well. However, for larger interaction values in the region $|U| \approx 8$ (not shown in Fig. 3), the blue curve is actually closer to the numerical data points and the reason is that here all energies, also outside the initial region of linear integrated density of states, contribute. Figure S4 of SupMat shows indeed that also for $n = 0.3$, the fit ansatz is more accurate for larger energies (above 20%).

From Fig. 1, it follows that the angle-resolved local density $\rho_{\varphi}(\varphi, E)$ on the energy Fermi surface should significantly depend on the phase angle $\varphi$ of the vector $\Delta \vec{p} = (k_x, k_y) \propto (\cos \varphi, \sin \varphi)$. This angle-resolved density is proportional to the area between two Fermi curves in Fig. 1 taken at two close filling factors $n$ and $n + \delta n$ and between two close angles $\varphi$ and $\varphi + \delta \varphi$. (See Appendix A.2 for the precise definition, computation and limiting behavior close to the separatrix of $\rho_{\varphi}(\varphi, E)$.)

For $n = 0.3$, the Fermi curve is close to a circle and the density $\rho_{\varphi}(\varphi, E)$ is rather constant. However, for $n = 0.74$, the Fermi surface is drastically different from a circle and we expect that $\rho_{\varphi}(\varphi, E)$ is minimal for the symmetric case $k_x = k_y$ or $\varphi \approx \pi/4$ (known as node in ARPES experiments with HTC superconductors [3, 4, 16, 17]) and it is maximal for the asymmetric case $k_x \approx 0$ or $k_y \approx 0$, i.e., $\varphi \approx \pi/2$ or $\varphi \approx 0$ (known as antinode in ARPES).

In the ARPES experiment [16, 17], the d-wave form is typically presented via the parameter $g_k = (\cos k_x - \cos k_y)/2$, which can also be used to characterize a certain point on a given Fermi surface instead of $\varphi$; in particular, we have $g_k \approx 1 (0, -1)$ for $\varphi \approx \pi/2 (\pi/4, 0)$ for Fermi curves close to the separatrix curve. Therefore, we prefer to use the $g_k$-local density of states on the Fermi surface given by $\rho_g(g_k, E) = \rho_\varphi(\varphi, E)/(dg_k/d\varphi)$. (See Appendix A.2 for the details of the precise definition, computation and an analytical approximation of $\rho_g(g_k, E)$ for $E$ being close to the separatrix.)

Figure S5 of SupMat shows this density for the NN and HTC model and at different fillings. For the separatrix case, we have a power law $\rho_g(g_k, E) \approx C_1/(1 - |g_k|)$ with a constant $C_1$ that can be computed analytically (as a function of the band-structure parameters) and with values $C_1 \approx 0.052$ (C1 $\approx 0.052$) for the NN (HTC) model. For Fermi curves close, but different from the separatrix curve, the density is close to this power law, but there is a cutoff at some maximal value $g_{\text{max}} < 1$ (with a square root singularity close to the cutoff; see Appendix A.2 for more details). The value of $g_{\text{max}}$ corresponds to the case where either $k_x = 0$ and $|k_y|$ maximal but typically smaller than $\pi$ (except for the separatrix case) or $k_y = 0$ and $|k_x|$ maximal.

We have also computed the quantum probability density $\rho_{\text{sq}}(g_k)$ for certain ground states (states similar as in Figs. S2, S3 of SupMat) for the cases of the Hubbard and d-wave interaction, at certain interaction strengths, filling $n = 0.74$, $N = 1024$ and $g_k = 0$. This quantum distribution can be obtained from the interacting ground state $\psi(k)$, with $k = \Delta \mathbf{p}$ being the momentum in the relative coordinate, from a $g_k$-histogram by summing all probabilities $|\psi(k)|^2$ for those $k$-values such that $g_k$ falls in the same histogram bin with bin-width $\Delta g_k = 0.01$. To ensure proper normalization with respect to integration in the range $0 \leq g_k \leq 1$, an additional factor $1/\Delta g_k$ has been applied to the histogram values to obtain a proper integration normalized distribution $\rho_{\text{sq}}(g_k)$. Note that this quantity represents a pure $g_k$-distribution, a priori for all possible energies, while the classical local density $\rho_k(g_k, E)$ is specific to a certain classical energy $E$. Both quantities are shown and compared for the two cases of the attractive Hubbard and d-wave interaction in Fig. 4 (with a properly corrected normalization of $\rho_g(g_k, E)$ as explained in the figure caption of Fig. 4).

For small $|U| = 0.1$, the quantum density is strongly inhomogeneous, essentially with one single peak at $g_k = 0.995$ with about 99.5% of probability (only visible in the lower panels with logarithmic representation). The reason is that in this case, the ground state is a small perturbation from the pure momentum state with $k$ closest to the Fermi surface. The fact that for this $k$-value we have $g_k \approx 1$ is a coincidence (but still with a strongly enhanced probability due to the nearly singular classical density at $g_k \approx 1$). For other parameters (fillings $n$, etc.), other $k$- and $g_k$-values for these peaks are in principle possible (a similar situation was discussed for eigenstates of rough billiards [18]).

For moderate $U = -1; -1.5$, the quantum distribution $\rho_{\text{sq}}(g_k)$ is close to the (renormalized) classical distribution $2\rho_g(g_k, E)/\rho(E)$ in the case of Hubbard interaction, but for the d-wave interaction there are still significant differences. To explain this, we remind the expression (11) of Appendix A.1, showing that the eigenstate amplitudes are given by the analytical formula: $\psi(k) \sim a_k/(2\Delta + \varepsilon_k)$, where $\varepsilon_k$ represents a
very small gap

Δ since the quantum densities) and filling factor $n$ (see text), obtained for three interaction values $U$, with the renormalized classical density $2\rho_c(g_k)/\rho(E)$ (red line) for the HTC model. Left (right) panels correspond to the attractive Hubbard (d-wave) interaction for $N=1024$, sector with $\bar{\rho}_c=0$ (for the quantum densities) and filling factor $n=0.74$ (for both quantum and classical densities). The relative factor $2/\rho(E)$ applied to the classical density ensures the proper normalization with respect to integration in the range $0 \leq g_k \leq 1$, since $\int_{g_k}^1 \rho_c(g_k,E)\,dg_k = \rho(E)$, where $\rho(E)=0.712$ is the classical density of states at $n=0.74$ (factor 2 due to $\pm g_k$ symmetry). Top panels show a normal representation with a limited maximal value for the $y$-axis and lower panels show a double logarithmic representation using $1-\delta g_k$ for the $x$-axis and the full range of density values. The black dashed line in the lower panels shows the power law $(1-\delta g_k)^{-1}$ for comparison (see also Appendix A.2 and Fig. S5 of SupMat).

dance with the nearly singular behavior of the classical density $\rho_c(g_k,E)$ for $|g_k|\approx 1$. When computing the quantum distribution $\rho_{q\alpha}(g_k)$, we consider a priori all $k$-values, but the analytical expression of the amplitudes $\psi(k)\sim 1/(2\Delta + \varepsilon_k)$ selects automatically the energies closest to the Fermi surface. This explains that the (for the Hubbard) interaction of the blue data points for $U=-1$ coincides quite well with the red curve for the classical (properly renormalized) density in the left panels of Fig. 4. However, the blue data points still show some fluctuations (at $g_k<0.8$), which are due to the finite grid structure of the possible $\varepsilon_k$ values.

For the stronger interaction $U=-3$, the green data points deviate significantly from the classical curve, also for the Hubbard case. The reason is that here the gap is significantly larger than for $U=-1$ (see Fig. 3) and the quantum distribution corresponds actually to an energy average of the classical distribution over a quite large energy width of size $2\Delta$, which changes the shape of the distribution (reduction of the singular part at $|g_k|\approx 1$, increase of the density at modest values $|g_k|<0.9$).

Concerning the d-wave interaction (right panels of Fig. 4), we have the additional factor $g_k$ applied to the eigenstate amplitude $\psi(k)$, which provides an additional reduction of the density at $|g_k|\approx 0$ and additional enhancement of the density at $|g_k|\approx 1$ which is clearly visible both in Fig. S3 of SupMat and the right panels of Fig. 4.

In conclusion, Fig. 4 and also Figs. S2, S3 of SupMat show that there are two “d-wave” effects: (i) enhancement of the $g_k$-density and wave function amplitudes at $|g_k|\approx 1$ simply due the HTC band structure, providing an increased number/area of momentum or $k$ values between two close Fermi curves if $|g_k|\approx 1$, and (ii) an additional enhancement if the d-wave factor $g_k$ is artificially injected in the interaction (case of d-wave interaction).

The issue of quantum ergodicity on the Fermi surface, eventually with a peak structure due to a finite grid at modest values of $N$ in the region $k_x \approx k_y$, is actually quite similar to the problem of rough billiards in the regime of quantum chaos [18]. Even for the cases where the quantum density $\rho_{q\alpha}(g_k)$ differs from the classical density $\rho_c(g_k,E)$, the general tendency from classical ergodicity remains valid: $\rho_{q\alpha}(g_k)$ is small for small $g_k$ values (near node) and large for large $g_k$ (antinode). It is interesting to note that the global dependence of $\rho_{q\alpha}(g_k)$ at moderate interactions is similar to the experimentally found gap dependence $\Delta(g_k)$, see for example Fig. 3 in [16] for LSCO, where $\Delta$ is small for small $g_k$ and larger for $g_k>0.5$. It is important to stress that a somewhat similar dependence of $\rho_{q\alpha}(g_k)$ is already visible for the Hubbard interaction which corresponds actually to an s-wave interaction. Thus on this basis, we argue that the d-wave features of HTC superconductors can appear already for s-wave interactions due to the absence of s-wave symmetry for the Fermi surface and the particular band structure of HTC superconductors (point (i) above). We think that this is an important message of this work.
4 Properties of mobile Cooper pairs

In the previous section, we discussed the ground state properties for static Cooper pairs of electrons with zero total momentum \( \vec{p}_+ = 0 \). However, it is interesting to consider also the case of mobile pairs with \( \vec{p}_+ \neq 0 \). Indeed, such mobile pairs can be related to the formation of stripes observed in HTC superconductors (see, e.g., [19,20] and Refs. therein). For particles with a quadratic dependence of kinetic energy on momentum, considered by Cooper [13], the kinetic energy of a pair is the sum of its internal motion energy and the center of mass motion energy. Thus the kinetic energy of center of mass simply adds a constant and plays, therefore, no role in the pair formation in a continuous media. The situation is drastically different for LSCO with a rather complex dispersion law for each particle (3). In this case, at \( \vec{p}_+ \neq 0 \), the conditions \( E_{1p}(\vec{p}_+/2 + \Delta \vec{p}) > E_F \) for allowed transitions above the frozen Fermi sea provide a nontrivial structure for the space of available \( \Delta \vec{p} \) values.

Figure 5 shows examples of the energy landscape of pair energy in the \( \Delta \vec{p} \)-plane within a fixed \( \vec{p}_+ \) sector without Fermi restrictions (left column) and with restrictions imposed by the frozen Fermi sea (right column).
must satisfy the condition of both electrons, associated in a nontrivial manner on the particular choice of $\Delta p$. In Fig. 5, we have chosen three examples of $\Delta p$ such that the center of mass momentum $p_+/2$ is very close to the Fermi surface of virtual filling factor $n_v = 0.74$ with $p_{+x} = p_{+y}$, $p_{+x} \approx p_{+y}/4$ and $p_{+x}$ ($p_{+y}$) minimal (maximal).

In spite of the complexity of the energy landscape, the implicit method for the computation of ground state properties (see Appendix A.1) still works perfectly that allows us to obtain results for lattices with a large number of sites. The ground states for the mobile Cooper pairs with Hubbard attraction are shown in Fig. 6 for parameters of Fig. 5 and interactions values between $U = -3$ and $U = -7$. We see that the ground states correspond to compact pairs in $\Delta r$-representation (left column) and their densities in $\Delta p$-representation (right column) are concentrated at certain borders of the frozen Fermi sea (“blue” Fermi sea borders with small excitations energies; see right column of Fig. 5). However, to find such nice pairs, it is necessary to considerably increase the value of $|U|$ as compared to static Cooper pairs (at $p_+ = 0$). For smaller values of $|U|$ (not shown in Fig. 6), the ground states are perturbative with isolated points in $\Delta p$-representation and quite extended in $\Delta r$-representation. The reason for the required larger values of $|U|$ is that the sector density of states close to the Fermi surface (number of available states at the blue Fermi sea border regions) is quite reduced as compared to the static case.

Results similar to those of Figs. 5, 6 are presented for another filling factor $n = 0.84$ (and virtual filling $n_v = 0.84$ for the choice of $p_+/2$) in Figs. S6, S7 of SupMat.

We discuss more features of mobile Cooper pair in the next sections.

5 Gap dependence on hole doping in LSCO for static pairs

Up to now, we discussed the properties of Cooper pairs of electrons at fixed electron doping $n$. However, for LSCO the superconducting phase is formed by doping of holes. This feature can be easily incorporated in the framework of the Cooper approach considering hole excitation of the frozen Fermi sea at fixed hole doping $n_h = 1 - n$. Mathematically, one applies two fermionic hole creation operators (being two electron annihilation operators) to the frozen Fermi sea and as usual in the context of particle–hole transformation the one-body matrix elements between such hole-pair states acquire an additional negative sign while two-body matrix elements due to interactions are not changed.

In particular, now the set of accessible $\Delta p$ values must satisfy the condition of both electrons, associated to holes, being below the Fermi energy (i.e., being in the Fermi sea) with $E_{1p}(\hat{p}_{\alpha}/2 \pm \Delta \hat{p}) < E_F$ and the diagonal matrix elements in the effective sector Hamiltonian are $-|E_c(p_1, p_2)| - 2E_F > 0$ (with $p_{2,1} = \hat{p}_{\alpha}/2 \pm \Delta \hat{p}$ and $E_c$ given by (5)), since it costs energy to excite holes and the interaction coupling matrix elements $U_p(\Delta \hat{p}, \Delta \hat{p})$ are unchanged. For convenience, we do not apply the sign change in the following energy landscape figures for holes (figures of style of Figs. 2, 5) such that the forbid-
den white zones for holes correspond to positive values of \( E_c(p_1, p_2) - 2E_F > 0 \) (for the simple case \( \vec{p}_+ = 0 \)).

In this section, we first consider the case of static hole pairs with \( \vec{p}_+ = 0 \). Examples of the energy landscape with the frozen Fermi sea for hole dopings \( n_h = 1 - n \) at \( n = 0.74, 0.84 \) are shown in the top panels of Fig. 7. The ground states for these \( n_h \) values (and \( U = -1.5 \)) with attractive Hubbard interaction of holes are also shown in this figure. The results show that the pairs are very compact in the coordinate space and in the momentum space they are located at the (inside) vicinity of the Fermi surface with an effective width in momentum space being larger (smaller) if \( \Delta p_x \approx \pm \pi, \Delta p_y \approx 0 \) or \( \Delta p_x \approx 0, \Delta p_y \approx \pm \pi (\Delta p_x \approx \Delta p_y \) respectively) in a similar way for electron pair states visible Fig. S2 of SupMat (located at the outside vicinity of the Fermi surface). The same approach also works for the case of attractive d-wave interaction giving similar results for the ground state energies and eigenstates, but with an additional suppression of momentum wave function amplitudes in regions \( \Delta p_x \approx \Delta p_y \) (not shown in figures here, but similar to Fig. S3 of SupMat).

We also computed the gap dependence on hole doping in LSCO for the attractive Hubbard and d-wave interactions at different interaction values \( U \) and lattice size \( N = 1024 \) (more than a million lattice sites). The results are shown in Fig. 8 and the convergence of gap values with increasing lattice size from \( N = 128 \) to \( N = 1024 \) is shown in Fig. S8 of SupMat for an intermediate interaction value for both interaction cases. The curves exhibit still strong fluctuations at \( N = 128 \), but the two curves at \( N = 512 \) and \( N = 1024 \) are nearly identical showing that \( N = 1024 \) is sufficient to have gap values in the limit of infinite lattice size.

The gap values allow to obtain the critical temperature \( T_c \) of superconductivity using the standard relation \( \Delta = 1.764k_BT_c \) (here, \( k_B \) is the Boltzmann constant and temperature \( T_c \) is measured in Kelvin) [21]. In Fig. 8, we also present the dependence of \( T_c \) on hole doping \( n_h \) in LSCO. For the Hubbard case at \( U = -1.2 \), we obtain the maximal \( T_c \approx 36 K \) (at the hopping \( t = 0.43 eV \) [10]) being rather similar to the maximal \( T_c \approx 38 K \) obtained experimentally (see Fig. 11 in [10] and experimental Refs. therein). The LSCO experimental results are satisfactorily described by the doping dependence \( T_c = T_c[1 - (\frac{n_0 - n_1}{n_0})^2] \) with the optimal doping \( n_0 = 0.16 \) and \( n_1 = 0.11 [10] \). The Hubbard results at \( U = -1.2 \) (at \( t = 0.43 eV \) this corresponds to \( U = 0.516 eV \)) give the closest similarity of the \( T_c \) dependence on hole doping \( n_h \). Still the numerical data at \( U = -1.2 \) give a somewhat different shape of the curve \( T_c(n_h) \) as compared to experimental data. Thus, the optimal doping is at \( n_h = 0.24 \) for \( U = -1.2 \) (it slightly changes with \( U \)). It is slightly below the doping value \( n_{hs} = 1 - n, n \approx 0.26 \) corresponding to the separatrix (see Fig. 1). Indeed, the density of states is maximal at the van Hove singularity, which significantly contributes to the gap increase if the Fermi surface of holes is located slightly below the separatrix value \( n_{hs} \approx 0.26 \). In this case, we have \( E_F > E_s \) (\( E_s \) being the separatrix energy) and the accessible hole states include the region of \( E_s \) that contributes to increase of the (sector) density of states. Our numerical data provide a dependence \( T_c(n_h) \) on \( n_h \), which seems to be rather close to the experimental data. We attribute certain differences (shift of the maximum position) to the fact that for LSCO, three-dimensional effects significantly affect the hopping parameters and the separatrix position as discussed in [12]. In particular, Fig. 15 of [12] indicates a separatrix position closer to \( n = 0.84 \) \( (n_h = 0.16) \) due to 3D and multiple band effects where the \( k_z \) quantum number also plays a role. Furthermore, our computations are based on the simple Hubbard interaction, which may be different from the real effective interaction between holes. Thus, we find that our numerical results demonstrate a qualitatively good agreement with available experimental data. Of course, one cannot expect to have a perfect agreement since there are many features which are not present in the Cooper approach: many-body interactions at finite density of holes, spin effects, the physical origin of attraction between holes which may lead to long range interactions, and 3D effects. However, we think that a rather simple phenomenological Cooper approach gives a reasonably good agreement with the experimental results.
We also show the dependence $T_c(n_h)$ for the attractive d-wave interaction, in the bottom panel of Fig. 8, with curves being rather similar to the Hubbard case. However, a somewhat stronger attractive interaction strength $U = -2\, (U = -0.86\, \text{eV} \text{ for } t = 0.43\, \text{eV})$ is required to have a maximal $T_c$ value close the experimental value $T_c \approx 38\, K$, while the shape of the curves $T_c(n_h)$ remains rather similar to the Hubbard case. Thus, the comparison of $T_c(n_h)$ curves for Hubbard and d-wave interactions indicates that the shapes of the Fermi surface curves are mainly at the origin of gap dependence on doping in the HTC model.

We note that the d-wave structure of the gap with a sign change was experimentally detected with the help of the Josephson tunneling effect (see, e.g., [22]). In the Cooper approach, we obtain only single gap value, but the sign change remains visible in the structure of the ground state eigenfunction which has no sign change for Hubbard attraction and has sign change for d-wave ground state eigenfunction which has no sign change. However, for moderate interactions ($|U| \geq 1$ for Hubbard and $|U| \geq 1.4$ for d-wave cases), corresponding to $T_c$ values close to experimental ones (see Fig. 8), the system size $N = 1024$ is sufficiently close to the infinite $N$ limit with a smooth dependence of $\langle g_k^2 \rangle$ on $n_h$. As for $\Delta(n_h)$ shown in Fig. 8, the average $\langle g_k^2 \rangle$ has also a maximum close to the optimal doping $n_h \approx 0.26$ corresponding to the separatrix (van Hove singularity). However, in contrast to $\Delta(n_h)$ the maximum is not very smooth and the lowest values of $\langle g_k^2 \rangle$ (in the interval $0 \leq n_h \leq 0.4$) are quite large, about $\approx 65\%$ of the maximal value. The maximal value themselves $\langle g_k^2 \rangle \approx 0.75$ (Hubbard case) and 0.87 (d-wave case) are rather high and close to unity, which corresponds to a strong concentration of the wavefunction in the vicinity of the antinode $k_x \approx 0, k_y \approx \pm \pi$ (or inverse).

Such a concentration is indeed visible for the ground state in momentum space shown in Fig. 7. We note that for the whole considered range of dopings $0 \leq n_h \leq 0.4$, the obtained values of $\langle g_k^2 \rangle$ are significantly larger than the value $0.25$ corresponding to a homogeneous distribution of probability over all $k_x, k_y$ values in the interval $[-\pi, \pi]$. Using the classical local density $\rho_k(g_k) \sim 1/(1 - |g_k|)$ with a cutoff $|g_k| \leq g_{\text{max}}$, where $g_{\text{max}} < 1$ is the maximal possible value of $|g_k|$ (for Fermi curves close to the separatrix curve; see Appendix A.2), one can expect for the Hubbard case the analytical estimate: $\langle g_k^2 \rangle_{\text{cl.}} \approx 1 - 3/(2 \ln(1 - g_{\text{max}}))$, which provides theoretically unity for the exact separatrix curve, but with a rather strong logarithmic correction even if $1 - g_{\text{max}} \ll 1$, which explains the rather larger values in Fig. 9 (significantly above 0.25) but still somewhat smaller than unity.

For the d-wave interaction, we remind that the momentum wave function amplitudes are essentially multiplied with $g_k$ (in comparison to the Hubbard wave function amplitudes at same gap value) and we expect that $\langle g_k^2 \rangle_{q, d-wave} \approx (g_k^2)_{\text{cl.}}/(g_k^2)_{\text{cl.}} \approx 1 - 7/(12 \ln(1 - g_{\text{max}}))$, with a reduced logarithmic correction explaining the somewhat larger values (closer to unity) in the right panel of Fig. 9.

We note that similar results are obtained for the dependence of $\langle g_k^2 \rangle$ on $n_h$ for electron pairs (see Fig. S10 of SupMat).

The fact that for both interactions, the average $\langle g_k^2 \rangle$ is significantly above the uniform average 0.25 confirms the findings of Sect. 3 that the HTC band structure alone induces a kind of d-wave preference in classical phase space (larger distance between two neighbor Fermi curves if $|g_k| \approx 1$) or for quantum states (with more occupied grid points in the regions close to the Fermi surface if $|g_k| \approx 1$). Therefore, to observe a d-wave dependence, it is not necessary to inject a d-wave dependence in the interaction as such, as can be seen in the results of Figs. 8 and 9 for the (s-wave) Hubbard interaction. For the d-wave interaction, the “d-wave” effect is somewhat enhanced, but this enhancement is not the dominant part. For the d-wave interaction, the HTC band
structure also breaks the central symmetry in the vicinity of optimal doping values.

Fig. 10 Energy landscape for mobile hole pairs. Left panels show color plots of $E_c(\vec{p}_i/2 - \Delta \vec{p}, \vec{p}_i/2 + \Delta \vec{p}) - 2E_F$ for the HTC model in the $\Delta p_x - \Delta p_y$ plane for $-\pi \leq \Delta p_{xy} < \pi$. The Fermi energy $E_F$ corresponds to the filling factor $n = 0.74$ (in all panels). The top (center, bottom) panel corresponds to the sector $\vec{p}_i = 2\pi(103, 103)/256$ ($\vec{p}_i = 2\pi(46, 172)/256$, $\vec{p}_i = 2\pi(0, 248)/256$). The three values of $\vec{p}_i$ are chosen such that the center of mass momentum $\vec{p}_i/2$ is very close to the Fermi surface of virtual filling factor $n_v = 0.74$ with three cases of $p_{+x} = p_{+y}, p_{+x} \approx p_{+y}/4$ and $p_{+x} (p_{+y})$ minimal (maximal). The choice of discrete values is motivated by subsequent quantum computations at $N = 256$ with these exact identical parameters. The colors red (green) correspond to positive maximum (intermediate), blue to zero value and yellow (cyan) to the strongest (intermediate) negative values. Right panels are as in the left panels, but the forbidden zones of $\Delta \vec{p}$ (for hole excitations) such that each one-particle energy is above the Fermi energy, i.e., $E_{1p}(\vec{p}_i/2 - \Delta \vec{p}) > E_F$ and $E_{1p}(\vec{p}_i/2 + \Delta \vec{p}) > E_F$, are replaced by white color. Note that here the white zones include not only the positive value zones (red/green) in the left panels, but also additional zones of negative values due to $\vec{p}_i \neq 0$ and the more complicated selection rule using individual one-particle energies.

Fig. 11 Ground state density plots for the Hubbard interaction, system size $N = 256$, hole pairs, filling factor $n = 0.74, n_v = 1 - n$ and three sectors $\vec{p}_i \neq 0$ (same values as in Fig. 5). The top (center, bottom) panels correspond to $U = -8$, $\vec{p}_i = 2\pi(103, 103)/256$ ($U = -6$, $\vec{p}_i = 2\pi(46, 172)/256$; $U = -4$, $\vec{p}_i = 2\pi(0, 248)/256$). Left panels show the ground state in $\Delta \vec{p}$-representation in a zoomed region with $-10 \leq \Delta x, \Delta y \leq 10$ (color values outside the zoomed regions are blue) and right panels show the state in $\Delta \vec{p}$-representation (with $-\pi \leq \Delta p_{xy} < \pi$). The two-hole ground state energies $E_{\text{min}}$ (of the sector Hamiltonian and in units of the basic hopping matrix element) are $-0.03424 (-0.07144, -0.1884)$ for the top (center, bottom) panels.

6 Gap for mobile Cooper pairs of holes

In this section, we discuss the case of mobile pairs of holes with $\mathbf{p}_+ \neq 0$. Similarly to that in Sect. 4, we use a virtual filling $n_v = 0.74$ (and $n_v = 0.84$ for SupMat figures) corresponding to certain center of mass values $\mathbf{p}_+/2$ being (very close) to the Fermi surface with filling $n_v$.

An example of the energy landscape for mobile pairs is shown in Fig. 10 for the filling factor $n = 0.74, n_v = 1 - n$ and the virtual filling factor being very close to this value $n_v = 0.74$ (up to discreteness lattice effects). We see that the energy landscape changes significantly depending on the value of $\mathbf{p}_+/2$ on the virtual Fermi surface at $n_v$. The landscape is shown for three cases of $p_{+x} = p_{+y}, p_{+x} \approx p_{+y}/4$ and $p_{+x} (p_{+y})$ minimal (maximal). Even more striking are the changes of the
zones of accessible $\Delta \mathbf{p}$ values shown in the right column of Fig. 10 due to the condition $E_{1p}(\vec{p}_{+}/2 \pm \Delta \vec{p}) < E_F$ (see also discussion at the beginning of Sect. 5). For $p_{+x} = p_{+y}$, these zones are composed of a quite small island with a dumbbell form. For $p_{+x} \approx p_{+y}/4$, this island is strongly reduced but two extra pieces around $\Delta \mathbf{p} = (0, \pm \pi)$ have been added. Finally, for $p_{+x} = 0$ and $p_{+y}$ maximal, the island (has already) disappeared and the extra pieces have increased in size with curved boundaries.

Examples of ground states of hole pairs for parameters of Fig. 10 are shown in Fig. 11. Similarly, as in Fig. 6, the ground states correspond to compact pairs in $\Delta \mathbf{r}$-representation (left column) with a size decreasing with the increase of the gap $\Delta$. Their densities in $\Delta \mathbf{p}$-representation (right column) are again concentrated at certain borders of the frozen Fermi sea (“blue” Fermi sea borders with energies close to the Fermi surface; see right column of Fig. 10). In particular, the (momentum) ground state for $p_{+x} = p_{+y}$ is concentrated on the outside borders of the dumbbell island.

The important feature of these ground states is that the gap values $\Delta = -E_{\text{min}}/2$ are rather modest even if the Hubbard interaction strength is by a factor 4 or even more higher as compared to the case of static pairs of Fig. 8. Similarly to that with mobile electron pairs (see Sect. 4), it is necessary to consider rather large interaction amplitudes $|U|$ between $-4$ and $-8$ to find good pair states.

It is convenient to express the gap dependence on $p_{+x}, p_{+y}$ via the quantity $g_{\vec{p}_{+}/2} = [\cos(p_{+x}/2) - \cos(p_{+y}/2)]/2$, which characterizes the position of the center of mass $\mathbf{p}_{+}/2$ on the (virtual) Fermi surface (we note that this quantity is different from $g_{\mathbf{p}}$ used in the previous Sections since now $\mathbf{k}$ corresponds from the center of mass $\mathbf{p}_{+}/2$, while previously it was given by the relative momentum $\Delta \mathbf{p}$). The dependence of the gap $\Delta$ on this quantity is shown in Fig. 12 for three interaction values $U = -4, -6, -8$ and for 21 uniformly distributed data points on the virtual Fermi surface. The main observations from Fig. 12 can be listed as follows: the gap is very small at $g_{\vec{p}_{+}/2} \approx 0$ (symmetry point $p_{+x} = p_{+y}$) and is highest at $g_{\vec{p}_{+}/2} \approx 1$ (asymmetry point $p_{+x} = 0, p_{+y}$ maximal, or inverse). This can be understood from the fact that the number of accessible states is significantly larger for $g_{\vec{p}_{+}/2} \approx 1$ than for $g_{\vec{p}_{+}/2} \approx 0$ (small dumbbell island) or for other intermediate states (with intermediate $g_{\vec{p}_{+}/2}$), as it is well seen in the right column panels of Figs. 10 and 11. The gap appears at rather large values $|U|$ for the Hubbard interaction as compared to the case of static pairs (with $\mathbf{p}_{+} = 0$; see Sect. 5). Similar results for another case, $n = n_v = 0.84$, are shown in Figs. S11, S12, S13 of SupMat.

We also considered the case of small values of $|\mathbf{p}_{+}|$ (nearby static pairs) at modest interaction strength $|U| = 1$ (case of presence of a modest gap $\Delta \approx 0.06$ for holes and $\Delta \approx 0.1$ for electrons at $n = 0.74$ and $\mathbf{p}_{+} = 0$ and zero gap at $n_v = 0.74$ with non-zero $\mathbf{p}_{+}$ values of Figs. 10 and 11). It turns out that for $N = 512$, the gap rapidly disappears with increasing value of $|\mathbf{p}_{+}|$ at $|\mathbf{p}_{+}| \gtrsim (2\pi l)/512$, with $l \approx 7$–10 for particles and $l \approx 3$–5 for holes. These borders correspond to very small virtual filling values $n_v \sim 10^{-4} = 10^{-3}$.

Globally, the results of this section show that it is possible to have coupled mobile pairs with an energy gap, but the required (attractive) interaction amplitude should be four to eight times larger as compared to the case of static pairs.

### 7 Pairs with Coulomb repulsion

In this section, we present the results of pair eigenstates for the repulsive Coulomb interaction (see case (i) in the discussion of Sect. 2) combined with a frozen Fermi sea. In previous works [14,15], the time evolution of electron pairs in NN and HTC lattices was studied for free pairs (in the absence of a frozen Fermi sea) showing that the Coulomb repulsion can lead to Coulomb pair formation due to the appearance of an effective narrow or flat band when the total pair momentum is $\mathbf{p}_{+} \approx (\pm \pi, \pm \pi)$. Such a mechanism is rather interesting, but it is important to understand if such states can have a gap ($E_{\text{min}} < 0$) or not and if such Coulomb pairs can exist in presence of a frozen Fermi surface and at which energies.

Due to a more complicated structure of coupling matrix elements, the effective method of Appendix A.1 is not suitable and we determine the eigenstates and energies of the sector Hamiltonian (see Sect. 2 for details of its definition) by numerical full diagonalization. For this, we consider two particular cases:

(i) Hole excitations at $n = 0.74$ with one single value of $\mathbf{p}_{+}$ such that $p_{+x} = p_{+y} = 2\pi(207/512)$ corresponding to $n_v = 0.74$ and sector dimension $N_1^2 = 3040$ at
Fig. 13 The pair weight $w_{N/6}$ defined as the quantum probability for $|\Delta x| \leq N/6$ and $|\Delta y| \leq N/6$ is shown as a function of the pair excitation energy $E$ (eigenvalue of the sector Hamiltonian and with $E = 0$ corresponding to the Fermi level; see Sect. 2 for details) for the case of repulsive Coulomb interaction with $U = 2$, HTC model and filling factor $n = 0.74$. The top (bottom) panel corresponds to hole excitations with $\vec{p}_h = 2\pi(207, 207)/512$, sector dimension $N_2 = 3040$ and $N = 512$ with center of mass $\vec{p}_c/2$ being on the Fermi surface for virtual filling factor $n_v = 0.74$ (particle excitations with $\vec{p}_+ = 2\pi(113, 113)/256$, sector dimension $N_2 = 8737$, $N = 256$ and $n_v = 1$). The blue line shows $N_2(E)/N_2^*$ with $N_2(E)$ being the number of levels below $E$. The energy values with strong energy derivative of this quantity, corresponding to strong peaks of sector density of states, coincide with the main peaks of $w_{N/6}$ for well-defined close pair states. The dashed black line indicates the value $w_{N/6} = 1/9$ for uniform ergodic states on the whole lattice. The energy landscape for these parameters is shown in Fig. 14. The data points with black squares correspond to the states shown in Figs. 15, 16 (and in related Figs. S14, S15 of SupMat). Additional data, especially raw png figures for pair states with $w_{N/6} > 0.4$, for these two cases and also for $N = 512$ for the parameters of the bottom panel are available at [23].

However, for practical reasons, we present here figures and the discussion only for the case $N = 256$ (reduced number of data points and better visible eigenfunction figures at $N = 256$, especially in momentum space). The choice of $\vec{p}_+$ corresponding to $n_v = 1 \neq n = 0.74$ is motivated by its proximity to the “optimal” value $(\pi, \pi)$ found in [14, 15] and the fact that the zone of allowed $\Delta \vec{p}$ values covers the vicinity of $\Delta \vec{p} = 0$ which is actually a point of “negative mass” as we will see below (at $n_v = 0.74$ and $p_{+x} = p_{+y}$, the region $\Delta \vec{p} = 0$ would be in the forbidden zone; see the top right panel of Fig. 5).

Additional data, especially raw png figures for pair states, for these cases (i), (ii) and (ii) for $N = 512$ are available at [23].

We also studied many other parameters (other choices of $n, n_v, \vec{p}$ with $\vec{p}_+/2$ being on different points of the virtual Fermi surface etc.) and in all cases the ground state energy $E_{\text{min}}$ (of the sector Hamiltonian) was found to be positive such that there was no gap (in the framework of this approach) for repulsive Coulomb interaction. However, we discovered different mechanisms of pair formation at different excitation energies (sometimes close to the Fermi energy, sometimes at quite high excitation energies). The two specific examples above provide eigenstates for all interesting cases which we will discuss below.
To identify interesting Coulomb pairs at excited energies, we compute for each eigenstate the quantity $w_{N/6}(E)$ defined as the quantum probability of $|\Delta x| \leq N/6$ and $|\Delta y| \leq N/6$ (obtained by summing $|\psi(\Delta r)|^2$ over $\Delta r$ satisfying this condition with $\psi(\Delta r)$ being an eigenstate in $\Delta r$-representation; see also Eq. (9) and text below of [15] for the definition of the similar quantity $w_{16}$). In this work, we replace the width 10 with $N/6$, since many good pair states are still quite extended. Values of $w_{N/6}(E)$ significantly above the ergodic value $1/9$ (i.e., close to 1) indicate pair states (at certain energies), which are quite well localized around $\Delta r \approx 0$. We have also computed other quantities such as the quantum averages $\langle |\Delta r| \rangle$, $e^{\ln \langle |\Delta r| \rangle}$, $\langle U(\Delta r) \rangle$ or the inverse participation ratio in $\Delta r$-representation, providing the same typical energies at which good pair states appear.

Figure 13 shows $w_{N/6}(E)$ (red data points) as a function of the excitation energy $E$ (eigenvalues of the sector Hamiltonian with diagonal matrix elements $\pm(E_c(p_1, p_2) - 2E_F$; see discussion of Sect. 2 for details) for the both above examples (i) in the top panel and (ii) in the bottom panel. In addition, also the normalized integrated (sector) density of states $N_2(E)/N_2$, (fraction of states with energies below $E$; blue curves) are shown.

For the case (i), there is one peak of strong pair states, with $w_{N/6}(E)$ close to 1, at the top of the energy spectrum, mostly at $E \approx 0.3$ and with a few states going up $E = 0.4 - 0.7$ (energy measured in units of the basic hopping matrix element $t$). For the case (ii), there are three main peaks at energies $E \approx 0.9$, 2.1, 2.2, and 3–3.5 (top of the spectrum for the third peak). In addition, there also two secondary peaks behind the first two peaks at $E \approx 1.2$, 2.6. We observe at all main peak positions for both cases an enhanced slope of $N_2(E)/N_2$, just before the energy corresponding to the peak, indicating a strongly enhanced density of states at these energy values. For the case (ii) at $E \approx 0.9$, this effect is a bit less strong, but still visible, as compared to the other peaks.
To understand these observations and the physical nature of the pair states at these energies, we show in Fig. 14 the energy landscape of allowed \( \Delta p \) values, together with the forbidden zones and in Figs. 15, 16 and Figs. S14, S15 of SupMat examples of pair states at the peak energies marked by black squares in Fig. 13. The top panels of Fig. 14 show again the dumbbell island for the case (i) (see also top right panel of Fig. 10) with a 50\% zoom in the right panel and bottom panels corresponding to the case (ii) which is somewhat similar to the right panel of Fig. 5, but with an additional cigar-shape island in the region around \( \Delta p = 0 \), which appears due to the modified virtual filling \( n_v = 1 \) with respect to \( n_v = 0.74 \) in Fig. 5 (both with \( p_{+x} = p_{+y} \)).

The panels of Fig. 14 have to be viewed together with the eigenstate figures in \( \Delta p \)-representation (right panels of Figs. 15, 16 and Figs. S14, S15 of SupMat). For example, for the case (i), we see that the eigenstate densities in \( \Delta p \)-space of the three pairs shown in Fig. 15 are concentrated at the outer border of the dumbbell island. The densities in \( \Delta r \)-space are localized around \( \Delta r = 0 \) with a width of about 33\% (state of top panels), 25\% (state of center panels) and 5\% (state of top panels) of the available lattice, showing that the width decreases when the energies approach the top of the spectrum. These pair states are created by a combined mechanism of top spectrum, narrow band and island structure, because at the top of the spectrum the repulsive Coulomb interaction behaves like an attractive interaction (at the bottom of the spectrum) confining the particles to a well-defined pair.

The eigenstates shown in Fig. 16 correspond to the case (ii) at the top of spectrum (third main peak at \( E \approx 3.5-4.5 \)) with \( \Delta p \)-densities concentrated at the regions \( \Delta p \approx (\pm \pi, \pm \pi) \) corresponding to red maximum regions in the bottom panels of Fig. 14. Here, the pair creation mechanism is essentially due to the top spectrum (also negative mass; see below) and there is no strong island effect. Also the effective band is not very narrow (one may argue that the red zone region in the bottom panels of Fig. 14 constitutes an effective narrow band). The width in \( \Delta r \) space (around \( \Delta r = 0 \)) decreases very strongly when approaching the top of the spectrum.

The states shown in Fig. S14 of SupMat for the first main energy peak (\( E \approx 0.9 \)) of the case (ii) are very interesting. Their \( \Delta p \)-densities are localized around \( \Delta p = 0 \) which constitutes a local energy maximum (center green zone of the cigar shape island in bottom panels of Fig. 14). This point is actually characterized by two negative eigenvalues of the Hessian matrix obtained by expanding \( E_c \) given in (5) up to second order in \( \Delta p \). As can be seen in (bottom right panel) of Fig. S16 of SupMat, the symmetric value of \( p_{+z} = (\pi, \pi) \) at the optimal point found in [15]. In this case, the three main peaks visible in the bottom panel of Fig. 13 merge into one single peak at the (modified) top of the spectrum at \( E \approx 2.2-2.7 \) and both green/olive zones (for \( n = 1 \)) at \( \Delta p = 0 \) or \( \Delta p \approx (0, \pm \pi) \), \( \Delta p + \approx (\pm \pi, 0) \) become red (for \( n = 1.25 \)) and all three maxima have now the same value. In particular, the negative mass point at \( \Delta p = 0 \) corresponds now to a global maximum being degenerate with the other maxima at \( \Delta p \approx (0, \pm \pi) \), \( \Delta p + \approx (\pm \pi, 0) \) and \( \Delta p \approx (\pm \pi, \pm \pi) \) and the \( \Delta p \)-densities of pair states are concentrated at these points.

These observations provide an additional explanation of the results of [15] with optimal pair formation (in the absence of a frozen Fermi sea) at \( p_{+s} = (\pm \pi, \pm \pi) \). In Fig. S17, we show again the data of Fig. 4 of [15] in a color plot superimposed with the Fermi surface for certain fillings \( n = n_v \) by identifying \( p = p_{+s} \). The value of \( p_{+s} = (0.4-0.45(\pi, \pi)) \) (i.e., \( n_v = 0.74 \) or \( n_v = 1 \)) of the above two cases (i) and (ii) correspond to
green zones of an enhanced pair formation probability. The optimal point \( p_+/2 = 0.5(\pi, \pi) \) corresponds to a red data point data (however, not very well visible in the figure).

Thus, the three main mechanisms of pair formation by Coulomb repulsion are: narrow or flat band local spectrum structure as discussed in [14, 15]; negative effective mass for the pair energy so that a repulsion works as an effective attraction; restricted area (e.g., cigar shape or dumbbell islands) of states accessible for interaction induced transitions above the frozen Fermi sea. At the same time, a quasi-1D structure of allowed \( \Delta p \) zones leads also to an enhanced density of states for a small energy intervall slightly below typical pair energies (peak positions of \( w_{N/6} \)). We also point out that, in the framework of this approach, Coulomb repulsion does not lead to a gap with a ground state energy below the Fermi surface.

8 Discussion

In this work, we apply the Cooper approach [13] to study the formation of coupled pairs of two interacting particles, holes or electrons, in a tight-binding model of La-based cuprate superconductors. The one-particle band structure of such systems is obtained from advanced numerical analysis [10–12] based on modern methods of quantum chemistry. We consider three types of interactions being: attractive Hubbard and d-wave type interactions and the standard repulsive Coulomb interaction. Following the Cooper approach [13], the interaction-induced transitions are taking place only over the pair states where each particle (hole) is outside (inside) a frozen Fermi sea in a sector with a conserved fixed total momentum \( p_+ \) of a pair at relative momentum \( \Delta p \). Here, we do not discuss possible origins of the appearance of an attractive interaction and we simply assume that such interactions are given (for the cases of Hubbard and d-wave interactions).

We establish that the energy landscape of the relative particle motion in a pair strongly depends on the particular value of its center of mass \( p_+/2 \) corresponding either to a static \( (p_+ = 0) \) or a mobile regime \( (p_+ \neq 0) \). For the attractive Hubbard and d-wave interactions, we obtain a formation of static Cooper pairs \( (p_+ = 0) \) with a gap \( \Delta \) depending on the interaction amplitude \( U \) and hole (or electron) doping \( n_h \) \( (n = 1 - n_h) \). The gap and related \( T_c \) dependence on doping are compared with LSCO experimental results (see Fig. 8) showing a satisfactory agreement.

We find the best agreement with the LSCO experimental data for the case of hole excitations at \( |U| \approx 1.2t \approx 0.5 \text{ eV} \) (Hubbard interaction) or at \( |U| \approx 2t \approx 0.8 \text{ eV} \) (d-wave interaction). The position of the optimal hole doping is approximately located at \( n_h \approx 0.24 \) being influenced by the close van Hove singularity (separatrix Fermi curve) of one-particle density of states. This value is higher as compared to the experimental optimal doping \( n_h \approx 0.16 \). We attribute such a difference to missing 3D corrections to the 2D band structure model we used here for LSCO.

Another important finding is that the ground state has pronounced d-wave features for both Hubbard and d-wave interactions, which can be understood by the effective width of the Fermi surface in momentum space clearly breaking central symmetry (see Fig. 7). Thus, this width is smaller (larger) if the momentum is close to a node (anti-node). Therefore, we can conclude that the experimental observation of d-wave features does not necessarily imply that the interaction as such should have d-wave symmetries. In our studies, the d-wave interaction model provided somewhat stronger d-wave effects but the latter were also clearly present, due to band-structure Fermi surface effects, for the Hubbard interaction, which has only an s-wave symmetry.

For mobile pairs \( (p_+ \neq 0, \text{ with } p_+/2 \) being on a typical Fermi surface with \( n_h = 0.74 \)), the required attractive interaction strength \( |U| \) to form a pair with a similar gap to that at \( p_+ = 0 \) is enhanced by a factor 3–4 at the same filling \( n \). The gap value is minimal at the node region \( (p_{+x} \approx p_{+y}) \) and maximal at the antinode region \( (p_{+x} \text{ close to zero and } p_{+y} \text{ close to maximum, or inverse}) \). We point out that for mobile pairs, the region of accessible \( \Delta p \) values due to the frozen Fermi sea has a very complex structure (see, e.g., Figs. 5, 10). We expect that such mobile pairs can play a role for stripe formation in LSCO.

For the case of Coulomb repulsion, we do not find gap and coupled pairs at the ground state. However, we find the formation of mobile Coulomb pairs at excited energies provided by three different mechanisms being: narrow or flat band as discussed in [14, 15], local effective negative mass of relative motion, restrictions of motion due to island structures related to the restriction of interaction-induced transitions imposed by the frozen Fermi sea. We note that the quite complicated zones of accessible states (in \( \Delta p \)-space) due to the frozen Fermi sea (see, e.g., Figs. 5, 10) could in principle favor pairing by the Kohn–Luttinger type of mechanism (see [24–26]) with emergence of an effective attraction in d-wave or higher-wave sectors due to the complexity of the accessible energy landscape. However, we do not find signatures of such an effective attraction nor pair formation at the ground state by Coulomb repulsion in our studies.

We hope that the results obtained in the framework of the Cooper approach [13] will lead to a better understanding of unconventional superconductivity in Cooper oxides.
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A Appendix

A.1 Numerical Cooper pair method

Let us consider the mathematical eigenvalue problem of a Hamiltonian matrix of the form:

\[ H_{k,k'} = \delta_{k,k'} \varepsilon_k - \frac{|U|}{N} g_k g_{k'}, \]

with diagonal unperturbed energies \( \varepsilon_k \geq 0 \) and an “interaction” or “coupling” matrix of rank one. For the considerations in this appendix, both \( \varepsilon_k \geq 0 \) and \( g_k \) may be rather arbitrary, but for the physical applications in this work \( \varepsilon_k \) represents the excitation energy of two particles (holes) of the form:

\[ \varepsilon_k = \pm \left[ E_{1p} \left( \frac{\bar{p}_k + \Delta \bar{p}}{2} \right) + E_{1p} \left( \frac{\bar{p}_k - \Delta \bar{p}}{2} \right) - 2E_F \right] \]

with \( k \) corresponding to \( \Delta \bar{p} \), “+” (“−”) for particle (hole) excitations, \( \bar{p}_k \) being the conserved total momentum of the particle (hole) pair and only the values of \( k \) (or \( \Delta \bar{p} \)) are allowed such that \( E_{1p} (\bar{p}_k/2 \pm \Delta \bar{p}) - E_F > 0 \) for both particles (or \( \bar{p}_k < 0 \) for both holes). The number \( N_2 \) corresponds to the dimension of the full unrestricted sector of \( \bar{p}_k \) with all values of \( \Delta \bar{p} \). For later use, we note the dimension of the restricted sector (with allowed values of \( \Delta \bar{p} \)) as \( N_2' \) (being a given fraction of \( N_2 \)).

The case \( g_k = 1 \) corresponds to an attractive Hubbard interaction of interaction strength \( U \) and \( g_k = g_{2p} = [\cos(\Delta p_k) - \cos(\Delta p_{k'})]/2 \) corresponds to an effective d-wave pairing interaction used in typical mean field approaches (see for example [11]). For \( g_k = 1, \bar{p}_k = 0 \) and a simpler energy band this model was already considered by Cooper in 1956 [13]. His technical trick to compute the ground state energy (or gap) can be generalized to the more general model here and also be exploited for an efficient numerical method.

Let \( \psi_k \) be the \( k \)-component of an eigenvector of (8) of energy \( E \). It satisfies obviously the equation:

\[ (E - \varepsilon_k)\psi_k = -\frac{|U|}{N} g_k S \quad \text{and} \quad S = \sum_{k'} g_{k'}\psi_{k'} \cdot \]

There are two possibilities: either \( S = 0 \) or \( S \neq 0 \). The case \( S = 0 \) is possible if certain \( \varepsilon_k \) values are degenerate, e.g., due to symmetries (there are always 1 to 3 symmetries in our applications for the HTC model, depending on the value of \( \bar{p}_k \); see [15] for details) and corresponds to anti-symmetric wave functions with respect to those symmetries. Also if \( g_k = 0 \) for certain \( k \)-values, we may have \( S = 0 \). For \( S = 0 \), we have obviously \( E = \varepsilon_k \) for some \( k \) (with degenerate \( \varepsilon_k \) or \( g_k = 0 \)) and \( \psi_k \neq 0 \) (or \( 0 \)) if \( \varepsilon_k = \varepsilon_k' \) (\( \varepsilon_k' \neq \varepsilon_k \), respectively) and such states are not affected by the interaction. For \( S \neq 0 \) (corresponding to totally symmetric states with respect to symmetries), we can insert

\[ \psi_k = -\frac{|U|}{N} g_k S \frac{g_k S}{E - \varepsilon_k} \]

into the sum of \( S \) and thus obtain an implicit equation for the energy \( E \):

\[ 1 = -\frac{|U|}{N} \sum_k \frac{g_k^2}{E - \varepsilon_k} . \]

Due to the attractive interaction, there is always exactly one (ground state) solution \( E = E_{\text{min}} \) with \( E_{\text{min}} < \varepsilon_{\text{min}} \), where \( \varepsilon_{\text{min}} \) is the minimal value of \( \varepsilon_k \) (with \( g_k \neq 0 \) !).

The implicit equation (12) allows for an efficient numerical method to compute the first energy \( E_{\text{min}} \) (and potentially also other eigenvalues) by standard algorithms to numerically determine function zeros. Once the energy is known, the eigenstate itself is obtained from (11) with \( S \) being determined from the normalization. We have implemented this method and verified that it produces identical results to exact full numerical diagonalization (up to numerical precision).

From (12), one can also obtain the limits of \( E_{\text{min}} \) for very small interaction (retaining in the sum only the \( \varepsilon_{\text{min}} \)-terms) and very large interaction (replacing in the sum all \( \varepsilon_k \rightarrow \varepsilon_{\text{min}} \)):

\[ E_{\text{min}} \approx \varepsilon_{\text{min}} - \frac{d_{\text{min}}|U|}{N} \quad \text{if} \quad \frac{|U|}{N} \ll \delta_k \sim \frac{\varepsilon_{\text{max}}}{N} , \]

\[ E_{\text{min}} \approx \varepsilon_{\text{min}} - \frac{N_2'|U|}{N} \quad \text{if} \quad \frac{|U|}{N_2} \gg \varepsilon_{\text{max}} . \]

In (13), \( \delta \) represents the typical spacing of \( \varepsilon_k \)-levels (close to \( \varepsilon_{\text{min}} \)) and \( d_{\text{min}} \) is the degeneracy of the level \( \varepsilon_k \) for the Hubbard case or the sum of \( g_k^2 \) over the \( \varepsilon_{\text{min}} \) levels for the d-wave interaction case. Furthermore, \( N_2' \) is the number of \( \varepsilon_k \)-levels (dimension of the \( \bar{p}_k \)-sector of pair excitations).

Following Cooper [13], and for the simple Hubbard interaction case with \( g_k = 1 \), one can also try a continuous limit if \( N_2' \gg 1 \):

\[ 1 = -\frac{|U|}{N} \int_{\varepsilon_{\text{min}}}^{\varepsilon_{\text{max}}} \rho_2(\varepsilon) \frac{1}{E_{\text{min}} - \varepsilon} \, d\varepsilon , \]

where \( \rho_2(\varepsilon) \) is the two-particle (two-hole) excitation density of states in the given \( \bar{p}_k \)-sector and normalized by \( N_2' = \int_0^{\varepsilon_{\text{max}}} \rho_2(\varepsilon) \, d\varepsilon \). For simplicity, we have also replaced \( \varepsilon_{\text{min}} \rightarrow 0 \) by applying a uniform shift to all values of \( \varepsilon_k \rightarrow \varepsilon_{\text{min}} \) (actually in the limit \( N_2' \rightarrow \infty \) we have anyway \( \varepsilon_{\text{min}} \rightarrow 0 \)). We also assume that the ratio \( N_2'/N_2 \) remains finite in the limit \( N_2' \rightarrow \infty \) (constant fraction of allowed states in the given \( \bar{p}_k \)-sector; see non-white zones in Figs. 2, 5 and 10). For the case of a constant density of the states \( \rho_2(\varepsilon) = N_2'/\varepsilon_{\text{max}} \), one obtains from (15) the expression

\[ E_{\text{min}} = -\varepsilon_{\text{max}} \left[ \exp \left( \frac{\varepsilon_{\text{max}} N_2}{|U| N_2'} - 1 \right) \right]^{-1} , \]

which is very similar to the well-known result of Cooper [13] (only with different notations/parameters). One can note that in the limit of very strong interaction this expression reproduces (14) plus a constant correction being “\(+\varepsilon_{\text{max}}/2\)”.
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The separatrix point, e.g., from Fig. S4 of SupMat shows that this ansatz produces an integrality where the DOS at smaller gap values. For a very small shift, while the green curve based on the red data points for the sector $\hat{p}_s = 0$. For $n = 0.3$ the fit is of less quality but still provides an improvement.

Using (15) and (17), we obtain:

$$E_{\text{min}} = -\varepsilon_{\text{max}} \alpha F^{-1} \left( \frac{\varepsilon_{\text{max}} N_2}{|U| N_2} \right)$$  \hspace{1cm} (18)

where $\alpha$ is a fit parameter reproducing the constant DOS if $\alpha = 0$ or providing a strongly enhanced DOS close to small energies if $\alpha \gg 1$ and a power law decay $\rho_2(\varepsilon) \sim 1/\varepsilon$ for larger energies. (Also negative values of $\alpha$ are potentially possible.) This form does not correspond exactly to the van Hove logarithmic van Hove singularity visible in Fig. S1 of SupMat, the density of states is strongly enhanced for small energies due to the effect of the close van Hove singularity (separatrix) as can be seen in the right panel of Fig. S1 of SupMat. To model this behavior, we try the fit-ansatz:

$$\rho_2(\varepsilon) = \frac{N_2^2}{\varepsilon_{\text{max}} \log(1 + \alpha)} \frac{\alpha}{1 + \alpha(\varepsilon/\varepsilon_{\text{max}})},$$  \hspace{1cm} (17)

where $\alpha$ is a fit parameter reproducing the constant DOS if $\alpha = 0$ or providing a strongly enhanced DOS close to small energies if $\alpha \gg 1$ and a power law decay $\rho_2(\varepsilon) \sim 1/\varepsilon$ for larger energies. (Also negative values of $\alpha$ are potentially possible.) This form does not correspond exactly to the van Hove singularity but it is convenient for the subsequent analytical evaluation of (15), and in any case, we want to model the case close but still different from the van Hove singularity where the DOS at $\varepsilon = 0$ is still finite. The right panel of Fig. S4 of SupMat shows that this ansatz produces an integrated DOS, which fits very well the exact integrated DOS at $n = 0.74$, particles for the sector $\hat{p}_s = 0$. For $n = 0.3$ the fit is of less quality but still provides an improvement.

Using (15) and (17), we obtain:

$$E_{\text{min}} = -\varepsilon_{\text{max}} \alpha F^{-1} \left( \frac{\varepsilon_{\text{max}} N_2}{|U| N_2} \right)$$  \hspace{1cm} (18)

where $F^{-1}(\ldots)$ is the inverse function of:

$$f(x) = \frac{\alpha}{1 - x^\alpha} \left( \frac{\log(x^{-1} + 1)}{\log(1 + \alpha)} - 1 \right).$$  \hspace{1cm} (19)

Here $x$ represents the ratio $-E_{\text{min}}/\varepsilon_{\text{max}}$. In the limit $\alpha \to 0$ we recover from (18) the original Cooper type result (16).

The result (18) is shown as blue curves in Fig. 3 and for $n = 0.74$, with the fit value $\alpha = 6.589$, the blue curve coincides very well with the numerical data points except for a very small shift, while the green curve based on the assumption of a constant DOS (i.e., $\alpha = 0$) provides much smaller gap values. For $n = 0.3$, the situation is different. Here for modest values $|U|$, the green curve fits better the numerical data points. This is because in this case, the uniform DOS (or linear integrated DOS) fits better the initial (integrated) DOS at small energies as can be seen in the left panel of Fig. S4 of SupMat where the green line is closer to the red data points for $\varepsilon < 0.15 \varepsilon_{\text{max}}$ than the blue curve corresponding to the ansatz (17). However, for larger values of $|U| \approx 8$ (not visible in Fig. 3), the blue curve is closer to the numerical data points since here the full range of energies $\varepsilon \in [0, \varepsilon_{\text{max}}]$ is important.

It is also possible to simplify (18) in the limit of very strong interaction, corresponding to $x \gg 1$ in (19), which gives:

$$E_{\text{min}} = \frac{|U| N_2^2}{|U| N_2} - A_0 \varepsilon_{\text{max}},$$  \hspace{1cm} (20)

where $A_0 = \frac{1}{\log(1 + \alpha)} - \frac{1}{\alpha}.$

This is in agreement with the limit behavior of (16), since $\lim_{\alpha \to 0} A_0 = 1/2.$ For larger values of $\alpha$, the coefficient $A_0$ decreases with respect to this value, e.g., $A_0 = 0.3416$ for $\alpha = 6.589.$ Even though, mathematically, the constant term with $A_0$ provides “only a small” correction to the first term $\sim |U|$, the fact that this coefficient decreases from $0.5$ (at $\alpha = 0$) to $0.3416$ (at $\alpha = 6.589$) has a considerable impact on the quite significant difference between the blue and green curves in Fig. 3 also for intermediate interaction values. For very large values of $|U|$ these curves are actually parallel with a constant shift due to different values of this coefficient. Furthermore, the third term in the large $|U|$-expansion of $E_{\text{min}}$ would only provide an additional correction of the form $\sim |U|^{-1}$ in (20).

A.2 Local $g_\varphi$-density of states

The density of states $\rho(E)$ for both lattices has a logarithmic van Hove singularity visible in Fig. S1 of SupMat, which is due to the vanishing value of $\nabla E_{1p}(k_\varphi) = 0$ at the separatrix points $k_\varphi = (0, \pm \pi)$ or $k_\varphi = (\pm \pi, 0).$ Classically, $\rho(E)dE$ can be obtained from the (relative) area in $k$-space between the two Fermi curves at energies $E$ and $E + dE$. As can be seen in Fig. 1, this area is significantly enhanced in the region close to a separatrix point. To see this point more clearly, it is interesting to consider the angle-resolved area between Fermi curves at energies $E + dE$ and also angles $\varphi$, $\varphi'$. The angle $\varphi$ is the phase angle of the momentum vector $k = k_\varphi(\varphi)\hat{e}(\varphi)$ in which $\hat{e}(\varphi) = (\cos \varphi, \sin \varphi)$. This area (divided over $(2\pi)^2dE d\varphi)$ defines the local angle density of states $\rho_\varphi(\varphi, E)$, which can be formally computed from the integral:

$$\rho_\varphi(\varphi, E) = \frac{1}{\pi^2} \int_0^\pi dk_\varphi \int_0^\pi dk_\varphi' \delta[E - E_{1p}(k_\varphi)] \times \delta[\varphi - \arctan(k_\varphi/k_\varphi')],$$  \hspace{1cm} (21)

$$= \frac{k_\varphi E_\varphi(\varphi)}{\pi^2|\hat{e}(\varphi) \cdot \nabla E_{1p}(k_\varphi)|}$$  \hspace{1cm} (22)

In (21), we limit ourselves to the first quadrant with $0 \leq \varphi \leq \pi/2$ such that the normalization prefactor is $1/\pi^2$. The expression (22) is obtained by computing the integral in polar coordinates for $k_\varphi$ and it is valid for angles $\varphi$ such that the equation $E = E_{1p}(k_\varphi)$ has a solution for $k_\varphi$. If this equation does not have a solution, we simply have $\rho_\varphi(\varphi, E) = 0$. For example, for energies above the separatrix energy $E_s = E_{1p}(0, \pi)$, the local density-of-states is limited to values $\varphi \leq \varphi_{\text{max}} < \pi/2$. Close to $\varphi_{\text{max}}$, but for energies close to $E_s$, this density is not singular, but has a strong peak value $\sim 1/(\pi/2 - \varphi_{\text{max}})^2$ (the exponent 2 is due to a combination of small gradient and small scalar product in the denominator, since the gradient and $\hat{e}(\varphi)$ are nearly orthogonal). For energies below $E_s$, there is a minimal angle $\varphi_{\text{min}} > 0$ with $\varphi \geq \varphi_{\text{min}}$ and a density peak $\sim 1/\varphi_{\text{min}}^2$.

In this work, we prefer however to use the quantity $g_\varphi = (\cos k_x - \cos k_y)/2$ instead of $\varphi$ with values $g_\varphi \approx 1$ or $-1$ if $\varphi \approx \pi/2$ ($\varphi \approx 0$) and $g_\varphi = 0$ if $\varphi = \pi/4$. This quantity also allows to characterize a position on a Fermi surface at given energy (in the first quadrant). Its local $g_\varphi$-density of states is obtained by a similar expression as (21):

$$\rho_{g_\varphi}(g_\varphi, E) = \frac{1}{\pi} \int_0^\pi dk_x \int_0^\pi dk_y \delta[E - E_{1p}(k_\varphi)] \delta(g - g_\varphi)$$  \hspace{1cm} (23)
and satisfies the relation:

\[ \rho_\delta(g_k, E) = \rho_\varphi(\varphi, E) \left( \frac{\text{d}g_k}{\text{d}\varphi} \right)^{-1}. \]  

(24)

We have used this relation together with (22) (and a numerical evaluation of \( \text{d}g_k/\text{d}\varphi \) by finite differences for a sufficiently dense set of data points) to compute numerically the \( g_k \)-density with results shown in Fig. S5 of SupMat and also in Fig. 4.

For energies \( E \) close to \( E_s \) and values \( 1 - g_k \ll 1 \), we can apply to \( E_{1p}(\vec{k}) \) and \( g_k \) a quadratic expansion for \( \vec{k} \) close to the separatrix point \( \vec{k}_s = (0, \pi) \) resulting in:

\[ E_{1p}(\vec{k}) = E_{1p}(\vec{k}_s) + \frac{1}{2} \left[ a_x k_x^2 - a_y (\pi - k_y)^2 \right] \]

(25)

with \( a_x = a_y = 2 \) (\( a_x = 2.084 \), \( a_y = 0.452 \)) for the NN lattice (HTC lattice) and

\[ g_k = 1 - \frac{1}{4} \left[ k_x^2 + (\pi - k_y)^2 \right]. \]

(26)

Inserting (25) and (26) in (23), one obtains the following analytical result:

\[ \rho_\delta(g_k, E) = \frac{C_1}{\sqrt{(g_{\text{max}} - g_k)(g_{\text{max}} - g_k + C_2(1 - g_{\text{max}}))}}, \]

(27)

with constants \( C_1 = 1/(2\pi^2 a_x a_y) \) and \( C_2 = 1 + a_y/a_y \) (\( C_2 = 1 + a_y/a_y \)) if \( \Delta E = E - E_s \geq 0 \) (\( \Delta E = E - E_s \leq 0 \)), i.e., if the Fermi curve is above (below) the separatrix curve.

Furthermore, \( g_{\text{max}} \) is the maximal possible value of \( g \) given by:

\[ g_{\text{max}} = 1 - \frac{\Delta E}{2a_x} \] \[ g_{\text{max}} = 1 + \frac{\Delta E}{2a_y} \]

(28)

We also note that (27) is valid for \( g_k > 0 \), because we have chosen the expansion around the separatrix point \( \vec{k}_s = (0, \pi) \). Using that \( \rho_\delta(g_k, E) = \rho_\delta(-g_k, E) \) due to the \( x - y \) exchange symmetry, it is sufficient to replace in (27) \( g_k \rightarrow |g_k| \) to obtain a more general expression for other separatrix points where \( g_k \) is close to \(-1\).

For the separatrix case \( \Delta E = 0 \) with \( g_{\text{max}} = 1 \), the expression (27) simplifies to the simple power law

\[ \rho_\delta(g_k, E) = \frac{C_1}{1 - g_k}, \]

(28)

This power law is also valid for the general case close to but outside the separatrix curve in the range of \( g_k \) values sufficiently far away from the singularity at \( g_{\text{max}} \), i.e., \( 1 - g_{\text{max}} \ll g_{\text{max}} - g_k \ll 1 \). For values very close to the singularity \( g_{\text{max}} - g_k \ll 1 - g_{\text{max}} \), the expression (27) becomes a power law with exponent \(-1/2\). All these points are very nicely confirmed in Fig. 5 of SupMat.

Actually, the analytical expression (27) based on the separatrix approximation is highly accurate (provided one uses for \( g_{\text{max}} \) the precise values for a given energy and not the approximate linear expressions in \( |\Delta E| \) given above) even for filling factors not very close to the separatrix values and even in the interval \( 0 \leq g_k \leq 0.8 - 0.9 \), it is still rather close to the precise distribution obtained numerically.

Furthermore, from (23), we immediately see that

\[ \int_{-g_{\text{max}}}^{g_{\text{max}}} \rho_\delta(g_k, E) \, dE = 2 \int_{0}^{\rho_{\text{max}}} \rho_\delta(g_k, E) \, dE = \rho(E), \]

(29)

where \( \rho(E) \) is the total density of states given by an expression similar to (23), but without the delta-function factor \( \delta(g - g_k) \). For \( 1 - g_{\text{max}} \ll 1 \), we find that this integral behaves as \( \log(1 - g_{\text{max}}) \sim \log |\Delta E| = \log (E - E_s) \) (simply using (28) with a cutoff at \( |g| < g_{\text{max}} \)), thus confirming the logarithmic nature of the van Hove singularity in the density of states.
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