Thrust distribution resummation in $e^+e^-$ collisions.
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In this talk [1] we report on the recent progresses on IR logarithms resummation for the Thrust distribution in $e^+e^-$ collisions. Using renormalisation group (RG) evolution in Laplace space, the resummation of logarithmically enhanced corrections is performed to next-to-next-to-leading logarithmic (NNLL) accuracy. To combine the resummed expressions with the fixed-order results, we derive the $\log(R)$-matching and $R$-matching of the NNLL approximation to the fixed-order NNLO distribution.

1 Introduction

Event-shapes are observables which measure the geometrical properties of energy-momentum flow in a hadronic final state. They have been precisely measured over a broad range in energies at electron-positron colliders. The event-shape distributions allow for a detailed probe of the dynamics of QCD and especially for a precise determination of the strong coupling constant $\alpha_s$. Owing to their infrared and collinear safety, they can be computed systematically in perturbation theory. The fixed-order description, based on a power series expansion of the distribution in the strong coupling constant, is reliable over most of the kinematical range of the event-shape. In the dijet limit, which is attained for the thrust variable [2] as $T \to 1$, the convergence of the fixed-order expansion is spoilt by large logarithmic terms $\log(1-T)$ at each order in the strong coupling constant, thus it necessitates a resummed description. During LEP times, precision studies of a standard set of six event-shapes were based on the combination of fixed-order NLO calculations [3–10] with NLL resummation [11–13]. To avoid the double counting of terms, both expansions need to be matched to each other according to matching procedures such as the $R$ and $\log(R)$ schemes [14]. In the recent past, substantial progress was made both on the fixed-order and the resummed description of event-shapes. Following the development of new methods for calculations of QCD jet observables at NNLO [15], the NNLO corrections to $e^+e^- \to 3$ jets and related event-shape observables were computed [16–21]. More recently, in the context of Soft-Collinear-Effective-Theory, the resummation for thrust [24,25] and the heavy jet mass [26] beyond NLL has been performed and applied for a precise determination of $\alpha_s$, and the framework for the resummation of the jet broadening distributions has been outlined [27,28]. In these calculations, the $O(\alpha_s^2)$ soft corrections were determined only up to a constant term by exploiting the renormalisation group invariance of the cross section. Such term is also needed to unambiguously match the resummed distribution to the NNLO result in the $R$ scheme. In this talk we report on the direct computation of these corrections and we provide a new resummed formula. Finally we match the latter to the existing NNLO prediction comparing two different matching schemes.
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2 Fixed-order and resummed distributions

The differential thrust distribution in perturbation theory is numerically known at NNLO \cite{17, 20}. At a centre-of-mass energy $Q$ and for a renormalisation scale $\mu$ it reads

\[
\frac{1}{\sigma} \frac{d\sigma}{d\tau}(\tau, Q) = \bar{\alpha}_s(\mu) \frac{dA}{d\tau}(\tau) + \bar{\alpha}_s^2(\mu) \frac{dB}{d\tau}(\tau, x_{\mu}) + \bar{\alpha}_s^3(\mu) \frac{dC}{d\tau}(\tau, x_{\mu}) + O(\bar{\alpha}_s^4),
\]

where we defined

\[
\bar{\alpha}_s = \frac{\alpha_s}{2\pi}, \quad x_{\mu} = \frac{\mu}{Q},
\]

and where $\sigma$ is the total perturbative hadronic cross-section for $e^+e^- \rightarrow$ hadrons. The explicit dependence on the renormalisation scale is given by

\[
\frac{dB}{d\tau}(\tau, x_{\mu}) = \frac{dB}{d\tau}(\tau) + 2\beta_0 \log(x_{\mu}^2) \frac{dA}{d\tau}(\tau),
\]

\[
\frac{dC}{d\tau}(\tau, x_{\mu}) = \frac{dC}{d\tau}(\tau) + 2 \log(x_{\mu}^2)(2\beta_0 \frac{dB}{d\tau}(\tau) + 2 \beta_1 \frac{dA}{d\tau}(\tau)) + (2\beta_0 \log(x_{\mu}^2))^2 \frac{dA}{d\tau}(\tau).
\]

The QCD $\beta$-function is defined by the renormalisation group equation for the QCD coupling constant

\[
\frac{d\alpha_s(\mu)}{d\log \mu^2} = -\alpha_s(\mu) \left( \frac{\alpha_s(\mu)}{\pi} \beta_0 + \frac{\alpha_s^2(\mu)}{\pi^2} \beta_1 + \ldots \right).
\]

The normalised thrust cross-section is then defined as

\[
R_T(\tau) \equiv \frac{1}{\sigma} \int_0^1 \frac{d\sigma(\tau', Q)}{d\tau'} \Theta(\tau - \tau') d\tau',
\]

where $\sigma$ is the total cross section for $e^+e^- \rightarrow$ hadrons. In the two-jet region the fixed-order thrust distribution is enhanced by large infrared logarithms which spoil the convergence of the perturbative series. The convergence can be restored by resumming the logarithms to all orders in the coupling constant. The matched cross section can in general be written as

\[
R_T(\tau) = C(\alpha_s) \Sigma(\tau, \alpha_s) + D(\tau, \alpha_s),
\]

where

\[
C(\alpha_s) = 1 + \sum_{k=1}^\infty C_k \bar{\alpha}_s^k,
\]

\[
\log \Sigma(\tau, \alpha_s) = \sum_{n=1}^\infty \sum_{m=1}^{n+1} G_{nm} \bar{\alpha}_s^n L^m
\]

\[
= L g_1(\alpha_s L) + g_2(\alpha_s L) + \frac{\alpha_s}{\pi} \beta_0 g_3(\alpha_s L) + \ldots
\]
where $L \equiv \log(1/\tau)$. The function $g_1$ encodes all the leading logarithms, the function $g_2$ resums all next-to-leading logarithms and so on. The constant terms $C_i$ are required to achieve a full N$^{1+}$LL accuracy. $D(\tau, \alpha_s)$ is a remainder function that vanishes order-by-order in perturbation theory in the dijet limit $\tau \to 0$.

In view of matching the NNLL resummed distribution to the NNLO fixed order prediction using the $R$-matching scheme, we need to include the logarithmically subleading terms $C_2$, $C_3$ and $G_{31}$ in the expansions (8),(9).

The resummation of the thrust distribution beyond NLL was first achieved in [24] using an effective-theory approach and revisited in [29], where the full analytic expressions for the $\mathcal{O}(\bar{\alpha}_s^2)$ constant term $C_2$ and the coefficient $G_{31}$ were derived. The $\mathcal{O}(\bar{\alpha}_s^3)$ constant term $C_3$ is currently unknown, and a numerical estimate is given in [29] together with the full analytic expressions of the functions $g_i(\alpha_s L)$.

2.1 Factorisation and Resummation

Factorisation properties of event-shapes have been widely studied in the literature [34–36]. Referring to Fig. 1 we recast the cross section (6) as

$$ R_T(\tau) = H \left( \frac{Q}{\mu}, \alpha_s(\mu) \right) \frac{1}{2\pi i} \int d\nu \Theta(\nu) \left( \frac{Q}{\mu}, \alpha_s(\mu) \right) \left( \frac{w}{\mu}, \alpha_s(\mu) \right) $$

$$ \times \int d\nu S \left( \frac{w}{\mu}, \alpha_s(\mu) \right) \Theta(Q^2 \tau - k^2 - k^2 - wQ) + \mathcal{O}(\tau), $$

(10)

where we neglected terms of order $\mathcal{O}(\tau)$ which are absorbed in the remainder function $D(\tau, \alpha_s)$. We use the integral representation of the $\Theta$-function

$$ \Theta(Q^2 \tau - k^2 - k^2 - wQ) = \frac{1}{2\pi i} \int d\nu e^{\nu Q^2} e^{-\nu k^2} e^{-\nu k^2} e^{-\nu wQ}, $$

(11)

and the Laplace transform to recast Eq. (10) as

$$ R_T(\tau) = H \left( \frac{Q}{\mu}, \alpha_s(\mu) \right) \frac{1}{2\pi i} \int d\nu \Theta(\nu) \left( \frac{Q}{\mu}, \alpha_s(\mu) \right) \left( \frac{w}{\mu}, \alpha_s(\mu) \right) $$

$$ \hat{S} \left( \frac{N_0 Q}{N \mu}, \alpha_s(\mu) \right) $$

(12)

where we set $N = \nu Q^2$ and $N_0 = e^{-\gamma_E}$. The soft subprocess $\hat{S} \left( \frac{N_0}{N}\nu Q/\mu, \alpha_s(\mu) \right)$ describes the interaction between the two jets of hard collinear particles through soft gluon exchange. It can be therefore defined in a gauge invariant way as a correlator of Wilson lines

$$ \hat{S} \left( \frac{N_0 Q}{N \mu}, \alpha_s(\mu) \right) = \frac{Q}{N c} \int d\tau_s e^{-\tau_s N} \sum_{k_{eik}} \langle 0 | W_n(0) W_n(0) | 0 \rangle \langle k_{eik} | J_{cut}(\tau_s Q) (k_{eik}) W_n(0) W_n(0) | 0 \rangle, $$

(13)

where we defined $\tau_s = w/Q$. $W_n$ and $W_{\bar{n}}$ are Wilson lines

$$ W_n(y) = PE^{\text{exp}} \left( ig \int_0^\infty ds n \cdot A(ns + y) \right), $$

(14)
Figure 1: Leading regions in dijet factorisation.

describing the eikonal interaction of soft gluons with the fast moving quarks along the light-like directions $n^\mu$ and $\bar{n}^\mu$ respectively. $A(n_s+y)$ in eq. (14) denotes the gluon field in QCD. The sum runs over the final states $|k_{eik}\rangle$ involving $k$ soft particles whose phase space is constrained according to the thrust trigger function $J_{cut}(\tau Q^2)$. Both soft and soft-collinear contributions are encoded into the soft subprocess. The two-loop expression was computed analytically in [29] by performing direct phase-space cuts. The results are in agreement with those presented in [32,33]. The collinear subprocess $J_{\bar{J}}$ describes the decay of the jet-initiating hard quark (antiquark) into a jet of collinear particles moving along the $n^\mu$ ($\bar{n}^\mu$) direction. It is therefore an inclusive quantity which can be found in many other relevant QCD processes such as deep inelastic scattering and heavy quarks decay [22,30,37].

The short-distance hard function $H(Q/\mu, \alpha_s(\mu)) = |H(Q/\mu, \alpha_s(\mu))|^2$ takes into account the hard virtual corrections to the quark-antiquark production subprocess. It is free of large logarithms and it can be generally defined such that Eq. (10) reproduces the fixed-order cross section up to power suppressed terms.

Using the Renormalisation Group evolution of the soft and collinear subprocesses [29,30,37], we can recast eq. (12) as

$$R_T(\tau) = H\left(\frac{Q}{\mu}, \alpha_s(\mu)\right) \frac{1}{2\pi i} \int_C \frac{dN}{N} e^{\tau N} \bar{J}^2 \left(1, \alpha_s(\sqrt{\frac{N_0}{N}} Q)\right) \hat{S}\left(1, \alpha_s(\frac{N_0 Q}{N})\right) \times$$

$$\exp\left\{ -2 \int_{\frac{1}{\alpha_s^2 N^2 Q^2}}^1 \frac{d\theta}{\theta} \left[ \int_{\theta^2 \alpha_s^2 Q^2} \frac{dk^2}{k^2} A(\alpha_s(k^2)) + B(\alpha_s(uQ^2)) \right] \right\},$$

(15)

where the two coefficients $A(\alpha_s)$ and $B(\alpha_s)$ can be computed in perturbation theory. The coefficient $A(\alpha_s)$ reads

$$A(\alpha_s) = \Gamma_{cusp}(\alpha_s) - \beta(\alpha_s) \frac{\partial \Gamma_{soft}(\alpha_s)}{\partial \alpha_s},$$

(16)

where $\Gamma_{cusp}(\alpha_s)$ and $\Gamma_{soft}(\alpha_s)$ are the cusp and the soft anomalous dimensions respectively. The former, together with the coefficient $B(\alpha_s)$ can be extracted from the asymptotic limit.
of the $P_{qq}(\alpha_s, z)$ splitting function [31, 38] as $z \to 1$

$$P_{qq}(\alpha_s, z) \to 2 \frac{\Gamma_{\text{cusp}}(\alpha_s)}{(1-z)_+} + 2 B(\alpha_s) \delta(1-z) + ...$$

(17)

The integration contour in eq. (15) runs parallel to the imaginary axis on the right of all singularities of the integrand. From eq. (15) we see that the $u$-integral in the exponent is regularised by the lower bound $N_0$. Such a bound acts as an infrared regulator which prevents the strong coupling constant from being evaluated at non-perturbative scales ($\leq \Lambda_{QCD}$). Then, the contour in eq. (15) should be set away from all the singularities (in particular from the Landau pole). Nevertheless, for resummation purposes we can set the contour on the left of the Landau singularity since it would contribute with a non-logarithmic effect suppressed with some negative power of the center-of-mass energy scale. The inversion of the Laplace transform can be performed analytically by using the residue theorem as shown in [11, 29] and results in

$$R_T(\tau) = \left(1 + \sum_{k=1}^{\infty} C_k \left(\frac{\alpha_s}{2\pi}\right)^k\right) \exp \left[ \log \frac{1}{\tau} g_1(\lambda) + g_2(\lambda) + \frac{\alpha_s}{\pi} \beta_0 g_3(\lambda) + \left(\frac{\alpha_s}{2\pi}\right)^3 G_{31} \log \frac{1}{\tau} \right],$$

(18)

where

$$g_1(\lambda) = f_1(\lambda),$$

$$g_2(\lambda) = f_2(\lambda) - \log \Gamma(1 - f_1(\lambda) - \lambda f'_1(\lambda)),$$

$$g_3(\lambda) = f_3(\lambda) + \left(f'_1(\lambda) + \frac{1}{2} \lambda f''_1(\lambda)\right) \left(\psi^{(0)}(1 - \gamma(\lambda))^2 - \psi^{(1)}(1 - \gamma(\lambda))\right) + f'_2(\lambda) \psi^{(0)}(1 - \gamma(\lambda)) + C_F/\beta_0 (\gamma_E (3/2 - \gamma_E) - \pi^2/6).$$

(19)

The functions $f_i(\lambda)$ as well as the constants $C_1$, $C_2$ and $G_{31}$ are defined in [29], while the $C_3$ constant term is still analytically unknown. We fit the latter numerically using the fixed order Monte Carlo parton-level generator EERAD3. The fit is performed by subtracting the $O(\alpha_s^3)$ logarithmic structure from the fixed-order result and taking (numerically) the asymptotic limit $\tau \to 0$.

EERAD3 is run with a technical cutoff $y_0 = 10^{-5}$ which affects the thrust distribution below $\tau_0 \sim \sqrt{y_0}$. This forbids us from probing the far infrared region and we perform the fit for values of $\tau$ larger than $\tau_0$. Numerical fixed order results are obtained with $6 \times 10^7$ points for the leading colour contribution and $10^7$ points for the subleading colour structures. Because of the presence of large fluctuations in the Monte Carlo results, each color contribution is fitted separately over an interval where the distribution is stable and the different results are combined to find the numerical value of $C_3$. As an alternative approach we first sum up all the color contributions and then fit $C_3$. We consider the difference between the two approaches as a systematic error and as final result we obtain

$$C_3 = -1050 \pm 180(\text{stat.}) \pm 500(\text{syst.}).$$

(20)

Considering that there is no statistical correlation between different bin errors, as a different
possible estimate of the systematic uncertainty due to the sizeable fluctuation, we varied the fit range observing that it does not alter the result in any significant way outside the quoted systematic error margins. In Fig. 2 we vary the value of $C_3$ within its error band and we study its impact on the distribution. We observe that the numerical impact of $C_3$ on the distributions is less than 1.5% and it is therefore completely negligible compared the other theoretical uncertainties such that the large relative error range is tolerable for all practical purposes.

2.2 Matching to fixed-order and numerical results

In this section we match the obtained resummed distribution (18) to the NNLO fixed order prediction. The matching formalism must avoid double counting and allow to access theoretical uncertainties. We compare the $R$-matching and log$(R)$-matching scheme described in [14].

In Figure 3 we compare the differential cross section of the new matched NNLL+NNLO results with the old NLL+NNLO derived in [42]. The modification due to the resummation is sizable, leading to a 8% increase of the distribution around the peak region. The effect of the additional resummed subleading logarithms becomes progressively less important towards the multijet region, where the increase is nevertheless of about 5%. It is interesting to note that the matching of NNLO with NNLL resummation shifts the pure NNLO result also in the multijet region (Figure 4). This was not the case for NLL+NNLO, for which the impact of resummation in the region of large $\tau$ was negligible. This is another sign of the importance of the NNLL contribution.

The renormalisation scale dependence, which was observed to increase from pure NNLO to NLL+NNLO [42, 45] because of a mismatch in the cancellation of renormalisation scale logarithms, is obtained by varying $0.5 < x_\mu < 2$. It decreases at NNLL+NNLO by 20% in the peak region compared to NLL+NNLO. The magnitude of the scale uncertainty varies between 4% in the 3-jet region and 5% around the peak. In Figure 5 we compare the $R$-matching and log$(R)$-matching scheme predictions at NNLL+NNLO. The difference between the two matching prescriptions is tiny and lies well below the scale uncertainty. This implies a very good stability of the theoretical predictions under variation of the matching scheme.

One further source of arbitrariness is the choice of the logarithms to be resummed. In fact, it is not clear whether powers of $\alpha_s \log(1/\tau)$ or powers of e.g. $\alpha_s \log(2/\tau)$ have to be resummed. The origin of this arbitrariness has to do with how much of the non-logarithmic part of the fixed-order prediction is exponentiated together with the logarithms. We can express this arbitrariness by introducing a new parameter $x_L$, which rescales the logarithms as [14]: $L \to \hat{L} = \log(1/(x_L \tau))$. 

Figure 2: Impact of $C_3$ variation
Figure 3: Comparison of the Thrust distributions with NNLL+NNLO and NLL+NNLO accuracy. The plot on the top shows the two distributions, with the uncertainty band due to scale dependence. The curve in the middle shows the difference between NNLL+NNLO and NLL+NNLO normalised to the NLL+NNLO curve. The impact of the resummation at NNLL is an increase in the distribution of order 5-8%. The lowest plot shows the absolute scale dependence of the two curves.

Figure 4: Comparison of the Thrust distribution at NNLO with the matched NNLL+NNLO predictions. The contribution of NNLL resummation is sizable over the full thrust range.

Figure 5: Comparison of the results obtained with the $R$-matching scheme and the log($R$)-matching scheme. The width of the curve shows the uncertainty related to the scale variation.

We can estimate the related uncertainty by varying the parameter $x_L$. In Ref. [14] several prescriptions are given on how to set the correct variation range for $x_L$ for different observables. For the sake of simplicity and since we are not performing a fit of the strong
Figure 6: Dependence on the resummed logarithms, determined by varying the parameter $x_L$. The left plot shows the change in the $x_L$ dependence between NLL+NNLO and NNLL+NNLO. The upper plot shows the distributions with the corresponding uncertainty band, in the lower plot we compare only the uncertainties. In the right plot the $x_L$ dependence using the two different matching schemes is shown.

coupling constant, we choose to vary $x_L$ within the canonical interval $0.5 < x_L < 2$, similarly to what is chosen to quantify the renormalisation scale uncertainty. This choice is also close to the nominal range of variation proposed in [14]. The impact of this variation is shown in Figure 6. The left plots show a comparison of the $x_L$-dependence between NLL+NNLO and NNLL+NNLO predictions. The lower plot allows to quantify the reduction of the uncertainty due to a variation $x_L$. Apart from the far infrared region, it is observed to decrease by 50% in the peak region. The scale-dependence reduction is smaller towards the multijet region, where the contribution of the logarithmic part becomes less important. The resummation uncertainty at NNLL+NNLO varies between 2% and 3%. In the right plot the same comparison is made at NNLL+NNLO using the $R$-matching and $\log(R)$-matching schemes. We observe a similar $x_L$-dependence in both schemes.

3 Outlook

The recent results on event shape resummation improve the description of existing experimental data. In view of future work at high energy linear colliders and precise determinations of the strong coupling constant, N$^2$LL predictions for the remaining Event-Shape observables are necessary. Moreover, an additional source of uncertainty is due to power-behaved hadronisation corrections which get large in the dijet region. Currently there is no deep theoretical understanding of such corrections which constitute an important source of theoretical error. In the past, these were often computed using leading-logarithmic parton shower Monte Carlo programs, which turned out to be clearly insufficient [45] in view of the precision now attained by the perturbative description. Systematic approaches to hadronization within the dispersive model [41,48] or by using the shape function formalism [25,47] are offering a more reliable description. Such corrections are quite sizeable at LEP energies (Fig. 7) while they are highly suppressed at future linear colliders energies (Fig. 8). In Fig. 7 we show
what the power-corrected distribution looks like when compared to the pure perturbative answer. Non-perturbative corrections are computed with a dispersive model [48] and both the mean effective coupling \( \alpha_0 \) and the strong coupling \( \alpha_s \) are obtained by performing a simultaneous fit using ALEPH data at \( Q = 91.2 \) GeV. Such a fit is purely qualitative since the correlation matrix is degenerate when only one data set is used. To perform a meaningful fit, experimental data over a broader range of energies have to be included. We will address this issue in a future publication.

![Figure 7](image1.png)  
**Figure 7:** Theoretical prediction with (blue) and without (red) power corrections compared to ALEPH data. The non-perturbative parameter \( \alpha_0 \) as well as the strong coupling constant \( \alpha_s \) are fitted to experimental data.

![Figure 8](image2.png)  
**Figure 8:** Comparison of the perturbative (red) and power-corrected (blue) distributions at a center of mass energy of 500 GeV. The plot shows how much hadronisation corrections get suppressed at typical future linear collider energies.

## 4 Acknowledgments

This research is supported in part by the Swiss National Science Foundation (SNF) under contract 200020-138206, by the UK STFC, by the European Commission through the “LHCPhenoNet” Initial Training Network PITN-GA-2010-264564 and by the National Science Foundation under grant NSF PHY05-51164.

## References

[1] http://ilcagenda.linearcollider.org/contributionDisplay.py?sessionId=7&contribId=129&confId=5134

[2] S. Brandt, C. Peyrou, R. Sosnowski and A. Wroblewski, Phys. Lett. **12** (1964) 57; E. Farhi, Phys. Rev. Lett. **39** (1977) 1587.

[3] R. K. Ellis, D. A. Ross and A. E. Terrano, Nucl. Phys. B **178** (1981) 421.

[4] R. K. Ellis, D. A. Ross and A. E. Terrano, Phys. Rev. Lett. **45** (1980) 1226.

[5] Z. Kunszt, Phys. Lett. B **99** (1981) 429.

[6] J. A. M. Vermaseren, K. J. F. Gaemers and S. J. Oldham, Nucl. Phys. B **187** (1981) 301.

[7] K. Fabricius, I. Schmitt, G. Kramer and G. Schierholz, Z. Phys. C **11** (1981) 315.

[8] Z. Kunszt and P. Nason, *QCD at LEP*, CERN Yellow Report 89-08 (1989), p.373.

[9] W. T. Giele and E. W. N. Glover, Phys. Rev. D **46** (1992) 1980.
[10] S. Catani, M. H. Seymour, Phys. Lett. B378 (1996) 287.
[11] S. Catani, L. Trentadue, G. Turnock, B. R. Webber, Nucl. Phys. B407 (1993) 3.
[12] Y.L. Dokshitzer, A. Lucenti, G. Marchesini and G.P. Salam, JHEP 9801 (1998) 011.
[13] A. Banfi, G.P. Salam and G. Zanderighi, JHEP 0201 (2002) 018.
[14] R. W. L. Jones, M. Ford, G. P. Salam, H. Stenzel, D. Wicke, JHEP 0312 (2003) 007.
[15] A. Gehrmann-De Ridder, T. Gehrmann and E. W. N. Glover, JHEP 0509 (2005) 056.
[16] A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, G. Heinrich, JHEP 0711 (2007) 058.
[17] A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, G. Heinrich, JHEP 0712 (2007) 094.
[18] A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, G. Heinrich, Phys. Rev. Lett. 99 (2007) 132002.
[19] S. Weinzierl, JHEP 0907 (2009) 009.
[20] S. Weinzierl, JHEP 0906 (2009) 041.
[21] S. Weinzierl, Eur. Phys. J. C 71 (2011) 1565.
[22] G. F. Sterman, Nucl. Phys. B 281 (1987) 310.
[23] D. de Florian and M. Grazzini, Nucl. Phys. B 704 (2005) 387.
[24] T. Becher, M.D. Schwartz, JHEP 0907 (2009) 034.
[25] R. Abbate, M. Fickinger, A. H. Hoang, V. Mateu, I. W. Stewart, Phys. Rev. D 83 (2011) 074021.
[26] Y.T. Chien, M.D. Schwartz, JHEP 1008 (2010) 058.
[27] J.-y. Chiu, A. Jain, D. Neill, I. Z. Rothstein.
[28] T. Becher, G. Bell and M. Neubert, Phys. Lett. B 704 (2011) 276.
[29] P. F. Monni, T. Gehrmann and G. Luisoni, JHEP 1108 (2011) 010.
[30] T. Becher and M. Neubert, Phys. Lett. B 637 (2006) 251.
[31] T. Becher, M. Neubert and B. D. Pecjak, JHEP 0701 (2007) 076.
[32] R. Kelley, M. D. Schwartz, R. M. Schabinger and H. X. Zhu, Phys. Rev. D 84 (2011) 045022.
[33] A. Hornig, C. Lee, I. W. Stewart, J. R. Walsh and S. Zuberi, JHEP 1108 (2011) 054.
[34] J.C Collins, D.E. Soper, G. Sterman, in Perturbative Quantum Chromodynamics, ed. A.H. Mueller (World Scientific Singapore, 1989).
[35] C. F. Berger, T. Kuca, G. F. Sterman, Phys. Rev. D 68 (2003) 014012.
[36] S. Fleming, A. H. Hoang, S. Mantry and I. W. Stewart, Phys. Rev. D 77 (2008) 074010.
[37] G. P. Korchemsky and G. F. Sterman, Phys. Lett. B 340 (1994) 96.
[38] G. P. Korchemsky, Mod. Phys. Lett. A 4 (1989) 1257.
[39] G. Dissertori, A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, G. Heinrich, H. Stenzel, JHEP 0802 (2008) 040.
[40] G. Dissertori, et al., Phys. Rev. Lett. 104 (2010) 072002.
[41] T. Gehrmann, M. Jaquier and G. Luisoni, Eur. Phys. J. C 67 (2010) 57.
[42] T. Gehrmann, G. Luisoni, H. Stenzel, Phys. Lett. B664 (2008) 265.
[43] R. A. Davison and B. R. Webber, Eur. Phys. J. C 59 (2009) 13.
[44] S. Bethke, S. Kluth, C. Pahl and J. Schieck [JADE Collaboration], Eur. Phys. J. C 64 (2009) 351.
[45] G. Dissertori, A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, G. Heinrich, G. Luisoni, H. Stenzel, JHEP 0908 (2009) 036.
[46] G. Abbiendi et al. [OPAL Collaboration], Eur. Phys. J. C 71 (2011) 1733.
[47] G. P. Korchemsky and G. F. Sterman, Nucl. Phys. B 555 (1999) 335.
[48] Y. L. Dokshitzer, G. Marchesini and B. R. Webber, Nucl. Phys. B 469 (1996) 93.