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ABSTRACT

Context. One of the leading problems in the world of artificial intelligence is the optimization of complex systems, which is often represented as a nonlinear function that needs to be minimized. Such functions can be multimodal, non-differentiable, and even set as a black box. Building effective methods for solving global optimization problems raises great interest among scientists.

Objective. Development of a new hybrid genetic algorithm for solving global optimization problems, which is faster than existing analogues.

Methods. One of the crucial challenges for hybrid methods in solving nonlinear global optimization problems is the rational use of local search, as its application is accompanied by quite expensive computational costs. This paper proposes a new GBOHGA hybrid genetic algorithm that reproduces guided local search and combines two successful modifications of genetic algorithms. The first one is BOHGA that establishes a qualitative balance between local and global search. The second one is HGDN that prevents re-exploration of the previously explored areas of a search space. In addition, a modified bump-function and an adaptive scheme for determining one of its parameters – the radius of the “deflation” of the objective function in the vicinity of the already found local minimum – were presented to accelerate the algorithm.

Results. GBOHGA performance compared to other known stochastic search heuristics on a set of 33 test functions in 5 and 25-dimensional spaces. The results of computational experiments indicate the competitiveness of GBOHGA, especially in problems with multimodal functions and a large number of variables.

Conclusions. The new GBOHGA hybrid algorithm, developed on the basis of the integration of guided local search ideas and BOHGA and HGDN algorithms, allows to save significant computing resources and speed up the solution process of the global optimization problem. It should be used to solve global optimization problems that arise in engineering design, solving organizational and management problems, especially when the mathematical model of the problem is complex and multidimensional.

KEYWORDS: nonlinear optimization, global minimum, randomized search heuristics, hybrid approach, genetic algorithm, deflation operator, guided local search.

ABBREVIATIONS

GA is a genetic algorithm;
BFGS is a Broyden-Fletcher-Goldfarb-Shanno algorithm;
L-BFGS is a modification of the Broden-Fletcher-Goldfarb-Shanno algorithm (with limited memory);
L-BFGS-B is an extended modification of the Broden-Fletcher-Goldfarb-Shanno algorithm;
BOHGA is a best offspring hybrid genetic algorithm;
PSO is a particle swarm optimization algorithm;
HGDN is a hybrid genetic deflated Newton method;
GBOHGA is a guided best offspring hybrid genetic algorithm;
BH is basin-hopping, a technique for global optimization;
DA is a dual annealing algorithm;
DE is a differential evolution, a population-based metaheuristic search algorithm.

NOMENCLATURE

$f(x)$ is an objective function;
$\nabla f(x)$ is a gradient of a function $f(x)$;
$H(x)$ is a Hessian matrix $f(x)$;
\( \mathbf{x}^* \) is a global optimum of a function \( f(\mathbf{x}) \);
\( \mathbf{x} = (x_1, x_2, ..., x_n) \) is a point of \( n \)-dimensional real space, current position;
\( \gamma \) is an improvement from the current positions to the next;
\( \mathbf{x}_k^b, k = 1, K \) are deflation points of the function, local optimums found at the current moment of the algorithm;
\( r \) is a radius around the deflation point;
\( r_k \) is an adjustable radius around the deflation point;
\( b_{ka}(\mathbf{x}) \) is a bump-function (a smooth function with compact support);
\( \lambda \in (1, 2] \) is a parameter of the GBOHGA;
\( \alpha \) is a coefficient for adjusting the shape of the bump function.

**INTRODUCTION**

Today in the world of artificial intelligence one of the leading problems is the optimization of complex systems, which are reduced to many socio-economic, technical, organizational and managerial tasks [1, 2]. It is often presented as a nonlinear function that needs to be optimized. Problems of nonlinear optimization also arise in engineering design and in the fundamental sciences, such as in physics, chemistry, molecular biology, and others [3, 4]. Numerical solutions to such problems can be associated with significant difficulties because the objective function can be multi-extreme, non-differentiable and, in general, given in the form of a black box. In addition, each calculation of a function may require significant computational resources.

Unfortunately, there is no universal method for determining the global solution of the nonlinear optimization problem in the general formulation. Most traditional optimization methods are deterministic and local. They are often unable to leave the areas of attraction of local optimums. The use of the found local solutions may be insufficient because the global optimum can give a significant advantage over local ones. But there is an alternative approach – the use of evolutionary methods of global optimization and the deliberate introduction of an element of randomness into the search algorithm. These methods are based on the natural behavior of biological and physical systems and are able to overcome the shortcomings of traditional methods of “stuck” in the local optimum [5]. In addition, randomness can serve the purpose of collecting information about the behavior of the object of study and management objectives. The advantages of such methods are considered to be their increased speed; low sensitivity to irregular behavior of the objective function and the presence of random errors in calculating the function; relatively simple internal implementation; low sensitivity to the growing dimensionality of the optimization problem; the possibility of natural introduction into the search process of learning and self-learning. Besides, within the known random search schemes, new algorithms are easily built that implement various heuristic adaptation procedures.

A popular representative of evolutionary strategies is a genetic algorithm. In its classical form, it successfully explores the search space but has a slow convergence. To get rid of this shortcoming developed and widely used in the practice implementations that combine genetic algorithm and methods that in the process of their work use local information about promising areas of search. Such methods are called hybrid. One of the important issues in them is the balance between their components, and one of the well-known problems is the repeated exploration of the same area with the repeated finding of the already known local solution. Therefore, the development and research of new effective methods and algorithms for finding the global optimum of a multi extreme function continues.

This paper presents a new hybrid genetic algorithm GBOHGA for solving the global optimization problems, which integrates methods that can solve the above problems. One way to balance the components of the algorithm is to manage the proportion of the population that should perform a local search. For this purpose, the scheme laid down in the BOHGA method was used [6]. To prevent re-exploration of previously visited areas, the idea of “deflation” of the function from HGDN [7] was borrowed to “remove” already found solutions, but it is proposed to use it to the objective function, which is ideologically similar to guided local search [8] from combinatorial optimization. In addition, a new adaptive scheme is proposed to establish the size of the radius of the “deflation” area in order to avoid the unsuccessful selection of this parameter. As will be shown below, all this provides significant savings in computing resources and speeds up the algorithm, as it prevents the unnecessary use of local search.

**The object of study** is the problems of global optimization.

**The subject of study** is local search methods and randomized search heuristics for solving global optimization problems, their computational characteristics, and conditions of application.

**The purpose of the work** is to develop a new hybrid genetic algorithm for solving the problem of global optimization, devoid of the shortcomings of existing analogs.

### 1 PROBLEM STATEMENT

We will consider the problem of optimization in the next statement:

\[
\mathbf{f}^* = \min_{\mathbf{x} \in \Omega} f(\mathbf{x}),
\]

(1)

where the feasible set is \( n \)-dimensional parallelepiped

\[
\Omega = \{ \mathbf{x} \in \mathbb{R}^n, a_i \leq x_i \leq b_i, i = 1, n \}.
\]

(2)

Since the aim of the research is to develop an algorithm for solving the problem (1), (2) for the widest pos-
sensible class of objective functions, we will assume that the function \( f(x) \) is continuous, but can be multimodal, nonlinear, non-differentiable, have a ravine relief or high computational complexity.

2 REVIEW OF THE LITERATURE

The variety of global optimization problems entails a variety of approaches to their solution [1, 9]. An extensive overview of such problems and methods is given in [10]. Many studies are devoted to the study of the peculiarities of the use of methods for specific problems of global optimization. Let us recall only some of the known approaches, and review the latest developments in this field, without claiming to be complete.

There are so-called passive (non-adaptive) algorithms, in which the calculation points of the objective function are selected before the search from some a priori ideas about the problem and can not be changed during the operation of the algorithm. This approach usually requires a very large amount of computation to obtain a reliable estimate of the global solution. When using sequential (adaptive) schemes for placing the calculation points of the function, both a priori and information about the problem obtained during the search process are taken into account. Adaptive methods are generally characterized by a denser placement of the points of calculation of the function in the vicinity of the solution and rarer outside of it. Consistent are, for example, branch-and-bound algorithm, Bayesian methods, algorithms based on interval arithmetic, methods of multiple local descent, and many others [10]. Within the framework of interval analysis, the technique of multiple partitioning is intensively developed, as well as more complex partitioning strategies based on simplexes [11] and various auxiliary functions [12]. Each of the techniques is common enough to solve different classes of global optimization problems.

For many practical problems (solving systems of nonlinear equations and inequalities, optimization of hierarchical models associated with placement problems, service systems, etc.), the assumption that the functions characterizing the system of study are Lipschitz functions is typical. The development of the theory and methods of numerical solution of problems of this type is the subject of Lipschitz global optimization [13, 14].

Special mention should be made of adaptive stochastic search strategies, many of which underlie heuristic global optimization algorithms (simulated annealing methods, genetic algorithms, tabu search methods, and others). Different strategies for approaching and relaxing the original problem are also used, which involve the consistent construction of auxiliary subtasks: their solution allows to improve the estimation of the global optimum [15–17]. In [15, 16] methods and algorithms for solving optimization problems are studied, which do not use information about the derivatives of the objective function but require only knowledge of its values. In [15] a systematic comparison of existing implementations of such algorithms on a large set of test problems, convex and nonconvex, smooth and non-smooth is presented. The authors single out global solvers that are superior to local ones, even for convex problems, and demonstrate excellent performance in terms of improving suboptimal solutions.

Geometric and information bases for the construction of global optimization algorithms are considered in [16].

Here are some new ideas for speeding up the search so that accelerated optimization methods automatically implement local behavior in promising regions and do not stop the search process of a global minimum. The authors emphasize that a reasonable combination of new and traditional computational steps leads to two dozen different global optimization algorithms. All of them are studied and numerically compared on three test sets of functions and applied problems.

For costly, in terms of computing resources, black-box problems surrogate models are now widely used to reduce computation time and effort in finding the global optimum. Thus, in [17] a new global optimization method is proposed, which uses an ensemble of surrogates and reduction of hierarchical design. The search uses an ensemble of three representative surrogate methods with optimized weights to select promising sampling points, narrow the study space, and determine the global optimum. The new proposed global optimization method tested using eighteen representative functions and two engineering design optimization problems, demonstrated improved capabilities in identifying promising search areas and reducing design space, as well as excellent search efficiency and reliability in determining global optimum. Fundamental problems that arise during global optimization based on surrogates from the point of view of the practitioner, including the selection of concepts, methods, techniques, and engineering applications, are discussed in [18]. Providing a comprehensive discussion of the issues raised, the paper explores the latest achievements in the planning of experiments, methods of surrogate modeling, criteria for filling and reducing the project space.

New sampling points are needed to increase the accuracy of the surrogate model forecast. The decision-making strategies for the following promising samples are called the filling criteria, the so-called adaptive sampling methods. The filling criteria (which are conventionally classified as exploitation, exploration, combined exploitation, and research) may well guide the selection of new sampling points depending on the information from the optimization process to be used. On the one hand, operating methods may focus on regions located in the area of the best point that has been found so far, but which may not even be stationary for the function. This can only lead to a local approximation and a local optimum. On the other hand, exploration and combined exploitation usually explore rare regions or regions with high uncertainty. However, only the use of exploration strategy can lead to the depletion of computational resources when approaching the global minimum with a given accuracy. In general, high accuracy is needed in potentially promising regions. Therefore, the authors [19] propose to combine exploitation and exploration to balance competing goals between lower cost and more accurate assessment of the optimal solution. The work focuses on parallel algorithms of effective global optimization. Here, a multi-point hill criterion is developed, which uses entropy to accurately measure the uncertainty of the Kriging surrogate, and then balances global exploration and local exploitation of multi-point selection criteria. A strategy for optimizing the decomposition of domains, which provides a small amount of training
data, is also proposed. According to the authors, compared to several other methods, it has an obvious advantage in solving complex optimization problems in a large-scale parallel computing environment.

Bayesian optimization, which is used to search for the global minimum of computationally expensive black-box functions when the evaluation of functions is costly and the optimum can be achieved with a relatively small number of evaluations, is becoming increasingly popular today. However, its application for multidimensional problems with several thousand observations remains a difficult task, and the improvement of appropriate methods and approaches is an important area of modern research. Thus, [20] proposed ensemble Bayesian optimization to simultaneously solve the problems of large-scale observations, large dimensionality of the input space, and the choice of batch requests that balance quality and diversity. In [21] the authors proposed the TuRBO algorithm based on a collection of local probability models that provide local search trajectories that can be used to quickly identify the best values of the objective function. This approach is complemented by a so-called gangster strategy, which distributes samples across trust regions, implicitly trading exploration and exploitation.

Therefore, deterministic methods have an advantage in the guaranteed quality of the solution found, but the computational complexity of such methods is exponential in the worst case. In fact, no method is better for the worst case of a function than passive grid search. Because optimization problems usually come from an arbitrary source and therefore tend to have unknown statistical characteristics, alternative approaches to solving such problems, including adaptive search strategies and statistical modeling tools, are becoming important tools, especially in the case of high-dimensional problems.

Significant results show evolutionary strategies that mimic biological and social models of evolution. Different deterministic and stochastic algorithms can be built on the basis of different evolutionary rules. This is evidenced, for example, by the successful application of the genetic algorithm to real problems in a wide range of industries [22]. Although metaheuristics are considered reliable, their convergence slows down when solving complex problems, because they do not involve the use of local information about promising areas of search. To combat this defect, the idea of combining local search with various metaheuristic algorithms is being increasingly introduced.

The following is a brief description of the genetic algorithm, together with its modifications and methods of constructing hybrids based on it.

### 3 MATERIALS AND METHODS

The genetic algorithm is an iterative optimization method based on the concept of natural selection known in genetics. Variables that characterize the solution are represented as a set of genes on a chromosome. For example, a point in \( n \)-dimensional space can be encoded by a characteristic vector \( x = (x_1, \ldots, x_n) \). GA operates with a finite set of solutions (population), generates new solutions as different combinations of parts of others, using operators such as selection, crossover and mutation [22]. The new solutions are positioned in the population according to their position on the surface of the studied function.

At the beginning of the algorithm, initialization is performed – the formation of the initial population randomly. Next, the selection of chromosomes is done, which consists of selecting those that will produce offspring for the next population. Genetic operators that form a new population are applied to the selected chromosomes. Crossover is a key operator based on the assumed high probability that the new solution obtained from two sufficiently good solutions of the problem will be good or even better than the previous ones. An important but still secondary role is played by the mutation operator, which introduces new genetic material into the population to maintain population diversity and prevents losses that could occur due to the exclusion of any significant gene as a result of crossbreeding.

The steps described above are repeated many times until the algorithm’s stop criterion is met, for example, when the already achieved value of the objective function does not improve for some time. Or the operation of the algorithm can be strictly limited by a predetermined duration or number of iterations.

In order not to waste significant computing resources when solving complex problems, after crossover and mutation, an additional operator is used. It performs a local search, starting in a certain area of the promising area. Such algorithms are called hybrid. Methods and algorithms of local search most often find the nearest extremum, and the trajectory of their movement significantly depends on the choice of the starting point and the nature of the target function.

The choice of local search method for inclusion in the hybrid should be made taking into account the benefits and costs of using each of the approaches. Genetic algorithm operators also partially perform the role of local search with relatively low computational cost compared to more accurate local search methods. Therefore, it is rational to limit the usage of a local search operator. A specific scheme for determining individuals from the population to whom it is desirable to apply local search is offered by the BOHGA [6]. The algorithm’s scheme proposes to perform a local search only when the best representative of the offspring population is also the best in the current parent population. When such best offspring appear, it is very likely that such offspring will explore a new area, and therefore local knowledge will be used to accelerate the search for the most promising region.

However, in the described scheme, there can still be a re-application of local search to individuals that fall into the same area of gravity of the search space, so in order to prevent unnecessary computational costs in [7], a deflated Newton modification was proposed that is a key idea of the HGDN method. This hybrid uses a genetic algorithm as a global search method and deflated Newton scheme as a local search operator. This modification of Newton’s method effectively identifies several local optima in the immediate vicinity of the starting point and accordingly changes the function. Here is the main idea of the method.

It is known that Newton’s method calculates the gradient and Hessian of the objective function at the current point and uses this information to predict the new location of the solution by solving the equation \( H(x)\gamma = -\nabla f(x) \). The deflated Newton scheme is that Newton’s algorithm looks for station-
ary points of function \( f(x) \). Let \( x_0^1, x_0^2, ..., x_0^K \) – be the stationary points defined at the moment. Then other such points can be found by applying the deflation of the gradient of the function \( f \) by the formula:

\[
\nabla f_{x_0}(x) = \nabla f(x) \prod_{k=1}^{K} \left| \left| x - x_0^k \right| \right|^2.
\]

(3)

The deflated function has no roots in the found optimums, and therefore, the local search method will no longer be able to converge to these points. The principle of operation of this approach is shown in Fig. 1 [7]. Thus, in Fig. 1, a genetic algorithm applies the local search operator to each individual of the population, and in the next iteration, the same optimum is identified again. To combat this behavior, formula (3) is used to calculate the gradient of the function, i.e. the roots are removed (Fig. 1,b), and therefore the already found optimums cannot be identified again, and each individual can find new optimums (Fig. 1, c).

Since the proposed deflation formula is often unreliable in the computational sense, alternative deflation operators are being developed [7, 23].

The localized operator proposed in [7], in order to affect only the area close to the deflation, uses the bump-function (smooth function with compact support) in the following form:

\[
b_{x_0}(x) = \begin{cases} 
\exp\left(-\frac{\alpha}{r^2} \right), & \text{if } x_0^i - r < x_i < x_0^i + r, \\
0, & \text{else,}
\end{cases}
\]

with \( x_0^i \) as a deflation point. And the deflated function itself has the form:

\[
\nabla f_{x_0}(x) = \frac{\nabla f(x)}{1-b_{x_0}(x)}.
\]

We will build a new global optimization algorithm that combines the above-described BOHGA and HGDN hybrids, as both seek to reduce the number of function evaluations by eliminating the useless use of the local search operator to individuals who are either in non-promising regions or in the same one.

In addition, we develop the idea of a guided local search algorithm [8], which has successfully proven itself in combinatorial optimization [24–26]. The latter was proposed by Voudouris and Tsang and is a meta-heuristic method that during the search process constructs penalties and uses them to help local search algorithms get out of the minimum already found, and even from almost horizontal areas. As soon as the search algorithm falls within the local minimum, the objective function is modified in a certain way, and the local search works with this modified function.

In the new algorithm GBOHGA to modify the objective function in the areas of attraction of already found local extrema, we will use the bump-function introduced in HGDN. That is, the function \( f(x) \) in these areas is replaced by the following:

\[
f_{x_0}(x) = \frac{f(x)}{1-b_{x_0}(x)}.
\]

(5)

Thus, in this way, the algorithm forces the individual to look for a new optimum elsewhere, preventing re-convergence to the point \( x_0 \). However, with the long-term operation of an algorithm with a highly multimodal function, the set of local optimums found can become very large, which affects both the amount of memory consumed and computational costs. Besides, in practice, there is a question of choosing a value for the parameter \( r \) that is responsible for the size of the radius of the deflation point of the previously found optimum. If you choose too small a value, its positive effect on the algorithm will not be noticeable, in addition, it can lead to a significant number of local optimums in the same area of attraction of the search space. On the contrary, choosing too large a value of this parameter, we assume that the local search algorithm qualitatively explored this region and provided the best possible solution from it.

Although, of course, it may happen that this relatively small area itself is very complex, and, therefore, such a choice of the radius of deflation can cause premature convergence of the algorithm.
To overcome this uncertainty, the new algorithm proposes to use an adaptive scheme for selecting the value of the parameter \( r \), that responds to the frequency of falling into the area of attraction of the local optimum. Given the type of objective function, for each found point \( x_0 \) of the local optimum, a certain rather small initial value \( r_0 \) is chosen. Next, in the case of repeated convergence to the previously found optimum at a distance less than or equal to \( \lambda r_j \), from two points of the optimum – new \( x_0^k \) and \( x_0^i \) save the one that corresponds to the smaller value of the function, with radius \( r = \lambda r_j \). The bump-function has the form:

\[
b_{x_0}(x) = \begin{cases} 
\prod_{i=1}^{n} \exp\left(-\frac{-\alpha}{r_k^2 - (x_i - x^i_0)^2}\right), & \text{if } \|x - x^0_i\| < r_k, \\
\exp\left(-\frac{-\alpha}{r_k^2}\right), & \text{else.}
\end{cases}
\]  

(6)

In order not to perform a costly operation of local search in those areas that are likely to be of no use, we will use the BOHGA scheme of a selection of individuals to which the deflation operator (5), (6) is applied with an adaptive choice of parameter \( r \). Thus, the scheme of the GBOHGA is as follows.

**GBOHGA algorithm**

1. The operators of the genetic algorithm are determined; parameters \( r_0, \alpha, \lambda \) are set.

2. The initial population is randomly generated.

3. Evaluation of the objective function for each individual of the initial population is performed.

4. A population of offspring is created using genetic algorithm operators.

5. The objective function of each individual of the population of offspring according to formulas (5), (6) is estimated.

6. It is determined whether the best offspring individual among the offspring population is also the best among the current parent population.

6.1 If not, go to step 7 (local search is not performed).

6.2 In the case of such a descendant, the local search operation is applied only to it and the suitability of the new solution \( x_0^k \) is estimated.

6.3 It is checked whether the new solution is similar to any previously found. That is, whether the new solution \( x_0^k \) is located at a distance less than \( \lambda r_j \) from the \( i \)-th previously found local optimum.

6.3.1 If not, then a new solution \( x_0^k \) with a radius \( r_k \) is added to the set of local optima \( \{x_0^1, r_1\}, \{x_0^2, r_2\}, ..., \{x_0^{k-1}, r_{k-1}\}\).

6.3.2 Otherwise, from the two points of the local optimum – the new \( x_0^k \) and \( x_0^i \) – we keep the one that corresponds to the smaller value of the function, with a radius \( r = \lambda r_j \).

7. It is decided which individuals to include in the next population and which parents should also be left in the new generation according to the elitist approach.

8. If the stop criterion is met, the procedure stops, otherwise, the transition to step 4 is performed.

**4 EXPERIMENTS**

To test and compare the efficiency of the developed and existing, the best for today, optimization algorithms among the known modern artificial landscapes [27] selected 33 functions with different properties in terms of modality, separability, scalability, and landscape of the valley. The choice of functions for testing is justified by the following considerations.

Multimodal functions with many local minima form one of the most complex classes of optimization problems for many algorithms and are used to test the ability of the algorithm to proceed from any local minimum. If the algorithm has a poorly designed research process, it cannot effectively investigate the landscape of functions and is stuck at the local minimum. Also for algorithms, functions with flat surfaces can cause difficulties, because their invariance does not give the algorithm any information to direct the search process to the minima (for example, Stepin or Powell Sum).

Among the test functions, there are separable and non-separable. Usually, it is much easier to optimize the former, since each variable of such a function is independent of the others, it is possible to perform a sequence of \( n \) independent optimization processes to find the optimal value of the respective variables.

An important indicator of the effectiveness of optimization algorithms is the ability to overcome the problem of dimensionality because it is known that with the increasing number of parameters, the search space also increases, and exponentially. Therefore, the set of test functions includes functions with the ability to increase the number of their components.

For some functions, the area containing global minima is very small compared to the whole search space, for example, Powell or Schaffer problems. For the last problem, the global minimum is very close to the local minima. And if the algorithm does not have time to change direction in functions with a narrow curved valley, or inefficiently explores the search space, in the case where the functions have several global minima, such an algorithm will not be able to cope with these problems. The choice of test functions is made taking into account the variety of the functions’ hypersurfaces [28].

Table 1 contains a general description of a set of selected artificial landscapes listed above. The list of all test functions used in the work with their mathematical notation is given in the Table 2, and in Fig. 2 are presented the landscapes of some of them.
### Table 1 – General characteristics of a set of artificial landscapes

| A property that is typical for a function from the set of artificial landscapes | Percentage of functions in the set |
| --- | --- |
| continuity | 91 |
| differentiability | 73 |
| separability | 36 |
| unimodality | 58 |
| convexity | 42 |

### Table 2 – Artificial landscapes

| N | Name | Mathematical notation, optimal solution |
| --- | --- | --- |
| 1 | Ackley 1 | $f(x) = -20e^{-\left(1 + \sum_{i=1}^{n} \left(1 - \cos\left(2\pi x_i \right)\right)\right) + 20 + e}$, $-35 \leq x_i \leq 35$, $x^* = (0,0,...,0)$, $f(x^*) = 0$ |
| 2 | Alpine 1 | $f(x) = \sum_{i=1}^{n} |x_i \sin(x_i) + 0.1x_i|$, $-10 \leq x_i \leq 10$, $i = \mathbb{N}$, $x^* = (0,0,...,0)$, $f(x^*) = 0$ |
| 3 | Chung Reynolds | $f(x) = \left(\sum_{i=1}^{n} x_i^2\right)^{2}$, $-100 \leq x_i \leq 100$, $x^* = (0,0,...,0)$, $f(x^*) = 0$ |
| 4 | Exponential | $f(x) = -\exp{-0.5 \sum_{i=1}^{n} x_i^2}$, $-1 \leq x_i \leq 1$, $i = \mathbb{N}$, $x^* = (0,0,...,0)$, $f(x^*) = 0$ |
| 5 | Griewank | $f(x) = \frac{x_i^2}{4000} - \sum_{i=1}^{n} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1$, $-100 \leq x_i \leq 100$, $x^* = (0,0,...,0)$, $f(x^*) = 0$ |
| 6 | Hap Cat | $f(x) = \left(\sum_{i=1}^{n} x_i^2\right)^{2} + \left(\frac{1}{3} \sum_{i=1}^{n} x_i\right)^{2} + \frac{1}{2}$, $-2 \leq x_i \leq 2$, $x^* = (-1,-1,...,-1)$, $f(x^*) = 0$ |
| 7 | Periodical | $f(x) = 1 + \sum_{i=1}^{n} \sin^2\left(x_i^2\right) - 0.1e^{-\sum_{i=1}^{n} x_i^2}$, $-10 \leq x_i \leq 10$, $x^* = (0,0,...,0)$, $f(x^*) = 0.9$ |
| 8 | Powell Sum | $f(x) = \sum_{i=1}^{n} |x_i|$, $-1 \leq x_i \leq 1$, $i = \mathbb{N}$, $x^* = (0,0,...,0)$, $f(x^*) = 0$ |
| 9 | Rastrigin | $f(x) = 10n + \sum_{i=1}^{n} \left(\sum_{i=1}^{n} -20\cos(2\pi x_i)\right)^{2}$, $-5.12 \leq x_i \leq 5.12$, $i = \mathbb{N}$, $x^* = (0,...,0)$, $f(x^*) = 0$ |
| 10 | Rosenbrock | $f(x) = \sum_{i=1}^{n} 100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2$, $-30 \leq x_i \leq 30$, $i = \mathbb{N}$, $x^* = (1,1,...,1)$, $f(x^*) = 0$ |
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Continuation of the Table 2

| No. | Function | Objective | Parameters | Performance |
|-----|----------|-----------|------------|-------------|
| 21  | Salomon  | $f(x) = 1 - \cos\left(2\pi \sum_{i=1}^{n} x_i^2 + 0.1 \sum_{i=1}^{n} x_i^4\right)$, $-100 \leq x_i \leq 100$, $i = 1, \ldots, n$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |
| 22  | Sargan   | $f(x) = \sum_{i=1}^{n} x_i^2 + 0.4 \sum_{j=1}^{n} x_j x_{j+1}$, $-100 \leq x_i \leq 100$, $i = 1, \ldots, n$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |
| 23  | Schaffer F6 | $f(x) = \sum_{i=1}^{n} \left(0.5 + \frac{\sin^2 \sqrt{x_i^2 + x_{i+1}^2} - 0.5}{1 + 0.001(x_i^2 + x_{i+1}^2)}\right)$, $-100 \leq x_i \leq 100$, $i = 1, \ldots, n$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |
| 24  | Schumer Steigitz | $f(x) = \sum_{i=1}^{n} x_i^4$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |
| 25  | Schwefel 2.20 | $f(x) = -\sum_{i=1}^{n} |x_i|$, $-100 \leq x_i \leq 100$, $i = 1, \ldots, n$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |
| 26  | Schwefel 3.0 | $f(x) = -\sum_{i=1}^{n} \alpha x_i^\alpha$, $\alpha \geq 0$ – гладкість параметр $\alpha$ $-100 \leq x_i \leq 100$, $i = 1, \ldots, n$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |
| 27  | Schwefel 1.2 | $f(x) = -\sum_{i=1}^{n} \sum_{j=1}^{m} x_j^2$, $-100 \leq x_i \leq 100$, $i = 1, \ldots, n$, $x^* = (0, \ldots, 0)$, $f(x^*) = 0$ |

For all the problems consider an objective function subject to bound constraints on the values of the variables. All functions are scalable, which allows us to check the behavior of algorithms in large-scale problems. Two-thirds of all test functions are not separable, which is also a challenge for most algorithms, but perhaps the most difficult is multimodality, especially in multidimensional spaces.

The testing was performed in comparison with other popular evolutionary algorithms, including the BH, DA, PSO, DE. For correct analysis, instead of independent implementation of these methods, their open-source versions from the SciPy library were used.

A key aspect of developing a new algorithm is the desire to reduce the required number of calculations of the objective function with an adequate level of reliability of the algorithm. Instead of counting the number of calls to the objective function, we can also use the physical time spent on solving problems, but this characteristic strongly depends on the quality of the implementation of the algorithm and the level of hardware, and therefore it is less universal.

In order to obtain reliable comparison results, the experiment was performed 50 times with random initial populations, and the results were averaged. Fig. 3 showed the performance profiles for BH, DA, DE, PSO, and GBOHGA on the test data set using function evaluations as performance criteria.
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Fig. 3 shows that for the test set of problems GBOHGA is the best algorithm in terms of performance, followed by DA and DE. The GBOHGA algorithm requires 3 times fewer evaluations of the objective function than DA and 6 times less than DE. At the same time, these algorithms tend to outperform GBOHGA, solving more problems by 5% and 6%, respectively. A detailed description of the results obtained in terms of each function is given separately in Table 3. For each of the 5 optimization algorithms in the first column (μ), according to the same scheme, indicates the standard deviation, and the third (%) indicates the success level (values from 0.0 to 1.0) of the algorithm on this problem, which characterizes the robustness of the algorithm. The results of this table are also summarized for all functions and given in the last line. For greater clarity, in Fig. 4 a comparison of algorithms by their performance is demonstrated. Thus, GBOHGA is in 62.5% of cases faster than competing algorithms.

When solving optimization problems with 25 variables, the GBOHGA algorithm is still the best in terms of performance, and it can only compete with DA, which solves 3% more problems from the test suite, but consumes 5 times more computing resources (see Table 4 for more details). In terms of performance speed, GBOHGA shows even better results than in the previous experiment, namely in 69.7% of cases GBOHGA is faster than competing methods.

Obviously, with the increase in the number of variables, GBOHGA shows not worse, but even better results compared to other methods.

It should be noted that when designing the algorithm, separately, ten different crossover operators were compared, of which the best results were found by a discrete crossover. Also, five mutation operators and two selection operators were tested and it was shown that the best combination is the rank selection with the non-uniform mutation.

Further, in combination with the genetic algorithm, seven different methods of local optimization were used. According to the obtained results, the advantage is attributed to quasi-Newton methods (L-BFGS-B turned out to be the best option).

Therefore, the above-mentioned operators were chosen as the key components of the proposed hybrid algorithm, other parameters of the genetic algorithm were chosen arbitrarily, just as all competing algorithms were performed without prior optimization of parameters, ie the values were chosen either arbitrarily or most used.
Table 3 – Mean (µ) and standard deviation (σ) of the number of function evaluations and success rate (%) on the results of 50 runs for each function from the test set for each method

| Function name  | BH  | DA  | DE  | GBOHGA | PSO  |
|----------------|-----|-----|-----|--------|------|
| Ackley1        | 14692 | 560  | 0.0 | 10701  | 131  | 0.0  |
| Alpine1        | 119324 | 7602 | 0.88 | 11347  | 538  | 1.0  |
| Chung Reynolds | 8712 | 154  | 1.0 | 10356  | 43   | 1.0  |
| Exponential    | 3572 | 44   | 1.0 | 10032  | 96   | 0.0  |
| Griewank       | 10105 | 305  | 0.96 | 20829  | 3097 | 0.76 |
| HappyCat       | 27875 | 5363 | 0.0 | 10857  | 311  | 0.0  |
| Periodic       | 5659 | 52   | 0.0 | 10038  | 6    | 0.0  |
| PowellSum      | 20654 | 470  | 1.0 | 10255  | 39   | 0.0  |
| Rastrigin      | 15567 | 1078 | 0.46 | 11347  | 538  | 0.0  |
| Rosenbrock     | 31886 | 13068| 0.0 | 11347  | 538  | 0.0  |
| Salomon        | 19196 | 5393 | 1.0 | 10453  | 124  | 0.0  |
| Sargan         | 5864 | 111  | 0.0 | 10038  | 6    | 0.0  |
| SchafferF6     | 18194 | 3525 | 0.0 | 10857  | 311  | 0.0  |
| Schumer        | 12213 | 5943 | 0.76 | 10038  | 6    | 0.0  |
| StrechedV      | 36485 | 1342 | 0.0 | 10857  | 311  | 0.0  |
| Sphere         | 7494 | 52   | 1.0 | 10038  | 6    | 0.0  |
| Step           | 152013 | 1957 | 1.0 | 10038  | 6    | 0.0  |
| Step2          | 93100 | 6074 | 1.0 | 10038  | 6    | 0.0  |
| Step3          | 115859 | 11836| 0.46| 10038  | 6    | 0.0  |
| StretchedV     | 16868 | 686  | 1.0 | 10453  | 124  | 0.0  |
| SumSquares     | 921  | 67   | 1.0 | 10038  | 6    | 0.0  |
| Trigonometric1 | 707  | 0.0  | 16   | 1.0    | 2775 | 320  | 0.0  |
| Trigonometric2 | 707  | 0.0  | 16   | 1.0    | 2775 | 320  | 0.0  |
| Weierstrass    | 707  | 0.0  | 10101| 20    | 1.0   | 2764 | 282  | 0.0  |
| XinSheYangN3   | 12512 | 3271 | 0.0 | 11485  | 513  | 0.0  |
| XinSheYangN4   | 8757 | 103  | 1.0 | 10069  | 4    | 1.0  |
| XinSheYangN3   | 1152 | 237  | 0.0 | 10289  | 53   | 0.54|
| XinSheYangN4   | 7806 | 1467 | 0.0 | 10080  | 27   | 0.0  |

Всього в середньому: 27956 36013 0.45 10697 836 0.69 20839 18627 0.7 3517 1631 0.64 58063 34567 0.54
6 DISCUSSION

Therefore, based on the results of numerical experiments of solving known global optimization problems, the proposed GBOHGA algorithm demonstrated the following advantages:

– due to the reduction in the number of evaluations of the objective function, the performance speed of the algorithm is higher compared to any other considered evolutionary algorithm (almost 70% of problems with 25 variables were solved faster using GBOHGA than using other solvers);
– by the criterion of reliability, GBOHGA is better than the basin-hopping algorithm and particle swarm optimization in problems with 5 variables;
– by the criterion of the robustness of solving problems with 25 variables, the algorithm is better than three of the four other solvers among the considered.

The work [29] shows the importance of the development and wide applicability of mobile neural networks. Such networks, as a rule, have parameters, the choice of which is necessary to achieve the minimum value of the loss function. Genetic algorithms (including ours) have the potential to improve the quality of such neural networks.

CONCLUSIONS

The paper proposes a new hybrid genetic algorithm GBOHGA, an optimization scheme that combines elements of BOHGA and HGDN methods and which integrates the strengths of local search with powerful global search capabilities. The advantage of the proposed method can be considered the simplicity of its implementation, as the key operators of the genetic algorithm and local search methods remain unchanged. Due to the prevention of a significant part of the unnecessary use of the local search operator, significant savings were achieved in the number of evaluations of the objective function and execution time of the algorithm, which made the method competitive with other widely used methods of global optimization.
According to the results of testing on a set of 33 functions with different landscapes, the proposed algorithm showed high results in terms of performance, and it is important to emphasize that the greatest benefits from its use can be obtained in problems of large dimensionality of search space.

The practical value of the work lies in the possibility of using the developed algorithm to solve global optimization problems that arise in engineering design, solving organizational and management problems, especially when the mathematical model of the problem has a high dimensionality.

The direction of further research is the analysis of the duration of local search, necessary to find a global solution to the optimization problem with acceptable accuracy, as well as the choice of truncation criterion in the proposed scheme.
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АНОТАЦІЯ

Актуальність. Провідною проблемою в світі штучного інтелекту є оптимізація складних систем, що нерідко подається в формі нелинійної функції, яку необхідно мінімізувати. Такі функції можуть виявлятися мультимодальними, недиференційованими, і навіть зі структурою, яка досить складна. Побудова ефективних методів розв’язання задач глобальної оптимізації, а саме функцій з бальним витратами, займає значний інтерес серед науковців.

Мета. Розробка нового гібридного генетичного алгоритму розв’язання задач безумовної глобальної оптимізації, швидкого за існуючі аналогії.

Метод. Одним з важливих викликів, з якими стикаються гібридні методи під час розв’язування задач нелинійної глобальної оптимізації, є використання модифікацій генетичних алгоритмів, взаємодія при цьому з генетичними алгоритмами, які виводяться з меж бальній оптимізації. В даній роботі запропонований новий гібридний генетичний алгоритм BOHGA, який відтворює керовану локальний пошук i, поєднуючи якісні переваги генетичних алгоритмів, враховуючи залежності функції, яка дозволяє отримувати успішні результати в різних сферах.

Результати. Роботу BOHGA з іншими відомими статистичними пошуковими ефектами проводять на наборі з 33 тестових функцій в 5 та 25 вимірному просторі. Результати обчислювальних експериментів свідчать про конкурентну прописність BOHGA, особливо в задачах з мультимодальними функціями і великою кількістю змінних.

Висновки. Новий гібридний алгоритм BOHGA, розроблений на основі інтеграції ідей керованого локального пошуку i алгоритмів BOHGA та HGDN, дозволяє значно економити обчислювальні ресурси та прискорювати розв’язання задач глобальної оптимізації. Його варто застосувати для розв’язання задач глобальної оптимізації, що виникають в інженерному проектуванні, вирішення організаційно-управлінських проблем, особливо коли математична модель задачі є складною і має високу розмірність.

КЛЮЧОВІ СЛОВА: нелінійна оптимізація, глобальний мінімум, статистичні пошукові ефекти, гібридний підхід, генетичний алгоритм, оператор дефлакції, керований локальний пошук.
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АННОТАЦІЯ

Актуальність. Одніє з ведучих проблем в мире искусственного интеллекта является оптимизация сложных систем, ведущее предпосылкой в виде нелинейной функции, которую необходимо минимизировать. При этом функции могут оказать значительное влияние на результаты работы, и даже, когда задачи являются сложными. Поэтому эффективные методы решения таких задач и сегодня вызывают значительный интерес в научном сообществе.

Цель. Разработка нового гибридного генетического алгоритма решения задач глобальной оптимизации, который по скорости превосходит большинство существующих аналогов.

Метод. Одним из важных вложений, с которыми сталкиваются гибридные методы при решении задач нелинейной глобальной оптимизации является рациональное использование локального поиска, поскольку его реализация сопровождается высокими вычислительными затратами. В данной работе предложен новый гибридный генетический алгоритм BOHGA, который воспринимает управляемый локальный поиск, и объединяет два успешные модификации генетических алгоритмов, в том числе — BOHGA — включает качественный баланс между локальным и глобальным поиском, второй — HGDN — предотвращает повторное исследование ранее уже разведанных областей поискового пространства. Кроме того, для ускорения работы алгоритма предложена модифицированная bufsize-функция и адаптивные параметры, а именно, радиуса области «дефляции» целевой функции в окрестности уже найденного локального минимума.

Результаты. Проведено сравнение работы BOHGA с другими известными статистическими поисковыми эвристиками на наборе из 33 тестовых функций в 5 и 25 мерном пространстве. Результаты вычислительных экспериментов свидетельствуют о конкурентной способности BOHGA, особенно при решении задач с мультимодальными функциями и большим количеством переменных.

Выводы. Новый гибридный алгоритм BOHGA, разработанный на основе интеграции идей управляемого локального поиска и алгоритмов BOHGA и HGDN, позволяет значимо экономить вычислительные ресурсы и ускорять решение задач глобальной оптимизации. Его целесообразно применять для решения задач глобальной оптимизации, возникающих в инженерном проектировании, решения и организационно-управленческих проблем, особенно когда математическая модель задачи является сложной и имеет высокую размерность.

КЛЮЧЕВЫЕ СЛОВА: нелинейная оптимизация, глобальный минимум, статистические поисковые эвристики, гибридный подход, генетический алгоритм, оператор дефлакции, управляемый локальный поиск.
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