Calculation of the Lowest Resonant States of H$^-$ and Li by the Complex Absorbing Potential Method
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Abstract: The analysis of the features of the method of complex absorbing potential (CAP) is carried out for a single-channel problem with an explicit parameterization of the scattering matrix. It is shown that there can be several types of CAP trajectories depending on the choice of the initial conditions. In any case, the estimation of the resonance parameters from the position of the optimal trajectory point can lead to a systematic error or an ambiguous result. In special cases, the search for the optimal point can be replaced by the averaging over a closed section of the trajectory. The CAP trajectories constructed in the H$^-$ and Li resonance calculations correlate well with the model trajectories, which have a curl around the resonance. The averaging over a closed area of the trajectory leads to better estimates of the energy and width of the resonance in comparison with the technique of searching for the optimal point.
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1. Introduction

The possibility of calculating the energy and width of the resonance state by introducing an imaginary potential into the Hamiltonian was first shown more than thirty years ago [1–5]. The procedure proposes constructing the dependence of the complex eigenvalue of the stationary Schrödinger Equation by varying the scaling factor with the subsequent estimation of the resonance position as the geometric center of the closed interval of the obtained dependence (trajectory). This technique was substantiated because using a finite basis set leads to the appearance of a trajectory section closed around the resonance, which should converge to the exact position of the resonance in a complete basis set [5].

Later, an attempt was made to explain the introduction of the absorbing potential into the Hamiltonian by compensating for the incompleteness of the basis in the complex coordinate method (CCM). As in the CCM, in this case, the resonance position was estimated from the “optimal” point of the trajectory, for which the derivative of the energy concerning the scaling factor is equal to zero [6].

The key point in the application of the absorbing potential became the work [7,8], in which a theoretical foundation was given, and the results of calculations of the metastable $^2\Pi_g$ state of the anion of the N$_2$ molecule were presented. Demonstration of the successful application of the method called the “complex absorbing potential method” (CAP) and the relative simplicity of its implementation in comparison with the CCM [9] were the reasons for its application to the calculation of resonances in many electron systems [10–47].

The CAP method’s development was aimed at multiconfiguration quantum chemical methods that provide the correct account of electron correlation effects. At present,
computational procedures have been tested using the configuration interaction (CI) formalism [7,8,11,15,17,18,21,22], various variants of cluster expansion (EOM-CC, SAC-Cl, FSMRCC) [26,27,29,32–36,38–40], algebraic diagrammatic approach [24,47] and quasi-degenerate perturbation theory (XMCQDPT2) [41]. The accuracy of the proposed approaches can be compared only for the lowest resonances \( \text{N}_2 \left( ^2 \Pi_g \right) \) and \( \text{CO}^- \left( ^2 \Pi \right) \), although simple systems (\( \text{H}^- \), He\(^-\), Li, etc.) could be used as test systems, for which the positions of the resonances are known with sufficient accuracy [48–54].

For the lowest resonance \( \text{CO}^- \left( ^2 \Pi \right) \) at an equilibrium internuclear distance, the energy estimates are in the range 1.90–2.08 eV [31–33,43,47,55] and exceed the experimental value of 1.50 eV [56]. The resonance widths are estimated in the range 0.38–0.63 eV [31–33,43,47,55] at the experimental value of 0.4 eV. The maximum theoretical value of the resonance width (1.3 eV) was obtained in [43]. The sensitivity can explain the error of theoretical results to a quality of the basis of atomic orbitals (AO) and parameters of the absorbing potential [32,33]. For the lowest resonance \( \text{N}_2 \left( ^2 \Pi_g \right) \), the smallest deviations from the reference values of energy (2.316 eV) and width (0.414 eV) [57] are less than 0.1 eV [27,49] and 0.12–0.2 eV [24,26,27,32,43,47,55], respectively. In other calculations, deviations in the energy and width of the resonance have larger values [7,11,18,24,26,30,32,33,41,43,55]. The calculation accuracy depends on the same factors as in \( \text{CO}^- \), i.e., the quality of the AO basis and the parameters of the absorbing potential [18,30,32].

Simultaneously with the search for methods for solving the electronic problem, attempts to improve the accuracy of calculations by changing the methods of building trajectories or estimating the position of the resonance were made. It has been shown that replacing imaginary absorbing potential with a complex one makes it possible to eliminate nonphysical optimal points of the CAP trajectory [28]. Moreover, a new technique for estimating the position of the resonance was proposed, based on the construction of Padé approximants [55,58]. The application of this technique for \( \text{N}_2 \left( ^2 \Pi_g \right) \) and \( \text{CO}^- \left( ^2 \Pi \right) \) resonances has improved the accuracy of the calculation [55].

A feature of the implementation of the CAP is the use of a basis of atomic orbitals (AO), square-integrable over the entire three-dimensional space. This method of constructing the AO basis preserves the continuity of the wave function at the boundary of the overlapping region of the absorbing potential but does not allow to separate the errors arising from the electron correlation, as well as the errors of the CAP parameterization. This feature can be removed by stitching the solutions at the boundary of the overlapping region of the absorbing potential using the R-matrix formalism [59,60]. Similar approaches were previously proposed to calculate the parameters of scattering resonances by the complex coordinate method [61,62] and solving problems of reaction scattering [25,63–65]. The combination of the R-matrix with the CAP method was also used in the construction of the theory of the CAP [7].

The approach proposed in [7] makes it possible to explicitly parametrize the R-matrix and, therefore, to obtain the CAP-trajectories free from errors of the approximate solution of the Schrödinger Equation in the inner region. By comparing the behavior of the trajectories obtained for an explicitly parameterized R-matrix and real systems, it is possible to formulate the requirements necessary for the successful application of the CAP [46].

This work aims to assess the possibilities of the combined approach [7]. For comparison, we chose the lowest \( ^1S \) resonance of the H\(^-\) anion and \( ^2P_0 \) resonances of the lithium atom. The theoretical formalism is briefly presented in the second part of the article. The calculation details are given in the third part, followed by a discussion of the main results and a conclusion.

2. Theory

Let there be a radial equation

\[
\left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial r^2} + V(r) - E \right] \psi(E,r) = 0,
\]
where $\hbar$ is the cyclic Planck constant, $m$ is the particle mass, $r \geq 0$ is an independent variable, $V(r)$ is the potential, $E$ is the eigenvalue, and $\psi(E, r)$ is the solution satisfying the initial condition $\psi(E, r = 0) = 0$. Here we will assume that for the function $\psi(E, r)$ and its derivative, the continuity conditions are satisfied at the point $r = R$, i.e.,

$$\psi_{\text{int}}(E, r) \big|_{r=R-0} = \psi_{\text{ext}}(E, r) \big|_{r=R+0},$$  \hspace{1cm} (2)

$$\frac{\partial \psi_{\text{int}}(E, r)}{\partial r} \bigg|_{r=R-0} = \frac{\partial \psi_{\text{ext}}(E, r)}{\partial r} \bigg|_{r=R+0}. \hspace{1cm} (3)$$

The $\text{int}$ and $\text{ext}$ indexes here are introduced for the inner $(0 \leq r \leq R)$ and outer $(r \geq R)$ domains.

Let us assume that there are functions $\{\phi_n(r)\}$ in the outer domain and a system $\{\tilde{\phi}_n(r)\}$ biorthogonally conjugated to it. Then the elements of these systems satisfy the condition

$$\int_R^\infty \tilde{\phi}_n(r) \phi_m(r) \, dr = \delta_{nm},$$ \hspace{1cm} (4)

where $\delta_{nm}$ is the Kronecker symbol and the function $\psi_{\text{ext}}(E, r)$ can be represented as series

$$\psi_{\text{ext}}(E, r) = \sum_n A_n \phi_n = \sum_n \tilde{A}_n \tilde{\phi}_n,$$ \hspace{1cm} (5)

with the coefficients $A_n = \int_R^\infty \psi_{\text{ext}}(E, r) \tilde{\phi}_n \, dr$ and $\tilde{A}_n = \int_R^\infty \psi_{\text{ext}}(E, r) \phi_n \, dr$.

Multiplying Equation (1) by the functions $\tilde{\phi}_n(r)$ ($n = 1, 2, \ldots$) on the left and integrating over the range $r \in [R, \infty)$, we obtain the equation

$$\frac{\hbar^2}{2m} \frac{\partial^2}{\partial r^2} + V(r) - E \int_R^\infty \phi_n(r) \tilde{\phi}_n \, dr = \frac{\hbar^2}{2m} W(\tilde{\phi}_n(r), \psi_{\text{ext}}(E, r)) \big|_{r=R} + \int_R^\infty \psi_{\text{ext}}(E, r) \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial r^2} + V(r) - E \right] \phi_n(r) \, dr = 0, \hspace{1cm} (6)$$

where $W(f, g) = f \frac{\partial g}{\partial r} - g \frac{\partial f}{\partial r}$ is the Wronskian, resulting from integration by parts of the term containing the second derivative. This term can also be represented in the integral form

$$\int_R^\infty \frac{\hbar^2}{2m} W(\tilde{\phi}_n(r), \psi_{\text{ext}}(E, r)) \bigg|_{r=R} = -\int_R^\infty \psi_{\text{ext}}(E, r) \hat{L}_b \tilde{\phi}_n(r) \, dr,$$ \hspace{1cm} (7)

provided if the Bloch operator $[59,60]$

$$\hat{L}_b = \frac{\hbar^2}{2m} (r - R) \frac{\partial}{\partial r} - b$$ \hspace{1cm} (8)

is introduced, where $\delta(r - R)$ is the Dirac delta function, and $b = (\partial \ln \psi_{\text{ext}}(E, r) / \partial r) |_{r=R}$.

Expand the function $\psi_{\text{ext}}(E, r)$ by functions $\phi_n(r)$, and substitute the result into Equation (6). Then let us combine the coefficients $A_n$, functions $\tilde{\phi}_n(r)$, and their derivatives in the obtained equations into the row vectors $A = | A_1 \ldots A_n \rangle$, $\tilde{F} = | \tilde{\phi}_1 \ldots \tilde{\phi}_n \rangle$ and $\tilde{F}' = | \tilde{\partial} \tilde{\phi}_1 / \partial r \ldots \tilde{\partial} \tilde{\phi}_n / \partial r \rangle$ whereas the integrals into the matrix $H_{\text{ext}}$ with elements

$$H_{nm}^{\text{ext}} = \int_R^\infty \phi_n(r) \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial r^2} + V(r) \right] \tilde{\phi}_m(r) \, dr,$$

which leads to the matrix equation

$$\frac{\hbar^2}{2m} \left( \frac{\partial \psi_{\text{ext}}(E, r)}{\partial r} \tilde{F} - \psi_{\text{ext}}(E, r) \tilde{F}' \right) \bigg|_{r=R} + A \left( H_{\text{ext}} - IE \right) = 0.$$ \hspace{1cm} (9)
Multiplying (9) on the right by the column vector \( G(E)^T \), where \( F = | \phi_1 \ldots \phi_n | \) and \( G(E) = (H^{ext} - IE)^{-1} \), we get the equation
\[
\frac{\hbar^2}{2m} \left( \frac{\partial \psi_{ext}(E, r)}{\partial r} \right) \frac{\partial}{\partial r} \left( G(E)^T \psi_{ext}(E, r) \right) - \frac{\partial}{\partial r} \left( E^\prime G(E)^T \right) \bigg|_{r=R} = -A F T \bigg|_{r=R} = -\psi_{ext}(E, r) \bigg|_{r=R},
\]
which after reducing similar terms transforms to the form
\[
\frac{\hbar^2}{2m} \left( \frac{\partial}{\partial r} \left( G(E)^T \right) \right) \bigg|_{r=R} - R(E) \left( \frac{\hbar^2}{2m} E^\prime G(E)^T - 1 \right) \bigg|_{r=R} = 0,
\]
where \( R(E) \bigg|_{r=R} = b^{-1} \) is the element of \( R \)-matrix.

Thus, solving Equation (11) with the given boundary condition \( b^{-1} = R(E) \bigg|_{r=R} \) it is possible to find a value \( E \) that satisfies the radial Equation (1). Since the eigenfunction in Equation (1) is assumed to be continuous at the point \( r = R \), the solution of Equation (11) for the given boundary condition can be considered as one of the options for combining the \( R \)-matrix with the approximate solution (1) in the basis of functions that are square-integrated over the range \( r \geq R \). The possibility of using the simplified form (11) to combine \( R \)-matrix and the complex scaling method was discussed earlier, but the practical side of the issue was reduced to solving the generalized eigenvalue problem [61,62]. Case (11) was also used to solve the model problem by CAP [7].

Let us consider the application of Equation (11) to search the resonant pole by the CAP [7]. We will assume that in the region \( r \geq R \), there is an absorbing potential
\[
V(r) = \frac{s}{2} (r - R)^2
\]
with a complex scaling factor \( s (\text{Im}(s) < 0) \) [7,25,55]. To expand \( \psi_{ext}(E, r) \), let us choose the Hermite functions
\[
\tilde{\phi}_n(x) = C_n H_n(x) \exp \left( -x^2/2 \right),
\]
where \( H_n(x) \) is the \( n \)-th degree Hermite polynomial \( x = \sqrt{\beta}(r - R) \), \( \beta \) is a parameter and \( C_n = \left( \frac{\sqrt{\beta}}{\sqrt{n!}} \right)^{1/2} \) is a normalization factor. Functions (13) are eigenfunctions for the harmonic oscillator problem with mass \( m \), potential \( V_{\phi}(r) = \frac{s}{2} (r - R)^2 \), \( \beta = \frac{\sqrt{m \lambda}}{\hbar} \) \((\beta^2 = m \lambda / \hbar^2)\), and eigenvalues \( E_n = \frac{\hbar^2 \beta}{m} (n + 1/2) = \hbar \sqrt{\frac{n}{m}} (n + 1/2) \), where \( n = 0, 1, 2, \ldots \).

In an interval \( x \in (-\infty, +\infty) \), functions \( \tilde{\phi}_n(x) \) form a complete and closed orthonormal system for \( \beta > 0 \) [66,67]. Using the orthonormality of the functions \( \tilde{\phi}_n(x) \) and representing the integral over the domain \( x \in (-\infty, +\infty) \) as the sum of the integrals
\[
\int_{-\infty}^{+\infty} \tilde{\phi}_n(x) \tilde{\phi}_m(x) \, dx = \int_{0}^{+\infty} \tilde{\phi}_n(x) \tilde{\phi}_m(x) \, dx + \int_{0}^{+\infty} \tilde{\phi}_n(-x) \tilde{\phi}_m(-x) \, dx = \delta_{nm},
\]
\[
\int_{0}^{+\infty} \tilde{\phi}_n(x) \tilde{\phi}_m(x) \, dx = \delta_{nm}/2
\]
\[
\int_{0}^{+\infty} \tilde{\phi}_n(x) \tilde{\phi}_m(x) \, dx = \delta_{nm}/2
\]
it can be noted that for an even integrand at \( x \in [0, +\infty) \) the condition
\[
\int_{0}^{+\infty} \tilde{\phi}_n(x) \tilde{\phi}_m(x) \, dx = \delta_{nm}/2
\]
is satisfied, i.e., orthogonality is preserved. For an odd integrand, expressing the Hermite polynomials in terms of the generalized Laguerre polynomials \( H_{2m}(x) = (-1)^m 2^{2m} m! L_m^{1/2}(x^2) \) and \( H_{2m+1}(x) = (-1)^m 2^{2m+1} m! x L_m^{1/2}(x^2) \), where \( m = 0, 1, 2, \ldots \) [68], we have
\[
\int_{0}^{+\infty} \tilde{\phi}_n(x) \tilde{\phi}_m(x) \, dx \neq 0.
\]
Thus, it follows from expressions (15) and (16) that for real $r$ and $\beta > 0$ Hermite functions of even and odd degrees form two mutually nonorthogonal systems of orthonormal functions in the range $x \in [0, +\infty)$.

When passing to complex values of the parameter $\beta$ properties (15) and (16) are preserved, which allows defining the biorthogonal conjugate functions by the condition $\phi_n(x) = \phi_n(x)$ without restrictions on the values $\beta$. It should be noted that the completeness of systems of Hermite functions of even (or odd) degrees on the entire complex plane of $x$ values has not been proven, but it has been shown that these systems are closed but not complete [69,70].

Equation (11) assumes that $\phi_n(R) \neq 0$ and $\partial \phi_n(R) \neq 0$ (or $F|_{r=R} \neq 0$ and $\bar{F}|_{r=R} \neq 0$). Hence it follows that for the expansion of $\psi_{ext}(E, r)$ that only Hermite functions of even degrees can be used. Then $\partial \phi_n(x)/\partial r|_{r=R} = 0$, and consequently $F'/|_{r=R} = \bar{F}'/|_{r=R} = 0$, which leads to the equation

$$R(E)|_{r=R} = -\frac{\hbar^2}{2m} FG(E)F^T |_{r=R},$$

(17)

particular cases of which were introduced in [7,60,62].

Building the trajectory $E(s)$ using the CAP can be carried out in two ways: fix the value of the parameter $\lambda$ and solve Equation (17) for all required values of the parameter $s$, or postulate $s = \lambda$ at each point of the trajectory. The first method is used in most studies of many-electron systems since it does not require multiple calculations of one- and two-electron integrals; the second one was introduced if considering the model problem in work [7].

Substituting the Hermite functions into the expressions for the elements of the matrix $H^{ext}$, we obtain

$$H_{nm}^{ext} = E_m \delta_{nm} + \frac{s - \lambda}{2} V_{nm},$$

(18)

where $V_{nm} = \int_k \phi_n(r)(r - R)^2 \phi_m(r)dr$. Using the recursion relation, $H_{n+1}(x) = 2xH_n(x) + 2nH_n(x) = 0$, it can be shown that $H^{ext}$ is a tridiagonal matrix with nonzero entries $V_{nm} = (2n + 1/2)/\beta, V_{nn+1} = [(n + 1/2)(n + 1)]^{1/2}/\beta$ and $V_{nn-1} = [n(n - 1/2)]^{1/2}/\beta$. Suppose the value of the parameter $\lambda$ is fixed. In that case, after the substitution of matrix elements (18) and the corresponding values of the Hermite functions into it, the expression (17) takes on its final form.

If $s = \lambda$ the matrix $H^{ext}$ becomes diagonal ($H_{nm}^{ext} = E_m \delta_{nm}$), which allows replacing the right-hand side of (17) with the sum

$$R(E)|_{r=R} = -\frac{\hbar^2}{2m} \sum_n \left(\frac{\phi_n(r)}{E_n - E}\right)^2 |_{r=R},$$

(19)

which includes terms with $n = 0, 2, 4, \ldots$.

Substituting the values of $E_n$ and $\phi_n(r)$ in (19), taking into account the change in the normalization ($C_n \rightarrow C_n \sqrt{2}$), and performing the necessary transformations, we obtain

$$R(E)|_{r=R} = -\frac{1}{2\pi^2 \sqrt{P}} \sum_l \frac{\Gamma(l + 1/2)}{l(l + 1/4 - z)},$$

(20)

where $\Gamma(x)$ is a gamma function, $z = \frac{E}{\hbar} \sqrt{\frac{m}{\hbar}} = \frac{k^2}{\hbar^2}, k = \sqrt{2mE/\hbar^2}$ is a wave number, and $l = 0, 1, 2, \ldots$. If the summation in Formula (20) is carried out over an infinite number of terms, then their sum can be represented in a more convenient form

$$\sum_{l=0}^{\infty} \frac{\Gamma(l + 1/2)}{l(l + 1/4 - z)} = \frac{\Gamma(1/4 - z)}{\Gamma(3/4 - z)},$$

(21)
where \( z \neq 5/4 + n \) (\( n = 0, 1, 2, \ldots \)). Details of transformation (21) are given in [68,71] (see the Appendix A). The substitution of (21) into (20) followed by multiplication by \(-ik\) gives the final expression

\[
-ikR(E)|_{r=R} = i\sqrt{z} \frac{\Gamma(1/4 - z)}{\Gamma(3/4 - z)}.
\]

(22)

3. Calculation Method

In the numerical solution of Equations (17), (20) and (22), the function \( \psi_{int}(E, r) \) at \( r \to R \) was taken in the form

\[
\psi_{int}(E, r) \sim \chi^{(-)} - S(k)\chi^{(+)},
\]

(23)

where \( \chi^{(\pm)} = e^{\pm i\theta}, \theta = kr - \frac{z_0}{k} \ln(2kr) + \arg(1 + i\frac{z_0}{k}) \), \( z_0 \) is the target charge, \( k \) is the wavenumber, and \( S(k) \) is the scattering matrix. For a system with isolated Breit–Wigner resonances, the scattering matrix can be represented as the sum

\[
S(k) = S_0(k) - \sum_n \frac{i T_n}{E - E_n},
\]

(24)

where \( S_0(k) = e^{2i\delta_0} \) is the nonresonant component of the scattering matrix, \( \delta_0 \) is the background part of the phase shift, \( E_n = E_{0n} - i\Gamma_n/2 \) is the position of the \( n \)-th pole, and \( T_n \) are some complex numbers [72]. Using the unitarity of the scattering matrix at real values of the energy, (24) can be replaced by the expression

\[
S(k) = S_0(k) \prod_n \frac{E - E^*_n}{E - E_n}.
\]

(25)

Parametrization of the scattering matrix (25) assumed a single resonance with \( E_0 = 3.42639031 - 0.00638724i \) a.u., which corresponds to the energy of the lowest resonance in the potential [73], and the nonresonant component of the phase shift \( \delta_0 = \pi/4 \). The particle mass was set equal to \( m = 1 \) a.u., \( R = 20 \) a.u. Equations (17), (20) and (22) were solved iteratively with an energy convergence threshold of \( 10^{-10} \) a.u. The method [74] was used to calculate the gamma functions of a complex argument. The inversion of the tridiagonal matrix in (17) was carried out by the method proposed in [75].

The CAP method was used to calculate the two lowest \( ^2P^0 [1s(2s2p)^3P] \) and \( ^2P^0 [1s(2s2p)^1P] \) resonances of the lithium atom and \( ^1S \) resonance of \( \text{H}^- \). For the lowest \( ^2P^0 [1s(2s2p)^3P] \) resonance, there are experimental estimates of energy and width [51–53,76], for the next \( ^2P^0 [1s(2s2p)^1P] \) resonance where only the energy is known [77,78]. The experimental results are in satisfactory agreement with the theoretical ones [54,79–82].

In the calculations of the Li atom, we used a technique previously tested on anions \( \text{H}^- \) and \( \text{He}^- \) [46,83]. Accordingly, the wave function was represented as a linear combination of three-electron configuration state functions (CSF), including the correlation and asymptotic components. Both components included complete sets of CSFs built from orthonormal AOIs of the form

\[
\chi_{nlm}(\vec{r}) = N_{nl}(\lambda r)^l e^{-\lambda r/2} L_n^{2l+2}(\lambda r) Y_{lm}(\theta),
\]

(26)

where \( \lambda \) is the scaling factor (\( \lambda > 0 \)) and \( N_{nl} \) is the normalizing factor [83–86]. The AO basis for the correlation component included the functions \( \chi_{nlm}(\vec{r}) \) with \( l \leq 3, 0 \leq n \leq 4 - l, \) and \( |m| \leq l \), whereas the asymptotic one \( \chi_{nlm}(\vec{r}) \) with \( l \leq 1, 5 - l \leq n \leq 26 - l, \) and \( |m| \leq l \) (after this referred to as the basis of AO 5s4p3d2f/22a22p). The calculations used the absorbing potential (12) with an imaginary scaling factor \((-8.9 < \ln(-Im(s)) < 8.0)\). To select the point of superposition of the absorbing potential calibration, calculations were performed with \( \lambda = 3.5 \), corresponding to the minimum energy of the first excited state of the target (the closed channel with the lowest energy). Analysis of CAP trajectories obtained for \( 10 \leq R \leq 17 \) a.u. revealed that for the chosen basis, AO closed sections appear
on trajectories at $14 \leq R \leq 16$ a.u. Subsequent calculations were carried out for $R = 15$ a.u. at $3.1 \leq \lambda \leq 3.7$. The resonance position was calculated using two methods: averaging over a closed section of the trajectory (A) and searching for the optimal point (minimum of the function $|dE(s)/ds|$) (B) [7,8]. The minimum of the function determined the position of the optimal point

$$v(\eta) = |\eta dE(\eta)/d\eta|,$$

(27)

where $\eta = \text{Im}(s)$. For an independent assessment of energy and width of $^2P^0$ resonances, we used the method of stabilization by a modified Coulomb potential [83–87]. CAP-trajectories for the lowest $^1S$ resonance of H⁻ were calculated using an 9s8p7d/26s26p26d AO basis set. The details of calculations can be found elsewhere [46].

4. Results and Discussion

Regarding Hermite functions of even degrees, the expansion of Equation (17) solutions leads to three model problems. The first of them $\psi_{ext}(E, r)$ is a solution to (22) and is expanded in a series in an infinite number of scalable ($\lambda = s$) functions (I). The second is reduced to solving Equation (20) and uses an expansion of $\psi_{ext}(E, r)$ in a series in a finite number of scalable functions (II). The latter corresponds to the solution (17) with an expansion in a finite number of functions with a constant scaling factor $\lambda$ ($\lambda \neq s$) (III).

For positive values of the parameter $s$, the behavior of the branches of the function $E(s)$ depends on the definition of the parameter $\lambda$. In cases I and II, the branches $E(s)$ converge to the point $E(s \to 0) \to 0$ and finite values at $s \to \infty$. In case III at $s \to 0$ the branches $E(s)$ have nonzero limits and at $s \to \infty$ converge to the same finite values as in cases I–II. At the parameter value $s \geq 0.02 - 0.025$, the branches $E(s)$, which have been built for the problems I–III, practically coincide (Figure 1).
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**Figure 1.** Function $E(s)$ at $s > 0$ when the charge of the target $z_0 = 0$. The branches of the function $E(s)$ correspond to problem I (solid lines), problem II for $N = 100$ (dashed lines), and problem III for $N = 100$, $\lambda = 1.6$ (dash-dotted lines). Data are presented in a.u.

Since the $E(s)$ is a multivalued function at $s > 0$, it follows that for the absorbing potential with a complex scaling factor $s = \zeta - i\eta$ ($\zeta, \eta > 0$), with the appropriate values of $\zeta = \text{Re}(s)$, it is possible to construct several trajectories converging to the same real value $E(s)$ at $\eta \to 0$. It was found that in the case of problem I for an uncharged target ($z_0 = 0$), in
the range of values $\zeta = \text{Re}(s) < 1$ there are three types of trajectories passing in the vicinity of the resonance (Figure 2). Trajectories of the first type ($\zeta < 0.1$) have a quasilinear section near the resonance pole, whereas the second type ($0.3 < \zeta < 1$) bypasses the resonance, forming a section that is closed around it. The third type of trajectory ($0.1 < \zeta < 0.3$) has several closed sections near the pole. Note that the reasons for the appearance of quasilinear trajectory segments in the vicinity of the resonance were discussed earlier, and the corresponding explanations remain valid for the model problem I [55,58].

![Figure 2. Trajectories (problem I, $z_0 = 0$) for different values of $\zeta = \text{Re}(s)$, i.e., $\square-\zeta = 0.01$, $\bigcirc-\zeta = 0.12$, $\diamondsuit-\zeta = 0.36$. The dashed line corresponds to $\zeta = 0$. Signs + and x indicate the position of the resonance and optimal point, respectively. Data are presented in a.u.](image)

Trajectories of all types have optimal points (27), which can be considered as estimates of the resonance position. However, in the case with $\zeta < 0.3$ the resonance position cannot be estimated unambiguously since the trajectories have more than one optimal point. At $\zeta > 0.3$ the resonance position can be estimated uniquely, but the optimal point is away from the pole, leading to a significant systematic error (Table 1).

| Re(s)  | $z_0=0$ | $z_0=1$ |
|--------|---------|---------|
|        | $-\text{Im}(s_{\text{opt}})$ | $\text{Re}(E_{\text{opt}})$ | $-\text{Im}(E_{\text{opt}})$ | $-\text{Im}(s_{\text{opt}})$ | $\text{Re}(E_{\text{opt}})$ | $-\text{Im}(E_{\text{opt}})$ |
| 0.01   | 0.0031  | 3.426390 | 0.006388 | 0.0031 | 3.426441 | 0.006375 |
| 0.01   | 1.0803  | 3.426363 | 0.006364 | 1.0803 | 3.426443 | 0.006411 |
| 0.12   | 0.1760  | 3.426382 | 0.006388 | 0.1608 | 3.426446 | 0.006380 |
| 0.12   | 1.0560  | 3.426361 | 0.006362 | 1.0560 | 3.426443 | 0.006414 |
| 0.36   | 1.0324  | 3.426350 | 0.006345 | 1.0142 | 3.426441 | 0.006435 |

When passing to expansions of finite length (problem II), the shape of the trajectories changes, but the number of optimal points remains the same (Figures 3–5). Simultaneously, the accuracy of the estimation of the resonance position is significantly reduced. (Table 2).
Figure 3. Trajectories (with $z_0 = 0$) in the case $\zeta = \lambda = 0.01$ for the problem I (solid line), problem II (dashed lines), and problem III (dash-dotted lines). Calculations were carried out for various values of $N$, i.e., ○—$N = 100$, □—$N = 600$. Signs + and x indicate the position of the resonance and optimal point, respectively. Data are presented in a.u.

Figure 4. Trajectories (with $z_0 = 0$) in the case $\zeta = \lambda = 0.12$ for the problem I (solid line), problem II (dashed lines), and problem III (dash-dotted lines). Calculations were carried out for various values of $N$, i.e., ○—$N = 100$, □—$N = 600$. Signs + and x indicate the position of the resonance and optimal point, respectively. Data are presented in a.u.
Figure 4. Trajectories (with $z_0 = 0$) in the case $\zeta = \lambda = 0.12$ for the problem I (solid line), problem II (dashed lines), and problem III (dash-dotted lines). Calculations were carried out for various values of $N$, i.e., ○—$N = 100$, □—$N = 600$. Signs + and x indicate the position of the resonance and optimal point, respectively. Data are presented in a.u.

Figure 5. Trajectories (with $z_0 = 0$) in the case $\zeta = \lambda = 0.36$ for the problem I (solid line), problem II (dashed lines), and problem III (dash-dotted lines). Calculations were carried out for various values of $N$, i.e., ○—$N = 100$, □—$N = 600$. Signs + and x indicate the position of the resonance and optimal point, respectively. Data are presented in a.u.

Table 2. Optimal trajectory points (problem II). All the data are presented in a.u.

| Re($s$) | N   | $z_0=0$ | $-\text{Im}(s_{\text{opt}})$ | Re($E_{\text{opt}}$) | $-\text{Im}(E_{\text{opt}})$ | $z_0=1$ | $-\text{Im}(s_{\text{opt}})$ | Re($E_{\text{opt}}$) | $-\text{Im}(E_{\text{opt}})$ |
|--------|-----|---------|-------------------------------|---------------------|-------------------------------|--------|-------------------------------|---------------------|-------------------------------|
| 0.01   | 100 | 0.0016  | 3.425115                      | 0.005185            | 0.0017                        | 3.426867| 0.008752                       |                     |
|        | 100 | 0.7347  | 3.425747                      | 0.006216            | 0.7438                        | 3.426845| 0.006961                       |                     |
|        | 600 | 0.0018  | 3.425785                      | 0.005974            | 0.0018                        | 3.426641| 0.007170                       |                     |
|        | 600 | 0.6599  | 3.426108                      | 0.006324            | 0.6622                        | 3.426608| 0.006624                       |                     |
| 0.12   | 100 | 0.0579  | 3.425567                      | 0.005875            | 0.0576                        | 3.426796| 0.007439                       |                     |
|        | 100 | 0.6863  | 3.425744                      | 0.006194            | 0.6883                        | 3.426835| 0.007100                       |                     |
|        | 600 | 0.1227  | 3.426042                      | 0.006248            | 0.1157                        | 3.426605| 0.006735                       |                     |
|        | 600 | 0.6494  | 3.426105                      | 0.006318            | 0.6494                        | 3.426604| 0.006629                       |                     |
| 0.36   | 100 | 0.6622  | 3.425754                      | 0.006172            | 0.6621                        | 3.426812| 0.006999                       |                     |
|        | 600 | 0.6751  | 3.426096                      | 0.006321            | 0.6751                        | 3.426614| 0.006633                       |                     |

For problem III it was found that in the case $\text{Re}(s) = 0$, there are only trajectories of the first type (Figures 3–5), while for $\text{Re}(s) > 0$, the type of trajectory depends on the chosen value $\text{Re}(s)$ like for the problem I. The last conclusion for problem II is also valid for problem III (Table 3). Since the solution of problems I–III for a charged target ($z_0 = 1$) gives practically the same results as the above case, we give only a representative part of the results (Tables 1–3). It should be added that the systematic shift of the resonance energy by $\sim 10^{-5}$ a.u. for a charged target (Table 1) is the result of the finite-difference calculation of the minimum of function (27). Thus, two methods of calculating the resonance parameters can be used for the considered model problems. First, one can use the absorbing potential with an imaginary scaling factor and choose one of the optimal points, which will require justifying the possibility of introducing a selection criterion. Second, the form of trajectories can be simplified by using a complex scaling factor for absorbing potential, like in the
technique [28]. In this case, the resonance position can be estimated by averaging over a fragment of the trajectory [5]. However, both results will contain a systematic error, the value of which depends on the length of the solution expansion.

Table 3. Optimal trajectory points (problem III). All the data are presented in a.u.

| Re(s) | N   | z₀=0 | z₀=1 |
|-------|-----|------|------|
|       | - Im(νopt) | Re(νopt) | - Im(νopt) | - Im(νopt) | Re(νopt) | - Im(νopt) |
| 0.01  | 100  | 0.00085 | 3.425175 | 0.005144 | 0.00085 | 3.426723 | 0.008766 |
|       | 100  | 1.29522 | 3.425184 | 0.005068 | 1.29517 | 3.426633 | 0.008886 |
|       | 600  | 0.00006 | 3.425804 | 0.009947 | 0.00006 | 3.426600 | 0.007182 |
|       | 600  | 1.10547 | 3.425784 | 0.005917 | 1.09122 | 3.426597 | 0.007227 |
| 0.12  | 100  | 0.00446 | 3.425645 | 0.005787 | 0.00437 | 3.426633 | 0.007474 |
|       | 100  | 1.13039 | 3.425628 | 0.005754 | 1.13039 | 3.426633 | 0.007523 |
|       | 600  | 0.00035 | 3.426059 | 0.006163 | 0.00034 | 3.426531 | 0.006789 |
|       | 600  | 1.10547 | 3.426035 | 0.006138 | 1.09122 | 3.426532 | 0.006828 |
| 0.36  | 100  | 0.00855 | 3.425804 | 0.005947 | 0.00862 | 3.426599 | 0.007181 |
|       | 600  | 1.10547 | 3.425785 | 0.005919 | 1.10505 | 3.426597 | 0.007225 |

In the calculations of H⁻ and Li resonances, it was found that CAP trajectories have a curl that is closed around the reference resonance position (Figures 6 and 7). For the H⁻ anion, the energy and width of the lowest ¹S⁰ resonance, calculated by averaging over the closed section of the trajectory (A), are in better agreement with the reference values than the energy and width of the resonance estimated from the position of the optimal point (27). In addition, there is a dependence of the energy and resonance width on the choice of the value of the AO scaling factor (26) (Table 4), which is consistent with the results of calculations by the CAP and stabilization methods [46,84,86].

![Figure 6. CAP-trajectories in the vicinity of the lowest ¹S⁰ resonance of H⁻ for the different values of the scaling factor λ (26), i.e., ○—λ = 1.3, □—λ = 1.5, ◊—λ = 1.7. Sign + indicates the position of the resonance [48]. Data are presented in a.u.](image-url)
Figure 7. CAP-trajectories in the vicinity of the first (a) and the second (b) ²P⁰ resonance of Li atom for the different values of the scaling factor \( \lambda \) (26), i.e., \( \circ - \lambda = 3.1 \), \( \square - \lambda = 3.3 \), \( \diamond - \lambda = 3.5 \), \( \Delta - \lambda = 3.7 \). The horizontal line in panel (a) corresponds to the experimental value of the resonance width [51,53]. Sign + in panel (b) indicates the position of the calculated resonance [54]. Data are presented in a.u.

Table 4. Energy (a.u.) and width \((\times 10^{-5}\text{ a.u.})\) of the lowest \(^1S\) resonant state of \( \text{H}^- \). Case A: averaging over a closed trajectory section. Case B: search for an optimal point.

| \( \lambda \) | \( E_{\text{res}} \) | \( \Gamma \) | \( E_{\text{res}} \) | \( \Gamma \) |
|----------------|-----------------|-------------|-----------------|-------------|
| 1.00           | 0.3512175       | 172.73      | 0.3512240       | 132.32      |
| 1.20           | 0.3512303       | 176.65      | 0.3511645       | 144.03      |
| 1.40           | 0.3512224       | 176.73      | 0.3510555       | 164.30      |
| 1.60           | 0.3512307       | 179.65      | 0.3513016       | 199.75      |
| 1.80           | 0.3512312       | 178.95      | 0.3511226       | 193.48      |
| Averaged value \(^a\) | 0.3512250       | 175.83      | 0.3512137       | 164.51      |

Reference value \(^b\) 0.35122025 / 173.870

\(^a\) Averaged values for the interval \( 0.9 \leq \lambda \leq 1.8 \) with \( \Delta \lambda = 0.1 \) [46]. \(^b\) theory, complex eigenvalue Schrödinger Equation method [48].

For ²P⁰ resonances of Li, methods A and B provide energy estimates that are close in accuracy. Both methods predict the value of the width of the lowest resonance, which is in poor agreement with the experimental value, but estimates of the width by method (A) are consistent with the independent theoretical results (Table 5). Estimates of the second resonance width by method A agree better with theoretical values than estimates by method B. Calculations of ²P⁰ resonances by the CAP and stabilization methods give close values of energies and widths for both resonances (Table 6). Comparison of the results of \( \text{H}^- \) and Li calculations by the CAP and stabilization methods allows us to conclude that the accuracy of the ab initio calculation is primarily determined by choice of the AO basis and the method for the approximate solution of the stationary equation.
Table 5. Energy (a.u.) and width ($\times 10^{-5}$ a.u.) of the first and the second $^2P_0$ resonant states of Li atom.

| $\lambda$ | $^2P_0$ \[1s(2s2p)\] $^3P$ | $^2P_0$ \[1s(2s2p)\] $^1P$ |
|-----------|---------------------------|---------------------------|
|           | A            | B            | A            | B            |
| $^2P_0$   | $-E_{\text{res}}$ | $\Gamma$  | $-E_{\text{res}}$ | $\Gamma$  | $-E_{\text{res}}$ | $\Gamma$  | $-E_{\text{res}}$ | $\Gamma$  |
| 3.1       | 5.312252    | 11.55       | 5.312185    | 13.46       | 5.256965    | 35.74       | 5.256806    | 23.22       |
| 3.3       | 5.312212    | 12.95       | 5.312199    | 4.62        | 5.256608    | 46.32       | -           | -           |
| 3.5       | 5.312070    | 11.70       | 5.312001    | 14.08       | 5.256063    | 34.58       | 5.255900    | 22.91       |
| 3.7       | 5.311837    | 13.11       | 5.311827    | 4.50        | 5.255298    | 44.33       | 5.255332    | 14.07       |
| Averaged value $^a$ | 5.312107    | 13.33       | 5.312083    | 7.67        | 5.256247    | 39.97       | 5.256179    | 20.02       |
| Experimental and theoretical values | 5.31307(3)/9.6(4) $^b$ | 5.31183/13.5 $^c$ | 5.25624/34.5 $^c$ | 5.25686/36.79 $^d$ |

$^a$ Averaged values for the interval $3.1 \leq \lambda \leq 3.7$ with $\Delta \lambda = 0.1$. $^b$ experiment [51–53]. $^c$ theory, Feshbach projection formalism [54]. $^d$ theory, saddle-point technique [79].

Table 6. Energy (a.u.) and width ($\times 10^{-5}$ a.u.) of the first and the second $^2P_0$ resonant states of Li atom calculated by stabilization method (1) and CAP (2). For CAP, the results were obtained by method A.

| $\lambda$ | $^2P_0$ \[1s(2s2p)\] $^3P$ | $^2P_0$ \[1s(2s2p)\] $^1P$ |
|-----------|---------------------------|---------------------------|
|           | 1            | 2            | 1            | 2            |
| $^2P_0$   | $-E_{\text{res}}$ | $\Gamma$  | $-E_{\text{res}}$ | $\Gamma$  | $-E_{\text{res}}$ | $\Gamma$  | $-E_{\text{res}}$ | $\Gamma$  |
| 3.1       | 5.312253    | 14.02       | 5.312252    | 11.55       | 5.256920    | 40.71       | 5.256965    | 35.74       |
| 3.3       | 5.312205    | 10.08       | 5.312212    | 12.95       | 5.256598    | 33.97       | 5.256608    | 46.32       |
| 3.5       | 5.312082    | 14.33       | 5.312070    | 11.70       | 5.256039    | 43.46       | 5.256063    | 34.58       |
| 3.7       | 5.311828    | 10.05       | 5.311837    | 13.11       | 5.255292    | 32.61       | 5.255298    | 44.33       |
| Averaged value $^a$ | 5.312106    | 11.98       | 5.312107    | 13.33       | 5.256243    | 38.37       | 5.256247    | 39.97       |

$^a$ Averaged values for the interval $3.1 \leq \lambda \leq 3.7$ with $\Delta \lambda = 0.1$.

5. Conclusions

In this paper, we analyzed the features of the CAP method for a single-channel problem with an explicit parameterization of the scattering matrix. It was found that there are three types of trajectories, the of which is determined by the choice of a branch of the stabilization graph. The first type of trajectory is characterized by a quasilinear segment close to the resonance pole, and a closed segment around the resonance characterizes the second type of trajectory. There are also trajectories of an intermediate type, with several closed sections near the resonant pole. When passing to a model with a finite number of terms in the expansion of the solution of the stationary equation, the number of optimal points is preserved for the trajectories, but it becomes difficult to classify the type of trajectory.

On the contrary, CAP trajectories for $H^-$ and Li correlate well with model trajectories of the second type. Accordingly, the estimates of the resonance parameters by averaging over the closed section of the trajectory are in better agreement with the results of independent calculations.
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### Appendix A

Based on the results from the book [68], it is possible to propose several methods for transforming the series

\[
f(a, b) = \sum_{n=0}^{\infty} \frac{\Gamma(n + a)}{n!(n + b)}, \tag{A1}
\]

where \(a\) and \(b\) are complex numbers. First, we can use the table integrals (7.511) and (7.512.10) and replace the series (A1) with the Gaussian hypergeometric function, and then replace the latter with the ratio of the gamma functions [71]. Secondly, the same result can be obtained using formulas for the sums of the series obtained using the Mellin transformation (§1.4 and §2.4 [68]). However, implicit restrictions on the values of parameters \(a\) and \(b\) are assumed in both cases, which requires additional study. Alternatively, it is convenient to use the method from §2.1.3 of the book [68]. Replacing the expression \(b + n = \Gamma(b + n + 1)/\Gamma(b + n)\) and entering the Pochhammer symbols \((a)_n = \Gamma(a + n)/\Gamma(a)\), series (A1) can be represented as

\[
f(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(b + 1)} \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{n!(b + 1)_n} = \frac{\Gamma(a)\Gamma(b)}{\Gamma(b + 1)} F(a, b, b + 1; 1), \tag{A2}
\]

where \(F(a, \beta, \gamma; x)\) is the Gaussian hypergeometric function. If the conditions \(\text{Re}(\gamma) > \text{Re}(\beta) > 0\) and \(\text{Re}(1 - a) > 0\) are met, it becomes possible to use the Gauss Formula and replace the function \(F(a, \beta, \gamma; 1)\) with the expression

\[
F(a, \beta, \gamma; 1) = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \int_0^1 t^{\beta - 1}(1 - t)^{\gamma - \beta - a - 1} dt = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} B(\beta, \gamma - \beta - a) = \frac{\Gamma(\gamma)\Gamma(\gamma - \beta - a)}{\Gamma(\beta)\Gamma(\gamma - \beta)}, \tag{A3}
\]

where \(B(x, y) = \Gamma(x)\Gamma(y)/\Gamma(x + y)\) is a beta function. As shown above, the conditions \(\text{Re}(\gamma) > \text{Re}(\beta) > 0\) and \(\text{Re}(1 - a) > 0\) can be replaced with weaker ones \(\text{Re}(\gamma - a - \beta) > 0\) and \(\gamma \neq 0, -1, -2, \ldots\) [68], chapter 2.8.

Finally, substituting (A3) into (A2), we obtain the ratio

\[
f(a, b) = \frac{\Gamma(a)\Gamma(b)\Gamma(1 - a)}{\Gamma(1 + b - a)}, \tag{A4}
\]

where the parameters \(a\) and \(b\) must satisfy the conditions \(\text{Re}(1 - a) > 0\) and \(b + 1 \neq 0, -1, -2, \ldots\)

Using (A4), it is easy to show that the finite sum of the first terms of the series (A1) can be replaced by the difference

\[
\sum_{n=0}^{N} \frac{\Gamma(n + a)}{n!(n + b)} = \frac{\Gamma(1)}{\Gamma(1 + b - a)} = \Gamma(a)\Gamma(1 - a) \left(\frac{\Gamma(b)}{\Gamma(1 + b - a)} - \frac{\Gamma(2 + n + b - a)}{\Gamma(2 + N + b - a)}\right). \tag{A5}
\]

In a particular case \(a = 1/2, -b = z - 1/4\) the expression (A4) simplifies to the relation

\[
f\left(\frac{1}{2}, \frac{1}{2} - z\right) = \frac{\pi}{\Gamma(1/4 - z)}\Gamma(3/4 - z). \tag{A6}
\]
In this case, the condition \( \text{Re}(1-a) = \text{Re}(1/2) > 0 \) is satisfied, but for (A6) remains the restriction \( z \neq 5/4 + n \quad (n = 0, 1, 2, \ldots) \).
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