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Abstract: Riparian forests are critical for carbon storage, biodiversity, and river water quality. There has been an increasing use of very-high-spatial-resolution (VHR) unmanned aircraft systems (UAS)-based remote sensing for riparian forest mapping. However, for improved riparian forest/zone monitoring, restoration, and management, an enhanced understanding of the accuracy of different classification methods for mapping riparian forests and other land covers at high thematic resolution is necessary. Research that compares classification efficacies of endmember- and object-based methods applied to VHR (e.g., UAS) images is limited. Using the Sequential Maximum Angle Convex Cone (SMACC) endmember extraction algorithm (EEA) jointly with the Spectral Angle Mapper (SAM) classifier, and a separate multiresolution segmentation/object-based classification method, we map riparian forests/land covers and compare the classification accuracies accrued via the application of these two approaches to narrow-band, VHR UAS orthoimages collected over two river reaches/riparian areas in Austria. We assess the effect of pixel size on classification accuracy, with 7 and 20 cm pixels, and evaluate performance across multiple dates. Our findings show that the object-based classification accuracies are markedly higher than those of the endmember-based approach, where the former generally have overall accuracies of >85%. Poor endmember-based classification accuracies are likely due to the very small pixel sizes, as well as the large number of classes, and the relatively small number of bands used. Object-based classification in this context provides for effective riparian forest/zone monitoring and management.
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1. Introduction

Compared with other terrestrial ecosystems, floodplain forests disproportionately affect the global carbon cycle, since floodplain/riparian forests [1] are an important carbon sink relative to other terrestrial ecosystems [2,3]. Such forests can store large amounts of carbon due to high productivity rates and/or saturated conditions that foster belowground carbon storage. Floodplain/riparian forests are also critical for biodiversity, as they provide...
habitats for a myriad of plants and animal species [4]. They also markedly affect downstream river water quality by minimizing pollution from the surrounding landscape, by enabling increased reduction of nutrients and sediment in higher-biomass areas [5] and by protecting against erosion [6–9].

Remote sensing (RS), particularly high-resolution multispectral RS, has been shown to be reliable in inventorying and monitoring riparian forests [10]. Airborne RS has been employed for decades for mapping/monitoring riparian forests, and recent advances in and the availability of high-spectral-resolution airborne and high-spatial-resolution spaceborne images have markedly increased riparian forest mapping capabilities [9]. There has also been an increasing use of very-high-spatial-resolution (VHR) unmanned aircraft systems (UAS)-based RS for riparian forest mapping at the local scale; use of UAS images in published riparian studies intensified in the 2010s [11–14], with even higher spatial resolutions that are possible (e.g., centimetric resolution), relative to those of commercial spaceborne sensors. RS classification accuracies reported in published riparian/floodplain forest studies vary widely due to various factors, though mixed classes and mixed pixels have been cited as common factors for lower classification accuracies in riparian areas, e.g., [12,15]. Consistently higher classification accuracies are needed, as accurate RS classification of riparian forests facilitates effective riparian/floodplain forest monitoring, restoration, and management [14]. For an improved riparian/floodplain forest management, a better understanding of the efficacy of different classification methods for mapping riparian/floodplain forests and other land covers in such areas at high thematic resolution/specificity is needed [9,14].

Regarding high-spectral-resolution RS, hyperspectral sensors collect data in, typically, hundreds of narrow contiguous bands, yielding a continuous spectral signature for each pixel, over some wavelength interval, and these data can be used to potentially detect material types/earth surface features that cannot be regularly discriminated based on the relatively broad bandwidths available with multispectral sensors [16–20]. Hyperspectral RS thus provides narrow-bandwidth/high-spectral-resolution data, and such data can also be of high spatial resolution, enabling possible mapping at a high level of specificity [21], including for vegetation [20,22–24]. Hyperspectral image data facilitate least-squares-based pixel spectra unmixing, yielding relative material abundances [19]. Unmixing algorithms have been applied to, for example, multispectral Landsat [25,26] and hyperspectral (e.g., AVIRIS) data [27].

An endmember is an idealized pure spectral signature for a class, and endmember extraction is a key hyperspectral image analysis task [20]—endmember extraction algorithms (EEAs), which can be manually driven or semiautomated/automated [18], have been frequently applied to hyperspectral (and multispectral) RS images to enable subpixel material fractional abundance estimation [28]. RS image pixels often tend to be mixed, rather than pure [29]; endmembers are typically a conceptual convenience in real images, given within-class reflectance variability, sensor noise, etc. [17,30]. An endmember may therefore characterize one material, in the case of a pure endmember, or it could represent a mixture of materials [18]. It is also possible for there to be more than one endmember—pure or otherwise—extracted for a given class within an image, a scenario which may be more likely in the case of VHR images. Wen et al. [20] noted that a significant research challenge that remains with hyperspectral RS image classification is how best to process very-high-spatial-resolution (VHR) hyperspectral images (HSI). Furthermore, more generally, for vegetation mapping, endmember extraction can be challenging [31–33]. For such applications, methods not based on endmembers could be useful to employ [34,35].

Pixel-based RS image classification algorithms have been widely used for many years. For pixel sizes that are coarser than or similar in size to the objects of interest, per-pixel/pixel-based image analysis/classification have typically been used, or in some cases, sub-pixel analysis methods have been employed [36]. However, such (per-pixel) signal-processing methods do not take contextual information into account. Image processing algorithms and data/information fusion need to be utilized in order to more fully
exploit image information [37]. For VHR images in particular, alternative methods have been developed and applied—i.e., those based on deriving objects that are comprised of multiple pixels. These methods are currently often referred to as object-based image analysis (OBIA)/geospatial object-based image analysis (GEOBIA) algorithms [36,37]. Such GEOBIA segmentation/classification algorithms aim to delineate, from RS images or associated ancillary data, utilitarian objects, while simultaneously combining image-processing and geographic information system (GIS)-based methods for the purpose of combining spectral and contextual information [36].

Various endmember-based spectral unmixing algorithms are commonly applied to HSI. With the increases in spatial resolution associated with satellite and aerial/UAS images in recent years, research has been conducted that involves spectral unmixing and other endmember-based mapping, applied to various types of high-spatial-resolution/VHR RS images. Hamada et al. [38] applied mixture-tuned matched filtering (MTMF) to VHR airborne HSI (0.5 m pixel size). As input to MTMF, the n-Dimensional Visualizer and Pixel Purity Index (PPI) in ENVI® (Environment for Visualizing Images® (L3Harris Geospatial, Broomfield, CO, USA)) were used for endmember extraction. Nichol and Wong [39] investigated linear spectral unmixing on medium- and high-spatial-resolution images, evaluating the abilities of discriminating estimates of urban trees and grassy surfaces. IKONOS and SPOT images were utilized, with spatial resolutions of 4 m and 20 m, respectively. Li et al. [40] proposed an extended spectral angle mapping (ESAM) algorithm to detect citrus greening disease based on an HSI—i.e., AISA EAGLE VNIR Hyperspectral Imaging Sensor (SPECIM, Spectral Imaging Ltd., Oulu, Finland) (0.5 m pixel size). Meng et al. [41] utilized multiple endmember spectral mixture analysis (MESMA) to extract abundance images and map forest burn severity, combining bi-temporal WorldView-2 imagery (2 m spatial resolution), aerial orthophotos, and ground reference data. Wang and Chang [42] conducted endmember-based classification of high-spatial-resolution HSI. Núñez et al. [43] performed image endmember-based mapping using multispectral images of geological samples at the microscale. Gong et al. [44] estimated rapeseed yield with unmanned aerial vehicle (UAV)-based spectra and abundance data by spectral mixture analysis. Li et al. [45] proposed spectral unmixing to measure fractional vegetation cover with UAV imagery, where a priori spectral knowledge is utilized. Liang et al. [46] utilized linear regression, linear spectral mixture analysis, and a back-propagation artificial neural network to extract fractional snow cover from MODIS and UAV data. Li and Chen [47] applied a multiple endmember unmixing method, differing from conventional MESMA, on high-spatial-resolution satellite image data.

As noted, segmentation is a common strategy for processing high-spatial-resolution RS images, and it has also been applied as part of endmember-based analyses. For example, Greiwe and Ehlers [48] combined high-spectral- and high-spatial-resolution RS images; segmentation was performed on high-spatial-resolution orthophotos using eCognition® (Trimble Geospatial, Sunnyvale, CA, USA), and the resulting segments were used in determining endmember candidates in an HSI. Spatial resolutions of the digital orthophotos and the HSI were 0.5 m and 2 m, respectively. A similar segment-based endmember selection approach was employed in [49] for urban land cover mapping. Li et al. [50] proposed an adaptive endmember extraction based on sparse nonnegative matrix factorization with spatial local information, combining both spectral and spatial features. Simple linear iterative clustering segmentation was utilized for superpixel segmentation. Then, sparse nonnegative matrix factorization was conducted on each segment to extract potential endmembers. AVIRIS HSI (of moderate spatial resolution) were used for the experiments. Du et al. [51] utilized spectral and spatial information and proposed a new framework, combined with object-based processing to extract an “endmember object” instead of a single endmember based on high-spatial-resolution (~4 m resolution) satellite imagery. Li et al. [52] proposed a region-based collaborative sparse unmixing algorithm, where k-means segmentation was used, and collaborative sparse unmixing was applied to each segment. Yi and Velez-Reyes [53] also employed simple linear iterative clustering
for superpixel segmentation. Mean spectra were calculated from each superpixel, and constrained non-negative matrix factorization was applied to the mean spectra matrix to extract endmembers. Similar approaches are found in [54–57]. Note that all of these studies utilize different segmentation algorithms to extract homogeneous segments, and they employ different EEA's on those segmentation results to determine endmembers and calculate abundance images.

The aforementioned studies notwithstanding, research that focuses on directly comparing the classification efficacies of endmember-based and segmentation/object-based methods is limited. Mishra and Crews [58] used MESMA and GEOBIA to estimate fractional cover and the effect of vegetation morphology, and the performance of these two methods was evaluated. GeoEye-1 image data, with 2 m spatial resolution and with four spectral bands (blue, green, red, and near-infrared bands), were analyzed. Research on comparing the respective classification accuracies of endmember- and object-based algorithms using high-spatial-resolution RS images is insufficient though, and this is particularly the case for very-high-spatial-resolution (VHR) images, including UAS images, as well as for those that entail narrow bandwidths. Additionally, although endmember-based mapping algorithms have been employed for RS classification of riparian areas (e.g., [38]), such EEA-involved studies that utilize UAS and other VHR images are lacking.

The objective of the present research is to address the research gap involving comparison of the thematic accuracies of endmember- and GEOBIA-based classification approaches applied to very-high-spatial-resolution, narrow-band UAS image data; in particular, we consider the aim of mapping riparian forests and other riparian land cover types. As noted, how best to process narrow-band/HSI data when spatial resolution is very high is a key research question. Here, we analyze narrow-band multispectral images (where the spectral bands are not continuous), collected by a hyperspectral sensor, mounted on a UAS. We process UAS orthomagery derived from data collected by the Carinthia University of Applied Sciences (CUAS) personnel on multiple dates, for each of the two river reaches/riparian areas of interest—i.e., for the River Gail and River Drau, Austria, both of which had been in various stages of restoration. VHR datasets that we analyze have pixel sizes of 7 and 20 cm, respectively, and we thus assess the effect of these two pixel sizes on classification accuracy. We also test classifier performance across multiple image acquisition dates to determine the degree to which classification accuracy varies as a function of the vegetation phenological stage, or the state of a given land cover more generally. We utilize CUAS-collected in situ reference data pertaining to riparian forests and other land cover types for training and validation. We conduct quantitative classification accuracy assessments for classifications generated based on the narrow-band UAS imagery, using standard procedures; overall accuracies for each method, for each riparian study site, by pixel size, and by image date, are summarized.

2. Materials and Methods

2.1. Study Area

The two study areas are river reaches and their associated riparian zones of the Rivers Drau and Gail, respectively, located within the State of Carinthia, Austria (Figure 1). The reach of the River Drau analyzed is ~0.5 river km in length (where “river km” refers to the length of the river section of interest, measured along the river centerline, in this case in units of km), and it lies just east of Obergottesfeld, where the river valley has an approximately south–north orientation (as per the direction of river flow). Regarding the River Gail, the study reach analyzed has a length of ~0.35 river km, and it lies ~3 river km upstream of Feistritz, where the river has a southwest-to-northeast direction of flow. The study areas were determined by the coverage of the riparian/riverine zones that were captured by UAS-derived orthoimages and polygons from field-based mapping, described below. In recent years, both river reaches have been in various stages of restoration that were conducted as part of the Gail LIFE Nature Conservation project [59]. The River Drau study area contains land cover types such as Grey Elder and White Willow alluvial forests, river water,
vegetated and unvegetated banks, pond/standing water, and agricultural fields, with varying levels of vegetation cover. The River Gail study area includes the following land cover types, among others: Grey Elder alluvial forest, creek, river water, pond/standing water, sowing meadow and white clover/ryegrass meadow, and agricultural fields and other land, with varying levels of vegetation cover.

Figure 1. Location of the two study sites—i.e., reaches of the Rivers Drau and Gail and portions of their respective associated riparian zones, indicated with red and blue boxes, respectively, situated within the State of Carinthia, Austria, shown in the top map. Sample color-composite UAS mosaics for each study site are shown (bottom left and middle images). The location of the State of Carinthia within Austria is shown in the lower right.

2.2. Data

Using a hyperspectral sensor mounted on a UAS platform flown by the Carinthia University of Applied Sciences (CUAS), Austria, we derive four (4) sets of narrow-band multispectral orthoimages. The narrow-band datasets consist of one (1) image for the River Drau, collected on 17 May 2016, and three (3) images for the River Gail that were collected on 11 April 2016, 22 June 2016, and 29 July 2016. Images used in developing these narrow-band datasets are all captured during a single UAS flight for each date, over the respective riparian areas. We mosaic and ortho-reference all collected imagery. We utilize a Rikola Ltd./VTT hyperspectral image sensor (CMV4000) (Oulu, Finland), based on Fabry–Perot Interferometer (FPI) technology, with a spectral range of 450–800 nm, though bands can be selected from the 400–950 nm range via long- and short-pass filters, and the minimum spectral resolution is 10 nm (FWHM). This lightweight sensor (<600 g) is designed for UAS mounting and applications.

Our main goal with the data collection part of this project is to perform an overall evaluation of a novel fixed-wing, UAS-based narrow-band, hyperspectral remote-sensing system. Here, for the first time, the Rikola hyperspectral sensor (Oulu, Finland) is fully integrated into the fixed-wing UAS platform (BRAMOR ppk, manufactured by the UAS company C-Astral (Ajdovščina, Slovenia)) (Figure S1; see Supplementary Materials), the high-precision autopilot (Lockheed Martin Kestrel Procerus Technologies, Vineyard, UT, USA), and the
related flight mission planning software (GeoPilot–C-Astral, vers. 2.3.48.0-x86, Ajdovščina, Slovenia). BRAMOR ppk has a maximum take-off weight of 4.9 kg, electric propulsion, and a maximum flight duration of 3 h. BRAMOR ppk is launched by a catapult and landed by parachute, a safety mechanism for UAS operation. A Ground Control Station allows for monitoring of all relevant UAS parameters during flight. It is furthermore equipped with a survey-grade DGNSS system, which allows a positional correction of captured image coordinates by RINEX files, provided by the Austrian Positional Correction Service APOS. We have developed a semi-automatic process for hyperspectral mission planning, mission performance, and data post processing, yielding a complete workflow for hyperspectral imaging, starting with UAS mission planning. Based on the mission planning parameters in terms of flight altitude above ground level (AGL) (in our study, we generally employ a nominal flight AGL of 100 m) and overlap (70% front lap in the flight direction and 70% side lap between consecutive flight lines), the hyperspectral Rikola sensor (Oulu, Finland) is triggered by the Lockheed Martin Procerus Kestrel autopilot. For mission planning and post processing, we use C-Astral’s software GeoPilot (Ajdovščina, Slovenia) (Figure S2).

For testing and evaluation purposes, we select the two (2) riparian/riverine test sites in Carinthia, Austria, and conduct multiple UAS missions with different settings regarding UAS flight parameters and narrow-band selection. Due to the mean flight speed of 16 m/s, a maximum number of 15 narrow bands can be captured during one (1) trigger event of the hyperspectral sensor. The rationale for the given band selections is to evaluate and test different band combinations as proof of concept. Furthermore, hyperspectral sensor integration was a challenge due to electromagnetic interferences from the Rikola sensor (Oulu, Finland), resulting in disturbance of the autopilot and UAS communication between the UAS and the Ground Control Station. This issue could be finally solved by additional shielding of the sensor.

Our hyperspectral UAS data mission preparation and data-processing protocol consists of four (4) main steps: (1) narrow-band selection and sensor pre-flight programming using Rikola’s internal software Hyperspectral Imager (Oulu, Finland); (2) converting raw data to radiance data cubes using Rikola’s internal software Hyperspectral Imager (Oulu, Finland); (3) applying Rikola DataProcessor software (Oulu, Finland) to convert the data cubes to reflectance factor images and generating individual GeoTiffs for each band as input for photogrammetric processing; and (4) hyperspectral photogrammetric processing of individual narrow-band images using Agisoft PhotoScan (St. Petersburg, Russia) in order to provide for each band an orthomosaic, digital surface model (DSM), and 3D point cloud.

The narrow-band image for the River Drau study site contains five (5) spectral channels/bands (with band centers at 457, 550, 670, 750, and 796 nm) at 7 cm spatial resolution and 32-bit radiometric resolution. Drau imagery is placed in a geographic WGS84 spatial reference (horizontal datum: WGS 1984; projection: transverse Mercator). Visual assessment of the narrow-band imagery indicates that the image has good band-to-band registration, and the river entails relatively clear water conditions that translate to only minor errors in the pixel values for the river water.

One narrow-band image for the River Gail entails 10 spectral bands (with band centers at 457, 492, 527, 562, 597, 632, 667, 703, 734, and 772 nm), and the other two River Gail narrow-band images contain 15 spectral bands (with band centers at 500, 510, 520, 530, 540, 550, 560, 570, 581, 590, 600, 670, 700, 750, and 797 nm). All narrow-band images acquired for this research have a nominal spatial resolution of 7 cm and high radiometric resolution; data are provided as 32-bit floating point values. River Gail imagery is placed in a geographic WGS84 spatial reference (horizontal datum: WGS 1984; projection: transverse Mercator). Visual assessment of the narrow-band imagery indicates that the 11 April 2016 and 22 June 2016 images have relatively erroneous band-to-band registration (particularly in areas in and around the river), whereas the 22 July 2016 image has better band-to-band registration (although not as good as the band-to-band registration for the Drau narrow-band image). River water was relatively turbid (especially for the two latter dates) during collection of
the Gail narrow-band, yielding numerous errors in the pixel values over water, which can occur with the structure-from-motion-based mosaicking used.

Field mapping missions identify vegetation and other land cover types within particular portions of the respective riparian study areas where most of the river restoration efforts have occurred. This information is stored in polygon Esri© Shapefiles (Esri©, Redlands, California, USA) and contains data from mapping excursions conducted along the River Drau in 2015, and in 2014 for the River Gail. We extensively modify each of these datasets through manual digitization in order to match features that are visible within the orthoimagery, where the necessity for such modification is due to differences in geometry and other factors, such as seasonality (e.g., vegetation phenological and/or agricultural cycles). This results in each narrow-band image set having its own corresponding land cover dataset that was derived using the 2014 or 2015 shapefiles. Tables 1 and 2 show the land cover classes that were ultimately used in our classifications. Some of the narrow-band classes in Tables 1 and 2 are from the original land cover shapefiles for 2014 and 2015, whereas we determine others visually, via on-screen image interpretation. We use these data in classifier training and validation of our image classifications. We use all reference data to validate the endmember-based classifications (since the endmember-based classifications do not require training data), and for the GEOBIA classifications, we use 51% of the reference data for training and 49% of the data for validation. We divide the original polygons into smaller features by dividing them using a fishnet. We use a stratified random sample to select 51% of the reference data for training and the remaining 49% of reference data for validation. We chose those percentages for the training and validation data because this is an approach used in the calibration and validation of empirical models that makes use of all the available reference data, e.g., [60,61]. Those percentages also limit the data included in the model calibration, given the computational intensity of the classifier. The slightly larger fraction of reference data being dedicated for calibration follows the practice of using at least half of the available reference data for calibration, while also allowing a comparable validation dataset with a variance similar to that of the calibration data to be developed. We then perform a merging scheme, where rooks case neighbors are merged to have features of the training and validation data of variable size. Our initial set of segments is joined with the training data using a majority zonal statistics operator.

**Table 1.** Narrow-band classes used in classifications of the River Drau study area. (Note: Abbreviations for land cover classes are shown in parentheses.)

| Narrow-Band Image Land Cover Class | Source of Narrow-Band Class                  |
|------------------------------------|---------------------------------------------|
| Grey Elder Alluvial Forest (GEAF)  | Reference Shapefile                         |
| White Willow Alluvial Forest (WWAF)| Reference Shapefile                         |
| River (R)                          | Reference Shapefile                         |
| Bank–Vegetated (BV)               | Reference Shapefile                         |
| Bank–Unvegetated (BUV)            | Reference Shapefile                         |
| Pond/Standing Water (PSW)         | Reference Shapefile                         |
| Agriculture Field–Fully Vegetated (AFFV) | Visually Determined                        |
| Agriculture Field–Partially Vegetated (AFPV) | Visually Determined                        |
| Agriculture Field–Unvegetated (AFU)| Visually Determined                        |
| Ruderal Species (RS)              | Reference Shapefile                         |
| Forb Community (FC)               | Reference Shapefile                         |
| Groynes (G)                       | Reference Shapefile                         |
| Structure/Car (SC)                | Visually Determined                         |
| Road/Path/Barren Land (RPB)       | Reference Shapefile                         |
Table 2. Narrow-band classes used in classifications of the River Gail study area. (Note: Abbreviations for land cover classes are shown in parentheses.).

| Narrow-Band Image Land Cover Class                   | Source of Narrow-Band Class                      |
|-----------------------------------------------------|-------------------------------------------------|
| Building (B)                                        | Reference Shapefile                             |
| Creek (C)                                           | Reference Shapefile                             |
| Grey Elder Alluvial Forest (GEAF)                   | Reference Shapefile                             |
| Infrastructure (I)                                 | Reference Shapefile                             |
| Pond/Standing Water (PSW)                          | Reference Shapefile                             |
| River (R)                                           | Reference Shapefile                             |
| Road/Path (RP)                                     | Reference Shapefile                             |
| Sowing Meadow (SM)                                 | Reference Shapefile                             |
| Tall Oat Grass (TAG)                               | Reference Shapefile                             |
| Tor Grass/Red Fescue (TGRF)                        | Reference Shapefile                             |
| White Clover/Ryegrass Meadow (WCRM)                | Reference Shapefile                             |
| Agriculture Field–Partially Vegetated (AFPV)       | Visually Determined                             |
| Agriculture Field–Unvegetated (AFU)                | Visually Determined                             |
| Agriculture Field–Fully Vegetated (AFFV)           | Visually Determined                             |
| Barren Land (BL)                                   | Visually Determined                             |
| Lightly Vegetated Land (LVL)                       | Visually Determined                             |
| Groyne                                              | Visually Determined                             |

2.3. Data Pre-Processing

The positional accuracy of the captured individual image coordinates is improved by utilizing RINEX DGNSS correction data via GeoPilot (Ajdovščina, Slovenia). Furthermore, VHR broad-band RGB orthomosaics, captured during a temporally close prior UAS mission (via a Sony Alpha 6000 camera, Tokyo, Japan) and georeferenced by using DGNSS ground control points in the photogrammetric processing with Agisoft PhotoScan (St. Petersburg, Russia), are also used for co-registration purposes. All data are projected to the UTM spatial reference system (zone 33; horizontal datum: WGS 1984; projection: transverse Mercator). Using visual overlay analysis, we determine that the narrow- and broad-band imagery do not align geometrically and that the broad-band imagery has more geometric agreement with standard orthophoto products generated by the Austrian government than the original narrow-band imagery. Thus, we register the narrow-band imagery to the broad-band imagery. For this further correction, each narrow-band image is warped using a third-order polynomial, with root mean square error (RMSE) values of 6 (18 tie-points), 36 (18 tie-points), 40 (18 tie-points), and 4 cm (19 tie-points) for the 17 May 2016 (Drau), 11 April 2016 (Gail), 22 June 2016 (Gail), and 29 July 2016 (Gail) images, respectively.

We atmospherically correct the UAS-based images, as we consider image classifications across multiple dates. The hyperspectral camera acquired data for the narrow-band images in units of radiance (mWm$^{-2}$sr$^{-1}$nm$^{-1}$), and we use the QUick Atmospheric Correction (QUAC) algorithm [62] to atmospherically correct each image, converting the radiance values for the pixels to surface reflectance. QUAC is considered to be more of an approximate atmospheric-correction method relative to radiative transfer-modeling approaches; image-specific information sufficient to perform such a physically-based atmospheric correction (e.g., via FLAASH [63]) is unavailable.

In order to maintain a consistent geographic area for each riverine/riparian area within our areas of interest, we clip all narrow- and broad-band images (noted above) to the same extent and shape for each of our study reaches. We determine the final study area by overlaying all narrow-band and broad-band imagery and manually delineating a polygon that captures all the necessary data while minimizing band alignment issues along the edges of the study areas. The finalized images that serve as the basis for our object- and endmember-based analyses are shown in Figures 2–5. Moreover, endmember-based analysis can be sensitive to extreme/erroneous pixel values that can arise due to sun glint over water and errors in the image stitching from the structure-from-motion mosaicking
process. Thus, prior to the endmember-based analysis, we mask out parts of the study area with large amounts of extreme/erroneous pixel values.

**Figure 2.** (a) Narrow-band image from 17 May 2016 of the River Drau study area with 20 cm pixel size (bands 797, 670, and 550 nm as R,G,B); (b) Image segments generated using eCognition® for the 20 cm narrow-band image; (c) Zoomed-in views to the source image and segments depicted by the purple and cyan rectangles in (a) and (b); (d) Narrow-band image from 17 May 2016 of the River Drau study area with 7 cm pixel size; (e) Image segments generated using eCognition® for the 7 cm narrow-band image; (f) Zoomed-in views to the source image and segments depicted by the purple and cyan rectangles in (d) and (e).
Figure 3. (a) Narrow-band image from 11 April 2016 of the River Gail study area with 20 cm pixel size (bands 772, 667, and 550 nm as R,G,B); (b) Image segments generated using eCognition® for the 20 cm narrow-band image; (c) Zoomed-in views to the source image and segments depicted by the purple and cyan rectangles in (a) and (b); (d) Narrow-band image from 11 April 2016 of the River Gail study area with 7 cm pixel size; (e) Image segments generated using eCognition® for the 7 cm narrow-band image; (f) Zoomed-in views to the source image and segments depicted by the purple and cyan rectangles in (d) and (e).
Figure 4. (a) Narrow-band image from 22 June 2016 of the River Gail study area with 20 cm pixel size (bands 797, 670, and 550 nm as R,G,B); (b) Image segments generated using eCognition® for the 20 cm narrow-band image; (c) Zoomed-in views to the source image and segments depicted by the purple and cyan rectangles in (a) and (b); (d) Narrow-band image from 22 June 2016 of the River Gail study area with 7 cm pixel size; (e) Image segments generated using eCognition® for the 7 cm narrow-band image; (f) Zoomed-in views to the source image and segments depicted by the purple and cyan rectangles in (d) and (e).
To assess the effect of pixel size on classification accuracy, in addition to the original 7 cm spatial resolution image data, we resample all of our narrow-band imagery to a coarser pixel size of 20 cm. We choose this value because it is the same pixel size as that of other multispectral (blue, green, red) aerial orthoimages of our riparian study sites collected under the auspices of the Carinthian government (Austria) for mapping purposes. In the present study, all classification experiments conducted on the 7 cm spatial resolution images are repeated on the 20 cm pixel size images. This allows us to infer how comparable our CUAS data are with Carinthian governmental data.

2.4. Object-Based Land Cover Classification of Narrow-Band Imagery

We perform segmentation/feature-extraction and object-based classification (i.e., GEOBIA) [36,37] on the narrow-band images using eCognition® Developer software (vers. 9; [64,65]), which allows objects/segments to be delineated and used to classify...
geospatial datasets. We classify all narrow-band images for both study sites using the same workflow (or rule set). The rule set involves five (5) general steps, described as follows:

The first (1) step involves segmenting the narrow-band image. We use Multiresolution Segmentation to segment the input image. This is a type of bottom-up segmentation, in that it starts by creating objects of a single pixel, and it grows the size of objects by merging neighboring objects until some homogeneity criterion has been met [37,64]. There are three parameters that affect the homogeneity criterion, and they include scale, shape, and compactness. Scale affects the size of the objects, with higher scale values generating larger objects. In segmenting the narrow-band imagery, we use a scale value of 200, enabling the delineation of forest stands. Shape determines how much the geometry of the object influences the homogeneity criterion when compared to the variability in spectral values within each object. Here, we use the default shape value of 0.1, and this indicates that color (i.e., spectral values) has a much higher weighting in determining the homogeneity criterion because the shape and color parameters need to sum to 1. Thus, color has a weight of 0.9. Compactness influences how the object shape is compared with regard to some idealized geometry. In this study, we employ the default compactness parameter value of 0.5, which indicates that we have no preference with regard to how compact or smooth the objects need to be when computing the homogeneity criterion. Narrow-band images that we subjected to Multiresolution Segmentation are shown in Figures 2–5.

The second (2) step involves assigning a class to segments that overlap features of some reference dataset. We use the reference data compiled for training (see Section 2.2) in order to assign the narrow-band imagery classes in Tables 1 and 2. Segments that intersected a feature within the training dataset are assigned that particular feature’s narrow-band imagery class. If more than one feature in the training dataset intersected a segment, then the feature that occupied the most space within the segment would be the class assigned to the segment. The training areas used to assign classes for the narrow-band imagery are shown in Figures 6–9.
Figure 6. (a) Land cover classification of the 20 cm pixel size narrow-band 17 May 2016 image of the River Drau generated using eCognition®; (b) Training data used in eCognition® for generating the land cover image in (a); (c) Validation data used in the accuracy assessment of the land cover image in (a); (d) Land cover classification of the 7 cm pixel size narrow-band 17 May 2016 image of the River Drau generated using eCognition®; (e) Training data used in eCognition® for generating the land cover image in (d); (f) Validation data used in the accuracy assessment of the land cover image in (d).
Figure 7. (a) Land cover classification of the 20 cm pixel size narrow-band 11 April 2016 image of the River Gail generated using eCognition®; (b) Training data used in eCognition® for generating the land cover image in (a); (c) Validation data used in the accuracy assessment of the land cover image in (a); (d) Land cover classification of the 7 cm pixel size narrow-band 11 April 2016 image of the River Gail generated using eCognition®; (e) Training data used in eCognition® for generating the land cover image in (d); (f) Validation data used in the accuracy assessment of the land cover image in (d).
Figure 8. (a) Land cover classification of the 20 cm pixel size narrow-band 22 June 2016 image of the River Gail generated using eCognition®; (b) Training data used in eCognition® for generating the land cover image in (a); (c) Validation data used in the accuracy assessment of the land cover image in (a); (d) Land cover classification of the 7 cm pixel size narrow-band 22 June 2016 image of the River Gail generated using eCognition®; (e) Training data used in eCognition® for generating the land cover image in (d); (f) Validation data used in the accuracy assessment of the land cover image in (d).
The third (3) step involves converting the segments that were assigned a class in Step 2 into training areas. Built-in functionality within eCognition® is used to accomplish the conversion in a simple manner.

The fourth (4) step is to configure the feature space of the Nearest Neighbor classifier that will be used to classify the image objects. Configuring the feature space involves specifying the object properties that will be used as the basis for classification. The object properties that we used in classifying the narrow-band imagery are given in Table 3. Regarding some of the object properties noted in Table 3, for the 17 May Drau image, we compute the Normalized Difference Vegetation Index (NDVI) [66,67] and the Normalized Difference Water Index (NDWI) [67] via the following: \[ \text{NDVI} = \frac{(796 \text{ nm} - 670 \text{ nm})}{(796 \text{ nm} + 670 \text{ nm})}, \] \[ \text{NDWI} = \frac{(550 \text{ nm} - 796 \text{ nm})}{(550 \text{ nm} + 796 \text{ nm})}, \] respectively, where values are the band-center wavelength for each band. For the 11 April Gail image, the bands used to calculate NDVI and NDWI, respectively, are indicated as follows: \[ \text{NDVI} = \frac{(772 \text{ nm} - 667 \text{ nm})}{(772 \text{ nm} + 667 \text{ nm})}; \] and \[ \text{NDWI} = \frac{(562 \text{ nm} - 772 \text{ nm})}{(562 \text{ nm} + 772 \text{ nm})}. \] For the 22 June Gail and 29 July Gail images, the bands used to calculate NDVI and NDWI,
respectively, are indicated as follows: \( \text{NDVI} = (797 \, \text{nm} - 670 \, \text{nm})/(797 \, \text{nm} + 670 \, \text{nm}) \); and \( \text{NDWI} = (550 \, \text{nm} - 797 \, \text{nm})/(550 \, \text{nm} + 797 \, \text{nm}) \).

**Table 3.** Object properties that were used to configure the Nearest Neighbor classifier for classification of objects generated using the narrow-band imagery.

| Object Property                              | Type of Information That Property Indicates                      | Property Use in Feature Space                                                                 |
|----------------------------------------------|------------------------------------------------------------------|----------------------------------------------------------------------------------------------|
| Mean of the spectral values for each band in the object | Color of the feature source material                             | Five (5; for 17 May Drau), ten (10; for 11 April Gail), and 15 (for 22 June Gail and 29 July Gail) mean values for each band are included in the feature space for each class. |
| Normalized Difference Vegetation Index (NDVI) | Apparent greenness of the feature source material                | Five (5; for 17 May Drau), ten (10; for 11 April Gail), and 15 (for 22 June Gail and 29 July Gail) NDVI values are included in the feature space for each class. See Section 2.4 text body and [66] for description of how to compute. |
| Normalized Difference Water Index (NDWI)     | Amount of water on the surface of the feature source material    | Five (5; for 17 May Drau), ten (10; for 11 April Gail), and 15 (for 22 June Gail and 29 July Gail) NDWI values are included in the feature space for each class. See Section 2.4 text body and [67] for description of how to compute. |
| Shape Index                                  | Complexity of the object shape                                   | One (1) Shape Index value is included in the feature space for each class. See [65] for description of how to compute. |

The fifth (5) and final step involves applying the configured Nearest Neighbor classifier to the image objects. This algorithm determines how close an object is to a given feature space for a particular class (as determined by the configuration) by using a membership function [64]. The more similar an object is to a particular feature space, the higher the membership that will be assigned. Parameters of the Nearest Neighbor classification that need to be specified are the classes that will be included in the classification and the slope of the membership function. All narrow-band classes listed in Tables 1 and 2 are included in the classification. We use the default membership function slope of 0.2, which allows a more subtle gradation in the assignment of feature space membership.

2.5. **Endmember-Based Land Cover Classification of Narrow-Band Imagery**

Endmember extraction algorithms (EEAs) and endmember-based classifications are applied to each set of narrow-band imagery. As discussed in Section 2.2, EEAs can be sensitive to extreme/erroneous pixel values, and we mask out these areas within each narrow-band image. The narrow-band images subjected to endmember-based processing are shown in Figures 10–13.
Figure 10. (a) Narrow-band image from 17 May 2016 of the River Drau study area with extreme/erroneous pixels masked out at the 20 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (b) Land cover classification generated using the 20 cm narrow-band image, endmembers extracted from (a), and the Spectral Angle Mapper algorithm within ENVI; (c) Reference data used in assessing the accuracy of the classified image in (b); (d) Narrow-band image from 17 May 2016 of the River Drau study area with extreme/erroneous pixels masked out at the 7 cm pixel size. The map also shows locations of identified purest pixels extracted as endmembers and used in the classification; (e) Land cover classification generated using the 7 cm narrow-band image, endmembers extracted from (d), and the Spectral Angle Mapper algorithm; (f) Reference data used in assessing the accuracy of the classified image in (e).
Figure 11. (a) Narrow-band image from 11 April 2016 of the River Gail study area with extreme/erroneous pixels masked out at the 20 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (b) Land cover classification generated using the 20 cm narrow-band image, endmembers extracted from (a), and the Spectral Angle Mapper algorithm within ENVI; (c) Reference data used in assessing the accuracy of the classified image in (b); (d) Narrow-band image from 11 April 2016 of the River Gail study area with extreme/erroneous pixels masked out at the 7 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (e) Land cover classification generated using the 7 cm narrow-band image, endmembers extracted from (d), and the Spectral Angle Mapper algorithm; (f) Reference data used in assessing the accuracy of the classified image in (e).
Figure 12. (a) Narrow-band image from 22 June 2016 of the River Gail study area with extreme/erroneous pixels masked out at the 20 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (b) Land cover classification generated using the 20 cm narrow-band image, endmembers extracted from (a), and the Spectral Angle Mapper algorithm within ENVI; (c) Reference data used in assessing the accuracy of the classified image in (b); (d) Narrow-band image from 22 June 2016 of the River Gail study area with extreme/erroneous pixels masked out at the 7 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (e) Land cover classification generated using the 7 cm narrow-band image, endmembers extracted from (d), and the Spectral Angle Mapper algorithm; (f) Reference data used in assessing the accuracy of the classified image in (e).
Our endmember-based classification involves three (3) general steps. First (1), the dimensionality, or discrete number of information signals, within the multi-band data is estimated. Given that we are analyzing aerial images acquired over landscapes, it is commonly assumed that the dominant signals in the data correspond to land cover and other features within the images. We employ three well-known algorithms for estimating dimensionality of imagery, and they include Harsanyi–Ferrand–Chang (HFC) [68], noise-whitened HFC (NWFC) [69], and the hyperspectral signal identification by minimum error (HySime) algorithm [70]. We apply each dimensionality estimation algorithm to each image mosaic, and we vary the value for the probability of failure (PoF) for HFC and NWFC that is used to stochastically test whether the number of signals is statistically significant.

Figure 13. (a) Narrow-band image from 29 July 2016 of the River Gail study area with extreme/erroneous pixels masked out at the 20 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (b) Land cover classification generated using the 20 cm narrow-band image, endmembers extracted from (a), and the Spectral Angle Mapper algorithm within ENVI; (c) Reference data used in assessing the accuracy of the classified image in (b); (d) Narrow-band image from 29 July 2016 of the River Gail study area with extreme/erroneous pixels masked out at the 7 cm pixel size. The map also shows locations of the identified purest pixels extracted as endmembers and used in the classification; (e) Land cover classification generated using the 7 cm narrow-band image, endmembers extracted from (d), and the Spectral Angle Mapper algorithm; (f) Reference data used in assessing the accuracy of the classified image in (e).
The number of estimated dimensions for each algorithm and PoF specification are given in Table 4 (20 cm pixel size) and Table 5 (7 cm pixel size).

### Table 4. The number of signals estimated by each algorithm and probability of failure (PoF) specification within each narrow-band image mosaic with 20 cm pixel size.

| Narrow-Band Image | Pixel Size (cm) | Algorithm | PoF   | Number of Estimated Signals |
|-------------------|----------------|-----------|-------|-----------------------------|
|                   |                |           | 0.1   | 5                           |
|                   |                |           | 0.01  | 4                           |
|                   |                |           | 0.001 | 4                           |
|                   |                |           | 0.0001| 4                           |
| Drau (17 May 2016)| 20             | HFC       |       |                             |
|                   |                |           | 0.1   | 5                           |
|                   |                |           | 0.01  | 5                           |
|                   |                |           | 0.001 | 5                           |
|                   |                |           | 0.0001| 5                           |
|                   |                | NWHFC     |       |                             |
|                   |                |           | 0.1   | 5                           |
|                   |                |           | 0.01  | 5                           |
|                   |                |           | 0.001 | 5                           |
|                   |                |           | 0.0001| 5                           |
|                   |                | HySime    | NA    | 2                           |
|                   |                |           | 0.1   | 8                           |
|                   |                |           | 0.01  | 8                           |
|                   |                |           | 0.001 | 8                           |
|                   |                |           | 0.0001| 8                           |
| Gail (11 April 2016)| 20             | HFC       |       |                             |
|                   |                |           | 0.1   | 8                           |
|                   |                |           | 0.01  | 8                           |
|                   |                |           | 0.001 | 8                           |
|                   |                |           | 0.0001| 8                           |
|                   |                | NWHFC     |       |                             |
|                   |                |           | 0.1   | 8                           |
|                   |                |           | 0.01  | 8                           |
|                   |                |           | 0.001 | 8                           |
|                   |                |           | 0.0001| 8                           |
|                   |                | HySime    | NA    | 3                           |
|                   |                |           | 0.1   | 9                           |
|                   |                |           | 0.01  | 4                           |
|                   |                |           | 0.001 | 4                           |
|                   |                |           | 0.0001| 4                           |
| Gail (22 June 2016)| 20             | HFC       |       |                             |
|                   |                |           | 0.1   | 7                           |
|                   |                |           | 0.01  | 7                           |
|                   |                |           | 0.001 | 6                           |
|                   |                |           | 0.0001| 6                           |
|                   |                | NWHFC     |       |                             |
|                   |                |           | 0.1   | 7                           |
|                   |                |           | 0.01  | 7                           |
|                   |                |           | 0.001 | 6                           |
|                   |                |           | 0.0001| 6                           |
|                   |                | HySime    | NA    | 3                           |
|                   |                |           | 0.1   | 14                          |
|                   |                |           | 0.01  | 13                          |
|                   |                |           | 0.001 | 13                          |
|                   |                |           | 0.0001| 13                          |
| Gail (29 July 2016)| 20             | HFC       |       |                             |
|                   |                |           | 0.1   | 14                          |
|                   |                |           | 0.01  | 13                          |
|                   |                |           | 0.001 | 12                          |
|                   |                |           | 0.0001| 12                          |
|                   |                | NWHFC     |       |                             |
|                   |                |           | 0.1   | 14                          |
|                   |                |           | 0.01  | 13                          |
|                   |                |           | 0.001 | 12                          |
|                   |                |           | 0.0001| 12                          |
|                   |                | HySime    | NA    | 3                           |

The value of the maximum number of estimated signals is used as an input to the endmember-extraction step based on use of the Sequential Maximum Angle Convex Cone (SMACC) EEA [71,72], available within the ENVI® digital image processing environment. The number of endmembers extracted for each image is listed in Table 6. SMACC identifies the “pure pixels” that are used to develop the endmember spectra, and these locations are shown in Figures 10–13. Outputs from SMACC include the endmember spectra and respective fractional-abundance maps for the respective classes represented by their corresponding endmembers, and these data are used to produce hard/crisp endmember-based classifications.
Table 5. The number of signals estimated by each algorithm and probability of failure (PoF) specification within each narrow-band image mosaic with 7 cm pixel size.

| Narrow-Band Image | Pixel Size (cm) | Algorithm | PoF   | Number of Estimated Signals |
|-------------------|----------------|-----------|-------|----------------------------|
|                   |                | HFC       |       |                            |
| Drau (17 May 2016)| 7              | 0.1       | 5     |                            |
|                   |                | 0.01      | 5     |                            |
|                   |                | 0.001     | 5     |                            |
|                   |                | 0.0001    | 5     |                            |
|                   |                | NWHFC     |       |                            |
|                   |                | 0.1       | 5     |                            |
|                   |                | 0.01      | 5     |                            |
|                   |                | 0.001     | 5     |                            |
|                   |                | 0.0001    | 5     |                            |
|                   |                | HySime    |       | 2                          |
|                   |                | HFC       |       | 8                          |
| Gail (11 April 2016)| 7           | 0.1       | 8     |                            |
|                   |                | 0.01      | 8     |                            |
|                   |                | 0.001     | 8     |                            |
|                   |                | 0.0001    | 8     |                            |
|                   |                | NWHFC     |       | 8                          |
|                   |                | 0.1       | 8     |                            |
|                   |                | 0.01      | 8     |                            |
|                   |                | 0.001     | 8     |                            |
|                   |                | 0.0001    | 8     |                            |
|                   |                | HySime    |       | NA                         |
|                   |                | HFC       |       | 9                          |
| Gail (22 June 2016)| 7           | 0.1       | 9     |                            |
|                   |                | 0.01      | 9     |                            |
|                   |                | 0.001     | 9     |                            |
|                   |                | 0.0001    | 9     |                            |
|                   |                | NWHFC     |       |                            |
|                   |                | 0.1       | 10    |                            |
|                   |                | 0.01      | 7     |                            |
|                   |                | 0.001     | 7     |                            |
|                   |                | 0.0001    | 7     |                            |
|                   |                | HySime    |       | NA                         |
|                   |                | HFC       |       | 14                         |
| Gail (29 July 2016)| 7           | 0.1       | 14    |                            |
|                   |                | 0.01      | 14    |                            |
|                   |                | 0.001     | 14    |                            |
|                   |                | 0.0001    | 14    |                            |
|                   |                | NWHFC     |       |                            |
|                   |                | 0.1       | 14    |                            |
|                   |                | 0.01      | 14    |                            |
|                   |                | 0.001     | 14    |                            |
|                   |                | 0.0001    | 14    |                            |
|                   |                | HySime    |       | 3                          |

Table 6. Number of endmembers extracted using the Sequential Maximum Angle Convex Cone (SMACC) algorithm for the narrow-band images.

| Narrow-Band Image (20 cm Pixel Size) | Number of Endmembers | Narrow-Band Image (7 cm Pixel Size) | Number of Endmembers |
|--------------------------------------|-----------------------|-------------------------------------|----------------------|
| Drau (17 May 2016)                   | 5                     | Drau (17 May 2016)                  | 5                    |
| Gail (11 April 2016)                 | 8                     | Gail (11 April 2016)                | 8                    |
| Gail (22 June 2016)                  | 14                    | Gail (22 June 2016)                 | 10                   |
| Gail (29 July 2016)                  | 9                     | Gail (29 July 2016)                 | 14                   |

In particular, we employ the SMACC-extracted endmembers as input for the Spectral Angle Mapper (SAM) [73] algorithm within ENVI® (vers. 5.4) in order to generate hard/crisp classifications. For the SAM hard classifications, we use a maximum angle
threshold value of 0.8 radians, so that all pixels in the input image are classified. Once the classifications are generated, we use the pure pixels (Figures 10–13) employed in developing the endmember spectra and the angle maps generated by SAM for each endmember in order to label each endmember (i.e., we associate each endmember with its corresponding narrow-band image land-cover class name) (Tables 1 and 2). That is, we incorporate the field data in the endmember-labeling process.

2.6. Accuracy Assessment of Land Cover Classifications

We assess the accuracy of our narrow-band object-based classifications using the 49% of reference features that were not used in classifier training (validation in Figures 6–9). All reference data (Figures 10–13) are used in the accuracy assessment of endmember-based SAM classifications. We use a simple pixel-based overlay analysis between the classified imagery and validation reference data. More specifically, we accomplish the accuracy assessment of the classified images by conducting a cross tabulation between the classified image and the validation reference data using an overlay approach. We utilize the cross tabulation to develop error matrices that we further process to generate statistics of the classification accuracy [74,75].

3. Results

3.1. Object-Based Land Cover Classification of Narrow-Band Imagery

Figures 6–9 show the land cover classifications produced using the described object-based analysis. All classes included as part of the classifier training appear in the dataset. Tables S1–S3 (see Supplementary Materials) indicate the amount of spatial coverage associated with each class, by classification method and by pixel size experiment. With the exception of the 29 July 2016, which is quite heterogeneous/speckled (and possibly noisy), with numerous, small land cover patches scattered throughout the study area, all the other narrow-band object-based classifications generally entail more homogenous areas. Fronts of major land cover transitions are the locations within the respective images where the classifications tend to be the most spatially heterogeneous (and possibly noisy).

3.2. Endmember-Based Land Cover Classification of Narrow-Band Imagery

Figures 10–13 show the land cover classifications that were produced using endmember-based analysis. Table S4 (see Supplementary Materials) lists the amount of coverage that occurs for each class. Only a few of the classes in the reference dataset were mapped. The extent of individual classes is very generalized, with very large patches of the classes that were mapped. It appears that SMACC only extracted the general signals for features such as vegetation and barren land classes (e.g., groynes and banks). Moreover, it seems that SMACC is only able to detect/identify the higher-reflectivity features within these images, as no water classes were mapped via the subsequent SAM classification.

3.3. Accuracy Assessment of Land Cover Classifications

Accuracy assessments are conducted for each of the narrow-band image classifications, and the overall accuracies for each method, for each of the study areas, by image date and by pixel size, are shown in Table 7. All of the endmember-based classifications are of very low thematic accuracy, with the exception of the classifications for the River Drau study area. For the object-based classifications, with the exception of the River Gail study area classifications for 29 July 2016, all of the classifications have overall accuracies of >85%. We also construct error matrices, yielding the error associated with each class, and they are shown in Tables S5–S19 (see Supplementary Materials).
Table 7. Overall accuracies for the classifications of the narrow-band images.

| Location          | Image Date     | Pixel Size (cm) | Object-Based | Endmember-Based |
|-------------------|----------------|-----------------|--------------|-----------------|
|                   |                |                 | Overall       | Overall         |
|                   |                |                 | Accuracy (%)  | Accuracy (%)    |
| Obergottesfeld    | 17 May 2016    | 7               | 94.8         | 32.1            |
| River Drau        |                | 20              | 96.1         | 32.4            |
| Feistritz         | 11 April 2016  | 7               | 87.0         | 17.9            |
| River Gail        |                | 20              | 85.3         | 8.7             |
|                   | 22 June 2016   | 7               | 86.7         | 0.4             |
|                   |                | 20              | 87.2         | 1.3             |
|                   | 29 July 2016   | 7               | 79.2         | 0.3             |
|                   |                | 20              | 70.2         | 0.4             |

4. Discussion and Conclusions

Various factors likely affect the accuracies of the object- and endmember-based classifications. The relatively high overall classification accuracies for the object-based classifications generated in this study may follow from the fact that we utilize a relatively large number of samples for training in our workflow/rule set. With regard to the poor classification accuracies from the endmember-based approach, this is likely largely attributable to the very small pixel sizes, as well as to the relatively large number of classes used for these classification systems, in conjunction with the relatively small number of bands available with the UAS-derived orthoimages, even though their bandwidths are narrow. Lower endmember-based classification accuracies are, in fact, obtained for the River Gail study site (Table 7), even though a higher number of spectral bands are employed for those classifications (10–15 spectral bands), compared with the River Drau classification (5 spectral bands). Regardless, the overall results suggest that endmember-based classification of data with very high-spatial resolutions (VHR) should likely only be performed when more spectral bands are available. There are often many more endmembers than materials in a given image; for a given material, it is possible for exemplars to be present in an image that correspond to extremes in the state, or condition, of that material (e.g., due to shadowing/solar illumination variability, weathering, pigmentation). This possibly yields a large number of endmembers for a single material type [71]. Such a situation is likely to be accentuated by the use of VHR image data, with the associated possibility for larger numbers of pure pixels for a given class, relative to coarser pixel size data. Additionally, importantly, regarding SAM, the endmember-based classifier that we employ here, we use a single, constant maximum angle threshold value. That value may not be optimal, however, and is a factor that may significantly affect image classification accuracy. In addition, the overall wavelength ranges associated with the bands used for each riparian study site are similar. The majority of the bands we utilize are located in the visible wavelength range; the addition of more bands in other spectral regions (e.g., the near-infrared (NIR) and, if available, depending on the sensor type, the mid-infrared (MIR) regions) is expected to increase classification accuracy, particularly for vegetation, and for land–water discrimination [76,77]. Furthermore, the classification systems between the two study sites vary, so that is likely a factor in the classification accuracies attained, for both the endmember-based and object-based classifications. More work involving the merging of some classes may increase classification accuracy, as a smaller number of classes into which pixels/objects are classified typically translates into higher classification accuracies.

Poor band-to-band alignment for some of the narrow-band images likely also contributes to errors in both types of classifications, though the endmember-based classifications may be more adversely affected by this type of error, which affects pixel spectra. It is expected that river water misclassifications, such as those in Figures 7 and 8, would be minimized if the narrow-band datasets had better band-to-band alignment. We only employ a small set of pixel- and object-based ancillary input data in our land cover classifications,
though the use of other types of ancillary data may also increase classification accuracy. For example, explicit texture measures could increase riparian and water image classification accuracy. Texture information for forest and non-forest vegetation, for instance, that derives from a variety of texture metrics would be quite different, and hence, would likely aid in class discrimination in a riparian environment [76,77]. It is also possible that the Nearest Neighbor classifier within eCognition® may not optimally exploit the spectral and shape information of the delineated image objects. Thus, a more complex classification algorithm, such as Support Vector Machines (SVMs) [78,79] or an artificial neural network (ANN)-based approach [34,35], could potentially perform more accurately.

In addition, image objects/segments are also processed, generated, and assessed over different scales. The size of pixels and objects/segments can potentially affect the image classification accuracy, but we do not observe any consistent improvements in overall accuracy at any scale. In this study, only two scales/pixel sizes are utilized; the results seem to be more sensitive to the band-to-band alignment and erroneous/extreme pixel values, rather than pixel size, given the pixel sizes evaluated. Further research is needed in order to determine whether other processing scales or classification parameterization schemes can improve the accuracy of results. Additionally, there does not seem to be a clear relationship between image acquisition date and classification accuracy for these study sites, though we note that the lowest accuracies are generally observed for the 29 July 2016 image date, across classifiers.

We also posit that some of the apparent classification errors, as given in the classification accuracy assessments, may also be a consequence of inaccuracy in the ground reference data, rather than of the image classifications themselves. With respect to possible problems with the accuracy/level of detail of the reference/field land cover dataset, thematic inaccuracies in the field data are possible, where such potential categorical errors could be a function of the field methodology used and/or other factors. Additionally, some marked within field reference polygon class heterogeneity may not be represented, in which case RS classifications could be more accurate than the reference data in some cases/areas (perhaps even more so with the endmember-based classifications). We also observe some spatial errors in the delineations of certain features in the polygonal field data (Esri® Shapefiles); as described in Section 2.2, some geometric inaccuracies may exist with the ground reference data. Furthermore, temporal disjunctions between the time at which the ground reference data were collected and the date of UAS image acquisition could also constitute a significant factor in the reported image classification errors. The temporal offset and the associated landscape changes between the field and image datasets is particularly pronounced with the River Gail reach of interest. These issues resulted in our extensively modifying the reference data using visual/manual image interpretation, and errors in our interpretations may have also influenced overall accuracies.

This research quantitatively evaluates the utility of the object-based algorithms within the eCognition® environment when operating on very-high-spatial-resolution (VHR) narrow-band UAS-based image data, yielding relatively high classification accuracy, where most classifications attain overall accuracies of >85%, across the study sites and image acquisition dates. For comparison, we also test the efficacy with which endmember-based analysis could be used for classifying VHR narrow-band images in riparian environments, and all such classifications entail very low accuracy. Somewhat similar classification accuracies of endmember-based methods have been obtained previously, including Filippi et al. [80]; based on a standard image dataset, several endmember-based classification methods were compared, where most overall classification accuracies varied between 47% and 62%, but where some had accuracies of ~24% and ~1.5%, respectively. Those results, though, were derived from remote-sensor image data that were not as high-spatial-resolution as those in our present study (pixel size = 20 m). Additionally, in that study, as in the present research, constant rule-classifier thresholds for endmember-mapping algorithms were used, which may contribute to such lower classification accuracies. Regarding previous research involving direct comparison of endmember-based and segmentation/object-based
results, Mishra and Crews [58] estimated fractional land cover in a semi-arid environment using MESMA and hierarchical OBIA, respectively, applied to GeoEye-1 imagery (pixel size = 2 m). Their results indicated that MESMA yielded more accurate fractional cover estimates, though in some trials OBIA and MESMA-derived estimates were similar. (Note that because of the limited field-transect data collected in [58], MESMA-derived fractions were used to validate OBIA results.) Various aspects of that study [58] and the present research differ, however, including the spatial resolution/pixel size; thus, the results between the studies are, of course, not directly comparable. In any case, in the present study, we conclude that a greater number of spectral bands is likely necessary in order for the endmember-based methodology to produce more viable classifications in this context, with such pixel sizes and algorithms employed. As noted, the effects of differing pixel size—of those tested—are generally not large in most cases and are not consistent. It is possible that coarser pixel sizes (coarser than those tested here) may actually enhance endmember-based classification accuracies (perhaps up to some threshold pixel size), as may other endmember-based classification approaches that can better handle VHR image data. Regarding EEAs, there may actually be a large number of endmembers per class when using VHR data (e.g., multiple endmembers associated with varying leaf angle distributions and/or leaf/canopy biophysical, or health, characteristics within a forest class, etc.); conventional EEAs may not be able to handle this, particularly when a limited number of bands are employed.

To facilitate broad relevance of this study to the remote-sensing, forestry, riparian, and other research communities, as well as riparian/floodplain managers, we investigate commonly used/widely available EEA/endmember-mapping and GEOBIA algorithms, within the ENVI® and eCognition® software environments, respectively. In this study, we find that object-based classification provides for an avenue for effective riparian forest/zone monitoring and management. However, with further research, endmember-based classification may also play an important role in this domain.

Regarding future research, further work pertaining to the object-based classification approach may involve performing GEOBIA experiments based on smaller training sets (i.e., evaluating the effect of training set size on classification accuracy). Object-based classification accuracy assessments in this context could also be investigated. Future work could specifically involve the use of geometric and non-geometric indices to compare segmentations, and classification results can be compared via additional measures (e.g., multi-class F-scoreM) [81]. Additional research involving endmember-based classification of VHR narrow-band images for mapping riparian forests and other land covers should involve the use of truly hyperspectral data, which entails a larger number of bands. Additionally, as noted, there are often many more endmembers than material types in an image, and this may be even more so the case when EEAs are operating on VHR images. In [82], for example, endmember variability was integrated into spectral mixture analysis via the representation of each endmember by an endmember bundle, or set of spectra; such an approach could potentially address this general issue. This condition/scenario also suggests that future research may include experimentation with other methods for determining the number of unique signal sources/endmembers, as well as more advanced EEAs, including: (a) those that are not limited by the $n + 1$ constraint on the number of endmembers extracted, where $n =$ the number of bands, such as SVM-BEE, proposed in [18]; and/or (b) EEAs that incorporate spatial information (e.g., the spatial/spectral AMEE endmember algorithm [83]). Regarding endmember-based classification, as SAM is employed in the present research, future research also includes sensitivity analysis of the effect of the SAM maximum angle threshold value (in radians) on classification accuracy, in order to optimize that value. Furthermore, since we only evaluate the efficacy of SAM in this study with respect to endmember-based classifiers, future extensions of this line of research should include testing of other endmember-mapping algorithms and performing sensitivity analyses of their parameter values. Additionally, for whatever EEA/endmember-mapping algorithms are considered in future research, sensitivity experiments should be conducted
across a broader range of pixel sizes, particularly considering coarser pixel sizes, in order to ascertain an optimal pixel size for the scenario(s) evaluated, or otherwise to determine the effect of pixel size in this regard in more detail.
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