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Abstract – Minimizing energy consumption is a significant issue in cloud computing. Nodes present in cloud computing are heterogeneous in nature. Traditional routing protocols fit best for homogenous networks and while using in heterogeneous network it will never give its better performance. Accessing big data in cloud is a challenging task because more stable route is necessary for the access of big data. Routes failures are unexpected and if a route gets failed in cloud computing while accessing big data, then it will affect the network performance drastically. In this paper, Lucid Firefly based Routing Protocol (LFRP) is proposed to identify the optimized route to access the big data and to minimize the energy consumption. LFRP utilizes the natural characteristics of firefly to identify the best route and to share the identified best route with others. LFRP finds the route based on the size of data where the fitness function plays a major role in identifying the best route. The simulation results make an indication that the proposed routing protocol LFRP has consumed less amount of energy i.e., 3.95J in accessing the big data than other routing protocols which makes an indication that the routing protocol has found the better route to destination which faces low delay (65ms) and packet delivery ratio as 94.20%.

Index Terms – Big Data, Cloud Computing, Energy, Firefly, Lifetime, Network, Routing.

1. INTRODUCTION

On-demand accessing of data has arisen as the tipping point for information technology where cloud computing (CC) plays a major role [1]. CC has the potentiality to connect to multiple networks and devices at any time anywhere. Cloud data centers are dependent on different significant technologies, but the virtual machine is the essential foundation. CC denotes the storing and accessing of data via inter-network instead of accessing in local drive or network [2], [3]. CC provides the advantage of storing and retrieving a huge amount of data and also it supports better [4], [5]: (i) availability (ii) fault tolerance (iii) scalability and (iv) reduced complexity. Big Data (BD) indicates the huge volume of data which can be either structured or unstructured or semi-structured. Sources of BD generation are heterogeneous and generated at a rapid rate. By nature, BD is complex and it requires potential methodologies to handle where traditional methodologies won’t give their best performance while handling BD [6]. The CC and BD are bundled together by default. The extensive size of BD makes traditional techniques of accessing to get lack. Anytime anywhere computing is the biggest advantage of CC and which is most needed for BD.

The processing of BD involves different radio connectivity nodes for different parts of the network [7]. Based on the requirement of radio accessing, the nodes are placed in an ad-hoc manner in the network. It provides progress in a better manner for managing the data that flow across the disaster-affected areas [8]. The radio coverage area of ad-hoc nodes acts as merit to increase the throughput and packet delivery ratio. This method involves two key components [9], [10]: (i) gathering knowledge about the places that have experienced environmental devastation and (ii) relaying the information about those locations to where it is needed.

1.1. Problem Statement

Routing indicates the process of finding an exact path to send the data to the destination. Finding a path to send BD is entirely different from sending data in general computer networks or ad-hoc networks [11], [12]. BD is handled in CC where the network is geographic, heterogeneous and most nodes are ad-hoc. Commonly used routing protocols will never suit CC-based networks, especially while handling BD [13], [14]. To access BD, the route must be more stable because the count of data packets will be more and it flows like a stream and if any route failure occurs means it will tremendously affect the network performance which results in network congestion [15], [16].
1.2. Motivation

Currently, the access to big data is increased. Quantity of big data is drastically increasing day by day. The important source of big data is sensor network which is used in hospital and in multiple environments. In order to access the big data and to meet cloud computing needs, traditional routing protocols is never suited. Also, to effectively utilize the available limited bandwidth, an optimization based routing protocol is needed.

1.3. Objective

This paper aims to propose an optimization-based reactive multicast routing protocol to access BD in CC, namely Lucid Firefly Based Routing Protocol (LFRP). It applies the natural characteristics of firefly to find the best and stable route in CC to access BD where the main features include: (i) avoidance of network congestion (ii) reduced energy consumption (iii) increased network lifetime.

1.4. Organization of the Paper

Current section of the paper has discussed about the introduction to cloud computing, big data, problem statement, motivation and objective of the paper. Section 2 of the paper discusses the literature review with its merits and demerits. Section 3 discusses about the Firefly Algorithm. Section 4 Proposes the routing protocol based on firefly algorithm. Section 5 discusses the results and discussion. Section 6 concludes the paper with future enhancement.

2. LITERATURE REVIEW

"Fuzzy-based Routing Scheme (FRS)" [17] is proposed to find a route in urban SDN. Initially, the network is divided into sub-areas (i.e., clusters). The routing table is used to maintain the priorities of the packet. Using a fuzzy logic system, values in routing tables are initialized. Greedy approach is applied to calculate the distance in different routes to the destination. Reinforcement Learning is used for updating the routing table. "Deep Reinforcement Learning-based Routing (DRLR)" [18] is proposed to recombine the different network resources i.e., recombining bandwidth and cache memory. It quantifies the score of contribution towards minimizing the delay. Resource recombined state is used to find the route to a destination where it effectively allocates network resources for the nodes. "Dynamic Multi-Sink Routing Protocol" [19] is proposed to organize the nodes in a wireless sensor network in self and find the best route to the destination. Basically, it forms different clusters and performs multipoint communication between separated areas. The methodology of multi-hop forwarding is used to send and receive data. "Security Disjoint Routing" [20] is proposed to increase the ratio of data arriving and decrease the delay that arises in transmission. It aims to estimate the presence of malicious nodes and residual energy. Routes are established by considering the threshold level of energy in nodes. The energy present in the nodes are divided into three different levels.

"Personalized Route Prediction" [21] is proposed to utilize machine learning-based algorithms for predicting the routes to destination using probability transition matrix. It is aimed to be utilized in transport systems and intelligent vehicles (i.e., real-world driving). Data reduction algorithms are used to minimize probability transition matrix size. “GreeDi” [22] is proposed to identify the minimum energy consumption route to the cloud data centre for storing and retrieving big data. Approaches related to dynamic and linear programming are used to develop the routing protocol. Bandwidths are adjusted for different routes for delivering the big data to and from the data centre. “Joint Coflow Routing (JCR)” [23] is proposed to address the issues present in routing map reducing in data center. It aims to address the minimum bandwidth issues when the leaf-spine topology is used. While selecting a route, more preference is given to bandwidths. “Cloud-Assisted Routing (CAR)” [24] is proposed to find the better route in wide-area SDN. New features are developed to handle network traffic that reduces delay and attempts to provide better service at minimum cost. Memory complexities that arise in routing are focused to minimize. Existing features are ensemble with new features for minimizing the cost.

“Distributed Online Approach” [25] is proposed to schedule and perform routing in inter datacenter network with random topologies. It influences Lyapunov optimization strategy to increase the accessing of local information. The destination grouping method is utilized to face network performance degradation issues. “Approximate Algorithms” [26] are proposed to solve the optimization issues that arise in software-defined networking. It calculates the routing distance by not considering the link capacity where it analyzes different methodologies to adjust the route in specific flows and focuses on balancing the load that results in congestion avoidance. Multi Adaptive Routing Protocol [27] is proposed to access the big data using IoT where it is inspired from natural characteristics of fishes. Using swarming behaviour it shared the identified route with neighbor nodes for better results. Wolf Prey Inspired Protocol [28] is a bio-inspired routing protocol inspired from wolves hunting characteristics developed for cognitive radio based ad hoc networks. It is applied to access big data where it makes use of spectrum wireless medium. In this protocol, all nodes together find the best route and share the same with its member in the cluster. Different Optimization based Routing Protocols [15], [29], are proposed for different networks but the major of all protocols is to minimize the delay and energy consumption.

2.1. Limitations of Existing Methodologies

This paper focused on developing the better routing protocol for cloud computing environment specifically to access big
data. Merits and Demerits of the previous approaches are provided in Table 1. Overall limitations identified in the existing methodologies (i.e., protocols) are:

- Focusing only on finding the routes and not on its quality.
- Consumption more energy on finding the route.
- Protocol suitable for general networking will not suit for cloud computing especially to access big data.
- Consumption of more time in finding the alternate routes.
- Consumption of more bandwidth.
- Increased length of queues to send and receive data.

| Previous Approaches                        | Merits                                       | Demerits                                    |
|--------------------------------------------|----------------------------------------------|---------------------------------------------|
| Fuzzy-based Routing Scheme (FRS) [17]      | Efficient forwarding of the packet           | Increased bandwidth utilization             |
| Deep Reinforcement Learning-based Routing (DRLR) [18] | Improved throughput                           | Unbalanced load across the network          |
| Dynamic Multi-Sink Routing Protocol [19]   | Increased network lifetime                   | Reduced delivery of packets                 |
| Security Disjoint Routing [20]            | Network traffic when transmitting the data   | Unexpected failures of nodes                |
| Personalized Route Prediction [21]         | Minimum delay in delivering the data         | Utilization of more bandwidth               |
| GreeDi [22]                                | Finding of minimum energy consumption route | Unexpected link failures between nodes      |
| Joint Coflow Routing (JCR) [23]            | Better utilization of network resources.     | More time consumption for selecting the best route |
| Cloud-Assisted Routing (CAR) [24]         | Low utilization of memory                    | Increased latency in tackling the routing issues. |
| Distributed Online Approach [25]          | Increase of accessing local information      | Significant increase in queue length to access the datacenter |
| Approximate Algorithms [26]               | Increased performance in load balancing      | Limited to a specific topology              |
| Multi Adaptive Routing Protocol [27]       | Sharing of identified routes with neighbor nodes | Consumption of more time to identify the route. |
| Wolf Prey Inspired Protocol [28]          | Minimized end to end delay to deliver the packets | Finding more number of alternate routes.     |

Table 1 Merits and Demerits of Previous Approaches

3. FIREFLY ALGORITHM

Firefly Algorithm (FA) is one of the benchmark swarm intelligence-based optimization algorithms which intends to resolve the issues that are highly complex. Artificially, fireflies are deployed in a random manner where they are created artificially in FA. Each firefly then sends out light as a signal to make communication with other fireflies. The intensity of the light signal from fireflies are contrasted with others fireflies in the swarm. Fireflies move closer to the other firefly in the swarm that has a higher intensity of light. In FA, absorption of light by firefly is calculated using Equation (1).

\[
LA(df) = LA_0 \times e^{-(LAC \times df^2)}
\]  

Where \( LA \) represents light absorption, \( LA_0 \) indicates the light absorption at the initial stage, \( df \) represents the distance between fireflies, and \( LAC \) denotes the coefficient of light absorption. Distance present between fireflies are calculated by using Equation (2).

\[
df = \left( \sum_{x=1}^{d} (f_{ix} - f_{jx}) \right)^{0.5}
\]
Where \( f_f \) indicates firefly, \( d_f \) indicates the distance present between the fireflies \( f_f_i \) and \( f_f_j \). The fireflies “"i” movements are entirely dependent on the attraction of light emitted by “j” and it is mathematically expressed as Equation (3).

\[
 f_f_i = f_f_i + L_A_0 \times e^{-\left(L_A \times d_f\right)^2} \left(f_f_k - f_f_j\right) + a(rand - 0.5)
\]  

Equation (3)

Where \( a \) indicates random parameter, \( L_A_0 \) indicates the light absorption at initial stage and \( L_A C \) indicates the coefficient of light absorption. Fireflies make communication via the light that they emit. The firefly that emits the brightest light act as an optimum solution for the problem domain. The main goal of an individual firefly in the swarm is to attain the brightest firefly in the problem domain. The pseudocode of \( FA \) is provided in Algorithm 1.

Input: \( c \)-fireflies count, \( L_I_i \)- light intensity, \( L_A C \)- coefficient of light coefficient

Output: Preeminent firefly in the \( p \)th iteration

Initialization of firefly optimization
Fix vector values for individual firefly
Calculate light intensities for individual firefly

\[
\begin{align*}
\text{iteration\_count} &= 0; \\
\text{While} \ (\text{iteration\_count} < \text{highest iteration\_count}) \text{ do} \\
& \hspace{1cm} \text{for each } p=1 \text{ to } m \text{ do} \\
& \hspace{2cm} \text{for each } q=1 \text{ to } m \text{ do} \\
& \hspace{3cm} \text{if } (L_I_p < L_I_q) \text{ then} \\
& \hspace{4cm} \text{firefly } L_I_p \text{ progress its movement towards } L_I_q \\
& \hspace{3cm} \text{end if} \\
& \hspace{2cm} \text{end for each} \\
& \hspace{1cm} \text{end for each} \\
\text{iteration\_count} &= \text{iteration\_count} + 1 \\
\text{end while}
\end{align*}
\]

Achieve the brightest firefly in problem domain

Algorithm 1 Firefly Algorithm

4. LUCID FIREFLY BASED ROUTING PROTOCOL (LFRP)

This section presents the proposed routing protocol \( LFRP \) to enhance the lifetime of the cloud network by minimizing energy consumption while accessing big data. The term “accessing” denotes the sending and receiving data between mobile nodes or from the cloud server. In a cloud network, energy is treated as a scarce (i.e., limited) resource. Hence, enhancing the lifetime of cloud networks is a significant task. \( LFRP \) utilizes a modified version of \( FA \) to find the optimum route for transmitting the data. Additionally, in solution space, \( FA \) makes use of (i) the most recent position of firefly (ii) random function, and (iii) attraction of light. The position of the firefly is indicated as vector value \( y(p) \). Firefly attraction rate is calculated using two different routing parameters namely: (i) expected number of transmission (ENT) and (ii) available balance energy (ABE). Movements of the firefly in the swarm are calculated with the utilization of metric “distance”. Finally, participating nodes prefer the best node in a destination-oriented directed acyclic graph.

4.1. Optimum Route Selection

Selection of optimum route is one among important issues present in cloud networks where most devices are limited to the resource. \( LFRP \) utilizes \( FA \) to select the optimum route to transfer the data. In \( LFRP \), every firefly present in the swarm is treated as vectors \( y(p) \) and it holds information related to firefly movement, attraction level between fireflies, and light absorption. Equation (1) is used to calculate the firefly’s light absorption. The light attraction ratio is calculated by depending on two metrics namely \( ENT \) and \( ABE \).
4.2. Available Balance Energy

$ABE$ represents the amount of energy available in the intermediate node $x$ in the cloud computing-based network. The calculation of $ABE$ is mathematically expressed as Equation (4).

$$ABE(s) = \frac{Energy_{present}}{Energy_{initial}} \quad (4)$$

Where $Energy_{present}$ indicates available energy in the network currently and $Energy_{initial}$ indicates the overall energy at the initial stage.

4.3. Expected Number of Transmission

ENT is a network metric and it is used in the prediction of the quality of the link between 2 nodes. ENT is calculated between $x$ and $y$ nodes, and it is mathematically expressed as Equation (5).

$$ENT = \frac{1}{DDFD \times DDRD} \quad (5)$$

Where $DDFD$ and $DDRD$ represent the data delivery in the forward direction and reverse direction.

4.4. Distance

For every firefly, vector value initialization is done as an initial value. The vector having the highest $ABE$ value and better link quality act as the optimum route and it is calculated using a fitness function. By default, vector value will be more or less (i.e., approximately) equivalent to the value of fitness function in all iteration and the route satisfying this constraint will act as an optimum route. Else, iteration gets continued for finding a different route to act as an optimum route. The movement of the firefly is calculated based on the distance and it is expressed as Equation (6).

$$df(ff_x, ff_y) = LA + \left( \sum_{k=1}^{m} (ff_{yk} - ff_{yk})^2 \right)^{0.5} + a \left( rand - 0.5 \right) \quad (6)$$

Individual firefly’s vector representation is mathematically expressed as Equation (7).

$$ff_{(p)} = \sum_{p=1}^{m} ABE(ff_i) + \sum_{p=1}^{m} ENT(ff_p, ff_q) + \sum_{p=1}^{m} df(ff_p, ff_q) \quad (7)$$

Where $ff_{(p)}$ represents $ABE$ of node in vector space and $df(ff_p, ff_q)$ indicates the distance present between $p$th node and its neighbor $q$th node.

4.5. Fitness Function

Fitness function ($fit\_fun$) act as sub secondary objective in choosing the optimum route for transferring the data. $fit\_fun$ is calculated using $ENT$ and $ABE$. The average values of weight are represented as $wt_1$ and $wt_2$. The average values of weight are made to adjust from 0 to 1. Lastly, while attaining the optimum solution (i.e., best route), the values of weight $wt_1$ and $wt_2$ are 0.5. $fit\_fun$ is mathematically expressed as Equation (8).

$$fit\_fun = (wt_1 \times ABE(ff_i)) + (wt_2 \times ENT(ff_i)) \quad (8)$$
Optimum route selection based on LFRP consumes minimum time and high efficiency.

4.6. Rank Calculation of Route

Rank provides the information about distance present between participating node and root of Destination Oriented Directed Acyclic Graph (DODAG). Rank is calculated by finding the difference between rank-increased $Rank_p$ and route-rank $p$. The value of $Rank_p$ is estimated using node movement and Min-Hop-Rank-Increase (MHRI) strategy.

The value of node movement is calculated using the preeminent fitness value where the default value for MHRI is 256. Equation (9) and Equation (10) mathematically express the rank calculation.

$$Rank(p) = Rank(\text{parent}_\text{node}(p)) + Rank_p$$  \hspace{1cm} (9)

$$Rank_p = \text{node}_\text{movement} + \text{MHRI}$$  \hspace{1cm} (10)

Algorithm 2 shows algorithm of LFRP.

| ENTITIES      | PARAMETERS       | VALUES |
|---------------|------------------|--------|
| Cloudlet      | Count of Cloudlets | 100    |
|               | Count of Data Center | 3      |
| Data Center   | Cloudlet length  | 80     |
| Host          | Host Count       | 2      |
|               | Bandwidth        | 8 GB   |
|               | RAM              | 20 GB  |
|               | Storage          | 1 TB   |
| Node          | Count of Nodes   | 250    |
| Virtual Machine | Count of Virtual Machines | 30   |
|               | Bandwidth        | 8 GB   |
|               | Count of CPU     | 3      |
|               | MIPS             | 2048   |

5. RESULTS AND DISCUSSION

5.1. Performance Metrics

Metrics used to evaluate the performance of LFRP against FRS, DRLR, JCR and CAR are:

- **Packet Delivery Ratio**: It indicates the successful delivery of packets sent from the source node and delivered to the destination node.
- **Energy Consumption**: It indicates the consumption of energy to deliver a packet from the source node to the destination node.
- **Throughput**: It indicates the quantity of data transmitted in a given amount of time.

5.2. Simulator and Simulation Setting

This research work has used Greencloud to simulate the proposed routing protocol against the existing routing protocols. Greenccloud is the extension of network simulator version 2 (i.e., NS2). Greenccloud is used to focus cloud network, its energy resources, memory utilization, routing, resource allocation and virtualization. Simulation settings used for the evolution are provided in Table 2.
5.3. Experimental Results

5.3.1. End-to-End Delay Analysis

In Figure 3, the x-axis is marked with number of data transmissions and the y-axis is marked with delay (in milliseconds (ms)). From Figure 3, it is evident that the proposed protocol LFRP has very low when comparing with the existing protocols namely CAR, JCR, DRLR and FRS. The average delay faced by LFRP is 65 ms, where FRS, DRLR, JCR and CAR have faced average delay as 138.5 ms, 109.875 ms, 86.625 ms and 77.75 ms respectively. The role of optimization present in LFRP assists in achieving low end-to-end delay than other considered existing protocols. Figure 3 corresponding values are provided in Table 3.

| Number of Data Transmission | FRS     | DRLR   | JCR    | CAR    | LFRP   |
|-----------------------------|---------|--------|--------|--------|--------|
| 15                          | 58      | 53     | 44     | 37     | 28     |
| 30                          | 63      | 60     | 51     | 40     | 32     |
| 40                          | 80      | 66     | 62     | 59     | 47     |
| 60                          | 111     | 97     | 83     | 74     | 59     |
| 75                          | 148     | 122    | 96     | 85     | 71     |
| 90                          | 174     | 137    | 102    | 95     | 79     |
| 100                         | 211     | 170    | 125    | 105    | 90     |
| 120                         | 263     | 174    | 130    | 127    | 114    |

Table 3 LFRP vs End-to-End Delay

5.3.2. Packet Delivery Ratio

In Figure 4, the x-axis is marked with number of data transmissions and the y-axis is marked with packet delivery (in %). From Figure 4, it is evident that the proposed protocol

| Number of Data Transmission | FRS     | DRLR   | JCR    | CAR    | LFRP   |
|-----------------------------|---------|--------|--------|--------|--------|
| 15                          | 75.84   | 77.84  | 82.44  | 87.16  | 90.70  |
| 30                          | 80.88   | 82.38  | 86.18  | 89.58  | 92.20  |
| 40                          | 81.04   | 84.14  | 85.14  | 89.22  | 93.80  |
| 60                          | 81.98   | 87.68  | 88.38  | 91.38  | 94.50  |
| 75                          | 81.64   | 85.34  | 87.64  | 90.16  | 95.10  |
| 90                          | 83.58   | 88.78  | 89.68  | 92.45  | 94.80  |
| 100                         | 78.44   | 84.04  | 89.24  | 91.51  | 95.80  |
| 120                         | 78.28   | 86.68  | 92.08  | 92.69  | 96.70  |

Table 4 LFRP vs Packet Delivery Ratio
LFRP has delivered more number of packets to destination than the existing protocols namely CAR, JCR, DRLR and FRS. The average packet delivery ratio of LFRP is 94.20% where CAR, JCR, DRLR and FRS has average packet delivery ratio as 80.21%, 84.61%, 87.59% and 90.52% respectively. Fitness function-based route selection makes LFRP attain better packet delivery ratio than other considered existing protocols. Figure 4 corresponding values are provided in Table 4.

5.3.3. Energy Consumption

In Figure 5, the x-axis is marked with number of data transmissions and the y-axis is marked with energy consumption (in Joules (J)). From Figure 5, it is evident that the proposed protocol LFRP has consumed minimum energy than the existing protocols namely CAR, JCR, DRLR and FRS. The average energy consumed by LFRP is 3.95J where CAR, JCR, DRLR and FRS have consumed average energy as 8.16J, 7.25J, 5.90J and 5.01J respectively. The selection of optimized route makes LFRP to spend minimum energy to deliver the packets than other considered existing protocols. Figure 5 corresponding values are provided in Table 5.

5.3.4. Throughput

In Figure 6, the x-axis is marked with number of data transmissions and the y-axis is marked with throughput (in Kilobytes per second (KBps)). From Figure 6, it is evident that...
the proposed protocol LFRP has attained maximum throughput than the existing protocols namely CAR, JCR, DRLR and FRS. The average throughput attained by LFRP is 198.62 Kbps, where CAR, JCR, DRLR and FRS has attained average throughput as 181.73 Kbps, 186.61 Kbps, 190.80 Kbps and 193.68 Kbps respectively. The attraction ratio strategy of LFRP leads to achieve maximum throughput than other considered existing protocols. Figure 6 corresponding values are provided in Table 6.

6. CONCLUSION

Routing algorithm plays a major role in all type networks including cloud computing. Cloud networks perform its operation only by depending on inter-network (i.e., internet) where the nodes are heterogeneous in nature. Traditional multicasting routing protocols will not give better performance in delivering the packets because nodes present in cloud networks are geographic; also it will not support delivering big data. To deliver the big data, it’s necessary to maintain the route for a threshold amount of time or more than that. This paper has proposed a novel optimization-based routing protocol namely Lucid Firefly Based Routing Protocol (LFRP) which adopts the natural characteristics of firefly to find the best route in the cloud to deliver the big data to the destination. Fitness function in LFRP evaluates the size of big data, time and bandwidth required for data transmission. LFRP finds the optimized route to a destination by utilizing the fitness function. Selection of better optimized route with fitness function helps LFRP achieving better results. Greencloud simulator has been used to evaluate the performance of LFRP against existing protocols where it uses end-to-end delay, packet delivery ratio, energy consumption and throughput to measure the performance. Results make a clear indication that LFRP outperforms the existing protocols in terms of all considered performance metrics. The future direction of this work can be focused to balance the load in cloud networks while accessing big data.
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