ESSCHER TRANSFORM AND THE DUALITY PRINCIPLE FOR MULTIDIMENSIONAL SEMIMARTINGALES

BY ERNST EBERLEIN, ANTONIS PAPAPANTOLEON¹ AND ALBERT N. SHIRYAEV²

University of Freiburg, Vienna University of Technology and Steklov Mathematical Institute

The duality principle in option pricing aims at simplifying valuation problems that depend on several variables by associating them to the corresponding dual option pricing problem. Here, we analyze the duality principle for options that depend on several assets. The asset price processes are driven by general semimartingales, and the dual measures are constructed via an Esscher transformation. As an application, we can relate swap and quanto options to standard call and put options. Explicit calculations for jump models are also provided.

1. Introduction. In this work, we continue our study of the duality principle in option pricing for general semimartingales, initiated in Eberlein, Papapantoleon and Shiryaev (2008) (henceforth, EPS). Here, we consider options that depend on several assets; the valuation of such options requires the knowledge of the joint distribution or characteristic function, and a high-dimensional integration. We aim to simplify this valuation problem by relating it to its dual option pricing problem.

In one-dimensional semimartingale models, we operate in EPS with a single dual measure and the density process is the asset price itself. In the multidimensional case though, we cannot work with a single measure; indeed, the density of the corresponding dual measure will be dictated by the problem at hand. It turns out that the Esscher change of measure [cf. Kallsen and Shiryaev (2002)] is the appropriate concept to describe the density between the original and the dual measure. Therefore, our main result describes the triplet of predictable characteristics of one-dimensional semimartingales—defined as the inner product of a vector with the driving multidimensional semimartingale—under the dual measure.

As an application of our results, we relate swap options and quanto options to standard European call or put options, for general semimartingale models. For semimartingales with independent increments, we can derive a duality relationship between an option depending on three assets and a standard call or put option. This...
yields a significant reduction in the computational complexity of these valuation problems.

The model we employ to describe the evolution of asset price processes is an exponential semimartingale model. Semimartingales are the most natural and general processes we can consider from the point of view of arbitrage theory; they also contain, as subclasses, most of the models used in mathematical finance, such as Brownian motion and general diffusions, Lévy processes, affine processes, time-changed Lévy models and stochastic volatility models. We identify the driving semimartingale process by its triplet of predictable characteristics [cf. Jacod (1979)].

Duality results in the univariate case have been extensively studied in the literature for several subclasses of semimartingales, see the introduction of EPS for a (nonexhaustive) list of references. However, there seems to be considerably less work in the multivariate case; we mention here the articles of Margrabe (1978), Geman, El Karoui and Rochet (1995) and Gerber and Shiu (1996) for the Black–Scholes model, while Eberlein and Papapantoleon (2005) work with time-inhomogeneous Lévy processes; Fajardo and Mordecki (2006) consider Lévy processes, and also handle American style options. Molchanov and Schmutz (2008) derive analogous results using techniques from convex geometry. Schroder (1999) studied the problem in a semimartingale framework, but did not derive a general representation, for example, the characteristics, under the dual measure.

The paper is organized as follows. In Section 2, we review some results on multidimensional semimartingales, their triplet of predictable characteristics, the Laplace cumulant process and linear transformations of multidimensional semimartingales. In Section 3, we describe the asset price model; Section 4 contains the main result of this work, describing one-dimensional semimartingales under the dual measures. Finally, in Section 5, we describe several applications of the duality principle and present some explicit examples, especially for jump processes.

2. Semimartingales and their characteristics. 1. Let \( \mathbb{R}^d \) denote the \( d \)-dimensional Euclidean space. The Euclidean scalar product between two vectors \( u, v \in \mathbb{R}^d \) is denoted by \( \langle u, v \rangle \) or \( u^\top v \), where \( u^\top \) denotes the transpose of the vector (or matrix) \( u \). The Euclidean norm is denoted by \( | \cdot | \), and \( e_i \) denotes the unit vector, where the \( i \)th entry is 1 and all others zero, that is, \( e_i = (0, \ldots, 1, \ldots, 0)^\top \).

The inner product is extended from real to complex numbers as follows: for \( u = (u_k)_{1 \leq k \leq d} \) and \( v = (v_k)_{1 \leq k \leq d} \) in \( \mathbb{C}^d \), set \( \langle u, v \rangle := \sum_{k=1}^{d} u_k \overline{v_k} \); therefore, we do not use the Hermitian inner product \( \sum_{k=1}^{d} u_k \overline{v_k} \). Moreover, we denote by \( i v := (i v_k)_{1 \leq k \leq d} \).

Let \( M_d(\mathbb{R}) \) denote the space of real \( d \times d \) matrices, and let \( \| \cdot \| \) denote the norm on the space of \( d \times d \) matrices induced by the Euclidean norm on \( \mathbb{R}^d \). In addition, let \( M_{nd}(\mathbb{R}) \) denote the space of real \( n \times d \) matrices, and similarly \( \| \cdot \| \) denotes the induced norm on this space. Note that we could equally well work with any
vector norm on $\mathbb{R}^d$ and the norms induced by, or consistent with, it on $M_d(\mathbb{R})$ and $M_{nd}(\mathbb{R})$.

Define the set $D := \{ x \in \mathbb{R}^d : |x| > 1 \}$, hence, $D^c$ denotes the closed unit ball in $\mathbb{R}^d$. The function $h = h(x)$ denotes a truncation function, that is, a bounded function with compact support that behaves as $h(x) = x$ around the origin; the canonical choice is $h(x) = x 1_{\{|x| \leq 1\}} = x 1_{D^c}(x)$. We assume that $h$ satisfies the antisymmetry property $h(-x) = -h(x)$.

**Remark 2.1.** The truncation function on $\mathbb{R}^n$, $n \neq d$, will also be denoted by $h(x)$, for $x \in \mathbb{R}^n$; that is, the argument will determine the dimension.

In general, we follow the notation of Jacod and Shiryaev (2003) (henceforth, JS); any unexplained notation is typically used as in JS.

2. Consider a stochastic basis $\mathcal{B} = (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ in the sense of JS I.1.2, where $\mathcal{F} = \mathcal{F}_T$, $\mathbb{F} = (\mathbb{F}_t)_{0 \leq t \leq T}$ and $T$ is a finite time horizon. Let $H = (H_t)_{0 \leq t \leq T}$ be a $d$-dimensional general semimartingale, that is, $H = (H_1, \ldots, H^d)\top$ with $H_0 = 0$. Every semimartingale has the canonical representation (cf. JS II.2.34)

$$H = H_0 + B + H^c + h(x) * (\mu - \nu) + (x - h(x)) * \mu$$

or, in detail

$$H_t = H_0 + B_t + H^c_t + \int_0^t \int_{\mathbb{R}^d} h(x) d(\mu - \nu) + \int_0^t \int_{\mathbb{R}^d} (x - h(x)) d\mu,$$

where:

(a) $B = (B_t)_{0 \leq t \leq T}$ is an $\mathbb{R}^d$-valued predictable process of bounded variation;

(b) $H^c = (H^c_t)_{0 \leq t \leq T}$ is the continuous martingale part of $H$; $H^c$ has the predictable quadratic characteristic $\langle H^c \rangle = C$, which is a predictable $\mathbb{R}^{d \times d}$-valued process of bounded variation, whose values are nonnegative symmetric matrices;

(c) $\nu = \nu(\omega; dt, dx)$ is a predictable random measure on $[0, T] \times \mathbb{R}^d$; it is the compensator of the random measure of jumps $\mu = \mu(\omega; dt, dx)$ of $H$.

Here, $W * \mu$ denotes the integral process, and $W * (\mu - \nu)$ denotes the stochastic integral with respect to the compensated random measure $\mu - \nu$; cf. JS, Chapter II.

The processes $B, C$ and the measure $\nu$ are called the triplet of predictable characteristics of the semimartingale $H$ with respect to the probability measure $\mathbb{P}$, and will be denoted by

$$\mathbb{T}(H|\mathbb{P}) = (B, C, \nu).$$

The characteristics are uniquely defined, up to indistinguishability of course.

In addition, there exists an increasing predictable process $A$, predictable processes $b, c$ and a transition kernel $F$ from $(\Omega \times [0, T], \mathcal{P})$ into $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ such that

$$B = b \cdot A, \quad C = c \cdot A, \quad \nu = F \otimes A,$$

(2.3)
or, in detail

\[ B_t = \int_0^t b_s \, dA_s, \quad C_t = \int_0^t c_s \, dA_s, \]

(2.4)

\[ \nu([0, t] \times E) = \int_0^t \int_E F_s(dx) \, dA_s, \]

where \( E \in B(\mathbb{R}^d) \); cf. JS, Proposition II.2.9.

Every semimartingale \( H \) with triplet \( \mathbb{T}(H|P) = (B, C, \nu) \) can be associated to a Laplace cumulant process denoted by \( K = (K_t)_{0 \leq t \leq T} \), defined via

\[ K(u) = \langle u, B \rangle + \frac{1}{2} \langle u, Cu \rangle + \left( e^{\langle u, x \rangle} - 1 - \langle u, h(x) \rangle \right) \ast \nu. \]

Moreover, we have that \( K(u) = \kappa(u) \cdot A \), where

\[ \kappa(u) = \langle u, b \rangle + \frac{1}{2} \langle u, cu \rangle + \int_{\mathbb{R}^d} \left( e^{\langle u, x \rangle} - 1 - \langle u, h(x) \rangle \right) F(dx). \]

The Laplace cumulant process satisfies the following property (cf. Corollary II.2.48 in JS):

\[ \frac{e^{i\langle u, H \rangle}}{\mathcal{E}(K(iu))} \in \mathcal{M}_{\text{loc}}(P) \]

(2.7)

for all \( u \in \mathbb{R}^d \), assuming that \( \mathcal{E}(K(iu)) \) never vanishes; see Remark 2.3 for sufficient conditions. Here, \( \mathcal{E}(\cdot) \) denotes the stochastic exponential; cf., for example, JS I.4.61. Formula (2.7) is also called the martingale version of the Lévy–Khintchine formula for semimartingales.

Note that given a cumulant process (2.5), satisfying (2.7), we can immediately conclude that the triplet of characteristics for the semimartingale \( H \) is given by \( (B, C, \nu) \); cf. Corollary II.2.48 in JS.

**Remark 2.2.** If the characteristics \( (B, C, \nu) \) are absolutely continuous, then we can choose the process \( A_t = t \). Then we call the triplet \( (b, c, F) \) the differential characteristics of \( H \).

**Remark 2.3.** The following diagram of statements holds true:

\[ (1) \implies (2) \iff (3) \implies (4), \]

where:

1. \( \mathbb{T}(H|P) = (B, C, \nu) \) is absolutely continuous;
2. \( H \) has no fixed times of discontinuity;
3. \( H \) is a quasi-left-continuous process;
4. \( K \) is a continuous process.

The first statement follows by direct calculations; for the others see I.2.25, II.1.19 and III.7.4 in JS.
3. We consider linear transformations and projections of general semimartingales. The following result, which seems to be in the literature already, describes the triplet of predictable characteristics under such a transformation. We provide a short proof and also study some properties of the resulting process. Analogous results for Lévy and time-inhomogeneous Lévy processes can be found in Sato (1999), Proposition 11.10, and Papapantoleon (2007), Proposition 2.10.

Let $H$ be an $\mathbb{R}^d$-valued semimartingale and let $U$ be an $n \times d$-dimensional real valued matrix; then $UH = U \times H$ is an $\mathbb{R}^n$-valued semimartingale and the following proposition determines the triplet of $UH$.

**Proposition 2.4.** Consider an $\mathbb{R}^d$-valued semimartingale $H = (H_t)_{0 \leq t \leq T}$ with triplet $\mathcal{T}(H \mid P) = (B, C, \nu)$ and a real $n \times d$ matrix $U (U \in M_{nd}(\mathbb{R}))$. Then $UH = (UH_t)_{0 \leq t \leq T}$ is an $\mathbb{R}^n$-valued semimartingale with triplet of predictable characteristics $\mathcal{T}(UH \mid P) = (BU, CU, \nu U)$ of the form

$$
BU = bU \cdot A, \quad CU = cU \cdot A, \quad \nu U = F_U \otimes A,
$$

where

$$
b_U(s) = Ubs + \int_{\mathbb{R}^d} (h(Ux) - Uh(x)) F_s(dx),
$$

$$
c_U(s) = UcsU^T,
$$

$$
F_U(s)(E) = \int_{\mathbb{R}^d} 1_E(Ux) F_s(dx), \quad E \in B(\mathbb{R}^n \setminus \{0\}).
$$

(Recall that $h$ denotes a generic truncation function; cf. Remark 2.1.)

**Proof.** One could prove the statement by directly calculating the characteristics, see analogous results for the stochastic integral process in Kallsen and Shiryaev (2001), Lemma 3, and EPS (Lemma 3.3). However, using the martingale version of the Lévy–Khintchine formula for semimartingales, a very simple proof can be given.

Indeed (cf. Corollary II.2.48 in JS) to prove the assertion it suffices to show that

$$
e^{i\langle z, UH \rangle}_{\mathcal{E}(K_U(i\bar{z}))} \in \mathcal{M}_{\text{loc}}(P)
$$

for any $z \in \mathbb{R}^n$; here $K_U$ denotes the cumulant process associated with the triplet $(BU, CU, \nu U)$.

Since $\mathcal{T}(H \mid P) = (B, C, \nu)$, we immediately have that for any $z \in \mathbb{R}^n$ holds

$$
e^{i\langle U^*z, H \rangle}_{\mathcal{E}(K(iU^*z))} \in \mathcal{M}_{\text{loc}}(P),
$$
where
\[
\frac{e^{i(z^\top U^\top z)}}{E(K(iU^\top z))}
\]
\[
= e^{i(z^\top U^\top z)} \left/ \left( E\left( iU^\top z, B \right) + 1/2 iU^\top z, C_iU^\top z \right) \right. 
\]
\[
+ \left( e^{iU^\top z, x} - 1 - \langle iU^\top z, h(x) \rangle \right) \nu \right) 
\]
\[
= e^{i(z^\top U^\top z)} \frac{E(\langle iz, UB \rangle + 1/2 \langle iz, UCiU^\top iz \rangle + (e^{iz,Ux} - 1 - \langle iz, Uh(x) \rangle) * \nu)}{E(K^U(iz))},
\]

where \( B^U = UB + [h(Ux) - Uh(x)] * \nu \); hence the assertion is proved. \( \square \)

Next, we derive some results about the properties of the process \( UH \).

**Lemma 2.5.** If \( H \) is a special semimartingale, then \( UH \) is also a special semimartingale.

**Proof.** If suffices to prove that \( 1_{\{|y| > 1\}} |y| * \nu \in \mathcal{V} \); cf. JS II.2.29. We have
\[
1_{\{|y| > 1\}} |y| * \nu = 1_{\{|ux| > 1\}} |ux| * \nu 
\]
\[
\leq 1_{\{|ux| > 1\}} \| U \| \| x \| * \nu 
\]
\[
\leq 1_{\{|\|U\|x| > 1\}} \| U \| \| x \| * \nu 
\]
\[
\leq 1_{\{|x| > 1\}} \| U \| \| x \| * \nu + 1_{\{|\|U\|x| < 1\}} \| U \| \| x \|^2 * \nu \in \mathcal{V}, \tag{2.12}
\]
\[
1_{\{|x| > 1\}} \| U \| \| x \| * \nu \in \mathcal{V}, \tag{2.13}
\]
which follows from the assumption that \( H \) is a special semimartingale and the properties of the compensator (cf. JS II.2.13). Notice that we have implicitly assumed that \( \| U \| \geq 1 \); otherwise, we can conclude already from (2.12). \( \square \)

**Lemma 2.6.** If \( H \) is a quasi-left-continuous process, then \( UH \) is also a quasi-left-continuous process.

**Proof.** Let \( H \) be quasi-left-continuous, then \( \nu(\{t\} \times \mathbb{R}^d) = 0 \) for all \( t \in [0, T] \). Therefore, for the process \( UH \), we have that
\[
\nu^U(\{t\} \times \mathbb{R}^d) = \int 1_{\mathbb{R}^d \setminus \{0\}}(Ux) \nu(\{t\} \times dx) = 0 \quad \forall t \in [0, T].
\]
Hence, \( UH \) is also quasi-left-continuous. \( \square \)
3. Exponential semimartingale models. We present some details about the model we employ, where asset prices are modeled as exponentials of general semimartingales. For the sake of completeness, we also derive the martingale condition in this framework, subject to a mild and natural assumption on the driving processes.

Let $\mathcal{M}_{\text{loc}}(P)$ be the class of all local martingales on the given stochastic basis $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}, P)$; let $\mathcal{V}$ denote the class of processes with bounded variation. Let $H = (H_1, \ldots, H^d)\top$ be the vector of semimartingale driving processes; it has the triplet of characteristics $\mathbb{T}(H|P) = (B, C, \nu)$.

**Assumption (ES).** Assume that the process $1\{x > 1\}e^{x_i} \ast v \in \mathcal{V}$ for all $i \in \{1, \ldots, d\}$.

**Remark 3.1.** Equivalently, we could assume that the process $H^i = e_i\top H$ is exponentially special, or that the process $e^{H^i}$ is a special semimartingale, for all $i \in \{1, \ldots, d\}$. Additionally, under (ES) the martingale version of the Lévy–Khintchine formula (2.7) holds true for real arguments, and in particular for the unit vectors $e_i, i \in \{1, \ldots, d\}$; cf. Proposition II.8.26 and Remark III.7.15 in JS.

The following result further characterizes the set of exponentially special semimartingales; it also extends Theorem 25.17(i) in Sato (1999) to general semimartingales.

**Lemma 3.2.** Let $H$ be an $\mathbb{R}^d$-valued semimartingale with triplet $(B, C, \nu)$. The set $\mathcal{U}$, where

$$\mathcal{U} = \{u \in \mathbb{R}^d : e^{(u, x)}1\{|x| > 1\} \ast v \in \mathcal{V}\},$$

is a convex set and contains the origin.

**Proof.** The definition of the compensator $\nu$ immediately shows that $\mathcal{U}$ contains the origin (cf. JS II.2.13, I.3.9). Now, consider $u, v \in \mathcal{U}$ and $p, q \in (0, 1)$ with $q = 1 - p$; using that $F$ in (2.4) is a kernel and applying Hölder’s inequality twice, we get (recall that $D = \{x \in \mathbb{R}^d : |x| > 1\}$)

$$e^{(pu+qv, x)}1\{|x| > 1\} \ast v = \int_D \int_D e^{(pu+qv, x)} F_s(dx) dA_s \leq \int_D \left(\int_D e^{(u, x)} F_s(dx)\right)^p \left(\int_D e^{(v, x)} F_s(dx)\right)^q dA_s \leq \left(\int_D e^{(u, x)} F_s(dx) dA_s\right)^{p/q} \left(\int_D e^{(v, x)} F_s(dx) dA_s\right)^{q/p} = (e^{(u, x)} 1_D \ast v)^{p/q} (e^{(v, x)} 1_D \ast v)^{q/p} \in \mathcal{V}.$$
Hence, the set $\mathcal{U}$ is convex. □

Let $S = (S^1, \ldots, S^d)^\top$ denote the vector of asset price processes. Each component $S^i$ of $S$ is an exponential semimartingale, that is, a stochastic process with representation

$$S^i_t = e^{H^i_t}, \quad 0 \leq t \leq T, 1 \leq i \leq d,$$

(shortly, $S^i = e^{H^i}$), where $H^i = (H^i_t)_{0 \leq t \leq T}$ is a real-valued semimartingale with canonical representation

$$H^i = H^i_0 + B^i + H^{i,c} + h^i(x) \ast (\mu - \nu) + (x^i - h^i(x)) \ast \mu,$$

where $h^i(x) = e^\top_i h(x)$. For simplicity, we assume that $S^i_0 = 1$ for all $i \in \{1, \ldots, d\}$; we also assume that the interest rate and dividend yields are zero.

**Remark 3.3.** Note that $h^i(x)$ can equally well serve as a truncation function on the real line, instead of $h(x^i)$, $x^i \in \mathbb{R}$. This is a feature specific to the unit vector; for arbitrary vectors $u^\top h(x)$ will look quite different from $h(u^\top x)$.

**Proposition 3.4.** Subject to Assumption (ES), we have that

$$S^i = e^{H^i} \in \mathcal{M}_{\text{loc}}(P) \iff B^i + \frac{1}{2}C^{ii} + (e^{x^i} - 1 - h^i(x)) \ast \nu = 0.$$

**Proof.** We give two proofs, since they reveal an interesting interplay regarding canonical representations and truncation functions.

A. Consider the unit vector $e^\top_i$, and apply Proposition 2.4 to this vector and the semimartingale $H$. Then we get that $H^i = e^\top_i H$ is a real-valued semimartingale with triplet $T(H^i | P) = (\bar{B}^i, C^i, \nu^i)$, where

$$\bar{b}^i = b^i + [h(x^i) - h^i(x)] \ast F,$$

$$c^i = c^{ii},$$

$$F^i(E) = F(\{x \in \mathbb{R}^d : x^i \in E\}), \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}).$$

Further, $H^i = (H^i_t)_{0 \leq t \leq T}$ admits the canonical representation

$$H^i = H^i_0 + \bar{B}^i + H^{i,c} + h(y) \ast (\mu^i - \nu^i) + (y - h(y)) \ast \mu^i,$$

compare with the representation (3.2).

Now, applying equivalence (3.5) in EPS to the real-valued process $H^i$, we get

$$S^i = e^{H^i} \in \mathcal{M}_{\text{loc}}(P) \iff \bar{B}^i + \frac{1}{2}C^{ii} + (e^y - 1 - h(y)) \ast \nu^i = 0,$$

which after some calculations using (3.4) yields the asserted result.
B. We can rewrite equivalence (3.3), using the form of the cumulant process (2.5), as follows:

\[ S^i = e^{H^i} \in \mathcal{M}_{\text{loc}}(P) \iff K(e_i) = 0. \] (3.7)

Now, the “if” part is rather obvious, using the martingale version of the Lévy–Khintchine formula (2.7) for the real argument \( e_i \).

Conversely, if \( e^{H^i} \in \mathcal{M}_{\text{loc}}(P) \), from the uniqueness of the multiplicative decomposition of a special semimartingale [cf. Jacod (1979), VI.2a and Theorem 6.19], we get that

\[ \mathcal{E}(K(e_i)) = 1. \] (3.8)

Now, we can apply the stochastic logarithm on both sides of (3.8) since \( \Delta K(e_i) > -1 \) [cf. Kallsen and Shiryaev (2002), page 405] which leads to the required result. \( \square \)

4. Multidimensional dual measures. The aim of this section is to characterize one-dimensional semimartingales, defined as scalar products of the driving semimartingale \( H \) and \( d \)-dimensional vectors \( u \), under a suitable equivalent probability measure. This measure, termed the dual measure, is defined by an Esscher transformation; cf. Kallsen and Shiryaev (2002) (henceforth, KS; note that we do not use the same notation as KS; in particular, \( \tilde{K} \) in KS is denoted \( K \) here and vice versa). We point out that the stochastic integral in the Esscher transform pertains to interest rate modeling.

Let \( L(H) \) denote the set of all (predictable) integrable processes \( \vartheta \) with respect to the semimartingale \( H \) (JS III.6.17); \( \vartheta^\top \cdot H \) denotes the stochastic integral of \( \vartheta \) w.r.t. \( H \).

Let \( \vartheta \in L(H) \) such that \( \vartheta^\top \cdot H \) is exponentially special. Then, the Laplace cumulant process of the stochastic integral process \( \vartheta^\top \cdot H \) is defined by

\[ K(\vartheta) = \kappa(\vartheta) \cdot A, \]

where

\[ \kappa(\vartheta)_t = \langle \vartheta_t, b_t \rangle + \frac{1}{2} \langle \vartheta_t, c_t \vartheta_t \rangle + \int_{\mathbb{R}^d} (e^{\langle \vartheta_t, x \rangle} - 1 - \langle \vartheta_t, h(x) \rangle) F_t(dx). \] (4.1)

Analogously to (2.7), it satisfies the following martingale property:

\[ \frac{e^{\vartheta^\top \cdot H}}{\mathcal{E}(K(\vartheta))} \in \mathcal{M}_{\text{loc}}(P); \] (4.2)

cf. Theorems 2.18 and 2.19 in KS. Moreover, \( \tilde{K} \) denotes the logarithmic transform of the cumulant process \( K \), that is, \( \mathcal{E}(K(\vartheta)) = \exp(\tilde{K}(\vartheta)). \)

**Theorem 4.1.** Let \( H \) be an \( \mathbb{R}^d \)-valued semimartingale with characteristic triplet \( \mathbb{T}(H|P) = (B, C, \nu) \). Let \( u \) be a vector in \( \mathbb{R}^d \). Consider an \( \mathbb{R}^d \)-valued pre-
dictable process $\vartheta$, such that $\vartheta \in L(H)$ and $\vartheta^\top \cdot H$ is exponentially special. Define the measure $P_\vartheta$ via the Radon–Nikodym derivative

$$
\frac{dP_\vartheta}{dP} = \exp(\vartheta^\top \cdot H_T - \tilde{K}(\vartheta)_T),
$$

assuming that $e^{\vartheta^\top \cdot H - \tilde{K}(\vartheta)} \in \mathcal{M}(P)$.

Then the process $H^u$ with $H^u := u^\top H$, is a 1-dimensional semimartingale with characteristic triplet $\mathbb{T}(H^u|P_\vartheta) = (B^u, C^u, \nu^u)$ of the form

$$
\begin{align*}
B^u &= b^u \cdot A, \\
C^u &= c^u \cdot A, \\
\nu^u &= F^u \otimes A,
\end{align*}
$$

where

$$
\begin{align*}
b^u &= u^\top b + u^\top c \cdot \vartheta + \left( h(u^\top x) \frac{e^{\vartheta^\top x}}{1 + W(\vartheta)} - u^\top h(x) \right) * F, \\
c^u &= u^\top c u,
\end{align*}
$$

$$
F^u(E) = 1_E (u^\top x) \frac{e^{\vartheta^\top x}}{1 + W(\vartheta)} * F, \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}).
$$

Here, $W(\vartheta)_t := \int (e^{\vartheta^\top x} - 1) \nu(\{t\} \times dx)$. (Recall that $h$ denotes a generic truncation function; cf. Remark 2.1.)

**Proof.** We present three proofs of the theorem; the first two proofs reveal interesting relationships between different triplets, while the third proof is “direct” and resembles analogous results for (time-inhomogeneous) Lévy processes; it requires to understand the structure of fixed times of discontinuities.

The structure of the proofs can be represented by the following diagram:

$$
\begin{array}{ccc}
\mathbb{T}(H|P_\vartheta) & \xrightarrow{(G)} & \mathbb{T}(H^u|P_\vartheta) \\
\mathbb{T}(H|P) & \xrightarrow{(a)} & \mathbb{T}(H^u|P) \\
\mathbb{T}(H^u|P) & \xrightarrow{(E)} & \mathbb{T}(H^u|P_\vartheta) \\
\end{array}
$$

where $\xrightarrow{(G)}$ means that we use Girsanov’s theorem to calculate the right side triplet from the left side one, $\xrightarrow{(U)}$ means that we use Proposition 2.4 and $\xrightarrow{(E)}$ means that we use the martingale version of the Lévy–Khintchine formula (2.7).
Define the process 
\[ Z_t = \exp(\vartheta \top \cdot H - \tilde{K}(\vartheta)_t), \]
with \( 0 \leq t \leq T \), via
\[ Z_t := \exp(\vartheta \top \cdot H - \tilde{K}(\vartheta)_t), \]
for \( 0 \leq t \leq T \).

Clearly, \( Z > 0 \) a.s., \( EZ_T = 1 \) and \( Z \in \mathcal{M}(P) \) by assumption; cf. KS for conditions. Therefore, the probability measure \( P_\vartheta \) defined on \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}) \) by the Radon–Nikodym derivative
\[ dP_\vartheta = Z_T dP \]
is equivalent to \( P (P_\vartheta \sim P) \) and the density process is given by
\[ Z_t = \exp(\vartheta \top \cdot H_t - \tilde{K}(\vartheta)_t), \]
for \( 0 \leq t \leq T \).

Moreover, using Theorem 2.19 in KS, we can express \( Z \) as follows:

\[ Z = \mathcal{E}\left( \vartheta \top \cdot H^c + \frac{e^{\vartheta \top x} - 1}{1 + W(\vartheta)} \ast (\mu - \nu) \right). \]

(4.6)

Now, an application of Girsanov’s theorem for semimartingales (JS, Theorem III.3.24) yields that \( \mathbb{T}(H|P_\vartheta) = (B^+, C^+, \nu^+) \) where
\[ B^+ = B + \epsilon^j \cdot \beta^+ \cdot A + h^i(x)(Y^+ - 1) \ast \nu, \]
\[ C^+ = C, \]
\[ \nu^+ = Y^+ \ast \nu, \]
(4.7)

where, using Lemma 2.20 in KS, we can take the following versions of \( \beta^+ \) and \( Y^+ \):
\[ \beta^+ = \vartheta \]
and
\[ Y^+ = \frac{e^{\vartheta \top x}}{1 + W(\vartheta)} \ast (\mu - \nu). \]

(4.8)

(b) \( \mathbb{T}(H|P_\vartheta) \overset{(U)}{\rightarrow} \mathbb{T}(H^u|P_\vartheta) \).

Applying Proposition 2.4 to the semimartingale \( H \) under the measure \( P_\vartheta \) and the vector \( u \top \), we get that \( H^u = u \top H \) is also a \( P_\vartheta \)-semimartingale with characteristics \( \mathbb{T}(H^u|P_\vartheta) = (B^u, C^u, \nu^u) \), where
\[ b^u = u \top b^+ + [h(u \top x) - u \top h(x)] \ast F^+ \]
\[ = u \top b + u \top c \cdot \vartheta + u \top h(x)(Y^+ - 1) \ast F \]
\[ + [h(u \top x) - u \top h(x)]Y^+ \ast F, \]
(4.8)
\[ c^u = u \top cu, \]
\[ F^u(E) = 1_E(u \top x) \ast F^+ = 1_E(u \top x)Y^+ \ast F, \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}). \]

Therefore, the statement using steps (a) and (b) is proved.
(c) \( \mathbb{T}(H|P) \xrightarrow{(U)} \mathbb{T}(H^u|P) \).

Let us denote the triplet \( \mathbb{T}(H^u|P) = (B^-, C^-, \nu^-) \); then a direct application of Proposition 2.4 to the process \( H \) and the vector \( u \) yields that

\[
\begin{align*}
    b^- &= u^\top b + [h(u^\top x) - u^\top h(x)] * F, \\
    c^- &= u^\top cu, \\
    F^- (E) &= 1_E (u^\top x) * F, \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}).
\end{align*}
\]

Let us set \( T(Hu|P) = (B-, C-, \nu-) \); then a direct application of Proposition 2.4 to the process \( H \) and the vector \( u \) yields that

\[
\begin{align*}
    b^- &= u^\top b + [h(u^\top x) - u^\top h(x)] * F, \\
    c^- &= u^\top cu,
\end{align*}
\]

(4.9)

\[
F^- (E) = 1_E (u^\top x) * F, \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}).
\]

(d) \( \mathbb{T}(H^u|P) \xrightarrow{(G)} \mathbb{T}(H^u|P_\vartheta) \).

In order to calculate the triplet \( \mathbb{T}(H^u|P_\vartheta) \) from the triplet \( \mathbb{T}(H^u|P) \), we use Girsanov’s theorem for semimartingales (JS, Theorem III.3.24) which states that

\[
\begin{align*}
    B^u &= B^- + \beta^- c^u \cdot A + h(y)(Y^- - 1) * \nu^- , \\
    C^u &= C^- , \\
    \nu^u &= Y^- \cdot \nu^- .
\end{align*}
\]

Here, \( \beta^- = \beta^- (\omega) \) and \( Y^- = Y^- (\omega; t, y) \) are defined by the following formulas (JS III.3.28):

(4.11) \( \langle Z^\circ, (H^u)^\circ \rangle = (Z^- \beta^-) c^u \cdot A \)

and

(4.12) \( Y^- = M^P_{\mu^{Hu}} \left( \frac{Z^-}{Z_-} | \tilde{P} \right) . \)

Note that in (4.12) \( \tilde{P} = \mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \) denotes the \( \sigma \)-field of predictable sets in \( \Omega \times [0, T] \times \mathbb{R} \), and \( M^P_{\mu^{Hu}} = \mu^{Hu} \) is the positive measure on \( (\Omega \times [0, T] \times \mathbb{R}, \mathcal{F} \otimes \mathcal{B}([0, T]) \otimes \mathcal{B}(\mathbb{R})) \) defined by

(4.13) \( M^P_{\mu^{Hu}} (W) = E (W * \mu^{Hu})_T \)

for measurable nonnegative functions \( W = W(\omega; t, y) \) on \( \Omega \times [0, T] \times \mathbb{R} \).

The conditional expectation \( M^P_{\mu^{Hu}} (Z^-/Z_- | \tilde{P}) \) is, by definition, the \( M^P_{\mu^{Hu}} \)-a.s. unique \( \tilde{P} \)-measurable function \( Y^- \) with the property

(4.14) \( M^P_{\mu^{Hu}} (Z^-/Z_- U) = M^P_{\mu^{Hu}} (Y^- U) \)

for all nonnegative \( \tilde{P} \)-measurable functions \( U = U(\omega; t, y) \); cf. JS III.3.16.

We show that in our case, where \( Z \) is given by (4.6), we can take the following versions of \( \beta^- \) and \( Y^- \):

(4.15) \( \beta^- = \frac{\vartheta^\top u}{|u|^2} \) and \( Y^- = \frac{\exp((\vartheta^\top u/|u|^2)y)}{1 + W(\vartheta)} . \)
Indeed, (4.6) immediately yields that

\[ Z^c = Z_\theta^\top \cdot H^c, \]

while we also have that \((H^u)^c = u^\top H^c\). Therefore, using JS I.4.41, III.6.6, we calculate

\[
\langle Z^c, (H^u)^c \rangle = \langle Z_\theta^\top \cdot H^c, u^\top \rangle \\
= Z_\theta^\top \cdot (H^c, H^c) \cdot u
\]

(4.16)

\[
= Z_\theta^\top cu \cdot A
\]

\[
= \left( Z_\theta^\top \frac{uu^\top}{|u|^2} \right) e^u \cdot A,
\]

which yields that we can take \(\beta^- = \frac{\theta^\top u}{|u|^2} \). Now, for all test functions \(U\) and using that \(\Delta \tilde{K}(\theta) = \log(1 + W(\theta))\), see Theorem 2.18 in KS, we get that

\[
M_{\mu H^u}^P \left( \frac{Z}{Z^-} U \right)
\]

(4.17)

\[
= \left[ \int_0^T \int_{\mathbb{R}} \frac{Z_t(\omega)}{Z_{t^-}(\omega)} U(\omega; t, y) \mu^H(\omega; dt, dy) \right]
\]

\[
= \left[ \sum_{0 \leq t \leq T} e^{\theta^\top \cdot \Delta H_t(\omega) - \Delta \tilde{K}(\theta)} U(\omega; t, u^\top \Delta H_t(\omega)) 1_{[u^\top \Delta H_t(\omega) \neq 0]} \right]
\]

\[
= E \left[ \sum_{0 \leq t \leq T} \frac{e^{\theta^\top \cdot \Delta H_t(\omega)}}{1 + W(\theta)} U(\omega; t, u^\top \Delta H_t(\omega)) 1_{[u^\top \Delta H_t(\omega) \neq 0]} \right]
\]

\[
= M_{\mu H^u}^P \left( \frac{e^{\theta^\top \cdot \Delta H_t(\omega) y}}{1 + W(\theta)} U \right);
\]

therefore, one may take \(Y^- \) as in (4.15).

Now, replacing \(\beta^-\) and \(Y^-\) from (4.15) to (4.10), and using also (4.9), we get that \(C^u = C^- = u^\top Cu\),

\[
1_E(y) \ast v^u = 1_E(y) \ast \left( \frac{e^{\theta^\top \cdot \Delta H_t(\omega) y}}{1 + W(\theta)} \cdot v^- \right)
\]

(4.18)

\[
= 1_E(u^\top \cdot x) \frac{e^{\theta^\top \cdot \Delta H_t(\omega) y}}{1 + W(\theta)} \ast v = 1_E(u^\top \cdot x) \frac{e^{\theta^\top \cdot x}}{1 + W(\theta)} \ast v
\]
and
\[
B^u = u^\top B + [h(u^\top x) - u^\top h(x)] \ast \nu + \frac{\vartheta^\top u}{|u|^2} u^\top c \cdot A
\]
\[
+ h(u^\top x) \left( \frac{e^{(\vartheta^\top u/|u|^2)u^\top x}}{1 + W(\vartheta)_t} - 1 \right) \ast \nu
\]
\[
= u^\top B + u^\top c \vartheta \cdot A + \left( h(u^\top x) \frac{e^{\vartheta^\top x}}{1 + W(\vartheta)_t} - u^\top h(x) \right) \ast \nu.
\]

(4.19)

Therefore, the proof using steps (c) and (d) yields the required results.

\[(e) \quad \mathbb{T}(H|P) \xrightarrow{(E)} \mathbb{T}(H^u|P_\vartheta).\]

Using the martingale version of the Lévy–Khintchine formula, it is sufficient to show that

\[(4.20) \quad \frac{e^{zH^u}}{\mathcal{E}(K^u(z))} \in \mathcal{M}_{\text{loc}}(P_\vartheta)\]

for all \(z \in \mathcal{Z}\), where \(\mathcal{Z} \subseteq \mathbb{R}\) open, such that

\[(4.21) \quad 1_{\{|y|>1\}} e^{zy} \ast \nu^u \in \mathcal{V};\]

cf. JS III.7.15. Using Proposition III.3.8 in JS, (4.20) is equivalent to

\[(4.22) \quad Z \frac{e^{zH^u}}{\mathcal{E}(K^u(z))} = \frac{e^{\vartheta^\top H}}{\mathcal{E}(K(\vartheta))} \frac{e^{zH^u}}{\mathcal{E}(K^u(z))} \in \mathcal{M}_{\text{loc}}(P);\]

here \(K^u\) denotes the Laplace cumulant process associated to the triplet \((B^u, C^u, \nu^u)\). Moreover, using (4.4), condition (4.21) translates to

\[(4.23) \quad 1_{\{|u^\top x|>1\}} e^{(zu + \vartheta)^\top x} \ast \nu \in \mathcal{V},\]

because \(W(\vartheta)\) does not depend on \(x\).

Now, the exponent of the numerator in (4.22) is
\[
\vartheta^\top H + zH^u = \vartheta^\top H + zu^\top H = (\vartheta + zu)^\top H,
\]
which has the unique exponential compensator (KS, Lemma 2.15)
\[
K(\vartheta + zu)
\]
under the measure \(P\), for the cumulant defined in (2.5); that is,

\[(4.24) \quad \frac{e^{(\vartheta + zu)^\top H}}{\mathcal{E}(K(\vartheta + zu))} \in \mathcal{M}_{\text{loc}}(P).\]

Therefore, to complete the proof using step (e), it suffices to show

\[(4.25) \quad \mathcal{E}(K(\vartheta))\mathcal{E}(K^u(z)) = \mathcal{E}(K(\vartheta + zu)).\]
Now, Yor’s formula [cf. Jacod (1979), Proposition 6.4] yields that
\[ \mathcal{E}(K(\vartheta))\mathcal{E}(K^u(z)) = \mathcal{E}(K(\vartheta) + K^u(z) + [K(\vartheta), K^u(z)]). \]
Hence, (4.25) reduces to showing that
\[ K(\vartheta) + K^u(z) + [K(\vartheta), K^u(z)] = K(\vartheta + zu). \] (4.26)

On the right-hand side of (4.26), we have
\[ K(\vartheta + zu) = (\vartheta + zu)^\top b \cdot A + \frac{1}{2}(\vartheta + zu)^\top c(\vartheta + zu) \cdot A \]
\[ + (e^{(\vartheta + zu)^\top x} - 1 - (\vartheta + zu)^\top h(x)) * \nu. \] (4.27)

On the left-hand side of (4.26), we have similarly
\[ K(\vartheta) = \vartheta^\top b \cdot A + \frac{1}{2}\vartheta^\top c\vartheta \cdot A + (e^{\vartheta^\top x} - 1 - \vartheta^\top h(x)) * \nu; \] (4.28)
the second term on the left-hand side of (4.26), using (4.4), is
\[ K^u(z) = zB^u + \frac{1}{2}z^2C^u + (e^{zu} - 1 - zh(y)) * \nu^u \]
\[ = zu^\top B + zu^\top c\vartheta \cdot A + z\left(h(u^\top x) \frac{e^{\vartheta^\top x}}{1 + W(\vartheta)} - u^\top h(x)\right) * \nu \]
\[ + \frac{1}{2}z^2u^\top cu \cdot A + \left(e^{zu^\top x} - 1 - zh(u^\top x)\right) \frac{e^{\vartheta^\top x}}{1 + W(\vartheta)} * \nu \]
\[ = zu^\top B + zu^\top c\vartheta \cdot A + \frac{1}{2}z^2u^\top cu \cdot A \]
\[ + \left(e^{(zu + \vartheta)^\top x} - e^{\vartheta^\top x}\right) \frac{1}{1 + W(\vartheta)} - zu^\top h(x)\right) * \nu. \] (4.29)

The last term on the left-hand side of (4.26) is
\[ [K(\vartheta), K^u(z)] = \sum_{t \leq} \Delta K(\vartheta), \Delta K^u(z)_t, \] (4.30)
since \( K, K^u \) are predictable processes of finite variation; cf. JS I.4.53.

Now, we proceed as follows. First, we show that the drift terms on the left- and right-hand side of (4.26) are equal. Then we show that the diffusive terms are equal. Finally, we prove that the jump terms on the left- and right-hand side of (4.26) are equal.

The drift term and the diffusive term are rather easy to handle; indeed from (4.28) and (4.29), we have that the drift term of the LHS of (4.26) is
\[ \vartheta^\top b \cdot A + zu^\top b \cdot A = (\vartheta + zu)^\top A. \] (4.31)

Similarly, the diffusive term of the LHS of (4.26) is
\[ \frac{1}{2}(\vartheta^\top c\vartheta + z^2u^\top cu + zu^\top c\vartheta + z\vartheta^\top cu) \cdot A = \frac{1}{2}(\vartheta + zu)^\top c(\vartheta + zu) \cdot A, \] (4.32)
since the matrix $C$ is symmetric. Hence, both terms agree with the RHS.

The jump terms are more difficult to manipulate due to the presence of the fixed times of discontinuity for the semimartingale $H$, which entails that the Laplace cumulant process is discontinuous. Regarding the fixed times of discontinuity, using Theorem 2.18 in KS, we have

$$\Delta K(\vartheta)_t = \int (e^{\vartheta^T x} - 1) \nu([t] \times dx) = W(\vartheta)_t,$$

and

$$\Delta K^u(z)_t = \int (e^{z^T y} - 1) \nu^u([t] \times dy)$$

(4.34)

$$= \int \frac{e^{\vartheta^T x}}{1 + W(\vartheta)_t} v([t] \times dx) \quad \text{(by (4.4))}$$

$$= \int \frac{(e^{(\vartheta + zu)^T x} - e^{\vartheta^T x})}{1 + W(\vartheta)_t} v([t] \times dx).$$

An important observation here is that $W(\vartheta)$ does not depend on the integrating variable $x$; hence, we can pull it out of the integration, and get

$$\Delta K^u(z)_t = \frac{1}{1 + W(\vartheta)_t} \int (e^{(\vartheta + zu)^T x} - e^{\vartheta^T x}) v([t] \times dx).$$

(4.35)

REMARK 4.2. A second important observation is the following: assume for a moment that $\nu$ is a measure of finite variation, that is, $|x| \land 1 \ast \nu \in \mathcal{Y}$, such that the integrals make sense; then

$$\sum_{t \leq t'} \Delta K(\vartheta)_t = \sum_{t \leq t'} \int_{\mathbb{R}^d} (e^{\vartheta^T x} - 1) \nu([t] \times dx)$$

(4.36)

$$= \int_0^{t'} \int_{\mathbb{R}^d} (e^{\vartheta^T x} - 1) \nu(dt, dx)$$

$$= (e^{\vartheta^T x} - 1) \ast \nu,$$

since $K$ is a process of finite variation that jumps only at fixed times.

Hence, for the last term in (4.26), we can calculate further using (4.35)

$$[K(\vartheta), K^u(z)] = \sum_{t \leq t'} \Delta K(\vartheta)_t \Delta K^u(z)_t$$

$$= \sum_{t \leq t'} W(\vartheta)_t \frac{1}{1 + W(\vartheta)_t} \int (e^{(\vartheta + zu)^T x} - e^{\vartheta^T x}) \nu([t] \times dx)$$

(4.37)

$$= \sum_{t \leq t'} \frac{(1 + W(\vartheta)_t - 1)}{1 + W(\vartheta)_t} \int (e^{(\vartheta + zu)^T x} - e^{\vartheta^T x}) \nu([t] \times dx).$$
Now, using the above observations, we can show that the jump terms on the left- and right-hand side of (4.26) are equal. Indeed, we can express the integrals w.r.t. the compensator $\nu$ as sums in (4.28) and (4.29) (see Remark 4.2 for the intuition). Then, we have that the “jump” term on the LHS of (4.26) (denoted by $I$) is

$$
I = \sum_{t \leq \cdot} \left( \int (e^{(\vartheta + zu)^\top} x - e^{\vartheta^\top} x) \nu([t] \times dx) \right)
$$

(4.38)

which equals the corresponding quantity on the RHS of (4.26). This settles the proof using step (e). □

**REMARK 4.3.** Naturally, we can recover the results about the dual process under the dual measure in dimension one (see Theorem 3.4 in EPS) as a special case of the multidimensional framework. Indeed, assume that $H$ is an $\mathbb{R}$-valued semimartingale such that

$$
S = e^H \in \mathcal{M}(P) \quad \text{and} \quad \frac{dP_\vartheta}{dP} = S = e^H,
$$

hence $\vartheta = 1$; in this case we have immediately that $K(1) = \tilde{K}(1) = 0$ and $W(1) = 0$ (cf. Remark 3, page 408 in KS). Moreover, the dual process in the one-dimensional case is $H^u = -H$, hence, $u = -1$.

Then $\mathbb{T}(H'|P') = \mathbb{T}(H^u|P_\vartheta) = (B^u, C^u, v^u)$, where

$$
B^u = -B - C - h(x)(e^x - 1) \ast v = B',
$$

$$
C^u = C = C',
$$

$$
1_E(x) \ast v^u = 1_E(-x)e^x \ast v = 1_E(x) \ast v', \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}),
$$

where we have used the antisymmetry property of the truncation function, that is, $h(-x) = -h(x)$. 
COROLLARY 4.4. Let $H$ be a Lévy process, a special and exponentially special semimartingale. Consider $u \in \mathbb{R}^d$ and $\vartheta \in L(H)$ and define the measure $P_\vartheta$ as in Theorem 4.1. Then the process $H^u$ is a 1-dimensional semimartingale with characteristics $\mathbb{T}(H^u|P_\vartheta) = (B^u, C^u, \nu^u)$ of the form

$$B^u = \int_0^\cdot b^u_s \, ds, \quad C^u = \int_0^\cdot c^u_s \, ds,$$

(4.39)

where

$$b^u_s = u^\top b + u^\top c \vartheta_s + \int_{\mathbb{R}^d} u^\top x(e^{\vartheta^\top x} - 1) F(dx),$$

(4.40)

c^u_s = u^\top c u,$

$$F^u_s(E) = \int_{\mathbb{R}^d} 1_E(u^\top x)e^{\vartheta^\top x} F(dx), \quad E \in \mathcal{B}(\mathbb{R} \setminus \{0\}).$$

Note that $H$ is not necessarily a Lévy process under the measure $P_\vartheta$. It remains a Lévy process (PIIS) if $\vartheta$ is deterministic and time-independent; it becomes a time-inhomogeneous Lévy process (PII) if $\vartheta$ is deterministic but time-dependent; it is a general semimartingale if $\vartheta$ is random.

PROOF. Directly from Theorems 4.1 and II.4.15 and Corollary II.4.19 in JS. $\square$

COROLLARY 4.5. Let $H$ be an $\mathbb{R}^d$-valued diffusion process that satisfies the stochastic differential equation

$$dH_t = b(t, H_t) \, dt + \sigma(t, H_t) \, dW_t, \quad H_0 = 0,$$

(4.41)

where $b: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$ and $c := \sigma \sigma^\top$, such that $c: [0, T] \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$ is symmetric and nonnegative definite. The characteristics of $H$ are $(B, C, \nu)$, where obviously $\nu \equiv 0$, and

$$B = \int_0^\cdot b(s, H_s) \, ds,$$

(4.42)

$$C = \int_0^\cdot c(s, H_s) \, ds = \int_0^\cdot \sigma(s, H_s)\sigma(s, H_s)^\top \, ds.$$

Consider $u \in \mathbb{R}^d$ and $\vartheta \in \mathbb{R}^d$ (deterministic, for simplicity), and define the measure $P_\vartheta$ as in Theorem 4.1. Then the process $H^u$ is a univariate diffusion process with characteristics $\mathbb{T}(H^u|P_\vartheta) = (B^u, C^u, \nu^u)$ of the form

$$B^u = u^\top B + u^\top C \vartheta = \int_0^\cdot (u^\top b(s, H_s) + u^\top c(s, H_s)\vartheta) \, ds,$$

(4.43)

$$C^u = u^\top C u = \int_0^\cdot (u^\top c(s, H_s)u) \, ds.$$
and \( \nu_u \equiv 0 \).

**Proof.** Directly from Theorem 4.1 and JS III.2.19, III.2.23, III.2.27. \( \square \)

5. **Applications: Models and options.** 1. The payoff of a *swap* option, also coined a “Margrabe” option or option to exchange one asset for another, is

\[
(S_T^1 - S_T^2)^+ 
\]

and we denote its value by

\[
(5.1) \quad \mathbb{M}(S^1, S^2) = E[(S_T^1 - S_T^2)^+].
\]

The payoff of the *quanto call* and *put* option, respectively, is

\[
S_T^1(S_T^2 - K)^+ \quad \text{and} \quad S_T^1(K - S_T^2)^+,
\]

and we will use the following notation for the value of the quanto call option

\[
(5.2) \quad \mathbb{Q}\mathbb{C}(S^1, S^2, K) = E[S_T^1(S_T^2 - K)^+]
\]

and similarly for the quanto put option

\[
(5.3) \quad \mathbb{Q}\mathbb{P}(S^1, K, S^2) = E[S_T^1(K - S_T^2)^+].
\]

The different variants of the quanto option traded in Foreign Exchange markets are explained in detail in Musiela and Rutkowski (2005).

The payoff of a *digital* (cash-or-nothing) and a *correlation*, or *quanto*, *digital* option, respectively, is

\[
1_{\{S_T > K\}} \quad \text{and} \quad S_T^1 1_{\{S_T^2 > K\}}.
\]

Hence, the holder of a correlation digital option receives one unit of the payment asset \((S^1)\) at expiration, if the measurement asset \((S^2)\) ends up in the money. Of course, this is a generalization of the (standard) digital *asset-or-nothing* option, where the holder receives one unit of the asset if it ends up in the money. We denote the value of the digital option by

\[
(5.4) \quad \mathbb{D}(S, K) = E[1_{\{S_T > K\}}]
\]

and the value of the correlation digital option by

\[
(5.5) \quad \mathbb{C}\mathbb{D}(S^1, S^2, K) = E[S_T^1 1_{\{S_T^2 > K\}}].
\]

Moreover, we denote the values of the standard call and put options by

\[
(5.6) \quad \mathbb{C}(S, K) = E[(S_T - K)^+]
\]

and

\[
(5.7) \quad \mathbb{P}(K, S) = E[(K - S_T)^+].
\]
THEOREM 5.1. Assume that the asset price processes evolve as exponential semimartingales according to (3.1)–(3.3), Assumption (ES) is in force and $e^{H_i} \in \mathcal{M}(P)$, $i = 1, 2$. Then we can relate the value of a swap and a plain vanilla option via the following duality:

$$M(S^1, S^2) = P_{\theta}(1, S^u) = C_{\theta}(S^v, 1),$$

where the characteristics $(C^u, v^u)$ and $(C^v, v^v)$ of $H^u = \log S^u$ and $H^v = \log S^v$, respectively, are given by Theorem 4.1 for $\vartheta = (1, 0)^\top$, $u = (-1, 1)^\top$, and $\theta = (0, 1)^\top$, $v = (1, -1)^\top$.

PROOF. We will use asset $S^1$ as the numéraire asset; if we use asset $S^2$ instead, then we get the duality relationship with a call option. The value of the swap, or “Margrabe,” option is

$$M(S^1, S^2) = E[(S^1_T - S^2_T)^+]$$

(5.9)

$$= E\left[e^{H^1_2}\left(1 - \frac{S^2_T}{S^1_T}\right)^+\right] = E\left[e^{(\vartheta, H_T)}\left(1 - \frac{S^2_T}{S^1_T}\right)^+\right],$$

where $\vartheta = (1, 0)^\top$. Moreover, $e^{(\vartheta, H)} \in \mathcal{M}(P)$ by assumption. Define a new measure $P_{\vartheta}$ via the Radon–Nikodym derivative

$$\frac{dP_{\vartheta}}{dP} = e^{(\vartheta, H_T)}$$

and the valuation problem (5.9) takes the form

$$M(S^1, S^2) = E_{\vartheta}\left[(1 - \frac{S^2_T}{S^1_T})^+\right],$$

where we define the process $S^u = (S^u_t)_{0 \leq t \leq T}$ via

$$S^u_t = \frac{S^2_t}{S^1_t} = \frac{e^{H^2_t}}{e^{H^1_t}} = e^{(u, H_t)} = e^{H^u_t}, \quad 0 \leq t \leq T,$$

(5.10)

for $u = (-1, 1)^\top$. The triplet of predictable characteristics of the semimartingale $H^u$ is given by Theorem 4.1 for $\vartheta = (1, 0)^\top$ and $u = (-1, 1)^\top$.

Now, applying Proposition III.3.8 in JS, we obtain that $e^{(u, H)} \in \mathcal{M}(P_{\vartheta})$ since $e^{(u, H)} e^{(\vartheta, H)} = e^{H^2} \in \mathcal{M}(P)$.

Therefore, we can conclude that

$$M(S^1, S^2) = E_{\vartheta}[(1 - S^u_T)^+] \square$$
THEOREM 5.2. Assume that the asset price processes evolve as exponential semimartingales according to (3.1)–(3.3), Assumption (ES) is in force and $e^{H_i} \in \mathcal{M}(P)$, $i = 1, 2$. Then we can relate the value of a quanto call and a plain vanilla call option via the following duality:

$$Q\mathbb{C}(S^1, S^2, K) = \mathbb{C}_\vartheta(S^u, K),$$

where the characteristics $(C^u, \nu^u)$ of $H^u = \log S^u$ are given by Theorem 4.1 for $\vartheta = (1, 0)^\top$ and $u = (0, 1)^\top$. An analogous duality result relates the quanto put option and the standard put option.

PROOF. The value of the quanto call option is

$$Q\mathbb{C}(S^1, S^2, K) = E[S^1_T (S^2_T - K)^+]$$

$$= E[e^{H^1_T} (S^2_T - K)^+]$$

$$= E[e^{(\vartheta, H^1_T)} (e^{H^2_T} - K)^+]$$

$$= E_\vartheta((e^{H^2_T} - K)^+),$$

where $\frac{dP_\vartheta}{dP} = e^{(\vartheta, H^1)}$ for $\vartheta = (1, 0)^\top$ and $H^u = u^\top H$ for $u = (0, 1)^\top$. Hence, the statement is proved. $\Box$

REMARK 5.3. Note that $e^{H^u} = e^{H^2} \notin \mathcal{M}(P_\vartheta)$ because $e^{H^u} e^{(\vartheta, H)} = e^{H^1 + H^2} \notin \mathcal{M}(P)$. Hence, this result is a useful computational tool, but cannot serve as a “dual market” theory.

THEOREM 5.4. Assume that the asset price processes evolve as exponential semimartingales according to (3.1)–(3.3), Assumption (ES) is in force and $e^{H_i} \in \mathcal{M}(P)$, $i = 1, 2$. Then we can relate the value of a correlation digital option and a standard digital option via the following duality:

$$C\mathbb{D}(S^1, S^2, K) = \mathbb{D}_\vartheta(S^u, K),$$

where the characteristics $(C^u, \nu^u)$ of $H^u = \log S^u$ are given by Theorem 4.1 for $\vartheta = (1, 0)^\top$ and $u = (0, 1)^\top$.

PROOF. Similar to the proof of Theorem 5.2 and therefore omitted. $\Box$

2. In the same framework, we will treat an option that depends on three assets, which will be called, for obvious reasons, a quanto-swap option. The payoff of the quanto-swap option is

$$S^1_T (S^2_T - S^3_T)^+$$
and can be interpreted as a swap option struck in a foreign currency. Let us denote its value by

\[ QS(S_1, S_2, S_3) = E[S_T^1(S_T^2 - S_T^3)^+] \]

Here, we will restrict ourselves to semimartingales with independent increments (PII).

**Theorem 5.5.** Assume that the asset price processes evolve as exponential semimartingale PIIs according to (3.1)–(3.3), Assumption (EΩ) is in force and \( e^{H^i} \in \mathcal{M}_{\text{loc}}(P), i = 1, 2, 3 \). Assume further that \( \vartheta \top\mathcal{H} \) is exponentially special for \( \vartheta = (1, 1, 0) \) and \( e^{(\vartheta, H)} \in \mathcal{M}(P) \). Then we can relate the value of a quanto swap option and a standard put (or call) option via the following duality:

\[ QS(S_1, S_2, S_3) = C^P_{\vartheta}(1, S_u), \]

where the characteristics \((C^u, \nu^u)\) of \( H^u = \log S^u \) are given by Theorem 4.1 for \( \vartheta = (1, 1, 0)^\top \) and \( u = (0, -1, 1)^\top \). Moreover, the constant \( \mathcal{C} := \mathcal{E}(K(\vartheta)) \).

**Proof.** Instead of changing measure once using \( S_1 \) as the numéraire and then once more using either \( S_2 \) or \( S_3 \), we will combine \( S_1 \) and \( S_2 \) (or \( S_3 \)) directly. We have

\[ QS(S_1, S_2, S_3) = E[S_T^1(S_T^2 - S_T^3)^+] \]

\[ = E\left[ S_T^1 S_T^2 \left( 1 - \frac{S_T^3}{S_T^2} \right)^+ \right] \]

\[ = E\left[ e^{(\vartheta, H_T)} (1 - e^{(u, H_T)})^+ \right], \]

where \( \vartheta = (1, 1, 0)^\top \) and \( u = (0, -1, 1)^\top \).

Clearly, \( e^{(\vartheta, H_T)} \notin \mathcal{M}(P) \), but since \( \vartheta \top\mathcal{H} \) is exponentially special it has a unique exponential compensator; the exponential compensator is given by \( K(\vartheta) \) and is deterministic, since \( H \) is a PII. Hence, we have

\[ QS(S_1, S_2, S_3) = \mathcal{E}(K(\vartheta)) E\left[ \frac{e^{(\vartheta, H_T)}}{\mathcal{E}(K(\vartheta))} (1 - e^{(u, H_T)})^+ \right] \]

\[ = \mathcal{C} E_{\vartheta}[1 - e^{H_T^u}^+], \]

where \( \frac{d\mathcal{P}_{\vartheta}}{d\mathcal{P}} = e^{(\vartheta, H_T)} \) and \( H^u = u \top\mathcal{H} \). Therefore, the triplet \( \mathcal{T}(H^u | P_\vartheta) \) can be calculated using Theorem 4.1 with \( \vartheta = (1, 1, 0)^\top \) and \( u = (0, -1, 1)^\top \), and the statement is proved. \( \square \)

3. The aim of this final section is to further calculate some explicit examples, especially for processes with jumps. In case the driving semimartingale is continuous, then Theorem 4.1 states that we are dealing again with a continuous semimartingale, usually of the same class, and the characteristics can be calculated very
easily. When dealing with semimartingales that exhibit jumps, then one must work
a little bit more.

Here, we first revisit the classical result of Margrabe (1978) in the Black–
Scholes model, although the same calculations are valid for any continuous semi-
martingale. The next example involves quanto options and a multidimensional gen-
eralization of Merton’s jump-diffusion model [cf. Merton (1976)].

The final and more interesting example involves swap and quanto options for
multidimensional generalized hyperbolic Lévy processes. The moral of this exam-
ple can be summarized as follows: when modeling assets by a two-dimensional
generalized hyperbolic Lévy model, then the valuation of swap and quanto op-
tions is equivalent to the valuation of a call or put option in a one-dimensional
generalized hyperbolic Lévy model with suitable parameters.

**EXAMPLE 5.6** [Margrabe (1978)]. Consider two assets, \( S^1 \) and \( S^2 \), where the
dynamics of each asset are

\[
S_i^t = \exp(H_i^t) = \exp(b_it + \sigma_i W_i^t), \quad i = 1, 2, \quad 0 \leq t \leq T;
\]

hence, \( H_i^t \) is a Brownian motion with drift, \( i = 1, 2 \). In other words, the local or
differential characteristics of \( H = (H^1, H^2) \) are

\[
c = \begin{pmatrix}
\sigma_1^2 \\
\rho \sigma_1 \sigma_2 \\
\sigma_2^2 
\end{pmatrix}
\quad \text{and} \quad F \equiv 0,
\]

where \( \sigma_1, \sigma_2 \geq 0 \) and \( \rho \in [-1, 1] \) is the correlation coefficient of the Brownian
motions \( W^1 \) and \( W^2 \), i.e. \( \langle W^1, W^2 \rangle = \rho \). Assume, as in Margrabe (1978), that the
assets pay no dividends. According to (3.3), the drift characteristic has the form

\[
b = -\frac{1}{2} \begin{pmatrix}
c_{11} \\
\rho \sigma_1 \sigma_2 \\
c_{22}
\end{pmatrix} = -\frac{1}{2} \begin{pmatrix}
\sigma_1^2 \\
\rho \sigma_1 \sigma_2 \\
\sigma_2^2
\end{pmatrix}.
\]

The price of the option to exchange asset \( S^1 \) for asset \( S^2 \), according to Theo-
rem 5.1, is equal to the price of a put option with strike 1, on an asset \( S_u \) with char-
acteristics \( (C^u, \nu^u) \) described by Theorem 4.1 for \( \vartheta = (1, 0)^\top \) and \( u = (-1, 1)^\top \). Hence, we get that

\[
c^u = u^\top c u = (-1 \quad 1) \begin{pmatrix}
\sigma_1^2 \\
\rho \sigma_1 \sigma_2 \\
\sigma_2^2
\end{pmatrix} \begin{pmatrix}
-1 \\
1
\end{pmatrix} = \sigma_1^2 + \sigma_2^2 - 2 \rho \sigma_1 \sigma_2
\]

and \( F^u \equiv 0 \). Therefore, we have recovered the original result of Margrabe [cf.
Margrabe (1978), page 179] as a special case in our setting.

Moreover, we have that the drift term \( b^u \) of \( S^u \) has the form

\[
b^u = u^\top b + u^\top c \vartheta
\]

\[
= -\frac{1}{2} \begin{pmatrix}
-1 \\
1
\end{pmatrix} \begin{pmatrix}
\sigma_1^2 \\
\sigma_2^2
\end{pmatrix} + \begin{pmatrix}
-1 \\
1
\end{pmatrix} \begin{pmatrix}
\sigma_1^2 \\
\rho \sigma_1 \sigma_2 \\
\sigma_2^2
\end{pmatrix} \begin{pmatrix}
1 \\
0
\end{pmatrix}
\]

\[
= -\frac{1}{2} (\sigma_1^2 + \sigma_2^2 - 2 \rho \sigma_1 \sigma_2) = -\frac{1}{2} c^u,
\]

as was expected, since \( S^u \) is a \( P_\vartheta \)-martingale.
EXAMPLE 5.7. Let us consider the following extension of Merton’s jump diffusion model: the two assets $S^1$ and $S^2$ are modeled as exponential jump-diffusion processes

\begin{equation}
S_i^t = \exp(b_i t + H_i^{i,c} + H_i^{i,d}), \quad i = 1, 2,
\end{equation}

where (a) the drift terms are determined by the martingale condition (3.3); (b) the continuous martingale parts $H_i^{i,c}$ are correlated Brownian motions with variance $\sigma_i$ and correlation $\rho \sigma_1 \sigma_2$ (as in the previous example); the pure jump parts $H_i^{i,d}$ are compound Poisson processes with intensity $\lambda_i$, where the jump heights follow, for the sake of brevity, independent normal distributions with variance $\tau_i$ and zero mean. Note that since the Poisson process has finite variation, we can choose the truncation function $h(x) \equiv 0$. Hence, the local characteristics of $H = (H^1, H^2)\top$ are

\begin{equation}
\begin{aligned}
b &= \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}, & c &= \begin{pmatrix} \sigma_1^2 \\ \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 \\ \sigma_2^2 \end{pmatrix}, \\
F &\text{has the Lebesgue density } f \text{ where}
\end{aligned}
\end{equation}

\begin{equation}
f(x_1, x_2) = \prod_{i=1}^{2} \frac{1}{\tau_i \sqrt{2\pi}} \exp\left(-\frac{x_i^2}{2\tau_i^2}\right) \cdot \lambda_i.
\end{equation}

Now, the price of a quanto call option with strike $K$, according to Theorem 5.2, is equal to the price of a call option with the same strike $K$, on an asset $S^u$ with characteristics $(B^u, C^u, \nu^u)$ provided by Theorem 4.1 for $\vartheta = (1, 0)\top$ and $u = (0, 1)\top$. Hence, we can calculate

\begin{equation}
\begin{aligned}
b'^u &= b_2 + c_{12} = b_2 + \rho \sigma_1 \sigma_2, \\
c'^u &= c_{22} = \sigma_2^2;
\end{aligned}
\end{equation}

for the Lévy measure, using the independence of the normal variables and completing the square, we have for $y \in \mathbb{R}$, $E \in \mathcal{B}(\mathbb{R}\setminus\{0\})$:

\begin{equation}
1_{\mathbb{R}}(y) \ast F'^u = 1_{\mathbb{R}}(x_2) e^{x_1} \ast F
\end{equation}

\begin{equation}
= \int_{\mathbb{R}^2} 1_{\mathbb{R}}(x_2) e^{x_1} \prod_{i=1}^{2} \left( \frac{1}{\tau_i \sqrt{2\pi}} \exp\left(-\frac{x_i^2}{2\tau_i^2}\right) \lambda_i \right) dx_1 dx_2
\end{equation}

\begin{equation}
= \lambda_2 \int_{E} \frac{1}{\tau_2 \sqrt{2\pi}} \exp\left(-\frac{x_2^2}{2\tau_2^2}\right) dx_2
\end{equation}

\begin{equation}
\times \lambda_1 e^{\tau_1^2/2} \int_{\mathbb{R}} \frac{1}{\tau_1 \sqrt{2\pi}} \exp\left(-\frac{(x_1 - \tau_1^2)^2}{2\tau_1^2}\right) dx_1
\end{equation}

\begin{equation}
= \lambda_2 \lambda_1 e^{\tau_1^2/2} \int_{E} \frac{1}{\tau_2 \sqrt{2\pi}} \exp\left(-\frac{x_2^2}{2\tau_2^2}\right) dx_2.
\end{equation}
Therefore, pricing a quanto option in case the two assets are modeled as jump-diffusions, is equivalent to pricing a call option in a univariate jump-diffusion model of the same class, with parameters given by (5.21)–(5.23). In particular, jumps occur according to a compound Poisson process with intensity \( \lambda^u = \lambda_2\lambda_1 \exp \frac{r_2^2}{2} \), and jump heights are normally distributed with jump variance \( \tau_2 \) and zero mean.

REMARK 5.8. If we assume that the normal variables in the Lévy measure are correlated, then the statement remains essentially the same. The jump intensity will be different and the normal distribution describing the jumps will have a nonzero mean, but the same variance \( \tau_2 \).

EXAMPLE 5.9 (GH). Consider two assets that are modeled as (dependent) generalized hyperbolic (henceforth GH) Lévy processes, hence, \( H = (H_1^u, H_2^u) \sim \text{GH}_2(\lambda, \alpha, \beta, \delta, \mu, \Delta) \); cf. Barndorff-Nielsen (1977). The parameters can take the following values: \( \lambda \in \mathbb{R}, \alpha, \delta \in \mathbb{R}_0, \beta, \mu \in \mathbb{R}^2 \), and \( \Delta \in \mathbb{R}^{2 \times 2} \) is a symmetric, positive definite matrix; w.l.o.g. we can assume \( \det(\Delta) = 1 \). Therefore, the triplet of predictable characteristics \( (b, c, F) \) is

\[
(5.24) \quad b = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}, \quad c \equiv 0,
\]

where \( b_1, b_2 \) are determined by the martingale condition (3.3); the Lévy measure \( F \) has the Lebesgue density \( f \) where, for \( x \in \mathbb{R}^2 \),

\[
(5.25) \quad f(x) = \frac{e^{\langle \beta, x \rangle}}{\pi \sqrt{\langle x, \Delta^{-1} x \rangle}} \left( \int_0^\infty \frac{\sqrt{2y + \alpha^2} K_1(\sqrt{2y + \alpha^2}) \langle x, \Delta^{-1} x \rangle}{\pi^2 y (\delta \sqrt{2y}) + Y_{\lambda}^2(\delta \sqrt{2y})} dy \right.
\]

\[
+ \alpha K_1(\alpha \sqrt{\langle x, \Delta^{-1} x \rangle}) \mathbf{1}_{\{\lambda > 0\}} \right);
\]

cf. Masuda (2004). The limiting case \( \delta = 0 \), for \( \lambda > 0 \), corresponds to the bivariate Variance Gamma model and the Lévy measure is

\[
(5.26) \quad f(x) = \frac{\lambda \alpha e^{\langle \beta, x \rangle}}{\pi \sqrt{\langle x, \Delta^{-1} x \rangle}} K_1(\alpha \sqrt{\langle x, \Delta^{-1} x \rangle});
\]

cf. Hammerstein (2004). If \( \alpha^2 - \langle \beta, \Delta \beta \rangle > 0 \), then moments of all orders and the moment generating function exist.

Now, we want to determine the triplet of local characteristics for the univariate Lévy process \( H^u \) under the measure \( P_{\vartheta} \), resulting from the duality results for swap and quanto options. According to Theorems 5.1 and 5.2, the characteristics are provided by Theorem 4.1 for \( \vartheta = (1, 0)^\top \) and \( u = (-1, 1)^\top \) and \( \vartheta = (1, 0)^\top \) and \( u = (0, 1)^\top \), respectively.
As a first step, we have that the change of probability measure from $P$ to $P_\vartheta$ produces an exponential tilting of the Lévy measure by $\langle \vartheta, x \rangle = x_1$, in both cases. Therefore, under $P_\vartheta$ we have a Lévy process from the same class, with new skewness parameter $\beta_\vartheta = (\beta_1 + 1, \beta_2)$.

The following result determines the parameters of a multidimensional GH distribution under a Radon transformation; the proof follows directly using the characteristic function, see also Lillestøl (2002) for the NIG case. Let $H$ be a random vector such that $H \sim \text{GH}_n(\lambda, \alpha, \beta, \delta, \mu, \Delta)$ and consider the transformation $H_u = u^\top H$, for $u \in \mathbb{R}^n \setminus \{0\}$. Then

$$H_u \sim \text{GH}_1(\lambda_u, \alpha_u, \beta_u, \delta_u, \mu_u),$$

where

$$\lambda_u = \lambda, \quad \alpha_u = \sqrt{\frac{\alpha_2^2 - \beta^\top \Delta \beta}{u^\top \Delta u} + \left(\frac{u^\top \Delta \beta}{u^\top \Delta u}\right)^2},$$

$$\beta_u = \frac{u^\top \Delta \beta}{u^\top \Delta u}, \quad \delta_u = \delta \sqrt{u^\top \Delta u}, \quad \mu_u = u^\top \mu.$$

Therefore, for the swap option we have that $H_u$ under $P_\vartheta$ follows a univariate GH distribution with parameters

$$\lambda_u = \lambda, \quad \alpha_u = \sqrt{\frac{\alpha_2^2 - (\beta_1 + 1)^2 \delta_{11} - \beta_2^2 \delta_{22} - 2(\beta_1 + 1) \beta_2 \delta_{12}}{\delta_{11} + \delta_{22} - 2 \delta_{12}}} + (\beta_u)^2,$$

$$\beta_u = \frac{\beta_2 \delta_{22} - (\beta_1 + 1) \delta_{11} - \delta_{12} (\beta_2 - \beta_1 - 1)}{\delta_{11} + \delta_{22} - 2 \delta_{12}},$$

$$\delta_u = \delta \sqrt{\delta_{11} + \delta_{22} - 2 \delta_{12}},$$

$$\mu_u = \mu_2 - \mu_1,$$

hence, the Lévy measure is known. The drift term $b_u$ is determined by the martingale property of $S^u = e^{H_u}$ under the measure $P_\vartheta$.

Similarly, for the quanto option we have that $H_u$ under $P_\vartheta$ follows a univariate GH distribution with parameters

$$\lambda_u = \lambda, \quad \alpha_u = \sqrt{\frac{\alpha_2^2 - (\beta_1 + 1)^2 (\delta_{11} - \delta_{22})}{\delta_{22}}},$$

$$\beta_u = \beta_2 + \frac{(\beta_1 + 1) \delta_{12}}{\delta_{22}}, \quad \delta_u = \delta \sqrt{\delta_{22}}, \quad \mu_u = \mu_2,$$

which also provides the Lévy measure. The drift term is given by

$$b_u = b_2 + \int_{\mathbb{R}^2} x_2 (e^{x_1} - 1) F(dx).$$
REMARK 5.10. The calculations for quanto options are also valid for correlation digital options.
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