AN APPLICATION OF MACHINE LEARNING TO ASSIST MEDICATION ORDER REVIEW BY PHARMACISTS IN A HEALTH CARE CENTER

Preprint, compiled November 24, 2019

Maxime Thibault1* and Denis Lebel1

1Department of Pharmacy, CHU Sainte-Justine, Montréal, Canada

ABSTRACT

The objective of this study was to determine if it is feasible to use machine learning to evaluate how a medication order is contextually appropriate for a patient, in order to assist order review by pharmacists. A neural network was constructed using as input the sequence of word2vec embeddings of the 30 previous orders, as well as the currently active medications, pharmacological classes and ordering department, to predict the next order. The model was trained with data from 2013 to 2017, optimized using 5-fold cross-validation, and tested on orders from 2018. A survey was developed to obtain pharmacist ratings on a sample of 20 orders, which were compared with predictions. The training set included 1,022,272 orders. The test set included 95,310 orders. Baseline training set top 1, top 10 and top 30 accuracy using a dummy classifier were respectively 4.5%, 23.6% and 44.1%. Final test set accuracies were, respectively, 44.4%, 69.9% and 80.4%. Populations in which the model performed the best were obstetrics and gynecology patients and newborn babies (either in or out of neonatal intensive care). Pharmacists agreed poorly on their ratings of sampled orders with a Fleiss kappa of 0.283. The breakdown of metrics by population showed better performance in patients following less variable order patterns, indicating potential usefulness in triaging routine orders to less extensive pharmacist review. We conclude that machine learning has potential for helping pharmacists review medication orders. Future studies should aim at evaluating the clinical benefits of using such a model in practice.

1 INTRODUCTION

In North American health care centers, medication orders are reviewed by pharmacists to ensure that there are no drug-related problems or errors which could cause suboptimal care or even harm.[1–3] Within health-system pharmacy practice, this activity falls under the scope of pharmacy services, which may be defined as all activities that involve processing medication orders, preparing and dispensing medication. Another aspect of pharmacist activity in health systems is pharmaceutical care, or clinical pharmacy, which encompasses the provision of direct care to patients in collaboration with other health care professionals and providers. The profession of health-system pharmacy has been undergoing a shift from a services focused profession towards a primary focus on clinical pharmacy.[4]

1.1 Medication order review

The activity of drug order review has generally been regarded as a crucial safeguard to ensure the safe use of medication. While it would not be professionally acceptable to prepare and dispense drugs without verifying that the orders for these drugs are appropriate, modern evidence supporting the safety benefits of pharmacist order review in hospitals is surprisingly scarce.[1–3]

In most centers, medication order review is centralized. Experience shows that decentralizing order verification to clinical pharmacists is detrimental to their ability to perform timely clinical interventions. However, resources allocated to these tasks are interconnected as clinical pharmacy activities cannot be expanded if pharmaceutical services are not adequately covered.

With the generalized implementation of electronic health records and computerized provider order entry, pharmacists have gained immediate access to all orders and pertinent patient data. This led to an impetus for pharmacists to prospectively review medication orders. This is enabled by technology such as automated dispensing cabinets, which have the capability to allow access to a drug only when a pharmacist has verified an order. In this context, drug order verification is now sometimes called nearly universal prospective order review (NUPOR).[5]

While NUPOR may be regarded as a necessity for the safe use of drugs in hospitals, critics have pointed out that performing order review prospectively to ensure that drugs are available in a timely manner puts pressure on pharmacists and pharmacy departments to assign resources to this activity, which may negatively impact pharmacist availability to perform pharmaceutical care.[5–7] Additionally, pharmacists have observed that in the context of computerized provider order entry with clinical decision support, a large majority of orders contain no errors.[8] More recent data reminds that pharmacists are not infallible. Indeed, as the number of orders verified by a pharmacist during a shift increase, so does the risk of committing an error.[9] The areas where orders are verified are busy work zones, and pharmacists performing review must often interrupt their work to perform other tasks like answering phone calls. A simulation study by our group showed that a pharmacist being interrupted while verifying an order has a decreased chance of detecting an error within that order.[10]

We believe that it would be desirable to move away from the concept of NUPOR and focus pharmacist attention on orders which are more likely to contain errors, that is orders that are unusual in some way, instead of prospectively verifying every single order. However, a challenge lies in the identification of these orders, which should ideally be done without human
intervention. Recent advances in machine learning could help with this challenge.

1.2 Using machine learning to analyze prescriptions

The analysis of drug orders using machine learning would require two steps of verification. First, the prescribed dose, route of administration and frequency of administration would need to be analyzed in relation with the drug. Second, the medication itself would need to be analyzed in context of the patient's current situation.

This first element of verification was studied by Woods et al. [11], who used the statistical frequency of a combined representation of dose, route and frequency, in relation to a pharmaceutical product, to determine if a specific prescription is atypical for a selection of five drugs. Flynn et al. [12] expanded this approach in 2018 to 431 drugs prescribed to patients aged 75 and over. This study showed that, defining as “rare” a dose, route and frequency combination occurring in <= 10% of cases on a training set, only 27.3% of orders would be considered rare in their testing set.

In order to perform the second verification, one would need to determine if a prescribed medication is typical or not, given a patient’s context. A machine learning model trained on past medication orders could learn order patterns and could be able to warn a pharmacist if a particular order is unusual in a given context. This could involve predicting contextually likely medication orders and determining if an actual order fits within those predictions.

In 2008, Helgason [13] used sequential pattern mining to predict the next prescription, defined as the generic drug name, and showed 70.2% top 20 accuracy among 978 possibilities. More recently, Wright et al. [14] also used sequential pattern mining and succeeded at predicting the next drug class and the next generic drug name that would be prescribed to outpatients with diabetes with respectively 90% and 64.1% accuracy. Chen et al. [15] evaluated how order sets, as compared to latent Dirichlet allocation probabilistic topic modeling, predicted clinical orders within 24 hours. Order sets proved less effective at this prediction than the probabilistic topic model with respective area under the receiver operating characteristic curves (AUROC) of 0.81 and 0.90. These data show that order patterns can be learned by algorithms and used for predictions. However, no study has applied these predictions to the context of medication order review by pharmacists.

1.3 Study objectives

The primary objective of this study was to determine if it is feasible to use machine learning to evaluate how well a medication order fits a patient’s context, in a setting of pharmacist order verification. Secondary objectives were to evaluate the performance of the resulting model across patient populations, and to determine if the predictions of the model correlated with how atypical pharmacists rated a sample of orders as a measure of clinical performance.

2 Methods

2.1 Setting

This study was performed with data extracted from the pharmacy database of CHU Sainte-Justine, a 500-bed mother and child university hospital center located in Montréal, Canada. Access to the data was authorized in conformity to local requirements.

2.2 Dataset

Extraction of the data was performed in August 2018. A training set consisting of all orders entered between 2013 and 2017 inclusively was constituted, as well as a test set of all orders between January 2018 and July 2018 inclusively. Data was cleaned up to remove canceled orders, obvious entry errors (e.g. orders entered in 2013 with a start date in 2031) as well as fictional patients which exist for testing or other purposes.

The extracted data included a de-identified patient encounter ID, the date of admission, the drug identifier and name, the AHFS pharmacological class of the drug, the order start and end times precise to the minute, as well as the department on which the patient was when the order was entered.

2.3 Preprocessing

The data was preprocessed so that each individual order was considered as a label. The features associated with this label were:

- The sequence of up to 30 drug orders preceding the label.
- The active drugs at the time the label was entered.
- The active pharmacological classes at the time the label was entered.
- The department on which the patient was when the label was entered.

Because the AHFS class is a four-level hierarchical class, the four levels were decomposed and included into the features to provide as much information as possible to the model. For example, a drug having an AHFS class of 08:12.06.04 would be decomposed into 08, 08:12, 08:12.06 and 08:12.06.04 and these four elements would be included into the active pharmacological classes feature.

2.4 Representation of medication order sequences as word2vec embeddings

The sequence of 30 drug orders preceding the label can be thought of as a “sentence” carrying meaning. For example, a sequence going from oral medications to intravenous medications to intravenous infusions could indicate a patient whose clinical condition is deteriorating. For this reason, we turned to natural language processing techniques, specifically word2vec, to represent this feature.

Word2vec is a natural language processing technique that produces word embeddings by using a shallow neural network to predict a word from the words that come immediately before it and after it in a sentence (the continuous bag of words (CBOW) approach) or, conversely, to predict the words before and after
We used two techniques to evaluate the embeddings. We first trained a word2vec model using random sequences of orders for every encounter. Given that these two modified techniques were not readily applicable to our clinical problem without further tuning and evaluation, we opted to train “regular” word2vec embeddings on the raw sequences of orders for every encounter.

Another modified approach called med2vec has been used to encode semantic relationships in embeddings trained on an English language corpus, the vectors going from countries to their capital are similar.[23]

In the context of medical data, a modified word2vec approach called cui2vec has been applied to insurance claims, clinical notes, and biomedical journal articles to extract and encode clinical concepts.[24] The authors evaluated this model by determining how well “may treat” and “may prevent” relationships between drugs and conditions were represented, and if drugs belonged to the same semantic type. However, the prediction of medication order sequences using this technique was not evaluated, as the claims data used in this experiment did not contain drugs.

Another modified approach called med2vec has been used to model diagnostic, procedural and medication codes from patient visits.[25] The authors used these med2vec embeddings to predict codes for future visits, but not as a sequence within a single hospitalization. Additionally, they noted that the technique did not perform as well for medications as for other codes.

Given that these two modified techniques were not readily applicable to our clinical problem without further tuning and evaluation, we opted to train “regular” word2vec embeddings on the raw sequences of orders for every encounter.

Cross-validation was used to determine the number of clusters that maximized the silhouette score of the clusters, and the resulting clusters were labeled by a pharmacist familiar with drugs used at this institution (MT) to evaluate clinical concept modeling.

2.5 Representation of active drugs as a multi-hot vector

Active drugs and classes and the time of entry of the label are lists of variable length among a fixed set of possibilities. We represented these lists as a bag of words, wherein the lists become unordered collections of “words” representing the drugs and the four levels of classes. The ordering department was also included into this bag of words. Binary count vectorization was performed on these bags of words to transform them into multi-hot vectors of fixed length.

2.6 Neural network

The sequence of word2vec embeddings as well as the multi-hot vector were used as two inputs to a neural network classifier. The sequences were left-padded with zeros when less than 30 orders were present before the label.

For the neural network, we performed all experiments with 5-fold cross-validation using a time-series split. This splitting strategy was used to allocate encounters to either a training or validation split at each fold, such that each training split would only include encounters that began before the encounters allocated to the corresponding validation split. This allowed preservation of the temporal relationship between the training and validation splits, specifically to avoid leaking information about future clinical practices into the training set.

To further avoid information leakage, at every fold during cross-validation, the word2vec embeddings and the multi-hot vector pipeline were retrained using only the training data for that fold. The Adam optimizer was used, and categorical cross-entropy was used as the loss function. During training, the learning rate was reduced by a factor of 10 when validation loss decreased less than 0.0005 after 3 epochs and early stopping occurred then validation loss decreased less than 0.0001 for 5 epochs despite learning rate reduction.

Experiments were performed to find the best network configuration and training hyperparameters. After the final model configuration was determined, we created two modified models by ablating one of the two inputs, to determine if both inputs were useful. 5-fold cross-validation was used to compare the performance of single-input models against the two-input model. After all experiments were done, a final model was fitted using the entire training set and tested against the 2018 set.

For the test set, we computed the precision and recall of each drug prescribed more than once a week, and we also computed the weighted average precision, recall and AUROC over the entire test set as measures of classification performance. Finally, we computed the accuracy measures as well as weighted average precision and recall by department as a proxy category for patient population.
2.7 Correlation with pharmacist rating of orders

The final model was deployed as a prototype on the institutional intranet, showing pharmacists, in a simplified fashion using color cues, where each medication prescribed for a patient ranked in the model predictions at the time of prescription. Orders representing 20 clinical situations (e.g. routine order, possible but unusual combination) were sampled from this prototype. Four of these orders were modified to simulate an order entry error. We constructed an online survey for which we solicited participation from all pharmacists working at our center and not involved in this project. We asked participants to rate on a four-point scale, given the same information as the model, to which degree they found that each order was atypical. Correlation between pharmacist ratings was verified using the Fleiss kappa. The correlation between binned prediction ranks and pharmacist ratings was evaluated using the Cohen kappa, and we computed the precision, recall and accuracy of the binned model predictions as compared to pharmacist ratings.

2.8 Software and code

The following Python packages were used primarily to perform this study: Gensim [27], Scikit-Learn [28], Tensorflow [29], UMAP [26]. The full code used for this study can be found on GitHub. We provide the preprocessor we used which can be adapted to medication data from other sources. We also provide a working example adapted to the MIMIC-III dataset.[30] The results obtained with MIMIC-III should be interpreted with caution. MIMIC-III includes only data from ICU stays while our data included ICU stays but is not limited to them. The MIMIC-III medication orders are precise to the day, while our data was precise to the minute, which impairs the representation of drug orders as a sequence. Finally, the MIMIC-III dataset does not include pharmacological classes. This example performs poorly and should only be used as a concept demonstration and not as a valid experiment.

3 Results

3.1 Dataset

The training set included 1,022,272 orders for 3,145 drugs from 96,590 encounters, with (mean ± sd) 11.3 ± 22.7 orders per encounter. The testing set included 95,310 orders for 1,843 drugs from 95,310 encounters, with (mean ± sd) 10.2 ± 15.3 orders per encounter.

3.2 Word2vec embeddings

The best training hyperparameters for word2vec embeddings were an embedding dimension of 128 with the CBOW method, negative sampling, a window of 5, and a learning rate of 0.013 trained for 32 epochs. This yielded an analogy accuracy of 77.1% (118/153). Grouping the 3D UMAP-projected embeddings into 37 clusters yielded a (mean ± sd) silhouette score of 0.470 ± 0.021. The resulting embeddings and color-coded clusters are shown in Figure 1. Four clusters could not be labeled to a specific concept. Other clusters corresponded to clinical concepts of various nature:

- Departments (e.g. neonatology, intensive care)
• Medical specialties (e.g. psychiatry, dermatology)
• Types of pharmaceutical products (e.g. vaccines, wound care)
• Clinical conditions (e.g. tuberculosis, hyperemesis gravidarum)

3.3 Neural network

The final structure of the neural network is shown in Figure 2. The LSTM layers and the dense layers used for the sequence had 128 nodes. The fully-connected layer used for the multi-hot vector had 128 nodes. The best hyperparameters were a dropout rate of 0.2 and a batch size of 256. For the final model, training was performed for 7 epochs. The prediction accuracy of the model can be found in Table 1. Combining the two inputs proved superior to using either input alone, as shown in Figure 3.

On the 2018 test set, 264 (0.3%) orders were discarded because of previously unseen labels. The weighted average precision, recall and AUROC were respectively 0.416, 0.444 and 0.959. 1176 different drugs were predicted by the model. Individual precision and recall values for drugs prescribed more than once a week can be seen in Figure 4. Performance by department is shown in Table 2.

3.4 Correlation with pharmacist rating of orders

18/35 (51.4%) pharmacists answered the survey. The correlation between pharmacist ratings was poor with a Fleiss kappa of 0.283. Correlation between the pharmacist ratings and the binned model predictions is shown in Table 3.

4 Discussion

Our results show that it is feasible to predict the next medication order during hospitalization using a neural network classifier.

We observed that the model performed much better on certain populations of patients (obstetrics and gynecology, newborns, neonatal intensive care patients) than on others. The features contained in our dataset did not allow for systematic exploration of the reasons behind this variation. However, our experience as pharmacists reviewing orders for these patients tells us that they generally have a relatively similar clinical background. As a result, these patients will generally follow similar ordering patterns unless some unusual element (e.g. rare comorbidity, complication) is present in their context of care. Patients in other categories have more heterogeneous conditions and can follow more varied ordering paths.

While the performance on certain populations of patients may seem discouraging, this should be interpreted in the context of the aim of such a model, which would be to triage routine orders to a less exhaustive review, with the ultimate goal of requiring prospective, extensive pharmacist review only for unusual orders. The fact that the model seems better at predicting orders for the populations which we find more likely to follow a pattern of routine orders is in line with this expected behaviour, and in our opinion, is an interesting finding.

Critics of NUPOR have specifically called out routine post-childbirth orders, which are common in our obstetrics patients, as a priority target for triage to a less extensive order review process. This appears to us as an interesting avenue to free up pharmacist time to provide more value-added pharmaceutical care to this population. Similarly, medical orders for newborn babies who are not admitted to the neonatal intensive care unit (NICU) are generally very straightforward. Spending less time reviewing orders for these patients could offer an opportunity to provide better pharmaceutical care to sicker babies admitted to the NICU.

Comparison with pharmacist rating of orders proved difficult. Pharmacists were not in agreement about how unusual the sampled orders were, which is a known issue with data labeling by experts. A variety of factors could explain this issue. All pharmacists practicing at our center were invited to rate the same orders, and as such, each individual pharmacist needed to rate several orders outside of his or her field of clinical expertise. Additionally, pharmacists were provided with the same information as the model, without a specific clinical scenario or patient information, which is not a realistic simulation of practice. The participants may have rated how clinically appropriate...
they found each order rather than how typical or atypical it was. Indeed, some pharmacists who completed the survey told us that they did not realize that the goal was not to find clinically inappropriate orders. This method for evaluating the clinical performance of the model may not be optimal. Further studies evaluating the practical usefulness of such a model should use a different method.

There is an inherent randomness in the ordering sequence of medications. When a provider places multiple orders in a short time period (i.e., entering a group of orders one at a time), they may not enter them in a predictable sequence. It would be unreasonable to expect the model to predict the exact next medication entry. This is required because the model provides predictions (the exact number would likely vary by population) at the time of analysis, and not only information temporally preceding the order of analysis, but also information related to the time period (i.e., entering a group of orders one at a time). Our model provides a retrospective analysis of all currently active orders to allow for more granular comparison. Our model provides a prospective evaluation for a single order, at the time this order is reviewed by a pharmacist. We believe it would be useful to allow for a retrospective analysis of all currently active orders that would take into account all information available at the time of analysis, and not only information temporally preceding each order. An model building on the results presented in this paper is currently being developed for this task. Finally, we did not evaluate the clinical impact of using the model prototype in practice, which we plan to do in the future.

The only other study which reported similar metrics over a wide spectrum of medications prescribed to inpatients is the thesis by Helgason [13]. The best model in this study showed 70.2% top 20 accuracy. The number of orders and encounters included in that dataset was comparable to what was used in our study. However, the dataset in the Helgason study was aggregated from multiple hospitals, provided prediction only at the generic drug level, and included mostly older patients (mean age 58.7 years), while the data from our study is from a single mother-and-child university hospital and provided predictions at the level of the exact medication entry. The results in the Helgason study were not broken down by patient population. Still, the fact that comparable global prediction performance was observed indicates that this approach may be feasible over a variety of patients.

As stated before, the limits of this study include the fact that it is limited to a single center. We are currently setting up collaborations to test this technique in other hospitals. Although one study showed comparable overall metrics, future studies in other centers should also report performance in specific populations to allow for more granular comparison. Our model provides a prospective evaluation for a single order, at the time this order is reviewed by a pharmacist. We believe it would be useful to allow for a retrospective analysis of all currently active orders that would take into account all information available at the time of analysis, and not only information temporally preceding each order. An model building on the results presented in this paper is currently being developed for this task. Finally, we did not evaluate the clinical impact of using the model prototype in practice, which we plan to do in the future.

A limitation of our approach is that to provide meaningful feedback to a pharmacist verifying orders, the label needs to be precise at the level of the exact drug entry. This is required because a single drug may exist as several software entries representing different pharmaceutical products which may be appropriate only in certain contexts. For example, acetaminophen oral solution would be appropriate for neonates but not acetaminophen tablets. Similarly, a single drug product may exist as general or context specific entries. In our system build, specific aminoglycoside entries exist for neonatal patients. These entries include different administration instructions and schedules for nursing
staff. A prediction model aiming to detect contextually inappropriate entries needs to differentiate between these, which is impossible if the label is encoded at the generic drug level. Because drug product databases are seldom shared or standardized between institutions, this requirement makes aggregation of sufficiently detailed data between centers difficult. In this context, the best approach for practical application of such a model would probably be to train models on data from individual institutions and to aim for a generalizable training method, instead of a single generalizable model.

5 Conclusion

This study showed that it is feasible to train a neural network that learns medication order patterns, with the aim of comparing actual orders to predictions, to assist pharmacists in determining if an order is atypical in a patient’s context. Prediction performance varied across patients populations, with obstetrics and gynecology patients and newborn babies being the categories where the model showed the best results. The rating of sampled orders by pharmacists to compare pharmacist opinion with model predictions was shown to be unreliable, with poor agreement between pharmacists. Future research should try other methods to provide more robust metrics of clinical performance.
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