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Abstract

This paper presents a new perspective of self-supervised learning based on extending heat equation into high dimensional feature space. In particular, we remove time dependence by steady-state condition, and extend the remaining 2D Laplacian from x–y isotropic to linear correlated. Furthermore, we simplify it by splitting x and y axes as two first-order linear differential equations. Such simplification explicitly models the spatial invariance along horizontal and vertical directions separately, supporting prediction across image blocks. This introduces a very simple masked image modeling (MIM) method, named QB-Heat.

QB-Heat leaves a single block with size of quarter image unmasked and extrapolates other three masked quarters linearly. It brings MIM to CNNs without bells and whistles, and even works well for pre-training light-weight networks that are suitable for both image classification and object detection without fine-tuning. Compared with MoCo-v2 on pre-training a Mobile-Former with 5.8M parameters and 285M FLOPs, QB-Heat is on par in linear probing on ImageNet by 7.9 and 4.5 AP respectively. When transferring to object detection with frozen backbone, QB-Heat outperforms MoCo-v2 and supervised learning based on extending heat equation into high dimensional feature space. In particular, we remove time dependence, and extend the remaining 2D Laplacian from x–y isotropic to linear correlated. Furthermore, we simplify it by splitting x and y axes as two first-order linear differential equations. Such simplification explicitly models the spatial invariance along horizontal and vertical directions separately, supporting prediction across image blocks. This introduces a very simple masked image modeling (MIM) method, named QB-Heat.

This work provides an insightful hypothesis on the invariance within visual representation over different shapes and textures: the linear relationship between horizontal and vertical derivatives. The code will be publicly released.

1. Introduction

Recent work in class activation maps (CAM) [50] shows that convolutional neural networks (CNNs) followed by global average pooling is able to learn categorical heatmap (see Fig. 1) from image level supervision, which is similar to physical heat diffusion governed by heat equation as:

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2},
\]

where the change of temperature \(u\) over time \(t\) is related to the change over 2D space \(x, y\). This motivates us to use \textit{heat equation instead of class labels to guide representation learning}, thus providing a new perspective of self-supervised learning.

To achieve this, we extend heat equation from measurable scalar (i.e. temperature \(u\)) to latent vector (i.e. feature vector \(x\) with \(C\) channels). Then we add steady-state condition \(\frac{\partial u}{\partial t} = 0\) to remove time dependence, and extend 2D...
isotropic Laplacian into linearly correlated as follows:

**Anisotropic Laplacian**  \[
\frac{\partial^2 z}{\partial x^2} + S \frac{\partial^2 z}{\partial y^2} = 0,
\]

where \( z \) is feature map with \( C \) channels, i.e. \( z(x, y) \in \mathbb{R}^C \), and \( S \) is a \( C \times C \) matrix. Here \( S \) plays two roles: (a) handling nonequivalent change over horizontal and vertical directions, and (b) encoding invariant relationship between the second order of derivatives along \( x \) and \( y \) axes in the latent representation space. Furthermore, we decouple this spatial invariance along \( x \) and \( y \) axes separately to simplify the anisotropic Laplacian into two first order linear differential equations as follows:

**First order linear:**  \[
\frac{\partial z}{\partial x} = Az, \quad \frac{\partial z}{\partial y} = Bz,
\]

where \( A \) and \( B \) are invertible matrices with size \( C \times C \) and \( S = -A^2(B^2)^{-1} \). This simplification not only has nice properties, like holding linear relationship for any order derivatives between \( x \) and \( y \) as \( \frac{\partial^n z}{\partial x^n} = A^n(B^m)^{-1} \frac{\partial^n z}{\partial y^n} \), but also allows horizontal and vertical prediction based on its finite difference approximation as follows:

**Finite difference**  \[
z(x+\Delta x, y) - z(x, y) = \Delta x A z(x, y)
\]

This gives rise to a new masked image modeling method. Specifically, only a single quarter-block is unmasked to encode \( z(x, y) \), which is used to predict other three masked quarters \( z(x+\Delta x, y), z(x, y+\Delta y), z(x+\Delta x, y+\Delta y) \) via linear prediction (see Fig. 1, 2). The learning target includes encoder \( z \) and matrices \( A, B \). We name this Quarter-Block prediction guided by Heat equation as QB-Heat. Compared to popular MAE [25], it has four differences:

- **more regular** masking (a single unmasked quarter).
- **simpler** linear prediction.
- enabling masked image modeling for efficient CNN based architectures without bells and whistles.
- modeling spatial invariance explicitly in representation space via learnable matrices \( A \) and \( B \).

We also present an evaluation protocol, decoder probing, in which the frozen pre-trained encoder (without fine-tuning) is evaluated over two tasks (image classification and object detection) with different decoders. Decoder probing includes widely used linear probing, but extends from it by adding non-linear decoders. It directly evaluates encoders as they are, complementary to fine-tuning that evaluates pre-trained models indirectly as initial weights.

QB-Heat brings masked image modeling to CNN based architectures, even for pre-training light-weight networks. Moreover, the pre-trained encoders are suitable for both image classification and object detection without fine-tuning. For instance, when pre-training a Mobile-Former [12] with 5.8M parameters and 285M FLOPs, QB-Heat is on par with MoCo-v2 [9] in linear probing on ImageNet, but outperforms by a clear margin (65.6% vs. 52.9%) in non-linear decoder probing that adds a transformer block before the linear classifier. When transferring to object detection with frozen backbone, QB-Heat outperforms MoCo-v2 and supervised pre-training on ImageNet by 7.9 and 4.5 AP respectively. In addition, we found that fine-tuning QB-Heat pre-trained encoders on ImageNet-1K alone introduces consistent gain on object detection, thus providing strong encoders shared by classification and detection tasks. For example, 82.5% top-1 accuracy on ImageNet and 45.5 AP on COCO detection (using 100 queries in DETR framework) are achieved by sharing a Mobile-Former with 25M parameters and 3.7G FLOPs (similar to ResNet-50 and ViT-S).

The solid performance demonstrates that the simplified heat equation (from anisotropic Laplacian to first order linear differential equations) sheds light on the spatial invariance of visual representation: horizontal and vertical partial
derivatives are linearly correlated. We hope this will encourage exploration of principles in visual representations.

2. Related Work

Contrastive methods [4, 6, 10, 24, 26, 44, 47] achieve significant progress recently. They are most applied to Siamese architectures [7, 9, 11, 26] to contrast image similarity and dissimilarity and rely on data augmentation. [10, 23] remove dissimilarity between negative samples by handling collapse carefully. [8, 34] show pre-trained models work well for semi-supervised learning and few-shot transfer.

Information maximization provides another direction to prevent collapse. W-MSE [19] avoids collapse by scattering batch samples to be uniformly distributed on a unit sphere. Barlow Twins [48] decorrelates embedding vectors from two branches by forcing cross-correlation matrix to identity. VICReg [3] borrows decorrelation mechanism from Barlow Twins, but explicitly adds variance-preservation for each variable of two embeddings.

Masked image modeling (MIM) is inspired by the success of BERT [15] and ViT [18] to learn representation by predicting masked region from unmasked counterpart. BEiT [2] and PeCo [16] predict on tokens, MaskFeat [46] predicts on HOG, and MAE [25] reconstructs original pixels. Recent works explore further improvement by combining MIM and contrastive learning [1, 17, 30, 43, 51] or techniques suitable for ConvNets [20, 22, 31]. Different from these works that rely on random masking or ViT, our QB-Heat uses regular masking and simpler linear prediction to enable MIM for efficient CNNs without bells and whistles.

3. Heat Equation in Feature Space

In this section, we discuss in details how to extend heat equation \( \frac{\partial u}{\partial t} = \Delta u \) into multi-dimensional and observed variable (i.e. temperature \( u \)) into multi-dimensional and latent feature space \( z \).

Motivation: Motivated by class activation maps (CAM) [50] in which the categorical heatmap is similar to physical heat diffusion (see Fig. 1), we hypothesize that (a) the feature map around a visual object is smooth and governed by heat equation, and (b) the corresponding feature encoder can learn from heat equation alone without any labels. These hypotheses are hard to prove, but instead we show their potential in self-supervised learning. Next, we discuss how to extend heat equation into feature space.

Extending heat equation into linear systems: The extension of heat equation is based on two design guild-lines: (a) the heat diffusions along multiple feature channels are correlated, and (b) the diffusions along horizontal and vertical directions are not equivalent. The former is straightforward as most of neural architectures output highly correlated features. The latter is due to the shape and texture anisotropy in visual objects which determines the heat diffusions along features. This is different with original heat equation which is spatial isotropy on a single channel.

Based on these two guild-lines, we firstly replace temperature \( u \) in the original heat equation with feature vector \( z \in \mathbb{R}^C \) and use the steady-state condition \( \frac{\partial z}{\partial t} = 0 \) to remove time dependence, resulting in a Laplacian equation \( \frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2} = 0 \). Then, we extend Laplacian from spatial isotropy to anisotropy by adding a coefficient matrix \( S \) with size \( C \times C \) as \( \frac{\partial^2 z}{\partial x^2} + S \frac{\partial^2 z}{\partial y^2} = 0 \). To allow self-prediction along horizontal and vertical directions, we decouple \( x \) and \( y \) axes in Laplacian into two first-order linear differential equations as:

\[
\frac{\partial z}{\partial x} = Az, \quad \frac{\partial z}{\partial y} = Bz, \quad S = -A^2(B^2)^{-1},
\]

where \( A \) and \( B \) are two \( C \times C \) matrices. Note that \( A \) and \( B \) are commuting matrices if \( A \) and \( B \) are commuting matrices \( AB = BA \) if \( z(x, y) \) has continuous second partial derivatives based on the Clairaut’s theorem \( \frac{\partial^2 z}{\partial x \partial y} = BAz = ABz = \frac{\partial^2 z}{\partial y \partial x} \). Here, we assume \( A \) and \( B \) are invertible matrices to achieve \( S \).

Properties: The first-order simplification above is a special case of Laplacian that has nice properties as follows.

Property 1: linear relationship holds for any order derivatives between horizontal and vertical directions as:

\[
\frac{\partial^n z}{\partial x^n} = A^n z, \quad \frac{\partial^n z}{\partial y^n} = B^n z, \\
\frac{\partial^n z}{\partial x^n} - A^n (B^n)^{-1} \frac{\partial^n z}{\partial y^n} = 0.
\]

Property 2 – solution has exponential format as:

\[
z(x, y) = e^{Ax} e^{By} z(0, 0),
\]

where the exponential matrix \( e^{Ax} \) is defined by Taylor expansion \( e^{Ax} = \sum_{n=0}^{\infty} (Ax)^n / n! \), and \( z(0, 0) \) is the initial vector. Since \( A \) and \( B \) are commuting matrices (i.e. \( AB = BA \)), they share eigenvectors (denoted as \( v_i \)) when \( A \) has distinct eigenvalues. Thus, Eq. (3) can be written as:

\[
z(x, y) = \sum_{i=1}^{C} c_i e^{\lambda_i x + \pi_i y} v_i,
\]

where \( \{\lambda_i\} \) and \( \{\pi_i\} \) are eigenvalues for \( A \) and \( B \), respectively. The coefficient \( c_i \) is determined by initial vector \( z(0, 0) \) such that \( \sum_i c_i v_i = z(0, 0) \).

From continuous to discrete: In practice, we approximate continuous coordinates \( (x, y) \) by using discrete measure over \( H \times W \) locations, converting Eq. (1) to difference over small segment \( (\Delta x \text{ or } \Delta y) \) as follows:

\[
z(x + \Delta x, y) - z(x, y) = \Delta x A z(x, y) \\
z(x, y + \Delta y) - z(x, y) = \Delta y B z(x, y).
\]
Collaps solution: Both continuous Eq. (1) and discrete Eq. (5) have a collapse solution, i.e., feature map has constant value \( z(x, y) = c \), and \( A \) and \( B \) are zero matrices.

4. QB-Heat

We now introduce Quarter-Block prediction guided by Heat equation (QB-Heat), that performs self-prediction based on Eq. (5). It not only prevents collapse but also enables masked image modeling for CNN based architectures.

4.1. Linear Prediction based on Quarter Masking

QB-Heat only uses a single unmasked block to extrapolate over masked area via linear prediction. This resolves the conflict between random masking and CNN based encoder. The unmasked block has quarter size of the input image (see Fig. 2) and goes through encoder to extract features. Then, linear prediction is performed over three masked quarter-blocks followed by a decoder to reconstruct the original image. The linear prediction is element-wise and can be implemented as 1×1 convolution (see Fig. 3). Each masked quarter-block has its own linear model, which is shared by all elements within the block. QB-Heat has two components to adjust: (a) the position of the unmasked quarter-block, and (b) the number of explicit linear models, which are discussed below.

Position of unmasked quarter-block: The unmasked quarter-block are either at four corners or at the center (see Fig. 4), corresponding to prediction at different translation scales. Placing the unmasked quarter at corner corresponds to a larger prediction offset \( \Delta x=W/2, \Delta y=H/2 \), while prediction from the center quarter-block is at a finer scale \( \Delta x=W/4, \Delta y=H/4 \) after splitting it into four sub-blocks. Our experiments show that mixing corner and center positions in a batch provides the best performance.

Number of explicit linear models: As shown in Fig. 4, prediction across blocks is performed along 8 directions in total for both corner and center positioning of the unmasked quarter. Two of them (right, down) are included in difference equations (A, B in Eq. (5)). The other six can be either derived from A and B (see Appendix A for details) or modeled explicitly by adding linear models. Fig. 5 shows three variants that have 2, 4 and 8 explicit linear models (solid arrow) respectively. The remaining directions (dash arrow) are derived from explicit models. Experiments show two explicit models work well, demonstrating A and B effectively encode the feature change.

4.2. Architecture and Implementation

QB-Heat follows masked autoencoder [25] architecture that includes masking, encoder, predictor and decoder.

Masking: QB-Heat has a single unmasked block with quarter size of the input image, which is located at either corners
or center (see Fig. 4). This is consistent with MAE in masking ratio (75%), but is applicable for CNN based encoder.

**QB-Heat encoder:** We use Mobile-Former [12] as encoder, which is a CNN based network (adding 6 global tokens in parallel to MobileNet [39]). To retain more spatial details, we increase the resolution for the last stage from $\frac{1}{16}$ to $\frac{1}{32}$. Three Mobile-Former variants (with 285M, 1.0G, 3.7G FLOPs) are used for evaluation. All of them has 12 blocks and 6 global tokens (see Tab. 8 in Appendix B.1).

**QB-Heat predictor:** The output features of the unmasked quarter-block are projected to 512 dimensions and followed by linear models (implemented as $1 \times 1$ convolution in Fig. 3) to predict for masked blocks. This predictor is only used in pre-training and removed during inference.

**QB-Heat decoder:** We follow MAE [25] to apply a series of transformer blocks as decoder on both unmasked and masked quarter-blocks. In this paper, we use 6 transformer blocks with dimension 512 in decoder.

### 4.3. Relation to MAE

QB-Heat differentiates from MAE [25] by explicitly modeling feature derivatives using linear differential equations, enabling more regular masking and simpler prediction to support more efficient CNN based networks.

**More regular masking:** Different with random unmasked patches in MAE, QB-Heat has a single unmasked quarter-block, suitable for CNNs without bells and whistles. Compared to MAE with regular block-wise masking that achieves 63.9% in linear probing and 82.8% in fine-tuning on ImageNet-1K by using ViT-L with 307M parameters, QB-Heat achieves similar performance (65.1% in linear probing, 82.5% in fine-tuning) more efficiently by using Mobile-Former-3.7G with 35M parameters.

**Simpler prediction:** In QB-Heat, each masked patch is predicted from a single unmasked patch with translation $\Delta x$ or $\Delta y$ (see Fig. 3) rather than aggregating all unmasked patches in MAE, thus resulting in much lower complexity.

### 5. Evaluation: Decoder Probing

In this section, we propose a new evaluation protocol for self-supervised pre-training to complement widely used linear probing and fine-tuning. Linear probing is sensitive to feature dimension and miss the opportunity of pursuing non-linear features [25], while fine-tuning indirectly evaluates a pre-trained model as initial weights for downstream tasks. We need a new protocol that (a) can handle both linear and non-linear features, (b) performs direct evaluation without fine-tuning, (c) covers multiple visual tasks. It encourages exploration of pre-training a universal (or task-agnostic) encoder.

Decoder probing provides a solution. It involves multiple tasks such as image classification and object detection.

| encoder | madds | param | lin |
|---------|-------|-------|-----|
| Mob-v3 [29]† | 217M | 5.4M | 36.3 |
| Eff-b0 [42]† | 390M | 5.3M | 42.2 |
| Eff-b1 [42]† | 700M | 7.8M | 50.7 |
| MF-285M [12]† | 285M | 5.8M | 51.6 |
| Res-18 [27]† | 1.8G | 11.7M | 52.5 |
| Res-34 [27]† | 3.6G | 21.8M | 57.4 |
| MF-1.0G [12]† | 1.0G | 13.5M | 60.4 |

**Table 1. Linear probing results** of efficient networks pre-trained by MoCo-v2 [9]. “MF” (e.g. MF-285M) refers to Mobile-Former. † and ‡ indicate implementation in [21] and this paper respectively. For each task, only the decoder is learnable while the pre-trained encoder (backbone) is frozen. Each task has a set of decoders with different complexities to provide comprehensive evaluation. Below we list decoders used in this paper.

**Classification decoders:** We use two simple classification decoders: (a) linear decoder (or linear probing) including global average pooling and a linear classifier, and (b) transformer decoder that adds a single transformer block before global pooling (denoted as tran-1). The transformer block is introduced to encourage representative features that are not ready to separate categories linearly yet, but can achieve it by the assistance of a simple decoder.

**Detection decoders:** We use three detection decoders: two DETR [5] heads and one RetinaNet [36] head. The two DETR heads use Mobile-Former [12] over three scales ($\frac{1}{32}$, $\frac{1}{16}$, $\frac{1}{8}$) with different depths. The shallower one (denoted as MF-Dec-211) has four blocks (two in $\frac{1}{32}$, one in $\frac{1}{16}$, one in $\frac{1}{8}$), while the deeper one (denoted as MF-Dec-522) has nine blocks (five in $\frac{1}{32}$, two in $\frac{1}{16}$, two in $\frac{1}{8}$). Please see Tab. 13 in Appendix B.2 for details.

### 6. Experiments

We evaluate QB-Heat on both ImageNet-1K [14] and COCO 2017 [37]. CNN based Mobile-Former [12] is used as encoder as it outperforms other efficient CNNs in both supervised and self-supervised (see Tab. 1) learning. Three variants with 285M, 1.0G and 3.7G FLOPs are used (see Tab. 8 in Appendix B.1 for network details).

**ImageNet-1K [14]:** QB-Heat pre-training is performed on ImageNet-1K training set. Then, pre-trained encoders are frozen and evaluated by two decoder probing (see Sec. 5): (a) linear probing, (b) tran-1 probing that includes a single transformer block followed by a linear classifier. The fine-tuning performance of tran-1 is also provided. Top-1 validation accuracy of a single 224x224 crop is reported.

**COCO 2017 [37]:** We also evaluate QB-Heat pre-training on COCO object detection that contains 118K training and 5K validation images. The frozen encoders are evaluated using two decoders in DETR [5] framework. The training setup, fine-tuning performance and evaluation in RetinaNet [36] are provided in Appendices B.2 and C.
| position (prediction offset) | lin tran-1 ft | #models | lin tran-1 ft |
|-----------------------------|--------------|---------|--------------|
| corner (Δx=W/2, Δy=H/2)    | 64.1 77.9 82.1 | 2       | 64.8 78.4 82.3 |
| center (Δx=W/4, Δy=H/4)    | 64.2 77.9 82.4 | 4       | 65.0 78.5 82.4 |
| corner + center             | 65.1 78.6 82.5 | 8       | 65.1 78.6 82.5 |

(a) Position of the unmasked quarter-block. (b) Number of linear models.

Table 2. QB-Heat ablation experiments with Mobile-Former-3.7G on ImageNet-1K. We report top-1 accuracy (%) of two decoder probings, i.e. linear (lin) and transformer (tran), and fine-tuning with transformer decoder (ft). Two properties are observed: (a) multi-scale prediction (corner=center) is better than single scale, and (b) two explicit linear models (A, B in Eq. (5)) are good enough. Default settings are marked in gray.

![Figure 7. Spectrum of matrices A and B learned from QB-Heat pre-training on ImageNet-1K. Two sets of A and B are jointly learned at two scales in one batch. Half batch uses the center position of the unmasked quarter to predict over translation Δx=W/2, Δy=H/2, while the other half uses the corner position of the unmasked quarter to predict over translation Δx=W/4, Δy=H/2. We use A^+, B^+ and A^-, B^- to denote matrices at these two scales respectively. Similar spectrum distribution is observed between A^+ and A^-(and between B^+ and B^-). Left column: distribution of magnitude of eigenvalues (λ_k and π_k denotes the eigenvalues for A and B respectively). Right column: normalized eigenvalues across scales are aligned along the diagonal line. Best viewed in color.](image)

6.1. Main Properties on ImageNet

We ablate QB-Heat using the default setting in Tab. 2 (see caption), and observe three properties listed below.

Multi-scale prediction is better than single scale: Tab. 2-(a) studies the influence of the position of unmasked quarter-block. Placing the unmasked quarter at center or corner (see Fig. 4) corresponds to different scales of prediction offset in Eq. (5), i.e. Δx=W/2, Δy=H/2 for corner position and Δx=W/4, Δy=H/4 for center position.

![Figure 6. Training schedules. Longer training provides consistent improvement for linear and tran-1 probing, while fine-tuning is not sensitive to training schedule.](image)

Similar performance is achieved at either individual scale (center or corner position), while combining them in a batch (half for center and half for corner) achieves additional gain, indicating the advantage of multi-scale prediction.

Two linear models (A, B) are good enough to predict over 8 directions: We compare different number of linear models in Tab. 2-(b). Using 8 explicit linear models along 8 directions (see Fig. 5) has similar performance to using 2 or 4 explicit models while approximating the rest of directions.

Long training schedule helps more on decoder probing than fine-tuning: Fig. 6 shows the influence of the length of training schedule. The accuracies of two decoder probings (linear and tran-1) improve steadily as training lasts longer, while fine-tuning with tran-1 achieves decent performance even on pre-training for 100 epochs. This is different from MAE [25], in which fine-tuning relies on longer training to improve. Similar trend is observed in other two Mobile-Former variants (see Fig. 11 in Appendix C).

6.2. Interesting Observations in Matrices A, B

Empirically, we observe interesting patterns in matrices A and B learned from QB-Heat pre-training. A and B are coefficient matrices of linear differential equations Eq. (1) (our simplification of heat equation). The experiment is set up as follows. We perform QB-Heat pre-training on ImageNet-1K by mixing two-scale prediction in a batch. Specifically, half batch uses the center position of the unmasked quarter to predict over translation Δx=W/4,
\(\Delta y = H/4\), while the other half uses the corner position of the unmasked quarter to predict over translation \(\Delta x = W/2, \Delta y = H/2\). Each scale learns its own \(A\) and \(B\) (denoted as \(A^1, B^1\) and \(A^2, B^2\) respectively). All of them have dimension \(512 \times 512\).

Three interesting patterns are observed in these learned matrices. Firstly, they have full rank with complex eigenvalues. Secondly, as shown in Fig. 7, \(A^1\) and \(A^2\) have similar spectrum distribution (magnitude of eigenvalues). Similarly, \(B^1\) and \(B^2\) have similar spectrum distribution. The right column of Fig. 7 plots the sorted and normalized magnitude of eigenvalues (divided by the sum) between \(A^1\) and \(A^2\). They are well aligned along the diagonal red line. Thirdly, although \(A\) and \(B\) have different spectrum energy, their ratio is approximately scale invariant:

\[
\frac{E(A^1)}{E(B^1)} \approx \frac{E(A^2)}{E(B^2)},
\]

where the spectrum energy is computed as the sum of magnitude of eigenvalues as:

\[
E(A) = \sum_{k=1}^{n} |\lambda_k|, \quad E(B) = \sum_{k=1}^{n} |\pi_k|,
\]

where \(\lambda_k\) and \(\pi_k\) are eigenvalues for \(A\) and \(B\) respectively. Tab. 3 shows that the energy ratio are approximately scale-invariant over different training schedules from 200 to 2400 epochs. The ratio reduces as training gets longer.

### 6.3. Multi-task Decoder Probing

Here we report decoding probing results on both image classification and object detection. Each task includes multiple decoders. Note that the pre-trained encoders are frozen even when transferring to COCO object detection.

**ImageNet classification:** Fig. 8 compares QB-Heat with MoCo-v2 [9] on linear and tran-1 probing (see Sec. 5). When evaluating on tran-1 probing, three widths (192, 384, 768) are used in the added transformer block. QB-Heat is on par with MoCo-v2 on linear probing, but is significantly better on tran-1 probing. For instance, when using 192 channels in tran-1 decoder to evaluate pre-trained Mobile-Former-285M, QB-Heat outperforms MoCo-v2 by 12.7% (65.6% vs. 52.9%). This demonstrates that QB-Heat learns stronger non-linear spatial features.

QB-Heat not only works well for decoder probing, but also provides a good initial for fine-tuning. As shown in Tab. 4, its fine-tuning performance consistently outperforms the supervised counterpart over three models. The gain is larger for bigger models. Interestingly, fine-tuning on ImageNet-1K alone (freezing on COCO) boosts detection performance, providing strong task-agnostic encoders.

**COCO object detection:** Tab. 5 compares QB-Heat with MoCo-v2 and ImageNet supervised pre-training over three backbones and two heads that use Mobile-Former [12] end-to-end in DETR [5] framework. The backbone is frozen for all pre-training methods. QB-Heat significantly outperforms both MoCo-v2 and supervised counterparts. 2.6+ AP gain is achieved for all six combinations of two heads and three backbones. For the lightest model using Mobile-Former-285M as backbone and MF-Dec-211 as head, 5.2 AP is gained. Similar trend is observed when evaluating in RetinaNet [36] framework (see Tab. 14 in Appendix C). This demonstrates that our QB-Heat learns better spatial representation via quarter-block prediction.

**QB-Heat and ImageNet-1K fine-tuning provides strong task-agnostic encoders:** Interestingly, fine-tuning on ImageNet-1K alone (but freezing on COCO) after QB-Heat pre-training introduces consistent gain on object detection. As shown in Tab. 5, it gains 1.4–4.3 AP over six combinations of three encoders and two detection decoders. Fig. 9 plots performances of classification and detection that are achieved by sharing encoder weights (or task-agnostic encoder). Although QB-Heat is far behind ImageNet-1K supervised pre-training on classification, it overtakes by a clear margin in detection, showcasing better spatial representation. Fine-tuning on ImageNet-1K boosts performances of both tasks, providing strong task-agnostic encoders. As fine-tuning is performed with layer-wise learning rate decay, it essentially leverages advantages of both QB-Heat (spatial representation at lower levels) and class supervision (semantic representation at higher levels).

**Discussion:** Compared to QB-Heat, we observe two unex-
Table 5. COCO object detection results on val2017 for frozen backbone pre-trained on ImageNet-1K. Evaluation is conducted over three backbones and two heads that use Mobile-Former [12] end-to-end in DETR [5] framework. Our QB-Heat significantly outperforms MoCo-v2 and supervised baselines. Fine-tuning on ImageNet-1K provides consistent improvement. Initial “MF” (e.g. MF-Dec-522) refers to Mobile-Former. “IN-ft” indicates fine-tuning on ImageNet-1K. MAdds is based on the image size 800×1333.

Table 6. Comparisons with previous results on ImageNet-1K. All self-supervised methods are evaluated by end-to-end fine-tuning. All results are on an image size of 224.

6.4. Fine-tuning on Individual Tasks

Below, we compare with prior works on fine-tuning results of both classification and detection. End-to-end comparison (combining architecture and pre-training) is performed and grouped by computational complexity (FLOPs).

Figure 9. Task-agnostic encoder, evaluated on both ImageNet classification and COCO object detection. Sup-IN1K indicates supervised pre-training on ImageNet-1K. QB-Heat indicates QB-Heat pre-training while QB-Heat+IN1K-FT indicates QB-Heat pre-training followed by fine-tuning on ImageNet-1K. For each pre-training, the three dots correspond to three Mobile-Former backbone variants. When evaluating on image classification, a task-agnostic encoder is added on top and learnt from class supervision. When evaluating on object detection, the nine layer backbone pre-trained MF-Dec-522 is used and the backbone is frozen. Thus, the backbone is shared by classification and detection tasks. QB-Heat is far behind Sup-IN1K on image classification, but overtakes on object detection. QB-Heat+IN1K-FT boosts detection performance by fine-tuning on ImageNet-1K, providing strong task-agnostic encoders.
method uses significantly less FLOPs (112G vs. 279G) with significantly fewer object queries (100 vs. 900). Full comparison of fine-tuning results over pre-training methods is reported in Tab. 16 in Appendix C.

7. Discussion

Connection with information theory: Essentially, QB-Heat is a communication system (see Fig. 10) that communicates a quarter of image (via quarter sampling) through linear channels to reconstruct the whole image. It follows the channel capacity in information theory [13] to maximize the mutual information between input and output, but introduces interesting differences in channel, input and optimization (see Fig. 10). Compared to information channel coding, where the channel is probabilistic with fixed parameters (e.g. probability transmission matrix of symmetric channels) and the optimization is over the input distribution \( p(x) \), QB-Heat has deterministic linear channel with learnable parameters \((A, B)\) in Eq. (1) to optimize.

The key insight is the duality of noise handling between QB-Heat and information channel coding. The channel coding theorem combats noise in the channel by adding redundancy on input \( X \) in a controlled fashion, while QB-Heat handles noisy input (i.e. corrupted image) by learning feature representation and spatial redundancy jointly.

Connection with diffusion model: Compared to diffusion models [28,40,41] that study noise diffusion along the path from image to noise, QB-Heat studies a different type of diffusion: i.e. the semantic heat diffusion of feature vector across 2D space. But they essentially share a common insight: learning diffusion rate as a function of signal. Specifically, in diffusion model, the noise \( \epsilon_t \) at step \( t \) is a function of \( x_t \). In contrast, QB-Heat models the feature change using linear equations \( \frac{\partial x}{\partial t} = Az, \frac{\partial z}{\partial y} = Bz \).

Limitations: QB-Heat has a major limitation: not working well for vision transformers (ViT). This is mainly due to the discrepancy between pre-training and inference on the range of token interaction. Specifically, QB-Heat does not have a chance to see tokens beyond a quarter-block in pre-training, but all tokens of an entire image are used during inference. This discrepancy becomes more critical for transformers than CNN, as long range interaction is directly modeled via attention in transformer.

8. Conclusion

This paper presents a new self-supervised learning guided by heat equation. It extends heat equation from a single measurable variable to high dimensional latent feature vector, and simplifies it into first order linear differential equations. Based on such simplification, we develop a new masked image modeling (named QB-Heat) that learns to linearly predict three masked quarter-blocks from a single unmasked quarter-block. QB-Heat not only enables masked image modeling for efficient CNN based architectures, but also provides strong task-agnostic encoders on both image classification and object detection. We hope this encourage new understanding of representative feature space by leveraging principles in physics.
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A. Derivation of Implicit Linear Models

Below, we show how to derive linear models for implicit directions from explicit directions (see Fig. 5). Let us denote the two explicit models in Eq. (5) along x and y axes (right and down) as \(A_1\) and \(B_1\). Firstly, we derive the models along the negative directions of \(x\) and \(y\) axes (\(A_2\) and \(B_2\)). Then we further extend to 4 diagonal directions (\(C_{11}, C_{12}, C_{21}, C_{22}\)).

**Computing \(A_2\) and \(B_2\):** Below, we show how to compute \(A_2\) from \(A_1, B_2\) can be derived similarly. The finite difference approximations along opposite directions by using \(A_1\) and \(A_2\) are represented as:

\[
z(x, y) = (I + \Delta x A_1)z(x - \Delta x, y)
\]

\[
z(x - \Delta x, y) = (I + \Delta x A_2)z(x, y).
\]

(8)

Thus, \(I + \Delta x A_2\) is the inverse matrix of \(I + \Delta x A_1\). To avoid the difficulty of computing inverse, we approximate \(A_2\) as follows:

\[
A_2 = \frac{(I + \Delta x A_1)^{-1} - I}{\Delta x} \approx -A_1.
\]

(9)

This is used when only two explicit linear models \(A_1\) and \(B_1\) are available (see Fig. 5).

**Computing \(C_{11}, C_{12}, C_{21}, C_{22}\):** We show the derivation of \(C_{11}\) from \(A_1\) and \(B_1\). The other three diagonal directions can be derived similarly. The diagonal prediction of \(z(x + \Delta x, y + \Delta y)\) from \(z(x, y)\) can be achieved in two steps (i.e. horizontal prediction followed by vertical) as:

\[
z(x + \Delta x, y + \Delta y) = (I + \sqrt{\Delta x^2 + \Delta y^2} C_{11})z(x, y)
\]

\[
= (I + \Delta x A_1)z(x + \Delta x, y + \Delta y)
\]

\[
= (I + \Delta x A_1)(I + \Delta y B_1)z(x, y).
\]

(10)

The order of horizontal and vertical difference can be flipped as:

\[
z(x + \Delta x, y + \Delta y) = (I + \Delta y B_1)z(x + \Delta x, y)
\]

\[
= (I + \Delta y B_1)(I + \Delta x A_1)z(x, y).
\]

(11)

Given that Eq. 10 and Eq. 11 are identical, \(A_1\) and \(B_1\) commute (i.e. \(A_1 B_1 = B_1 A_1\)). In practical, \(C_{11}\) is computed by averaging Eq. 10 and Eq. 11 as follows:

\[
C_{11} = \frac{\Delta x A_1 + \Delta y B_1 + \Delta x \Delta y (A_1 B_1 + B_1 A_1)}{\sqrt{\Delta x^2 + \Delta y^2}}.
\]

(12)

Note this computation is needed when using 2 or 4 explicit linear models. (see Fig. 5).

---

### B. Implementation Details

**B.1. ImageNet Experiments**

**Mobile-Former encoders:** Tab. 8 shows the network details for three variants of Mobile-Former [12] used in this paper. All of them have 12 blocks and 6 global tokens, but different widths. They are used as encoder (or backbone) for both image classification and object detection. Note that they only have 4 stages and output at resolution (\(\frac{1}{16}\)), providing more spatial details for translational prediction. These models are manually designed without searching for the optimal architecture parameters (e.g. width or depth).

**QB-Heat pre-training setup:** Tab. 9 shows the pre-training setting. The learning rate is scaled as \(lr = base\_lr \times batchsize / 256\). We use image size 256 such that the output feature resolution is multiple of 4 (i.e. 16×16). This is required for prediction from the unmasked quarter-block at center position.

**Linear probing:** Our linear probing follows [25] to adopt an extra BatchNorm layer without affine transformation (affine=False). See detailed setting in Tab. 10.

**tran-1 probing:** Tab. 11 shows the setting for tran-1 decoder probing. Note that the default decoder widths are 192, 384, 768 for MF-285M, MF-1.0G and MF-3.7G, respectively.

**End-to-end fine-tuning:** Tab. 12 shows the setting for end-to-end fine-tuning of both encoder and tran-1 decoder. The decoder weights are initialized from tran-1 probing.
Table 9. Pre-training setting.

| config                  | value                      |
|-------------------------|----------------------------|
| optimizer               | AdamW                      |
| base learning rate      | 1.5e-4                     |
| weight decay            | 0.1                        |
| batch size              | 1024                       |
| learning rate schedule  | cosine decay                |
| warmup epochs           | 10                         |
| image size              | 256^2                      |
| augmentation            | RandomResizeCrop           |

Table 10. Linear probing setting.

| config                  | value                      |
|-------------------------|----------------------------|
| optimizer               | SGD                        |
| base learning rate      | 0.1                        |
| weight decay            | 0                          |
| batch size              | 4096                       |
| learning rate schedule  | cosine decay                |
| warmup epochs           | 10                         |
| training epochs         | 200                        |
| augmentation            | RandomResizeCrop           |

Table 11. tran-1 probing setting.

| config                  | value                                                                 |
|-------------------------|------------------------------------------------------------------------|
| optimizer               | AdamW                                                                  |
| base learning rate      | 0.0005                                                                 |
| weight decay            | 0.05                                                                   |
| layer-wise lr decay     | 0.90 (MF-285M/1.0G) 0.85 (MF-3.7G)                                      |
| batch size              | 512                                                                    |
| learning rate schedule  | cosine decay                                                            |
| warmup epochs           | 5                                                                      |
| training epochs         | 200 (MF-285M) 150 (MF-1.0G) 100 (MF-3.7G)                               |
| augmentation            | RandAug (9, 0.5)                                                       |
| label smoothing         | 0.1                                                                    |
| dropout                 | 0.1 (MF-285M) 0.2 (MF-1.0G/3.7G)                                       |
| random erase            | 0 (MF-285M/1.0G) 0.25 (MF-3.7G)                                        |

Table 12. End-to-end fine-tuning setting.

| stage       | MF-Dec-522 | MF-Dec-211 |
|-------------|------------|------------|
| query       | 100×256    | 100×256    |
| 1 / 32      | down-conv  | M-F^+ × 5  |
| 1 / 16      | up-conv    | M-F^ × 2   |
| 1 / 8       | up-conv    | M-F^- × 1  |

Table 13. Specification of Mobile-Former decoders in COCO object detection. 100 object queries with dimension 256 are used. “down-conv” denotes a downsampling convolutional block that includes a 3×3 depthwise (stride=2) and a pointwise convolution (256 output channels). “up-conv” denotes a upsampling convolutional block that includes bilinear interpolation followed by a 3×3 depthwise and a pointwise convolution. “M-F^+” and “M-F^-” modify the Mobile sub-block in the original Mobile-Former block. The former replaces it with a transformer block, while the latter uses lite bottleneck [35].

B.2. Object Detection in COCO

MF-DETR decoders for object detection: Tab. 13 shows the two decoder structures that use Mobile-Former [12] in DETR [5] framework. Both have 100 object queries with dimension 256. They share similar structure over three scales but have different depths. As the backbone ends at resolution 1 / 16, we first perform downsampling (to 1 / 32) in the decoder.

DETR training setup: In decoder probing with frozen backbone, only decoders are trained for 500 epochs on 8 GPUs with 2 images per GPU. AdamW optimizer is used with initial learning rate 1e-4. The learning rate drops by a factor of 10 after 400 epochs. The weight decay is 1e-4 and dropout rate is 0.1. Fine-tuning involves additional 200 epochs from decoder probing. Both encoder and decoder are fine-tuned with initial learning rate 1e-5 which drops to 1e-6 after 150 epochs.

C. More Experimental Results

Ablation on training schedule: Fig. 11 shows the influence of the length of training schedule for three Mobile-Former encoders. They share the similar trend: the accuracies of two decoder probing (linear and tran-1) improve steadily as training lasts longer, while fine-tuning with tran-1 achieves decent performance even for pre-training 100 epochs. This is different from MAE [25], in which fine-tuning relies on longer training to improve.

Decoder probing (frozen backbone) on COCO object detection in RetinaNet framework: Tab. 14 compares QB-Heat with MoCo-V2 and ImageNet supervised pre-training over three backbones in RetinaNet [36] framework. The backbone is frozen for all pre-training methods. Similar to the results in DETR [5] framework (see Sec. 6.3), QB-
Figure 11. Training schedules. Longer training schedule provides consistent improvement for linear and $\text{tran-1}$ probing over different models, while fine-tuning performance is not sensitive to training schedule.

Table 14. COCO object detection results on val2017 for frozen backbone pre-trained on ImageNet-1K. Evaluation is conducted over three backbones in RetinaNet [5] framework. Our QB-Heat outperforms MoCo-v2 and supervised baselines. Fine-tuning on ImageNet-1K provides consistent improvement. Initial “MF” (e.g. MF-3.7G) refers to Mobile-Former. “IN1K-ft” indicates fine-tuning on ImageNet-1K. MAdds is based on the image size $800 \times 1333$.

Heat outperforms both MoCo-v2 and supervised counterparts, demonstrating that our QB-Heat learns better spatial representation via quarter-block prediction. In addition, the followed fine-tuning on ImageNet-1K provides consistent gain.

Fine-tuning on ImageNet classification with deeper decoders: In Sec. 6.3, we show the results (see Tab. 4) for shallow decoders in image classification (linear $\text{lin}$ and single transformer block $\text{tran-1}$). We also find that performance can be further improved by adding more transformer blocks (deeper decoder). Tab. 15 shows the fine-tuning results for using 4 transformer blocks $\text{tran-4}$. Compared with MAE [25] and MoCo [11] on ViT [18], our QB-Heat achieves either similar results with lower FLOPs and fewer parameters, or better performance with similar FLOPs and number of parameters.

Fine-tuning on COCO object detection in DETR framework: Fine-tuning backbone on COCO further boosts detection performance. Tab. 16 shows the full comparison of fine-tuning results that use Mobile-Former [12] end-to-end in DETR [5] framework. Similar to decoder probing with frozen backbone (see Tab. 5 in Sec. 6.3), QB-Heat clearly outperforms MoCo-v2. But different with decoder probing with frozen backbone where QB-Heat outperforms supervised pre-training by a clear margin (see Tab. 5), they are on par in COCO fine-tuning. This is because the advantage of QB-Heat pre-training on spatial representation diminishes as the object labels in COCO provide strong guidance. But QB-Heat can still hold its leading position by leveraging fine-tuning on ImageNet-1K to improve semantic representation and transfer it to object detection. As shown in Tab. 16, compared to supervised pre-training on ImageNet-1K, QB-Heat pre-training followed by ImageNet-1K fine-tuning gains 0.9–2.0 AP over the supervised baseline for all three backbones and two heads.
Table 16. COCO object detection results on val2017 for fine-tuning backbone. Evaluation is conducted over three backbones and two heads that use Mobile-Former \[12\] end-to-end in DETR \[5\] framework. Without using labels in ImageNet-1K, our QB-Heat outperforms MoCo-v2 by a clear margin. When labels in ImageNet-1K is available, QB-Heat pre-training followed by ImageNet-1K fine-tuning outperforms the supervised baselines. Initial “MF” (e.g. MF-Dec-522) refers to Mobile-Former. “IN1K-ft” indicates fine-tuning on ImageNet-1K. MAdds is based on the image size 800×1333.

D. Analysis of Models Pre-trained by MoCo-v2

Below we provide more analysis related to the two unexpected behaviors (discussed in Sec. 6.3) in the models pre-trained by MoCo-v2. These two behaviors are: (a) the tran-1 probing performance for larger models does not improve when using wider decoders, (b) larger backbones have more degradation in object detection performance.

We observe a clear difference between large and small models in spatial correlation of output feature maps. The spatial correlation for an image is computed as follows. For a given image with size 224×224, the model outputs a feature map with resolution 14×14 over 196 positions. Following Barlow Twins \[48\], we use cross-correlation matrix \( C \) computed across spatial positions to represent spatial correlation per image. If all positions are highly correlated, each element in \( C \) is close to ±1. In contrast, if positions are not correlated, \( C \) is close to an identity matrix. For each image, we summarize the spatial correlation as the average of absolute values of off-diagonal elements

\[
\frac{1}{N(N-1)} \sum_{i=1}^N \sum_{j 
eq i} |C_{ij}|
\]

Fig. 12 plots the histogram of spatial correlation over 1000 validation images in ImageNet. Clearly, the largest model (MF-3.7G) has significantly more spatial correlation than the smaller counterparts (MF-1.0G, MF-285M).

The larger models have stronger spatial correlation because they are more capable to achieve the goal of contrastive learning, i.e. learning common and discriminative features across multiple views. We conjecture this may limit its capability in spatial representation without explicitly modeling spatial relationship like linear prediction in...
Figure 13. **QB-Heat vs. ImageNet supervised pre-training on the cross attention Mobile→Former.** Mobile-Former-3.7G is used, which includes six tokens (each corresponds to a column). Four blocks at different resolutions are visualized and each has two attention heads visualized in two rows. Attention in Mobile→Former is normalized over pixels, showing the focused region per token. QB-Heat has more diverse cross attentions across tokens (especially at high levels), focusing on different objects (e.g. person, horse, background) and different parts of an object (head, torso, legs of the horse). Best viewed in color.

Please note that the difference in spatial correlation (between large and small models) is related to, but not sufficient to explain the degradation of large models in decoder probing (both classification and detection). We will study it in the future work.

**E. Visualization**

We also compare our QB-Heat with ImageNet supervised pre-training via visualization of pre-trained models. Following [12], we visualize the cross attention on the two-way bridge (i.e. Mobile→Former and Mobile←Former) in Fig. 13 and Fig. 14. Mobile-Former-3.7G is used, which includes six global tokens and eleven Mobile-Former blocks.

Clearly, QB-Heat has more diverse cross attentions across tokens (especially at high levels). Fig. 13 shows the cross attention over pixels in Mobile→Former. Compared to the supervised pre-training where tokens share the focus on the most discriminative region (horse torso and legs) at high levels (block 10, 12), QB-Heat has more diverse cross attentions, covering different semantic parts. Fig. 14 shows another cross attention in Mobile←Former over six tokens for each pixel in the feature-map. QB-Heat also has more diverse cross attentions than the supervised counterpart at high levels, segmenting the image into multiple semantic parts (e.g. foreground, background). This showcases QB-Heat’s advantage in learning spatial representation, and explains for its strong performance in multi-task (classification and detection) decoder probing.
Figure 14. **QB-Heat vs. ImageNet supervised pre-training on the cross attention Mobile–Former.** Mobile-Former-3.7G is used, which includes six tokens (each corresponds to a column). Four blocks at different resolutions are visualized and each has two attention heads visualized in two rows. Attention in *Mobile–Former* is normalized over tokens showing the contribution of different tokens at each pixel. QB-Heat has more diverse cross attentions across tokens (especially at high levels), segmenting the image into multiple semantic parts (e.g. foreground, background). Best viewed in color.