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1 Introduction

A chain graph can be defined in terms of induced forbidden subgraphs. Let $C_n$ and $K_n$ denote the cycle and the complete graph on $n$ vertices, respectively. A graph with no induced subgraph isomorphic to $C_3$, $C_5$ or $2K_2$ is called a chain graph. Very interestingly a chain graph can be represented by a unique binary string (sequence). Starting from a single vertex, one can construct a chain graph by repeated applications of following two operations:

1. adding an isolated vertex.
2. adding a vertex dominating to all previously added isolated vertices only.

We represent a chain graph $G$ on $n$ vertices using a binary string $b = \alpha_1 \alpha_2 \alpha_3 \cdots \alpha_n$ of length $n$, where $\alpha_i = 0$ if the vertex $v_i$ is added as an isolated vertex, and $\alpha_i = 1$ if the vertex $v_i$ is dominating to all the previously added isolated vertices. As we start from a single vertex we always take $\alpha_1 = 0$, and since we are considering connected graphs only so $\alpha_n = 1$. For any $n$ vertex chain graph, without loss of generality, we represent it by the binary string $b = 0s_1t_10s_2t_2 \cdots 0s_kt_k$, where $s_i, t_i \geq 1$ and $\sum_{i=1}^{k} (s_i + t_i) = n$. A chain graph is a bipartite graph, and it is complete bipartite if and only if $k = 1$.

Let $G$ be a simple, connected, finite graph with vertex set $V = \{v_1, v_2, \ldots, v_n\}$. Let $A$ be the $(0, 1)$-adjacency matrix of $G$. Then the Seidel matrix is a square matrix of order $n$ defined by

$$S = J - I - 2A,$$

where $J$ is all 1 matrix and $I$ is the identity matrix. In other words, if $s_{ij}$ is the $(i, j)$-th entry of $S$, then

$$s_{ij} = \begin{cases} -1 & \text{if } v_i \sim v_j, \\ 1 & \text{if } v_i \not\sim v_j, i \neq j, \\ 0 & \text{if } i = j. \end{cases}$$

Obviously all eigenvalues of $S$ are real. We use $\lambda_1$ to denote the largest Seidel eigenvalue of graph $G$. The Seidel energy $SE(G)$ of a graph $G$ is defined as the sum of absolute values of the eigenvalues of Seidel matrix $S$. For several interesting properties of $SE(G)$, we refer to the literature.

The spectral properties of adjacency and Laplacian matrix of chain graphs is well studied in literature. One of the most interesting property of chain graphs is that, among all connected bipartite graphs of prescribed order and size, the graph with minimal least eigenvalue (equivalently, the maximal spectral radius) is a chain graph. Around the same time but separately in 2008, Bhattacharya et al. and Bell et al. first noticed this significant property of the adjacency matrix of a chain graph. After that chain graphs gained lot of focus for the past few years. The spectral properties of a chain
graph have been extensively studied earlier with respect to adjacency matrix and Lapla-
cian matrix. Andelić et al. \cite{4, 5, 13} published several papers related to spectra of chain
graphs with key focus on eigenvalue location, characteristic polynomial and energy. Very
recently, Mei et al. \cite{21} give some bounds of the energy and Laplacian energy of chain graphs.

In this paper we consider the Seidel matrix $S$ of a connected $n$-vertex chain graph $G$. The study on Seidel matrix of a chain graph have never been done before. Let $b = 0^{s_1}1^{t_1}0^{s_2}\ldots 0^{s_k}1^{t_k}$ be the binary representation of $G$. We produce a set of $n - 2k + 1$ orthogonal Seidel eigenvectors corresponding to the eigenvalue $-1$. We derive a formula for the Seidel characteristic polynomial of a chain graph in terms of its binary string. We see that determinant of symmetric tridiagonal matrix plays important role for evaluating the characteristic polynomial. As a consequence we obtain a formula for the determinant of the Seidel matrix of a chain graph. More importantly we provide some interesting properties of Seidel energy of a chain graph. In \cite{18}, Haemers proposed a conjecture for any $n$ vertex graph $G$:

**Lemma 1.1.** \cite{18} Let $G$ be a graph with $n$ vertices. Then $SE(G) \leq n\sqrt{n-1}$ with equality if and only if $G$ is a conference graph.

**Lemma 1.2 (Haemers’ Conjecture).** Let $G$ be a graph with $n$ vertices. Then $SE(G) \geq 2(n - 1)$ with equality if and only if $G$ is the complete graph $K_n$.

Ghorbani \cite{16} proved this conjecture partially. Very recently Akbari et al. \cite{1} prove this conjecture. Thus for a graph with $n$ vertices the known Seidel energy bound is given by

$$2(n - 1) \leq SE(G) \leq n\sqrt{n-1}. \quad (1)$$

Here we provide some new bounds for the Seidel energy of a chain graph. We also observe that the bounds obtained in this paper work better than the bounds in the Haemers’ conjecture. We provide suitable examples to justify our results.

The contents of the paper is as follows: In Section 2, we study few spectral properties of Seidel matrix and its quotient matrix. In particular, we prove that $-1$ is always an eigenvalue of $S$ and all other eigenvalues of the Seidel matrix can have multiplicity at most two. Moreover, we give a lower bound on the largest Seidel eigenvalue of chain graph in terms of order $n$ and $k$. In Section 3, we obtain a formula for finding the characteristic polynomial and determinant of $S$. Section 4 consists of Seidel energy of the chain graph. Here we obtain a better bound than Haemers’ bound. Finally, we obtain the minimal Seidel energy for some special chain graphs of order $n$ in this section.

## 2 Seidel eigenvalues of chain graphs

In this section, we discuss some properties on the eigenvalues of the quotient matrix corresponding to an equitable partition of the Seidel matrix. Using these properties we obtain
the multiplicity of the Seidel eigenvalue \(-1\). Moreover, we prove that the spectrum (distinct eigenvalues) of the Seidel matrix of a chain graph is equal to the spectrum of that quotient matrix. In particular, if \(\lambda\) is an eigenvalue which is not an eigenvalue of that quotient matrix, then \(\lambda = -1\).

### 2.1 Quotient Matrix

Let us consider a chain graph \(G\) with the binary string \(b = 0^{s_1}1^{t_1}0^{s_2} \ldots 0^{s_k}1^{t_k}\). Then the Seidel matrix \(S\) of \(G\) is a square matrix of size \(n\), given by

\[
S = \begin{pmatrix}
(J - I)_{s_1} & -J_{s_1 \times t_1} & J_{s_1 \times s_2} & -J_{s_1 \times t_2} & J_{s_1 \times s_3} & -J_{s_1 \times t_3} & \cdots & -J_{s_1 \times t_k} \\
-J_{t_1 \times s_1} & (J - I)_{t_1} & J_{t_1 \times s_2} & -J_{t_1 \times t_2} & J_{t_1 \times s_3} & -J_{t_1 \times t_3} & \cdots & -J_{t_1 \times t_k} \\
J_{s_2 \times s_1} & J_{s_2 \times t_1} & (J - I)_{s_2} & -J_{s_2 \times t_2} & J_{s_2 \times s_3} & -J_{s_2 \times t_3} & \cdots & -J_{s_2 \times t_k} \\
-J_{t_2 \times s_1} & J_{t_2 \times t_1} & -J_{t_2 \times s_2} & (J - I)_{t_2} & J_{t_2 \times s_3} & -J_{t_2 \times t_3} & \cdots & -J_{t_2 \times t_k} \\
& & & & & & & \\
& & & & & & & \\
J_{s_k \times s_1} & J_{s_k \times t_1} & J_{s_k \times s_2} & J_{s_k \times t_2} & J_{s_k \times s_3} & J_{s_k \times t_3} & \cdots & -J_{s_k \times t_k} \\
-J_{t_k \times s_1} & J_{t_k \times t_1} & -J_{t_k \times s_2} & J_{t_k \times t_2} & -J_{t_k \times s_3} & J_{t_k \times t_3} & \cdots & (J - I)_{t_k}
\end{pmatrix},
\]

where \(J_{m \times n}\) is an all 1 block matrix of size \(m \times n\) and the diagonal blocks of \(S\) are the square matrices of size \(s_i \times s_i\), \(t_i \times t_i\), \(s_2 \times s_2\), \(t_2 \times t_2\), \ldots, \(t_k \times t_k\).

We now construct an equitable partition in the following way. For the representation \(b = 0^{s_1}1^{t_1}0^{s_2} \ldots 0^{s_k}1^{t_k}\) of \(G\), let \(V_{s_1}\) denote the set of vertices representing first \(s_1\) added vertices, \(V_{t_1}\) denote the set of vertices representing next \(t_1\) added vertices, \(V_{s_2}\) denote the set of vertices representing next \(s_2\) added vertices and finally \(V_{t_k}\) denote the set of vertices representing last \(t_k\) added vertices. Now we consider the vertex partition of \(\pi = \{C_1, C_2, C_3, \ldots, C_{2k}\}\), where \(C_i = V_{s_j} = s_j\), if \(i = 2j - 1\) \((j = 1, 2, \ldots, k)\), and \(C_i = V_{t_j} = t_j\), if \(i = 2j\) \((j = 1, 2, \ldots, k)\). Then \(\pi\) is an equitable partition of \(G\) of size \(2k\). Throughout this paper we consider this equitable partition only, and by writing “\(G\) is a chain graph of order \(n\) with \(|\pi| = 2k\)” we mean that \(G\) is a chain graph graph of order \(n\) with the binary string \(b = 0^{s_1}1^{t_1}0^{s_2} \ldots 0^{s_k}1^{t_k}\). Let \(Q_S\) be the corresponding quotient matrix. Then \(Q_S\) is a square matrix of size \(2k\), given
Let $D = \text{diag}[s_1, t_1, s_2, t_2, \ldots, s_k, t_k]$. Then $Q_S$ is similar to the symmetric matrix $D^{\frac{1}{2}}Q_SD^{-\frac{1}{2}}$, thus $Q_S$ is diagonalizable. Let $\lambda$ be an eigenvalue of $Q_S$ with corresponding eigenvector $X \in \mathbb{R}^{2k}$. Let $P$ be the characteristic matrix (of order $n \times 2k$) for the equitable partition $\pi = \{C_1, C_2, \ldots, C_{2k}\}$, i.e., $(i, j)$-th entry of $P$ is 1 if $i \in C_j$ and 0 otherwise. Then it is easy to verify that $SP = PQ_S$. Then $S(PX) = \lambda(PX)$. Which implies that every eigenvalue of $Q_S$ is also an eigenvalue of $S$. It is easy to verify that trace of the quotient matrix $Q_S$ is $n - 2k$. Then trace of $Q_S^2$ can be obtained by the formula

$$\text{trace } Q_S^2 = (\text{trace } Q_S)^2 - 2 \sum_{i<j} \lambda_i \lambda_j,$$

where $\lambda_i$’s are eigenvalues of $Q_S$. We obtain the following:

**Lemma 2.1.** Let $G$ be an chain graph of order $n$ with $|\pi| = 2k$. Then

$$\text{trace } Q_S^2 = n^2 - 2n + 2k.$$

**Proof.** Let $\lambda_1, \lambda_2, \ldots, \lambda_{2k}$ be eigenvalues of $Q_S$. Since $\sum_{i=1}^{k} (s_i + t_i) = n$, we obtain

$$\text{trace } Q_S^2 = \sum_{i=1}^{2k} \lambda_i^2$$

$$= \sum_{i=1}^{k} \left[ (s_i - 1)^2 + s_i \left( \sum_{j=1, j \neq i}^{k} s_j + \sum_{j=1}^{k} t_j \right) \right] + \sum_{i=1}^{k} \left[ (t_i - 1)^2 + t_i \left( \sum_{j=1}^{k} s_j + \sum_{j=1, j \neq i}^{k} t_j \right) \right]$$

$$= \sum_{i=1}^{k} \left[ (s_i - 1)^2 + s_i (n - s_i) \right] + \sum_{i=1}^{k} \left[ (t_i - 1)^2 + t_i (n - t_i) \right]$$

$$= \sum_{i=1}^{k} \left[ s_i (n - 2) + t_i (n - 2) + 2 \right] = n^2 - 2n + 2k.$$
**Theorem 2.2.** Let \( b = 0^{s_1}1^{t_1}0^{s_2} \cdots 0^{s_k}1^{t_k} \) be the binary string of a chain graph \( G \). Then \(-1\) is a simple eigenvalue of \( Q_S \).

**Proof.** The eigenvector corresponding to the eigenvalue \(-1\) is \( X = \begin{bmatrix} t_k & 0 & 0 & \cdots & 0 & s_1 \end{bmatrix}^T \).

Clearly the geometric multiplicity of the eigenvalue \(-1\) is one. \( Q_S \) being diagonalizable, the algebraic multiplicity of the eigenvalue \(-1\) is also one. Hence the result follows. \( \square \)

**Theorem 2.3.** The eigenvalues of \( Q_S \) can have multiplicity at most two.

**Proof.** Suppose \( \lambda \) is an eigenvalue of \( Q_S \). Let \( X = \begin{bmatrix} x_1 & x_2 & x_3 & \cdots & x_{2k} \end{bmatrix}^T \) be an eigenvector corresponding to \( \lambda \). We already proved that \( \lambda = -1 \) is a simple eigenvalue. Now we have to prove the theorem for \( \lambda \neq -1 \). Then from the relation \( Q_S X = \lambda X \), we have \( 2k \) linear equations given by

\[
\begin{align*}
(s_1 - 1)x_1 - t_1x_2 + s_2x_3 - t_2x_4 + \cdots + t_kx_{2k} &= \lambda x_1, \\
-s_1x_1 + (t_1 - 1)x_2 + s_2x_3 + t_2x_4 + \cdots + t_kx_{2k} &= \lambda x_2, \\
s_1x_1 + t_1x_2 + (s_2 - 1)x_3 - t_2x_4 + \cdots + t_kx_{2k} &= \lambda x_3, \\
-s_1x_1 + t_1x_2 - s_2x_3 + (t_2 - 1)x_4 + \cdots + t_kx_{2k} &= \lambda x_4, \\
s_1x_1 + t_1x_2 + s_2x_3 + t_2x_4 + \cdots - t_kx_{2k} &= \lambda x_5, \\
-s_1x_1 + t_1x_2 - s_2x_3 + t_2x_4 + \cdots + t_kx_{2k} &= \lambda x_6, \\
\vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots \\
-s_1x_1 + t_1x_2 + s_2x_3 + t_2x_4 + \cdots - t_kx_{2k} &= \lambda x_{2k-1}, \\
-s_1x_1 + t_1x_2 - s_2x_3 + t_2x_4 + \cdots + (t_k - 1)x_{2k} &= \lambda x_{2k}.
\end{align*}
\]

(A)

Now for odd \( j \geq 3 \), subtracting \( j \)-th equation from first equation, we get,

\[
x_j = x_1 + \frac{2t_1}{1 + \lambda}x_2 + \frac{2t_2}{1 + \lambda}x_4 + \cdots + \frac{2t_{j-1}}{1 + \lambda}x_{j-1}, \tag{2}
\]

and for even \( i \geq 4 \), subtracting \( j \)-th equation from first equation, we get

\[
x_i = x_2 - \frac{2s_2}{1 + \lambda}x_3 - \frac{2s_3}{1 + \lambda}x_5 - \cdots - \frac{2s_{j-1}}{1 + \lambda}x_{i-1}. \tag{3}
\]

Putting \( j = 3 \) in (2), we get

\[
x_3 = x_1 + \frac{2t_1}{1 + \lambda}x_2 = a_3x_1 + b_3x_2, \text{(say)}.
\]

Putting \( i = 4 \) in (3) and using the expression of \( x_3 \), we get

\[
x_4 = x_2 - \frac{2s_2}{1 + \lambda}x_3 = x_2 - \frac{2s_2}{1 + \lambda}(a_3x_1 + b_3x_2) = a_4x_1 + b_4x_2, \text{(say)}.
\]

Putting \( j = 5 \) in (2) and using the expression of \( x_4 \), we get

\[
x_5 = x_1 + \frac{2t_1}{1 + \lambda}x_2 + \frac{2t_2}{1 + \lambda}x_4 = a_5x_1 + b_5x_2, \text{(say)}.
\]
Putting \( i = 6 \) in \( 3 \) and using the expressions of \( x_3 \) and \( x_5 \), we get

\[
x_6 = x_2 - \frac{2s_3}{1 + \lambda} x_3 - \frac{2s_5}{1 + \lambda} x_5 = a_6 x_1 + b_6 x_2, \quad \text{(say)}.
\]

Proceeding in this way, iteratively, we can obtain real numbers \( a_3, a_4, \ldots a_{2k} \) and \( b_3, b_4, \ldots b_{2k} \) such that

\[
x_i = a_i x_1 + b_i x_2 \quad \text{for } 3 \leq i \leq 2k.
\]  \( \text{(4)} \)

Assume to the contrary that the multiplicity of the eigenvalue \( \lambda \neq -1 \) of \( Q_S \) is at least three. Then we can assume that \( Y = \begin{bmatrix} 0 & 0 & y_3 & y_4 & \cdots & y_{2k} \end{bmatrix}^T \) is an eigenvector corresponding to \( \lambda \) of \( Q_S \). By \( 4 \), we obtain \( y_3 = y_4 = \cdots = y_{2k} = 0 \), that is, \( Y = 0 \), a contradiction as \( Y \) is an eigenvector. This completes the proof of the theorem.

Since \(-1\) is a simple eigenvalue of \( Q_S \), therefore among \((2k-1)\) remaining eigenvalues, the minimum number of distinct eigenvalues is \(( \frac{2k-2}{2} + 1 \)\). As a consequence of this fact we obtain here a straightforward result which counts the minimum number of distinct eigenvalues of \( Q_S \).

**Theorem 2.4.** \( Q_S \) has at least \(( k + 1 \)\) distinct eigenvalues.

The quotient matrix \( Q_S \) has \( 2k \) eigenvalues and with at least \( k + 1 \) distinct eigenvalues. We did not find any chain graph for which the number of distinct positive and the distinct negative eigenvalues of \( S \) are unequal.

**Problem 2.5.** Is there exists a chain graph for which the number of positive eigenvalues of \( Q_S \) is not equal to the number of negative eigenvalues?

### 2.2 Eigenvalue bounds and multiplicity of the eigenvalue \(-1\)

Let us consider a chain graph \( G \) with the binary string \( 0^{s_1}1^{t_1}0^{s_2}1^{t_2} \cdots 0^{s_k}1^{t_k} \). Let \( n_{-1}(S) \) denote the multiplicity of the eigenvalue \(-1\) of the matrix \( S \). We now derive a formula for \( n_{-1}(S) \). For this first we construct eigenvectors corresponding to \(-1\) which does not belong to spectrum of \( Q_S \).

For \( i > 1 \), we define a set \( \{ E_j^i \} \) of \( i - 1 \) orthogonal row-vectors in \( \mathbb{R}^i \) by

\[
E_j^i = e_1(i) + e_2(i) + \cdots + e_j(i) - j e_{j+1}(i) \forall 1 \leq j \leq i - 1,
\]

where the row vector \( e_j(i) \) represents the \( j \)-th standard basis element of \( \mathbb{R}^i \).

Now for each \( s_i \geq 2 \), we define

\[
X_{s_i}(j) = [O_{s_i} \quad O_{t_1} \quad \cdots \quad O_{t_{i-1}} \quad E_j^{s_i} \quad O_{t_i} \quad \cdots \quad O_{t_k}]^T, \quad 1 \leq j \leq s_i - 1, \quad 1 \leq i \leq k,
\]

where row-vector \( O_r \) denote the zero vector in \( \mathbb{R}^r \). Then the set \( \{ X_{s_i}(1), X_{s_i}(2), \ldots, X_{s_i}(s_i - 1) \} \) is orthogonal and \( SX_{s_i}(j) = -X_{s_i}(j) \) for all \( 1 \leq j \leq s_i - 1 \). There for each \( s_i > 1 \)
(1 ≤ i ≤ k), the constructed set contains s_i − 1 orthogonal eigenvectors corresponding to −1.

Again for each t_i ≥ 2, define
\[ Y_{t_i}(j) = [O_{s_1} O_{t_1} \cdots O_{s_i} E_j^t O_{s_{i+1}} \cdots O_{t_k}]^T, \quad 1 \leq j \leq t_i - 1, 1 \leq i \leq k. \]

As above, for each t_i > 1 (1 ≤ i ≤ k), the set \{Y_{t_i}(1), Y_{t_i}(2), \ldots, Y_{t_i}(t_i - 1)\} contains t_i − 1 orthogonal eigenvectors corresponding to −1.

Each of X_{s_i}(j)'s and Y_{t_i}(j)'s has column sum zero in each of the vertex partition. Now let \lambda be an eigenvalue of Q_S with eigenvector \( X = \begin{bmatrix} x_1 & x_2 & x_3 & \cdots & x_{2k} \end{bmatrix} \in \mathbb{R}^{2k} \). Then PX is an eigenvector corresponding to the eigenvalue \lambda for the Seidel matrix S and the j-th entry of the eigenvector is \( x_j \) for every \( j \in C_i \), i.e., the eigenvector \( PX \) corresponding to the eigenvalue \lambda is constant in each vertex set in \( \pi \). Therefore \( PX \) is orthogonal to each of these \( X_{s_i}(j)'s \) and \( Y_{t_i}(j)'s \). Using this fact we now compute the multiplicity of the eigenvalue −1.

**Theorem 2.6.** Let \( G \) be a chain graph of order \( n \) with \(|\pi| = 2k\). Then
\[ n_{-1}(S) = n - 2k + 1. \]

**Proof.** We already observed that, if \( s_i \geq 2 \) (1 ≤ i ≤ k), then the set \( \{X_{s_i}(1), X_{s_i}(2), \ldots, X_{s_i}(s_i - 1)\} \) contains \( s_i - 1 \) orthogonal eigenvectors corresponding to −1. Now for \( s_\ell, s_m \geq 2 \), the vectors \( X_{s_i}(j) \) and \( X_{s_m}(k) \) are orthogonal for all \( 1 \leq j < s_\ell \) and \( 1 \leq k < s_m \). Therefore the set
\[ \left\{ X_{s_i}(j) | s_i > 1, 1 \leq j \leq s_i - 1, 1 \leq i \leq k \right\} \]
is a set of \( \sum s_i - k \) orthogonal eigenvectors corresponding to −1.

By a similar argument, the set
\[ \left\{ Y_{t_i}(j) | t_i > 1, 1 \leq j \leq t_i - 1, 1 \leq i \leq k \right\} \]
provides \( \sum t_i - k \) orthogonal eigenvectors corresponding to −1. Again any eigenvector of the form \( X_{s_i}(\ell) \) is orthogonal to any eigenvector of the form \( Y_{t_j}(m) \). Since \( Q_S \) has a simple eigenvalue −1, therefore the multiplicity of the Seidel eigenvalue −1 is exactly \( \sum s_i - k + \sum t_i - k + 1 \). That means,
\[ n_{-1}(S) = n - 2k + 1. \]

This completes the proof of the theorem.

From Theorem 2.2 and Theorem 2.6 it is clear that if \( \lambda \neq -1 \) is an eigenvalue of \( S \) then it also an eigenvalue of \( Q_S \). Since the eigenvalues of \( Q_S \) can have multiplicity at most two. Thus by Theorem 2.1 and Theorem 2.6 we have the following corollary.

**Corollary 2.7.** Let \( G \) be a chain graph with \(|\pi| = 2k\). If \( m(G) \) denotes the number of distinct Seidel eigenvalues, then \( m(G) \) satisfies the following:
\[ k + 1 \leq m(G) \leq 2k. \]
Remark 2.8. Here both the bounds are tight. Let \( G_1 \) and \( G_2 \) be chain graphs with binary strings \( b_1 = 0^11^20^21^1 \) and \( b_2 = 0^11^01^10^11^1 \), respectively. Then \( G_1 \) has 4 distinct Seidel eigenvalues (i.e., \( m(G_1) = k + 1 \)), on the other hand \( G_2 \) has 6 distinct Seidel eigenvalues (i.e., \( m(G_2) = 2k \)).

We have checked several examples and we found that for any chain graph \( G \), either \( m(G) = k + 1 \) or \( m(G) = 2k \).

Problem 2.9. Is there exist a chain graph for which \( k + 1 < m(G) < 2k \)?

We now give some upper and lower bounds on the largest Seidel eigenvalue of a chain graph. Let \( X = [x_1 \ x_2 \ x_3 \ \cdots \ x_{2k}]^T \) be an eigenvector corresponding to the largest Seidel eigenvalue \( \lambda_1(G) \) of \( Q_S \). Then \( Q_S X = \lambda_1(G)X \), that is,

\[
\lambda_1(G)x_i = \sum_{j=1}^{2k} (Q_S)_{ij}x_j, \quad i = 1, 2, \ldots, 2k.
\]

From the above, we obtain \( \lambda_1(G) \leq \sum_{j=1}^{2k} |(Q_S)_{ij}| = k \sum_{i=1}^{k} s_i + k \sum_{i=1}^{k} t_i - 1 = n - 1 \). Moreover, one can easily see that the equality holds if and only if \( k = 1 \), that is, if and only if \( G \) is isomorphic to a complete bipartite graph. We now give a lower bound for the largest eigenvalue \( \lambda_1(G) \) using the Rayleigh quotient.

Theorem 2.10. Let \( G \) be a chain graph of order \( n \) with \( |\pi| = 2k \). Then

\[
\lambda_1(G) \geq \frac{n}{2} + 1 - \frac{2k}{n}.
\]

Proof. For any symmetric matrix \( B \), we have

\[
\lambda_1(B) = \max_{X \neq 0} \frac{X^T B X}{X^T X}.
\]

The matrix \( Q_S \) is similar to the symmetric matrix \( Q'_S \) given by

\[
Q'_S = \begin{bmatrix}
  s_1 - 1 & \sqrt{s_1}s_2 & \sqrt{s_1}s_3 & \cdots & \sqrt{s_1}s_k & -\sqrt{s_1}t_1 & -\sqrt{s_1}t_2 & -\sqrt{s_1}t_3 & \cdots & -\sqrt{s_1}t_k \\
  \sqrt{s_2}s_1 & s_2 - 1 & \sqrt{s_2}s_3 & \cdots & \sqrt{s_2}s_k & \sqrt{s_2}t_1 & -\sqrt{s_2}t_2 & -\sqrt{s_2}t_3 & \cdots & -\sqrt{s_2}t_k \\
  \sqrt{s_3}s_1 & \sqrt{s_3}s_2 & s_3 - 1 & \cdots & \sqrt{s_3}s_k & \sqrt{s_3}t_1 & \sqrt{s_3}t_2 & -\sqrt{s_3}t_3 & \cdots & -\sqrt{s_3}t_k \\
  \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
  \sqrt{s_k}s_1 & \sqrt{s_k}s_2 & \sqrt{s_k}s_3 & \cdots & s_k - 1 & \sqrt{s_k}t_1 & \sqrt{s_k}t_2 & \sqrt{s_k}t_3 & \cdots & -\sqrt{s_k}t_k \\
  -\sqrt{s_1}t_1 & \sqrt{s_2}t_1 & \sqrt{s_3}t_1 & \cdots & \sqrt{s_k}t_1 & t_1 - 1 & t_1t_2 & t_1t_3 & \cdots & t_1t_k \\
  -\sqrt{s_1}t_2 & -\sqrt{s_2}t_2 & \sqrt{s_3}t_2 & \cdots & \sqrt{s_k}t_2 & t_2 - 1 & t_2t_3 & \cdots & t_2t_k \\
  -\sqrt{s_1}t_3 & -\sqrt{s_2}t_3 & -\sqrt{s_3}t_3 & \cdots & \sqrt{s_k}t_3 & t_3 - 1 & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
  -\sqrt{s_1}t_k & -\sqrt{s_2}t_k & -\sqrt{s_3}t_k & \cdots & -\sqrt{s_k}t_k & t_k - 1 & \cdots & \cdots & \cdots 
\end{bmatrix}
\]
Let \( X = [\sqrt{s_1} \sqrt{s_2} \sqrt{s_3} \cdots \sqrt{s_k} - \sqrt{t_1} - \sqrt{t_2} - \sqrt{t_3} \cdots - \sqrt{t_k}]^T \). Here \( X^T X = n \) and

\[
X^T Q_S' X = \sum_{i=1}^{k} s_i^2 + 2 \sum_{1 \leq i < j \leq k} s_i s_j - \sum_{i=1}^{k} s_i + \sum_{i=1}^{k} t_i^2 + 2 \sum_{1 \leq i < j \leq k} t_i t_j - \sum_{i=1}^{k} t_i + 2 \sum_{i=1}^{k} s_i t_i
\]

\[
= \left( \sum_{i=1}^{k} s_i \right)^2 + \left( \sum_{i=1}^{k} t_i \right)^2 - \sum_{i=1}^{k} (s_i + t_i) + 2 \sum_{i=1}^{k} s_i t_i. \tag{5}
\]

It is well known that \( a^2 + b^2 \geq \frac{(a + b)^2}{2} \) for all \( a, b \geq 0 \). Thus we have

\[
\left( \sum_{i=1}^{k} s_i \right)^2 + \left( \sum_{i=1}^{k} t_i \right)^2 \geq \frac{1}{2} \left( \sum_{i=1}^{k} s_i + \sum_{i=1}^{k} t_i \right)^2 = \frac{1}{2} n^2.
\]

Now since the chain graph has \( n \) vertices and \( s_i \geq 1 \) and \( t_i \geq 1 \), we obtain

\[
2 \sum_{i=1}^{k} s_i t_i - \sum_{i=1}^{k} (s_i + t_i) = \sum_{i=1}^{k} \left[ s_i (t_i - 1) + t_i (s_i - 1) \right]
\]

\[
\geq \sum_{i=1}^{k} (s_i + t_i - 2) = n - 2k.
\]

Using the above results, from (5), we obtain

\[
X^T Q_S' X \geq \frac{n^2}{2} + n - 2k.
\]

Which gives,

\[
\lambda_1(G) = \lambda_1(Q_S) = \lambda_1(Q_S') \geq \frac{X^T Q_S' X}{X^T X} \geq \frac{n}{2} + 1 - \frac{2k}{n}.
\]

This completes the proof of the theorem. \( \square \)

### 3 Characteristic polynomial of chain graphs

In this section, we obtain a formula for finding the characteristic polynomial of the Seidel matrix \( S \) of a connected chain graph using its binary representation. First we convert the quotient matrix \( Q_{J-2A} \) into a sparse matrix by using row and column operations. The characteristic polynomials of \( Q_S \) and \( Q_{J-2A} \) satisfy the following relation:

\[
\psi_{Q_S}(x) = \det(Q_S - xI) = \det \left( Q_{J-2A} - (x+1)I \right) = \psi_{Q_{J-2A}}(x+1) \tag{6}
\]

where \( \det B \) stands for determinant of a square matrix \( B \).
Theorem 3.1. The characteristic polynomial $\psi_S(x)$ of the chain graph $G$ with binary string $b = 0^{s_1}1^{t_1}0^{s_2} \ldots 0^{s_k}1^{t_k}$, $k \geq 2$, is given by the following formula,

$$\psi_S(x) = \frac{(x + 1)^{n-2k+1}}{2} \left[ 2(x + 1)^{2k-1} + (-1)^{k-1}({x + 1})^2 \det U_{x+1} + (-1)^k \det V_{x+1} \right]$$  \hspace{1cm} (7)$$

where $U_{x+1}$ is a tridiagonal matrix of order $2k - 3$ given by

$$U_{x+1} = \begin{bmatrix}
2s_2 & x + 1 & 0 & 0 & 0 & \ldots & 0 & 0 \\
x + 1 & 2t_2 & x + 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & x + 1 & 2s_3 & x + 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & x + 1 & 2t_3 & x + 1 & \ldots & 0 & 0 \\
0 & 0 & 0 & x + 1 & 2s_4 & \ldots & 0 & 0 \\
\vdots & & & & & \ddots & & \\
0 & 0 & 0 & 0 & 0 & \ldots & 2t_{k-1} & x + 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & x + 1 & 2s_k \\
\end{bmatrix}$$

and $V_{x+1}$ is another tridiagonal matrix of order $2k - 1$ given by

$$V_{x+1} = \begin{bmatrix}
2t_1 & x + 1 & 0 & 0 & 0 & \ldots & 0 & 0 \\
x + 1 & 2s_2 & x + 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & x + 1 & 2t_2 & x + 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & x + 1 & 2s_3 & x + 1 & \ldots & 0 & 0 \\
0 & 0 & 0 & x + 1 & 2t_3 & \ldots & 0 & 0 \\
\vdots & & & & & \ddots & & \\
0 & 0 & 0 & 0 & 0 & \ldots & 2s_k & x + 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & x + 1 & 2(s_1 + t_k) \\
\end{bmatrix}$$

Proof. We have $\psi_{Q_S}(x) = \psi_{Q_{J-2A}}(x + 1)$. We apply some elementary row and column operations on the quotient matrix $Q_{J-2A}$ given by

$$Q_{J-2A} = \begin{bmatrix}
s_1 & -t_1 & s_2 & -t_2 & s_3 & -t_3 & \ldots & s_k & -t_k \\
-s_1 & t_1 & s_2 & t_2 & s_3 & t_3 & \ldots & s_k & t_k \\
s_1 & t_1 & s_2 & -t_2 & s_3 & -t_3 & \ldots & s_k & -t_k \\
-s_1 & t_1 & -s_2 & t_2 & s_3 & t_3 & \ldots & s_k & t_k \\
s_1 & t_1 & s_2 & t_2 & s_3 & -t_3 & \ldots & s_k & -t_k \\
-s_1 & t_1 & s_2 & -s_3 & t_2 & t_3 & \ldots & s_k & t_k \\
\vdots & & & & & \ddots & & \\
s_1 & t_1 & s_2 & t_2 & s_3 & t_3 & \ldots & s_k & -t_k \\
-s_1 & t_1 & s_2 & t_2 & s_3 & t_3 & \ldots & -s_k & t_k \\
\end{bmatrix}$$
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The characteristic polynomial of $Q_{J-2A}$ is given by

$$\psi_{Q_{J-2A}}(x) = \det(Q_{J-2A} - xI)$$

$$= \begin{vmatrix}
 s_1 - x & -t_1 & s_2 & -t_2 & s_3 & -t_3 & \ldots & s_k & -t_k \\
 -s_1 & t_1 - x & s_2 & t_2 & s_3 & t_3 & \ldots & s_k & t_k \\
 s_1 & t_1 & s_2 - x & -t_2 & s_3 & -t_3 & \ldots & s_k & -t_k \\
 -s_1 & t_1 & -s_2 & t_2 - x & s_3 & t_3 & \ldots & s_k & t_k \\
 s_1 & t_1 & s_2 & t_2 & s_3 - x & -t_3 & \ldots & s_k & -t_k \\
 -s_1 & t_1 & -s_2 & t_2 & -s_3 & t_3 - x & \ldots & s_k & t_k \\
 \ddots & & & & & & & & \\
 s_1 & t_1 & s_2 & t_2 & s_3 & t_3 & \ldots & s_k - x & -t_k \\
 -s_1 & t_1 & -s_2 & t_2 & -s_3 & t_3 & \ldots & -s_k & t_k - x 
\end{vmatrix}$$

Applying the following operations respectively,

$$R_i' \leftarrow R_i - R_{i-2}, \text{ for } i = even \geq 4; \ R_j' \leftarrow R_j - R_{j-2}, \text{ for } j = odd \geq 3; \ R_1 \leftarrow R_1 + R_2.$$

Then

$$\psi_{Q_{J-2A}}(x) = \begin{vmatrix}
 -x & -x & 2s_2 & 0 & 2s_3 & 0 & \ldots & 2s_k & 0 \\
 -s_1 & t_1 - x & s_2 & t_2 & s_3 & t_3 & \ldots & s_k & t_k \\
 x & 2t_1 & -x & 0 & 0 & 0 & \ldots & 0 & 0 \\
 0 & x & -2s_2 & -x & 0 & 0 & \ldots & 0 & 0 \\
 0 & 0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\
 0 & 0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\
 \ddots & & & & & & & & \\
 0 & 0 & 0 & 0 & 0 & 0 & \ldots & -x & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 & \ldots & -2s_k & -x 
\end{vmatrix}.$$

Again applying the following operations respectively,

$$R_1' \leftarrow R_1 + \sum R_i, \text{ for } i = even \geq 4; \ R_2' \leftarrow R_2 - \frac{1}{2}\{\sum R_j - \sum R_p\}, \text{ for } j = odd \geq 3,$$ and
\( p = \text{even} \geq 4 \), we obtain

\[
\psi_{Q_{J-2A}}(x) = \begin{vmatrix}
-x & 0 & 0 & 0 & 0 & \ldots & 0 & -x \\
-(s_1 + \frac{x}{2}) & -\frac{x}{2} & 0 & 0 & 0 & \ldots & \frac{x}{2} & (t_k - \frac{x}{2}) \\
x & 2t_1 & -x & 0 & 0 & \ldots & 0 & 0 \\
0 & x & -2s_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & 0 & \ldots & -x & 0 \\
0 & 0 & 0 & 0 & 0 & \ldots & -2s_k & -x 
\end{vmatrix}.
\]

Performing \( R'_2 \leftarrow 2R_2 \) and \( C'_{2k} \leftarrow C_{2k} - C_1 \) respectively,

\[
\psi_{Q_{J-2A}}(x) = \frac{1}{2} \begin{vmatrix}
-x & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
-(2s_1 + x) & -x & 0 & 0 & 0 & \ldots & x & 2(s_1 + t_k) \\
x & 2t_1 & -x & 0 & 0 & \ldots & 0 & -x \\
0 & x & -2s_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & 0 & \ldots & -x & 0 \\
0 & 0 & 0 & 0 & 0 & \ldots & -2s_k & -x 
\end{vmatrix}.
\]

After taking permutations on rows,

\[
= \frac{-x}{2} \begin{vmatrix}
-x & 0 & 0 & 0 & 0 & \ldots & x & 2(s_1 + t_k) \\
2t_1 & -x & 0 & 0 & 0 & \ldots & 0 & -x \\
x & -2s_2 & -x & 0 & 0 & \ldots & 0 & 0 \\
0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & 0 & \ldots & -x & 0 \\
0 & 0 & 0 & 0 & 0 & \ldots & -2s_k & -x 
\end{vmatrix}
\]
\[
\psi_{Q_{J-2A}}(x) = -\frac{x}{2}(-1)^{2k-2} \begin{vmatrix}
2t_1 & -x & 0 & 0 & 0 & \ldots & 0 & -x \\
x & -2s_2 & -x & 0 & 0 & \ldots & 0 & 0 \\
0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\
0 & 0 & 0 & x & 2t_3 & \ldots & 0 & 0 \\
\ddots & & & & & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & 0 & \ldots & -2s_k & -x \\
-x & 0 & 0 & 0 & 0 & \ldots & x & 2(s_1 + t_k)
\end{vmatrix}
\]

Expanding we obtain

\[
\psi_{Q_{J-2A}}(x) = -\frac{x}{2} \left( \det M_1 - x \det M_2 \right),
\]

where \( M_1 \) is a square matrix of order \( 2k - 1 \) given by

\[
M_1 = \begin{vmatrix}
2t_1 & -x & 0 & 0 & 0 & \ldots & 0 & 0 \\
x & -2s_2 & -x & 0 & 0 & \ldots & 0 & 0 \\
0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\
0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\
0 & 0 & 0 & x & 2t_3 & \ldots & 0 & 0 \\
\ddots & & & & & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & 0 & \ldots & -2s_k & -x \\
-x & 0 & 0 & 0 & 0 & \ldots & x & 2(s_1 + t_k)
\end{vmatrix}
\]

and \( M_2 \) is another square matrix of order \( 2k - 2 \) given by
$$M_2 = \begin{bmatrix} x & -2s_2 & -x & 0 & 0 & \ldots & 0 & 0 \\ 0 & x & 2t_2 & -x & 0 & \ldots & 0 & 0 \\ 0 & 0 & x & -2s_3 & -x & \ldots & 0 & 0 \\ 0 & 0 & 0 & x & 2t_3 & \ldots & 0 & 0 \\ 0 & 0 & 0 & 0 & x & \ldots & 0 & 0 \\ \vdots \\ 0 & 0 & 0 & 0 & 0 & \ldots & x & -2s_k \\ -x & 0 & 0 & 0 & 0 & \ldots & 0 & x \end{bmatrix}.$$ 

Clearly,

$$\det M_1 = (-1)^k \det V_x - x^{2k-1}$$

and

$$\det M_2 = x^{2k-2} + (-1)^{k-1} x \det U_x.$$ 

From equation (8), we obtain

$$\psi_{Q_{J-2A}}(x) = \frac{x}{2} \left[ 2x^{2k-1} + (-1)^{k-1}x^2 \det U_x + (-1)^k \det V_x \right]. \tag{9}$$

Now by Corollary 2.1, any eigenvalue of $S$ which is not an eigenvalue of $Q_S$ must be equal to $-1$. Therefore by (8), we obtain,

$$\psi_S(x) = \frac{(x+1)^{n-2k+1}}{2} \left[ 2(x+1)^{2k-1} + (-1)^{k-1}(x+1)^2 \det U_{x+1} + (-1)^k \det V_{x+1} \right].$$

Which completes the proof. \qed

**Example 3.2.** Let $G$ be the chain graph with binary string $b = 0^11^20^21^3$. Then

$$\det U_{x+1} = 4,$$

and

$$\det V_{x+1} = \begin{vmatrix} 4 & x+1 & 0 \\ x+1 & 4 & x+1 \\ 0 & x+1 & 8 \end{vmatrix} = 128 - 12(x+1)^2.$$

Therefore, Seidel characteristic polynomial of $G$ is

$$\psi_S(x) = \frac{(x+1)^5}{2} \left[ 2(x+1)^3 - (x+1)^2 \det U_{x+1} + \det V_{x+1} \right]$$

$$= (x+1)^8 - 8(x+1)^7 + 64(x+1)^5$$

$$= x^8 - 28x^6 - 48x^5 + 110x^4 + 416x^3 + 500x^2 + 272x + 57.$$
In the Theorem 3.1, the expression of characteristic polynomial contains determinant of two symmetric matrices. The determinant of a symmetric tridiagonal matrix can be calculated iteratively. Let $B$ be a symmetric tridiagonal matrix of the form

$$
B = \begin{bmatrix}
a_1 & b_1 & 0 & 0 & \ldots & 0 & 0 \\
b_1 & a_2 & b_2 & 0 & \ldots & 0 & 0 \\
 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & a_{n-1} & b_{n-1} & 0 & 0 \\
0 & 0 & 0 & \ldots & b_{n-1} & a_n & 
\end{bmatrix}.
$$

If $D_i$ denotes the determinant of the principal submatrix by taking first $i$ rows and columns, then $\det B$ can be obtained by using the following formula

$$
D_i = a_i D_{i-1} - b_i^2 D_{i-2},
$$

where $D_0 = 1$ and $D_1 = a_1$. Further let $a_1 = a_2 = \ldots = a_n = c$ and $b_1 = b_2 = \ldots = b_{n-1} = 1$. If $D_i(c)$ denotes the determinant of the principal submatrix by taking first $i$ rows and columns, then the determinants $D_i(c), i \geq 0$ can be computed (see [24, Theorem 3.1]) by

$$
D_i(c) = \begin{cases} 
\alpha^{i+1} - \beta^{i+1} & \text{if } c \neq \pm 2, \\
\alpha - \beta & \text{if } c = 2, \\
(-1)^i(i + 1) & \text{if } c = -2,
\end{cases}
$$

where $\alpha = \frac{1}{\beta} = \frac{c + \sqrt{c^2 - 4}}{2}$.

**Remark 3.3** (Determinant). Putting $x = 1$ in equation (9), we have

$$
\det Q_S = \frac{1}{2} \left[ 2 + (-1)^k (\det V - \det U) \right],
$$

where $U = U_1$ and $V = V_1$. We can find out the determinant of the tridiagonal matrices $U$ and $V$ by using the recurrence relation (10). Therefore the determinant of the Seidel matrix is given by,

$$
\det S = (-1)^{n-2k} \det Q_S.
$$

**Corollary 3.4.** Let $n = 2k$, that is, $s_i = t_i = 1$ for $i = 1, 2, \ldots, k$. Then

$$
\det S = (-1)^n n + 1.
$$

**Proof.** By (13), $\det S = \det Q_S$. Since $s_i = t_i = 1$, by (11), we obtain

$$
\det U = D_{2k-3}(2) = 2k - 2,
$$
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and
\[
\det V = 4D_{2k-2}(2) - D_{2k-3}(2) = 6k - 2.
\]

Therefore, from (12), we get
\[
\det S = \frac{1}{2} \left[ 2 + (-1)^{k-1} \det U + (-1)^k \det V \right]
= (-1)^{\frac{n}{2}} n + 1.
\]

Which completes the proof.

4 Seidel energy of chain graph

In this section we give some energy bounds for Seidel matrix of chain graphs. We obtain a better bound of \(SE(\) than Haemers [18] bound. First we recall some useful and important results.

Lemma 4.1. [15] If \(X, Y, Z\) be three real symmetric matrices of order \(n\) such that \(Z = X + Y\), then
\[
E(Z) \leq E(X) + E(Y),
\]
where \(E(X) = \sum_{i=1}^{n} |\lambda_i(X)|\) is the energy of \(X\), and \(\lambda_i(X) (i = 1, 2, \ldots, n)\) are the eigenvalues of \(X\).

Lemma 4.2. [11] For positive real numbers \(a_1, a_2, a_3, \ldots, a_n\),
\[
p_1 \geq p_2^\frac{1}{2} \geq p_3^\frac{1}{3} \geq \cdots \geq p_n^\frac{1}{n},
\]
where \(p_k\) is the average of products of \(k\)-element subset of the set \(\{a_1, a_2, a_3, \ldots, a_n\}\), that is,
\[
p_1 = \frac{1}{n} (a_1 + a_2 + a_3 + \cdots + a_n),
\]
\[
p_2 = \frac{1}{n(n-1)} \left( a_1a_2 + a_1a_3 + \cdots + a_1a_n + a_2a_3 + \cdots + a_{n-1}a_n \right),
\]
\[
\vdots
\]
\[
p_n = a_1a_2 \cdots a_n.
\]

Moreover, equalities hold if and only if \(a_1 = a_2 = \cdots = a_n\).

Lemma 4.3. Let \(\lambda_1, \lambda_2, \ldots, \lambda_{2k}\) be the eigenvalues of \(Q_S\). Then \(|\lambda_1| = |\lambda_2| = \cdots = |\lambda_{2k}|\) if and only if \(G \cong K_2\).
Proof. First we assume that $|\lambda_1| = |\lambda_2| = \cdots = |\lambda_{2k}|$. Since $\lambda_i$ ($1 \leq i \leq 2k$) are the eigenvalues of $Q_S$, then by Theorem 2.2 we have an eigenvalue, say, $\lambda_j = -1$. By Theorem 2.10, we have $\lambda_1 \geq n^2 + 1 - 2k$. If $n \geq 3$, then $|\lambda_1| \geq 1.5 > 1 = |\lambda_j|$, a contradiction as $|\lambda_1| = |\lambda_2| = \cdots = |\lambda_{2k}|$. Otherwise, $n = 2$ and hence $G \cong K_2$.

Conversely, one can easily see that $|\lambda_1| = |\lambda_2|$ for $K_2$. \hfill $\square$

We are now at a position to establish the following bounds of Seidel energy of a chain graph.

**Theorem 4.4.** Let $G$ be a chain graph of order $n$ with $|\pi| = 2k$. Then

$$SE(G) \leq n - 2k + \sqrt{2k(n^2 - 2n + 2k)}$$

with equality if and only if $G \cong K_2$.

Proof. The multiplicity of the Seidel eigenvalue $-1$ is $n - 2k + 1$, in which $Q_S$ contributes one simple eigenvalue $-1$. Therefore we can write the Seidel energy in the following form:

$$SE(G) = n - 2k + \sum_{i=1}^{2k} |\lambda_i|,$$

where $\lambda_1, \lambda_2, \ldots, \lambda_{2k}$ are the eigenvalues of $Q_S$. By Lemma 2.1, we obtain

$$\sum_{i=1}^{2k} \lambda_i^2 = \text{trace } Q_S^2 = n^2 - 2n + 2k.$$

Setting $n = 2k$ and $a_i = |\lambda_i|$ ($i = 1, 2, \ldots, 2k$) in Lemma 4.2 we obtain

$$\left( \frac{\sum_{i=1}^{2k} |\lambda_i|}{2k} \right)^2 \geq \frac{1}{2k(2k - 1)} \sum_{i<j}^{} |\lambda_i| |\lambda_j|,$$

that is,

$$(2k - 1) \left( \sum_{i=1}^{2k} |\lambda_i| \right)^2 \geq 4k \sum_{i<j}^{} |\lambda_i| |\lambda_j|,$$

$$= 2k \left[ \left( \sum_{i=1}^{2k} |\lambda_i| \right)^2 - \sum_{i=1}^{2k} \lambda_i^2 \right],$$

that is,

$$\left( \sum_{i=1}^{2k} |\lambda_i| \right)^2 \leq 2k \sum_{i=1}^{2k} \lambda_i^2 = 2k \text{trace } Q_S^2 = 2k(n^2 - 2n + 2k),$$
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that is,
\[ \sum_{i=1}^{2k} |\lambda_i| \leq \sqrt{2k(n^2 - 2n + 2k)}. \]

Combining the above result with equation (14), we obtain the required result.

Moreover, the equality holds if and only if the equality holds in (16), that is, if and only if \(|\lambda_1| = |\lambda_2| = \cdots = |\lambda_{2k}|\), that is, if and only if \(G \cong K_2\), by Lemma 4.3.

\[ \square \]

**Remark 4.5.** Our upper bound in Theorem 4.4 is better than the upper bound given in (1), that is,
\[ n - 2k + \sqrt{2k(n^2 - 2n + 2k)} \leq n \sqrt{n - 1}, \]
that is,
\[ 2kn^2 \leq n^3 - 2(n - 2k)n \sqrt{n - 1}, \]
that is,
\[ 2(n - 2k)n \sqrt{n - 1} \leq n^2(n - 2k), \]
that is,
\[ (n - 2)^2 \geq 0, \]
which is always true.

**Theorem 4.6.** Let \(G\) be a chain graph of order \(n\) with \(|\pi| = 2k\). Then
\[ SE(G) \geq n - 2k + \sqrt{n^2 - 2n + 2k + 2k(2k - 1)|\det Q_S|^\frac{1}{2k}}. \]

**Proof.** Since \(\lambda_1, \lambda_2, \ldots, \lambda_{2k}\) are the eigenvalues of \(Q_S\), we have \(\prod_{i=1}^{2k} |\lambda_i| = |\det Q_S|\). Setting \(n = 2k\) and \(a_i = |\lambda_i| (i = 1, 2, \ldots, 2k)\) in Lemma 4.2 we obtain
\[
\frac{1}{2k(2k - 1)} \sum_{i<j} |\lambda_i| |\lambda_j| \geq \left( \prod_{i=1}^{2k} |\lambda_i| \right)^{\frac{1}{2k}}, \tag{17}
\]
that is,
\[ 2 \sum_{i<j} |\lambda_i||\lambda_j| \geq 2k(2k - 1)|\det Q_S|^\frac{1}{2k}, \]
that is,
\[ \left( \sum_{i=1}^{2k} |\lambda_i| \right)^2 - \sum_{i=1}^{2k} \lambda_i^2 \geq 2k(2k - 1)|\det Q_S|^\frac{1}{2k}, \]
that is,
\[ \sum_{i=1}^{2k} |\lambda_i| \geq \sqrt{n^2 - 2n + 2k + 2k(2k - 1)|\det Q_S|^\frac{1}{2k}}, \]
by (15). Combining this result with equation (14), we can get the required result.

Moreover, the equality holds if and only if the equality holds in (17), that is, if and only if $|\lambda_1| = |\lambda_2| = \cdots = |\lambda_{2k}|$, that is, if and only if $G \cong K_2$, by Lemma 4.3.

**Remark 4.7.** This lower bound is better than Haemers’ lower bound given in (1). For example, consider a chain graph on 5 vertices. Using Theorem 4.6 and the determinant formula given in Remark 3.3, we obtain $E(S) \geq 8.78$. On the other hand, inequality (1) gives $E(S) \geq 8$.

We now establish another upper bound for the Seidel energy of chain graphs.

**Theorem 4.8.** Let $G$ be a chain graph of order $n$ with $|\pi| = 2k$. Then

$$SE(G) \leq n(3 + \sqrt{k}) - 2.$$  

**Proof.** Seidel matrix $S$ of $G$ is given by

$$S(G) = J - I - 2A(G).$$

where $J$ is all 1 matrix, $I$ is the identity matrix, and $A(G)$ is the adjacency matrix of $G$. Using Lemma 4.1 we can write

$$SE(G) \leq E(J - I) + 2E(A(G)) = 2(n-1) + 2E(A(G)),$$

where $E(J - I) = E(A(K_n)) = \sum_{i=1}^{n} |\lambda_i(A(K_n))| = 2(n-1)$ and $E(A(G)) = \sum_{i=1}^{n} |\lambda_i(A(G))|$. From [13], we obtain

$$E(A(G)) \leq \frac{n}{\sqrt{8}}(\sqrt{2k} + \sqrt{2}).$$

Using this result in inequality (18), we obtain

$$SE(G) \leq 2(n-1) + \frac{2n}{\sqrt{8}}(\sqrt{2k} + \sqrt{2}),$$

which gives the required result.

We now consider a special case of chain graph. We call a chain graph symmetric if $s_i = t_i = p$ for $1 \leq i \leq k$ (for this case only the quotient matrix of the corresponding chain graph is a symmetric matrix). We have calculated the characteristic polynomial and energy of Seidel matrix $S$ for $k = 1, 2, 3$ in the following example.

**Example 4.9** (Symmetric chain graphs). For $k=1$, the binary string of $G$ is $b = 0^p 1^p$. The Seidel eigenvalues are $-1^{2p-1}$, $2p-1$ and the characteristic polynomial is

$$\psi_S(x) = (x + 1)^{2p-1}(x + 1 - 2p),$$
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and 
\[ SE(G) = 2(2p - 1). \]

**For \( k = 2 \),** the binary string is \( b = 0^p1^p0^p1^p \). The Seidel eigenvalues are \(-1^{4p-3}, 2p - 1, p - 1 \pm p\sqrt{5}\) and the characteristic polynomial is

\[ \psi_S(x) = (x + 1)^{4p-3}(x + 1 - 2p)[(1 + x)^2 - 2p(x + 1) - 4p^2], \]

and

\[ SE(G) = 2(3 + \sqrt{5})p - 6. \]

**For \( k = 3 \),** the binary string of \( G \) is \( b = 0^p1^p0^p1^p0^p1^p \). The Seidel characteristic polynomial of \( G \) is

\[ \psi_S(x) = (x + 1)^{6p-5}[(1 + x)^2 - 2p(x + 1) - 4p^2][(x + 1)^3 - 4p(x + 1)^2 - 4p^2(x + 1) + 8p^3], \]

and the Seidel energy of \( G \) is given by

\[ SE(G) = (10 + 2\sqrt{5})p - 6 - 2\alpha, \]

where \( \alpha \) is the only negative root of the equation

\[ x^3 - 4px^2 - 4p^2x + 8p^3 = 0. \]

Let \( \Gamma_{n,k} \) be a class of chain graphs of order \( n \) with the binary string \( b = 0^{s_1}1^{10^11^01^1\ldots}0^11^{t_k} \)

such that \( s_1 + t_k = n - 2k + 2 \) with \( 1 \leq s_1 \leq n - 2k + 1 \) and \( 1 \leq t_k \leq n - 2k + 1 \).

**Lemma 4.10.** Every chain graph in \( \Gamma_{n,k} \) has the same spectrum.

**Proof.** Let \( G \in \Gamma_{n,k} \). Then \( b = 0^{s_1}1^{10^11^01^1\ldots}0^11^{t_k} \) is the binary string of chain graph \( G \).

Then the multiplicity of \(-1\) is \( n - 2k + 1 \) and \(-1\) is a simple eigenvalue of \( Q_S \). Let \( \lambda \neq -1 \) be an eigenvalue of \( Q_S \) and let \( X = [x_1 \ x_2 \ x_3 \ \ldots \ x_{2k}]^T \) be corresponding eigenvector. Then \( Q_SX = \lambda X \), that is,

\[
\begin{align*}
(s_1 - 1)x_1 - x_2 + x_3 - x_4 + \ldots + x_{2k-1} - t_kx_{2k} &= \lambda x_1, \\
-s_1x_1 + x_3 + x_4 + \ldots + x_{2k-1} + t_kx_{2k} &= \lambda x_2, \\
s_1x_1 + x_2 - x_4 + \ldots + x_{2k-1} - t_kx_{2k} &= \lambda x_3, \\
-s_1x_1 + x_2 - x_3 + \ldots + x_{2k-1} + t_kx_{2k} &= \lambda x_4, \\
& \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \\
& \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \\
-s_1x_1 + x_2 + x_3 + x_4 + \ldots + x_{2k-2} - t_kx_{2k} &= \lambda x_{2k-1}, \\
-s_1x_1 + x_2 - x_3 + x_4 + \ldots + x_{2k-1} + (t_k - 1)x_{2k} &= \lambda x_{2k}.
\end{align*}
\]

(B)

Since \( \lambda \neq -1 \), from the first and last equations, we obtain

\[ x_1 = -x_{2k}. \]
Lemma 4.12. Let \( G \) be a chain graph of order \( n \) with the binary string \( b = 0^{s_1}1^{t_1}0^{s_2}1^{t_2} \) \((s_1 + s_2 + t_1 + t_2 = n)\). Then \( \text{SE}(G) \geq n - 2 + \sqrt{n^2 + 4n - 12} \) with equality if and only if \( G \in \Gamma_{n,2} \).

Proof. First we assume that \( G \in \Gamma_{n,2} \). Then by Lemma 4.12 we obtain
\[
\text{SE}(G) = n - 2 + \sqrt{n^2 + 4n - 12}
\]
and hence the equality holds.

Next we assume that \( G \notin \Gamma_{n,2} \). Then \( 2 \leq s_1 + t_2 \leq n - 3 \) and \( n \geq 5 \). For \( n = 5 \), \( G \cong G_1 \) (see, Fig. 1). One can easily obtain that
\[
\text{Spec}_{S}(G_1) = \{3, 1.56, -1^2, -2.56\}.
\]
Figure 1: Graph $G_1$.

Hence
\[
SE(G_1) > 9.12 > 8.75 > n - 2 + \sqrt{n^2 + 4n - 12}.
\]

Otherwise, $n \geq 6$. Now, the characteristic polynomial of $G$ is given by
\[
\psi_S(x) = (x + 1)^{n-3} \left[ (x + 1)^3 - n(x + 1)^2 + 4s_2t_1(s_1 + t_2) \right].
\]  

(19)

Let $\lambda_1 \geq \lambda_2 \geq \lambda_3$ be the roots of the following equation:
\[
f(x) = 0,
\]

where
\[
f(x) = x^3 - (n - 3)x^2 - (2n - 3)x - n + 1 + 4s_2t_1(s_1 + t_2).
\]  

(20)

Then $\psi_S(x) = (x + 1)^{n-3} f(x)$. Moreover, we obtain
\[
\lambda_1 + \lambda_2 + \lambda_3 = n - 3,  
\]

(21)

\[
\lambda_1 \lambda_2 + \lambda_2 \lambda_3 + \lambda_3 \lambda_1 = -(2n - 3),  
\]

(22)

\[
\lambda_1 \lambda_2 \lambda_3 = n - 1 - 4s_2t_1(s_1 + t_2).  
\]

(23)

**Claim 1.** $\lambda_1 \geq \lambda_2 > 1$ and $\lambda_3 < 0$.

**Proof of Claim 1.** Let us consider a function
\[
h(x, y) = xy(n - x - y),
\]

where $x$ are $y$ are positive integers such that $3 \leq x + y \leq n - 2$ and $x \geq y \geq 1$. Since
\[x + y \geq 3,\]

we have $x \geq 2$. We have to prove that
\[
xy(n - x - y) \geq 2(n - 3)  
\]

(24)

First we assume that $y = 1$. Then $2 \leq x \leq n - 3$. One can easily check that $g(x) = x(n - x - 1)$ is an increasing function on $x \leq \frac{n-1}{2}$ and a decreasing function on $x \geq \frac{n-1}{2}$. Then $xy(n - x - y) = x(n - x - 1) \geq \min\{g(2), g(n - 3)\} = 2(n - 3)$. Hence (24) holds.

Next we assume that $y \geq 2$. If $x + y < \frac{n+1}{2}$, then $xy(n - x - y) > 2(n - 3)$ as $x \geq 2$ and $y \geq 2$. Again (24) holds. Otherwise, $x + y \geq \frac{n+1}{2}$. Then $x \geq \frac{n+1}{4}$ as $x \geq y$. For $x + y \leq n - 4$, we have
\[
xy(n - x - y) \geq 2(n + 1) > 2(n - 3) \quad \text{as } y \geq 2 \quad \text{and } n - x - y \geq 4.
\]
We consider the following two cases:

**Claim 2.** 

**Case 1**

As \( n \geq 6, \frac{n^3}{2} \leq x \leq n - 5 \), again (21) holds. For \( x + y = n - 2 \),

\[
x y (n - x - y) = 2x (n - x - 2) \geq 4(n - 4) > 2(n - 3)
\]
as \( \frac{n^3}{2} \leq x \leq n - 4 \) and \( n \geq 6 \). Hence (24) holds.

Since \( s_1 + s_2 + t_1 + t_2 = n \), we obtain \( s_2 t_1 (s_1 + t_2) = s_2 t_1 (n - s_2 - t_1) \geq 2(n - 3) \), by (24). Using this result in (23), we obtain \( \lambda_1 \lambda_2 \lambda_3 < 0 \) as \( n \geq 6 \). Therefore \( \lambda_i < 0 \) for \( 1 \leq i \leq 3 \), or \( \lambda_1 \geq \lambda_2 > 0 \) and \( \lambda_3 < 0 \). By (21), \( \lambda_i < 0 \) \( (1 \leq i \leq 3) \) is not possible. Thus we have \( \lambda_1 \geq \lambda_2 > 0 \) and \( \lambda_3 < 0 \). From (20), we obtain \( f(x) \to +\infty \) as \( x \to \infty \) and

\[
f(1) = -4n + 8 + 4s_2 t_1 (s_1 + t_2) = 4 \left[ - (n - 2) + s_2 t_1 (n - s_2 - t_1) \right] \geq 4(n - 4) > 0
\]
as \( s_1 + s_2 + t_1 + t_2 = n \) and by (24). These results with (21), we obtain \( \lambda_1 \geq \lambda_2 > 1 \). This proves Claim 1.

**Claim 2.**

\( \lambda_1 \lambda_2 > \frac{n - 4 + \sqrt{n^2 + 4n - 12}}{2} \).

**Proof of Claim 2.** We consider the following two cases:

**Case 1.** \( \lambda_3 \leq -3 \). We have \( \lambda_1 + \lambda_2 = n - 3 - \lambda_3 \geq n \). Since \( f(x) = x(n - x) \) is an increasing function on \( x \leq n/2 \) and a decreasing function on \( x \geq n/2 \), we obtain

\[
\lambda_1 \lambda_2 \geq (n - \lambda_2) \lambda_2 \geq n - 1 > \frac{n - 4 + \sqrt{n^2 + 4n - 12}}{2}
\]
as \( 1 < \lambda_2 < \frac{n - 3}{2} \).

**Case 2.** \( -3 < \lambda_3 < 0 \). Since \( s_1 + t_2 \leq n - 3 \), we have \( 3 \leq s_2 + t_1 \leq n - 2 \). Since \( s_2 t_1 (s_1 + t_2) = s_2 t_1 (n - s_2 - t_1) \geq 2(n - 3) \), from (23), we obtain

\[
\lambda_1 \lambda_2 \lambda_3 = n - 1 - 4s_2 t_1 (s_1 + t_2) \leq -7n + 23,
\]
that is,

\[
\lambda_1 \lambda_2 \geq \frac{-7n + 23}{\lambda_3} \geq n - 1 > \frac{n - 4 + \sqrt{n^2 + 4n - 12}}{2}
\]
as \( n \geq 6 \). Which proves Claim 2.

By Claims 1 and 2 with (22), we obtain

\[
(|\lambda_1| + |\lambda_2| + |\lambda_3|)^2 = (\lambda_1 + \lambda_2 - \lambda_3)^2
\]
\[
= (\lambda_1 + \lambda_2 + \lambda_3)^2 - 4(\lambda_1 \lambda_2 + \lambda_2 \lambda_3 + \lambda_3 \lambda_1) + 4 \lambda_1 \lambda_2
\]
\[
= (n - 3)^2 + 4(2n - 3) + 2[n - 4 + \sqrt{n^2 + 4n - 12}]
\]
\[
> n^2 + 4n - 11 + 2 \sqrt{n^2 + 4n - 12} = (\sqrt{n^2 + 4n - 12} + 1)^2,
\]
that is, 
\[ |\lambda_1| + |\lambda_2| + |\lambda_3| > \sqrt{n^2 + 4n - 12} + 1. \]

Since 
\[ Spec_S(G) = \{\lambda_1, \lambda_2, \lambda_3, -1^{n-3}\}, \]
we obtain 
\[ SE(G) = n - 3 + |\lambda_1| + |\lambda_2| + |\lambda_3| > n - 2 + \sqrt{n^2 + 4n - 12}. \]

This completes the proof of the theorem.

From the motivation of the above theorem with Corollary 4.11, we state the following conjecture:

**Conjecture 4.14.** Let \( G \) be a chain graph of order \( n \) with the binary string \( b = 0^{s_1}1^{t_1}0^{s_2}1^{t_2} \ldots 0^{s_k}1^{t_k} \) such that \( \sum_{i=1}^{k} (s_i + t_i) = n \), \( s_i \geq 1 (1 \leq i \leq k) \), and \( t_i \geq 1 (1 \leq i \leq k) \). Then \( SE(G) \geq SE(H) \), where \( H \in \Gamma_{n,k} \). Moreover, the equality holds if and only if \( G \in \Gamma_{n,k} \).
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