Evolution of defect signatures at ferroelectric domain walls in Mg-doped LiNbO$_3$
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Abstract

The domain structure of uniaxial ferroelectric lithium niobate single crystals is investigated using Raman spectroscopy mapping. The influence of doping with magnesium and poling at room temperature is studied by analysing frequency shifts at domain walls and their variations with dopant concentration and annealing conditions. It is shown that defects are stabilized at domain walls and that changes in the defect structures with Mg concentration can be probed by the shift of Raman modes. We show that the signatures of polar defects in the bulk and at the domain walls differ.
1. Introduction

Since the 80’s, studies of the interaction of charge defects and ferroelectric domain walls have focused on pinning-depinning mechanisms [1-3] and their influence on polarisation fatigue [2,3], a major issue in ferroelectric non-volatile memories. More recently, this topic has received a renewed interest due to the emerging field of so-called domain wall nanoelectronics [4] or domain boundary engineering [5], which hold the promise of using the distinct functional properties of domain walls in electronic devices. Within this context, the crucial role of defects in the electrical conductivity of domain walls has been amply pointed out, even though the precise mechanisms are still debated. For instance, in the case of multiferroic BiFeO₃, defects and specifically oxygen vacancies are proposed to play an important role in the conduction at the walls, as compared to the relatively small band gap reduction [6-8]. In Pb(Zr,Ti)O₃ thin films, it has been argued that defect segregation could explain conduction at domain walls via hopping between trapped states [9]. Recent reports of photoconductivity at ferroelectric domain walls in single crystals of lithium niobate [10,11] also call for a deeper understanding, in relation to the other phenomena observed at domain walls such as index contrast [12], long-range strain [13,14], phonon spectra changes [15-23] etc. In addition, the increasing demand of ferroelectric patterns with sub-micron domain sizes for photonic applications [24,25] requires a deeper understanding of the impact of polar defects [24].

Here, we investigate interactions between domain walls and defects in lithium niobate (LiNbO₃). LiNbO₃ is a uniaxial ferroelectric with a rhombohedral structure (R3c) at room temperature. Two types of ferroelectric domains are permitted; they are related by the loss of inversion symmetry at the phase transition, and differ only by their polarization orientation. Generally speaking, polar defects may align along or against the ferroelectric polarization, and break this equivalence. The presence of defects in LiNbO₃ is particularly crucial in its congruent composition, i.e. when the ratio C = Li/(Li+Nb) is equal to 0.485, and it is likely that in this situation defects strongly interact with domain walls. Three main models have been proposed for point defects and charge compensation in lithium niobate involving: (i) lithium vacancies and oxygen vacancies \((2V'_Li + V'_O)\) [26], (ii) niobium antisites and niobium vacancies \((5Nb''_Li + 4V'_Nb)\) [27,28], or (iii) niobium antisites and lithium vacancies \((Nb''_Li + 4V'_Li)\) [29-31]. The latter model is now widely accepted in the community [32,33]. From NMR measurements, Yatsenko et al. have proposed a defect structure composed of a niobium antisite \((Nb''_Li)\) surrounded by three lithium vacancies \((V'_Li)\) in the nearest neighbourhood, plus one independent lithium vacancy \((V'_Li)\) along the polar z-axis [34,35]. This defect structure is certainly polar and Kim et al. have shown that it can explain the presence of an internal field in lithium niobate [36]. The dark conductivity was shown to depend on the [Li]/[Nb] ratio [37].

The aim of our study is to understand the structure of defects at domain walls in lithium niobate for different concentrations of magnesium dopants. Crystals under study were commercially available congruent lithium niobate doped with different amount of magnesium: 0 mol% Mg-doped from CrysTec GmbH; 1, 2 and 3 mol% from Crystal Technology, 5 mol% from Yamaju Ceramics and 7 mol% from Union Optics. The percentages refer to the concentration range of magnesium with respect to the congruent melt concentration. Samples were cut into 0.5 mm-thick pieces, with short edges along the c-direction.

2. Results and discussion

Raman-scattering experiments were performed on a Renishaw spectrometer with a low frequency cut-off at 100 cm⁻¹. The exciting laser line was 532 nm with a power of 40 mW. The Raman-laser was focused on the sample with an objective with numerical aperture 0.85
providing a theoretical spot size of 760 nm. Raman spectra were collected in parallel z(xx)z polarization measurement geometry for which only \( E(\text{TO}) \) and \( A_1(\text{LO}) \) modes are expected, and in crossed z(yx)z polarization measurement geometry for which only \( A_1(\text{TO}) \) modes are expected.

Figure 1(a) shows a typical spectrum in z(xx)z configuration where 13 modes are assigned accordingly to the work of Margueron et al. [38]. The band around 730 cm\(^{-1}\) is attributed to a two-phonon scattering process [39]. Detailed analysis is performed on \( E(\text{TO}_1) \), \( E(\text{TO}_8) \) and \( A_1(\text{LO}_4) \) modes because they are intense and well separated from each-others. All bands are fitted with symmetric Lorentzian profiles using the program Peak-o-mat based on Python. The vibrational pattern for those three modes are known from first-principle calculations [40-42]: \( A_1(\text{LO}_4) \) involves in-phase vibrations of lithium and niobium ions while they vibrate out of phase for the \( E(\text{TO}_1) \) and \( E(\text{TO}_8) \) modes.

**Figure 1** (a) Typical Raman spectrum of congruent lithium niobate in z(xx)z configuration. The other panels describe spectral evolutions with increasing Mg doping levels: (b) frequency and (c) FWHM of \( E(\text{TO}_1) \) modes (d) frequency and (e) FWHM of \( E(\text{TO}_8) \) modes. (f) frequency and (g) FWHM of \( A_1(\text{LO}_4) \). Black lines are linear fits to the data. Error bars represent the standard deviation calculated from two successive measurements. All spectra were acquired in z(xx)z configuration, after the annealing procedure.
Figures 1(b),(d),(f) and Fig. 1(c),(e) and (g) show the evolution of the peak frequency and FWHM, respectively, for different amount of magnesium. Spectra measured in \( z(xx)z \) and \( z(yy)z \) configurations revealed the same trend. With increasing magnesium content, the FWHM of all modes increases linearly, which is consistent with an increase of the disorder in the sample due to the incorporation of magnesium. We also note that with increasing magnesium content, the frequency of \( E(TO_1) \) increases while the frequency of \( E(TO_8) \) decreases. The change of frequency of \( A_1(LO_4) \) is not linear. At first sight, no obvious correlation appears, for these three particular modes, between the changes in the Raman modes and the changes in the defect structures with increasing magnesium content.

Ferroelectric domains were then created by applying high voltage pulses through liquid electrodes [43] resulting in a random pattern of hexagonal ferroelectric domains.

**Figure 2** Peak position of (a) \( E(TO_1) \) and (b) \( A_1(LO_4) \) for line-scan from reversed (R) to virgin (V) domains for different amount of magnesium before annealing. The data are vertically shifted for clarity and the scale bar gives the amplitude of the frequency shift.

Figure 2(a) and (b) shows the evolution of the frequency of \( E(TO_1) \) and \( A_1(LO_4) \) modes for line-scans with 0.1 \( \mu m \) steps across a domain wall, in \( z(xx)z \) configuration, with the laser polarisation parallel to the domain wall. Two contrasts are visible: a change of frequency between domains – \( \delta \) varies between 0.05 and 0.3 \( \text{cm}^{-1} \) – and a change of frequency at the domain wall.

We focus first on the contrast between virgin and reversed domains. In the undoped sample, the frequency of \( E(TO_1), E(TO_8) \) and \( A_1(LO_4) \) is lower in reversed domains (R) (in our measurement the \( -z \) face), consistent with previous observations [44,45]. The frequency shifts have been explained by the presence of polar defects and the internal field they create; this is notably based on the observations that: (i) frequency shifts are larger for the congruent composition than for the stoichiometric composition [44], and (ii) that the frequency shift and the internal field exhibit the same time dependence upon domain reversal [45].

As shown in figure 2, the frequency shifts of the Raman peaks do not change monotonously with Mg doping. In 1%, 2% and 3% Mg-doped lithium niobate the frequency of all modes is slightly higher in reversed domains. On the other hand, in 5% and 7% Mg-doped lithium niobate, the frequency of \( E(TO_1) \) and \( E(TO_8) \) is decreased while the frequency of \( A_1(LO_4) \) is
increased in reversed domains. It is known from measurements of the transient current during switching that Mg-doped lithium niobate presents an internal field [46]. By analogy with undoped lithium niobate, we attribute the frequency shifts between domains in Mg-doped lithium niobate to this internal field. The non-monotonous behaviour of the internal field could be understood by a change in the structure of polar defects: the studies of incorporation of Mg$^{2+}$ ions into LiNbO$_3$ have shown that Mg ions first replace Nb$^{5+}$ for MgO concentrations lower than 4.5-5.3 mol%, and then replace Li and Nb ions on their own sites [27,47-52]. Therefore, the different Raman contrast that we observe for samples doped with more than 5 mol% of magnesium can be explained by a change in the internal field due to (1) the disappearance of all Nb$_{Li}$, (2) the appearance of Mg$^{2+}$. The contrast between domains is known to be sensitive to annealing: multiphoton photoluminescence measurements performed on samples doped with between 0% and 7% of magnesium have shown a contrast between virgin and reversed domains only in samples doped with more than 5 mol% of magnesium. Upon annealing above 100°C the contrast obeyed an exponential decay with an activation energy of 1 eV, typical of lithium ions mobility [53]. In 5 mol% Mg-doped lithium niobate, it has been shown that annealing around 200°C highly reduces the internal field [46], probably as a result of reorganization of polar defects [54]. In order to confirm the role of the internal field on the Raman contrast, and focus on the domain wall signature, we annealed our samples at 200°C for 8h under oxygen. As shown in Fig. 3(a) for the $\varepsilon(TO_1)$ mode, the contrast between domains indeed vanishes after annealing, but a change of frequency is still observed at domain walls. The results for all three modes are summarized in Fig. 3(b). The frequency shift for $\varepsilon(TO_1)$ and $\varepsilon(TO_8)$ at the domain wall is negative below 5% of magnesium but positive above 5%, while it is always positive for A$_1$(LO$_4$) and nearly independent on the amount of magnesium. It is worth noting that in z(xx)z geometry the frequency shift of $\varepsilon(TO_8)$ is always positive; this is a side effect due to the large increase of intensity on its shoulder (see G. Stone et al. for details [20]) and it is not considered further as a “real” shift. The spatial extension of the frequency shifts varies between 0.6 and 6 μm, depending on the amount of magnesium. For samples doped with more than 5 mol% of magnesium, the spatial extension is always below 1.8 μm.

Frequency shifts of Raman modes at domain walls in lithium niobate have already been reported and interpreted (i) as an effect of the strong electric and associated strain field accompanying smooth polarization reversal at the domain wall [16,17,23] or (ii) as a change in the defect cluster concentration and configurations at the domain wall [20,22]. Specifically, for undoped lithium niobate, our observation of decreasing frequency of $\varepsilon(TO_1)$ and $\varepsilon(TO_8)$ at the domain wall while increasing frequency of A$_1$(LO$_4$) is consistent with previous measurements, which were interpreted as an effect of defect clusters, involving Nb$^{5+}_{Li}$ [22].
Here, the evolution of the Raman modes for the whole series of Mg concentrations and before and after annealing sheds more light on the origin of the frequency shifts. First, it is clear that an intrinsic electric field alone cannot account for all the observations since it would not explain the doping-dependence of the frequency shifts of the E modes. A reduction of the depolarization field at domain walls due to a better bulk screening could not explain the change of sign of peak shifts. Conversely, a simple picture where the dopant would segregate at the walls would not be consistent with the observations, notably because the FWHM of $E(TO_1)$ and $A_1(LO_4)$ does not change at the domain wall, whereas they vary strongly in the bulk with variations of Mg content. Based on this, we propose that both intrinsic fields and defects have to be taken into account.

On the other hand, the correlation between the frequency shifts for the $E$ modes and the change in defect structure for high Mg-doping points to the role of defects, and changes in defect structure. For samples doped with more than 5 mol% of magnesium, the new behaviour observed at domain walls is interpreted as a consequence of the change of configuration of polar defects described earlier. However, detailed examination shows that the frequency pattern at the domain wall differs from the signature of polar defects as observed in the bulk, notably because the doping-dependence is different, as seen by comparing figures 2 and 3. This can be understood in two ways: (1) the frequency shifts observed involve a combination of effects resulting from the defect structure and the electric (strain) field in the vicinity of the wall or (2) new defect structures have been stabilized at domain walls. Since previous measurements based on defect-luminescence microscopy have shown that the defect structure remains similar at the domain wall, the second hypothesis is less plausible [55] [56]. In both cases, it is important to remember that the contrast at domain walls still exists after annealing while it is no longer present in the bulk, meaning that defects have been stabilized at the domain walls but annealed out of the bulk.
3. Conclusion

In summary, we reported the evolution of the $E(TO_1)$, $E(TO_3)$ and $A_{1}(LO_4)$ Raman modes when increasing the amount of magnesium in congruent lithium niobate. We have observed contrasts between virgin and reversed domains, consistent with the literature and identified new frequency shifts of the Raman modes at the domain walls. We have shown differences between the signatures of polar defects in the bulk and at the domain walls, which appear as spaces where defects can be stabilized.
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