Adaptive gauge cooling for complex Langevin dynamics
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In the case of nonabelian gauge theories with a complex weight, a controlled exploration of the complexified configuration space during a complex Langevin process requires the use of SL(N, C) gauge cooling, in order to minimize the distance from SU(N). Here we show that adaptive gauge cooling can lead to an efficient implementation of this idea. First results for SU(3) Yang-Mills theory in the presence of a nonzero θ-term are presented as well.
1. Introduction

The lattice discretisation provides an important tool to study QCD nonperturbatively. However, standard methods, based on importance sampling, require a real Boltzmann weight to be used as a probability distribution. Therefore they cannot be used to investigate many problems of great interest where the weight is actually complex, such as in the case of the QCD phase diagram at nonzero baryon chemical potential and QCD in the presence of a $\theta$-term. The issue of a complex weight goes under the name of the *sign problem* [1]. Complex Langevin (CL) dynamics [2] offers, in principle, a way to carry out simulations without requiring the weight to be real, since importance sampling is not used. Although real Langevin dynamics is proven to converge to the desired distribution, there is not (yet) such a general proof for CL. Recently, a formal proof of convergence was found that depends, however, on sufficiently tight localisation of the probability distribution in the complex configuration space [3]. In the context of gauge theories this implies that the degrees of freedom should not venture out too widely into the enlarged $\text{SL}(N, \mathbb{C})$ group. It is then clear that controlling the dynamics in such a way that it remains localised in the complexified field space becomes a crucial point to ensure its convergence to the right result. In particular, for nonabelian gauge theories gauge cooling (GC) is a method that makes progress possible [4–6].

2. Gauge cooling

In nonabelian gauge theories, complex Langevin dynamics naturally enlarges the gauge group of the theory from $\text{SU}(N)$ to $\text{SL}(N, \mathbb{C})$, by complexifying its parameters. While the determinant of its elements remains unity, unitarity no longer holds [7],

$$U \in \text{SL}(N, \mathbb{C}) : \quad U U^\dagger \neq 1, \quad \frac{1}{N} \text{Tr} U U^\dagger \geq 1.$$  \hfill (2.1)

Gauge invariance is of course still present: a transformation at site $x$

$$U_{x,\mu} \rightarrow \Omega_x U_{x,\mu}, \quad U_{x-\hat{\mu},\mu} \rightarrow U_{x-\hat{\mu},\mu} \Omega_x^{-1},$$  \hfill (2.2)

where

$$\Omega_x = e^{i\omega_{ax} \lambda_a} \in \text{SL}(N, \mathbb{C}), \quad \omega_{ax} \in \mathbb{C},$$  \hfill (2.3)

leaves the action invariant. Here $\lambda_a$ are the Gell-Mann matrices ($a = 1, \ldots, N^2 - 1$, sum over $a$ understood). However, the gauge orbit, described by $\Omega_x$, now takes place in $\text{SL}(N, \mathbb{C})$. Moreover, it changes the unitarity norm (UN) $\text{Tr} U U^\dagger$ (note that $\text{Tr} U U^{-1} = N$ is preserved). The idea of gauge cooling [4] is to use this noninvariance of the UN under gauge transformation to move all the links, in a configuration, along the gauge orbit up to the point where the UN is minimal. One can obtain this by choosing, as parameter of the gauge transformation, the gradient of the UN itself along the gauge orbit. A gauge transformation at site $x$ then takes the form

$$\Omega_x = e^{-\varepsilon \alpha_{gf} f_{ax} \lambda_a}, \quad f_{ax} = 2\text{Tr} \left[ \lambda_a \left( U_{x,\mu} U_{x,\mu}^\dagger - U_{x-\hat{\mu},\mu}^\dagger U_{x-\hat{\mu},\mu} \right) \right],$$  \hfill (2.4)

where in the latter expression the sum over all directions is taken. In the exponent $\varepsilon$ is a finite parameter representing the order of magnitude of the stepsize used in the Langevin process, while $\alpha_{gf}$ is a parameter which can still be chosen to optimise the cooling. It is important to stress that since the gauge cooling process is separate from the CL evolution, it is not equivalent to gauge fixing and no Fadeev-Popov determinant is needed.
Adaptive gauge cooling for complex Langevin dynamics
Lorenzo Bongiovanni

Figure 1: Gauge cooling in SL(N, C) brings the link as close as possible to SU(N). The orbit on the left is equivalent to a SU(N) configuration, while the one on the right is not.

3. Analytical solution of gauge cooling in a one-link model

It is instructive to derive the analytical solution of the GC equation in a one-link SU(N) model [5]. Let us define the distance from the unitary manifold as

\[ d = \frac{1}{N} \text{Tr} \left( UU^\dagger - 1 \right) \geq 0. \]  

(3.1)

We apply an infinitesimal GC transformation to the link \( U \rightarrow U' = \Omega U \Omega^{-1} \), where Ω is given in Eq. (2.4) (since there is only one link, the indices \( x, \mu \) can be dropped). The change in the distance \( d \), at leading order in \( \varepsilon \), reads

\[ \frac{\dot{d} - d}{\varepsilon} \rightarrow \dot{d} = -\frac{\alpha_{gf} f^2}{N} \text{Tr} \left( UU^\dagger \left[ U, U^\dagger \right] \right). \]  

(3.2)

This expression is correct for \( U \in \text{SL}(N, \mathbb{C}) \). We now continue with \( N = 2 \), considering both the case that \( U \) is gauge-equivalent to a matrix in SU(2) and the case that it is not. In the first example one expects GC to bring the distance \( d \) back to 0, while in the second case the distance should remain finite. This is illustrated in Fig. 1.

For \( N = 2 \), the GC equation (3.2) can be expressed in terms of the two invariants \( c = \frac{1}{2} \text{Tr} U \) and \( c^* = \frac{1}{2} \text{Tr} U^\dagger \). It reads

\[ \dot{d} = -8\alpha_{gf} \left( d^2 + 2(1 - |c|^2) d + c^2 + c^* - 2|c|^2 \right). \]  

(3.3)

Consider now the case that \( c = c^* \) (and \( c \neq 1 \); \( c = 1 \) corresponds to the identity matrix). In that case, \( U \) is gauge-equivalent to an element of SU(2) and the GC equation simplifies to

\[ \dot{d} = -8\alpha_{gf} \left( d + 2(1 - c^2) \right) d. \]  

(3.4)

This equation indeed has a unique fixed point at \( d = 0 \), which is reached exponentially fast,

\[ df(t) \sim 2(1 - c^2)e^{-16\alpha_{gf}c^2}t \rightarrow 0. \]  

(3.5)

On the other hand, if \( c \neq c^* \), \( U \) cannot be gauge-equivalent to a SU(2) matrix. The stationary point is

\[ df(t \rightarrow \infty) = |c|^2 - 1 + \sqrt{1 - c^2 - c^* + |c|^4} > 0, \]  

(3.6)

and the minimum distance is larger than 0, as expected.
4. Adaptive gauge cooling in the SU(2) Polyakov chain model

When the model is more complicated than above, analytical solutions are typically not available and a numerical computation is needed. The model we consider is an SU(2) Polyakov chain [4, 5], with the action

$$S = -\frac{\beta}{2} \text{Tr}(U_1 U_2 ... U_N), \quad \beta \in \mathbb{C},$$

(4.1)

This model can of course be reduced, by an appropriate gauge transformation, to the one-link model $S = -\frac{\beta}{2} \text{Tr}(U)$ which is exactly solvable. However from a numerical point of view, the action (4.1) has as many degrees of freedom as the number of group parameters times the number of links. In that sense it is a very useful toy model to study the effect of gauge cooling in anticipation of proper four-dimensional gauge theories.

In this exercise, we start with a gauge-transformed unitary chain, such that the initial distance from SU(2) is nonzero. Under cooling, the distance should then be reduced to zero. In Fig. 2 (left) we show how this happens as the number of links $N_L$ in the chain is increased. For $N_L = 1$ one observes the exponential evolution to the stationary solution as proved analytically above. On the other hand, for $N_L > 1$ the process of reaching the stationary point is visibly slowed down.

As the number of degrees of freedom increases one wants to find a way for GC to evolve faster towards the stationary fixed point. A possible solution is to use adaptive gauge cooling [5], with

$$\alpha_{ad} = \frac{\alpha}{D(U, U^\dagger)},$$

(4.2)

Here $D(U, U^\dagger)$ is a scalar function that can be adapted to the model under investigation. In Fig. 2 (right) we show results for several different choices of $D(U, U^\dagger)$: $D_0(U, U^\dagger) = 1$ (not adaptive); $D_1(U, U^\dagger) = \text{Tr} U U^\dagger$; $D_2(U, U^\dagger) = \langle f_{ax}(U, U^\dagger) \rangle_{ax}$ [5]. Plotting the results on a log-log scale, one can observe an asymptotic powerlike decay of $d(t) \sim t^{-3/2}$. As one can appreciate from the plot, with $D_2(U, U^\dagger)$ the fixed-point solution is approached several orders of magnitude faster when compared to the nonadaptive one.

Figure 2: SU(2) Polyakov chain. Left: Effect of GC on Polyakov chains with a different number of links. Right: Effect of different implementations of adaptive GC on a Polyakov chain of length $N_L = 1000$, plotted on a log-log scale.
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Figure 3: SU(2) Polyakov chain. Left: Distribution of the imaginary part of the action for different types of GC. Right: Langevin evolution of the distance of for different types of GC.

Up to now we have not included actual Langevin dynamics in the evolution. We continue by alternating Langevin updates with cooling steps, in order to carry out a complete simulation. Note that since $\beta$ is chosen to be complex, the action (4.1) is complex-valued and complex Langevin dynamics is required. However, since the model is equivalent to an exactly solvable one, a comparison between our numerical results and the exact ones is possible.

In Fig. 3 (left), we show how GC in general, and the adaptive ones in particular, can constrain the distribution of observables, such as the action, in the complex plane. This is indeed a fundamental property necessary for correct convergence of CL [3]. The effect on the distance $d$ is shown in Fig. 3 (right): we observe that during the CL dynamics, adaptive GC can keep the degrees of freedom several orders of magnitude closer to SU(2) than without cooling. We note that since the action is complex, the distance cannot be equal to 0. Finally, in Fig. 4 (left) we show how the results for observables, in this case the expectation value of the action, depends on the cooling implementation and the number of cooling steps. We observe a clearly convergence to the expected results, indicated with the dotted lines, and the usefulness of adaptive GC. We also note that initially CL converged to the wrong result.

An obvious question is how much cooling is required, especially in the case when the exact result is not known. Here we point out that it is not possible to cool too much, i.e. cooling will always bring the configuration closer to $SU(N)$, until a minimal distance is reached. We conclude that in gauge theories GC is an essential method for the convergence of CL to the correct result and that adaptive GC can help this convergence to be reached quicker.

5. Preliminary results for 4d SU(3) Yang-Mills theory with a $\theta$-term

We now apply the method to study a case of physical interest: SU(3) Yang-Mills theory in the presence of a $\theta$-term, with the action $S = S_{YM} - i\theta Q$, where $Q$ is the topological charge. To formulate this on the lattice, we follow Refs. [8, 9] and take

$$S = S_W - i\theta L \sum_x q_L(x), \quad q_L(x) = -\frac{1}{2^{4/3}2\pi^2} \sum_{\mu \nu \rho \sigma = \pm 1} \tilde{e}_{\mu \nu \rho \sigma} \text{Tr} \left[ U_{\mu \nu}(x) U_{\rho \sigma}(x) \right], \quad (5.1)$$
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Figure 4: Left: Convergence of CL to the correct result after the application of fixed and adaptive GC in the SU(2) Polyakov chain. Right: expectation values of the plaquette in SU(3) Yang-Mills theory in the presence of a \( \theta \)-term, for real and imaginary \( \theta_L \), using CL and HMC (imaginary \( \theta_L \) only), on a \( 6^4 \) lattice at three \( \beta \) values. The HMC data has been shifted horizontally for clarity.

Figure 5: SU(3) Yang-Mills theory in the presence of a \( \theta \)-term. Left: Distribution of the action for \( \theta_L = 2 \) and \( \beta = 5.9, 6, 6.1 \). Right: Running averages of the imaginary (real) part of the topological charge, for real (imaginary) \( \theta_L \), using CL, for \( \beta = 6.1 \). The dotted lines for imaginary \( \theta_L \) indicate the HMC result.

where \( S_W \) is the standard Wilson action, \( U_{\mu \nu} \) the plaquette operator and \( q_L \) a lattice version of the topological charge density. The latter needs renormalisation and the subscript on both \( q_L \) and \( \theta_L \) is a reminder that simulations are carried out in terms of unrenormalised parameters. Furthermore, \( q_L \) is not topological and in particular not a total derivative. However, at this stage we simply take the action (5.1) as a given complex-valued lattice action, which we wish to study.

The action is complex for real \( \theta_L \), while it is real for purely imaginary \( \theta_L \) [9]. In the latter case we can therefore use both Langevin dynamics (with gauge cooling, in order to keep the dynamics in SU(3), one could of course also use re-unitarisation) as well as algorithms based on importance sampling, such as hybrid Monte Carlo (HMC). Here we present preliminary results on a \( 6^4 \) lattice, for \( \theta_L^2 = 0, \pm 1, \pm 4 \), i.e. for real and imaginary \( \theta_L \). In order to gain confidence in our simulations, we show in Fig. 4 (right) the plaquette expectation value as a function of \( \theta_L^2 \). For \( \theta_L^2 \leq 0 \), HMC results are indicated as well. We observe a smooth dependence on \( \theta_L^2 \) and agreement between the
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Langevin and HMC results when $\theta_L^2 \leq 0$, as it should be.

In Fig. 5 (left) we show the distributions of the real and imaginary part of the action at fixed real $\theta_L = 2$, for three $\beta$ values. At larger $\beta$, gauge cooling is very effective in controlling the skirts of the distribution, at smaller $\beta$ less so. This problem, also present at nonzero baryon density [4], requires a more careful analysis. Finally, in Fig. 5 (right) we show the running average of the lattice topological charge, $Q_L = \sum x q_L$ (without any topological cooling). Note that for imaginary $\theta_L$, $\langle Q_L \rangle$ is real, while for real $\theta_L$ it is imaginary: hence we show the real resp. imaginary part only. For small $\theta$, the topological charge (density) is expected to satisfy

$$\langle q_L \rangle = i \theta_L \chi_L + O(\theta_L^3),$$  \hspace{1cm} (5.2)

where $\chi_L$ is the lattice topological susceptibility. This $\theta_L$ dependence is confirmed in Fig. 5 (right). Interestingly, fluctuations for real/imaginary $\theta_L$ are very different, which remains to be understood.

6. Summary

Complex Langevin dynamics for gauge theories requires gauge cooling to control the exploration of the enlarged configuration space. Efficient ways to implement this employ adaptive cooling. We presented first results for SU(3) Yang-Mills theory in the presence of a $\theta$-term. While many questions still need to be addressed, this is, as far as we know, the first time that simulations have been carried out directly for real $\theta$.
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