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Abstract: The significant increase of the Internet of Things (IoT) devices in smart homes and other smart infrastructure, and the recent attacks on these IoT devices, are motivating factors to secure and protect IoT networks. The primary security challenge to develop a methodology to identify a malicious activity correctly and mitigate the impact of such activity promptly. In this paper, we propose a two-level anomalous activity detection model for intrusion detection system in IoT networks. The level-1 model categorizes the network flow as normal flow or abnormal flow, while the level-2 model classifies the category or subcategory of detected malicious activity. When the network flow classified as an anomaly by the level-1 model, then the level-1 model forwards the stream to the level-2 model for further investigation to find the category or subcategory of the detected anomaly. Our proposed model constructed on flow-based features of the IoT network. Flow-based detection methodologies only inspect packet headers to classify the network traffic. Flow-based features extracted from the IoT Botnet dataset and various machine learning algorithms were investigated and tested via different cross-fold validation tests to select the best algorithm. The decision tree classifier yielded the highest predictive results for level-1, and the random forest classifier produced the highest predictive results for level-2. Our proposed model Accuracy, Precision, Recall, and F score for level-1 were measured as 99.99% and 99.90% for level-2. A two-level anomalous activity detection system for IoT networks we proposed will provide a robust framework for the development of malicious activity detection system for IoT networks. It would be of interest to researchers in academia and industry.
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1. Introduction

Smart digital devices have become part of our daily lives. These systems improve the quality of life, make communication more accessible, and increase data transfer and information sharing. Security becomes significant and essential due to the development of IoT networks and the vulnerabilities that are available in these Internet of Things (IoT) devices. These vulnerabilities are technically difficult and economically very costly to remove from the existing systems. Cyber-attacks are increasing day-by-day, and their effect is becoming more devastating. Intrusion Detection System improves the cybersecurity by monitoring the network traffic for abnormal patterns. As a result, the Intrusion Detection System (IDS) became a critical aspect of protecting IoT networks. An IDS is a hardware device or software that monitors a system or network for malicious activity or policy violations. An IDS can only be useful if it generates timely, accurate alerts and provides useful, actionable information. Anomaly-based and misused-based are typically focused and motivated detection techniques in the area of intrusion detection. Commercial products are usually preferred toward misuse detection techniques as compared to anomaly-based methods; therefore, anomaly-based approaches are still
considered to be an immature technology in the business tools. Data mining and machine learning are widely used techniques for classification and clustering in network security. The main challenge for the intrusion detection system is the capability to detect new attacks based on the previously observed events. The complexity used by attackers and the increase in zero-day attacks renders anomaly-based intrusion detection well suited to the current environment. Anomaly detection methodology can be used for fraud detection and medical diagnoses. Example of anomalies in IoT networks are alpha flows, flash crowd, port scan, network scan, outage events, worms, small packet size, or large packet size, TCP-based events (Invalid flag combinations, ACK, FIN, SYN, RST), UDP-based events, various amplification attacks, flow bomb, and mass ICMP. The capability of an IDS can be measured using multiple metrics. The IDS input and output mutual information ratio to the entropy of the input was used to develop a new evaluation metric [1]. The metric considers all the critical characteristics of the detection capability.

IoT devices become a pervasive part of our everyday lives. Healthcare, industrial control, retail, logistics, emergency services, traffic congestion detection, security, waste management, smart cities, smart homes, smart street lighting, and vehicle networks are the application areas of IoT devices [2]. The cybercrime destruction budget will hit $6 trillion per year by 2020, and 50 billion IoT devices need protection by 2020, according to the cyber threat defense report 2017 [3]. A completely secure system is not possible, because there is no absolute security, human in the loop can make a mistake, most existing systems have security flaws, and misuses through the insiders and all type of intrusions are not known. Traditional security mechanisms are not appropriate for IoT networks, because the IoT platforms cover regular Internet, non-IP network, mobile network, cloud computing, fog computing, and sensor network. IoT devices also have limited processing and memory capability. Charles Mclellan [4] studied 345 security predictions from 49 various organizations and predicted IoT security threats as top rank threats for 2017. Flow-based anomaly detection is a novel methodology for detecting malicious activities. Flow-based intrusion detection only inspects the packet header to detect malicious activity. Usually, IDS uses stateful protocol analysis or in-depth packet inspection to identify abnormal activity in the network traffic [5]. Stateful protocol methods are protocol dependent and computationally very costly, while deep packet inspection becomes a bottleneck in a high-speed network. Research now is focusing on flow-based intrusion detection as an alternative to protect IP networks due to these limitations. Flow-based IDS uses a network stream to analyze the network traffic for malicious activity. Flow-based IDS inspects only packet header; therefore, flow-based anomaly detection technique faster than packet-based and state-full protocol examination. Figure 1 shows the types of flow-based intrusion detection systems.

Figure 1. Classification of Flow-Based Intrusion Detection Systems.
In this paper, we propose a two-level anomalous activity detection system for IoT networks. The level-1 model classifies network traffic as normal or abnormal. If the level-1 model detects the flow as an anomaly, then the flow will be forwarded to the level-2 model for further classification to find the category or subcategory of the detected anomaly. Open issues in flow-based intrusion detection are: there are a limited number of publicly available datasets for flow-based intrusion detection. It is a critical requirement to develop a publicly available flow-based intrusion detection dataset that includes the latest regular network traffic and a variety of attacks traffic to evaluate flow intrusion detection techniques. Networks attacks embedded in packets cannot be detected via flow-based intrusion detection systems, such as XSS and SQL injection attacks. An adequate number of features are required to analyze the network flow. A solution is to compute new features from basic flow features. The flow transfer interval critically disturbs the performance of the intrusion detection system, and the detection engine might not be able to detect short-timed attacks if the flow transfer interval kept longer. We adopted a new IoT Botnet dataset and extracted the flow-based features for our proposed model.

The remainder of this paper is organized as follows: Section 2 discusses the related work. Section 3 describes the hierarchical architecture of IoT. Section 4 discusses our proposed two-level intrusion detection system for IoT networks. Section 5 presents a comparative study of the intrusion detection datasets and the IoT Botnet dataset used for the assessment of our proposed model. Section 6 presents a comparison of results, and Section 7 concludes the paper and offers ideas for future directions.

2. Related Work

Connecting IoT devices are getting more attention and significance; consequently, the frequency of cyber-attacks increased. Analyzing these attacks in network flow is a significant challenge for an intrusion detection system. Anomaly detection techniques have been a critical motivation for many researchers due to their potential in classifying new attacks. Launt et al. [6] proposed a prototype using discrete measure user login time, location, connection time, CPU time, IO activity, and protection violations to detect anomalous behavior in real-time. One of the essential requirements for IDS to detect a significant amount of intrusions [7]. Paxson [8] developed Bro, which is, in a way, an anomaly and signature-based IDS to monitor network activity in real-time to detect abnormal behavior. Handley and Paxson [9] developed several evasion techniques and countermeasures for network-based intrusion detection systems. Polymorphic attack techniques can efficiently evade a signature-based intrusion detection system. Still, anomaly-based IDS offer various protection techniques because the existing polymorphic methods cannot make the attack instance look normal [10].

IoT-based systems required a secure and fast communication interface between the embedded device and the Internet. The study of intrusion detection in IoT has received a lot of attention due to the vulnerabilities and threats available in IoT networks. These vulnerabilities required new methodologies of intrusion detection to fill these gaps. Ullah and Mahmoud [11] proposed a two-level hybrid model for anomalous activity detection for IoT networks. Their model uses a flow-based methodology at level-1 and RFE for feature selection, synthetic minority over-sampling technique (SMOTE) for oversampling, and edited nearest neighbors (ENN) for cleaning the dataset at level-2. Their model achieved high accuracy and provided a robust framework for detecting malicious activity in IoT networks. Currently, the attackers using sophisticated tools to launch more dangerous attacks very quickly with a small amount of prerequisite technical knowledge of the system. An intrusion detection framework for smart-grid was proposed in [12]. The training and testing time can be significantly decreased by using a simplified set of features [13]. A filter-based feature selection model proposed [13,14] removing redundant and irrelevant features from the ISCX and NSL-KDD datasets. Umer et al. [5] deliberate techniques and challenges for flow-based intrusion detection. They categorize the available methods into a general-purpose, attack-based, technique-based, and scenario-based.

Sun et al. [15] proposed a flow-based IDS using TCP flow as the main criterion to detect and classify malicious behaviors using Benford’s law. Their analysis shows that each attack has a unique pattern, and using these patterns, they successfully categorize the normal flow and abnormal flow.
Many intrusion detection techniques rely on packets inspection and resource overwhelming in a high-speed network. AlErroud et al. [16] used contextual information to generate semantics links to detect suspicious network flows. Their prototype achieved promising results in detecting known and unknown attacks. These semantic links improve the detection rates for multi-steps attacks. Initially, the semantic links were static, but these semantic links can be dynamically updated to include suspicious network flow to detect novel attacks. Compromised machines are the main building blocks for various unlawful activities on the Internet. An intrusion detection system plays an essential role in detecting compromised devices. SSH is a typical application for identifying compromised machines because SSH can be used for remote server administration, and an adversary can get root access to the compromised machine via SSH service. Hofstede et al. [17] developed open-source flow-based software to detect compromised hosts and, subsequently, SSH dictionary attacks. They demonstrate their model in a lab environment and achieved satisfactory results. Satoh et al. [18] used flow features and machine learning algorithms to detect stealthy dictionary attacks over SSH. They used a campus network to evaluate their model and achieved improved accuracy with acceptable computational complexity. Zhang et al. [19] present a survey of anomaly-based intrusion detection techniques in a computer network. They divided all the methods into four categories: finite state machines, machine learning, classification, and statistical and describe available methodologies in these categories. Table 1 presents a summary of intrusion detection systems for IoT networks.

| References | Security Threat          | Detection Method | Validation Strategy | Placement Strategy |
|------------|--------------------------|------------------|---------------------|--------------------|
| [20]       | Man-in-the-middle        | Anomaly-based    | Simulation          | Centralized        |
| [21]       | Multiple Conventional attacks | Signature-based | --------             | --------            |
| [22]       | Routing attack           | Specification-based | Simulation       | Hybrid             |
| [23]       | DoS                      | Specification-based | Simulation       | -------            |
| [24]       | DoS                      | Signature-based   | Empirical           | Centralized        |
| [25]       | Routing attack           | Anomaly-based     | Simulation          | Centralized        |
| [26]       | Routing attack           | Hybrid            | Simulation          | Hybrid             |
| [27]       | Multiple Conventional attacks | Anomaly-based | --------             | --------            |
| [28]       | Multiple Conventional attacks | Signature-based | Hypothetical        | Centralized        |
| [29]       | Multiple Conventional attacks | Specification-based | Empirical       | Hybrid             |
| [30]       | Multiple Conventional attacks | Specification-based | Empirical       | Distributed         |
| [31]       | DoS                      | Signature-based   | Empirical           | Distributed         |
| [32]       | Routing attack and MITM  | Anomaly-based     | Simulation          | Distributed         |
| [33]       | Routing attack           | Hybrid            | Simulation          | Distributed         |
| [34]       | Conventional             | Anomaly-based     | Empirical           | Hybrid             |
| [35]       | Multiple Conventional attacks | Anomaly-based | --------             | -------            |
| [36]       | Routing attack           | Anomaly-based     | Simulation          | Hybrid             |

A limited number of IoT based intrusion detection dataset available as a result, several researchers, used traditional network datasets for evaluating their model for IoT networks. Many researchers used the KDD, UNSW-NB15, and CICIDS2017 dataset for evaluating their model for IoT networks. A traditional network dataset is not appropriate for IoT networks, because the IoT platform covers regular Internet, non-IP network, mobile network, cloud computing, fog computing, and sensor network. IoT devices also have limited processing and memory capability. Moustafa et al. [37] developed an IoT botnet dataset via legitimate and emulated IoT networks. Smart fridge, Weather station, Motion-activated lights, Smart thermostat, and Remotely activated garage door IoT services implemented using the Node-Red tool. A typical smart home configuration was designed that contains five IoT devices operated locally and connected to the cloud infrastructure via a Node-Red tool to generate normal traffic. Meidan et al. [38] developed an IoT botnet dataset. The dataset was generated using nine commercial IoT devices. The dataset contains 115 network features that provide a reliable normal, and malicious network flow. The dataset contains separate benign network traffic for each commercial device to ensure the normal network behavior of each device for the training purpose.
Jadidi and Sheikhan [39] proposed a flow-based anomaly detection system using Multi-Layers Prescription (MLP) via a gravitational search algorithm. Their model achieved an accuracy of 99.40% for known and unknown attacks. Casas et al. [40] proposed a flow-based anomaly detection system through multiple unsupervised density-based and sub-space clustering to classify a malicious flow. Tran and Jiang [41] proposed a hardware-based flow detection engine using the block-based neural network (BBNN). Their model achieved an improved detection rate with relatively better computation time due to the hardware-based implementation. Kanda et al. [42] developed an anomaly detection technique using entropy-based principal component analysis. They used the MAWI dataset for evaluating their model and achieved better results as compared with other anomaly detectors for the same dataset. An enhanced technique for anomaly detection proposed in [43] using KNN via a probability density function. The optimization techniques that they used are particle swarm optimization, harmony search, gravitational search, and bat algorithm to determine the most excellent value of K. Duque and Omar [44] proposed an intrusion detection model via K-means clustering and achieved a better detection rate, low false-positive, and false negative. They categorized network attacks into denial of service attacks, penetration attacks, and scanning attacks. Their proposed model analyzes and identifies the signature and behaviors of these attacks. Kumar and Kumar [45] combined the genetic algorithm and neural network methodology to detect anomalies. KDD99 and ISCX2012 datasets were used for evaluation. The ISCX2012 dataset achieved a 97% highest detection rate using the Multi-Layer Perception algorithm. Decision tree and neural network techniques were used [46] with reduced features of the KDD99 dataset. The model achieved a 95% detection rate for normal traffic and 92% for the intrusion.

3. IoT Hierarchical Architecture

IoT improved human life using pervasive technology. Smart infrastructure is an application area of the Internet of Things. Figure 2 shows a hierarchical architecture of IoT services in smart infrastructure. The architecture consists of four layers: application, service, network communication, and perception layer.

3.1. Application Layer

The application layer provides personalized facilities to the end-user. The user can access these services through a smart device. The application layer delivers smart services, as requested by the user. Table 2 presents commonly used protocols used for the development and deployment of IoT applications. The standard functionality of the application layer is to send and receive data to/from the IoT service layer, smart device administration, and override the IoT lower layers.

| Table 2. List of Application Layer Protocols for IoT. |
|------------------------------------------------------|
| 1. Constrained Application Protocol (CoAP)          |
| 2. Data Distribution Service (DDS)                  |
| 3. Advanced Message Queuing Protocol (AMQP)         |
| 4. Message Queue Telemetry Transport (MQTT)         |
| 5. Extensible Messaging and Presence Protocol (XMPP) |

3.2. Service Layer

The service layer provides computational power to the smart infrastructure, as well as analyzing and storing large amounts of IoT devices data. There are four categories of IoT services: identity services, information aggregation services, collaborative-aware services, and ubiquitous services. Functions performed by the service layer are cloud-based administration, application-to-application communication, anomaly detection, send/receive data to/from the application layer, and network layer.
3.3. Network Communication Layer

The network communication layer is responsible for communication between the perception layer and the service layer. The network communication layer includes communication protocols, network infrastructure, mobile networks, and the Internet. The protocols used by the network layer for communication with the IoT device are WirelessHART (Wireless Highway Addressable Remote Transducer Protocol), Bluetooth, ZigBee, WiMAX, Ethernet, IEEE 802.15.4, Wi-Fi, etc. The Protocols used by the network layer for communication with the service layer are SOAP (Simple Object Access Protocol), REST (Representational State Transfer), LWM2M (Lightweight Machine to Machine), DDS, CoAP, IBM MessagSight, Node.js, WebSocket, Ethernet, and HTTP. The network communication layer function includes device-to-device communication, anomaly detection, receiving data from the upper and lower layer, and pushing data to the upper layer and lower layer.

3.4. Perception Layer

The perception layer consists of devices that monitor, identify, and modify the physical world. The perception layer collects information from the physical world using IoT devices and provides communication with short-range IoT devices. Raspberry Pi, Apple Watch, Samsung Gear, Atlas Fitness Tracker, Garmin vivofit, Gadgeteer, etc. are commonly used IoT platforms. Commonly used perception layer protocols are Wi-Fi, ZigBee, Bluetooth, and Ethernet. Standard functions performed by the perception layer include device-to-device communication, anomaly detection, receive and send data from/to network communication layer, data encryption, and decryption.

4. Two-Level Flow-Based Anomalous Activity Detection System

Anomaly detection techniques become more attractive because of their capability to detect new attacks, but the main challenge is to identify these attacks correctly and on time. Some attacks in IoT networks appear to be identical, as in traditional Internet, but the scale and simplicity of these...
attacks are more significant due to the limited protection of IoT devices. In this paper, we proposed a two-level intrusion detection model for smart infrastructure. In our proposed approach, the network layer is responsible for training the level-1 model, analyze the IoT network traffic for malicious activity and forward the network flow to IoT Fog or Cloud layer to classify the category of an anomaly when the input flow detected as abnormal. The IDS at the network communication layer is responsible for classifying the network flow as normal or anomalous. The IDS at level-1 allows detecting a malicious activity near the smart infrastructure by optimizing local parameters. The level-1 IDS accelerates attack detection by getting the parameter locally. If the detected flow is anomalous, then the level-1 model transfers the flow to the level-2 model to identify the category of attack. Figure 3 shows a two-level flow-based intrusion detection model for IoT networks.

**Step-1**: Analyze the network flow from each IoT device. Use Wireshark or TCPdump to intercept network packets.

**Step-2**: Extract network features from the collected flow.

**Step-3**: Select flow-based features and useful general features.

**Step-4**: Generate training and test data. We used 60% data for training and 40% for testing.

**Step-5**: Train the level-1 model for binary classification. The proposed model uses a decision tree classifier at level-1 to classify the network traffic into normal traffic or anomalous traffic.

**Step-6**: Train the level-2 model to identify the category or subcategory of malicious flow. Random forest classifier used at level-2 to categorize the network flow received from the level-1 model. Figure 4 shows a detailed view of the two-level flow-based anomalous activity system for IoT networks.

![IoT Flow-Based Intrusion Detection Model](image-url)
5. Evaluation of Datasets

Many challenges are associated with datasets used for intrusion detection. Dataset information comes from three sources: CPU/memory usage, low-level system information or user command, and network data packets. KDD99 [47] and NSL-KDD [48] are the most commonly used datasets for validating intrusion detection systems. KKD99 is a comprehensively unbalanced dataset, because 80% of the dataset instances are anomalous, while a real network contains 99.99% normal traffic. User-2-Root and Root-2-Local attacks are infrequent attack classes in the KDD99 dataset. Training and testing dataset contains duplicate records that can produce bias results for DoS and normal classes. These deficiencies were removed in the NSL-KDD dataset. The training dataset contains 78% redundant instances, while the testing dataset contains 75% redundant records [48]. These redundant records cause machine learning algorithms to prevent learning uncommon instances and are biased towards more frequent instances. The redundant records also had an impact on the testing data, which produce biased results for a technique that has improved the detection rate on frequent records.

A systematic approach was used to generate the ISCX2012 dataset for FTP, POP3, IMAP, SSH, SMTP, and HTTP protocol [49]. The ISCX2012 dataset consists of seven days of network activity. Agents were programmed to simulate user behavior. The agents effectively mimic regular user activity. Multi-stage attack scenarios conceded to generate the abnormal portion of the dataset. These attacks launched in real-time via human assistance. The essential properties of the ISCX2012 dataset are (i) Realistic network traffic: a dataset should reveal network traffic properties. For this reason, traffic must behave and look as realistic as possible. (ii) Labeled dataset: The labeled dataset plays an important role in evaluating various machine learning mechanisms. (iii) Due to the increasing number of incidences, scope, fact, and density of attacks in recent years, diverse intrusion scenarios are considered during the creation of the dataset. The ISCX dataset has a minimal number of attacks, and a small number of network features were selected, and some of these features are not usable for machine learning algorithms.
The UNSW-NB15 [50] dataset was generated by the Australian defense force academy University of New South Wales. UNSW-NB15 reflect modern attack scenario and in-depth structured network traffic information. The main properties of the UNSW-NB15 dataset are 45 unique IP addresses, three networks, nine attack families, and 49 features. The UNSW-NB15 has several advantages compared to earlier intrusion detection datasets. It contains modern malicious and normal behavior, training and testing set probability distribution are similar, and flow-based features from the packet header and payload completely replicate the network packets. The CICIDS2017 [51] dataset that was developed at the Canadian Institute for Cybersecurity (CIC), University of New Brunswick Canada uses diverse attack scenarios, e.g., Brute Force, Heartbleed, Botnet, DoS, DDoS, Web, and Infiltration attack. The dataset traffic was generated for five days. The CICIDS2017 dataset’s main characteristics are complete network configuration; total traffic; labeled instances; complete interaction; complete capture; a more significant number of available protocols; attack diversity; heterogeneity; large number feature set; and, metadata. Table 3 shows a list of publicly available datasets that were used for anomaly detection systems or misuse detection systems.

Table 3. Intrusion Detection Domain Datasets.

| Abbreviation | Dataset Name                                      |
|--------------|---------------------------------------------------|
| 1            | UNM                                               |
|              | University of New Mexico Dataset                  |
| 2            | BSM98                                             |
|              | DARPA 1998 BSM Files                             |
| 3            | DARPA98                                           |
|              | DARPA 1998 TCPDump Files                         |
| 4            | BSM99                                             |
|              | DARPA 1999 BSM Files                             |
| 5            | DARPA99                                           |
|              | DARPA 1999 TCPDump Files                         |
| 6            | KDD99                                             |
|              | KDD99 Dataset                                     |
| 7            | UNIXDS                                            |
|              | UNIX User Dataset                                 |
| 8            | IES                                               |
|              | Internet Exploration Shootout Dataset             |
| 10           | NSL-KDD                                           |
|              | NSL KDD Dataset                                   |
| 11           | ISCX2012                                          |
|              | Information Security Centre of Excellence 2012 evaluation dataset |
| 12           | UNSW-NB15                                         |
|              | University of New South Wales IDS Dataset         |
| 13           | CICIDS2017                                        |
|              | Canadian Institute for Cybersecurity IDS dataset   |
| 14           | BoT-IoT                                           |
|              | BoT IoT Dataset                                   |

Malicious third parties have targeted IoT networks. A network intrusion detection system is a realistic protection mechanism for IoT networks. For this purpose, a well-structured IoT dataset is required to develop and validate the credibility of the intrusion detection system for IoT networks. An IoT Botnet dataset that was developed at the University of New South Wales Canberra, Australia [37] addresses the drawback of previously developed datasets, i.e., complete network information, diverse attack scenario, and accurate labeling. They extracted 46 network features and two label features for the IoT Botnet dataset. The IoT Botnet dataset has a limited number of flow features. The IoT Botnet dataset and the related Pcap files are publicly available [52]. We adopted a new dataset from the IoT Botnet dataset [52] using a network traffic flow analyzer [53] to increase and improve the number of flow features and the network features. The output of the traffic analyzer is the CSV file with 83 network traffic features. We select 17 flow-based and general features from our adopted IoT Botnet dataset.

New techniques and detection algorithms for intrusion detection required a well-designed dataset for IoT networks, which contains comprehensive modern normal network traffic as well as diverse intrusions scenario with an in-depth structured network traffic information. Our proposed IoT botnet dataset will provide a reference point for identifying anomalous activity across the IoT networks. The
IoT Botnet dataset can be accessed from [54]. The label feature identifies the network traffic as normal flow or anomalous flow, while the category label feature classifies the network traffic as Normal, DDoS, DoS, Reconnaissance, or Theft. The sub-category label feature identifies the network traffic as Normal, DDoS-HTTP, DDoS-TCP, DDoS-UDP, DoS-HTTP, DoS-TCP, DoS-TCP, OS-Fingerprint, Service-Scan, Keylogging, and Data-Exfiltration. Maximizing the detection rate by minimizing false positive and false negative rates is the primary objective of our proposed intrusion detection system model. Table 4 shows the flow-based features that were selected from the adopted IoT Botnet dataset.

| Feature Name | Feature Name |
|--------------|--------------|
| Src IP       | Flow IAT Min |
| Dst IP       | Fwd IAT Tot  |
| Dst Port     | Fwd IAT Mean |
| Protocol     | Subflow Fwd Pkts |
| Flow Duration| Subflow Fwd Byts |
| Flow Byts/s  | Subflow Bwd Pkts |
| Flow Pkts/s  | Subflow Bwd Byts |
| Flow IAT Mean| Label |
| Flow IAT Std | Cat |
| Flow IAT Max | Sub_Cat |

6. Results and Discussion

Supervised learning is a pivotal step in building a computational model for intrusion detection systems. Supervised learning divides the instances into previously determined classes. In this paper, we used the IoT Botnet dataset for our proposed model. The IoT Botnet dataset required a preprocessing process because the data types and the format of some attributes are not appropriate for machine learning algorithms. Therefore, before training, the IoT Botnet dataset non-numeric features have been converted into numeric features. The IoT Botnet dataset was normalized using the column normalization.

\[
\text{Column Normalization} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \quad (1)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (2)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (4)
\]

\[
\text{F Score} = \frac{2(\text{Precision} \cdot \text{Recall})}{\text{Precision} + \text{Recall}} \quad (5)
\]

Performance evaluation matrices for the machine learning algorithm is the critical step in measuring the success rate of a classification algorithm. However, various approaches have been widely utilized in the literature to select a better choice for prediction in specific applications. We used the Accuracy, Precision, Recall, and F score to evaluate our proposed model. Accuracy shows the number of correct predictions to the total number of predictions. Precision shows the intrusion predicted by IDS is an actual intrusion. High precision means a low false positive alarm. Precision is always measured for the intrusion class. Recall determining projected intrusion contrasted with all
The primary function of our proposed level-1 model is to classify the input flow correctly as normal flow or anomalous flow. A high Accuracy, Precision, Recall, and F score value will be achieved when a perfect classifier selected for intrusion detection. Therefore, a performance study accomplished to select the most excellent classification technique. We used a decision tree classifier for a level-1 model, which provides effective prediction performance. The proposed level-1 model achieved 100% Accuracy, Precision, Recall, and F score for the IoT Botnet dataset, as shown in Table 5; Table 6. We used various 3, 5, 10, and 15 folds cross-validation tests to evaluate the Accuracy, Precision, Recall, and F score of our proposed model. Table 7 shows 10-fold cross-validation tests for the IoT Botnet dataset. The result remains constant for binary classification of the IoT Botnet dataset.
6.2. Level-2 Model Prediction

The second function of our proposed model is to find the attack category or subcategory. We evaluate diverse classification methodologies to select an optimum classification technique for the proposed level-2 model. We used random forest classifier for the level-2 model. Figure 6 shows the Precision, Recall, and F Score of various classifiers using the IoT Botnet dataset. When the level-1 model classifies a network flow as an anomaly, then the flow will be forwarded to the level-2 model for further classification to find a category or subcategory of the detected anomaly. The Contingency Matrix for the category of IoT Botnet Dataset is presented in Table 8. The results of our prediction model for categorized and subcategorized attacks are presented in Tables 9 and 10 for the IoT Botnet dataset, respectively.

![Figure 6. Precision, Recall, and F Score for Top Rank Classifier for IoT Botnet Dataset.](image-url)

### Table 5. Contingency Matrix Label.

| Predicted Class | Classified → Normal | Anomaly |
|-----------------|---------------------|---------|
| Actual Class    | Normal              | 29,103  | 0       |
|                 | Anomaly             | 0       | 72,265  |

### Table 6. Precision, Recall, and F Score.

| Attack Type     | Accuracy | Precision | Recall | F Score |
|-----------------|----------|-----------|--------|---------|
| Normal          | 100      | 100       | 100    | 100     |
| Anomaly         | 100      | 100       | 100    | 100     |
| Average         | 100      | 100       | 100    | 100     |

### Table 7. Precision, Recall, and F Score for 10-Fold Cross-Validation.

| No. of Fold   | Precision | Recall | F Score |
|---------------|-----------|--------|---------|
| 3-Fold        | 99.99     | 99.99  | 99.99   |
| 5-Fold        | 99.99     | 99.99  | 99.99   |
| 10-Fold       | 99.99     | 99.99  | 99.99   |
| 15-Fold       | 99.99     | 99.99  | 99.99   |
| Average       | 99.99     | 99.99  | 99.99   |

### Figure 6. Precision, Recall, and F Score for Top Rank Classifier for IoT Botnet Dataset.
Table 8. Contingency Matrix for Category.

| Actual Class | Normal | DDoS | DoS | Reconnaissance | Theft |
|--------------|--------|------|-----|----------------|-------|
| Normal       | 22,103 | 0    | 0   | 0              | 0     |
| DDoS         | 0      | 26,754 | 8   | 6              | 1     |
| DoS          | 0      | 9    | 26,813 | 5       | 0     |
| Reconnaissance | 0   | 60  | 0     | 18,137        | 1     |
| Theft        | 0      | 0    | 0    | 1              | 159   |

Table 9. Accuracy Precision, Recall, and F Score for Category.

| Attack Type    | Accuracy | Precision | Recall | F Score |
|----------------|----------|-----------|--------|---------|
| Normal         | 100      | 100       | 100    | 100     |
| DDoS           | 99.00    | 100       | 99.00  | 99.00   |
| DoS            | 99.60    | 99.90     | 99.60  | 99.60   |
| Reconnaissance | 99.99    | 99.99     | 99.99  | 99.99   |
| Theft          | 99.60    | 99.90     | 99.60  | 99.90   |
| Average        | 99.80    | 99.90     | 99.75  | 99.80   |

Table 10. Accuracy, Precision, Recall, and F Score for Sub-Category.

| Attack Type          | Accuracy | Precision | Recall | F Score |
|----------------------|----------|-----------|--------|---------|
| Normal               | 100      | 100       | 100    | 100     |
| DDoS-HTTP            | 99.00    | 99.00     | 99.00  | 99.00   |
| DDoS-TCP             | 99.99    | 99.99     | 99.99  | 99.99   |
| DDoS-UDP             | 99.99    | 99.99     | 99.99  | 99.99   |
| DoS-HTTP             | 99.00    | 99.00     | 99.00  | 99.00   |
| DoS-TCP              | 99.99    | 99.99     | 99.99  | 99.99   |
| DoS-UDP              | 99.99    | 99.99     | 99.99  | 99.99   |
| OS Fingerprint       | 99.90    | 99.90     | 99.90  | 99.90   |
| Service_Scan         | 99.90    | 99.90     | 99.90  | 99.90   |
| Keylogging           | 99.99    | 91.00     | 95.00  | 93.00   |
| Data-Exfiltration    | 99.99    | 93.00     | 97.00  | 95.00   |
| Average              | 99.80    | 99.00     | 99.00  | 98.80   |

Accuracy, Precision, Recall, and F score for normal network traffic measured as 100%, DoS, and theft as 99.90, DDoS as 99.60, and reconnaissance as 99.99, as shown in Table 9. An average Accuracy, Precision, Recall, and F score value of 99.80% was achieved for the category and 99% for the Subcategory label. We used different K-folds cross-validation tests to check the overfitting of our proposed level-2 model. Tables 11 and 12 show 10-fold cross-validation tests for category and subcategory IoT Botnet Dataset, respectively. The average Accuracy, Precision, Recall, and F score for category and subcategory of the IoT Botnet dataset remains unchanged, as shown in Tables 11 and 12. Table 13 presents a comparison of the intrusion detection system for IoT networks. Many researchers used KDD, UNSW-NB15, and CICIDS2017 dataset for evaluating their model for IoT networks, as shown in Table 13. In this paper, we empirically select 17 flow and general features from the IoT botnet dataset to validate the proposed flow-based intrusion detection model for IoT networks. We have a considerable number of instances for many attack classes, but the features are limited in number. We did not use feature selection at this stage for our proposed flow-based anomalous activity detection model for IoT networks. One way to increase the accuracy of some attack classes is to generate more flow-based features and use a feature selection algorithm to remove irrelevant and redundant attributes from the dataset to improve the predictive power of a classification algorithm.
Table 11. Accuracy, Precision, Recall, and F Score for 10-Fold Cross-Validation.

| Attack Type       | Accuracy | Precision | Recall | F Score |
|-------------------|----------|-----------|--------|---------|
| Normal            | 100      | 100       | 100    | 100     |
| DDoS              | 99.60    | 99.50     | 99.50  | 99.50   |
| DoS               | 99.60    | 99.80     | 99.70  | 99.80   |
| Reconnaissance    | 99.99    | 99.99     | 99.99  | 99.99   |
| Theft             | 99.70    | 99.80     | 99.70  | 99.70   |
| **Average**       | 99.80    | 99.90     | 99.75  | 99.80   |

Table 12. Accuracy, Precision, Recall, and F Score for 10-Fold Cross-Validation.

| Attack Type       | Accuracy | Precision | Recall | F Score |
|-------------------|----------|-----------|--------|---------|
| Normal            | 100      | 100       | 100    | 100     |
| DDoS-HTTP         | 99.20    | 99.10     | 99.10  | 99.10   |
| DDoS-TCP          | 99.90    | 99.99     | 99.99  | 99.99   |
| DDoS-UDP          | 99.99    | 99.99     | 99.99  | 99.99   |
| DoS-HTTP          | 99.10    | 99.10     | 99.10  | 99.10   |
| DoS-TCP           | 99.99    | 99.99     | 99.99  | 99.99   |
| DoS-UDP           | 99.99    | 99.99     | 99.99  | 99.99   |
| OS Fingerprint    | 99.90    | 99.90     | 99.90  | 99.90   |
| Service_Scan      | 99.90    | 99.90     | 99.90  | 99.90   |
| Keylogging        | 99.99    | 91.00     | 95.20  | 93.20   |
| Data-Exfiltration | 99.99    | 93.10     | 97.10  | 95.10   |
| **Average**       | 99.80    | 99.00     | 99.00  | 98.80   |

Table 13. Intrusion Detection System IoT Networks.

| Attack Type     | Dataset       | Year | Classification | Accuracy | Precision | Recall | F-Score |
|-----------------|---------------|------|----------------|----------|-----------|--------|---------|
| DDoS            | CICIDS2017    | 2020 | Binary         | 99       | 99.20     | 99.30  | 99.30   |
| Multi           | UNSW-NB15     | 2020 | Multi Class    | 98.8     | ——        | ——     | ——      |
| Sybil           | ——–           | 2020 | Binary         | 94       | 93.5      | 90.1   | 97      |
| Multi           | Generated     | 2019 | Multi Class    | 98       | 95.9      | 96.3   | 96.1    |
| Multi           | BoT-IoT       | 2019 | Multi Class    | 95       | ——        | ——     | ——      |
| Multi           | NSL-KDD       | 2019 | Multi Class    | 98.19    | ——        | ——     | ——      |
| Multi           | UNSW-NB15     | 2019 | Multi Class    | 84       | ——        | ——     | ——      |
| Multi           | NSL-KDD       | 2019 | Multi Class    | 85.81    | ——        | ——     | ——      |
| Multi           | Generated     | 2018 | Multi Class    | ——       | 98        | 99     | 99      |
| Multi           | UNSW-NB15     | 2018 | Multi Class    | 89       | 87        | 88     | ——      |
| Multi           | CICIDS2017    | 2019 | Multi Class    | 99.80    | 98.68     | 92.76  | 95.04   |
| Multi           | NSL-KDD       | 2019 | Multi Class    | 86.95    | 89.56     | 87.25  | 88.41   |
| Multi           | DS2OS         | 2019 | Multi Class    | 99.4     | —         | —      | —       |
| Binary          | Generated     | 2018 | Binary         | ——       | 97.7      | 97.7   | 97.7    |
| ————            | WilLab        | 2020 | —              | 97.95    | —         | —      | —       |
| Multi           | ————          | 2020 | Multi Class    | 74.98    | 74.80     | 77.07  | —       |
| Blackhole       | Generated     | 2019 | Binary         | 97.2     | —         | —      | 97      |
| Proposed        | IoT Botnet    | 2020 | Multi Class    | 99.80    | 99        | 99     | 98.80   |

7. Conclusion and Future Work

In this work, we have developed a two-level flow-based anomalous activity detection system for IoT networks. The level-1 model categorizes the input flow as normal or anomalous, while the level-2 model classifies the category or subcategory of the anomalous flow. The flow-based features were empirically selected from the IoT Botnet dataset. Our proposed model achieved Accuracy, Precision, Recall, and F score of 100% for the level-1 model and 99.90 for the level-2 model. We used various K-fold cross-validation tests to evaluate the Accuracy, Precision, Recall, and F score of our proposed model. Our proposed model accomplished Accuracy, Precision, Recall, and F score of 100% for level-1 and 99.90 for the level-2 model via various K-fold cross-validation.
In future work, we plan to analyze the current model to improve the accuracy of insignificant classes of the IoT Botnet dataset.
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