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Abstract
The paper is concerned with different types of dispersal chosen by competing species. We introduce a model with the diffusion-type term $\nabla \cdot [a \nabla (u/P)]$ which includes some previously studied systems as special cases, where a positive space-dependent function $P$ can be interpreted as a chosen dispersal strategy. The well-known result that if the first species chooses $P$ proportional to the carrying capacity while the second does not then the first species will bring the second one to extinction, is also valid for this type of dispersal. However, we focus on the case when the ideal free distribution is attained as a combination of the two strategies adopted by the two species. Then there is a globally stable coexistence equilibrium, its uniqueness is justified. If both species choose the same dispersal strategy, non-proportional to the carrying capacity, then the influence of higher diffusion rates is negative, while of higher intrinsic growth rates is positive for survival in a competition. This extends the result of [J. Math. Biol. 37 (1) (1998), 61–83] for the regular diffusion to a more general type of dispersal.
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1. Introduction

The study of population dynamics started with the description of the total population size and its dynamics. However, taking into account the spatial structure is essential for understanding of invasion, survival and extinction of species. In order to involve movements in spatially distributed systems, the dispersal strategy should be specified. The ideas of spreading over the domain to avoid overcrowding combined with advection towards higher available resources were incorporated in the model in [1, 5, 6, 7, 8]. Dispersal design in [6] was based on the notion of the ideal free distribution, i.e. such distribution that any movement in an ideally distributed system will decrease the fitness of moving individuals. An ideal free distribution in a temporally constant but spatially heterogeneous environment is expected to be a solution of the system. There were several possible approaches to model dispersal in such a way that the ideal free distribution is a stationary solution of the equation, see, for example, [3, 6, 7, 8].

Most of the previous research [6, 7, 8, 9, 11, 12] was focused on evolutionarily stable strategies which provide advantages in a competition. This allowed to answer the question: what parameters or strategies should a spatially distributed population choose so that its habitat cannot be invaded.
by a species choosing alternative strategy and having other parameters? The effect of environ-
ment heterogeneity was studied in [15]. The case when a preferred diffusion strategy alleviated a
negative effect of less efficient resources exploitation leading to possible coexistence was recently
studied in [2]. However, the question how spatial distribution can promote coexistence compared
to homogeneous environment got much less attention. Coexistence of various species relying on
the same resources is quite common in nature. Survival of a certain population can be secured if it
finds a certain niche in the resource consumption. Adaptation of different parts of the habitat (for
example, shallow waters and deep waters) by two (or more) competing for resources populations
can lead to coexistence.

The purpose of this paper is two-fold.

1. The first goal is to unify different approaches to diffusion strategies and dispersal, for example,
the advection to better environments in [5] and the model where not the population density
but its ratio to locally available resources diffuses [3]. A type of dispersal which includes [3, 5]
is introduced in Section 2.

2. The second goal is to consider the case when dispersal strategies guarantee coexistence. If
the carrying capacity of the environment is a combination of these strategies, the ideal free
distribution is attained at the coexistence stationary solution where the first population can
be more abundant in some areas of the habitat, while the second one can be dense in other
areas. Altogether, the two populations use the resources in an optimal way, and the sum of
two densities coincides with the carrying capacity at any place of the spatial domain. This
coeexistence equilibrium is unique and globally attractive, see Section 3.

In addition, we extend the results of [9] to the case when the diffusion is not necessarily regular
but the diffusion strategy is the same for both species, and it is different from [3] where, as the
diffusion coefficient tends to infinity, the solution tends to the carrying capacity which coincides
with the ideal free distribution. If this is the case, higher diffusion coefficient leads to a disadvantage
in a competition. However, Section 4 also gives an alternative interpretation to this result: higher
intrinsic growth rates (assuming the two have the same dispersal strategy) give an evolutionary
advantage. Finally, Section 5 includes discussion of the results obtained and states some open
questions.

2. Dispersal Modeling

When choosing the type of diffusion, we focus on the ideal free distribution which is expected
to be a solution of the equation, in the absence of other species. A related idea is that there is a
movement towards higher available resources, not just lower densities, as the regular diffusion $\Delta u$
would suggest. For our modeling, we assume the null hypothesis that not $u$ but $u/P$ is subject to
advection or diffusion, where $P$ is a diffusion strategy chosen by a species whose density at time
t and point $x$ is $u(t, x)$. Here $P$ is a positive and smooth in the domain $\Omega$ function. Assuming
space-dependent rate of advection $a(x)$, we consider

$$\nabla \cdot \left[ a(x) \nabla \left( \frac{u(t, x)}{P(x)} \right) \right] = \nabla \cdot \left[ \frac{a(x)}{P(x)} \left( \nabla u(t, x) - u(t, x) \nabla \frac{P}{P} \right) \right]. \tag{2.1}$$

The space-distributed $P$ is treated as a diffusion strategy in the following sense: if $a(x) \to +\infty$,
the density $u(t, x)$ would be proportional to $P$, whatever growth law we choose. Accepting (2.1) as
a dispersal model, we consider the following system of two competing species obeying the logistic growth rule, with the Neumann boundary conditions

\[
\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla \cdot \left[ \frac{a_1(x)}{P(x)} \left( \nabla u(t, x) - u(t, x) \nabla P \right) \right] + r(x)u(t, x) \left( 1 - \frac{u(t, x) + v(t, x)}{K(x)} \right), \\
\frac{\partial v}{\partial t} &= \nabla \cdot \left[ \frac{a_2(x)}{Q(x)} \left( \nabla v(t, x) - v(t, x) \nabla Q \right) \right] + r(x)v(t, x) \left( 1 - \frac{u(t, x) + v(t, x)}{K(x)} \right), \\
\end{aligned}
\tag{2.2}
\]

\( t > 0, \ x \in \Omega, \)
\[ \frac{\partial u}{\partial n} - \frac{u(x)}{P(x)} \frac{\partial P}{\partial n} = \frac{\partial v}{\partial n} - \frac{v(x)}{Q(x)} \frac{\partial Q}{\partial n} = 0, \ x \in \partial \Omega, \]
\[ u(0, x) = u_0(x), \ v(0, x) = v_0(x), \ x \in \Omega. \]

Let us note that, for smooth positive \( P \) and \( Q \), the boundary conditions in (2.2) are equivalent to

\[ \frac{\partial}{\partial n} \left( \frac{u}{P} \right) = 0, \ \frac{\partial}{\partial n} \left( \frac{v}{Q} \right) = 0, \ x \in \partial \Omega. \tag{2.3} \]

The three most common particular cases are outlined below:

1. If either both \( P \) and \( a_1 \) or both \( Q \) and \( a_2 \) are constant, then either the first or the second equation incorporates a regular diffusion term \( d_1 \Delta u \) or \( d_2 \Delta v \), where \( d_1 = a_1/P \) or \( d_2 = a_2/Q \).

2. If \( a_1 \) is space-independent, in the first equation of (2.2) we obtain the type of dispersal \( \Delta(u/K) \). In the particular case when \( P \equiv K \) (or \( P \) is proportional to \( K \)) we have the term \( \Delta(u/K) \), first introduced in [3] and later considered in [11, 12]. If \( Q \) is constant, while \( a_2 \) is proportional to \( 1/K \), we have the dispersal type \( \nabla \cdot (\frac{1}{K} \nabla v) \) which was considered in [11, 12].

3. If \( a_1 = \mu_1 P, \ln P = \mu_2 K, \) where \( \mu_i, i = 1, 2 \) are space-independent, and \( r = K \), we obtain the directed advection model of the type

\[ \frac{\partial u}{\partial t} = \nabla \cdot [\mu \nabla u - \alpha u \nabla K] + u(K - u), \tag{2.4} \]

where \( \mu = \mu_1, \alpha = \mu_1 \mu_2 \). Equation (2.4) was considered in [1, 3, 6, 7, 8], see also references therein.

Thus, (2.2) generalizes most of earlier considered dispersal strategies. However, it should be mentioned that, for constant \( a_1/P \), there are publications where \( P \) is not assumed to be positive everywhere on \( \Omega \).

3. Directed Diffusion Competition Model

We assume that the domain \( \Omega \) is an open bounded region in \( \mathbb{R}^n \) with \( \partial \Omega \in C^{2+\beta} \), \( \beta > 0 \), the functions \( r(x), a_i(x), i = 1, 2, P(x), Q(x) \) and \( K(x) \) are continuous and positive on \( \overline{\Omega} \), moreover, \( a, P, Q \in C^2(\Omega) \).

Next, let us proceed to the study of stationary solutions (positive equilibria) of (2.2). Problem (2.2) is a monotone dynamical system [4, 18, 20]. If all equilibrium solutions but one are unstable, we would be able to conclude that the remaining equilibrium is globally asymptotically stable. We start with the trivial equilibrium, and, similarly to [11, 12], verify the following result.
Lemma 1. The zero solution of (2.2) is unstable; moreover, it is a repeller.

Let functions \( u^* \) and \( v^* \) be solutions of the single-species stationary models corresponding to the first and the second equations in (2.2)

\[
\nabla \cdot \left[ a_1(x) \nabla \left( \frac{u^*(x)}{P(x)} \right) \right] + r(x)u^*(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (u^*/P)}{\partial n} = 0, \quad x \in \partial \Omega, \tag{3.1}
\]

\[
\nabla \cdot \left[ a_2(x) \nabla \left( \frac{v^*(x)}{Q(x)} \right) \right] + r(x)v^*(x) \left( 1 - \frac{v^*(x)}{K(x)} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (v^*/Q)}{\partial n} = 0, \quad x \in \partial \Omega, \tag{3.2}
\]

respectively.

In future, we will need the following two auxiliary statements.

Lemma 2. Let \( u^* \) be a positive solution of (3.1), then

\[
\int_{\Omega} r(x)P(x) \left( \frac{u^*(x)}{K(x)} - 1 \right) dx = \int_{\Omega} \frac{a_1(x) |\nabla (u^*/P)|^2}{(u^*/P)^2} dx. \tag{3.3}
\]

If \( P(x) \) and \( K(x) \) are linearly independent on \( \Omega \), then

\[
\int_{\Omega} r(x)P(x) \left( \frac{u^*(x)}{K(x)} - 1 \right) dx > 0. \tag{3.4}
\]

Proof. Since \( u^* > 0 \) and \( P(x) > 0 \) for any \( x \in \Omega \), dividing equation (3.1) by \( u^*/P \), we obtain

\[
\nabla \cdot \left[ \frac{a_1 \nabla (u^*/P)}{(u^*/P)} \right] + r(x)P(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (u^*/P)}{\partial n} = 0, \quad x \in \partial \Omega \tag{3.5}
\]

Integrating (3.5) over the domain \( \Omega \) using boundary conditions in (3.5), we have

\[
\int_{\Omega} \frac{a_1 |\nabla (u^*/P)|^2}{(u^*/P)^2} dx + \int_{\Omega} r(x)P(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) dx = 0 \tag{3.6}
\]

Therefore

\[
\int_{\Omega} r(x)P(x) \left( \frac{u^*(x)}{K(x)} - 1 \right) dx = \int_{\Omega} \frac{a_1(x) |\nabla (u^*/P)|^2}{(u^*/P)^2} dx > 0, \tag{3.7}
\]

unless \( u^*/P \) is identically equal to a positive constant. However, substituting \( u^*(x) = cP(x) \) into (3.1), we obtain \( cP(x) \equiv K(x), \; x \in \Omega \), which contradicts our assumption that \( P \) and \( K \) are linearly independent on \( \Omega \).

A similar result is valid for \( v^* \) whenever \( Q \) and \( K \) are linearly independent.

The analogues of the following statements for less general diffusion types were obtained in [11, 12], for completeness we present the proof here.

Lemma 3. Suppose that \( u^* \) is a positive solution of (3.1), while \( P(x) \) and \( K(x) \) satisfy

\[
\nabla \cdot \left[ a_1(x) \nabla (K(x)/P(x)) \right] \neq 0 \; \text{on} \; \Omega. \tag{3.8}
\]

Then

\[
\int_{\Omega} r(x)K(x) dx > \int_{\Omega} r(x)u^*(x) dx.
\]
Proof. Substituting \( u = u^* \) and \( v \equiv 0 \) in the first equation of (2.2) and integrating over \( \Omega \), using the boundary conditions gives

\[
0 = \int_{\Omega} ru^* \left( 1 - \frac{u^*}{K} \right) \, dx = - \int_{\Omega} rK \left( 1 - \frac{u^*}{K} \right)^2 \, dx + \int_{\Omega} rK \left( 1 - \frac{u^*}{K} \right) \, dx.
\]

Since the first integral in the right-hand side is non-positive, the second integral is non-negative. Moreover, it is positive unless \( u^* \equiv K \) which would imply \( \nabla \cdot [a_1(x) \nabla (K(x)/P(x))] \equiv 0 \) on \( \Omega \). The contradiction justifies inequality (3.8).

Also, if \( \nabla \cdot [a_2(x) \nabla (K(x)/Q(x))] \neq 0 \) on \( \Omega \), we have

\[
\int_{\Omega} r(x)K(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) \, dx > 0. \tag{3.9}
\]

Similarly to Lemma 3, the following result is justified.

Lemma 4. Suppose that \( (u_s, v_s) \) is a positive stationary solution of (2.2), such that \( u_s(x) + v_s(x) \neq K(x) \). Then

\[
\int_{\Omega} r(x)K(x) \left( 1 - \frac{u_s(x) + v_s(x)}{K(x)} \right) \, dx > 0. \tag{3.10}
\]

Lemma 5. Suppose that \( P, K \) and \( Q, K \) are two pairs of linearly independent on \( \Omega \) functions, while \( K(x) \equiv \alpha P + \beta Q \) for some \( \alpha > 0, \beta > 0 \). Then the semi-trivial steady state \( (u^*(x), 0) \) of (2.2) is unstable.

Proof. Consider the eigenvalue problem associated with the second equation in (2.2) around the equilibrium \( (u^*(x), 0) \)

\[
\nabla \cdot [a_2(x) \nabla \left( \frac{\psi(x)}{Q(x)} \right)] + r(x)\psi(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) = \sigma \psi(x), \quad x \in \Omega, \quad \frac{\partial(\psi/Q)}{\partial n} = 0, \quad x \in \partial \Omega \tag{3.11}
\]

The principal eigenvalue of (3.11) is defined as

\[
\sigma_1 = \sup_{\psi \neq 0, \psi \in W^{1,2}} \left[ - \int_{\Omega} a_2(x) \nabla \left( \frac{\psi}{Q} \right)^2 \, dx + \int_{\Omega} r(x) \frac{\psi^2}{Q} \left( 1 - \frac{u^*}{K} \right) \, dx \right] \left/ \int_{\Omega} \frac{\psi^2}{Q} \, dx \right. .
\]

Choosing \( \psi(x) = \sqrt{\beta} Q(x) \) and denoting \( M := \int_{\Omega} \beta Q(x) \, dx \), we observe that the principal eigenvalue is not less than

\[
\sigma_1 \geq \frac{1}{M} \int_{\Omega} r(x) \beta Q(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) \, dx
\]

\[
= \frac{1}{M} \int_{\Omega} r(x)(K(x) - \alpha P(x)) \left( 1 - \frac{u^*(x)}{K(x)} \right) \, dx
\]

\[
= \frac{1}{M} \int_{\Omega} r(x)K(x) \left( 1 - \frac{u^*(x)}{K(x)} \right) \, dx + \frac{\alpha}{M} \int_{\Omega} r(x)P(x) \left( \frac{u^*(x)}{K(x)} - 1 \right) \, dx > 0,
\]
since the first term is non-negative by Lemma 3 while the second is positive by Lemma 2. Therefore, \( \sigma_1 \) is positive, and the semi-trivial steady state \( (u^*(x), 0) \) of (2.2) is unstable.

Similarly, we obtain that, under the assumptions of Lemma 5 \( (0, v^*(x)) \) is also unstable.

**Lemma 6.** Suppose that \( P \equiv K \), while \( K \) and \( Q \) are linearly independent on \( \Omega \). Then the semi-trivial steady state \( (0, v^*(x)) \) of (2.2) is unstable.

**Lemma 7.** Assume that \( P(x) \) and \( Q(x) \) are linearly independent on \( \Omega \), and \( K(x) \equiv \alpha P + \beta Q \), with \( \alpha > 0, \beta > 0 \). Then the system (2.2) has a unique positive coexistence equilibrium \( (u_s, v_s) \equiv (\alpha P(x), \beta Q(x)) \).

**Proof.** A stationary solution \( (u_s, v_s) \) of system (2.2) satisfies

\[
\begin{align*}
\nabla \cdot \left[ a_1(x) \nabla \left( \frac{u_s(x)}{P(x)} \right) \right] + r(x) u_s(x) \left( 1 - \frac{u_s(x) + v_s(x)}{K(x)} \right) &= 0, \quad x \in \Omega, \\
\nabla \cdot \left[ a_2(x) \nabla \left( \frac{v_s(x)}{Q(x)} \right) \right] + r(x) v_s(x) \left( 1 - \frac{u_s(x) + v_s(x)}{K(x)} \right) &= 0, \quad x \in \Omega, \\
\frac{\partial (u_s/P)}{\partial n} = \frac{\partial (v_s/Q)}{\partial n} &= 0, \quad x \in \partial \Omega.
\end{align*}
\]

(3.12)

The direct substitution, due to \( K(x) \equiv \alpha P + \beta Q \), immediately implies that \( (\alpha P(x), \beta Q(x)) \) is a coexistence stationary solution of (3.12). To show the uniqueness, assume that \( (u_s, v_s) \neq (\alpha P(x), \beta Q(x)) \) is a coexistence equilibrium satisfying (3.12).

Adding the first two equations of (3.12), integrating over \( \Omega \) and taking into account the Neumann boundary conditions, we have

\[
\int_{\Omega} r(u_s + v_s) \left( 1 - \frac{u_s + v_s}{K} \right) \, dx = 0,
\]

(3.13)

which implies

\[
\int_{\Omega} rK \left( 1 - \frac{u_s + v_s}{K} \right) \, dx = \int_{\Omega} rK \left( 1 - \frac{u_s + v_s}{K} \right)^2 \, dx > 0,
\]

(3.14)

unless \( u_s + v_s \equiv K \). However, if \( u_s + v_s \equiv K \), the function \( w_s = u_s/P \) should satisfy

\[
\nabla \cdot (a_1(x) \nabla w_s) = 0, \quad x \in \Omega, \quad \partial w_s/\partial n = 0, \quad x \in \partial \Omega,
\]

and thus \( w_s \) is constant by the Maximum Principle [16, Theorem 3.6], which means that \( u_s/P \) is constant on \( \Omega \). Similarly, \( v_s/Q \) is constant on \( \Omega \). From the fact that \( K = \alpha P + \beta Q \) is the only possible representation of \( K \) as a linear combination of \( P, Q \) (otherwise, \( P \) and \( Q \) are linearly dependent), we obtain \( u_s = \alpha P, v_s = \beta Q \).

Further, dividing the second equation of (3.12) by \( v_s/Q \) and integrating over \( \Omega \), we obtain

\[
\int_{\Omega} rQ \left( \frac{u_s + v_s}{K} - 1 \right) \, dx = \int_{\Omega} a_2 \frac{\left| \nabla (v_s/Q) \right|^2}{(v_s/Q)^2} \, dx \geq 0.
\]

(3.15)

Next, let \( u_s + v_s \neq K \). Consider the eigenvalue problem

\[
\nabla \cdot \left[ a_1 \nabla \left( \frac{\phi}{P} \right) \right] + r\phi \left( 1 - \frac{u_s + v_s}{K} \right) = \sigma \phi, \quad x \in \Omega, \quad -\frac{\partial (\phi/P)}{\partial n} = 0, \quad x \in \partial \Omega.
\]

(3.16)
Its principal eigenvalue $\sigma_1$ is given by

$$\sigma_1 = \sup_{\phi \neq 0, \phi \in W^{1,2}} \left[ - \int_\Omega a_1 |\nabla (\phi/P)|^2 \, dx + \int_\Omega r(x) \frac{\phi^2}{P} \left( 1 - \frac{u_s + v_s}{K} \right) \, dx \right] / \int_\Omega \frac{\phi^2}{P} \, dx$$

Consider $\phi(x) = \sqrt{\alpha} P(x)$. Since $\alpha P = K - \beta Q$, we have

$$\sigma_1 \geq \int_\Omega r(K - \beta Q) \left( 1 - \frac{u_s + v_s}{K} \right) \, dx / \int_\Omega \alpha P \, dx$$

However, the numerator in the right-hand side equals

$$\int_\Omega rK \left( 1 - \frac{u_s + v_s}{K} \right) \, dx + \beta \int_\Omega rQ \left( \frac{u_s + v_s}{K} - 1 \right) \, dx > 0,$$

from (3.14) and (3.15), thus $\sigma_1 > 0$. However, $u_s$ is the solution of

$$\nabla \cdot \left[ a_1 \nabla \left( \frac{u_s}{P} \right) \right] + ru_s \left( 1 - \frac{u_s + v_s}{K} \right) = 0, \quad x \in \Omega,$$

$$\frac{\partial (u_s/P)}{\partial n} = 0, \quad x \in \partial \Omega$$

and thus is a positive principal eigenfunction of (3.16) associated with the principal eigenvalue 0. Thus $(u_s, v_s) = (\alpha P(x), \beta Q(x))$ is the unique coexistence solution of (2.2), whenever $K(x) = \alpha P(x) + \beta Q(x)$ and $P, Q$ are linearly independent.

Using Lemma 4 and the same scheme as in the proof of Lemma 7, we obtain

**Lemma 8.** Assume that $P(x)/K(x)$ is constant on $\Omega$ and $Q(x), K(x)$ are linearly independent, then the system (2.2) has no coexistence equilibrium.

Under the assumptions of Lemma 8, system (2.2) has the semi-trivial equilibrium $(K, 0)$.

We recall that, according to the theory of monotone dynamical systems, once the trivial equilibrium is a repeller, both semi-trivial equilibrium solutions are unstable, the coexistence equilibrium is globally asymptotically stable.

**Theorem 1.** Let $P(x)$ and $Q(x)$ be linearly independent on $\Omega$, and $K(x) \equiv \alpha P + \beta Q$, where $\alpha > 0$, $\beta > 0$. Then the unique coexistence solution $(u_s, v_s) \equiv (\alpha P(x), \beta Q(x))$ of (2.2) is globally asymptotically stable.

Note that once the trivial equilibrium is a repeller, there is no coexistence equilibrium and one of the two semi-trivial equilibrium solutions is unstable, the other one is globally asymptotically stable. Using Lemmata 6 and 8, we can prove the following result.

**Theorem 2.** Let $P(x)/K(x)$ be constant, $P$ and $Q$ be linearly independent on $\Omega$. Then the semi-trivial equilibrium $(K(x), 0)$ of (2.2) is globally asymptotically stable.
4. Influence of Diffusion Coefficients and Intrinsic Growth Rates on Competition Outcome

Further, we study the dependency of the scenario (competitive exclusion or coexistence) in the case when \( K \) is not in a positive hull of \( P \) and \( Q \). To this end, we assume that \( a_1 \) and \( a_2 \) are proportional, and \( r \) is multiplied by two different constants

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \nabla \cdot \left[ \frac{d_1 a(x)}{P(x)} \left( \nabla u(t,x) - u(t,x) \frac{\nabla P}{P} \right) \right] + r_1 r(x) u(t,x) \left( 1 - \frac{u(t,x) + v(t,x)}{K(x)} \right), \\
\frac{\partial v}{\partial t} &= \nabla \cdot \left[ \frac{d_2 a(x)}{Q(x)} \left( \nabla v(t,x) - v(t,x) \frac{\nabla Q}{Q} \right) \right] + r_2 r(x) v(t,x) \left( 1 - \frac{u(t,x) + v(t,x)}{K(x)} \right),
\end{align*}
\]

(4.1)

\( t > 0, \ x \in \Omega, \)

\[
\frac{\partial u}{\partial n} - u \frac{\partial P}{\partial n} = \frac{\partial v}{\partial n} - v \frac{\partial Q}{\partial n} = 0, \ x \in \partial \Omega,
\]

(4.2)

\( u(0,x) = u_0(x), \ v(0,x) = v_0(x), \ x \in \Omega. \)

Lemma 9. Let \( K, P \) and \( Q \) be linearly independent, \( d_2 \) and \( r_2 \) be fixed. Then, for a fixed \( r_1 \) there is \( d^* \) such that for \( d_1 < d^* \), the semi-trivial equilibrium \((0,v^*)\) is unstable. For a fixed \( d_1 \), there is \( r^* \) such that for \( r_1 > r^* \), the semi-trivial equilibrium \((0,v^*)\) of (4.1) is unstable.

Proof. Consider the eigenvalue problem associated with the first equation in (4.1) around \((0,v^*)\)

\[
\nabla \cdot \left[ \frac{d_1 a(x)}{P(x)} \nabla \left( \frac{\phi(x)}{P(x)} \right) \right] + r_1 r(x) \phi(x) \left( 1 - \frac{v^*(x)}{K(x)} \right) = \sigma \phi(x), \ x \in \Omega, \ \frac{\partial \phi}{\partial n} = 0, \ x \in \partial \Omega.
\]

(4.2)

The principal eigenvalue of (4.2) is defined as

\[
\sigma_1 = \sup_{\phi \neq 0, \phi \in \mathbb{W}^{1,2}} \left[ - \int_{\Omega} d_1 a |\nabla (\phi/P)|^2 dx + \int_{\Omega} r_1 r(x) \frac{\phi^2}{P} \left( 1 - \frac{v^*}{K} \right) dx \right] / \int_{\Omega} \frac{\phi^2}{P} dx,
\]

and the semi-trivial equilibrium \((0,v^*)\) is unstable if we can find \( \phi \) such that the expression in the right hand side is positive. Taking \( \phi = \sqrt{K/P} \) and using the fact that for linearly independent \( K, Q \)

\[
M := \int_{\Omega} r(x) K(x) \left( 1 - \frac{v^*}{K} \right) dx > 0
\]

we obtain that

\[
- \int_{\Omega} d_1 a |\nabla (\phi/P)|^2 dx + \int_{\Omega} r_1 r(x) \frac{\phi^2}{P} \left( 1 - \frac{v^*}{K} \right) dx = - \int_{\Omega} d_1 a |\nabla (\sqrt{K/P})|^2 dx + r_1 M > 0
\]

whenever either

\[
d_1 < d^* := r_1 M \left( \int_{\Omega} a |\nabla (\sqrt{K/P})|^2 dx \right)^{-1}
\]

or

\[
r_1 > r^* := \frac{d_1 M}{M} \int_{\Omega} a |\nabla (\sqrt{K/P})|^2 dx,
\]

which concludes the proof. \( \square \)
Similarly, for fixed $r_1$ and $d_1$, for any fixed $r_2$ we can find $d^*$ and for any fixed $d_2$ there is $r^*$ such that for $d_2 < d^*$ or $r_2 > r^*$, respectively, the equilibrium $(u^*, 0)$ is unstable, and the second species survives. Thus, by either slowing its dispersal speed or increasing its intrinsic growth rate, the species can provide its survival, unless the other chooses the optimal strategy proportional to $K$.

However, from Lemma 9 we cannot conclude that for small $d_i$ there is coexistence, as well as for large $r_i$, since the semi-trivial solutions depend on these constants.

Next, let us consider the cases when both populations have the same diffusion strategy with $P(x) \equiv Q(x)$, which is linearly independent of $K(x)$.

**Lemma 10.** Let $a_1(x) = a_2(x) = a(x)$, $P(x) \equiv Q(x)$ satisfy

$$\nabla \cdot \left[ a \nabla \left( \frac{K}{P} \right) \right] \neq 0, \quad x \in \Omega, \quad (4.3)$$

$r_1 = r_2 = 1$, $d_1 < d_2$. Then there is no coexistence equilibrium of (2.2).  

**Proof.** We assume that there is a coexistence equilibrium $(u_s, v_s)$. Following the proof of Lemma 7 consider the eigenvalue problems

$$\nabla \cdot \left[ d_1 a(x) \nabla \left( \frac{\phi(x)}{P(x)} \right) \right] + r \phi(x) \left( 1 - \frac{u_s + v_s}{K} \right) = \sigma \phi(x), \quad x \in \Omega, \quad \frac{\partial \phi}{\partial n} = 0, \quad x \in \partial \Omega \quad (4.4)$$

and

$$\nabla \cdot \left[ d_2 a(x) \nabla \left( \frac{\psi(x)}{P(x)} \right) \right] + r \psi(x) \left( 1 - \frac{u_s + v_s}{K} \right) = \sigma \psi(x), \quad x \in \Omega, \quad \frac{\partial \psi}{\partial n} = 0, \quad x \in \partial \Omega. \quad (4.5)$$

The principal eigenvalue $\tilde{\sigma}_1$ of (4.5) is defined as

$$\tilde{\sigma}_1 = \sup_{\psi \neq 0, \psi \in W^{1,2}} \left[ - \int_\Omega d_2 a |\nabla (\psi / P)|^2 \, dx + \int_\Omega r \frac{\psi^2}{P} \left( 1 - \frac{u_s + v_s}{K} \right) \, dx \right] / \int_\Omega \frac{\psi^2}{P} \, dx. \quad (4.6)$$

However, since $(u_s, v_s)$ is an equilibrium solution, the function $v_s$ satisfies

$$\nabla \cdot \left[ d_2 a \nabla \left( \frac{v_s}{P} \right) \right] + r v_s \left( 1 - \frac{u_s + v_s}{K} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (v_s / P)}{\partial n} = 0, \quad x \in \partial \Omega$$

and is consequently a positive principal eigenfunction of (4.5) corresponding to the principal eigenvalue $\tilde{\sigma}_1 = 0$. According to (4.6),

$$- \int_\Omega d_2 a |\nabla (v_s / P)|^2 \, dx + \int_\Omega r \frac{v_s^2}{P} \left( 1 - \frac{u_s + v_s}{K} \right) \, dx = 0 \quad (4.7)$$

Also, as $(u_s, v_s)$ is an equilibrium solution, $u_s$ satisfies

$$\nabla \cdot \left[ d_1 a \nabla \left( \frac{u_s}{P} \right) \right] + r u_s \left( 1 - \frac{u_s + v_s}{K} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (u_s / P)}{\partial n} = 0, \quad x \in \partial \Omega,$$
The principal eigenvalue $\sigma_1$ of (4.4) is defined as
\[
\sigma_1 = \sup_{\phi \neq 0, \phi \in W^{1,2}} \left[ - \int_\Omega d_1 a |\nabla (\phi/P)|^2 dx + \int_\Omega r \phi^2 \left( 1 - \frac{u_s + v_s}{K} \right) dx \right] / \int_\Omega \phi^2 dx. \tag{4.8}
\]
Substituting $\phi = v_s$ we get by (4.7)
\[
- \int_\Omega d_1 a |\nabla (v_s/P)|^2 dx + \int_\Omega r v_s^2 \left( 1 - \frac{u_s + v_s}{K} \right) dx = (d_2 - d_1) \int_\Omega a |\nabla (v_s/P)|^2 dx > 0,
\]
unless $v_s/P$ is constant. However, $v_s/P \equiv \alpha$ implies $u_s + v_s \equiv K$ on $\Omega$. Substituting $u_s = K - \alpha P$ in the first equation of (2.2) yields on $\Omega$ that
\[
0 = \nabla \cdot \left[ d_2 a \nabla \left( \frac{u_s}{P} \right) \right] + r u_s \left( 1 - \frac{u_s + v_s}{K} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (u_s/P)}{\partial n} = 0, \quad x \in \partial \Omega,
\]
which contradicts to (4.3) in the assumption of the lemma. Thus $\sigma_1 > 0$. Let us note that $u_s$ satisfies
\[
\nabla \cdot \left[ d_1 a \nabla \left( \frac{u_s}{P} \right) \right] + r u_s \left( 1 - \frac{u_s + v_s}{K} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (u_s/P)}{\partial n} = 0, \quad x \in \partial \Omega
\]
and thus is the positive principal eigenfunction of (4.4) corresponding to the principal eigenvalue $\sigma_1 = 0$. The contradiction proves that there is no coexistence equilibrium. \hfill \Box

Lemma 11. Let $P(x) \equiv Q(x)$ be non-proportional to $K(x)$ on $\Omega$, $r_1 = r_2 = 1$, $d_1 < d_2$. Then the semi-trivial equilibrium $(0, v^*)$ of (4.1) is unstable.

Proof. The semi-trivial equilibrium $(0, v^*)$ is a solution of the problem
\[
\nabla \cdot \left[ d_2 a \nabla \left( \frac{\psi(x)}{P(x)} \right) \right] + r \psi(x) \left( 1 - \frac{v^*}{K} \right) = \sigma \psi(x), \quad x \in \Omega, \quad \frac{\partial \psi/P}{\partial n} = 0, \quad x \in \partial \Omega \tag{4.9}
\]
and thus $v^*$ is a positive principal eigenfunction corresponding to the zero eigenvalue of the problem
\[
\nabla \cdot \left[ d_2 a \nabla \left( \frac{v^*(x)}{P(x)} \right) \right] + rv^*(x) \left( 1 - \frac{v^*}{K} \right) = 0, \quad x \in \Omega, \quad \frac{\partial (v^*/P)}{\partial n} = 0, \quad x \in \partial \Omega. \tag{4.10}
\]
Integrating over $\Omega$ and using the boundary conditions, we obtain
\[
- \int_\Omega d_2 a |\nabla (v^*/P)|^2 dx + \int_\Omega r (v^*)^2 \left( 1 - \frac{v^*}{K} \right) dx = 0. \tag{4.11}
\]
To explore local stability, we notice that the linearization at \((0, v^*)\) has the form (see, for example, [11])

\[
\begin{align*}
\frac{\partial u(t, x)}{\partial t} &= \nabla \cdot \left[ d_1 a(x) \nabla \left( \frac{u(t, x)}{P(x)} \right) \right] + r(x) u(t, x) \left( 1 - \frac{v^*(x)}{K(x)} \right), \\
\frac{\partial v(t, x)}{\partial t} &= \nabla \cdot \left[ d_2 a(x) \nabla \left( \frac{v(t, x)}{P(x)} \right) \right] + r(x) v(t, x) \left( 1 - \frac{2v^*(x)}{K(x)} \right) - r(x) v^*(x) \frac{a(t, x)}{K(x)}, \\
\text{for } t > 0, \ x \in \Omega, \\
\frac{\partial (u/P)}{\partial n} = \frac{\partial (v/P)}{\partial n} &= 0, \ x \in \partial \Omega
\end{align*}
\]

and study the associated eigenvalue problems

\[
\begin{align*}
\nabla \cdot \left[ d_1 a(x) \nabla \left( \frac{\phi(x)}{P(x)} \right) \right] + r(x) \phi(x) \left( 1 - \frac{v^*(x)}{K(x)} \right) &= \sigma \phi(x), \ x \in \Omega, \\
\frac{\partial (\phi/P)}{\partial n} &= 0, \ x \in \partial \Omega, \tag{4.12} \\
\nabla \cdot \left[ d_2 a(x) \nabla \left( \frac{\psi(x)}{P(x)} \right) \right] + r(x) \psi(x) \left( 1 - \frac{2v^*(x)}{K(x)} \right) - r(x) v^*(x) \frac{\phi(x)}{K(x)} &= \sigma \psi(x), \ x \in \Omega, \\
\frac{\partial (\psi/P)}{\partial n} &= 0, \ x \in \partial \Omega. \tag{4.13}
\end{align*}
\]

The principal eigenvalue \(\sigma_1\) of (4.12) satisfies [4]

\[
\sigma_1 = \sup_{\phi \neq 0, \phi \in W^{1,2}} \left[ - \int_\Omega d_1 a |\nabla (\phi/P)|^2 \, dx + \int_\Omega r \frac{\phi^2}{P} \left( 1 - \frac{v^*}{K} \right) \, dx \right] / \int_\Omega \frac{\phi^2}{P} \, dx.
\]

Substituting \(\phi = v^*\), we obtain using (4.11)

\[
\sigma_1 \geq \left[ - \int_\Omega d_1 a |\nabla (v^*/P)|^2 \, dx + \int_\Omega r \frac{(v^*)^2}{P} \left( 1 - \frac{v^*}{K} \right) \, dx \right] / \int_\Omega \frac{(v^*)^2}{P} \, dx.
\]

However,

\[
- \int_\Omega d_1 a |\nabla (v^*/P)|^2 \, dx + \int_\Omega r \frac{(v^*)^2}{P} \left( 1 - \frac{v^*}{K} \right) \, dx = (d_2 - d_1) \int_\Omega a |\nabla (v^*/P)|^2 \, dx + \left[ - \int_\Omega d_2 a |\nabla (v^*/P)|^2 \, dx + \int_\Omega r \frac{(v^*)^2}{P} \left( 1 - \frac{v^*}{K} \right) \, dx \right] = (d_2 - d_1) \int_\Omega a |\nabla (v^*/P)|^2 \, dx + 0 > 0,
\]

as \(v^*/P\) is non-constant. In fact, assuming constant \(v^*/P \equiv \alpha\), we obtain from (4.10) that

\[rv^*(x) \left( 1 - \frac{v^*}{K} \right) = 0 \text{ for any } x \in \Omega, \text{ or } v^* \equiv K \equiv \alpha P, \]

which contradicts the assumption of the lemma that \(P\) is not proportional to \(K\) on \(\Omega\).

Therefore the principal eigenvalue of the linearized problem is positive, which implies that the equilibrium \((0, v^*)\) is unstable and concludes the proof. \(\square\)
Remark 1. The assumption that \( P \) is not proportional to \( K \) on \( \Omega \) is a particular case of assumption (4.3). If we assume a constant \( a(x) \) in \( \Omega \), condition (4.3) means that the function \( K(x)/P(x) \) is not a harmonic function on \( \Omega \), compared to being non-constant.

Theorem 3. Let \( P(x) \equiv Q(x) \) be non-proportional to \( K(x) \) on \( \Omega \), \( r_1 = r_2 = 1, d_1 < d_2 \). Then the semi-trivial equilibrium \((u^*(x), 0)\) of (4.1) is globally asymptotically stable.

Remark 2. Theorem 3 generalizes the results of [9] to a more general type of diffusion in the case of two species. Let us also note that, in the absence of diffusion, the solution of each single-species equation in (4.1) is \( K \). The higher the diffusion is, the more the stationary solution deviates from \( K \).

Similarly, the following result is obtained.

Theorem 4. Let \( P(x) \equiv Q(x) \) be non-proportional to \( K(x) \) on \( \Omega \), \( r_1 > r_2, d_1 = d_2 = 1 \). Then the semi-trivial equilibrium \((u^*(x), 0)\) of (4.1) is globally asymptotically stable.

5. Discussion

Our attempt to find the type of dispersal which includes previously known models as special cases, initiates the following question: what is the flexibility of strategies that can lead to the ideal free distribution as a stationary solution? For example, in [2, 3, 10, 11, 12, 13] in the term \( \Delta(u/P) \) the dispersal strategy \( P \) was usually chosen as \( P \equiv K \) guaranteeing that \( K \) is a (globally stable) positive solution of the equation. However, if \( P(x) \equiv K(x)/h(x) \), where \( h \) is any harmonic function on \( \Omega \), \( K \) is still a solution. The boundary conditions give that the normal derivative of \( h \) on the boundary vanishes which by the Maximum Principle reduces all acceptable strategies to \( P(x) \equiv \alpha K(x), \alpha > 0 \). However, the constant \( \alpha \) can be taken as a part of the diffusion coefficient, so the strategy \( P \equiv K \) is to some extent a unique optimal strategy.

The results of Section 4 extend the findings of [9] to a more general type of diffusion and outline the coupling of the two parameters involved in the system: diffusion coefficients and intrinsic growth rates. The system of two equations, with the same intrinsic growth rates and \( \alpha \) times smaller diffusion coefficient in the first equation has the same stationary semi-trivial or coexistence solution as the system with the same diffusion coefficient and \( \alpha \) times larger intrinsic growth rate in the first equation. Combining this idea with the eigenvalue technique developed in [14] allows to look at the results of [9] from a different perspective: the most productive type survives with the same rate of dispersal, all other parameters being the same, which is certainly biologically feasible.

Some of previously obtained results [2] can readily be extended to the model generalizing (2.2) to the case of two different carrying capacities

\[
\begin{cases}
\frac{\partial u}{\partial t} = \nabla \cdot \left[ a_1(x) \left( \nabla u(t, x) - u(t, x) \frac{\nabla P}{P} \right) \right] + r_1(x)u(t, x) \left( 1 - \frac{u(t, x) + v(t, x)}{K_1(x)} \right), \\
\frac{\partial v}{\partial t} = \nabla \cdot \left[ a_2(x) \frac{Q(x)}{Q} \left( \nabla v(t, x) - v(t, x) \frac{\nabla Q}{Q} \right) \right] + r_2(x)v(t, x) \left( 1 - \frac{u(t, x) + v(t, x)}{K_2(x)} \right), \\
 t > 0, \ x \in \Omega, \\
\frac{\partial u}{\partial n} - \frac{u}{P} \frac{\partial P}{\partial n} = \frac{\partial v}{\partial n} - \frac{v}{Q} \frac{\partial Q}{\partial n} = 0, \ x \in \partial \Omega, \\
u(0, x) = u_0(x), \ v(0, x) = v_0(x), \ x \in \Omega,
\end{cases}
\]
at least in the part of the competitive exclusion of \( v \) when, for example, \( P \equiv \alpha K_1 \), \( r_1/r_2 \) is constant and \( K_1 \geq K_2 \) on \( \Omega \).

The results obtained in the present paper strongly rely on the theory of monotone dynamical systems \([20]\), and are not applicable to the case of more than two competing species. The case of three species for a particular diffusion strategy was considered in \([14]\). It would be interesting to incorporate the approach of the present paper to dispersal with consideration of more than two (and probably three) competing species, as well as patchy environment \([8]\).

In spite of the variety of diffusion models described in the present paper, they are based on the same hypotheses:

1. The domain is in some sense isolated, there is no flux across the boundary, which corresponds to the Neumann boundary conditions. This describes a closed ecosystem, all the change is subject to spatially-dependent growth laws.

2. The initial-boundary value problem is designed in such a way that any nontrivial initial conditions lead to a positive and bounded solution.

3. Each population diffuses on its own, i.e. the corresponding diffusion terms do not include the second species.

The third hypothesis was challenged in \([19]\), where it was suggested to consider the diffusion of \( u \) of the form \( \Delta(u(d_1 + f_1(v))) \), with \( \Delta(v(d_2 + f_2(u))) \) for the second species. If \( f_i \equiv 0 \) and in our paper we assume constant \( P \), \( Q \), these two models coincide; otherwise, they are independent. The approach of \([19]\) was further developed in \([17]\), with the homogeneous Dirichlet boundary conditions. As justified in \([17]\), a solution is not necessarily positive, generally, the origin is a repeller: with the appropriate design of cross-diffusion, either \( u \) or \( v \), or both, can move out of the considered domain. Compared to \([17\), Propositions 2.3], with conditions including an unknown semi-trivial solution, Theorem \([2]\) includes an explicit stability test; moreover, while \([17\), Propositions 2.3] deals with local asymptotical stability, in the present paper we analyze the global behaviour. This can be illustrated with \([17\), Propositions 4.3]: convergence to a coexistence equilibrium is stipulated by certain initial conditions, compared to the unconditional result of Theorem \([1]\). One of the differences is that \([17\), Propositions 4.3] assumes non-symmetric interaction (growth) type, compared to the symmetric case in the present paper. The results of \([17\), Propositions 4.3] can be compared to \([2]\), where different carrying capacities for \( u \) and \( v \) were considered, and also coexistence was observed.

However, the results of \([17\), where different diffusion type and boundary conditions were investigated, outline the same relations as the conclusions of Section \([3\) the detrimental role of self-diffusion rates and higher growth rates being a positive factor.

The conclusions on cross-diffusion (see \([17\), Remark 4.3]) are not applicable to the model considered in the present paper. It would be interesting to combine the ideas of \([19]\) on cross-diffusion with the above hypotheses and the general type of self-diffusion, exploring cross-interactions not only in the growth but also in the diffusion part.
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