THE EULERIAN TRANSFORMATION

PETTER BRÅNDÉN AND KATHARINA JOCHEMKO

Abstract. Eulerian polynomials are fundamental in combinatorics and algebra. In this paper we study the linear transformation $A : \mathbb{R}[t] \to \mathbb{R}[t]$ defined by $A(t^n) = A_n(t)$, where $A_n(t)$ denotes the $n$-th Eulerian polynomial. We give combinatorial, topological and Ehrhart theoretic interpretations of the operator $A$, and investigate questions of unimodality and real-rootedness. In particular, we disprove a conjecture by Brenti (1989) concerning the preservation of real zeros, and generalize and strengthen recent results of Haglund and Zhang (2019) on binomial Eulerian polynomials.

1. Introduction

The Eulerian numbers, $\{A_{nk}\}_{0 \leq k \leq n}$, are among the most studied numbers in combinatorics and algebra, see the extensive survey [18]. The Eulerian polynomials may be defined by

$$A_n(t) = A_{n0} + A_{n1}t + \cdots + A_{nn}t^n,$$

where $A_{nk}$ is the number of permutations $\sigma$ in the symmetric group on $\{1, 2, \ldots, n\}$ for which $\sigma(i) \geq i$ for exactly $k$ numbers $i$.

$$A_0(t) = 1, \quad A_3(t) = t + 4t^2 + t^3,$$
$$A_1(t) = t, \quad A_4(t) = t + 11t^2 + 11t^3 + t^4,$$
$$A_2(t) = t + t^2, \quad A_5(t) = t + 26t^2 + 66t^3 + 26t^4 + t^5.$$

Already Frobenius [14] knew that for all $n \geq 0$, all the zeros of $A_n(t)$ are real. This is not an isolated phenomenon. Many polynomials in combinatorics and algebra are known or conjectured to be unimodal, log-concave or real-rooted. Several techniques are now available for proving such results and conjectures, see [8, 12, 23]. One approach is to study linear transformations that preserve real-rootedness properties. This topic goes back to the works of Jensen, Pólya, Schur and Szegö, and has recently regained popularity and importance, see [5], and the references therein. In 1989, Brenti [11] conjectured that the linear operator $A : \mathbb{R}[t] \to \mathbb{R}[t]$ defined by $A(t^n) = A_n(t)$ preserves the property of having only real and non-positive zeros. Although
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we disprove this conjecture here in its full generality (Proposition 2.1), we go on to study more subtle properties of the operator $A$.

Of recent particular interest are binomial Eulerian polynomials, a variant of Eulerian polynomials defined by

$$\tilde{A}_n(t) = \sum_{i=0}^{n} \binom{n}{i} A_i(t) = A((t + 1)^n).$$

They appear in work by Postnikov et al. [20] as the $h$-polynomial of the stellohedron. Binomial Eulerian polynomials share fundamental properties with (ordinary) Eulerian polynomials: Postnikov et al. [20], and more recently Shareshian and Wachs [22] showed that $\tilde{A}_n(t)$ is $\gamma$-positive and provided different combinatorial interpretations of the $\gamma$-coefficients. In particular, the coefficients of the binomial Eulerian polynomial $\tilde{A}_n(t)$ form a symmetric and unimodal sequence for each $n \geq 0$. Recently, Haglund and Zhang [15] proved that the binomial Eulerian polynomials are real-rooted, affirming a conjecture by Ma et al. [17]. Indeed, they proved real-rootedness of the binomial Eulerian polynomials for $r$-colored permutations introduced by Athanasiadis [2], which may be seen to be equal to $\tilde{A}_{n,r}(t) = A((rt + 1)^n)$.

We conjecture that $A(f)$ is real-rooted whenever $f$ is a nonnegative linear combination of the polynomials $\{t^i(t + 1)^{n-i}\}_{i=0,1,...,n}$ (Conjecture 1). This would imply that if $f$ is real-rooted and all its zeros are contained in the interval $[-1,0]$, then $A(f)$ is real-rooted. In support of this conjecture we show in Section 3 that $A(f)$ has alternatingly increasing and thus unimodal coefficients whenever $f$ is a nonnegative linear combination of the polynomials $\{t^i(t + 1)^{n-i}\}_{i=0,1,...,n}$ (Theorem 3.2). The proof uses a combinatorial interpretation in terms of the excedance statistics on decorated permutations (Proposition 3.1). In Section 3 we also give a new proof for the $\gamma$-positivity of $\tilde{A}_n(t)$ (Theorem 3.3) providing an interpretation for the $\gamma$-coefficients that is different from the previous ones given in [20, 22]. In Section 4 we prove that $A((t + q)^n)$ is real-rooted for all real numbers $0 \leq q \leq 1$ (Theorem 4.4). In fact, we prove that $A((t + q)^n)$ interlaces $A((t + p)^n)$ for all $0 \leq p \leq q \leq 1$ (Theorem 4.5), and that $A((t + p)^n)$ has an interlacing symmetric decomposition (Corollary 4.6). This refines and strengthens the aforementioned results by Haglund and Zhang [15].

We conclude our discussion by giving topological and Ehrhart theoretic interpretations of the linear operator $A$. Given a simplicial complex $\Delta$ with $f$-polynomial $f_\Delta(t)$ we construct in Section 5 a simplicial complex $\Delta'$ such that $A(f_\Delta)$ is equal to the $h$-polynomial of $\Delta'$ (Theorem 5.1). In Section 6 we give an interpretation for $A((\theta_1 t + 1) \cdots (\theta_n t + 1))$ as the $h^*$-polynomial of a lattice polytope whenever $\theta_1, \ldots, \theta_n$ are nonnegative integers (Theorem 6.3). In particular, the considered lattice polytopes have unimodal $h^*$-polynomial, a property of particular interest in Ehrhart theory, see the survey [10].
2. Counterexamples to Brenti’s conjecture

Brenti [11] conjectured that if $f$ is a polynomial with nonnegative coefficients and only real zeros, then $A(f)$ is a polynomial that has nonnegative coefficients and only real zeros. To see that this conjecture is false, consider the polynomials

$$p_n(t) = A\left(\left(1 + \frac{xt}{n}\right)^n\right) = \sum_{k=0}^{n} \binom{n}{k} A_k(t)\left(\frac{x}{n}\right)^k =: \sum_{k=0}^{n} a_{nk} \frac{t^k}{k!}$$  \hspace{1cm} (1)

where $x > 0$ and $n > 0$. Notice that $a_{n0} = 1$ and $a_{n1} = (1 + x/n)^n - 1$. It follows from the Newton inequalities [8, Lemma 1.1] that if $\sum_{k=0}^{n} b_k t^k / k!$ is a real-rooted polynomial with nonnegative coefficients and $b_0 = 1$, then

$$b_k^2 \geq b_{k-1} b_{k+1}, \quad \text{for all } k \geq 1,$$

from which it follows that $b_k \leq b_1^k$ for all $k$. Suppose now that $p_n(t)$ is real-rooted for all $n$ in some infinite set $S$ of positive integers. Then $a_{nk} \leq a_{n1}^k \leq (e^x - 1)^k$ for all $k \geq 0$ and $n \in S$. Notice that

$$\lim_{n \to \infty} n^{-k} \binom{n}{k} = \frac{1}{k!}.$$  \hspace{1cm} (2)

By dominated convergence it follows that the series (1) converges to an entire function (in $t$)

$$\sum_{k=0}^{\infty} A_k(t)\frac{x^k}{k!}.$$  \hspace{1cm} (2)

However, the series (2) has the form

$$\frac{1 - t}{1 - t \exp(x - tx)},$$  \hspace{1cm} (3)

see [24, Proposition 1.4.5]. Moreover, the denominator of (3) is zero if and only if $(tx)e^{-tx} = xe^{-x}$. This equation (in $t$) has two solutions counting multiplicities. Hence (3) has a pole, and the series does not define an entire function, which is a contradiction. We conclude

**Proposition 2.1.** For each $x > 0$, there exists an integer $N$ such that the polynomial (in $t$)

$$A\left(\left(1 + \frac{xt}{n}\right)^n\right)$$

fails to be real-rooted for all $n \geq N$.

A concrete counterexample is the polynomial $A((1 + t/5)^5)$, which is seen to have two non-real zeros which are approximately $-1.79 \pm 0.56i$.

We make the following conjecture, and we will provide some partial evidence in the forthcoming sections.

**Conjecture 1.** If $f = \sum_{k=0}^{n} a_k t^k (1 + t)^{n-k}$, where $a_k \geq 0$ for all $0 \leq k \leq n$, then $A(f)$ is real-rooted.
3. Combinatorial Interpretation and Unimodality

If \( \sigma \) is a permutation in the symmetric group \( S_n \) on \( [n] := \{1, 2, \ldots, n\} \), then \( \text{exc}(\sigma) = |\{i : \sigma(i) > i\}| \) is the number of *excedances* in \( \sigma \), and \( F(\sigma) = \{i : \sigma(i) = i\} \) is the set of *fixed points* of \( \sigma \). Recall that the Eulerian polynomials may be defined as

\[
A_n(t) = \sum_{\sigma \in S_n} t^{\text{exc}(\sigma)} |F(\sigma)|.
\]

Postnikov [19] considered the set \( S_n^2 \) of decorated permutations, i.e., the set of all permutations of \( [n] \) where the fixed points are colored by either 0 or 1. The *excedance* statistic on \( S_n^2 \) is defined by

\[
\text{exc}(\sigma) = |\{i : \sigma(i) > i\}| + |F_1(\sigma)|,
\]

where \( F_c(\sigma) = \{i : \sigma(i) = i \text{ and } i \text{ has color } c\} \). It follows that

**Proposition 3.1.** For real numbers \( \theta_1, \ldots, \theta_n \),

\[
\mathcal{A}((t + \theta_1) \cdots (t + \theta_n)) = \sum_{k=0}^{n} e_{n-k}(\theta_1, \ldots, \theta_n) A_k(t) = \sum_{\sigma \in S_n^2} t^{\text{exc}(\sigma)} \prod_{i \in F_0(\sigma)} \theta_i,
\]

where

\[
e_k(\theta_1, \ldots, \theta_n) = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} \theta_{i_1} \theta_{i_2} \cdots \theta_{i_k},
\]

is the \( k \)-th elementary symmetric polynomial in \( \theta_1, \ldots, \theta_n \).

Similarly if \( d_n(t) = \sum_{\sigma} t^{\text{exc}(\sigma)} \), where the sum is over all derangements in \( S_n \), i.e., the permutations in \( S_n \) with no fixed points, then

\[
\mathcal{A}((t + \theta_1) \cdots (t + \theta_n)) = \sum_{k=0}^{n} e_{n-k}(t + \theta_1, \ldots, t + \theta_n) d_k(t).
\]

Next, we will see that \( \mathcal{A}((t + \theta_1) \cdots (t + \theta_n)) \) is unimodal for all real numbers \( 0 \leq \theta_1, \ldots, \theta_n \leq 1 \), i.e., if \( c_0, c_1, \ldots, c_n \) is the sequence of coefficients then

\[
c_0 \leq c_1 \leq \cdots \leq c_k \geq \cdots \geq c_n
\]

for some \( 0 \leq k \leq n \). In fact, we will prove that the coefficients satisfy the alternatingly increasing property

\[
0 \leq c_0 \leq c_n \leq c_1 \leq c_{n-1} \leq \cdots \leq c_{\left\lfloor \frac{n+1}{2} \right\rfloor}.
\]

Let \( f(t) \) be a polynomial of degree at most \( n \), and let \( \mathcal{I}_n(f)(t) := t^n f(1/t) \). We may write \( f \) as

\[
f(t) = a_n(f) + t \cdot b_n(f),
\]

where

\[
a_n(f) = \frac{f - t \mathcal{I}_n(f)}{1 - t} \quad \text{and} \quad b_n(f) = \frac{\mathcal{I}_n(f) - f}{1 - t}.
\]

Note that \( \mathcal{I}_n(a_n(f)) = a_n(f) \) and \( \mathcal{I}_{n-1}(b_n(f)) = b_n(f) \). The presentation (6) which was considered by Stapledon [25] is unique with these properties and
is called the symmetric decomposition or Stapledon decomposition of \( f \) with respect to \( n \). Let \( \mathcal{AL}_n \) be the convex cone of all polynomials \( f \) of degree at most \( n \) such that \( a_n(f) \) and \( b_n(f) \) have nonnegative and unimodal coefficients. It is not hard to see that \( \mathcal{AL}_n \) consists of all polynomials that satisfy the \textit{alternatingly increasing property} (see, e.g., [3, Lemma 2.1]).

**Theorem 3.2.** If \( f = \sum_{k=0}^{n} a_k t^k (1+t)^{n-k} \), where \( a_k \geq 0 \) for all \( 0 \leq k \leq n \), then \( A(f) \in \mathcal{AL}_n \). In particular, \( A(f) \) is unimodal.

**Proof.** Since \( \mathcal{I}_n(A_k) = t^{n-k} A_k \) for all \( k \geq 1 \),

\[
a_n(A_k) = A_k \cdot \frac{1 - t^{n-k}}{1 - t},
\]

for \( k \geq 1 \). Also \( a_n(A_0) = 1 + t + \cdots + t^n \). Thus \( a_n(f) \) is unimodal, since the product of two symmetric and unimodal polynomials with nonnegative coefficients is again symmetric and unimodal, see [23].

By linearity we may assume \( f = \prod_{i=1}^n (t + \theta_i) \), where \( \theta_i \in \{0, 1\} \) for all \( i \). Clearly \( e_k(t + \theta_1, \ldots, t + \theta_n) \) has a nonnegative expansion in the basis \( t^i (1+t)^{k-i} \). Since

\[
b_k \left( t^i (1+t)^{k-i} \right) = (1+t)^{k-i} \cdot \frac{1 - t^i}{1 - t},
\]

it follows that \( b_k(e_k(t + \theta_1, \ldots, t + \theta_n)) \) is unimodal and has nonnegative coefficients. Furthermore, \( \mathcal{I}_m(d_m) = d_m \) and \( d_m \in \mathcal{AL}_m \), see [9]. Hence

\[
b_n(e_k(t + \theta_1, \ldots, t + \theta_n) \cdot d_{n-k}(t)) = b_k(e_k(t + \theta_1, \ldots, t + \theta_n)) \cdot d_{n-k}(t),
\]

has nonnegative and unimodal coefficients, and so does \( A(f) \) by (5).

\[\square\]

### 3.1. The binomial Eulerian polynomial

The binomial Eulerian polynomials may be defined by \( \tilde{A}_n(t) := A\left((1+t)^n\right) \), see [22] and the references therein. Any polynomial \( f \) for which \( \mathcal{I}_n(f) = f \) may be written as

\[
f(t) = \sum_{k=0}^{|n/2|} \gamma_k t^k (1+t)^{n-2k},
\]

where the \( \gamma_k \)'s are real numbers, called \( \gamma \)-coefficients. If \( \gamma_k \geq 0 \) for all \( k \), then \( f \) is said to be \( \gamma \)-positive. It is known that \( \tilde{A}_n \) is \( \gamma \)-positive [20, 22]. Here we will give a different proof of this fact. Let \( \sigma \in \Theta_n^2 \). An element \( i \in [n] \) is a \textit{double excedance} if \( \sigma(i) > i > \sigma^{-1}(i) \), and a \textit{double anti-excedance} if \( \sigma(i) < i < \sigma^{-1}(i) \). Let \( C \) be a cycle of \( \sigma \) of length at least two, and let \( x \) be the largest element of \( C \). We may represent \( C \) as \( x_0 x_1 x_2 \cdots x_{\ell-1} x_\ell \), where \( x_0 = x_\ell = x \) and \( \sigma(x_j) = x_{j+1} \) for all \( 0 \leq j \leq \ell \). If \( i = x_k \) is a double anti-excedance, let \( m \) be the smallest index such that \( m > k \) and \( x_m < x_k < x_{m+1} \). Let \( \sigma' \) be the decorated permutation obtained by moving \( x_k \) into the slot between \( x_m \) and \( x_{m+1} \) in the representation of \( C \). Similarly, if \( i = x_k \) is a double excedance, then let \( m \) be the greatest index such that \( m < k \) and \( x_{m-1} > x_k > x_m \). Let further \( \sigma'' \) be the decorated
permutation obtained by moving $x_k$ into the slot between $x_{m-1}$ and $x_m$ in the representation of $C$.

![Figure 1. The action of $\varphi_3$ on the cycle $x_0x_1x_2x_3x_4x_5x_6 = 6425136$.](image)

For $i \in [n]$, define $\varphi_i : \mathfrak{S}_n^2 \to \mathfrak{S}_n^2$ as follows. If $i$ is a fixed point of color $c$, then $\varphi_i(\sigma)$ is obtained by changing $i$ to a fixed point of color $1 - c$. Otherwise, if $i$ is in a cycle $C$ of length at least two, then

$$\varphi_i(\sigma) = \begin{cases} 
\sigma', & \text{if } i \text{ is a double anti-excedance}, \\
\sigma'', & \text{if } i \text{ is a double excedance}, \\
\sigma, & \text{otherwise}.
\end{cases}$$

It follows that $\varphi_i$ is an involution for each $i$, and $\varphi_i \varphi_j = \varphi_j \varphi_i$ for all $i, j$. Moreover $i$ is a double excedance in $\sigma$ if and only if $i$ is a double anti-excedance in $\varphi_i(\sigma)$. Hence the maps $\varphi_i$, $i \in [n]$, induce an $\mathbb{Z}_2^n$-action $\mathfrak{S}_n^2$, see [7]. Let $\text{Orb}(\sigma)$ denote the orbit of $\sigma$ under this action.

**Theorem 3.3.** If $n$ is a nonnegative integer, then

$$\widetilde{A}_n(t) = \sum_{k=0}^{\lfloor n/2 \rfloor} \gamma_{nk} t^k (1 + t)^{n-2k},$$

where $\gamma_{nk}$ is the number of permutations in $\mathfrak{S}_n$ with exactly $k$ excedances and no double excedances.

**Proof.** Let $\sigma \in \mathfrak{S}_n^2$ be a decorated permutation, and let $\hat{\sigma}$ be the unique permutation in $\text{Orb}(\sigma)$ with no double excedances and no fixed points of color 1. Then

$$\sum_{\pi \in \text{Orb}(\sigma)} t^{\text{exc}(\pi)} = t^{\text{exc}(\hat{\sigma})} (1 + t)^a,$$

where $a$ is the number of fixed points plus the number of double anti-excedances in $\hat{\sigma}$. It follows that $a = n - 2 \text{exc}(\hat{\sigma})$, from which the theorem follows. \qed
4. Real-rootedness and Interlacing

If \( f(t) = (t + q)^n \), then (4) specializes to

\[
A((t + q)^n) = \sum_{k=0}^{n} \binom{n}{k} q^{n-k} A_k(t) = \sum_{\sigma \in S_n} q^{\text{exc}(\sigma)} (t + q)^{\left|F(\sigma)\right|}.
\]

In this section we will prove that \( A((t + q)^n) \) is real-rooted whenever \( 0 \leq q \leq 1 \).

Let \( f, g \in \mathbb{R}[t] \) be two polynomials with positive leading coefficients and real zeros only. Let further \( \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n \) be the zeros of \( f \), and let \( \beta_1 \geq \beta_2 \geq \cdots \geq \beta_m \) be the zeros of \( g \). We say that \( g \) interlaces \( f \), denoted \( g \preceq f \), if

\[
\cdots \leq \beta_2 \leq \alpha_2 \leq \beta_1 \leq \alpha_1.
\]

The polynomial \( g \) strictly interlaces \( f \) (written \( f \prec g \)) if all the non-strict inequalities between the zeros can be replaced by strict inequalities. By definition, \( \deg g \leq \deg f \leq \deg g + 1 \). By convention, we also define \( 0 \preceq f \) and \( f \preceq 0 \), where \( 0 \) denotes the constant zero polynomial. The following lemma collects well-known basic properties of interlacing polynomials.

**Lemma 4.1** ([28, Section 3]). Let \( f, g, h \in \mathbb{R}[t] \) be polynomials with positive leading coefficients and real-zeros only. Then

(i) if \( f, g \) have only nonnegative coefficients, then \( f \preceq g \) if and only if \( g \preceq tf \).

(ii) \( f \prec g \) if and only if \( cf \prec dg \) for all \( c, d > 0 \).

(iii) if \( f \prec g \) and \( f \preceq h \) then \( f \prec g + h \).

(iv) if \( f \prec h \) and \( g \preceq h \) then \( f + g \prec h \).

Furthermore, statements (i)-(iv) remain correct if \( \prec \) is replaced by \( \preceq \).

A sequence of polynomials \( (f_1, \ldots, f_n) \) is called an interlacing sequence if \( f_i \preceq f_j \) for all \( 1 \leq i \leq j \leq n \). The following lemma shows that not all pairs of polynomials \( f_i \) and \( f_j \) have to be checked to guarantee an interlacing sequence.

**Lemma 4.2** ([6, Lemma 2.3]). Let \( f_1, f_2, \ldots, f_n \) be polynomials such that \( f_i \preceq f_{i+1} \) for all \( 1 \leq i \leq n - 1 \), and furthermore \( f_1 \preceq f_n \). Then \( (f_1, \ldots, f_n) \) is an interlacing sequence.

Let \( \mathcal{F}_n^+ \) be the family of interlacing sequences of length \( n \) of polynomials with only nonnegative coefficients. The following theorem characterizes all matrices \( G = \{G_{i,j}(t)\}_{i,j} \in \mathbb{R}[t]^{m \times n} \) that preserve interlacing sequences when acting by multiplication, that is,

\[
G : \mathcal{F}_n^+ \rightarrow \mathcal{F}_m^+ \quad (f_1, \ldots, f_n)^T \mapsto G \cdot (f_1, \ldots, f_n)^T
\]

**Theorem 4.3** ([8, Theorem 8.5]). Let \( G \in \mathbb{R}[t]^{m \times n} \) be a matrix of polynomials. Then \( G : \mathcal{F}_n^+ \rightarrow \mathcal{F}_m^+ \) if and only if
(i) $G_{i,j}(t)$ has nonnegative coefficients for all $1 \leq i \leq m$ and all $1 \leq j \leq n$; and
(ii) for all $\lambda, \mu > 0$, $1 \leq i < j \leq n$ and $1 \leq k < \ell \leq m$

$$(\lambda t + \mu)G_{k,j}(t) + G_{\ell,j}(t) \preceq (\lambda t + \mu)G_{k,i}(t) + G_{\ell,i}(t).$$

The following theorem refines results by Haglund and Zhang [15] on binomial Eulerian polynomials for colored permutations.

**Theorem 4.4.** For all $n \geq 0$ and $q \in (0,1]$,

$$A((t + q)^n) < A((t + q)^{n+1}).$$

In particular, $T((t + q)^n)$ has only real and distinct zeros.

**Proof.** The proof uses similar techniques as in [15].

By a bijection due to Steingrímsson [26, Appendix],

$$\sum_{\sigma \in S_n} t^{\text{exc}(\sigma)} (t + q)^{|F(\sigma)|} = \sum_{\sigma \in S_n} t^{\text{des}(\sigma)} (t + q)^{\text{bad}(\sigma)},$$

where

$$\text{des}(\sigma) = |\{i \in [n-1] : \sigma(i) > \sigma(i + 1)\}|,$$

$$\text{bad}(\sigma) = |\{k \in [n] : \sigma(k - 1) < \sigma(k) < \sigma(m) \text{ for all } m > k\}|.$$

We consider the polynomials

$$f_{n,i} = \sum_{\sigma \in S_n, \sigma(1) = i} t^{\text{des}(\sigma)} (t + q)^{\text{bad}(\sigma)}.$$

By observing the change of $\text{des}(\sigma)$ and $\text{bad}(\sigma)$ while inserting a letter $i$ in first position of a permutation on $n$ letters in one line notation (after shifting all letters $j \geq i$ to $j + 1$), we obtain the recursions

$$f_{n+1,1} = (t + q) \sum_{k=1}^{n} f_{n,k},$$

$$f_{n+1,i} = \frac{t}{t + q} f_{n+1,1} + \sum_{k=2}^{i-1} tf_{n,k} + \sum_{k=1}^{n} f_{n,k}, \text{ for } 2 \leq i \leq n + 1,$$

Defining $p_{n,1} = \frac{f_{n+1,1}}{t + q}$ and $p_{n,i} = f_{n,i}$ for $i > 1$, we obtain

$$p_{n+1,1} = (t + q)p_{n,1} + \sum_{k=2}^{n} p_{n,k}, \text{ and }$$

$$p_{n+1,i} = \sum_{k=1}^{i-1} tp_{n,k} + \sum_{k=i}^{n} p_{n,k}, \text{ for } 2 \leq i \leq n + 1. \quad (7)$$

We claim that $(p_{n,1}, \ldots, p_{n,n})$ is an interlacing sequence for all $n \geq 1$. If $n = 1$, then the claim holds trivially since $f_{1,1} = t + q$ and $p_{1,1} = 1$. 


For $n \geq 1$, we observe that (7) and (8) are equivalent to

$$
\begin{bmatrix}
q^n_{n+1,1} \\
q^n_{n+1,2} \\
\vdots \\
q^n_{n+1,n+1}
\end{bmatrix} = G
\begin{bmatrix}
p^n_{n,1} \\
p^n_{n,2} \\
\vdots \\
p^n_{n,n}
\end{bmatrix}
$$

where

$$
G = \begin{bmatrix}
t + q & 1 & \cdots & 1 \\
t & 1 & \cdots & 1 \\
t & t & \cdots & 1 \\
\vdots & \ddots & \ddots & \ddots \\
t & t & \cdots & t
\end{bmatrix}.
$$

To prove the claim it suffices to show that $G$ preserves interlacing of sequences of polynomials with nonnegative coefficients. By Theorem 4.3, it suffices to check this for all $2 \times 2$ submatrices of $G$:

$$
\begin{bmatrix}
t & t \\
t & t
\end{bmatrix},
\begin{bmatrix}
t & 1 \\
t & t
\end{bmatrix},
\begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix},
\begin{bmatrix}
t & 1 \\
t & t
\end{bmatrix},
\begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix},
\begin{bmatrix}
t + q & 1 \\
t & t
\end{bmatrix},
\begin{bmatrix}
t + q & 1 \\
t & t
\end{bmatrix}.
$$

The first six matrices have been shown to preserve interlacing sequences in [8, Corollary 8.7]. The last two matrices can be factored into matrices that preserve interlacing sequences. Indeed,

$$
\begin{bmatrix}
t + q & 1 \\
t & t
\end{bmatrix} = \begin{bmatrix}
q & 1 \\
t & 0
\end{bmatrix} \begin{bmatrix}
1 & 1 \\
1 & t - q
\end{bmatrix},
$$

$$
\begin{bmatrix}
t + q & 1 \\
t & t
\end{bmatrix} = \begin{bmatrix}
1 & 1 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
q & 0 \\
1 & t
\end{bmatrix}.
$$

Since $0 \leq q \leq 1$, all factors have only nonnegative coefficients. To see that all factors preserve interlacing we furthermore need to check the second condition in Theorem 4.3. For example, for the first factor in the first product we need to check that for all $\mu, \lambda > 0$

$$(\lambda t + \mu) \cdot 1 + 0 \leq (t \lambda + \mu) \cdot q + t.$$ 

This is equivalent to

$$\frac{\mu}{\lambda} \leq \frac{\mu q}{\lambda q + 1}$$

which is true. The other three factors preserve interlacing sequences by a similar argument.

In summary, all factors and thus also their products preserve interlacing. Therefore, $(p_{n,1}, \ldots, p_{n,n})$ is an interlacing sequence.

We furthermore claim that $p_{n,1}$ strictly interlaces $p_{n,2}$ for all $n \geq 2$ whenever $q > 0$. We again argue by induction. For $n = 2$ we have $p_{2,1} = t + q$ and $p_{2,2} = t$ and thus the claim holds. For $n \geq 2$, we obtain

$$p_{n+1,2} = tp_{n,1} + \sum_{i=2}^{n} p_{n,i} > tp_{n,1} + \sum_{i=2}^{n} p_{n,i} + qp_{n,1} = p_{n+1,1}.$$
by Lemma 4.1, assuming that \( p_{n,1} \prec p_{n,2} \).

To complete the proof, we observe that

\[
\mathcal{A} ((t + q)^{n+1}) = \sum_{i=1}^{n+1} f_{n+1,i} = (t + q)p_{n+1,1} + \sum_{i=2}^{n+1} p_{n+1,i} \\
\geq p_{n+1,1} = (t + q)p_{n,1} + \sum_{i=2}^{n} p_{n,i} \\
= \mathcal{A} ((t + q)^n),
\]

since \( p_{n+1,1} \) interlaces \( tp_{n+1,1} \) as well as \( p_{n+1,i} \) for \( i > 1 \). Since \( q > 0 \) the polynomial \( p_{n+1,1} \) strictly interlaces \( p_{n+1,2} \), and thus \( \geq \) can be replaced with \( \succ \) by Lemma 4.1. This completes the proof. \( \square \)

**Theorem 4.5.** For all \( 0 \leq p < q \leq 1 \),

\[
\mathcal{A}((t + q)^n) \prec \mathcal{A}((t + p)^n) \tag{9}
\]

and

\[
\mathcal{I}_n(\mathcal{A}((t + p)^n)) \preceq \mathcal{A}((t + p)^n). \tag{10}
\]

If \( p \not\in \{0, 1\} \) then \( \preceq \) can be replaced by \( \prec \) in Equation (10).

**Proof.** Let \( 0 < p \leq 1 \). For all \( \varepsilon > 0 \),

\[
\mathcal{A}((t + p + \varepsilon)^n) = \mathcal{A}((t + p)^n) + \varepsilon n \mathcal{A}((t + p)^{n-1}) + \varepsilon^2 r(t),
\]

where \( r(t) \) is a polynomial of degree \( n - 2 \). Since \( \mathcal{A}((t + p)^{n-1}) \) strictly interlaces \( \mathcal{A}((t + p)^n) \) by Theorem 4.4,

\[
n \mathcal{A}((t + p)^{n-1}) + \varepsilon r(t) \prec \mathcal{A}((t + p)^n)
\]

for sufficiently small \( \varepsilon > 0 \), and thus by Lemma 4.1,

\[
\mathcal{A}((t + p + \varepsilon)^n) \prec \mathcal{A}((t + p)^n),
\]

for sufficiently small \( \varepsilon > 0 \). This is also true for \( p = 0 \), since \( A_{n-1}/t \prec A_n/t \).

Similarly, if \( 0 \leq p \leq 1 \), then \( \mathcal{A}((t + p)^n) \prec \mathcal{A}((t + p - \varepsilon)^n) \) for all \( \varepsilon > 0 \) sufficiently small. Let \( 0 \leq p < q \leq 1 \). By compactness there exists a finite sequence \( 1 = p_0 > p_1 > \cdots > p_{k-1} > p_k = 0 \), such that \( p = p_i \) and \( q = q_j \) for some \( i, j \), and \( \mathcal{A}((t + p_{\ell-1})^n) \prec \mathcal{A}((t + p_{\ell})^n) \) for all \( 1 \leq \ell \leq k \). Let \( g_{\ell} = \mathcal{A}((t + p_{\ell})^n) \). Then

\[
A_n/t = \mathcal{I}_n(g_k) \prec \cdots \prec \mathcal{I}_n(g_1) \prec \mathcal{I}_n(g_0) = g_0 \prec g_1 \prec \cdots \prec g_k = A_n,
\]

and so the theorem follows from Lemma 4.2. \( \square \)

Let \( a_n(t) = t^n a(1/t) \) and \( b_n(t) = t^{n-1} b(1/t) \) be the unique polynomials such that \( f(t) = a_n(t) + tb_n(t) \). Then \( f \) is said to have an *interlacing symmetric decomposition* if \( b_n(t) \) interlaces \( a_n(t) \). A systematic study of interlacing symmetric decompositions was initiated in [9]. The following is an immediate consequence of [9, Theorem 2.7], Theorem 3.2 and equation (10) in Theorem 4.5.
Corollary 4.6. The polynomial $A((t + q)^n)$ has an interlacing symmetric decomposition for all $0 \leq q \leq 1$.

5. Topological interpretation

A simplicial complex on the groundset $[n]$ is a non-empty set $\Delta$ of subsets of $[n]$ that is closed under taking subsets. The elements of $\Delta$ are called faces. The (combinatorial) dimension$^1$, $\dim \sigma$, of a face $\sigma$ is defined to be $\dim \sigma = |\sigma|$. The dimension of the simplicial complex $\Delta$ is defined as the maximal dimension of one of its faces. The number of faces of dimension $i$ is denoted by $f_i(\Delta)$. In particular, $f_0(\Delta) = 1$. The $f$-polynomial records the number of faces of $\Delta$ according to their dimension. If $\Delta$ is a $d$-dimensional simplicial complex then

$$f_\Delta(t) = \sum_{\sigma \in \Delta} t^{\dim \sigma} = \sum_{i=0}^{d} f_i(\Delta) t^i.$$ 

The $h$-polynomial $h_\Delta(t)$ of a $d$-dimensional simplicial complex $\Delta$ is defined by

$$h_\Delta(t) = (1 - t)^d f_\Delta \left( \frac{t}{1-t} \right).$$ 

To any simplicial complex on the groundset $[n]$ we can associate a simplicial complex $\Delta'$ on the ground set $2^{[n]} \setminus \emptyset \cup [n']$ where $2^{[n]} \setminus \emptyset$ denotes the set of all non-empty subsets of $[n]$, and $[n'] = \{1', 2', \ldots, n'\}$ an identical copy of $[n]$. The faces of $\Delta'$ consist of all sets of the form

$$\{F_1 \subseteq F_2 \subseteq \cdots \subseteq F_k : 0 \leq k \leq n\} \cup \{i' : i \in S\}, \quad \text{where} \quad S \cap F_k = \emptyset,$$

and where $F_1 \subseteq F_2 \subseteq \cdots \subseteq F_k$ is a chain of non-empty elements of $\Delta$, called flags. It is not hard to see that if $\Delta$ is a simplicial complex on the groundset $[n]$ then $\Delta'$ is an $n$-dimensional simplicial complex. The following result establishes an interpretation of $A(f)$ as the $h$-polynomial of a simplicial complex.

**Theorem 5.1.** Let $\Delta$ be a simplicial complex with groundset $[n]$ and let $f_\Delta(t) = f_0 + f_1 t + \cdots + f_d t^d$ be its $f$-polynomial. Then the $h$-polynomial of $\Delta'$ is equal to

$$h_{\Delta'}(t) = \sum_{i=0}^{d} f_i A_i(t) = A(f).$$ 

**Proof.** We first determine the $f$-polynomial of $\Delta'$. We observe that

---

$^1$Notice that the combinatorial dimension differs from the usual topological dimension by one.
\[ f_{\Delta'}(t) = \sum_{F \in \Delta} \left( \sum_{\{ F_1 \subsetneq F_2 \subsetneq \cdots \subsetneq F_k = F \}} \sum_{S : S \cap F = \emptyset} t^{k + |S|} \right) \]
\[ = \sum_{F \in \Delta} (t + 1)^{n - \dim F} \sum_{\{ F_1 \subsetneq F_2 \subsetneq \cdots \subsetneq F_k = F \}} t^k. \]

Further, if \( \dim F = \ell \), then the set of flags \( \{ F_1 \subsetneq F_2 \subsetneq \cdots \subsetneq F_k = F \} \) of length \( k \) with maximal element \( F \) is in bijection with the collection of surjective maps from \([\ell]\) to \([k]\). Their number is equal to \( k! S(\ell, k) \) where \( S(\ell, k) \) is the Stirling numbers of the second kind. Setting \( S(\ell, k) = \sum_{k=1}^{\ell} k! S(\ell, k) t^k \)

we obtain
\[ f_{\Delta'}(t) = \sum_{\ell=0}^{d} \sum_{F \in \Delta_{\dim F = \ell}} (1 + t)^{n - \ell} k! S(\ell, k) t^k = \sum_{\ell=0}^{d} f_{\ell}(1 + t)^{n - \ell} S_{\ell}(t). \]

The Stirling numbers and the Eulerian numbers are related via the following classical identity, see, e.g., [27, p. 314]:
\[ A_{\ell}(t) = (1 - t)^{\ell} S_{\ell}\left(\frac{t}{1 - t}\right). \]

We therefore obtain
\[ h_{\Delta'}(t) = (1 - t)^{n} f_{\Delta'}\left(\frac{t}{1 - t}\right) \]
\[ = (1 - t)^{n} \sum_{\ell=0}^{d} f_{\ell}\left(\frac{1}{1 - t}\right)^{n - \ell} S_{\ell}\left(\frac{t}{1 - t}\right) \]
\[ = \sum_{\ell=0}^{d} f_{\ell}(1 - t)^{\ell} S_{\ell}\left(\frac{t}{1 - t}\right) \]
\[ = \sum_{\ell=0}^{d} f_{\ell} A_{\ell}(t), \]
as desired. \( \square \)

As a corollary we obtain the following result for simplicial complexes with nonnegative \( h \)-polynomials.

**Corollary 5.2.** Suppose \( \Delta \) is a \( d \)-dimensional simplicial complex with \( h \)-polynomial \( h_{\Delta} = h_0 + h_1 t + \cdots + h_d t^d \), where \( h_0, h_1, \ldots, h_d \geq 0 \). Then the \( h \)-polynomial of \( \Delta' \) is alternatingly increasing.

**Proof.** By definition,
\[ f_{\Delta}(t) = \sum_{i=0}^{d} h_i t^i (1 + t)^{d-i}. \]

The claim follows therefore directly from Theorems 3.2 and 5.1. \( \square \)
6. Ehrhart theory

A lattice polytope is the convex hull of finitely many points in \( \mathbb{Z}^d \). Ehrhart theory is concerned with the enumeration of lattice points in integer dilates of lattice polytopes. Ehrhart [13] showed that for every lattice polytope \( P \subset \mathbb{R}^d \) the number of lattice points in the \( n \)-th dilate of \( P \), \( |nP \cap \mathbb{Z}^d| \), agrees with a polynomial \( E_P(n) \) of degree \( \dim P \) for all integers \( n \geq 0 \).

The polynomial \( E_P(n) \) is called the Ehrhart polynomial of \( P \). If \( P \) is a \( d \)-dimensional lattice polytope, then the \( h^* \)-vector \( h^*(P) = (h^0(P), \ldots, h^d(P)) \) is defined by

\[
E_P(n) = h_0(P) \binom{n + d}{d} + h_1(P) \binom{n + d - 1}{d} + \cdots + h_d(P) \binom{n}{d}.
\]

The polynomial \( h^*(P) = h_0(P) + h_1(P)t + \cdots + h_d(P)t^d \) is called the \( h^* \)-polynomial of \( P \). In this section we give an interpretation of \( A((\theta_1 t + 1) \cdots (\theta_d t + 1)) \) as the \( h^* \)-polynomial of a lattice polytope, whenever \( \theta_1, \ldots, \theta_d \) are positive integers.

To that end, we will make use of half-open decompositions of polytopes [16]. Consider a \( d \)-dimensional polytope \( P \subset \mathbb{R}^d \) with facets \( F_1, \ldots, F_m \). A point \( q \in \mathbb{R}^d \) is in general position if \( q \) is not contained in the affine hull of \( F_i \), for any \( 1 \leq i \leq m \). A facet \( F_i \) is visible from \( q \), if \( P \) and \( q \) lie on opposite sides of the affine hull of \( F_i \). Let \( I_q(P) = \{ i \in [m] : F_i \text{ is visible from } q \} \). Then the set

\[
H_q(P) = P \setminus \bigcup_{i \in I_q(P)} F_i
\]

is a half-open polytope. The notions of Ehrhart polynomial and \( h^* \)-polynomial can be extended to half-open polytopes in a natural way by means of the inclusion-exclusion principle.

**Lemma 6.1** ([16]). Let \( P_1, \ldots, P_k \) be the maximal cells of a polytopal subdivision of \( P = P_1 \cup P_2 \cup \cdots \cup P_k \). Let \( q \in \text{relint } P \) be a point that is in general position with respect to each \( P_i \). Then

\[
h^*_P(t) = \sum_{i=1}^{k} h^*_{H_q(P_i)}(t).
\]

We will also need the following lemma which is folklore (see, e.g.,[4]).

**Lemma 6.2.** Let \( P \in \mathbb{R}^d \) be a lattice polytope and \( P \star 0 := \text{conv}((P \times \{1\}) \cup 0) \subset \mathbb{R}^{d+1} \). Then

\[
h^*_P(t) = h^*_{P \star 0}(t).
\]

The preceding lemma remains true for half-open polytopes if we set

\[
H_q(P) \star 0 := (P \star 0) \setminus \bigcup_{i \in I_q(P)} (F_i \star 0)
\]

with the notation above.
For positive integers $\theta_1, \theta_2, \ldots, \theta_d$, let $P_d(\theta_1, \ldots, \theta_d) \subset \mathbb{R}^d$ be the $d$-dimensional lattice polytope defined by

$$P_d(\theta_1, \ldots, \theta_d) = \text{conv} \left( (-\Delta_d) \cup Q_d(\theta_1, \ldots, \theta_d) \right),$$

where $\Delta_d = \text{conv}(0, e_1, \ldots, e_d)$ is the $d$-dimensional standard simplex and

$$Q_d(\theta_1, \ldots, \theta_d) = \{ x \in \mathbb{R}^d : 0 \leq x_i \leq \theta_i \text{ for all } 1 \leq i \leq d \}$$

is an axis-parallel parallelepiped with side lengths $\theta_1, \ldots, \theta_d$.

**Theorem 6.3.** For positive integers $\theta_1, \theta_2, \ldots, \theta_d$,

$$h^*_P(\theta_1, \ldots, \theta_d)(t) = A \left( \prod_{i=1}^d (\theta_i t + 1) \right).$$

**Proof.** For all $\sigma \in \{-1,1\}^d$, let $\sigma \mathbb{R}_{\geq 0} = \{(x_1, \ldots, x_d) : x_i \geq 0 \text{ for all } i\}$ and let $\sigma^+ = \{ i \in [d] : \sigma_i = 1 \}$ and $\sigma^\mp = [d] \setminus \sigma^+$.

Both polytopes $\Delta_d$ and $Q_d(\theta_1, \ldots, \theta_d)$ are anti-blocking polytopes, that is, if a point is contained in the polytope, then so are all their projections on coordinate subspaces. Thus, by [1, Lemma 2.4], the subdivision induced by the coordinate hyperplanes yields the decomposition

$$P_d(\theta_1, \ldots, \theta_d) = \bigcup_{\sigma \in \{-1,1\}^d} \text{conv} \left( \pi_{\sigma^-}(-\Delta_d) \cup \pi_{\sigma^+}(P_d(\theta_1, \ldots, \theta_d)) \right),$$

where $\pi_I$ denotes the projection onto the coordinate subspace $\mathbb{R}^I = \{ x \in \mathbb{R}^d : x_i = 0 \text{ for } i \not\in I \}$. Now, choosing a generic point $q \in P_d(\theta_1, \ldots, \theta_d) \cap \mathbb{R}^d_{<0}$ results in the half-open decomposition

$$P_d(\theta_1, \ldots, \theta_d) = \bigcup_{\sigma \in \{-1,1\}^d} H_q \left( \text{conv} \left( (-\Delta_d) \cup Q_{\sigma^+}(\theta) \right) \right),$$

where $\Delta_I = \text{conv} \left( \{ e_i : i \not\in I \} \cup \{ 0 \} \right) \subset \mathbb{R}^I$ denotes a standard simplex and

$$Q_I(\theta) = \{ x \in \mathbb{R}^I : 0 \leq x_i \leq \theta_i \text{ for all } i \not\in I \}$$

a parallelepiped for all $I \subseteq [d]$.

We observe that for all $\sigma \in \{\pm 1\}^d$

$$H_q \left( \text{conv} \left( (-\Delta_d) \cup Q_{\sigma^+}(\theta) \right) \right) \cong R_{\sigma^+}(\theta) \circ \mathbf{0}^{||\sigma^-||},$$

where $R_I(\theta)$ denotes the half-open parallelepiped $R_I(\theta) = \{ x \in \mathbb{R}^I : 0 < x_i \leq \theta_i \text{ for all } i \in I \}$, and $\mathbf{0}^a$ denotes applying $a$ many times the operation $\circ \mathbf{0}$. The $h^*$-polynomial of the half-open parallelepiped $R_I(\theta)$ is equal to $h^*_{R_I}(\theta) = (\prod_{i \in I} \theta_i) A_{|I|}(t)$ (see, e.g., [3, Theorem 4.7]). Therefore, by Lemma 6.1 and Lemma 6.2,

$$h^*_P(\theta_1, \ldots, \theta_d)(t) = \sum_{\sigma \in \{-1,1\}^d} \left( \prod_{i \in \sigma^+} \theta_i \right) A_{|\sigma^+|}(t) = T \left( \prod_{i=1}^d (\theta_i t + 1) \right),$$

as desired. \qed
The following corollary is an immediate consequence of Theorems 6.3 and 3.2.

**Corollary 6.4.** The coefficients of the $h^*$-polynomial of $P_d(\theta_1, \ldots, \theta_d)$ form a unimodal sequence for all positive integers $\theta_1, \ldots, \theta_d$.

Lattice polytopes with unimodal $h^*$-polynomials are of particular interest in Ehrhart theory [10]. A question by Schepers and Van Langenhoven [21] asks whether every polytope having the integer decomposition property (IDP) has a unimodal $h^*$-polynomial. This question is part of a hierarchy of conjectures and questions that originate from a conjecture by Stanley [23], originally formulated in the language of commutative algebra, which is often referred to as Stanley’s Unimodality Conjecture. A polytope $P \subset \mathbb{R}^d$ has the integer decomposition property (IDP) if for all integers $n$ and all lattice points $p \in nP \cap \mathbb{Z}^d$ in the $n$-th dilate of $P$ there are lattice points $p_1, \ldots, p_n \in P \cap \mathbb{Z}^d$ such that $p = p_1 + \cdots + p_n$. It is not hard to see that lattice parallelepipeds are IDP polytopes. Moreover, the operation $\ast \mathbf{0}$ as well as taking unions preserves the integer decomposition property. From the decomposition considered in the proof of Theorem 6.3 it therefore follows that $P_d(\theta_1, \ldots, \theta_d)$ is an IDP polytope for all positive integers $\theta_1, \ldots, \theta_d$. Corollary 6.4 therefore provides further evidence for the aforementioned conjectures.
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