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Abstract

We consider a first-order aggregation model in both discrete and continuum formulations and show rigorously how it can be obtained as zero inertia limits of second-order models. In the continuum case the procedure consists in a macroscopic limit, enabling the passage from a kinetic model for aggregation to an evolution equation for the macroscopic density. We work within the general space of measure solutions and use mass transportation ideas and the characteristic method as essential tools in the analysis.
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1 Introduction

The focus of the present paper is a certain mathematical model for emerging self-collective behaviour in biological (and other) aggregations. There has been a surge of activity in this area of research during the past decade, and in fact the goals have extended well beyond biology. For biological applications, the primary motivation has been to understand and model the mechanisms behind the formation of the various spectacular groups observed in nature (fish schools, bird flocks, insect swarms) [11]. In terms of expansion of this research into collateral areas, we mention studies on robotics and space missions [25], opinion formation [31], traffic and pedestrian flow [22] and social networks [24].

Aggregation models can be classified in two main classes: i) individual/ particle-based, where the movements of all individuals in the group are being tracked, and ii) partial differential equations (PDE) models, formulated as evolution equations for the population density field. We refer to [14] for a recent review of models for aggregation behaviour, where the various microscopic/ macroscopic descriptions of collective motion are discussed and connected. In the present work we deal with a model that has both a discrete/ODE and a continuum/PDE formulation.

The continuum aggregation model considered in this article is given by the following evolution equation for the population density \( \rho(t, x) \) in \( \mathbb{R}^d \):

\[
\rho_t + \nabla \cdot (\rho u) = 0, \quad (1.1a)
\]

\[
u = -\nabla K * \rho, \quad (1.1b)
\]
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where $K$ represents an interaction potential and $\ast$ denotes convolution. The potential $K$ typically incorporates social interactions such as short-range repulsion and long-range attraction. We consider $K$ to be radial, meaning that the inter-individual interactions are assumed to be isotropic.

Equation (1.1) appears in various contexts related to mathematical models for biological aggregations; we refer to [30, 34] and references therein for an extensive background and review of the literature on this topic. It also arises in a number of other applications such as material science and granular media [35], self-assembly of nanoparticles [23] and molecular dynamics simulations of matter [21]. The model has become widely popular and there has been intensive research on it during recent years.

The particular appeal of model (1.1) has lain in part in its simple form, which allowed rapid progress in terms of both numerics and analysis. Numerical simulations demonstrated a wide variety of self-collective or “swarm” behaviours captured by model (1.1), resulting in aggregations on disks, annuli, rings, soccer balls, etc [26, 37, 38]. Analysis-oriented studies addressed the well-posedness of the initial-value problem for (1.1) [9, 10, 28, 5, 13, 6], as well as the long time behaviour of its solutions [10, 29, 17, 4, 19, 18]. Also, there has been increasing interest lately on the analysis of (1.1) by variational methods [3, 2, 15].

Equation (1.1) is frequently regarded as the continuum approximation, when the number of particles increases to infinity, of the following individual-based model. Consider $N$ particles in $\mathbb{R}^d$ whose positions $x_i$ ($i = 1, \ldots, N$) evolve according to the ODE system

$$\begin{align*}
\frac{dx_i}{dt} &= v_i, \\
v_i &= -\frac{1}{N} \sum_{j \neq i} \nabla x_i K(x_i - x_j),
\end{align*}$$

(1.2)

where $K$ denotes the same interaction potential as in (1.1).

Model (1.2) was justified and formally derived in [8], starting from the following second-order model in Newton’s law form ($i = 1, \ldots, N$):

$$\epsilon \frac{d^2 x_i}{dt^2} + \frac{dx_i}{dt} = F_i, \quad \text{with} \quad F_i = -\frac{1}{N} \sum_{j \neq i} \nabla x_i K(x_i - x_j),$$

(1.3)

and $\epsilon > 0$ small. From a biological point of view, (1.3) considers some small inertia/response time of individuals. By neglecting the $\epsilon$-term in (1.3), one can formally derive model (1.2). However, as noted in [8], making $\epsilon = 0$ translates to instantaneous changes in velocities, assumption which, quote, “is probably too restrictive in many cases”.

In view of (1.2), one can write (1.3) more conveniently as

$$\begin{align*}
\frac{dx_i}{dt} &= v_i, \\
\epsilon \frac{dv_i}{dt} &= -v_i - \frac{1}{N} \sum_{j \neq i} \nabla x_i K(x_i - x_j).
\end{align*}$$

(1.4)

We point out that despite being at the origin of the extensively-studied models (1.2) and (1.1), the second-order model (1.3) (or (1.4)) and in particular, the $\epsilon \to 0$ limit of its solutions, have been overlooked completely. As briefly demonstrated in Section 2, a rigorous passage from
model from (1.4) to (1.2) can be obtained in the $\epsilon \to 0$ limit by using a classical theorem due to Tikhonov [33].

The main focus of the present work is the analogous $\epsilon \to 0$ limit at the PDE level. Specifically, we investigate a zero inertia limit that yields the continuum model (1.1). Using techniques reviewed in [14], one can formally take the limit $N \to \infty$ and associate to (1.4) the following kinetic equation for the density $f(t, x, v)$ of individuals at position $x \in \mathbb{R}^d$ with velocity $v \in \mathbb{R}^d$:

$$f_t + v \cdot \nabla_x f = \frac{1}{\epsilon} \nabla_v \cdot (v f) + \frac{1}{\epsilon} \nabla_v \cdot ((\nabla_x K * \rho) f),$$

where

$$\rho(t, x) = \int_{\mathbb{R}^d} f(t, x, v) dv.$$  \hspace{1cm} (1.5)

We consider measure-valued solutions of the kinetic model (1.5), in the framework of the well-posedness theory developed in [12], and study their macroscopic limit $\epsilon \to 0$. Passage from kinetic to macroscopic equations has been extensively studied in the hydrodynamic limits of the nonlinear Botlzmann equations for both classical and renormalized solutions. It is beyond the scope of this introduction to give a detailed account of the work that has been done in this vast and well-established research area, we simply refer here to a recent review paper [32] and the references therein.

Our main result (see Theorems 5.1 and 5.3) is that solutions $f_\epsilon(t, x, v)$ to (1.5) converge weak-* as measures to $f(t, x, v) = \rho(t, x) \delta(v - u(t, x))$ as $\epsilon \to 0$, where $u$ is given in terms of $\rho$ by (1.1b) and $\rho$ satisfies the continuum equation (1.1a). A recurring theme in the paper is the method of characteristics. In particular, we demonstrate how characteristic paths of (1.5) limit as $\epsilon \to 0$ to characteristic paths of (1.1) (see Theorem 5.2). The subtlety lies in the fact that the limit is degenerate, as characteristics of a second-order system collapse to first-order characteristics.

A key motivation for the zero inertia limits investigated in this article is the following. The recent work [16] of one of the authors showed that the second-order model (1.3) is absolutely essential provided one wants to include anisotropy in model (1.2). Specifically, [16] considers anisotropic inter-individual interactions in model (1.2) by replacing the explicit representation (1.2b) of the velocities by a weighted sum, with weights that depend on a restricted visual perception of the individuals. Hence, these weights depend on the velocity vectors themselves, and the anisotropic analogue of (1.2b) becomes an implicit equation to be solved for $v_i$. It is shown in [16] that solutions of such implicit equations are generally non-unique and additionally, encounter discontinuities through the time evolution. The relaxation system (1.4), along with its small inertia/response time, is proposed in [16] as a biologically meaningful mechanism to select unique solutions and physically correct velocity jumps.

As for the ODE case, the present study sets the stage for generalizations of the continuum model (1.1) to include anisotropic interactions. In such an extension, (1.1b) would become an implicit equation for $u$ and issues such as non-uniqueness and loss of smoothness are again expected to arise. We argue that understanding how to approximate first-order models such as (1.1) and (1.2) (and subsequently, their generalizations) in the $\epsilon \to 0$ limit of second-order models\(^1\), is entirely essential for making further progress in this area of research.

\[^1\]Strictly speaking, (1.5) is a first-order PDE, but we refer to it as a second-order model as it is essentially based on Newton’s law (1.3). Furthermore, for $\epsilon > 0$ fixed, the monokinetic closure of (1.5) yields a momentum equation for the velocity, also in the form of Newton’s second law [14].
Finally, we point out that we work in this paper with smooth potentials $K$ that satisfy $\nabla K \in W^{1,\infty}(\mathbb{R}^d)$. This assumption on $K$ is just slightly more restrictive than the smoothness conditions on $K$ assumed in the well-posedness theory from [12], which is essentially used in this work. The results in this paper would not apply for instance to pointy potentials, such as Morse potentials. However, as noted in [12], from the point of view of applications, it makes little difference to distinguish between a pointy potential and its smooth regularization, as the two would give qualitatively similar aggregation behaviour.

The summary of the paper is as follows. Section 2 presents the $\epsilon \to 0$ limit of the ODE model (1.4). Section 3 contains a brief formal derivation of the kinetic model (1.5) from (1.4) and summarizes the results from [12] regarding the well-posedness of measure-valued solutions of (1.5). In Section 4 we derive uniform in $\epsilon$ estimates for solutions to (1.5) needed for passing the limit $\epsilon \to 0$. Section 5 contains the major results of this paper, which is the convergence of solutions to (1.5) as $\epsilon \to 0$ and how solutions of (1.1) are recovered in this limit.

2 Convergence as $\epsilon \to 0$ of the ODE model (1.4)

The limit $\epsilon \to 0$ of solutions to (1.4) can be carried out by a straightforward application of the general theory originally developed by Tikhonov [33]. An excellent account of this theory can be found in [36]. Since the application of Tikhonov’s theorem does not appear in any of the works on aggregation models, we find it worthwhile to summarize the concepts, as well as to state the convergence result in the context of models (1.4) and (1.2). In fact, this framework will be used again in Section 5, when we study the $\epsilon \to 0$ limit of the PDE model (1.5).

Following the setup in [36], consider the general system

$$
\begin{cases}
\frac{dx}{dt} = v, \\
\epsilon \frac{dv}{dt} = F(x, v),
\end{cases}
$$

where $x, v \in \mathbb{R}^{Nd}$ and $\epsilon > 0$.

Note that indeed, system (1.4) can be written compactly as (2.1) provided $x, v$ denote the concatenation of the space and velocity vectors:

$$
x = (x_1, \ldots, x_N), \quad v = (v_1, \ldots, v_N),
$$

and

$$
F(x, v) = (F_1(x, v_1), \ldots, F_N(x, v_N)),
$$

with

$$
F_i(x, v_i) = -v_i - \frac{1}{N} \sum_{j \neq i} \nabla x_i K(|x_i - x_j|), \quad i = 1, \ldots, N.
$$

Tikhonov’s result focuses on roots $v = \Gamma(x)$ of the equation

$$
F(x, v) = 0.
$$
In particular, the goal is to establish conditions on a root \( \Gamma \) which guarantee that solutions of (2.1) converge to solutions of the degenerate system associated to \( \Gamma \), defined as

\[
\begin{aligned}
\frac{dx}{dt} &= v, \\
v &= \Gamma(x).
\end{aligned}
\]  

Using this terminology (see (2.2)-(2.4)), model (1.2) is the degenerate system associated to the unique root \( v = \Gamma(x) \), where \( \Gamma(x) = (\gamma_1(x), \ldots, \gamma_N(x)) \) is given explicitly by

\[
v_i = \gamma_i(x) := -\frac{1}{N} \sum_{j \neq i} \nabla_{x_i} K(|x_i - x_j|).
\]  

In general, take a closed and bounded set \( D \subset \mathbb{R}^{Nd} \), and consider a root \( v = \Gamma(x) \), \( \Gamma : D \to \mathbb{R}^{Nd} \). The root \( \Gamma \) is called isolated if there is a \( \delta > 0 \) such that for all \( x \in D \), the only element in \( B(\Gamma(x), \delta) \) that satisfies \( F(x, v) = 0 \) is \( v = \Gamma(x) \).

For a fixed configuration \( x^* \), the system

\[
\frac{dv}{d\tau} = F(x^*, v),
\]  

is called the adjointed system of equations.

An isolated root \( \Gamma \) is called positively stable in \( D \), if \( v^* = \Gamma(x^*) \) is an asymptotically stable stationary point of (2.8) as \( \tau \to \infty \), for each \( x^* \in D \). The domain of influence of an isolated positively stable root \( \Gamma \) is the set of points \((x^*, \tilde{v})\) such that the solution of (2.8) satisfying \( v|_{\tau=0} = \tilde{v} \) tends to \( v^* = \Gamma(x^*) \) as \( \tau \to \infty \).

Tikhonov’s theorem [33] states the following:

**Theorem 2.1** (Tikhonov [33, 36]). Assume that \( \Gamma \) is an isolated positively stable root of (2.5) in some bounded closed domain \( D \). Consider a point \((x_0, v_0)\) in the domain of influence of this root, and assume that the degenerate system (2.6) has a solution \( x(t) \) initialized at \( x(t_0) = x_0 \), that lies in \( D \) for all \( t \in [t_0, T] \). Then, as \( \epsilon \to 0 \), the solution \((x_\epsilon(t), v_\epsilon(t))\) of (2.1) initialized at \((x_0, v_0)\), converges to \((x(t), v(t)) := (x(t), \Gamma(x(t)))\) in the following sense:

i) \( \lim_{\epsilon \to 0} v_\epsilon(t) = v(t) \) for all \( t \in (t_0, T^*) \), and

ii) \( \lim_{\epsilon \to 0} x_\epsilon(t) = x(t) \) for all \( t \in [t_0, T^*] \),

for some \( T^* < T \).

**Remark 2.1.** Note that the convergence of \( v_\epsilon(t) \) to \( v(t) \) holds for \( t > t_0 \) and normally does not occur at the initial time \( t_0 \), unless \( v_0 = \Gamma(x_0) \).

Applying Theorem 2.1 to models (1.4) and (1.2) is immediate. Given any spatial configuration \( x \), the root \( \Gamma \) given by (2.7) is unique, hence isolated. Fix now an arbitrary spatial configuration \( x^* = (x^*_1, x^*_2, \ldots, x^*_N) \) and inspect the adjoint system (2.8) with \( F \) given by (2.3)-(2.4). It is clear that each component of the adjoint system,

\[
\frac{dv_i}{d\tau} = F_i(x^*, v_i),
\]

has a globally attracting equilibrium \( v^*_i = \gamma_i(x^*) \). Consequently, \( v^* = (v^*_1, \ldots, v^*_N) \) is positively stable and its domain of influence is \( \{x^*\} \times \mathbb{R}^{Nd} \).
Theorem 2.2 (Convergence of the ODE model). Consider a point \((x_0, v_0) \in \mathbb{R}^{2Nd}\), and suppose the first-order model (1.2) has a solution \(x(t) = (x_1(t), \ldots, x_N(t)) \in \mathbb{R}^{Nd}\) initialized at \(x_0\) for \(t \in [t_0, T]\). Then, as \(\epsilon \to 0\), the solution \((x_\epsilon(t), v_\epsilon(t)) \in \mathbb{R}^{2Nd}\) of the second-order model (1.4) initialized at \((x_0, v_0)\), converges to \((x(t), v(t))\), with \(v(t) = (v_1(t), \ldots, v_N(t))\) defined in terms of \(x(t)\) by (2.7).

Specifically, we have the convergence i) and ii) listed in Theorem 2.1, with the caveat that the convergence of \(v_\epsilon(t)\) does not hold initially, unless \(v_0\) and \(x_0\) are related by (2.7).

3 Kinetic model and its well-posedness

3.1 Formal derivation of the kinetic model

The kinetic equation associated to the particle model (1.4) can be derived using the techniques reviewed in [14]. We present here the derivation via the mean-field limit [14].

Consider the distribution density \(f_N\) associated to the solution \((x_i(t), v_i(t)) (i = 1, \ldots, N)\) of (1.4), that is,

\[
f_N(t, x, v) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i(t))\delta(v - v_i(t)).
\]

Take a test function \(\varphi \in C^1_0(\mathbb{R}^{2d})\) and compute, using (1.4):

\[
\frac{d}{dt} \langle f_N(t), \varphi \rangle = \frac{1}{N} \sum_{i=1}^{N} \frac{d}{dt} \varphi(x_i(t), v_i(t))
= \frac{1}{N} \sum_{i=1}^{N} \nabla_x \varphi(x_i(t), v_i(t)) \cdot v_i(t)
+ \frac{1}{N} \sum_{i=1}^{N} \nabla_v \varphi(x_i(t), v_i(t)) \cdot \left(-v_i - \frac{1}{N} \sum_{j \neq i} \nabla_x K(|x_i - x_j|)\right).
\]

Denote by \(\rho_N(t, x)\) the macroscopic density of \(f_N\):

\[
\rho_N(t, x) := \int f_N(t, x, v) dv = \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i(t)).
\]

Since

\[
\nabla K * \rho_N(x) = \int \nabla K(x - y) \rho_N(y) dy
= \frac{1}{N} \sum_{j=1}^{N} \nabla K(x - x_j),
\]

we get

\[
\frac{d}{dt} \langle f_N(t), \varphi \rangle = \langle f_N(t), \nabla_x \varphi \cdot v \rangle + \left\langle f_N(t), \nabla_v \varphi \cdot \frac{1}{\epsilon} (-v - \nabla K * \rho_N(x)) \right\rangle.
\]
Hence, after integration by parts in $x$ and $v$ we get
\[
\left\langle \frac{\partial f_N}{\partial t} + v \cdot \nabla_x f_N - \frac{1}{\epsilon} \nabla_v \cdot (vf_N + (\nabla K \ast \rho_N) f_N), \varphi \right\rangle = 0.
\]
In strong form, $f_N$ satisfies
\[
\frac{\partial f_N}{\partial t} + v \cdot \nabla_x f_N = \frac{1}{\epsilon} \nabla_v \cdot (vf_N) + \frac{1}{\epsilon} \nabla_v \cdot ((\nabla K \ast \rho_N) f_N).
\]
Assuming that $f_N$ converges (on a subsequence) to a density $f$, taking the limit $N \to \infty$, formally, in the equation above, yields the kinetic equation (1.5).

### 3.2 Well-posedness for (1.5) with $\epsilon > 0$ fixed.

We discuss first the well-posedness theory of measure-valued solutions of (1.5), as developped in [12]. Since for later purposes (to send $\epsilon \to 0$) we need to work with smooth solutions, we present briefly the existence theory for classical solutions as well. A key ingredient is the method of characteristics, which is eventually used in Section 5 to connect the PDE analysis with the ODE theory via Tikhonov’s theorem.

**Measure solutions.** In [12] the authors consider various kinetic models for aggregation and study the well-posedness of measure-valued solutions. The results there use the following measure space setup. Denote by $\mathcal{P}_1(\mathbb{R}^k)$ the space of probability measures on $\mathbb{R}^k$ that have finite first moment, i.e.,
\[
\mathcal{P}_1(\mathbb{R}^k) = \left\{ f \in \mathcal{P}(\mathbb{R}^k) : \int_{\mathbb{R}^k} |x| f(x) dx < \infty \right\}.
\]
We note that the convention adopted in [12], which is also used throughout the present paper, is to write $\int \varphi(x) \mu(x) dx$ as the integral of $\varphi$ with respect to the measure $\mu$, regardless of whether $\mu$ is absolutely continuous with respect to the Lebesgue measure.

**Remark 3.1.** Endowed with the 1-Wasserstein distance $W_1$, the space $\mathcal{P}_1(\mathbb{R}^k)$ is a complete metric space, and convergence in the $W_1$ metric relates to the usual weak-$^*$ convergence of measures. Specifically, for $\{f_n\}_{n \geq 1}$ and $f$ in $\mathcal{P}_1(\mathbb{R}^k)$, the following are equivalent:

i) $f_n \rightharpoonup f$, as $n \to \infty$

ii) $f_n \rightharpoonup f$ as measures as $n \to \infty$ and $\sup_{n \geq 1} \int_{|x|>R} |x| f_n(x) dx \to 0$, as $R \to \infty$.

Results in [12] use $\mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d)$ endowed with the $W_1$ distance as the measure space where solutions of the various kinetic models are sought for. Model (1.5), with $\epsilon > 0$ fixed, is in fact a particular case of the general class of models studied considered there and the results from [12] can be applied directly. We summarize briefly the results from [12].

Consider the characteristic equations associated to model (1.5):
\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -\frac{1}{\epsilon} v - \frac{1}{\epsilon} \nabla_x K \ast \rho,
\end{align*}
\]
initialized at \((x, v)_{t=0} = (x_0, v_0)\). The main idea in [12] is to define a measure solution to (1.5) in a mass transportation sense, using the flow map defined by (3.1).

Suppose \(E(t, x)\) is a given continuous vector field on \([0, T] \times \mathbb{R}^d\) which is locally Lipschitz with respect to \(x\). Take the characteristic system associated to \(E\):

\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -\frac{1}{\epsilon} v - \frac{1}{\epsilon} E(t, x),
\end{align*}
\]

with initial data \((x, v)_{t=0} = (x_0, v_0)\). Then standard ODE theory guarantees existence and uniqueness of smooth trajectories \((x_\epsilon, v_\epsilon) \in C^1([0, T], \mathbb{R}^d \times \mathbb{R}^d)\) originating from \((x_0, v_0)\). Furthermore, one can define the flow map \(T_{E, \epsilon}^t\) of (3.2) by

\[(x_0, v_0) \xrightarrow{T_{E, \epsilon}^t} (x, v), \quad (x, v) = (x_\epsilon(t), v_\epsilon(t)),\]

where \((x_\epsilon(t), v_\epsilon(t))\) is the unique solution of (3.2) that starts at \((x_0, v_0)\).

Now take a measure \(f_0 \in P_1(\mathbb{R}^d \times \mathbb{R}^d)\) and \(T > 0\), and consider the mass-transport (or push-forward) of \(f_0\) by \(T_{E, \epsilon}^t\). By definition, the push-forward \(f_t = T_{E, \epsilon}^t \# f_0\) is a measure-valued function \(f : [0, T] \to P_1(\mathbb{R}^d \times \mathbb{R}^d)\), that satisfies

\[
\int_{\mathbb{R}^{2d}} \zeta(x, v) f(t, x, v) dx dv = \int_{\mathbb{R}^{2d}} \zeta(T_{E, \epsilon}^t(X, V)) f_0(X, V) dX dV,
\]

for all \(\zeta \in C_b(\mathbb{R}^{2d})\).

Return to (3.1) and define the vector field \(E[f]\) associated to a measure \(f\) as

\[
E[f] = -\nabla K \ast \rho.
\]

Here, \(\rho\) denotes the first marginal of \(f\) defined by

\[
\int_{\mathbb{R}^d} \tilde{\psi}(x) \rho(t, x) dx = \int_{\mathbb{R}^{2d}} \tilde{\psi}(x) f(t, x, v) dx dv,
\]

for all \(\tilde{\psi} \in C_b(\mathbb{R}^d)\). Note that throughout the paper, by an abuse of notation, we also write \(\rho\) as in (1.6).

The following definition of a measure solution of (1.5) is adopted from [12].

**Definition 3.1.** Take an initial measure \(f_0 \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d)\) and \(T > 0\). A function \(f : [0, T] \to \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d)\) is a solution of the kinetic equation (1.5) with initial condition \(f_0\) if:

1. The field \(E[f]\) defined by (3.4) is locally Lipschitz with respect to \(x\) and \(E[f](t, x) < C(1 + |x|)\), for all \(t, x \in [0, T] \times \mathbb{R}^d\), for some \(C > 0\), and
2. \(f_t = T_{E[f], \epsilon}^t \# f_0\).

The main result in [12] establishes the existence and uniqueness for measure solutions via a fixed point argument. We state and discuss the result below.
Theorem 3.1 (Measure-valued solutions [12]). Assume the following properties on the potential $K$:

$$\nabla K \text{ is locally Lipschitz, and } |\nabla K(x)| \leq C(1 + |x|) \text{ for all } x \in \mathbb{R}^d,$$

for some $C > 0$. Consider $f_0 \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d)$ with compact support.

Then there exists a unique solution $f_\epsilon \in C([0, \infty); \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d))$ of (1.5), in the sense of Definition 3.1, whose support grows at a controlled rate. Specifically, there exists an increasing function $R_\epsilon(T)$ such that for all $T > 0$,

$$\text{supp } f_\epsilon(t) \subset B_{R_\epsilon(T)} \text{ for all } t \in [0, T].$$

The proof of this result in [12] relies on a fixed point argument. Briefly, the setup in [12, Theorem 3.10] is the following. Fix $T > 0$ and consider the metric space $\mathcal{F}$ made of all $f \in C([0, T]; \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d))$ such that the support of $f_t$ is contained in a fixed ball $B_R$ for all $t \in [0, T]$. The distance in $\mathcal{F}$ is taken to be

$$W_1(f, g) = \sup_{t \in [0, T]} W_1(f_t, g_t),$$

where $W_1$ denotes the 1-Wasserstein distance. For $f \in \mathcal{F}$ fixed, define the map (see (3.4)):

$$G[f](t) := T^t_{E[f]} \# f_0.$$

It is shown in [12] that this map is contractive and hence, it has a unique fixed point in $\mathcal{F}$. This fixed point is the desired solution to (1.5).

We also note that by results in [27, 13], $f_\epsilon$ given by Theorem 3.1 is also a weak solution of (1.5), i.e., it satisfies

$$\int_0^T \int_{\mathbb{R}^d \times \mathbb{R}^d} \partial_t \phi(t, x, v) f_\epsilon(t, x, v) \, dx \, dv \, dt + \int_0^T \int_{\mathbb{R}^d} \nabla_x \phi \cdot v f_\epsilon \, dx \, dv \, dt - \frac{1}{\epsilon} \int_0^T \int_{\mathbb{R}^d \times \mathbb{R}^d} \nabla_v \phi \cdot (v + \nabla_x K \ast \rho_\epsilon) f_\epsilon \, dx \, dv \, dt + \int_{\mathbb{R}^d \times \mathbb{R}^d} \phi(0, x, v) f_0(x, v) \, dx \, dv = 0,$$

for any $\phi \in C^1_c([0, T]; C^1_b(\mathbb{R}^d \times \mathbb{R}^d))$.

Remark 3.2. Take a measure solution $f_\epsilon$ of (1.5) for $\epsilon > 0$ fixed. By definition, $f_\epsilon$ is the mass transport of $f_0$ along trajectories $(x_\epsilon(t), v_\epsilon(t))$ that satisfy the characteristic equations (see (3.1))

$$\frac{dx}{dt} = v, \quad \frac{dv}{dt} = -v - \nabla_x K \ast \rho_\epsilon,$$

$(x_\epsilon(0), v_\epsilon(0)) = (x_0, v_0)$. We are interested in this paper in the $\epsilon \to 0$ limit of $f_\epsilon$, $\rho_\epsilon$, as well as in the limiting behaviour of the characteristic trajectories $x_\epsilon(t)$, $v_\epsilon(t)$. This will require the use of the ODE framework from Section 2 combined with PDE estimates on (1.5) itself. To this end, we need to work first with classical solutions of (1.5) and derive uniform in $\epsilon$ estimates (see Theorem 4.2 for instance). Below is a brief account on existence theory for classical solutions of (1.5).
Smooth solutions. The existence of smooth solutions to (1.5) for $\epsilon > 0$ can be inferred using the classical framework for Vlasov type equations [20]. We state the theorem below and explain the steps of its proof. The full details of the proof can be found in [20, Chapter 4] for Vlasov-Maxwell equation.

**Theorem 3.2** (Existence of smooth solutions). Suppose $f_0 \in C^2(\mathbb{R}^d \times \mathbb{R}^d) \cap L^1(\mathbb{R}^d \times \mathbb{R}^d)$ and $\nabla_x K \in W^{1,\infty}(\mathbb{R}^d)$. Let $T > 0$ be arbitrary. Then equation (1.5) has a solution $f_\epsilon \in C([0,T]; C^1(\mathbb{R}^d \times \mathbb{R}^d))$ with initial data $f_\epsilon|_{t=0} = f_0$.

**Sketch of Proof.** The proof is divided in three steps: construct an approximating sequence $f_\epsilon^{(n)}$ in $C([0,T]; C^2(\mathbb{R}^d \times \mathbb{R}^d))$ by iterations, prove a uniform bound of $f_\epsilon^{(n)}$ in $C([0,T]; C^1(\mathbb{R}^d \times \mathbb{R}^d))$, and show that $f_\epsilon^{(n)}$ is a Cauchy sequence in $C([0,T]; C^1(\mathbb{R}^d \times \mathbb{R}^d))$ which converges to the desired solution of (1.5).

We end this section by pointing out that, similar to the analysis in [12] for measure-valued solutions, the classical results invoked to prove Theorem 3.2 also use the characteristic equations (3.7). For smooth solutions however the mass transportation formula (3.3) is equivalent to solving the equation by the method of characteristics.

4 Uniform in $\epsilon$ estimates

We present in this section all the (uniform in $\epsilon$) estimates needed to prove the convergence as $\epsilon \to 0$ of solutions to (1.5). Throughout the rest of the paper we assume $\nabla K \in W^{1,\infty}(\mathbb{R}^d)$ and that the initial density $f_0$ has compact support. Note that compared to [12] we require a slightly stronger condition on $K$, as for our analysis we need a global Lipschitz bound to obtain the uniform bound in $\epsilon$ for the support of the solution (Proposition 4.1).

For further reference, let us write the initial-value problem for (1.5), with explicit $\epsilon$-dependence indicated for its solution $f_\epsilon$:

\[
\begin{align*}
\partial_t f_\epsilon + v \cdot \nabla_x f_\epsilon &= \frac{1}{\epsilon} \nabla_v \cdot \left( (v + \nabla_x K \ast \rho_\epsilon) f_\epsilon \right), \\
f_\epsilon|_{t=0} &= f_0(x,v),
\end{align*}
\]

(4.1)

where

\[
\rho_\epsilon(t,x) = \int_{\mathbb{R}^d} f_\epsilon(t,x,v) dv.
\]

**Solutions of compact support.** We first make the observation that $f_0$ being compactly supported implies that solutions $f_\epsilon$ (either smooth or measure-valued) remain compactly supported for all times (see Theorem 3.1). We show below that the support of $f_\epsilon$ is in fact independent of $\epsilon$.

**Proposition 4.1** (Uniform estimate for the support). Consider a solution $f_\epsilon$ to (4.1) as provided by Theorem 3.1. Then, there exists an increasing function $R(T)$ (independent of $\epsilon$) such that for all $T > 0$,

\[
\text{supp } f_\epsilon(t) \subset B_{R(T)} \quad \text{for all } t \in [0,T] \text{ and } \epsilon > 0.
\]

(4.2)

The function $R(T)$ depends only on the support of $f_0$ and $\|\nabla K\|_{L^\infty}$.
Proof. The support of $f_\epsilon$ evolves with the flow governed by the characteristic equations (3.7), initialized at points $(x_0, v_0)$ in the support of $f_0$. Since

$$|\nabla K * \rho_\epsilon| \leq \|\nabla K\|_{L^\infty},$$

from (3.7) we infer that the Euclidean norm $|v_\epsilon(t)|$ of the $v$-trajectories satisfies

$$\frac{d|v_\epsilon|}{dt} \leq -\frac{1}{\epsilon} |v_\epsilon| + \frac{1}{\epsilon} \|\nabla K\|_{L^\infty}, \quad v_\epsilon(0) = v_0.$$

Consequently, there exists a constant $C$ that depends only on the support of $f_0$ and $\|\nabla K\|_{L^\infty}$, such that all characteristic paths that start from within $\text{supp} f_0$ satisfy

$$|v_\epsilon(t)| \leq C, \quad \text{for all } t > 0 \text{ and } \epsilon > 0.$$

Since $\frac{dx_\epsilon}{dt} \leq |v_\epsilon|$, the $x$-trajectories grow at most linearly in time. Hence there exists a function $R(T)$ that depends only on the support of $f_0$, $\|\nabla K\|_{L^\infty}$ and $T$ such that (4.2) holds.

4.1 Estimates for smooth solutions

Consider the smooth case and take solutions $f_\epsilon \in C([0, T]; C^1(\mathbb{R}^d \times \mathbb{R}^d))$, as provided by Theorem 3.2. The key estimate needed for the convergence is provided by the following result.

**Proposition 4.2** (Main estimate for smooth solutions). Let $f_\epsilon$ be the classical solution to (4.1), as provided by Theorem 3.2. Assume additionally that the initial data $f_0$ has a finite first moment in $v$, that is, $|v|f_0 \in L^1(\mathbb{R}^d \times \mathbb{R}^d)$. Then there exists a constant $C_0, \epsilon_0$ such that for any $\epsilon \leq \epsilon_0$,

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} |v + \nabla_x K * \rho_\epsilon| f_\epsilon \, dx \, dv \leq C_0 \epsilon, \quad \text{for all } t \in [0, T],$$

(4.3)

where $C_0, \epsilon_0$ only depends on $\|\nabla_x K\|_{W^{1, \infty}}$ and $\|(1 + |v|)f_0\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)}$.

**Proof.** Denote the quantity on the left-hand side of (4.3) as

$$I(t) = \int_{\mathbb{R}^d \times \mathbb{R}^d} |v + \nabla_x K * \rho_\epsilon| f_\epsilon \, dx \, dv.$$

Hence our goal is to show that there exists $C_0$ such that

$$\sup_{t \in [0, T]} I(t) \leq C_0 \epsilon.$$  

(4.4)

Multiply equation (4.1) by $|v + \nabla_x K * \rho_\epsilon|$ and integrate in $x, v$ to get

$$\frac{d}{dt} I(t) = -\frac{1}{\epsilon} I(t) + \int_{\mathbb{R}^d \times \mathbb{R}^d} (\partial_t |v + \nabla_x K * \rho_\epsilon|) f_\epsilon \, dx \, dv + \int_{\mathbb{R}^d \times \mathbb{R}^d} (v \cdot \nabla_x |v + \nabla_x K * \rho_\epsilon|) f_\epsilon \, dx \, dv.$$

(4.5)
Denote the two remainder terms in the right-side as
\[ I_1(t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\partial_t |v + \nabla_x K \ast \rho_\epsilon|) f_\epsilon \, dx \, dv, \]
\[ I_2(t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (v \cdot \nabla_x |v + \nabla_x K \ast \rho_\epsilon|) f_\epsilon \, dx \, dv. \]

The strategy is to show that \( I_1(t) \) and \( I_2(t) \) are bounded linearly by \( I(t) \) and then derive a differential inequality from (4.5) to bound \( I(t) \).

By integrating (4.1) in \( v \) one finds that the macroscopic density \( \rho_\epsilon \in C([0, T]; C^1(\mathbb{R}^d)) \) satisfies
\[ \partial_t \rho_\epsilon + \nabla_x \cdot \langle vf_\epsilon \rangle = 0, \]
\[ \rho_\epsilon|_{t=0} = \langle f_0 \rangle. \] (4.6)

Here, angle brackets denote integration with respect to \( v \). Equation (4.6) conserves mass:
\[ \| \rho_\epsilon(t) \|_{L^1(\mathbb{R}^d)} = \| f_0 \|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)}, \quad \text{for all } t > 0. \]

Hence,
\[ |\partial_t |v + \nabla_x K \ast \rho_\epsilon| \leq |\nabla_x K \ast \partial_t \rho_\epsilon| = |\nabla^2_x K \ast \langle vf_\epsilon \rangle| \]
\[ \leq |\nabla^2_x K \ast ((v + \nabla_x K \ast \rho_\epsilon) f_\epsilon)| + \| \nabla^2_x K \ast \rho_\epsilon \|_{L^\infty} \| \nabla_x K \ast \rho_\epsilon \|_{L^\infty} \]
\[ \leq \| \nabla^2_x K \|_{L^\infty} I(t) + \| \nabla^2_x K \|_{L^\infty} \| \nabla_x K \|_{L^\infty} \| \rho_\epsilon \|_{L^1(\mathbb{R}^d)}^3. \]

Therefore,
\[ |I_1(t)| \leq \| \nabla^2_x K \|_{L^\infty} \| \rho_\epsilon \|_{L^1(\mathbb{R}^d)} I(t) + \| \nabla^2_x K \|_{L^\infty} \| \nabla_x K \|_{L^\infty} \| \rho_\epsilon \|_{L^1(\mathbb{R}^d)}^3 \]
\[ \leq C_1 I(t) + C_2, \quad (4.7) \]

where \( C_1, C_2 \) only depend on \( \| \nabla_x K \|_{W^{1, \infty}} \) and \( \| f_0 \|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} \).

A similar estimate can be derived for \( I_2(t) \). Indeed,
\[ |I_2(t)| \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |v| |\nabla^2_x K \ast \rho_\epsilon| f_\epsilon \, dx \, dv \]
\[ \leq \| \nabla^2_x K \|_{L^\infty} \| \rho_\epsilon \|_{L^1(\mathbb{R}^d)} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |v| f_\epsilon \, dx \, dv \]
\[ \leq C_3 \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |v + \nabla_x K \ast \rho_\epsilon| f_\epsilon \, dx \, dv + \| \nabla_x K \|_{L^\infty} \| \rho_\epsilon \|_{L^1(\mathbb{R}^d)}^2 \right) \]
\[ \leq C_3 I(t) + C_4, \]

where \( C_3, C_4 \) only depend on \( \| \nabla_x K \|_{W^{1, \infty}} \) and \( \| f_0 \|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} \).

Combining (4.5), (4.7) and (4.8) we obtain the following differential inequality for \( I(t) \):
\[ \frac{d}{dt} I(t) \leq - \frac{1}{\epsilon} I(t) + C_5 I(t) + C_6, \quad (4.9) \]
Lemma 4.3. Suppose \( \rho \) is compactly supported over the unit ball in \( \mathbb{R}^d \). Here the mollifier can be chosen such that 
\[
\eta \in C_c(\mathbb{R}^d), \quad \text{with } \eta \text{ compactly supported over the unit ball in } \mathbb{R}^d.
\]

Note that initially,
\[
I(0) \leq \|v\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} + C_\mu
\]
where \( C_\mu \) only depends on \( \|\nabla_x K\|_{L^\infty} \) and \( \|f_0\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} \). Finally, from (4.9) and (4.10) one can derive
\[
\sup_{t \in [0,T]} I(t) \leq C_0 \epsilon,
\]
where \( C_0 \) only depends on \( \|\nabla_x K\|_{W^{1,\infty}} \) and \( \|(1 + |v|) f_0\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} \).

4.2 Estimates for measure-valued solutions

Next, we show that a similar bound as in (4.3) holds for a measure-valued solution \( f \) as well. The strategy we employ here is to use a smooth approximating sequence for which the results in Section 4.1 are valid, and then pass to the limit to infer results for measure solutions.

Take an initial measure \( f_0 \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \) with compact support and fix \( \epsilon > 0 \). Let \( f_0^{(n)} \) be a sequence of mollifications of \( f_0 \) such that
\[
f_0^{(n)} = f_0 * \eta^{(n)} \in C^2(\mathbb{R}^d \times \mathbb{R}^d).
\]
Here the mollifier can be chosen such that \( \eta^{(n)}(x,v) = n^{2d} \eta^{(1)}(nx,nv) \in C_c^\infty(\mathbb{R}^d \times \mathbb{R}^d) \), where \( \eta^{(1)} \) is compactly supported over the unit ball in \( \mathbb{R}^d \) and satisfies
\[
\eta^{(1)} \geq 0, \quad \iint_{\mathbb{R}^d \times \mathbb{R}^d} \eta^{(1)}(x,v) \, dx \, dv = 1, \quad \iint_{\mathbb{R}^d \times \mathbb{R}^d} |v|\eta^{(1)}(x,v) \, dx \, dv \leq 1.
\]

The following mollification lemma is classical (see for example [1]).

**Lemma 4.3.** Suppose \( f_0 \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \) with \( \text{supp } f_0 \subseteq B(R_0) \). Then the approximating sequence \( f_0^{(n)} \) satisfies

(a) \( \text{supp } f_0^{(n)} \subseteq B(R_0 + 1) \) for all \( n \geq 1 \).

(b) \( f_0^{(n)} \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \) and the first moments \( \iint |v| f_0^{(n)}(x,v) \, dx \, dv \) are uniformly bounded.

(c) \( \{f_0^{(n)}\}_{n \geq 1} \) is a Cauchy sequence in \( \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \) endowed with the \( W_1 \) distance, and \( \|f_0^{(n)} - f_0\|_{W_1} \to 0 \) as \( n \to \infty \).

Now we construct the approximating sequence \( f_\epsilon^{(n)} \) such that
\[
\partial_t f_\epsilon^{(n)} + v \cdot \nabla_x f_\epsilon^{(n)} = \frac{1}{\epsilon} \nabla_v \cdot \left( \left( v + \nabla_x K * \rho_\epsilon^{(n)} \right) f_\epsilon^{(n)} \right),
\]
\[
f_\epsilon^{(n)}|_{t=0} = f_0^{(n)}(x,v),
\]
where \( \rho_\epsilon^{(n)} = \int_{\mathbb{R}^d} f_\epsilon^{(n)} \, dv \).
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Lemma 4.4. Fix $\epsilon > 0$. Suppose $\nabla_x K \in W^{1,\infty}(\mathbb{R}^d)$ and $f_0 \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d)$ with compact support. Let $f^{(n)}_\epsilon$ be the sequence of mollifications of $f_0$ given by (4.11). Then for each $T > 0$, there exists a sequence of solutions $f^{(n)}_\epsilon \in C([0,T];C^1(\mathbb{R}^d \times \mathbb{R}^d))$ to (4.12) whose supports only depend on $T$ and $\|\nabla_x K\|_{W^{1,\infty}}$. In particular, the supports are uniformly bounded in both $n$ and $\epsilon$.

Moreover, if we let $f_\epsilon \in C([0,T];\mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d))$ be the unique measure solution to (4.1) in the sense of Definition 3.1, then

$$f^{(n)}_\epsilon(t,\cdot,\cdot) \xrightarrow{W_1} f_\epsilon(t,\cdot,\cdot) \quad \text{in } \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d), \quad \text{uniformly in } t \text{ as } n \to \infty. \quad (4.13)$$

Proof. Since $f^{(n)}_0 \in C^2(\mathbb{R}^d \times \mathbb{R}^d)$ has compact support, we can apply the existence theory in Theorem 3.2 and deduce that there exists a smooth solution $f^{(n)}_\epsilon \in C([0,T];C^1(\mathbb{R}^d \times \mathbb{R}^d))$ of (4.12) for every $n \geq 1$ and every $\epsilon > 0$. Each $f^{(n)}_\epsilon$ is compactly supported and integrates to 1. Proposition 4.1 yields that the support of $f^{(n)}_\epsilon$ is independent of $\epsilon$ and depends only on $T$, $\|\nabla_x K\|_{W^{1,\infty}}$, and the support of $f^{(n)}_0$. By part (a) in Lemma 4.3, we further conclude that the supports of $f^{(n)}_\epsilon(t,\cdot,\cdot)$ are uniformly bounded in both $n$ and $\epsilon$ for all $t \in [0,T]$.

Let $f_\epsilon \in C([0,T];\mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d))$ be the unique measure-valued solution to (4.1) in the sense of Definition 3.1. By the stability result in [12, Theorem 3.16], we have that for all times $t \geq 0$,

$$\|f^{(n)}_\epsilon(t,\cdot,\cdot) - f_\epsilon(t,\cdot,\cdot)\|_{W_1} \leq r(T)\|f^{(n)}_0 - f_0\|_{W_1}, \quad (4.14)$$

where $r(T)$ only depends on $T$ and the support of $f_0$. From (4.14) and Lemma 4.3 we then conclude (4.13). \hfill \square

It follows from (4.13) that

$$\rho^{(n)}_\epsilon(t,\cdot,\cdot) \to \rho_\epsilon(t,\cdot,\cdot) \quad \text{as measures, \quad for each } t \in [0,T) \text{ as } n \to \infty, \quad (4.15)$$

where $\rho_\epsilon$ is the first marginal of $f_\epsilon$. Next we show the following $L^\infty$-convergence of $\nabla_x K \ast \rho^{(n)}_\epsilon$.

Lemma 4.5. Consider the measure solution $f_\epsilon$ of (4.1) obtained as a limit of mollifications $f^{(n)}_\epsilon$ as in Lemma 4.4. Then for each $t \geq 0$, we have $\nabla_x K \ast \rho_\epsilon \in C(\mathbb{R}^d)$ and

$$\nabla_x K \ast \rho^{(n)}_\epsilon(t,\cdot) \to \nabla_x K \ast \rho_\epsilon(t,\cdot) \quad \text{strongly in } L^\infty_{loc}(\mathbb{R}^d), \text{ as } n \to \infty. \quad (4.16)$$

Proof. Given the regularity of $f^{(n)}_\epsilon$ we have that $\nabla_x K \ast \rho^{(n)}_\epsilon(t,\cdot) \in C(\mathbb{R}^d)$ for each time $t \geq 0$. Also, by mass conservation of $f^{(n)}_\epsilon$ and the properties of the mollifiers in Lemma 4.3, $\nabla_x K \ast \rho^{(n)}_\epsilon$ satisfies

$$|\nabla_x K \ast \rho^{(n)}_\epsilon(x)| \leq \|\nabla_x K\|_{L^\infty},$$

$$|\nabla_x K \ast \rho^{(n)}_\epsilon(x_1) - \nabla_x K \ast \rho^{(n)}_\epsilon(x_2)| \leq \|\nabla^2_x K\|_{L^\infty} |x_1 - x_2|,$$

for any $x, x_1, x_2 \in \mathbb{R}^d$. Hence the sequence $\{\nabla_x K \ast \rho^{(n)}_\epsilon\}_{n \geq 1}$ is uniformly bounded and equi-continuous. By Ascoli-Arzelà theorem, we have that $\{\nabla_x K \ast \rho^{(n)}_\epsilon\}_{n \geq 1}$ converges on a subsequence in the strong topology of $C(\Omega)$, for any compact set $\Omega \subset \mathbb{R}^d$. Meanwhile, by (4.15), the limit function is $\nabla_x K \ast \rho_\epsilon \in C(\mathbb{R}^d)$. It then follows that the entire sequence $\{\nabla_x K \ast \rho^{(n)}_\epsilon\}_{n \geq 1}$ converges to $\nabla_x K \ast \rho_\epsilon$, as desired. \hfill \square
Now we state the analogue for measure solutions of the main estimate (4.3).

**Proposition 4.6** (Main estimate for measure-valued solutions). Fix $\epsilon > 0$ and assume the hypotheses in Lemma 4.4. Then for any $\tilde{\phi} \in C_b(\mathbb{R}^d \times \mathbb{R}^d)$, there exists a constant $\tilde{C}_0$ such that

$$\left| \int_{\mathbb{R}^d \times \mathbb{R}^d} \tilde{\phi}(x, v) \left( v + \nabla_x K * \rho \right) f_\epsilon \, dx \, dv \right| \leq \tilde{C}_0 \epsilon,$$

for all $t \in [0, T]$. (4.16)

Specifically, $\tilde{C}_0 = C_0 \| \tilde{\phi} \|_{L^\infty(\mathbb{R}^d \times \mathbb{R}^d)}$, where $C_0$ is a constant which depends only on $\| \nabla_x K \|_{W^{1,\infty}}$ and $\int \int |v| f_0 \, dx \, dv$. In particular, $\tilde{C}_0$ is independent of $\epsilon$ and $t$.

**Proof.** Let $f_\epsilon^{(n)}$ be the approximating sequence satisfying (4.12). Hence $f_\epsilon^{(n)}$ satisfies (4.3) and for any $\tilde{\phi} \in C_b(\mathbb{R}^d \times \mathbb{R}^d)$,

$$\left| \int_{\mathbb{R}^d \times \mathbb{R}^d} \tilde{\phi}(x, v) \left( v + \nabla_x K * \rho_\epsilon^{(n)} \right) f_\epsilon^{(n)} \, dx \, dv \right| \leq C_0 \| \tilde{\phi} \|_{L^\infty} \epsilon.$$ (4.17)

Note that by Lemma 4.3, the constant $C_0$ can be chosen to be independent of $n$, and depending only on $\| \nabla_x K \|_{W^{1,\infty}}$ and $\int \int |v| f_0 \, dx \, dv$.

Denote by $\Omega(T) \subset \mathbb{R}^{2d}$ the common support of $f_\epsilon^{(n)}(t)$ for all $\epsilon > 0$, $n \geq 1$ at any $t \in [0, T]$. Then, by (4.13) and Lemma 4.5, we have that for each $t \in [0, T]$,

$$\left| \int_{\mathbb{R}^d \times \mathbb{R}^d} \tilde{\phi}(x, v) \left( v + \nabla_x K * \rho_\epsilon^{(n)} \right) f_\epsilon^{(n)} \, dx \, dv \right| = \int_{\Omega(T)} \tilde{\phi}(x, v) \left( v + \nabla_x K * \rho_\epsilon^{(n)} \right) f_\epsilon^{(n)} \, dx \, dv \rightarrow \int_{\mathbb{R}^d \times \mathbb{R}^d} \tilde{\phi}(x, v) \left( v + \nabla_x K * \rho_\epsilon \right) f_\epsilon \, dx \, dv,$$

as $n \rightarrow \infty$. Hence by taking the limit $n \rightarrow \infty$ in (4.17), we obtain the desired bound in (4.16). \qed

**5 Convergence as $\epsilon \rightarrow 0$ of solutions to (1.5)**

By Proposition 4.6, measure-valued solutions $f_\epsilon$ of the transport equation (4.1), in the sense of Definition 3.1, satisfy the uniform (in $\epsilon$) estimate (4.16). In this section we use this key estimate to pass the limit $\epsilon \rightarrow 0$ in (4.1), that is, in the initial-value problem for (1.5).

First we explain the setting for well-posedness of the macroscopic equation (1.1). Consider the initial value problem for (1.1):

$$\rho_t - \nabla_x \cdot \left( (\nabla_x K * \rho) \rho \right) = 0,$$

$$\rho|_{t=0} = \rho_0(x).$$ (5.1)

Similar to the kinetic equation, there exist several concepts of solutions to (5.1) over an arbitrary time interval $[0, T]$.

The first concept is the measure-valued solution as defined in [12]. More specifically, assuming that $\nabla_x K \in W^{1,\infty}(\mathbb{R}^d)$, one can apply the framework in [12] and obtain a unique
measure-valued solution $\rho \in C([0,T); \mathcal{P}_1(\mathbb{R}^d))$ in the mass transportation sense (similar to how a measure solution for the kinetic equation (1.5) has been introduced in Definition 3.1).

The second notion is the weak solution in $C([0,T); \mathcal{P}(\mathbb{R}^d))$ where the continuity in time is in the narrow sense. In particular, a weak solution $\rho \in C([0,T); \mathcal{P}(\mathbb{R}^d))$ to (5.1) satisfies

$$\int_0^T \int_{\mathbb{R}^d} \partial_t \psi(t, x) \rho(t, x) \, dx \, dt - \int_0^T \int_{\mathbb{R}^d} \nabla_x \psi \cdot (\nabla_x K * \rho) \, dx \, dt + \int \psi(0, x) \rho_0(x) \, dx = 0,$$

for any $\psi \in C^1_0([0,T); \mathcal{P}_1(\mathbb{R}^d))$. A global-in-time well-posedness theory of weak measure solutions to (5.1) was established in [13] for a very general class of (nonsmooth) potentials.

In their setting, as well as ours, the two concepts of solutions are in fact equivalent (see Step 3 in the proof of Theorem 5.1 for a more detailed account of this fact).

5.1 Convergence to the macroscopic equation

The main result is the following theorem.

**Theorem 5.1.** Let $T > 0$ be arbitrary, $\nabla_x K \in W^{1,\infty}(\mathbb{R}^d)$ and $f_0 \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d)$ with compact support. Suppose $f_\epsilon \in C([0,T); \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d))$ is the measure-valued solution to (4.1) obtained in Theorem 3.1. Let $\rho_\epsilon$ be the first marginal of $f_\epsilon$ as defined in (3.5).

Then, there exists $\rho \in C([0,T); \mathcal{P}_1(\mathbb{R}^d))$ such that for each $t \in [0,T)$,

$$\rho_\epsilon(t, \cdot) \rightharpoonup W_1 \rho(t, \cdot) \quad \text{in} \quad \mathcal{P}_1(\mathbb{R}^d) \quad \text{as} \quad \epsilon \to 0.$$

Moreover, $\rho$ is the unique solution to the initial value problem (5.1) in the weak sense, i.e., it satisfies (5.2), where $\rho_0$ is the first marginal of $f_0$.

**Proof.** We break the proof into several steps.

**Step 1.** First we show a uniform in time convergence of $\rho_\epsilon$. Recall that the measure solution $f_\epsilon$ of (4.1) is also a weak solution, cf. (3.6). For any fixed $\psi_1 \in C^1_c(0,T)$ and $\psi_2 \in C^1_c(\mathbb{R}^d)$, let $\phi(t, x, v) = \psi_1(t)\psi_2(x)$ and use it as a test function in (3.6), to get:

$$\int_0^T \int_{\mathbb{R}^d} \psi_1'(t) \psi_2(x) \rho_\epsilon(t, x) \, dx \, dt = - \int_0^T \int_{\mathbb{R}^d} \partial_t \psi_2(x) \psi_1(t) \rho_\epsilon(t, x) \, dx \, dt.$$

Denote

$$\eta_1(t) = \int_{\mathbb{R}^d} \psi_2(x) \rho_\epsilon(t, x) \, dx.$$

By (5.4), the weak derivative of $\eta_1$ is given by

$$\eta_1'(t) = \int_{\mathbb{R}^d \times \mathbb{R}^d} \nabla_x \psi_2 \cdot v f_\epsilon \, dx \, dv \in L^\infty(0, T).$$

Since $f_\epsilon$ is uniformly supported on $\Omega(T)$, we have

$$\|\eta_1\|_{W^{1,\infty}(0,T)} \leq C(T) \|\psi_2\|_{C^1_c(\mathbb{R}^d)}.$$
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where \( C(T) \) only depends on \( T \) (in particular, \( C(T) \) is independent of \( \epsilon \)).

Since \( \eta_1(t) \) is uniformly bounded in \( W^{1,\infty}(0,T) \), it converges uniformly on a subsequence. We conclude that given any \( \psi_2 \in C_b^1(\mathbb{R}^d) \), there exists a subsequence \( \epsilon_k \) and \( \eta_2(t) \in C([0,T]) \) such that

\[
\int_{\mathbb{R}^d} \psi_2(x) \rho_{\epsilon_k}(t,x) \, dx \to \eta_2(t) \quad \text{uniformly in } C([0,T]) \quad \text{as } \epsilon_k \to 0. \tag{5.7}
\]

On the other hand, note that Proposition 4.1 provides a uniform (in \( \epsilon \)) bound for the support of \( \rho_\epsilon \), which implies that the sequence \( \rho_\epsilon(\cdot,t) \) is tight. By Prokhorov’s theorem (cf. [7, Theorem 4.1]), for each \( t \in [0,T) \), \( \rho_\epsilon(t,\cdot) \) converges weak-* on a subsequence to a probability measure \( \rho(\cdot,t) \in \mathcal{P}(\mathbb{R}^d) \). By Remark 3.1, the convergence holds in fact in \( \mathcal{P}_1(\mathbb{R}^d) \), with respect to the Wasserstein metric \( W \).

Hence, at each \( t > 0 \), there exist a subsequence of \( \rho_{\epsilon_k} \), denoted as \( \rho_{\epsilon_{k_n}} \) (\( k_n \) may depend on \( t \)), which satisfies

\[
\rho_{\epsilon_{k_n}}(t,\cdot) \xrightarrow{W_1} \rho(t,\cdot) \quad \text{in } \mathcal{P}_1(\mathbb{R}^d) \quad \text{as } \epsilon_{k_n} \to 0.
\]

Consequently, for each \( t \in [0,T) \) and any \( \psi_2 \in C_b^1(\mathbb{R}^d) \),

\[
\int_{\mathbb{R}^d} \psi_2(x) \rho_{\epsilon_{k_n}}(t,x) \, dx \to \int_{\mathbb{R}^d} \psi_2(x) \rho(t,x) \, dx \quad \text{as } \epsilon_{k_n} \to 0.
\]

Combined with (5.7) and the uniqueness of \( \eta_2(t) \) at each \( t \in [0,T) \), this shows that the full sequence \( \rho_{\epsilon_k}(t,\cdot) \) (with \( \epsilon_k \) independent of \( t \)) and \( \rho(t,\cdot) \in \mathcal{P}_1(\mathbb{R}^d) \) satisfy

\[
\int_{\mathbb{R}^d} \psi_2(x) \rho_{\epsilon_k}(t,x) \, dx \to \int_{\mathbb{R}^d} \psi_2(x) \rho(t,x) \, dx \quad \text{uniformly on } [0,T) \quad \text{as } \epsilon_k \to 0, \tag{5.8}
\]

for any \( \psi_2 \in C_b^1(\mathbb{R}^d) \). In addition, we have that

\[
\rho_{\epsilon_k}(t,\cdot) \xrightarrow{W_1} \rho(t,\cdot) \quad \text{in } \mathcal{P}_1(\mathbb{R}^d) \quad \text{as } \epsilon_k \to 0. \tag{5.9}
\]

Next we show that we can also allow \( \psi_2 \) to depend on \( t \) in (5.8). Specifically, we claim that given any \( \psi_3 \in C_c([0,T);C_b^1(\mathbb{R}^d)) \),

\[
\int_{\mathbb{R}^d} \psi_3(t,x) \rho_{\epsilon_k}(t,x) \, dx \quad \text{is equicontinuous on } [0,T). \tag{5.10}
\]

Indeed, for any \( t, s \in [0,T) \),

\[
\left| \int_{\mathbb{R}^d} \psi_3(t,x) \rho_{\epsilon_k}(t,x) \, dx - \int_{\mathbb{R}^d} \psi_3(s,x) \rho_{\epsilon_k}(s,x) \, dx \right|
\]

\[
\leq \int_{\mathbb{R}^d} |\psi_3(t,x) - \psi_3(s,x)| \rho_{\epsilon_k}(t,x) \, dx + \left| \int_{\mathbb{R}^d} \psi_3(s,x) \rho_{\epsilon_k}(t,x) \, dx - \int_{\mathbb{R}^d} \psi_3(s,x) \rho_{\epsilon_k}(s,x) \, dx \right|
\]

\[
\leq \sup_x |\psi_3(t,x) - \psi_3(s,x)| + C(T) \sup_t \|\psi_3\|_{C_b^1(\mathbb{R}^d)} |t - s|,
\]
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where the last inequality follows from (5.6). Since \(\psi_3\) is uniformly continuous on \([0, T) \times \mathbb{R}^d\), we have that
\[
\sup_x |\psi_3(t, x) - \psi_3(s, x)| \to 0, \quad \text{uniformly as } |t - s| \to 0.
\]
This shows that (5.10) holds. Hence up to a subsequence, still denoted as \(\rho_{\epsilon_k}\), we have
\[
\int_{\mathbb{R}^d} \psi_3(t, x) \rho_{\epsilon_k}(t, x) \, dx \to \int_{\mathbb{R}^d} \psi_3(t, x) \rho(t, x) \, dx \quad \text{uniformly on } [0, T) \quad \text{as } \epsilon_k \to 0, \quad (5.11)
\]
for any \(\psi_3 \in C_c([0, T); C^1_b(\mathbb{R}^d))\).

Step 2. In this step we pass the limit \(\epsilon_k \to 0\) on the subsequence \(\rho_{\epsilon_k}\) to find a limiting equation for \(\rho\).

Define
\[
\Omega_1(T) = \{x \in \mathbb{R}^d : (x, v) \in \Omega(T)\}, \quad (5.12)
\]
where recall that \(\Omega(T) \subset \mathbb{R}^{2d}\) represents the common support of \(f_\epsilon(t)\) for all \(\epsilon > 0\) and \(t \in [0, T]\). We have that \(\Omega_1(T)\) is bounded and that the supports of \(\rho_{\epsilon_k}\) and \(\rho\) are included in \(\Omega_1(T)\) for all \(t \in [0, T]\).

For any \(\psi \in C^1_c([0, T); C^1_b(\mathbb{R}^d))\), let \(\phi(t, x, v) = \psi(t, x)\) in (3.6). Then
\[
\int_0^T \int_{\mathbb{R}^d} \partial_t \psi(t, x) \rho_{\epsilon_k}(t, x) \, dx \, dt + \int_0^T \int_{\mathbb{R}^d} \nabla_x \psi \cdot v f_{\epsilon_k} \, dx \, dv \, dt + \int_{\mathbb{R}^d} \psi(0, x) \rho_0(x) \, dx = 0. \quad (5.13)
\]

We want to pass \(\epsilon_k \to 0\) in (5.13). By (5.11),
\[
\int_0^T \int_{\mathbb{R}^d} \partial_t \psi(t, x) \rho_{\epsilon_k}(t, x) \, dx \, dt \to \int_0^T \int_{\mathbb{R}^d} \partial_t \psi(t, x) \rho(t, x) \, dx \, dt \quad \text{as } \epsilon_k \to 0.
\]

Next we rewrite the integrand of the second term in (5.13) as
\[
\int_{\mathbb{R}^d} \nabla_x \psi \cdot v f_{\epsilon_k} \, dx \, dv = \int_{\mathbb{R}^d} \nabla_x \psi \cdot (v + \nabla_x K \ast \rho_{\epsilon_k}) f_{\epsilon_k} \, dx \, dv - \int_{\mathbb{R}^d} \nabla_x \psi \cdot (\nabla_x K \ast \rho_{\epsilon_k}) \rho_{\epsilon_k} \, dx. \quad (5.14)
\]

Use (4.16) to get
\[
\int_{\mathbb{R}^d} \nabla_x \psi \cdot (v + \nabla_x K \ast \rho_{\epsilon_k}) f_{\epsilon_k} \, dx \, dv \to 0 \quad \text{as } \epsilon_k \to 0 \quad \text{uniformly in } t. \quad (5.15)
\]

By the same argument as in Lemma 4.5, one can show that \(\nabla_x K \ast \rho_{\epsilon_k}(t, \cdot)\) is a bounded family in \(W^{1,\infty}(\mathbb{R}^d)\) for each \(t \in [0, T]\). More precisely,
\[
\|\nabla_x K \ast \rho_{\epsilon_k}(t, \cdot)\|_{W^{1,\infty}(\mathbb{R}^d)} \leq \|\nabla_x K\|_{W^{1,\infty}}.
\]

Now we want to show that \(\nabla_x K \ast \rho_{\epsilon_k}\) is also equicontinuous in \(t\). Note that \(\nabla_x K\) does not have enough regularity for the bound in (5.6) to apply directly. To bypass this, we mollify
$K$ by convolution and let $K_n = K * \eta^{(n)}$ where $\eta^{(n)}$ is the same mollifier defined in (4.11). Hence $\nabla_x K_n = \nabla_x K * \eta^{(n)}$ and $\nabla^2_x K_n = \nabla^2_x K * \eta^{(n)}$. This shows

$$\|\nabla_x K_n\|_{C^1_b} \leq \|\nabla_x K\|_{W^{1,\infty}} \quad \text{for all } n \geq 1.$$  

Use $\psi_2 = \nabla_x K_n$ in (5.5). Then, bound (5.6) yields

$$\sup_x \|\nabla_x K_n * \rho_{t_k}\|_{W^{1,\infty}(0,T)} \leq C(T) \|\nabla_x K_n\|_{C^1_b} \leq C(T) \|\nabla_x K\|_{W^{1,\infty}}.$$  

Together with

$$\|\nabla_x K_n * \rho_{t_k}(t, \cdot)\|_{W^{1,\infty}(\mathbb{R}^d)} \leq \|\nabla_x K_n\|_{W^{1,\infty}} \leq \|\nabla_x K\|_{W^{1,\infty}},$$  

we have

$$\|\nabla_x K_n * \rho_{t_k}\|_{W^{1,\infty}(0,T) \times \mathbb{R}^d} \leq (C(T) + 1) \|\nabla_x K\|_{W^{1,\infty}}.$$  

Therefore, for any $t, s \in [0, T)$ and $x, y \in \mathbb{R}^d$,

$$|\nabla_x K_n * \rho_{t_k}(t, x) - \nabla_x K_n * \rho_{t_k}(s, y)| \leq (C(T) + 1) \|\nabla_x K\|_{W^{1,\infty}} (|t - s| + |x - y|).$$  

(5.16)

Since $\nabla_x K$ is continuous, we have that $\nabla_x K_n \to \nabla_x K$ uniformly on any compact set in $\mathbb{R}^d$. By

$$|\nabla_x K_n * \rho_{t_k}(t, x) - \nabla_x K * \rho_{t_k}(t, x)| \leq \sup_x |\nabla_x K_n(x) - \nabla_x K(x)|,$$

we deduce that for any compact set $\tilde{\Omega} \subset \mathbb{R}^d$

$$\nabla_x K_n * \rho_{t_k}(t, x) \xrightarrow{n \to \infty} \nabla_x K * \rho_{t_k}(t, x), \quad \text{uniformly for } t \in [0, T), x \in \tilde{\Omega}, \text{ and } k \in \mathbb{N}.$$  

Hence, if we pass $n \to \infty$ in (5.16) over any compact set $\tilde{\Omega} \subset \mathbb{R}^d$, then

$$|\nabla_x K * \rho_{t_k}(t, x) - \nabla_x K * \rho_{t_k}(s, y)| \leq (C(T) + 1) \|\nabla_x K\|_{W^{1,\infty}} (|t - s| + |x - y|),$$  

(5.17)

for any $t, s \in [0, T)$ and $x, y \in \tilde{\Omega}$.

By Ascoli-Arzelá theorem, there exists a further subsequence (also denoted as $\rho_{t_k}$) such that

$$\nabla_x K * \rho_{t_k} \to \nabla_x K * \rho \quad \text{as } \epsilon_k \to 0 \quad \text{strongly in } L^\infty([0, T] \times \tilde{\Omega}),$$  

(5.18)

for any compact set $\tilde{\Omega} \subset \mathbb{R}^d$.

Now for every $t \in (0, T)$, we have

$$\left| \int_{\mathbb{R}^d} \nabla_x \psi \cdot ((\nabla_x K * \rho_{t_k}) \rho_{t_k} - (\nabla_x K * \rho) \rho) \, dx \right|$$

$$\leq \int_{\Omega_T} |\nabla_x \psi| |\nabla_x K * \rho_{t_k} - \nabla_x K * \rho| \rho_{t_k} \, dx + \int_{\mathbb{R}^d} \nabla_x \psi \cdot (\nabla_x K * \rho) (\rho_{t_k} - \rho) \, dx$$

$$\leq \|\nabla_x K * \rho_{t_k} - \nabla_x K * \rho\|_{L^\infty(\Omega_T)} \|\nabla_x \psi\|_{L^\infty} + \int_{\Omega_T} \nabla_x \psi \cdot (\nabla_x K * \rho) (\rho_{t_k} - \rho) \, dx,$$
where the first term converges to zero uniformly (in time) as $\epsilon_k \to 0$ by (5.18) and the second term converges to zero pointwise in $t$ by (5.9). This combined with (5.15) and (5.14) yields that for each $t \in (0,T)$,

$$\iiint_{\mathbb{R}^d \times \mathbb{R}^d} \nabla_x \psi \cdot v f_{\epsilon_k} \, dx \, dv \to -\iint_{\mathbb{R}^d} \nabla_x \psi \cdot (\nabla_x K * \rho) \, dx \quad \text{as} \quad \epsilon_k \to 0.$$ 

To conclude, let

$$\Omega_2(T) = \{v \in \mathbb{R}^d : (x,v) \in \Omega(T)\}.$$ 

Then $\Omega_2(T)$ is bounded for all $t \in (0,T)$ and we have the uniform (in $t$) bound

$$\left| \iiint_{\mathbb{R}^d \times \mathbb{R}^d} \nabla_x \psi \cdot v f_{\epsilon_k} \, dx \, dv \right| \leq C_2 \| \nabla_x \psi \|_{L^\infty(\mathbb{R}^d)},$$

where $C_2$ only depends on $\Omega_2(T)$. By the Lebesgue’s dominated convergence theorem, we infer that

$$\iiint_{0 \times \mathbb{R}^d \times \mathbb{R}^d} \nabla_x \psi \cdot v f_{\epsilon_k} \, dx \, dv \, dt \to -\iiint_{0 \times \mathbb{R}^d \times \mathbb{R}^d} \nabla_x \psi \cdot (\nabla_x K * \rho) \, dx \, dt \quad \text{as} \quad \epsilon_k \to 0.$$

Now (5.2) follows from (5.13) in the $\epsilon_k \to 0$ limit.

Step 3. Hence the limiting measure $\rho \in C((0,T);\mathcal{P}(\mathbb{R}^d))$ is a weak solution to (5.1). By [27] (Lemma 8.1.6 in Chapter 8), $\rho$ is the push-forward of the initial density $\rho_0$ by the characteristic flow, i.e., $\rho = T_{E_1[\rho]}^t \# \rho_0$ with the vector field given by $E_1[\rho] = -\nabla_x K * \rho \in L^\infty([0,T) \times \mathbb{R}^d)$. Moreover, since $\rho(t,\cdot)$ is compactly supported and narrowly continuous in time, we have that $\rho(t,\cdot) \in C([0,T];\mathcal{P}_1(\mathbb{R}^d))$, where the continuity is in the $W_1$ metric cf. Remark 3.1.

We conclude that $\rho$ is the unique solution of (5.1) in the mass transportation sense [12]. Consequently, we infer that the full sequence $\rho_{\epsilon}(t,\cdot)$ converges to $\rho(t,\cdot)$ with respect to the $W_1$ distance, for each $t \in [0,T)$, as desired. \hfill \Box

5.2 Convergence of characteristic paths

Consider the solution $(x_{\epsilon}(t),v_{\epsilon}(t))$ of (3.7), that is, the characteristic paths defining the flow on $\mathbb{R}^d \times \mathbb{R}^d$ along which $f_{\epsilon}$ is being transported. We now investigate their limit as $\epsilon \to 0$.

**Theorem 5.2** (Convergence of characteristic paths). Consider the measure-valued solution $f_{\epsilon}$ to (4.1) and a characteristic path $(x_{\epsilon}(t),v_{\epsilon}(t))$ that originates from $(x_0,v_0) \in \text{supp} f_0$ at $t = 0$. Then,

$$\lim_{\epsilon \to 0} x_{\epsilon}(t) = x(t), \quad \text{for all} \quad 0 \leq t \leq T, \quad (5.19)$$

where $x(t)$ is the characteristic trajectory of the limiting macroscopic equation (5.1) that starts at $x_0$, i.e., $x(t)$ satisfies

$$\frac{dx}{dt} = -\nabla_x K * \rho, \quad x(0) = x_0.$$

Also,

$$\lim_{\epsilon \to 0} v_{\epsilon}(t) = v(t), \quad \text{for all} \quad 0 < t \leq T, \quad (5.20)$$
where
\[ v(t) = -\nabla_x K \ast \rho(t, x(t)). \quad (5.21) \]

**Proof.** The task is to send \( \epsilon \to 0 \) in the characteristic system (3.7). Note that (3.7) does not fit immediately into the form (2.1) needed for a direct application of Tikhonov’s theorem (Theorem 2.1), as the right-hand-side of the \( v \)-equation depends on \( \epsilon \) as well.

Replace \( \rho_{\epsilon} \) by \( \rho \) in the right-hand-side of (3.7) to get the following system:
\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\epsilon \frac{dv}{dt} &= -v - \nabla_x K \ast \rho. 
\end{align*} \quad (5.22)
\]

Denote by \( (\tilde{x}_\epsilon(t), \tilde{v}_\epsilon(t)) \) the solution of (5.22) that starts from \( (x_0, v_0) \). By Theorem 2.1, the convergence in (5.19)-(5.21), which needs to be shown for \( x_\epsilon(t) \) and \( v_\epsilon(t) \), holds for \( \tilde{x}_\epsilon(t) \) and \( \tilde{v}_\epsilon(t) \). Hence, it would be enough to show that for a fixed \( t > 0 \),
\[
\lim_{\epsilon \to 0} |x_\epsilon(t) - \tilde{x}_\epsilon(t)| = 0 \quad \text{and} \quad \lim_{\epsilon \to 0} |v_\epsilon(t) - \tilde{v}_\epsilon(t)| = 0. 
\quad (5.23)
\]

Indeed, from (3.7) and (5.22) we get
\[
\epsilon \frac{d}{dt}(v_\epsilon(t) - \tilde{v}_\epsilon(t)) = -(v_\epsilon(t) - \tilde{v}_\epsilon(t)) - \nabla_x K \ast (\rho_\epsilon - \rho).
\]

By integrating the above equation we find
\[
v_\epsilon(t) - \tilde{v}_\epsilon(t) = -\frac{1}{\epsilon} \int_0^t e^{\frac{1}{\epsilon} (s-t)} \nabla_x K \ast (\rho_\epsilon - \rho) ds, \quad \text{for all } t \in [0, T].
\]

Using notations from the proof of Theorem 5.1 (see (5.12)), we have
\[
|v_\epsilon(t) - \tilde{v}_\epsilon(t)| \leq \sup_{t \in [0,T]} \| \nabla_x K \ast (\rho_\epsilon - \rho) \|_{L^\infty(\Omega_1(T))} \frac{1}{\epsilon} \int_0^t e^{\frac{1}{\epsilon} (s-t)} ds
\]
\[
\leq \sup_{t \in [0,T]} \| \nabla_x K \ast (\rho_\epsilon - \rho) \|_{L^\infty(\Omega_1(T))}, \quad \text{for all } t \in [0, T].
\]

By the uniform convergence shown in (5.18) (which holds on the full sequence \( \rho_\epsilon \)) we infer (5.23), and hence, the desired result. \( \square \)

The convergence of characteristic paths yields the limiting flow map \( T^t \) given by \( x_0 \overset{T^t}{\to} x(t) \). It is convenient in the calculations below to use the notation \( x(t; x_0) \) to denote the limiting characteristic path \( x(t) \) that starts at \( x_0 \).

The next result characterizes the limiting densities.

**Theorem 5.3** (Characterization of the limiting densities). The limiting macroscopic density \( \rho \) identified in Theorem 5.1 is the push-forward of the initial density \( \rho_0 \) by the limiting flow map \( T^t \),
\[
\rho = T^t \# \rho_0. \quad (5.24)
\]
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In addition, for each \( t \in [0, T) \), \( f_\epsilon \) converges in the \( W_1 \) metric to a probability density \( f(t, \cdot, \cdot) \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \):

\[
f_\epsilon \xrightarrow{W_1} f \quad \text{in} \quad \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \quad \text{as} \quad \epsilon \to 0.
\] (5.25)

The limiting density \( f \), with first marginal \( \rho \), is given explicitly by:

\[
f(t, x, v) = \rho(t, x)\delta(v + \nabla K \ast \rho(t, x)).
\] (5.26)

**Proof.** The first part, expressed by equation (5.24), follows from considerations made in Theorem 5.1 (see in particular Step 3 in the proof of Theorem 5.1). However, we show below how it can be derived directly in the \( \epsilon \to 0 \) limit of the kinetic equation.

The limiting behaviour of \( f_\epsilon \) was not explicitly stated or needed in Theorem 5.1, but follows by arguments similar to those used for \( \rho_\epsilon \) in Step 1 of the proof of Theorem 5.1. Let us sketch this argument briefly.

Fix \( \phi_1 \in C^1_c([0, T]) \) and \( \phi_2 \in C^1_b(\mathbb{R}^d \times \mathbb{R}^d) \), and let \( \phi(t, x, v) = \phi_1(t)\phi_2(x, v) \) in (3.6). Find

\[
\int_0^T \int_{\mathbb{R}^d \times \mathbb{R}^d} \phi_1'(t) \int_{\mathbb{R}^d \times \mathbb{R}^d} \phi_2(x, v) f_\epsilon(t, x, v) \, dx \, dv \, dt = \\
\quad - \int_0^T \int_{\mathbb{R}^d \times \mathbb{R}^d} \nabla_x \phi_2 \cdot v - \frac{1}{\epsilon} \nabla_v \phi_2 \cdot (v + \nabla_x K \ast \rho_\epsilon) \, f_\epsilon \, dx \, dv \, dt. 
\] (5.27)

Denoting

\[
\tilde{\eta}_1(t) = \int_{\mathbb{R}^d \times \mathbb{R}^d} \phi_2(x, v) f_\epsilon(t, x, v) \, dx \, dv,
\]

then, by (5.27), the weak derivative of \( \tilde{\eta}_1 \) is given by

\[
\tilde{\eta}_1'(t) = \int_{\mathbb{R}^d \times \mathbb{R}^d} \left( \nabla_x \phi_2 \cdot v - \frac{1}{\epsilon} \nabla_v \phi_2 \cdot (v + \nabla_x K \ast \rho_\epsilon) \right) f_\epsilon \, dx \, dv \in L^\infty(0, T).
\]

In the above, the boundness of the term that contains \( \epsilon \) follows from Proposition 4.6.

Since \( \tilde{\eta}_1(t) \) is uniformly bounded in \( W^{1,\infty}(0, T) \), it converges uniformly on a subsequence. Hence, given any \( \phi_2 \in C^1_b(\mathbb{R}^d \times \mathbb{R}^d) \), there exists a subsequence \( \epsilon_k \) and \( \tilde{\eta}_2(t) \in C([0, T]) \) such that

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} \phi_2(x, v) f_{\epsilon_k}(t, x, v) \, dx \, dv \to \tilde{\eta}_2(t) \quad \text{uniformly in} \ C([0, T]) \quad \text{as} \quad \epsilon_k \to 0.
\] (5.28)

Similar to arguments used for \( \rho_\epsilon \), we note that the sequence \( f_{\epsilon}(t, \cdot, \cdot) \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \) is tight, and hence, for each \( t \in [0, T) \), \( f_{\epsilon}(t, \cdot, \cdot) \) converges in the \( W_1 \) metric on a subsequence to a probability measure \( f(t, \cdot, \cdot) \in \mathcal{P}_1(\mathbb{R}^d \times \mathbb{R}^d) \).

By (5.28), one can then argue similarly as in the proof of Theorem 5.1 that

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} \phi_2(x, v) f_{\epsilon_k}(t, x, v) \, dx \, dv \to \int_{\mathbb{R}^d \times \mathbb{R}^d} \phi_2(x, v) f(t, x, v) \, dx \, dv \quad \text{uniformly on} \ [0, T] \quad \text{as} \quad \epsilon_k \to 0,
\]
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for any $\phi_2 \in C^1_b(\mathbb{R}^d \times \mathbb{R}^d)$ where $\epsilon_k$ is independent of $t$. Further, by the uniqueness of $\tilde{\eta}_2(t)$, we have that at each $t \in [0, T)$

$$f_{\epsilon_k}(t, \cdot, \cdot) \xrightarrow{W_2} F(t, \cdot, \cdot) \quad \text{in} \quad P_1(\mathbb{R}^d \times \mathbb{R}^d) \quad \text{as} \quad \epsilon_k \to 0. \quad (5.29)$$

This proves the convergence (5.25) on a subsequence. To upgrade it to convergence on the full sequence $\epsilon \to 0$ we use the uniqueness of $f$, as derived from the arguments below.

Since $f(t) = \mathcal{T}^t_{E[f]} f_0$, by (3.3) it holds that

$$\iint_{\mathbb{R}^d \times \mathbb{R}^d} \zeta(x, v) f_{\epsilon_k}(t, x, v) dx dv = \iint_{\mathbb{R}^d \times \mathbb{R}^d} \zeta(T_{E[f]}^t(X, V)) f_0(X, V) dX dV, \quad (5.30)$$

for all $\zeta \in C_b(\mathbb{R}^d \times \mathbb{R}^d)$.

By the weak convergence of $f_{\epsilon_k}$, the left-hand-side of (5.30) converges as $\epsilon_k \to 0$:

$$\iint_{\mathbb{R}^d \times \mathbb{R}^d} \zeta(x, v) f_{\epsilon_k}(t, x, v) dx dv \to \iint_{\mathbb{R}^d \times \mathbb{R}^d} \zeta(x, v) f(t, x, v) dx dv.$$  

Due to convergence of trajectories (5.19)-(5.21), the right-hand-side of (5.30) converges by Lebesgue’s dominated convergence theorem,

$$\iint_{\mathbb{R}^d \times \mathbb{R}^d} \zeta(T_{E[f]}^t(X, V)) f_0(X, V) dX dV \to \int_{\mathbb{R}^d} \zeta(x; X) \left( -\nabla K \ast \rho(t, x(t; X)) \right) f_0(X, V) dX dV, \quad (5.31)$$

for all $\zeta \in C_b(\mathbb{R}^d \times \mathbb{R}^d)$.

First note that (5.24) can be derived from (5.31). Indeed, choose $\zeta(x, v) = \varphi(x)$ in (5.31) to find

$$\int_{\mathbb{R}^d} \varphi(x) \rho(t, x) dx = \int_{\mathbb{R}^d} \varphi(x(t; X)) \rho_0(X) dX,$$

for all $\varphi \in C_b(\mathbb{R}^d)$. The equation above represents exactly the mass transport given by (5.24).

Now, observe that (5.26) is equivalent to

$$\iint_{\mathbb{R}^d \times \mathbb{R}^d} f(t, x, v) \zeta(x, v) dx dv = \iint_{\mathbb{R}^d} \zeta(x, -\nabla K \ast \rho(t, x)) \rho(t, x) dx,$$

for all test functions $\zeta \in C_b(\mathbb{R}^d \times \mathbb{R}^d)$, which can be inferred immediately from (5.24) and (5.31).

Finally, the unique explicit representation of the limiting density $f$ implies that the convergence in (5.29) holds on the full sequence $f$, as desired in (5.25).
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