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Abstract
Prediction models for clinical outcomes, originally developed using a source dataset, may additionally be applied to a new cohort. Prior to accurate application, the source model needs to be updated through external validation procedures such as modification learning. Model modification learning involves the dual goals of recalibrating overall predictions as well as revising individual feature effects, and generally requires the collection of an adequate sample of true outcome labels from the new setting. Unfortunately, outcome label collection is frequently an expensive and time-consuming process, as it involves abstraction by human clinical experts. To reduce the abstraction burden for such new data collection, we propose a class of designs based on original model scores and their associated outcome predictions. We provide mathematical justification that the general predictive score sampling class results in valid samples for analysis. Then, we focus attention specifically on a stratified sampling procedure that we call predictive case control (PCC) sampling, which allows the dual modification learning goals to be achieved at a smaller sample size compared to simple random sampling (SRS). PCC sampling intentionally over-represents subjects with informative scores, where we suggest using the D-optimality and Binary Entropy information functions to summarize sample information. For design evaluation within the PCC class, we provide a computational framework to estimate and visualize empirical response surfaces of the proposed information functions. We demonstrate the benefit of using PCC designs for modification learning, relative to SRS, through Monte Carlo simulation. Finally, using radiology report data from the Lumbar Imaging with Reporting of Epidemiology (LIRE) study, we illustrate the application of PCC for new outcome label abstraction and subsequent modification learning across imaging modalities.
1 Introduction

Clinical prediction models are often developed to help determine a specific diagnosis, to inform prognosis, and to define subgroups relevant for various clinical outcomes. Often, a clinical prediction model is developed based on data drawn from a source cohort, for example a particular hospital or research network. To facilitate sharing of learned patterns from established clinical data sources, a developed model may also be modified and applied to new settings, for example different health systems, age groups, or time frames. Before adopting model predictions in the new setting, it is important to ask whether model predictions provide an accurate representation of the true risks in the target population. For example, is there sufficient agreement between observed outcomes and model predictions? Can the predictions sufficiently distinguish between cases and controls? In an ideal situation, a model would be perfectly generalizable to the new setting without any modification. Unfortunately, a model can be valid in the source setting yet invalid when applied to new cohorts, due to reasons such as case mix differences, model over-fitting, or true differences between the populations [22]. Therefore, the developed model needs to be assessed for validity in the new setting, and modified appropriately [22, 23].

Data driven model updating or modification requires the collection of an adequate sample from the new setting. Outcome labels are often labor intensive to collect, as they require abstraction from the medical record, yet substantial sample sizes are necessary for modification learning studies. For example, systematic recalibration adjustment requires 312 observed events if predictions were 25% too extreme on the odds scale [29]. For rare outcomes, such substantial sample size requirements may be difficult to obtain without larger or targeted samples. In this paper, we motivate and describe a sampling strategy targeted for the modification learning problem. The proposed approach leverages the original model scores in order to design efficient data collection. Our proposed sampling design is motivated by strategies from experimental design and machine-learning, and may reduce the sample size requirements for model modification learning and assessment.

2 Background

2.1 Modification learning of clinical prediction models

When applying a previously developed model to a new setting, predictions based on the original model may be invalid, due to reasons such as differences in case mix or differences in regression coefficients [22]. Case mix is when the distribution of features or outcomes are
different between the source and new setting. Differences in regression coefficients may occur from model over-fitting on small development datasets or from truly different populations due to different cohort selection criteria. Updating or modification learning of a prediction model to new settings should involve empirical procedures such as model recalibration, revision, and extension [22, 23].

Model recalibration involves the systematic adjustment of potentially inaccurate predictions. However, since unnecessary recalibration may introduce variation for model application, whether the original model is sufficiently calibrated in the new setting may be first formally tested. For example, testing can be based on the Hosmer-Lemeshow test [10], where estimated and observed predictions are compared across strata of grouped averages. Since the Hosmer-Lemeshow test involves variable or arbitrary binning choices, the logistic recalibration [6] test is potentially more powerful, where specific deviations from the null hypothesis indicate if recalibration is required. If model recalibration is deemed necessary, the Cox logistic recalibration model [6] adjusts overall mean predictions as well as systematically overestimated and underestimated predictions. To increase flexibility, the linear-logistic assumption may be relaxed by modeling additional shape parameters in the sigmoid function [25] or non-linear functions of the predicted scores [7].

Model revision is a step beyond recalibration that involves re-estimating individual feature effects instead of overall systematic adjustments. Previously estimated coefficients can be refitted in a stepwise manner [24] or through shrinkage and penalized models for larger numbers of coefficients [16]. In addition, the original model may be extended to include additional features. Model revision can be done without recalibration, where the model is completely re-fitted to the new data [24]. Since complete revision may potentially be unstable and ignores past knowledge, a more strategic approach combines both recalibration and revision in the same model. If data is collected in batches from the new setting, models may also be continuously modified, where model recalibration is suggested to take precedence over model revision and/or extension [22].

### 2.2 Information criteria for modification learning

For modification learning, an adequate sample of actual outcome labels needs to be collected from the new setting. Due to the potential substantial sample size requirements [29] under simple random sampling (SRS), an alternative is to consider sampling designs specifically targeted towards the modification learning problem. To evaluate the “information” of sam-
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amples for modification learning, here we review relevant statistical criteria from the related fields of information theory and optimal experimental design.

**Information theoretic criteria**

In information theory, objective criteria to measure information in a given sample is generally based on maximizing uncertainty or information. For example, Binary Entropy measures the amount of uncertainty for a binary variable (see Figure 1 for an illustration). If subjects in the samples are either all cases or all controls, there is no variation in outcome labels and thus no information for learning - the Binary Entropy is at its minimum of 0. On the other hand, if the sample contains approximately equal cases and controls, then information is maximized and Binary Entropy attains its maximum of 1. Maximizing sample Binary Entropy may help classification, since samples with approximately outcome class balance are generally accepted to improve classifier learning. Another approach of quantifying uncertainty is based on distance to the decision boundary. For example, subjects with initial predicted probabilities close to the cut-off for binary decisions may be considered to have “uncertain” predictions, therefore collecting their true outcome statuses may provide more information.

Figure 1: Illustration of Binary Entropy as a function of sample outcome prevalence.

**Statistical information criteria**

The field of optimal experimental designs offers theoretical guidance for study design when predictors can be chosen, outcomes need to be collected, and practical constraints limit the number of experimental runs. For a given statistical model and associated parameters, information for parameter estimation can be maximized using one-dimensional summaries of the information matrix (summarized in Table 1). Many such criteria are considered “true” information functions, having the monotonicity, concavity, and homogeneity properties for comparing matrices ordered in the Loewner sense. This means that if the difference
of two information matrices is positive semi-definite, then associated one-dimensional summaries are similarly ordered. For a fixed sample size, subjects can be allocated based on pre-specified criteria, where the unique predictor values are called “design points”, and the proportions of subjects at each design point are called “design weights”. Optimal statistical designs provide convenient interpretations, for example a design targeting maximizing D-optimality is one that minimizes the joint confidence region of model parameters [8].

Even though optimal design theory provides an intuitive framework for study planning, finding the optimal design in practice can be a very challenging problem. Early work discussed “exact” optimal designs, which is based on identifying combinations of subjects that result in maximum sample information [1]. Alternatively, approximately optimal designs places a probability distribution on the design space, thus allowing for non-discrete design points [13]. For example, in stratified designs, the design space is decomposed into non-overlapping partitions and non-zero weights are placed on each stratum. Even for approximately optimal designs, there is not a single unique “best” design, motivating using Monte Carlo and approximation-based algorithms [2]. In addition, within a class of designs, pre-specified statistical criteria can also be used to evaluate competing configurations, and higher information designs are selected for data collection.

For logistic regression, since the information matrix depends on true parameters, optimal designs need to be computed on true or assumed model parameters and therefore are only locally optimal [12, 2]. For example, in estimating a one-parameter logistic regression model, the locally D-optimal design places equal weight on two symmetric points, but design point placement depends on true parameter values. To account for a range of possible parameter values, approaches such as minimax, sequential, and Bayesian methods can be used [5, 12, 2].

Table 1: Selected common statistical optimality criteria, mathematical formulae, and interpretation. $I_m$ is the Fisher’s information matrix and $H$ is the hat/projection matrix, where for logistic regression $I_m = X^T WX$ and $H = W^{1/2} X I_m^{-1} X^T W^{1/2}$, $w_{ii} = p_i(1-p_i)$.

| Criterion   | Mathematical Formula | Interpretation of using criteria                        |
|-------------|----------------------|--------------------------------------------------------|
| A-optimality| $\arg\min_{\zeta} \text{trace}(I_m^{-1})$ | Minimizes average variance of parameters.              |
| C-optimality| $\arg\min_{\zeta} \text{trace}(c^T I_m^{-1} c)$ | Minimizes variance of a best linear unbiased estimator. |
| D-optimality| $\arg\max_{\zeta} \det(I_m)$             | Minimizes volume of parameter joint confidence region. |
| G-optimality| $\arg\min_{\zeta} \arg\max_{\zeta} \text{Diag}(H)$ | Minimizes the maximum variance of predicted values.    |
2.3 Related problems and research gap

Modification learning of clinical prediction models is related to transfer learning and active learning from machine-learning; here we summarize these related frameworks to motivate our proposed statistical design approach.

Transfer learning

Transfer learning involves the partial modification of an original model to the new setting using source data. Transfer learning strategies may be categorized as either transductive or inductive [18], both of which have connections to modification learning. For transductive learning, similar to the case-mix assumption, feature distributions \( f(x) \) between source and new scenarios are assumed to be different. Transductive learning approaches generally assume that no outcome labels are available from the new setting, therefore distributional differences are addressed by fitting a weighted model to source data. On the other hand, inductive learning assumes that conditional outcome distributions \( f(y|x) \) are different between source and target, which is a generalization of the different coefficient assumption. For inductive learning, some outcome labels from the new setting are available, but the sample size is too small to generate reliable model predictions. Instead, assuming certain shared parameters, the existing model only needs to be partially modified for transfer to the new setting. In the biomedical setting, transfer learning has been successfully applied to skin cancer classification [9], but required over 1 million outcome labels for the original model and over 100,000 labels for the partial modification to the new setting.

Active learning

Another related problem is active learning, which is the sequential modification of an original model through querying new data. Several of the previously described information theoretic and statistical information criteria have been incorporated into active learning strategies. For example, pool-based active learning sequentially selects the most informative data points for outcome labeling from a pre-specified cohort “pool”. In pool-based active learning, sample selection may be based on heuristically the most uncertain predictions, for example using the Binary Entropy criterion [21], or based on variance reduction, for example using the A-optimality criterion [20]. Curiously, while some researchers advocate designs based on statistical information criteria [20], others have demonstrated that heuristic information criteria such as Binary Entropy perform well in empirical experiments [33].
Active learning has been applied to machine-learning phenotyping models [4], and for classification of cancer from radiology reports [17]. Such applications have noted some sample size savings by using active learning over “passive” learning using a random or convenient sample. However, active learning algorithms have been demonstrated to perform even worse than SRS in some settings [20]. A common criticism is that sequential myopic selection of subjects for outcome labeling without theoretical foundations may introduce unanticipated variation [21]. Furthermore, implementing active learning often requires extensive engineering infrastructure and expertise. In fact, more than half of surveyed applied machine-learning researchers revealed hesitated to use active learning strategies for annotation or abstraction tasks [28]. A concern is due to the unknown introduced bias from resulting samples: even if sampling with active learning may improve prediction accuracy, it is often difficult to use such samples for statistical analysis such as formal inference and evaluation.

**Research gap and contribution**

In transfer learning, an existing model is partially modified, but new outcome labels are not necessarily collected. On the other hand, the active learning framework involves sequentially procuring of additional outcome labels based on pre-specified statistical criteria, so to achieve learning goals in a resource efficient manner. However, as most active learning algorithms frame data collection as a learning rather than traditional design problem, statistical inference is usually not a goal and therefore bias in resulting samples may not be well-characterized. In the clinical prediction setting, both sample generalizability and resource efficiency are important considerations. Furthermore, modification learning of clinical prediction models are usually based on existing starting points, for example previously published model coefficients and scoring rules. Therefore, this motivates a design-based framework for new outcome label collection and subsequent modification learning, particularly for practical settings where personnel and monetary resources constraint abstraction label sample sizes.

3 Methods

3.1 Statistical notation and motivation

Denote the source cohort as $D^0$ and the new cohort as $D^1$. For subject $i$ denote features as $\tilde{X}_i^T \in \mathcal{R}^p$ and binary outcome labels as $Y_i$. We assume that the original clinical prediction model denoted $\hat{h}(.)$ was developed using a sample drawn from $D^0$. Applying $\hat{h}(.)$ to the data in $D^1$ will generate original model prediction scores in the new data denoted as
\( S_i = \hat{h}(\tilde{X}_i^T). \) \hspace{1cm} (1)

The original model \( \hat{h}(\cdot) \) may need to be modified before ultimate reliable application to the new setting. Predictions may be recalibrated and model parameters potentially revised. We consider simultaneous recalibration and revision models \cite{24} of the form

\[
\text{logit}(E[Y_i|S_i, \tilde{X}_i^T]) = \alpha_0 + \alpha_1 S_i + \tilde{X}_i^T \tilde{\gamma}.
\] \hspace{1cm} (2)

In (2), \( \alpha_0, \alpha_1 \), and \( \tilde{\gamma} \) are the model modification learning parameters to be estimated. The recalibration parameters \( \alpha_0 \) and \( \alpha_1 \) re-adjust any systematic mis-estimation in predicted scores, while the revision parameters \( \tilde{\gamma} \) identify any new predictive features or refinement of coefficients for original features. Assuming sparsity, (2) can be modeled using the Lasso procedure \cite{27},

\[
(\hat{\alpha}_0, \hat{\alpha}_1, \hat{\tilde{\gamma}}) = \operatorname{argmin}_{\alpha_0, \alpha_1, \tilde{\gamma}} \left\{ \sum_{i=1}^n -Y_i(\alpha_0 + \alpha_1 S_i + \tilde{X}_i^T \tilde{\gamma} + \log(1 + \exp(\alpha_0 + \alpha_1 S_i + \tilde{X}_i^T \tilde{\gamma}))) + \lambda ||\tilde{\gamma}||_1 \right\}, \hspace{1cm} (3)
\]

which uses penalization for estimation. Note that in (3), only revision parameters \( \tilde{\gamma} \) are penalized, so that original scores \( S \) are retained in the model. To fit model (2) requires the collection of a sample drawn from the new setting \( D^1 \), where features \( \tilde{X}_i^T \), scores \( S_i \), and outcome labels \( Y_i \) are available for all subjects. We assume that \( \tilde{X}_i^T \) is easily available, \( S_i \) can be generated using (1), but outcome labels require expensive and time-consuming abstraction. Motivated by information theoretic and statistical information criteria, we describe a sampling design framework based on scores \( S \), so to select subjects from the new setting for outcome label abstraction and subsequent model modification learning.

### 3.2 Predictive Case Control (PCC) designs

For outcome label collection from the new setting, we define sampling strategies based on original model scores \( S \) as the predictive score sampling class (Definition 1). The name “predictive” is due to that, arguably among all observed variables, scores \( S \) are most predictive of unobserved true outcomes \( Y \). Among possible ways to sample based on \( S \), note that subjects with higher scores tend to be “cases” \( (Y = 1) \), while those with lower scores tend to be “controls” \( (Y = 0) \).
Definition 1 Predictive score sampling class.
For new outcome label collection, denote the class where sampling is based only on original model scores $S \in [0, 1]$ as the predictive score sampling class.

Among the class of predictive score sampling designs, we define a stratified sampling procedure as the Predictive Case Control (PCC; Definition 2), which are indexed by design configurations defined with score cut-off $k$ and stratum weights $w = P(S > k|\text{sampled})$. For an interpretation of PCC, assume that the score distribution $f(S)$ is a mixture of marginal outcome case/control proportions $P(Y = y)$ and conditional score distributions $f(S|Y = y)$. Then, PCC design configurations $w$ and $k$ can be interpreted as intentionally altering $P(Y = y)$ and $f(S|Y = y)$ in resulting samples, respectively.

Definition 2 Predictive case control (PCC) design.
The predictive case control design is a stratified sampling procedure based on original model scores $S \in [0, 1]$, where for a fixed abstraction sample size $n$ and selected design configurations defined with score cut-off $k$ and stratum weights $w = P(S > k|\text{sampled})$, the procedure is

\[
\text{Select: } \begin{cases} 
  n \times w \text{ subjects from those with scores } S > k \\
  n \times (1 - w) \text{ subjects from those with scores } S \leq k.
\end{cases}
\]

Figure 2: Left: Score distribution by outcome classes of a simulated cohort with $N = 10,000$; Right: Score distribution by outcome classes of a sample ($n = 300$) drawn from the cohort using a Predictive Case Control design with configurations $k = 2.5$, $w = 0.50$.

Figure 2 illustrates the effect of using PCC design on induced sample score distribution, where sample scores may have different marginal outcome prevalence as well as conditional score distributions compared to that in the cohort. The intended benefit of using PCC is to
reduce sample size requirements for modification learning and evaluation, through selecting subjects with “high information” for modeling goals. In particular, information functions of scores motivated by the dual modification learning goals of recalibration and revision may be used to select appropriate design configurations.

**Recalibration goals: Statistical power and D-optimality**

For recalibration, since unnecessary readjustments may introduce additional variation, a first step is to test whether model recalibration is required. From the modification learning model (2), recalibration parameters \( \alpha_0 \) and \( \alpha_1 \) that deviate from 0 and 1 indicate potential mis-calibration in the new setting. For such recalibration testing, which may be based on Likelihood Ratio Tests in Table 2, we consider maximizing statistical power as a relevant modeling goal.

| Null hypothesis, \( H_0 \) | Recalibration intercept \( \alpha_0 |(\alpha_1 = 1) = 0 \) | Recalibration slope \( \alpha_1 = 1 \) | Logistic recalibration \( (\alpha_0, \alpha_1) = (0,1) \) |
|-----------------------------|-------------------------------|-----------------------------|-----------------------------|
| Alternative hypothesis, \( H_A \) | \( \alpha_0 |(\alpha_1 = 1) \neq 0 \) | \( \alpha_1 \neq 1 \) | \( (\alpha_0, \alpha_1) \neq (0,1) \) |

Maximizing the local power of likelihood ratio statistical tests has been noted to be statistically equivalent to maximizing the determinant of the information matrix under the null hypothesis. Therefore, under the assumption that

\[
\alpha_0 = 0, \ \alpha_1 = 1, \ \tilde{\gamma} = 0, \tag{4}
\]

we propose using the D-optimality criterion as a function to summarize information in sample scores. Define the score information function based on D-optimality criterion, \( \phi^D(S) \), as

\[
\phi^D(S) := \log \left( \det \left( I_m(S) \right) \right) . \tag{5}
\]

where in \( I_m(S) = \frac{1}{n} \sum_{i=1}^{n} I_{mi}(S) \) is the sample partial information matrix for recalibration
parameters \((\alpha_0, \alpha_1)\), where for \(p_i = \expit(S_i)\),

\[
I_{mi}(S) = \begin{bmatrix}
    p_i(1 - p_i) & S_ip_i(1 - p_i) \\
    S_ip_i(1 - p_i) & S^2_ip_i(1 - p_i)
\end{bmatrix}
\]

Note that \(\phi^D(S)\) is always defined, as \(I_{mi}(S)\) is by construction positive semi-definite. Designs with higher values of \(\phi^D(S)\) may be interpreted as having lower generalized variances and smaller joint confidence regions of recalibration parameter estimates \([8]\).

**Revision goals: Support recovery and Binary Entropy**

Also using the modification learning model \([2]\), revision parameters \(\hat{\gamma}\) that are non-zero indicate that model revision is necessary. Assuming sparsity for the revision parameters, an evaluation criterion for model revision performance can be based on the support recovery of truly predictive features. Denote the true revision parameters \(\gamma^*_j, j = 1, \ldots, p\), where each \(\gamma^*_j\) can be either truly predictive \((\gamma^*_j \neq 0)\) or non-predictive \((\gamma^*_j = 0)\), belonging to one of the mutually exclusive sets \(\gamma^*_S\) or \(\gamma^*_S^c\), defined as

\[
\gamma^*_S = \{\gamma^*_j : \gamma^*_j \neq 0\} \\
\gamma^*_S^c = \{\gamma^*_j : \gamma^*_j = 0\}. \tag{6}
\]

Based on fitting Lasso procedure \([3]\), denote the estimated revision parameters as \(\hat{\gamma}_j, j = 1, \ldots, p\), where each estimate \(\hat{\gamma}_j\) is either predictive or non-predictive, with corresponding sets defined as

\[
\hat{\gamma}_S = \{\hat{\gamma}_j : \hat{\gamma}_j \neq 0\} \\
\hat{\gamma}_S^c = \{\hat{\gamma}_j : \hat{\gamma}_j = 0\}. \tag{7}
\]

Then, a measure for how well \(\hat{\gamma}_j\) estimates true \(\gamma^*_j\) can be represented using the False Discovery Rate (FDR) and False Exclusion Rate (FER) measures, where:

\[
FDR = 1 - P(\hat{\gamma}_S \in \gamma^*_S) \\
FER = 1 - P(\hat{\gamma}_S^c \in \gamma^*_S^c). \tag{8}
\]

In \([8]\), FDR can be interpreted as the false positive rate (Type I error), and FER the false
negative rate (Type II error), in identifying the set of truly predictive features for model revision. Perfect support recovery is when both FDR and FER are zero. Under certain assumptions on the data generating mechanism\(^1\) support recovery errors tend to decrease with sample size.

We take the view of improving support recovery for a fixed sample size. Note that the modification learning model \(^2\) may be framed as a classification model, where a key factor that affects classifier “learning” is outcome class balance in the development sample. Much research on outcome class balance on model prediction accuracy have focused on metrics such as the proportion correct (simple accuracy) or the Area Under the Receiving Operator Characteristic curve (AUC) \(^3\)\(^4\)\(^5\). However, outcome class balance may additionally affect support recovery accuracy measures. Therefore, we propose using the Binary Entropy criterion as another summary of information based on scores. Define the information function based on Binary Entropy, \(\phi^B(S)\), as

\[
\phi^B(S) = -\bar{p}(S)\log_2(\bar{p}(S)) - (1 - \bar{p}(S))\log_2(1 - \bar{p}(S)),
\]

where \(\bar{p}(S) = \frac{1}{n} \sum p_i\) with \(p_i = \expit(S_i)\). Note that \(\phi^B(S)\) attains its maximum of 1 if the sample outcome prevalence is exactly 50%. Designs with higher values of \(\phi^B(S)\) may be interpreted as having more predicted outcome class balance and therefore better learning of revision parameters.

### 3.3 A computational framework to evaluate PCC design configurations

We now describe a computational framework to evaluate and select configurations \((k, w)\) for PCC designs. The proposed empirical framework is based on Monte Carlo of expected sample score information summarized with \(\phi^D(S)\) and \(\phi^B(S)\) under considered design configurations. Then, resulting estimated information response surfaces are visualized with pairs of contour plots, which allows for convenient evaluation of information from competing design configurations.
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\(^1\)assumptions include that model dimensionality \(p\) and sparsity ratio \(f = \frac{k}{p}, k = |\gamma_S|\) do not vary with sample size
Details of the proposed computational framework are in Algorithm 1. First, two grids varying in cut-offs \( k \) and stratum weights \( w \) are specified. Then, for each considered configuration as well as under SRS, expected values of sample information functions are computed using Monte Carlo. Finally, resulting estimated information response surfaces are visualized with pairs of contour plots, where we illustrate an example in Figure 3.

**Algorithm 1** Computational framework for PCC design configuration evaluation.

**Input** Scores \( S \); grid \( k \in \text{supp}(S) \); grid \( w \in [0, 1] \).

**Do** Over the grids of \( k \in \text{supp}(S) \), \( w \in [0, 1] \):

1. Draw sample of \( S \) using configuration \( (k, w) \).
2. Calculate information functions \( \phi^D(S|k, w) \) and \( \phi^B(S|k, w) \) based on sample data.
3. Repeat 1. and 2. a total of \( B \) times.

**Return** Matrices of information response surface for \( \phi^D(S) \) and \( \phi^B(S) \).

Figure 3: Pairs of contour plots for expected sample information response surfaces calculated using D-optimality (left) and Binary Entropy (right) information functions, based on simulated scores distributed as \( S \sim N(-1.5, 1) \).

To illustrate the information response surfaces computed from Algorithm 1, we simulated scores with distribution \( S \sim N(-1.5, 1) \). Figure 3 shows resulting sample information response surfaces computed under the D-optimality (left) and Binary Entropy (right) information functions, where warmer colors represent better designs. For the example in Figure
within the class of considered PCC design configurations, expected sample D-optimality $\phi^D(S)$ ranged between $-8$ and $-3$ and expected sample Binary Entropy $\phi^B(S)$ ranged between $0.20$ and $0.99$. We indicated with arrows expected sample information surfaces under SRS as well with a “selected” PCC design with configuration $(k, w) = (1, 0.50)$, where qualitatively the “selected” configuration results in higher information compared to SRS as measured with D-optimality and Binary Entropy.

For a quantitative interpretation of information function comparisons, note that comparing $PCC^*$ having $(k, w) = (1, 0.50)$ to SRS

$$\frac{\phi^D(S|PCC^*)}{\phi^D(S|SRS)} = \frac{-3.12}{-4.12} \quad \text{and} \quad \frac{\phi^B(S|PCC^*)}{\phi^B(S|SRS)} = \frac{0.99}{0.77}.$$  

Then, by exponentiating $\phi^D(S)$ the ratio of determinant of information functions comparing designs is

$$\frac{\det(I_m(S|PCC^*))}{\det(I_m(S|SRS))} = \frac{\exp(-3.12)}{\exp(-4.12)} \approx 2.72,$$

and by reversing $\phi^B(S)$ the ratio of sample outcome prevalences is

$$\frac{\bar{p}(S|PCC^*)}{\bar{p}(S|SRS)} = \frac{0.49}{0.23} \approx 2.13.$$

Therefore, comparing $PCC^*$ to SRS, the expected recalibration parameter confidence region is about 2.72 times smaller, indicating an effective sample size savings about three times. In addition, the expected sample outcome prevalence comparing $PCC^*$ to SRS is about 2.13 higher towards outcome class balance. Selecting configurations resulting in increased information as measured by $\phi^D(S)$ and $\phi^B(S)$ ultimately improves the dual modification learning goals of recalibration power and revision support recovery, as we demonstrate through simulation in Section 4. Next, we remark on the design impact of PCC designs on modification learning.

### 3.4 Design impact on modification learning

To characterize design impact on modification learning, we focus on the criteria of design validity and design resource efficiency. For a given sampling design, “validity” for modeling
refers to whether using resulting samples may provide valid inference, while “resource effi-
ciency” refers to whether using resulting samples can achieve modeling goals at a lower cost
compared to a “baseline” design (usually SRS). For the modification learning problem, we
describe the design validity of PCC designs and the design resource efficiency compared to
SRS.

**Design validity**

Design validity may be framed as a missing data problem [34], where distributional differences
comparing resulting samples to the “complete” cohort determines whether the design is valid.
Since PCC designs is a member of the general predictive score sampling class (Definition 1),
sampling is based only on original model scores $S$. Denote $\Delta$ as the indicator of a subject
being included in a sample. Then, for all designs within the predictive score sampling class

$$\Delta \perp Y|(S,X),$$

implying $f(Y|S,X,\Delta) = f(Y|S,X)$, therefore establishing design validity. Due to (10), fit-
ting the modification learning model (2) using samples drawn with the PCC design results
in asymptotically equivalent inference as if the entire cohort were available.

The condition (10) is also known as the (outcome) Missing At Random (MAR) property
from the missing data literature [14]. Samples that have outcome MAR are intentionally
biased from the cohort; mathematically this means that $f(\Delta|S) \neq f(\Delta)$, but any differences
may be characterized. For the PCC design, sampling depends on a specific function of the
score, which is whether scores exceed threshold $k$ with stratum frequency $w$. Therefore,
the sampling distribution under PCC is essentially a re-weighting of that under SRS, where
weights are specified within strata defined by the fixed threshold $k$ (Lemma 1).

**Lemma 1** *Equivalence of SRS and strata frequency weighted PCC sampling distributions.*
For the PCC design based on stratum frequency $w$ for strata defined by scores $S$ exceeding
cut-off $k$, then for fixed $k \in \text{supp}(S)$ the sampling weights for subject $i$ are

$$P_{PCC}(\Delta_i = 1) = \begin{cases} 
P_{SRS}(\Delta_i = 1) \times \frac{w}{P(S_i > k)}, & S_i > k \\
P_{SRS}(\Delta_i = 1) \times \frac{1-w}{P(S_i \leq k)}, & S_i \leq k \end{cases},$$

and when $w = P(S_i > k)$,
\[ P_{PCC}(\Delta_i = 1) = P_{SRS}(\Delta_i = 1). \]

**Design resource efficiency**

From Lemma 1, it is clear that PCC design over-represents subjects with higher scores in resulting samples. A natural question then, is if such re-weighting provides higher sample “information”. Intuitively, stratified sampling that up-weights the more informative strata results in overall higher information. In particular, for the Binary Entropy information function \( \phi^B(S) \), we show a direct correspondence between stratum weights and sample information in Lemma 2. By over-representing subjects with scores \( S > k \) more than under the SRS distribution, resulting samples have higher outcome class balance, assuming that outcome probabilities \( p_i \) are monotone increasing with scores \( S_i \).

**Lemma 2**  
**PCC design configurations for higher sample Binary Entropy.**  
For the PCC design with design configurations \((k, w)\), assume that outcome probabilities \( p_i \) are monotone in scores \( S \). Then, for fixed cut-off \( k \in \text{supp}(S) \), using stratum weights \( w \) such that \( w > P(S > k) \) results in

\[ \phi^B(S|PCC) > \phi^B(S|SRS). \]

It is also possible to show that the D-optimality function may be increased by re-weighting sample scores. However, required PCC design configurations are more complicated than simple fixed cut-offs and higher stratum weights as shown for the Binary Entropy function. As the information functions \( \phi^D(S) \) and \( \phi^B(S) \) are intermediaries of true modification learning goals, we omit extensive discussion, and instead remark that ordering of the D-optimality information function may be shown through the monotonicity property [19]. To demonstrate that design configuration evaluation and selection using the PCC framework may improve on the ultimate modification learning goals of recalibration parameter testing power and revision parameter support recovery, we next provide empirical evidence through Monte Carlo simulation.
4 Simulations

4.1 Data generating mechanism to simulate model modification learning

We generated synthetic data \( n = 100,000 \) to demonstrate the benefit of using PCC designs for model modification learning to a new setting. True outcomes \( Y \) were generated using model (2) across a range of scenarios, through specifying various modification learning parameters \( \alpha_0, \alpha_1 \) and \( \tilde{\gamma} \in \mathbb{R}^{100} \). Features \( \tilde{X} \) and scores \( S \) were considered “fixed” across the various data scenarios, generated using the Linear Discriminant Analysis (LDA) assumption. Conditioned on the original outcome prevalence \( \pi^0 \), features were generated as

\[
\tilde{X}_i^T|\left(Y_i^{\text{initial}} = y\right) \sim N(\tilde{\mu}_y, \Sigma_y),
\]

with \( \tilde{\mu}_y \) and \( \Sigma_y \) set such that

\[
\text{logit}(E[Y_i^{\text{initial}}|\tilde{X}_i^T]) = \beta_0 + \tilde{X}_i^T\tilde{\beta}
\]

\[
\tilde{\beta}_j = \begin{cases} 
0.7 & j = 1, \ldots, 10 \\
-0.7 & j = 11, \ldots, 20 \\
0 & j = 21, \ldots, 100.
\end{cases}
\]

The original scores were defined as \( S_i = \beta_0 + \tilde{X}_i^T\tilde{\beta} \), and the true mean model was thus simulated as

\[
\text{logit}(E[Y_i|S_i, \tilde{X}_i^T]) = \alpha_0 + \alpha_1 S_i + \tilde{X}_i^T\tilde{\gamma}
\]

From each simulated cohort, samples drawn using PCC and SRS were compared based on metrics for recalibration (statistical power) and revision (support recovery). We used the same design, \( \text{PCC}^{\text{sim}} \) with \( (k, w) = (-1, 0.50) \) for consistency across the various simulated scenarios.
4.2 Design benefit for recalibration

For all recalibration simulations, the power of recalibration tests was compared between using samples drawn with SRS or PCC\textsuperscript{sim}. The initial outcome prevalence was set as \( \pi^0 = 0.10 \), the true recalibration intercept \( \alpha_0 \) was set to be one of \(-\log(2), -\log(1.5), \) or 0, the true recalibration slope \( \alpha_1 \) was set to be one of 0.6, 0.8, or 1, and the true revision parameters were set to be \( \tilde{\gamma} = 0 \) (no revision). Therefore, the synthetic data simulated scenarios where the outcome is relatively rare, that outcome prevalence is expected to be even lower in the new cohort, and that the model was over-fitted in the source cohort. For each scenario and over a grid of sample sizes, the empirical power was calculated across \( B = 500 \) simulations. These recalibration parameters were selected based on previous work illustrating the sample size requirements for model external validation studies \[29\].

Figure 4 illustrates the simulation results for the logistic recalibration test; additional simulation results for testing the recalibration intercept and slope are shown in Appendix 7.3. Overall, Figure 4a shows that using PCC\textsuperscript{sim} provided equivalent or higher power compared to SRS across the range of investigated recalibration parameters. For scenario-specific comparisons, we compare three power curves in Figure 4a with the true D-optimality information response surfaces in Figure 4b.

First, consider the true data generating mechanism of \( \alpha_0 = -\log(2) \) and \( \alpha_1 = 0.80 \) (left column middle row), where using PCC\textsuperscript{sim} resulted in a higher power curve compared to using SRS. This observation may be explained by the D-optimality contour surfaces, where the joint confidence region for estimating the recalibration parameters was about 1.5 times smaller using PCC\textsuperscript{sim} compared to SRS. For true \( \alpha_0 = -\log(1.5) \) and \( \alpha_1 = 0.60 \) (middle column top row), using PCC\textsuperscript{sim} provided some improvement over SRS. However, the SRS power curve was already sufficiently high, as shown by the overall high D-optimality values across all PCC designs (including the SRS-equivalent configuration). For \( \alpha_0 = -\log(1.5) \) and \( \alpha_1 = 1 \) (middle column bottom row), PCC\textsuperscript{sim} provided some improvement over SRS but both power functions were low, again demonstrated by the overall low D-optimality values for this set of recalibration parameters. Note that when no model recalibration is needed \( (\alpha_0 = 0 \text{ and } \alpha_1 = 1) \), using both SRS and PCC\textsuperscript{sim} samples provided the correct size.

The power functions in Figure 4a may be used for sample size calculation and study planning. For example, consider the scenario where true \( \alpha_0 = -\log(1.5) \) and \( \alpha_1 = 0.80 \) (middle column middle row), to achieve 80\% power for the logistic recalibration test requires close to \( n = 1000 \) abstracted samples when using SRS. For an outcome with 10\% prevalence this corresponds
to an effective sample size of about 100, comparable to what was found in [29]. However, to achieve this same power using PCC\textsuperscript{sim} only requires the abstraction of $n = 200$ samples, a cost savings of almost five-fold.
Figure 4: Simulation results for model recalibration.

(a) Average empirical power of the Likelihood Ratio Test for logistic recalibration, comparing $\text{PCC}^\text{sim}$ with $(k, w) = (-1, 0.50)$ to SRS for a range of sample sizes under various recalibration parameters, over $B = 500$ simulations.

(b) Contour plots of D-optimality (log transformed) information functions of sample scores computed using true modification learning parameters for $(\alpha_0, \alpha_1) = (-\log(2), 0.80)$ (left), $(\alpha_0, \alpha_1) = (-\log(1.5), 0.60)$ (middle), and $(\alpha_0, \alpha_1) = (-\log(1.5), 1)$ (right). Simulation averages were computed based on a sample size of $n = 100$. 
4.3 Design benefit for revision

For all revision simulations, the average False Discovery Rate (FDR) and False Exclusion Rate (FER) (8) in selecting truly predictive features were compared between using SRS and PCC. The original outcome prevalence was set as either $\pi^0 = 0.10$ or $\pi^0 = 0.25$, the true recalibration parameters as $\alpha_0 = -\log(3)$ and $\alpha_1 = 0.90$, and the true revision parameters with effect size $|\gamma_j| = 0.60$ and sparsity ratio (proportion of non-zero revision parameters) of $f = 0.05$. The simulated data compares the effect of using PCC designs on support recovery measures for data with two different outcome prevalences. For each scenario and over a grid of sample sizes, estimated revision parameters $\hat{\gamma}(\lambda)$ were fitted using (3) for the solution path defined by $\lambda \in [-\log(8), -\log(2)]$. Resulting estimates were compared against true revision parameters, and empirical FDR and FER calculated across $B = 500$ simulations.

Figure 5 illustrates the simulation results. Figure 5a illustrates the simulated average 1-
False Exclusion Rate (1-FER) versus False Discovery Rate (FDR), where curves towards the top-left corner of the plot indicate better designs. For each sample size ($n = 250, 500, 750$) and each sampling design (SRS or PCC), the point at (0, 0) indicates support recovery of model coefficients estimated at a fixed high penalty, where both the false positives and true positives are zero since all coefficients are excluded. As penalty decreases, coefficients enter the solution path, increasing both false positives and true positives in estimating true model coefficients. Finally, when all coefficients are included in the model both false positives and true positives tend to 1.

For each sample size, we may compare resulting support recovery curves between PCC$^{\text{sim}}$ and SRS. For an outcome prevalence of 10%, when $n = 250$, using SRS results in models that exclude almost all predictive features, unless all features were selected, but PCC$^{\text{sim}}$ may allow recovery of about 20% truly predictive features at FDR=0.40. Support recovery improved with sample size, where the improvement was faster for PCC$^{\text{sim}}$: at $n = 500$ for FDR=0.20 using PCC$^{\text{sim}}$ recovers 80% while SRS only recovers 10% of truly predictive features, and at $n = 750$ using PCC$^{\text{sim}}$ results in almost perfect support recovery, but using SRS may still result in false negatives and false positives. Similar patterns are observed for the 25% outcome prevalence scenario, where for every sample size support recovery curves using PCC$^{\text{sim}}$ were higher compared to SRS, although separation of PCC$^{\text{sim}}$/SRS support recovery curves were smaller compared to the 10% prevalence scenario.

To explain this observation, we turn to the sample Binary Entropy as illustrated in Figure 5b. For the 10% outcome prevalence, sample Binary Entropy values for SRS and PCC$^{\text{sim}}$
were 0.43 (sample outcome prevalence = 9%) and 0.80 (sample outcome prevalence = 25%) respectively. For the 25% outcome prevalence, sample Binary Entropy values for SRS and PCC_{sim} were 0.77 (sample outcome prevalence = 23%) and 0.85 (sample outcome prevalence = 28%) respectively. Thus, while using the specified PCC_{sim} design more than doubled sample outcome prevalence for the 10% prevalence scenario, it only slightly increased outcome class balance for the 25% prevalence scenario. Such differences in sample Binary Entropy values corroborated the support recovery curves illustrated in Figure 5a. Therefore, through selecting samples targeted towards higher Binary Entropy, PCC_{sim} designs improved support recovery of predictive features - such effect was more pronounced for rarer outcomes.
Figure 5: Simulation results for model revision.

(a) Empirical average False Exclusion Rate (FER) versus False Discovery Rate (FDR) comparing \( \text{PCC}^{\text{sim}} \) with \((k, w) = (-1, 0.50)\) to SRS for a range of sample sizes, over \(B = 500\) simulations.

(b) Contour plots of Binary Entropy information functions of sample scores computed using true modification learning parameters for outcome prevalence of \(\pi^0 = 0.10\) (left) and \(\pi^0 = 0.25\) (right). Simulation averages were computed based on a sample size of \(n = 300\).
4.4 Design local robustness

Our simulations thus far demonstrated the benefit of using PCC$^{\text{sim}}$ for model recalibration and revision, where design configurations were evaluated conditioned on true modification learning parameters. Here, we investigate by simulation whether the local robustness to parameter mis-specification but assuming model (2).

Figure 6 shows sample D-optimality contour surfaces, where configurations with warmest colors (red) provide highest sample D-optimality values. Note that warmest color regions coincide regardless of whether computations were based on the null assumption of $\alpha_0 = 0$, $\alpha_1 = 1$, $\tilde{\gamma} = 0$ (Figure 6a) or under the actual recalibration parameters (Figure 6b). When true $(\alpha_0, \alpha_1)$ deviates from $(0, 1)$, systematic shifting of D-optimality values were observed, where contour surfaces were shifted upwards when true $\alpha_0 < 0$, rotated counter-clockwise when true $\alpha_1 \in [0, 1]$, and rotated clockwise when true $\alpha_1 > 1$. However, conclusions based on sample score information computed under any considered assumptions are comparable, where for the illustration in Figure 6 designs to the right of the contour plots indicate high information designs. Figure 7 shows a similar story for sample scores summarized with the Binary Entropy information function, where contour plots were systematic shifted, rotated, and/or scaled but overall conclusions are locally robust to slight parameter mis-specifications.

However, in contrast to mis-specification to parameter mis-specification, score distributions may affect design evaluation conclusions. Figure 8 illustrates the effect of using different score distributions (Figure 8a) on sample scores summarized with the D-optimality (Figure 8b) and Binary Entropy (Figure 8c) information functions. Depending on cohort score distribution, high information designs as evaluated by D-optimality and Binary Entropy differ. However, such conclusions are less concerning, as true score distributions are assumed to be known for all subjects in the new cohort.
Figure 6: Contour plots of sample scores summarized with the D-optimality (log) information function, based on data generated based on model (2) using Linear Discriminant Analysis (LDA) features with $\pi^0 = 0.10$.

(a) D-optimality contour surfaces computed using the assumption $\alpha_0 = 0, \alpha_1 = 1, \tilde{\gamma} = \tilde{0}$.

(b) D-optimality contour surfaces computed using true $(\alpha_0, \alpha_1) = (-\log(2), 1)$ (left); $(\alpha_0, \alpha_1) = (0, 0.8)$ (middle); $(\alpha_0, \alpha_1) = (0, 1.25)$ (right). The true revision parameters were $\tilde{\gamma} = \tilde{0}$ for all scenarios.
Figure 7: Contour plots of sample scores summarized with the Binary Entropy information function, based on data generated based on model (2) using Linear Discriminant Analysis (LDA) features with $\pi^0 = 0.10$.

(a) Binary Entropy contour surfaces computed using the assumption $\alpha_0 = 0, \alpha_1 = 1, \gamma = 0$.

(b) Binary Entropy contour surfaces computed using true $(\alpha_0, \alpha_1) = (0, 1), |\gamma_j| = 0.60$ (left); $(\alpha_0, \alpha_1) = (-\log(3), 0.90), \gamma, |\gamma_j| = 0.60$ (middle); $(\alpha_0, \alpha_1) = (0, 1), |\gamma_j| = 1.50$ (right). $f=5\%$ of the revision parameters are non-zero with effect size $|\gamma_j|$; remaining revision parameters are non-predictive.
Figure 8: Effect of score distribution on D-optimality and Binary Entropy information functions of sample scores. Data generating mechanisms are: scores based on LDA features with \( \pi^0 = 0.10 \) (left); LDA features with \( \pi^0 = 0.50 \) (middle); \( S \sim N(1.5, 1^2) \) (right). All contour surfaces are computed based on the assumption \( \alpha_0 = 0, \alpha_1 = 1, \tilde{\gamma} = 0 \). LDA: Linear Discriminant Analysis; \( \pi^0 \): the original outcome prevalence assumed in the source cohort.

(a) Score distributions in the simulated cohort.

(b) D-optimality (log) contour surfaces.

(c) Binary Entropy contour surfaces.
5 Illustration: Modification learning on radiology report

5.1 Radiology reports and modification learning across imaging modalities

To illustrate the proposed PCC design on reducing sample size requirements for modification learning, we consider radiology reports arising from different imaging modalities. Radiology reports constitute the formal communication of imaging study results by trained radiologists, contain important information about radiographic findings, but often presented as unstructured data via free-text. Therefore, the collection of radiographic findings outcome labels require abstraction by highly-trained human clinical experts, which is a labor intensive and costly process. Such costs motivate using modification learning modeling and resource efficient sampling approaches for data collection.

The application data set comes from radiology reports derived from the Lumbar Imaging with Reporting of Epidemiology (LIRE) study [11]. The LIRE study was a randomized pragmatic clinical trial that studied the effect of radiology report content on subsequent treatment decisions. Adult subjects were considered for study inclusion if their primary care provider (PCP) ordered either an x-ray or Magnetic Resonance (MR) imaging test of the lumbar spine. A finding of interest was vertebral fracture, which is visible on both x-ray and MR imaging modalities. To modify a “source” model for fracture previously developed using x-ray reports for application to MR reports, a sample of “new” outcome labels needs to be abstracted from MR reports. Towards the resource efficient collection of such a sample, we illustrate the benefit of using PCC designs compared to SRS, as evaluated based on the dual modification learning goals of model recalibration and model revision.

5.2 Illustration set-up

Our approach for illustration is through simulation on the full data, defining true source and modification learning models based on all available data, and demonstrating design effects through sub-sampling. Our illustrations require text processing and classification modeling, where we used existing routines from the quanteda and glmnet packages in R, respectively. To reduce any potential between-site variation, we restricted analysis to the single largest site from the LIRE study. For all subjects from this single site, we obtained a large number of simulated abstracted outcomes using a rule-based natural language processing algorithm.
A total of $N^0 = 158,405$ labels (prevalence = 10%) were obtained from source x-ray reports, and $N^1 = 41418$ labels (prevalence = 7%) were possible from MR reports. Full details of the source and target model definition procedures are in Appendix 7.4; here we provide an overview of the feature engineering, source model definition, and target model definition processes:

**Feature engineering:** Features $\tilde{X}_i^T$ were created for all x-ray and MR reports and included the following for a total of $p = 131$ features:

- **Text features:** Bag-of-words stemmed unigrams indicators, excluding rare (occurring in $< 5\%$ of documents) and common (occurring in $> 80\%$ of documents) terms.

- **Demographic features:** Gender (male or female) and age category ($< 40$, $40-60$, $> 60$ years).

**Source model definition:** The source classification model was estimated using the Logistic Lasso procedure with 10-fold cross-validation based on an empirical AUC loss function. Model development was based on a random sample of $n^1 = 5000$ drawn from $N^1$, where 23 non-zero coefficients were selected.

**Modification learning model definition:** To define the modification learning model, first scores were computed by applying the source model to features from the MR cohort. Then, modification learning parameters were estimated as follows:

- **Recalibration parameters $\alpha_0$ and $\alpha_1$:** Estimated by fitting the modification learning model \((2)\) conditioned on no revision ($\tilde{\gamma} = \tilde{0}$).

- **Revision parameters $\tilde{\gamma}$:** Estimated by fitting modification learning model \((2)\) with the Lasso procedure \((3)\) to penalize features but not scores.

This results in a “true” modification learning model with parameters

$$\text{logit}(E[Y|S, X]) = -1.03 + 0.89S + X\tilde{\gamma}$$

where 6 features in $\tilde{\gamma}$ were estimated to be non-zero: stemmed unigrams sublux = 1.42; deform = 1.15; fractur = 0.78; scoliosi = 0.78; normal = -0.53; desicc = -0.57.

5.3 Evaluating and selecting a PCC design configuration

Using the proposed computational framework (Algorithm 1 in Section 3.3), we evaluate and select, score cut-off $k$ and stratum weights $w$ that increase expected sample information.
within PCC class design configurations. Using original scores computed for MR reports based on the source x-ray model, we calculated resulting D-optimality (5) and Binary Entropy (9) information functions with Monte Carlo.

The pairs of contour plots of information functions are shown in Figure 9. As illustrated, there were a range of PCC design configurations that may provide improved information for model modification learning compared to using SRS. However, for this practical illustration we were additionally constrained by the total available sample size. For example, while using the configuration \((k, w) = (2, 0.50)\) may be ideal based purely on values of information functions, there were only 105 subjects with scores exceeding \(k = 2\) resulting in a maximum sample size of 202. Alternatively, as there are 461 subjects with scores exceeding \(k = 0.80\), the configuration of \((k, w) = (0.80, 0.50)\) is potentially more reasonable as it allows up to a maximum of 5526 subjects to be selected. Therefore, considering both potential design enrichment as well as practical constraints, we selected PCCillus with \((k, w) = (0.80, 0.50)\) to illustrate the benefit of using PCC over SRS through sub-sampling.

Figure 9: Pairs of contour plots for D-optimality and Binary Entropy information functions of sample scores.

5.4 Benefit of PCC for modification learning

The selected PCCillus was then compared to SRS through sub-sampling, with statistical power and support recovery as evaluation metrics for recalibration and revision, respectively. Over a grid of sample sizes, sub-samples of MR reports were drawn with either SRS or PCCillus. Recalibration comparisons were based on the empirical power of likelihood ratio tests for the recalibration intercept, slope, and logistic recalibration computed over the sub-samples, fitting the modification learning model \((2)\) conditioned on no revision \((\tilde{\gamma} = 0)\). Since the true recalibration parameters were estimated to be \(\alpha_0 = -1.03\) and \(\alpha_1 = 0.89\)
we expected empirical power to approach 1 as sample size increases, but the rate of power increase may differ depending on sampling design.

Revision comparisons were based on empirical support recovery curves. However, as some estimated revision parameters had small coefficients, we used alternative definitions for FDR and FER, where

$$FDR_{alt} = 1 - P(\hat{\gamma}_S \in \gamma^*_H \cup \gamma^*_L)$$
$$FER_{alt} = 1 - P(\hat{\gamma}_{Se} \in \gamma^*_L \cup \gamma^*_{Sc}).$$

In (12), estimated coefficients from the sub-samples $\hat{\gamma}_S$ and $\hat{\gamma}_{Se}$ were defined similarly as with convention. However, true coefficients estimated from the full cohort were divided into high, low, and no signal categories $\gamma^*_H$, $\gamma^*_L$ and $\gamma^*_{Sc}$, with

$$\gamma^*_H = \{\gamma^*_j : |\gamma^*_j| > 0.50\}$$
$$\gamma^*_L = \{\gamma^*_j : 0 < |\gamma^*_j| \leq 0.50\}$$
$$\gamma^*_{Sc} = \{\gamma^*_j : |\gamma^*_j| = 0\}.$$ (13)

In (13), $FDR_{alt}$ is defined similar to the usual $FDR$: any feature that was selected but had a truly non-zero coefficient was considered a false positive. However using $FER_{alt}$ allows features with “low signal” ($\gamma^*_L$) to be excluded yet not count as a false negative, therefore avoiding penalizing the non-selection of low signal features which could result in artificially high FER. The threshold 0.50 in (13) was chosen to keep the feature sparsity ratio around $f = 5\%$.

Figure 10a shows the design effect on recalibration statistical power. As illustrated, the power functions for all three recalibration tests were higher under PCCillus compared to under SRS. For example, to detect mis-calibration of average predictions (recalibration intercept test) with a 80% power controlling test size at 0.05, using SRS requires $n = 500$ but using PCCillus only requires $n = 250$. Therefore, for this specific external validation study, using PCCillus was about twice as cost efficient compared to using SRS.

Figure 10b shows the design effect on revision support recovery. For the three illustrated sample sizes, using PCCillus resulted in better support recovery compared to using SRS. For a sample size of $n = 250$, support recovery was low regardless of sampling design. For
\[ n = 1000, \text{ while using SRS did not provide any meaningful support recovery, using } PCC^{\text{illus}} \text{ may recover } 30\% \text{ of truly predictive features for FDR}=0.50. \text{ For } n = 5000, \text{ using } PCC^{\text{illus}} \text{ results in the recovery of } 70\% \text{ truly predictive features for FDR}=0.10, \text{ however when using SRS both FDR and FER remained very high. These illustrations demonstrate that, even when the abstraction budget can be as high as } n = 5000, \text{ data collection using SRS could still lead to inaccurate model revision as measured by support recovery.} \]
Figure 10: Results from data example illustration.

(a) Empirical power of Likelihood Ratio Tests comparing PCC\textsuperscript{illus} to SRS over $B = 500$ simulations, where true recalibration and slope were respectively $\alpha_0|\tilde{\gamma} = \tilde{0}) = -1.03$ and $\alpha_1|\tilde{\gamma} = \tilde{0}) = 0.89$.

(b) Empirical support recovery curves comparing PCC\textsuperscript{illus} to SRS over $B = 500$ simulations, using the alternative definitions of False Discovery Rate ($FDR_{alt}$) and False Exclusion Rate ($FER_{alt}$). The revision parameter vector length was $p = 131$, of which 6 features were truly non-zero.
6 Discussion

We demonstrated that using design-based principles for new outcome label collection can substantially reduce the sample size requirement for model modification learning. The proposed class of designs is based on sampling using original model predicted scores, which we showed to be amenable for valid analysis. By stratified sampling on strata defined by score values and over-representing subjects with “high information” scores, the resulting Predictive Case Control (PCC) design is additionally resource efficient for model recalibration and model revision. We developed a computational framework to visualize and compare design configurations within the PCC class.

The proposed PCC sampling design is easy to communicate and implement in practice. Intuitively, over-representing subjects with higher scores can be interpreted as over-including “likely cases”, establishing an equivalence of the proposed method and the well-known case-control study design. Implementing the stratified PCC design is straightforward, as it only depends on two design configurations: score cut-off $k$ and stratum weights $w$. Design configuration selection is based on information functions of the scores which are directly related to the dual modification learning goals. Our proposed framework worked well for scenarios even with relatively small effect sizes for recalibration tests ($\alpha_0 \approx -\log(1.5)$, $\alpha_1 \approx 0.80$) and relatively rare outcomes (5% - 10%).

The simple alternative to PCC is to use SRS, which while results in a representative sample for external validation, may not provide sufficient effective sample sizes. More sophisticated alternatives include active and transfer learning procedures. However, since such machine-learning procedures are specifically developed towards resource efficient learning, resulting labeled samples obtained through such procedures may not be amenable for valid analysis. We remark that it is possible to view the described modification learning model as a special formulation of transfer learning, and the proposed PCC design as a pre-specified sampling design for that transfer learning task.

There are a few limitations of the proposed PCC design. First, we assumed that initial scores are easily computed in the new setting though applying the developed model to the “new” features. However, in practice it is possible that the features used for the original model development are missing in the new setting due to reasons such as incomplete data capture in the EMR. The extent of the impact of missing features on our proposed method is yet unexplored. Our simulation results showed that targeting samples for D-optimality
and Binary Entropy improves the true model updating goals of recalibration and revision. While the relationship between D-optimality and statistical power is known in the statistical literature [30], theoretical relationships between Binary Entropy and support recovery are relatively unexplored.

Future work directions include the translation of PCC for use in study design planning, for example sample size calculation through user-supplied parameter values. Towards that end, we plan on integrating simulation calculations and graphical displays for information response surfaces, power functions and support recovery curves into an interactive RShiny application: this process is under development at time of this writing. In addition, it may be interesting to explore using alternative information functions for PCC design configuration selection on the resource efficiency of modification learning. For example, the D-optimality information function may be replaced by other “true” information functions such as A-optimality or G-optimality that are more focused on average and prediction variance reduction, and Binary Entropy information function by other measures of outcome class balance. Ultimately, we hope to inspire design-based thinking for “new” outcome label collection, especially when using SRS dictates insurmountable sample size requirements.

7 Appendix

7.1 Proof of Lemma 1

For subject \( i \) let

\[
\Delta_i = \begin{cases} 
1, & \text{sampled} \\
0, & \text{otherwise} 
\end{cases}
\]

Under the PCC design, for strata defined by scores \( S \) exceeding threshold \( k \), sampling is based on re-weighting strata frequencies. Thus by construction

\[
P(S_i > k | \Delta_i = 1) = w \\
P(S_i \leq k | \Delta_i = 1) = 1 - w.
\]

Therefore,
\[ P_{PCC}(\Delta_i = 1) = \begin{cases} 
    P(\Delta_i = 1 | S_i > k), & S_i > k \\
    P(\Delta_i = 1 | S_i \leq k), & S_i \leq k 
\end{cases} \]

\[ = \begin{cases} 
    \frac{P(S_i > k | \Delta_i = 1) P(\Delta_i = 1)}{P(S_i > k)}, & S_i > k \\
    \frac{P(S_i \leq k | \Delta_i = 1) P(\Delta_i = 1)}{P(S_i \leq k)}, & S_i \leq k 
\end{cases} \]

Let \( w = P(S_i > k) \). Then,

\[ P_{PCC}(\Delta_i = 1) = \begin{cases} 
    P(\Delta_i = 1) \times \frac{w}{P(S_i > k)}, & S_i > k \\
    P(\Delta_i = 1) \times \frac{1 - w}{P(S_i \leq k)}, & S_i \leq k 
\end{cases} := P_{SRS}(\Delta_i = 1) \]
7.2 Proof of Lemma 2

Define \( p_i = \expit(S_i) \) so \( p \) is monotone increasing in \( S \). Since PCC is a stratified sampling strategy,

\[
E_{PCC}[p] = E[p|I(S > k)]w + E[p|I(S \leq k)](1 - w)
\]

and recall that for fixed \( k \), \( E_{SRS}[p] = E_{PCC}[p] \) when \( w = P(S > k) \). For the Binary Entropy criterion defined as \( \phi^B(x) = -x \log_2(x) - (1 - x) \log_2(1 - x), \phi^B(p(S)) = f(S) \) is a function of the scores. For the same fixed \( k \), consider the alternative PCC configurations of either \( w > P(S > k) \) or \( w < P(S > k) \).

**Case: \( w > P(S > k) \)** Using \( w > P(S > k) \) implies that \( E_{PCC}[p] > E_{SRS}[p] \). Therefore, \( \phi^B(p(S)|PCC) > \phi^B(p(S)|SRS) \) in the region of \( E[p] < 0.50 \) as \( H(x) \) is monotone increasing in \( x \) when \( x < 0.50 \). Therefore for rare outcomes using higher stratum weights results in higher sample Binary Entropy.

**Case: \( w < P(S > k) \)** Using \( w < P(S > k) \) implies that \( E_{PCC}[p] < E_{SRS}[p] \). Therefore, \( \phi^B(p(S)|PCC) > \phi^B(p(S)|SRS) \) in the region of \( E[p] < 0.50 \) as \( \phi^B(x) \) is monotone decreasing in \( x \) when \( x < 0.50 \). Therefore for very prevalent outcomes using lower stratum weights results in higher sample Binary Entropy.
7.3 Additional simulation results for model recalibration

Comments on results:

- The power function under the PCC design is generally higher than under the SRS design.

- PCC benefit more pronounced for smaller effect size $\alpha_0 = -\log(1.5)$ compared to $-\log(2)$.

- Both designs provide correct test size.
Comments on results:

- The power function under the PCC design is generally higher than under the SRS design.

- PCC benefit more pronounced for smaller effect size $\alpha_1 = 0.80$ compared to 0.60.

- Both designs provide correct test size.
7.4 Details of true model definitions for data application example

Source model definition

The source model was estimated with the Logistic Lasso procedure, with source model coefficients \( \hat{\beta} \) estimated using:

\[
\hat{\beta} = \arg\min_{\beta} \left\{ \sum_{i=1}^{n} -Y_i(\beta_0 + \tilde{\beta}_i^T \beta) + \log(1 + \exp(\beta_0 + \tilde{\beta}_i^T \beta)) + \lambda \|\beta\|_1 \right\},
\]

The penalization parameter \( \lambda \) was selected with 10-fold cross-validation based on the AUC loss function, using value within 1 standard error (\texttt{lambda.1se}), with cross-validation error plot:

From the selected 38 features, by thresholding to 0.25 we obtained a smaller subset of 23; these coefficients together defined the “source model”, which were:

Modification learning model definition

The scores were computed as \( S_i = \tilde{\beta}_i^T \tilde{\beta} \). Note that the AUC in discriminating cases (Y=1) and controls (Y=0) by using \( S \) as the single test was 0.83. The score distribution by case/control status was:

The recalibration parameters were estimated to be \( \alpha_0 = -1.00, \alpha_1 = 0.89 \) using

\[
\text{logit}(E[Y_i|S_i]) = \alpha_0 + \alpha_1 S_i.
\]

The revision parameters were estimated with

\[
\text{logit}(E[Y_i|S_i, \tilde{X}_i^T]) = \alpha_0 + \alpha_1 S_i + \tilde{X}_i^T \tilde{\gamma}
\]

with
\[
(\hat{\alpha}_0, \hat{\alpha}_1, \hat{\gamma}) = \arg \min_{\alpha_0, \alpha_1, \tilde{\gamma}} \left\{ \sum_{i=1}^{n} -Y_i (\alpha_0 + \alpha_1 S_i + \tilde{X}_i^T \tilde{\gamma} + \log(1 + \exp(\alpha_0 + \alpha_1 S_i + \tilde{X}_i^T \tilde{\gamma}))) + \lambda ||\tilde{\gamma}||_1 \right\},
\]

From the selected 64 features, by thresholding to 0.50 we obtained a smaller subset of 6; these coefficients together defined the “target model”, which were:

| Feature   | Estimate |
|-----------|----------|
| sublux    | 1.42     |
| deform    | 1.15     |
| fractur   | 0.78     |
| scoliosi  | 0.78     |
| normal    | -0.53    |
| desicc    | -0.57    |
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