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ABSTRACT

Segmentation and quantification of white matter hyperintensities (WMHs) are of great importance in studying and understanding various neurological and geriatric disorders. Although automatic methods have been proposed for WMH segmentation on magnetic resonance imaging (MRI), manual corrections are often necessary to achieve clinically practical results. Major challenges for WMH segmentation stem from their inhomogeneous MRI intensities, random location and size distributions, and MRI noise. The presence of other brain anatomies or diseases with enhanced intensities adds further difficulties. To cope with these challenges, we present a specifically designed fully convolutional neural network (FCN) with residual connections to segment WMHs by using combined T1 and fluid-attenuated inversion recovery (FLAIR) images. Our customized FCN is designed to be straightforward and generalizable, providing efficient end-to-end training due to its enhanced information propagation. We tested our method on the open WMH Segmentation Challenge MICCAI2017 dataset, and, despite our method’s relative simplicity, results show that it performs amongst the leading techniques across five metrics. More importantly, our method achieves the best score for hausdorff distance and average volume difference in testing datasets from two MRI scanners that were not included in training, demonstrating better generalization ability of our proposed method over its competitors.
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1. INTRODUCTION

White matter hyperintensities (WMHs) are brain areas in the cerebral white matter with increased signal intensity on T2-weighted or fluid-attenuated inversion recovery (FLAIR) magnetic resonance imaging (MRI) scans. WMHs are commonly found in the brain of healthy elders and patients diagnosed with small vessel disease and other neurological disorders [1]. Accurate quantification of WMH volume, location and shape is of great importance for tracking disease progression and evaluating treatment effects. Thus, a reliable and efficient WMH segmentation and quantification method is highly desirable. Due to the labor-intensive nature and high intra- and inter- observer variability of WMH manual delineation, several automated, and non deep learning, methods have been proposed in the literature [2, 3]. However, none of the methods achieves reliable performance close to human readers. Major challenges for WMH segmentation include: noise and imaging artifacts, inhomogeneous intensities, random locations, and variabilities in sizes (see Fig. 1). The presence of other brain anatomies or diseases with enhanced intensities on FLAIR image adds further difficulties.

Deep neural networks have achieved great success in both natural and medical image domains [4, 5, 6]. Specifically for object segmentation, the fully convolutional neural network (FCN) [7] architecture is an efficient option, with U-Net [6] prominently succeeding in segmenting finer scale objects by integrating shortcuts from stages in the downsampling path to the corresponding stage in the upsampling path. To further promote information propagation within a network, deep

Fig. 1. Example slices of WMHs on T1 image with decreased intensities (left) and FLAIR image with enhanced intensities (middle). The boundary of ground truth WMH is indicated in red overlapped in FLAIR images (right). Note the random locations, variant sizes and inhomogeneous MR intensities of WMHs.
residual network (ResNets) \cite{5,8} have been shown to be effective. This can be quite beneficial for training deep networks with limited data in the medical imaging domain. Deep learning methods have also been proposed for WMH segmentation. For instance, Ghafoorian et al. \cite{9} have recently reported different fusion strategies to segment WMHs in a patch-based manner. However, their method has not been comprehensively evaluated and patch-based object segmentation is often not as efficient as FCNs. Recently, the WMH Segmentation Challenge at MICCAI 2017 also featured many deep-learning solutions \cite{10}, many of which were heavily designed for the challenge in question.

In this paper, we present a customized U-Net FCN with residual connections, namely ResU-Net, to segment WMH by using combined T1 and FLAIR images. Given the high sensitivity of challenge rankings to metric weights \cite{11}, we put less emphasis on achieving the highest rank in the WMH Segmentation Challenge. Instead, our goal is to perform comparably to the Challenge leaders while demonstrating excellent generalization ability, thereby providing confidence that our solution can be effectively used outside the confines of the challenges. We demonstrate that the additional residual connections help to capture more fine-scale WMHs while reducing false positives. Furthermore, combining FLAIR and T1 images helps the network learn a more robust WMH segmentation. Importantly, our solution remains straightforward, performing amongst the leading techniques of the WMH Segmentation Challenge with leading performance on datasets not included in the training regimen.

\section{2. METHODS}

The proposed WMH segmentation algorithm is illustrated in Fig. 2. Two major steps are involved: (1) rough white matter segmentation from T1 images by a trimmed U-Net FCN with further morphological refinement; and (2) WMH segmentation using proposed ResU-Net on combined T1 and FLAIR sequence images.

\subsection{2.1. White matter segmentation}

Since WMHs only appear inside the white matter region, it would be helpful to constrain the WMH searching area. Hence, we train a simple downsized 2D U-net FCN, which removes the last pooling operations in original U-Net. Other parameters, such as pooling, up-convolution, feature channels are set the same as the original U-Net \cite{6}. As a further refinement, we keep the largest connected-component and apply a morphological dilation to ensure we obtain complete coverage of the white matter area. This white matter mask is used to confine the regions for WMH segmentation in the next step.

\subsection{2.2. WMH segmentation: U-Net architecture with residual connections (ResU-Net)}

Deep residual network (ResNets) have demonstrated promising results in many benchmarks in computer vision area. Its key component, residual learning, is implemented through a “shortcut connection” that bypasses the nonlinear layers with an identity mapping. In this way, it recasts the nonlinear layers to fit a residual function with respect to its input, which is demonstrated easier to be optimized by the stochastic gradient descent (SGD) method \cite{5}. ResNets consist of many stacked “residual blocks”, each of which can be expressed as:

\[ x_{t+1} = x_t + F(x_t, W_t), \]  

where \( x_t, x_{t+1} \) and \( W_t \) are the input, output and the convolutional weights of the \( t^{th} \) residual block, respectively, and \( F() \) denotes the residual function corresponding to the \( t^{th} \) unit.

Recently, ResNets have been shown to behave like an ensemble of sub-networks with different layer depths, therefore, it not only promotes the signal and gradient propagation within a network, but also implicitly alleviates the problem of over-fitting \cite{8,12}.

To take advantage of these benefits, we integrate residual connections within a U-net architecture. See Fig. 3 for a graphical illustration. The major network frame still consists of a fine-to-coarse downsampling path and a coarse-to-fine upsampling path with shortcut connections to better capture finer scale details. For every two convolutional layers at the same resolution stage in U-Net, we convert them into a residual block. Unlike the original ResNet, \( 1 \times 1 \) convolution operation is needed for every residual block in the U-Net architecture to match the input and output number of feature channels. Other network parameters are the same as the original U-Net. **Global weighted loss function:** In our end-to-end training, the loss function is computed over all pixels in a training slice. Due to the sparsity of WMHs, the distribution of WMHs and background pixels is highly biased. Therefore, a global class-
balancing weight is applied in the loss function as follows:

\[
    \text{loss} = -\beta \sum_{j \in Y_+} \log \hat{y}_j - (1 - \beta) \sum_{j \in Y_-} \log (1 - \hat{y}_j),
\]

where \(\hat{y}_j\) is the computed value after the final convolutional layer, \(Y_+\) and \(Y_-\) represent the set of the foreground and background WMH labels, respectively; and \(\beta = \text{mean} \left(\frac{|Y_-|}{|Y|}\right)\) is a global weight pre-computed over the entire training data.

### 3. EXPERIMENTS AND RESULTS

#### Data and preprocessing:

We used the dataset from the WMH Segmentation Challenge MICCAI 2017 \([10]\) for training and testing, where images were acquired from five different scanners of three different vendors in three different hospitals. For each subject, biased field corrected 3D T1 and FLAIR images are provided, which have also been registered. A total of 60 images from 3 scanners are provided by the challenge for training, while the other 110 images from all 5 scanners are held out for testing. The WMH manual reference standard is generated and verified according to the criterion provided in \([1]\). For the white matter segmentation, due to the fact that FSL software \([13]\) could sometimes generate completely failed white matter masks, we chose to train a downsized FCN instead of using FSL software, where the training label is derived from the successful cases of FSL.

For both white matter and WMH FCN, we train slice-by-slice in the axial direction, augmenting with random rotations and flips. For the WMH data, both T1 and FLAIR images have been normalized to the range of \([0, 1]\) using the minimum and maximum values from the white matter mask computed by the white matter FCN. We randomly selected 15% of images for validation, resulting in \(\sim 50k\) training samples for WMH FCN. Based on the training set distribution, we set the global loss weight to 0.025. Training stopped after 4 epochs.

#### Quantitative evaluation metrics:

Challenge organizers provided 5 quantitative metrics for evaluation: dice coefficient, hausdorff distance in “mm” unit (modified as 95th percentile) (H95), average volume difference% (AVD%), sensitivity (recall) and F-1 score for individual lesions. Each metric is averaged over all test scans, and each team’s ranking is given in the range of \([0, 1]\), with the value computed relative to the range of best and worse performance of competitors. For example for dice metric, team-k’s dice rank is:

\[
    1 - \frac{\text{dice}_k - \text{dice}_{\text{min}}}{\text{dice}_{\text{max}} - \text{dice}_{\text{min}}}. \]

Finally, five ranks are averaged into an overall rank. A lower rank is better.

#### Comparison with standard U-Net:

To measure the impact of the residual connections, we also trained a standard U-Net using the same training data and optimization parameters. The quantitative comparison between plain U-Net and the proposed ResU-Net is shown in Fig. 4. Note that proposed ResU-Net captures the WMHs well overall with only
one false positive (green dots) and one false negative (yellow arrow) as compared to manual references. In contrast, standard U-Net generates two false positives (green dots) and clearly missed two true lesions (yellow arrow). Quantitative results on our validation dataset reveal roughly a ~3% increase in the dice coefficient and F-1 scores. Both qualitative and quantitative results show that residual connections in the U-Net architecture are effective in segmenting WMHs.

**Results on WMH Segmentation Challenge MICCAI 2017:** Our proposed method, named **nih_cidi_2**, achieves 4th place out of 22 participating submissions in the overall 110 image testing data. However, it is important to point out that the top 5 teams outperformed other teams with a clear margin (average ≥6% in dice, recall and F-1 scores), while they themselves perform within marginal difference (Table 1). The specific ranking place may not be that important in this situation, as the commonly used average or accumulated ranking scheme may not reflect the importance of difference metrics for specific problems; hence, a different weighting scheme can dramatically change the ranking on real anatomical data.

A more detailed look at the results reveals that our proposed method actually performs comparatively better on the testing data from 2 MRI scanners that were not included in training. We summarized the quantitative results for these 2 “unseen” scanners in Table 2. Using the same ranking scheme, our method now performs the 2nd best among the top 5 methods, and achieves the best H95 and AVD% scores. Although we do not achieve the best rank, however, our method only has a clear drop in dice metric, while all other 4 teams (including top performing team **sysu_media**) have a clear drop in at least 3 metrics. For clear drop of a metric, we refer to a ≥3% decrease in dice, recall and F-1 scores or ≥50% increase in H95 and AVD%. Among the 5 best performing teams, **nlp_logix** and **nic-vicrob** used patch-based prediction combined with location fusions and cascades of 3D neural networks, respectively, both of which are computationally expensive and complex. **cian** applied multi-dimensional gated recurrent units, which often requires sophisticated optimization schemes. Not surprisingly, our method outperforms these 3 methods on data from unseen scanners, attesting to the benefit of using a more straightforward and less customized solution. Like us, the top performing team, **sysu_media**, used a standard U-Net architecture, but customized its kernel size and number for the challenge. Additionally, **sysu_media** applied 3-classifier ensembling, which we did not. As well, they applied a dataset-dependent post-processing that removed a chosen number of starting and ending slices to reduce false positives. This approach may not generalize beyond the challenge datasets. In contrast, our method remains generic, meeting our goal of achieving high performance with the aim of deployment beyond the challenge setting.

Overall, as compared to other top methods with similar performance, our method is straightforward, generic, computationally efficient, and generalizes better to data acquired from unseen scanners, which well fits the need in practical application.

**Potential improvement:** A closer look at our computed white matter masks shows that they sometimes miss a significant part of white matter regions close to the posterior and inferior regions of the brain, where may well include WMHs. This is due to some error-prune white matter references generated by FSL software when training white matter FCN. Because of this, the already detected WMHs by our ResU-Net are falsely removed, and the performance (especially dice metric) are artificially decreased. Therefore, we believe a better white matter mask from well-labeled training data will further improve our WMH segmentation results.

### 4. CONCLUSION

In this study, we presented a simple and robust WMH segmentation method by using the proposed ResU-Net. Evaluated on the open WMH Segmentation Challenge at MICCAI 2017, results show that the residual connection does provide considerable improvement in segmenting WMHs, and our method performs among the top leading methods. Our method also achieves the best score for H95 and AVD% in testing datasets from the two “unseen” MRI scanners, further demonstrating the good generalizability that was our main aim. Thus, we demonstrate that with a straightforward, yet well-thought out architecture, one can achieve excellent WMH segmentation performance that remains generalizable for situations outside any specific challenge setting.

### Table 1. Quantitative results for the top 5 teams in WMH Segmentation Challenge on all testing data from five scanners. Note that for H95 and AVD%, lower values are better.

| team          | rank | Dice  | H95  | AVD% | Recall | F-1  |
|---------------|------|-------|------|------|--------|------|
| sysu_media    | 0.008| 0.80  | 6.3  | 21.9 | 0.84   | 0.76 |
| cain          | 0.037| 0.78  | 6.8  | 21.7 | 0.83   | 0.70 |
| nlp_logix     | 0.049| 0.77  | 7.2  | 18.4 | 0.73   | 0.78 |
| nih_cidi_2    | 0.060| 0.75  | 7.35 | 27.26| 0.81   | 0.69 |
| nic-vicrob    | 0.074| 0.77  | 8.3  | 28.5 | 0.75   | 0.71 |

### Table 2. Quantitative results for the top 5 teams in WMH Segmentation Challenge on testing data from GE1.5T and PETMR scanners that were not included in training.

| team          | rank | Dice  | H95  | AVD% | Recall | F-1  |
|---------------|------|-------|------|------|--------|------|
| sysu_media    | 0.008| 0.74  | 11.0 | 26.2 | 0.87   | 0.72 |
| nih_cidi_2    | 0.043| 0.70  | 9.7  | 21.9 | 0.79   | 0.68 |
| cain          | 0.053| 0.74  | 14.1 | 28.4 | 0.82   | 0.66 |
| nic-vicrob    | 0.077| 0.71  | 13.5 | 56.3 | 0.81   | 0.62 |
| nlp_logix     | 0.082| 0.68  | 13.0 | 27.9 | 0.66   | 0.73 |
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