Low-and high-frequency Stoneley waves, reflection and transmission at a Cauchy/relaxed micromorphic interface
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Abstract
In this paper we study the reflective properties of a 2D interface separating a homogeneous solid from a band-gap metamaterial by modeling it as an interface between a classical Cauchy continuum and a relaxed micromorphic medium. We show that the proposed model is able to predict the onset of Stoneley interface waves at the considered interface both at low and high-frequency regimes. More precisely, critical angles for the incident wave can be identified, beyond which classical Stoneley waves, as well as microstructure-related Stoneley waves appear. We show that this onset of Stoneley waves, both at low and high frequencies, strongly depends on the relative mechanical properties of the two media. We suggest that a suitable tailoring of the relative stiffnesses of the two media can be used to conceive “smart interfaces” giving rise to wide frequency bounds where total reflection or total transmission may occur.
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1 Introduction

In this paper, we rigorously study the two-dimensional problem of reflection and transmission of elastic waves at an interface between a homogeneous solid and a band-gap metamaterial modeled as a Cauchy medium and a relaxed micromorphic medium, respectively.

We propose a systematic revision of the reflection/transmission problem at a Cauchy/Cauchy interface in order to set up our notation and to carry out clearly all analytical results concerning the critical incident angles, giving rise to Stoneley interface waves. This systematic presentation allows us to readily generalize the adopted techniques to the case of reflection and transmission at an interface separating a Cauchy medium from a relaxed micromorphic one. We observe in this latter case the existence of high-frequency critical angles of incidence, which are able to determine the onset of microstructure-related Stoneley interface waves. We clearly show that both low and high-frequency interface waves are directly related to the relative stiffnesses of the two media and can discriminate between total reflection and total transmission phenomena.

Recent years have seen the abrupt development of acoustic metamaterials whose mechanical properties allow unorthodox material behaviors such as band-gaps \([17, 36, 37]\), cloaking \([1, 5, 27, 35]\), focusing \([7, 12, 33]\), wave-guiding \([13, 31]\) etc. The bulk behavior of these metamaterials has gathered the attention of the scientific community via the refinement of mathematical techniques, such as Bloch-Floquet analysis or homogenization techniques \([8, 19]\). More recently, filtering properties of bulk periodic media, i.e. the onset of so-called band-gaps and non-linear dispersion, has been given attention in the framework of enriched continuum models \([3, 8, 15, 19, 20, 21, 22, 23, 24, 25, 26, 28, 29, 30]\). Although bulk media are investigated in detail, the study of the reflective/refractive properties at the boundary of such metamaterials is far from being well understood. Good knowledge of the reflective and transmissive properties of such interfaces could be a key point for the conception of metamaterials systems, which would completely transform the idea we currently have about reflection and transmission of elastic waves at the interface between two solids. It is for this reason that many authors convey their research towards so-called “metasurfaces” \([14, 15, 38]\), i.e. relatively thin layers of metamaterials whose microstructure is able to interact with the incident wave-front in such a way that the resulting reflection/transmission patterns exhibit exotic properties, such as total reflection or total transmission, conversion of a bulk incident wave in interface waves, etc.

Notwithstanding the paramount importance these metasurfaces may have for technological advancements in the field of noise absorption or stealth, they show limitations in the sense that they work for relatively small frequency ranges, for which the wavelength of the incident wave is comparable to the thickness of the metasurface itself. This restricts the range of applicability of such devices, above all for what concerns low frequencies which would result in very thick metasurfaces.

In this paper, we choose a different approach for modeling the reflective and diffractive properties of an interface which separates a bulk homogeneous material from a bulk metamaterial. This interface does not itself contain any internal structure, but its refractive properties can be modulated by acting on the relative stiffnesses of the two materials on each side. The homogeneous material is modeled via a classical linear-elastic Cauchy model, while the metamaterial is described by the linear relaxed micromorphic model, an enriched continuum model which already proved its effectiveness in the description of the bulk behavior of certain metamaterials \([15, 19, 20]\).

We are able to clearly show that when the homogeneous material is “stiffer” than the considered metamaterial, zones of very high (sometimes total) transmission can be found both at low and high frequencies. More precisely, we find that high-frequency total transmission is discriminated by a critical angle, beyond which total transmission gradually shifts towards total reflection. Engineering systems of this type could be fruitfully exploited for the conception of wave filters and polarizers, for non-destructive evaluation or for selective cloaking.

On the other hand, we show that when the homogeneous system is “softer” than the metamaterial, broadband total reflection can be achieved for almost all frequencies and angles of incidence. This could be of paramount importance for the conception of wave screens able to isolate from noise and/or vibrations. We are also able to show that such total reflection phenomena are related to the onset of classical Stoneley interface waves \([13]\) at low frequencies \([32]\) and of new microstructure-related interface waves at higher frequencies.

We explicitly remark that no precise microstructure is targeted in this paper, since the presented results could be generalized to any specific metamaterial without changing the overall results. This is due to the fact that the properties we unveil here only depend on the “relative stiffnesses” of the considered media and not on the absolute stiffness of the metamaterial itself.

The considerations drawn in this paper thus open the way for the conception of new metastructures for wave front manipulation with all the possible applications aforementioned applications.

---

1 Interface waves propagating at the interface between an elastic solid and air are called Rayleigh waves, after Lord Rayleigh, who was the first to show their existence \([21]\). Interface waves propagating at the surface between two solids are called Stoneley waves.
1.1 Notational agreement

Let $\mathbb{R}^{3 \times 3}$ be the set of all real $3 \times 3$ second order tensors (matrices) which we denote by capital letters. A simple and a double contraction between tensors of any suitable order is denoted by $\cdot$ and $:\cdot$ respectively, while the scalar product of such tensors by $(\cdot, \cdot)$. The Einstein sum convention is implied throughout this text unless otherwise specified. The standard Euclidean scalar product on $\mathbb{R}^{3 \times 3}$ is given by $(X, Y)_{\mathbb{R}^{3 \times 3}} = tr(X \cdot Y^T)$ and consequently the Frobenius tensor norm is $\|X\|_F^2 = (X, X)_{\mathbb{R}^{3 \times 3}}$. From now on, for the sake of notational brevity, we omit the scalar product indices $\mathbb{R}^3$, $\mathbb{R}^{3 \times 3}$ when no confusion arises. The identity tensor on $\mathbb{R}^{3 \times 3}$ will be denoted by $I$; then, $tr(X) = (X, I)$.

Consider a body which occupies a bounded open set $B_L \subset \mathbb{R}^3$ and assume that the boundary $\partial B_L$ is a smooth surface of class $C^2$. An elastic material fills the domain $B_L$ and we denote by $\Sigma$ any material surface embedded in $B_L$. The outward unit normal to $\partial B_L$ will be denoted by $\nu$ as will the outward unit normal to a surface $\Sigma$ embedded in $B_L$ (see Fig. 1).

![Figure 1: Schematic representation of the body $B_L$, the surface $\Sigma$ and the sub-bodies $B_L^-$ and $B_L^+$.](image)

Given a field $a$ defined on the surface $\Sigma$, we set

$$[[a]] = a^+ - a^-,$$

(1.1)

which defines a measure of the jump of $a$ through the material surface $\Sigma$, where

$$[\cdot]^+ := \lim_{x \to \Sigma^-} [\cdot], \quad [\cdot]^- := \lim_{x \to \Sigma^+} [\cdot],$$

(1.2)

with $B_L^-, B_L^+$ being the two subdomains which result from splitting $B_L$ by the surface $\Sigma$ (see again Fig. 1).

The Lebesgue spaces of square integrable functions, vectors or tensors fields on $B_L$ with values on $\mathbb{R}, \mathbb{R}^2, \mathbb{R}^{3 \times 3}$ respectively, are denoted by $L^2(B_L)$. Moreover we introduce the standard Sobolev space\(^2\)

$$H^1(B_L) = \left\{ u \in L^2(B_L) | \nabla u \in L^2(B_L), \|u\|_{H^1(B_L)} := \|u\|_{L^2(B_L)}^2 + \|\nabla u\|_{L^2(B_L)}^2 \right\},$$

$$H(\text{curl; } B_L) = \left\{ v \in L^2(B_L) | \text{curl } v \in L^2(B_L), \|v\|_{H(\text{curl; } B_L)}^2 := \|v\|_{L^2(B_L)}^2 + \|\text{curl } v\|_{L^2(B_L)}^2 \right\},$$

$$H(\text{div; } B_L) = \left\{ v \in L^2(B_L) | \text{div } v \in L^2(B_L), \|v\|_{H(\text{div; } B_L)}^2 := \|v\|_{L^2(B_L)}^2 + \|\text{div } v\|_{L^2(B_L)}^2 \right\},$$

(1.3)

of functions $u$ and vector fields $v$ respectively.

For vector fields $v$ with components in $H^1(B_L)$ and for tensor fields $P$ with rows in $H(\text{curl; } B_L)$ (resp. $H(\text{div; } B_L)$), i.e.

$$v = (v_1, v_2, v_3)^T, \quad v_i \in H^1(B_L), \quad P = (P_1^T, P_2^T, P_3^T)^T, \quad P_i \in H(\text{curl; } B_L) \text{ resp. } P_i \in H(\text{div; } B_L)$$

$i = 1, 2, 3$,

(1.4)

we define

$$\nabla v = \left( (\nabla v_1)^T, (\nabla v_2)^T, (\nabla v_3)^T \right)^T,$$

$$\text{Curl } P = \left( (\text{curl } P_1)^T, (\text{curl } P_2)^T, (\text{curl } P_3)^T \right)^T,$$

$$\text{Div } P = \left( \text{div } P_1, \text{div } P_2, \text{div } P_3 \right)^T.$$

(1.5)

The corresponding Sobolev spaces are denoted by $H^1(B_L)$, $H(\text{Div; } B_L)$, $H(\text{Curl; } B_L)$.

---

\(^2\)For example, $(A \cdot v)_k = A_{ij}v_j, (A \cdot B)_{ik} = A_{ij}B_{jk}, A : B = A_{ij}B_{jk}, (C : B)_{ijk} = C_{ijp}B_{pk}, (C : B)_k = C_{ijp}B_{pk}, (v \cdot w) = v_iw_i, (A : B) = A_{ij}B_{ij},$ etc.

\(^3\)The operators $\nabla$, curl and div are the classical gradient, curl and divergence operators. In symbols, for a field $u$ of any order, $(\nabla u)_i = u_{,i}$ for a vector field $v$, $(\text{curl } v)_i = \varepsilon_{ijk}v_{k,j}$ and for a field $w$ of order greater than 1, $\text{div } w = w_{,i}$.
2 Governing equations and energy flux

Let \( t_0 > 0 \) be a fixed time and consider a bounded domain \( B_L \subset \mathbb{R}^3 \). The action functional of the system at hand is defined as

\[
\mathcal{A} = \int_0^{t_0} \int_{B_L} (J - W) dX dt,
\]

(2.1)

where \( J \) is the kinetic and \( W \) the potential energy of the system.

2.1 Governing equations for the classical linear elastic Cauchy model

Let \( u \) be the classical macroscopic displacement field and \( \rho \) the macroscopic mass density. Then, the kinetic energy for a classical, linear-elastic, isotropic Cauchy medium takes the form\[\text{[23]}\]

\[
J = \frac{1}{2} \rho \|u,t\|^2.
\]

(2.2)

The linear elastic strain energy density for the isotropic case is given by

\[
W = \mu \|\text{sym} \nabla u\|^2 + \frac{\lambda}{2} (\text{tr}(\text{sym} \nabla u))^2,
\]

(2.3)

where \( \mu \) and \( \lambda \) are the classical Lamé parameters. Applying the least action principle allows us to derive the equations of motion in strong form which, expressed equivalently in compact and index form, are respectively given by

\[
\rho u_{tt} = \text{Div} \sigma, \quad \rho u_{i,tt} = \sigma_{ij,j},
\]

(2.4)

where

\[
\sigma = 2\mu \text{sym} \nabla u + \lambda \text{tr}(\text{sym} \nabla u) \mathbb{I}, \quad \sigma_{ij} = \mu(u_{i,j} + u_{j,i}) + \lambda u_{k,k} \delta_{ij},
\]

(2.5)

is the classical symmetric Cauchy stress tensor for isotropic materials.

2.2 Governing equations for the relaxed micromorphic model

The kinetic energy in the isotropic relaxed micromorphic model takes the following form \[\text{[23, 26]}\]

\[
J = \frac{1}{2} \rho \|u,t\|^2 + \frac{1}{2} \eta \|P,t\|^2,
\]

(2.6)

where \( u \) is the macroscopic displacement field and \( P \in \mathbb{R}^{3\times3} \) is the non-symmetric micro-distortion tensor which accounts for independent micro-motions at lower scales, \( \rho \) is the apparent macroscopic density and \( \eta \) is the micro-inertia density.

The strain energy for an isotropic relaxed micromorphic medium is given by \[\text{[23, 26]}\]

\[
W = \mu_c \|\text{sym}(\nabla u - P)\|^2 + \frac{\lambda_c}{2} (\text{tr}(\nabla u - P))^2 + \mu_c \|\text{skew}(\nabla u - P)\|^2 + \mu_{\text{micro}} \|\text{sym} P\|^2 + \frac{\lambda_{\text{micro}}}{2} (\text{tr} P)^2 + \mu_{\text{micro}} L^2 \|\text{Curl} P\|^2.
\]

(2.7)

Minimizing the action functional (i.e. imposing \( \delta \mathcal{A} = 0 \), integrating by parts a suitable number of times and taking arbitrary variations \( \delta u \) and \( \delta P \) for the kinematic fields), allows us to obtain the strong form of the bulk equations of motion \[\text{[10, 24, 25, 29]}\]

\[
\rho u_{tt} = \text{Div} \tilde{\sigma}, \quad \rho u_{i,tt} = \tilde{\sigma}_{ij,j},
\]

(2.8)

\[
\eta P_{tt} = \tilde{\sigma} - s - \text{Curl} m, \quad \eta P_{i,tt} = \tilde{\sigma}_{ij} - s_{ij} - m_{ik,p} \epsilon_{jkp},
\]

(2.9)

where

\[
\tilde{\sigma} = 2\mu_c \text{sym}(\nabla u - P) + \lambda_c \text{tr}(\nabla u - P) \mathbb{I} + 2\mu_c \text{skew}(\nabla u - P),
\]

\[
s = 2\mu_{\text{micro}} \text{sym} P + \lambda_{\text{micro}} (\text{tr} P) \mathbb{I},
\]

\[
m = \mu_{\text{micro}} L^2 \text{Curl} P,
\]

Here and in the sequel, we denote by the subscript \( ,t \) the partial derivative with respect to time.
\( \varepsilon_{j kp} \) is the Levi-Civita tensor and the equivalent index form of the introduced quantities reads
\[
\mathbf{s}_{ij} = \mu_{e}(u_{i,j} - P_{ij} + u_{j,i} - P_{ji}) + \lambda_{e}(u_{k,k} - P_{kk})\mathbf{\delta}_{ij} + \mu_{e}(u_{i,j} - P_{ij} - u_{j,i} + P_{ji}),
\]
\[
\mathbf{m}_{ik} = \mu_{e}L_{e}^{2}P_{a,b}c_{k,a,b}.
\]
Here, \( m \) is the moment stress tensor, \( \mu_{e} \geq 0 \) is called the Cosserat couple modulus and \( L_{e} \geq 0 \) is a characteristic length scale.

### 2.3 Conservation of total energy and energy flux

The mechanical system we are considering is conservative and, therefore, the energy must be conserved in the sense that the following differential form of a continuity equation must hold:
\[
E_{t} + \text{div} \mathbf{H} = 0,
\]
where \( E = J + W \) is the total energy of the system and \( \mathbf{H} \) is the energy flux vector, whose explicit expression is computed in the following subsections for a classical Cauchy medium and a relaxed micromorphic one.

The conservation of energy (2.11) plays an important role when considering a surface of discontinuity between two continuous media, i.e. it prescribes continuity of the normal component of the energy flux \( \mathbf{H} \) across the considered interface. The tangent part of the energy flux vector \( \mathbf{H} \) is not subjected to the same restriction, so that we can observe the onset of Stoneley waves along the interface. Such interface waves do not have to satisfy the conservation of energy at the interface. On the other hand, when considering waves with non-vanishing normal component, it is necessary to check that they contribute to the normal part of the energy flux in such a way that it is conserved at the interface. The definition of the normal part of the flux for different waves will allow us to introduce the concepts of reflection and transmission coefficients as a measure of the partition of the energy of the incident wave between reflected and transmitted waves. Nevertheless, one must keep in mind that such reflection and transmission coefficients do not contain any information about the possible presence of Stoneley waves.

#### 2.3.1 Classical Cauchy medium

In the case of a Cauchy medium we have, differentiating expressions (2.2) and (2.3) with respect to time and using definition (2.5)
\[
E_{t} = J_{t} + W_{t} = \rho \langle u_{t}, u_{tt} \rangle + \langle 2\mu_{e} \text{sym}\nabla u + \lambda \text{tr} \text{sym} \nabla u \rangle \langle u_{t} \rangle + \langle \sigma, \text{sym} \nabla(u_{t}) \rangle = \rho \langle u_{t}, u_{tt} \rangle + \langle \sigma, \text{sym} \nabla(u_{t}) \rangle.
\]
We now replace \( \rho u_{tt} \) from the equations of motion (2.4) and we use the fact that, given the symmetry of the Cauchy stress tensor \( \sigma, \langle (\sigma, \nabla(u_{t})) \rangle = \langle \sigma, \nabla(u_{t}) \rangle = \text{Div}(\sigma \cdot u_{t}) - \text{Div} \sigma \cdot u_{t} \) to get
\[
E_{t} = \text{Div} \sigma \cdot u_{t} + \text{Div}(\sigma \cdot u_{t}) - \text{Div} \sigma \cdot u_{t} = \text{Div}(\sigma \cdot u_{t}).
\]
Thus, by comparing (2.12) to the conservation of energy (2.11), we can deduce that the energy flux in a Cauchy continuum is given by (see e.g. [1])
\[
\mathbf{H} = -\sigma \cdot u_{t}, \quad \mathbf{H}_{k} = -\sigma_{ik}u_{k,t}.
\]

#### 2.3.2 Relaxed micromorphic model

In the case of a relaxed micromorphic medium we have, differentiating equations (2.6) and (2.7) with respect to time;\(^{5}\)
\[
E_{t} = \rho \langle u_{t}, u_{tt} \rangle + \eta \langle P_{t}, P_{tt} \rangle + \langle 2\mu_{e} \text{sym} \nabla(u - P), \text{sym} \nabla(u_{t} - P_{t}) \rangle + \langle \lambda_{e} \text{tr} \nabla(u - P) \rangle \langle u_{t} - P_{t} \rangle + \langle 2\mu_{e} \text{skew} \nabla(u - P), \text{skew} \nabla(u_{t} - P_{t}) \rangle + \langle 2\mu_{e} \text{sym} P, \text{sym} P_{t} \rangle + \langle \lambda_{micro} \text{tr} P \rangle \langle P_{t} \rangle + \langle \mu_{e}L_{e}^{2} \text{Curl} P, \text{Curl} P_{t} \rangle.
\]
\(^{5}\)Let \( \psi \) be a vector field and \( A \) a second order tensor field. Then
\[
\langle \nabla \psi, A \rangle = \text{Div}(\psi \cdot A) - \langle \psi, \text{Div} A \rangle.
\]
Taking \( \psi = u_{t} \) and \( A = \mathbf{\sigma} \) we have
\[
\langle \nabla u_{t}, \mathbf{\sigma} \rangle = \text{Div}(u_{t} \cdot \mathbf{\sigma}) - \langle u_{t}, \text{Div} \mathbf{\sigma} \rangle.
\]
Furthermore, we have the following identity
\[
\langle m, \text{Curl} P_{t} \rangle = \text{Div} \left( m^{T} \cdot P_{t} \right) + \langle \text{Curl} m, P_{t} \rangle,
\]
which follows from the identity \( \text{div}(v \times w) = w \cdot \text{curl} v - v \cdot \text{curl} w \), where \( v, w \) are suitable vector fields, \( \times \) is the usual vector product and \( : \) is the double contraction between tensors.
or equivalently, suitably collecting terms and using definitions (2.9) for \( \tilde{\sigma}, s \) and \( m \):

\[
E_t = \rho \langle u, u, t \rangle + \eta \langle P_s, P, t \rangle + \langle 2\mu_s \text{sym}(\nabla u - \nabla \tilde{P}) + \lambda_s \text{tr}(\nabla u - \nabla \tilde{P}), \text{sym}(\nabla u, t - \nabla \tilde{P}) \rangle \\
+ \langle 2\mu_t \text{skew}(\nabla u - \nabla \tilde{P}), \text{skew}(\nabla u, t - \nabla \tilde{P}) \rangle + \langle 2\mu_{\text{micro}} \text{sym} P + \lambda_{\text{micro}} \text{tr}(P), \text{sym} P, t \rangle + \langle \mu_{\text{eff}} \tilde{E}_c \text{Curl} P, \text{Curl} P, t \rangle \\
= \rho \langle u, u, t \rangle + \eta \langle P_s, P, t \rangle + \langle \tilde{\sigma}, \nabla u \rangle - \langle \tilde{\sigma} - s, P, t \rangle + \langle m, \text{Curl} P, t \rangle.
\]  

(2.18)

We can now replace \( \rho u, t \) and \( \eta P, t \) by the governing equations (2.8) and use (2.15) and (2.16) to finally get

\[
E_t = \langle u, \text{Div} \tilde{\sigma} \rangle + \langle P_s, \tilde{\sigma} - s - \text{Curl} m \rangle + \text{Div} (u, t, \cdot \tilde{\sigma}) - \langle u, t, \text{Div} \tilde{\sigma} \rangle - \langle \tilde{\sigma} - s, P, t \rangle + \langle m, \text{Curl} P, t \rangle \\
= \text{Div}(\tilde{\sigma}^T \cdot u, t) - \langle \text{Curl} m, P, t \rangle + \text{Div} ((mT, P) : \varepsilon) + \langle \text{Curl} m, P, t \rangle = \text{Div} (\tilde{\sigma}^T \cdot u, t + (mT, P) : \varepsilon).
\]  

(2.19)

Thus, by comparison of (2.19) with (2.11), the energy flux for a relaxed micromorphic medium is given by

\[
H = -\tilde{\sigma}^T \cdot u, t - (mT, P) : \varepsilon, \quad H_k = -u, i, j \tilde{\varepsilon}_{jk} - m, i, j, k \varepsilon_{ijk},
\]  

(2.20)

where \( : \) is the double contraction between tensors.

3 Boundary conditions

3.1 Boundary conditions on an interface between two classical Cauchy media

As it is well known (see e.g. [11, 20]), the boundary conditions which can be imposed at an interface between two Cauchy media are continuity of displacement or continuity of force. For the displacement, this means

\[
[|u|] = 0 \Rightarrow u^- = u^+,
\]  

(3.1)

where \( u^- \) is the macroscopic displacement on the “minus” side (the \( x_1 < 0 \) half-plane) and \( u^+ \) is the macroscopic displacement on the “plus” side (the \( x_1 > 0 \) half-plane).

As for the jump of force we have

\[
[f] = 0 \Rightarrow f^- = f^+,
\]  

(3.2)

where \( f^- \) and \( f^+ \) are the surface force vectors on the “minus” and on the “plus” side, respectively. We recall that in a Cauchy medium, \( f = \sigma \cdot \nu, \nu \) being the outward unit normal to the surface and \( \sigma \) being the Cauchy stress tensor given by (2.5).

3.2 Boundary conditions on an interface between a classical Cauchy medium and a relaxed micromorphic medium

In this article we will be imposing two kinds of boundary conditions between a Cauchy and a relaxed micromorphic medium (see [20] for a detailed discussion). The first kind is that of a free microstructure, i.e. we allow the microstructure to vibrate freely. The second kind is that of a fixed microstructure, i.e. we do not allow any movement of the microstructure at the interface. For a derivation of these types of boundary conditions see [26].

As mentioned, we impose continuity of displacement, i.e.

\[
u^- = u^+,
\]  

(3.3)

where now the “plus” side is occupied by the relaxed micromorphic medium.\footnote{We explicitly recall that given a symmetric tensor \( S \), a skew-symmetric tensor \( A \) and a generic tensor \( C \), we have \( \langle S, C \rangle = \langle S, \text{sym} C \rangle \) and \( \langle A, C \rangle = \langle A, \text{skew} C \rangle \).}

Imposing continuity of displacement also implies continuity of force\footnote{It is also well known that if no surface forces are present at the considered interface, imposing continuity of displacement implies continuity of forces and vice versa. Both such continuity conditions must then be satisfied at the interface.}

\[
\nu = \tilde{\nu},
\]  

(3.4)

where \( \nu = \sigma \cdot \nu \) is the surface force calculated on the Cauchy side and the force for the relaxed micromorphic model is given by

\[
t_i = \tilde{\sigma}_{ij} \nu_j,
\]  

(3.5)

\footnote{In the following, it will be natural to collect variables of the relaxed medium in two vectors \( v_1 \) and \( v_2 \), so that the components of the displacement \( u^+ \) will be denoted by \( u^+ = ([v_1]^T, v_2]^T) \), see equations (5.5), (5.6).}

\footnote{This fact can be deduced from the minimization of the action functional. Indeed, imposing the variation to be zero, we find the boundary condition \([|F, \delta u|] = 0 \Rightarrow f u^+ - t u^- = 0\), which implies \( f = t \) since we impose continuity of displacement.}
where $\nu$ is the outward unit normal vector to the interface and $\tilde{\sigma}$ is given in (2.9).

The least action principle provides us with another jump duality condition for the case of the connection between a Cauchy and a relaxed micromorphic medium. This extra jump condition specifies what we call “free microstructure” or “fixed microstructure” (see [26]).

In order to define the two types of boundary conditions we are interested in, we need the concept of double force $\tau$ which is the dual quantity of the micro-distortion tensor $P$ and is defined as [26]

$$\tau = -m \cdot \varepsilon \cdot \nu, \quad \tau_{ij} = -m_{ik} \varepsilon_{kjh} \nu_h,$$

where the involved quantities have been defined in (2.9).

3.2.1 Free microstructure

In this case, the macroscopic displacement is continuous while the microstructure of the relaxed micromorphic medium is free to move at the interface ([18, 19, 26]). Leaving the interface free to move means that $P$ is arbitrary, which, on the other hand, implies the double force $\tau$ must vanish. We have then

$$[[u_i]] = 0, \quad t_i - f_i = 0, \quad \tau_{ij} = 0, \quad i = 1, 2, 3, \quad j = 2, 3.$$  

(3.6)

Figure 2 gives a schematic representation of this boundary condition.

3.2.2 Fixed microstructure

This is the case in which we impose that the microstructure on the relaxed micromorphic side does not vibrate at the interface. The boundary conditions in this case are (see [26])

$$[[u_i]] = 0, \quad t_i - f_i = 0, \quad P_{ij} = 0, \quad i = 1, 2, 3, \quad j = 2, 3.$$  

(3.7)

Observe that in equations (3.6) and (3.7) the components tangent to the interface do not have to be assigned when considering a relaxed micromorphic medium. This is explained in detail in [26, 28, 29], where the peculiarities of the relaxed micromorphic model are presented. In Figure 3 we give a schematic representation of the realization of this boundary condition between a homogeneous material and a metamaterial.

---

10 Let us remark again that the first condition (continuity of displacement) implies the second one when no surface forces are applied at the interface. On the other hand, imposing the tangent part of $P$ to be equal to zero implies that the double force $\tau$ is left arbitrary.

11 We remark here that only the tangent part of the double force in (3.6) or of the micro-distortion tensor in (3.7) must be assigned ([26, 29]). This is peculiar of the relaxed micromorphic model and is related to the fact that only $\text{Curl} P$ appears in the energy. In a standard Mindlin-Eringen model, where the whole $\nabla P$ appears in the energy, the whole double force $\tau$ (or alternatively the whole micro-distortion tensor $P$) must be assigned at the interface. Finally, in an internal variable model (no derivatives of $P$ in the energy), no conditions on $P$ or $\tau$ must be assigned at the considered interface.
We explicitly remark (and we will show this fact in all detail in the remainder of this paper) that the boundary condition of Fig. 2 is the only one which allows to obtain an equivalent Cauchy/Cauchy system when considering low frequencies. Indeed, in this case, since the tensor $P$ is left free, it can adjust itself in order to recover a Cauchy medium in the homogenized limit. On the other hand, the boundary condition of Fig. 3 imposes an artificial value on $P$ along the interface, so that the effect of the microstructure is forced to be present in the considered system. It is for this reason that a Cauchy/Cauchy interface cannot be recovered as a homogenized limit of the system shown in Fig. 3.

4 Wave propagation, reflection and transmission at an interface between two Cauchy media

We now want to study wave propagation, reflection and transmission at the interface between two Cauchy media in two space dimensions. To that end, we agree on the following conventions.

When we discuss reflection and transmission, we assume that the surface of discontinuity (the interface between the two media) from which the wave reflects and refracts is the $x_2$ axis ($x_1 = 0$). Furthermore, we assume that the incident wave hits the interface at the origin $O(0,0)$.

Incident waves propagate from $-\infty$ in the $x_1 < 0$ half-plane towards the interface, reflected waves propagate from the interface towards $-\infty$ in the $x_1 < 0$ half-plane and refracted (or, equivalently, transmitted) waves propagate from the interface towards $+\infty$ in the $x_1 > 0$ half-plane. Remark that, since we consider 2D wave propagation, the incident wave can hit the interface at an arbitrary angle. In Figure 4 we graphically present
the schematics of the reflection and transmission of elastic waves at a Cauchy/Cauchy interface for the simple case of an incident out-of-plane SH wave.

As is classical, we will consider both in-plane (in the \((x_1x_2)\) plane) and out-of-plane (along the \(x_3\) direction) motions. Nevertheless, all the considered components of the displacement, namely \(u_1, u_2\) and \(u_3\) will only depend on the \(x_1, x_2\) space components (plane wave hypothesis). We hence write

\[
u = (u_1(x_1, x_2, t), u_2(x_1, x_2, t), u_3(x_1, x_2, t))^T.
\] (4.1)

As will be evident, depending on the type of wave (longitudinal, SV shear or SH shear)\(^{12}\) some components of these fields will be equal to zero.

We now make a small digression on wave propagation in classical Cauchy media. These results are of course well known (see e.g. \([1, 11]\)), however, we present them here in detail following our notation, so that we can carry all the results and considerations over to the relaxed micromorphic model as a natural extension.

### 4.1 Wave propagation in Cauchy media

We start by writing the governing equations (2.4) for the special case where the displacement only depends on the in-plane space variables \(x_1\) and \(x_2\). Plugging \(u\) as in (4.1) into (2.4) gives the following system of PDEs:

\[
\begin{align*}
\rho u_{1,tt} &= (2\mu + \lambda)u_{1,11} + (\mu + \lambda)u_{2,12} + \mu u_{1,22} \\
\rho u_{2,tt} &= (2\mu + \lambda)u_{2,22} + (\mu + \lambda)u_{1,12} + \mu u_{2,11} \\
\rho u_{3,tt} &= \mu(u_{3,11} + u_{3,22}).
\end{align*}
\] (4.2)

We remark that the first two equations (4.2) are coupled, while the third (4.3) is uncoupled from the first two.

We now formulate the plane wave ansatz, according to which the displacement vector \(\hat{\psi}\) is the vector of amplitudes, \(k = (k_1, k_2)\) is the wave-vector, which fixes the direction of propagation of the considered wave and \(x = (x_1, x_2)^T\) is the position vector. Moreover, \(\hat{\psi}_3\) is a scalar amplitude for the third component of the displacement. We explicitly remark that in equation (4.4) we consider (with a slight abuse of notation) \(u = (u_1, u_2)^T\) to be the vector involving only the in-plane displacement components \(u_1\) and \(u_2\) which are coupled via equations (4.2). We start by considering the first system of coupled equations and we plug the plane-wave ansatz (4.4) into (4.2), so obtaining

\[
\begin{align*}
(\omega^2 - c_L^2 k_1^2 - c_S^2 k_2^2)\hat{\psi}_1 - c_S^2 k_1 k_2 \hat{\psi}_2 &= 0, \\
-c_S^2 k_1 k_2 \hat{\psi}_1 + (\omega^2 - c_L^2 k_2^2 - c_S^2 k_1^2)\hat{\psi}_2 &= 0,
\end{align*}
\] (4.6)

where we made the abbreviations

\[
c_L^2 = \frac{2\mu + \lambda}{\rho}, \quad c_S^2 = \frac{\mu}{\rho}, \quad c_V^2 = c_L^2 - c_S^2 = \frac{\mu + \lambda}{\rho},
\] (4.7)

where \(\mu, \lambda\) are the Lamé parameters of the material and \(\rho\) is its apparent density. This system of algebraic equations can be written compactly as \(A \cdot \hat{\psi} = 0\), where \(A\) is the matrix of coefficients

\[
A = \begin{pmatrix}
\omega^2 - c_L^2 k_1^2 & -c_S^2 k_1 k_2 \\
-c_S^2 k_1 k_2 & \omega^2 - c_L^2 k_2^2 - c_S^2 k_1^2
\end{pmatrix}.
\] (4.8)

For \(A \cdot \hat{\psi} = 0\) to have a solution other than the trivial one, we impose \(\det A = 0\). We have (see Appendix A for a detailed calculation of this expression)

\[
\det A = \frac{(2\mu + \lambda) \left(k_1^2 + k_2^2\right) - \rho \omega^2}{\rho^2} \left(\mu \left(k_1^2 + k_2^2\right) - \rho \omega^2\right).
\] (4.9)

\(^{12}\)Following classical nomenclature (11) we call longitudinal (or L) waves those waves whose displacement vector is in the same direction of the wave vector. Moreover SV waves are shear waves whose displacement vectors is orthogonal to the wave vector and lies in the \((x_1x_2)\) plane. SH waves are shear waves whose displacement vector is orthogonal to the wave vector and lies in a plane orthogonal to the \((x_1x_2)\) plane.
We now solve the algebraic equation $\det A = 0$ with respect to the first component $k_1$ of the wave-vector $k$ (as will be evident in section 4.2, the second component of the wave-vector $k_2$ is always known when imposing boundary conditions)

\[
(2\mu + \lambda) (k_1^2 + k_2^2) - \rho \omega^2 (\mu (k_1^2 + k_2^2) - \rho \omega^2) = 0,
\]

\[
(2\mu + \lambda) (k_1^2 + k_2^2) - \rho \omega^2 = 0 \text{ or } \mu (k_1^2 + k_2^2) - \rho \omega^2 = 0,
\]

\[
k_1 = \frac{\rho \omega^2}{2\mu + \lambda} - k_2^2 \quad \text{or} \quad k_1 = \frac{\rho \omega^2 - k_2^2}{2\mu + \lambda},
\]

(4.10)

\[
k_1 = \pm \sqrt{\frac{\omega^2}{c_L^2} - k_2^2} \quad \text{or} \quad k_1 = \pm \sqrt{\frac{\omega^2}{c_S^2} - k_2^2},
\]

(4.11)

As we will show in the remainder of this subsection, the first or second solution in (4.11) is associated to what we call a longitudinal or SV shear wave, respectively. The choice of sign for these solutions is related to the direction of propagation of the considered wave (positive for incident and transmitted waves, negative for reflected waves).

We will show later on in detail that, once boundary conditions are imposed at a given interface between two Cauchy media, the value of the component $k_2$ of the wave-vector $k$ can be considered to be known. We will see that $k_2$ is always real and positive, which means that, according to (4.11), the first component $k_1$ of the wave-vector can be either real or purely imaginary, depending on the values of the frequency and of the material parameters. Two scenarios are then possible:

1. both $k_1$ and $k_2$ are real: This means that, according to the wave ansatz (4.4), we have a harmonic wave which propagates in the direction given by the wave-vector $k$ lying in the $(x_1 x_2)$-plane. The wave-vector of the considered wave has two non-vanishing components in the $(x_1 x_2)$-plane. A simplified illustration of this case is given in Fig. 5.

2. $k_2$ is real and $k_1$ purely imaginary: In this case, according to equation (4.4), the wave continues to propagate in the $x_2$ direction (along the interface), but decays with a negative exponential in the $x_1$ direction (away from the interface). Such a wave propagating only along the interface is known as a Stoneley interface wave ([2, 32]). An illustration of this phenomenon is given in Fig. 6.

13 As a matter of fact, the sign $+$ or $-$ in expressions (4.11) is uniquely determined by imposing that the solution preserves the conservation of energy at the considered interface. For Cauchy media, as well as for isotropic relaxed micromorphic media, it turns out that one must choose positive $k_1$ for transmitted and incident waves and negative $k_1$ for reflected ones (according to our convention). On the other hand, there exist some cases, as for example the case of anisotropic relaxed micromorphic media, for which these results are not straightforward and negative $k_1$ may appear also for transmitted waves, giving rise to so-called negative refraction phenomena. These unorthodox reflective properties are not the object of the present paper and will be discussed in subsequent works, where applications of the anisotropic relaxed micromorphic model will be presented.
In conclusion, we can say that when considering wave propagation in 2-dimensional Cauchy media, it is possible
that, given the material parameters, some frequencies exist for which all the energy of the incident wave can be
redirected in Stoneley waves traveling along the interface, thus inhibiting transmission across the interface. Such
waves are also possible at the interface between a Cauchy and a relaxed micromorphic medium, in a generalized
setting.

Assuming the second component of the wave-vector to be known, we now calculate the solution \( \hat{\psi} \) to
the algebraic equations \( A \cdot \hat{\psi} = 0 \); these solutions make up the kernel (or nullspace) of the matrix \( A \) and are
essentially eigenvectors to the eigenvalue 0. Hence, as is common nomenclature (24), we call them eigenvectors.

Using the first solution of (4.11), we see that it also implies
\[
\begin{align*}
\omega^2 - c \left( \frac{\omega^2}{c^2} - k_2^2 \right) = c^2 k_1^2 c_1^2 \sqrt{\omega^2 - c^2 L} \Rightarrow \hat{\psi}_2 = \frac{cL k_2}{\sqrt{\omega^2 - c^2 c_1^2 k_2^2}} \hat{\psi}_1.
\end{align*}
\]

So, the eigenvector of the matrix \( A \) in this case is given by
\[
\hat{\psi}^L := \begin{pmatrix}
1 \\
\frac{cL k_2}{\sqrt{\omega^2 - c^2 c_1^2 k_2^2}}
\end{pmatrix} = \begin{pmatrix}
k_1 \\
k_2
\end{pmatrix}.
\]

Analogous considerations can be carried out when considering the second solution of (4.11), which also implies
\[
k_1^2 = \frac{\omega^2}{c_1^2} - k_2^2.
\]

We explicitly remark that the definition of \( \hat{\psi}^L \) given by the first equality allows us to compute the vector \( \hat{\psi}^L \) once \( k_2 \) is known, i.e., when imposing boundary conditions. On the other hand, the equivalent definition \( \hat{\psi}^L = (1, k_2/k_1)^T \) allows us to remark that
\( k_1 \hat{\psi}^L = (k_1, k_2)^T \) is still a solution of the equation \( A \cdot \hat{\psi} = 0 \). In this case, the vector of amplitudes is collinear with the wave-vector \( k \). This allows us to talk about longitudinal waves, since the displacement vector \((u_1, u_2)^T\) given by expression (4.4) (and hence the motion) is parallel to the direction of propagation of the traveling wave. We also notice that, given the eigenvector \( \hat{\psi}^L \), all
vectors \( a \hat{\psi}^L \), with \( a \in \mathbb{C} \), are solutions to the equation \( A \cdot \hat{\psi} = 0 \).
Using this relation between \( k_1 \) and \( k_2 \) in the second equality of (4.16) gives

\[
\begin{align*}
(\omega^2 - c_L^2 \left( \frac{\omega^2}{c_S^2} - k_2^2 \right) - c_T^2 k_2) \hat{\psi}_1 - c_T^2 \sqrt{\frac{\omega^2}{c_S^2} - k_2^2} k_2 \hat{\psi}_2 &= 0, \\
(\omega^2 - c_L^2 \omega^2 + c_L^2 k_2^2 - c_T^2 k_2^2) \hat{\psi}_1 - c_T^2 \sqrt{\frac{\omega^2}{c_S^2} - k_2^2} k_2 \hat{\psi}_2 &= 0, \\
(\omega^2 \frac{c_T^2}{c_S^2} - c_L^2 k_2^2 + (c_L^2 - c_T^2) k_2^2) \hat{\psi}_1 - c_T^2 \sqrt{\frac{\omega^2}{c_S^2} - k_2^2} k_2 \hat{\psi}_2 &= 0, \\
\left(-\omega^2 \frac{c_T^2}{c_S^2} + c_T^2 k_2^2\right) \hat{\psi}_1 - c_T^2 \sqrt{\frac{\omega^2}{c_S^2} - k_2^2} k_2 \hat{\psi}_2 &= 0,
\end{align*}
\] (4.17)

this implies

\[
k_2 \sqrt{\omega^2 - k_2^2 \frac{c_T^2}{c_S^2}} \hat{\psi}_2 = \frac{k_2 c_T^2}{c_S} - \omega^2 \hat{\psi}_1 \Leftrightarrow \hat{\psi}_2 = \frac{k_2 c_T^2}{k_2 c_S \sqrt{\omega^2 - k_2^2 \frac{c_T^2}{c_S^2}}} \hat{\psi}_1.
\] (4.19)

Therefore, the eigenvector of the matrix \( A \) in this case is given by\(^{15}\)

\[
\hat{\psi}_{SV} := \begin{pmatrix}
1 \\
\frac{k_2 c_T^2 - \omega^2}{k_2 c_S \sqrt{\omega^2 - k_2^2 \frac{c_T^2}{c_S^2}}}
\end{pmatrix} = \begin{pmatrix}
1 \\
\frac{k_1}{k_2}
\end{pmatrix}.
\] (4.20)

Finally, replacing the plane-wave ansatz (4.5) for the third component \( u_3 \) of the displacement in equation (4.3) gives\(^ {16}\)

\[
\begin{align*}
-\omega^2 \rho \hat{\psi}_3 e^{i(x, k)-\omega t} &= \mu(-k_1^2 - k_2^2) \hat{\psi}_3 e^{i(x, k)-\omega t}, \\
\rho \omega^2 &= \mu(k_1^2 + k_2^2), \\
k_1 &= \pm \sqrt{\frac{\omega^2}{c_S^2} - k_2^2}.
\end{align*}
\] (4.21)

This relation, compared to the second of equations (4.11), tells us that the same relation between \( k_1 \) and \( k_2 \) exists when considering SV or SH waves.

**Plane-wave ansatz: solution for the displacement field in a Cauchy medium**

We have seen in section 4.1 how to write the displacement field making use of the concepts of longitudinal, SV and SH waves.

According to equations (4.4) and (4.5) and considering the 2D eigenvectors (4.15) and (4.20), we can finally write the solution for the displacement field \( u = (u_1, u_2, u_3)^T \) as

\[
u = u^L + u^{SV} = a^L \psi^L e^{i(x_1 k_1^L + x_2 k_2^L - \omega t)} + a^{SV} \psi^{SV} e^{i(x_1 k_1^{SV} + x_2 k_2^{SV} - \omega t)},
\] (4.22)

when we consider a longitudinal or an SV wave, or

\[
u = u^{SH} = a^{SH} \psi^{SH} e^{i(x_1 k_1^{SH} + x_2 k_2^{SH} - \omega t)},
\] (4.23)

\(^{15}\)Analogously to the case of longitudinal waves, we can remark that the vector \((k_2, -k_1)^T\) is still a solution of the equation \( A \cdot \hat{\psi} = 0 \). This means that, in this case, the vector of amplitudes lies in the \((x_1, x_2)\)-plane and is orthogonal to the direction of propagation given by the wave-vector \( k \). This allows us to introduce the concept of transverse in-plane waves, or “shear vertical” SV waves, since the displacement \((u_1, u_2)^T\) given by (4.3) (and hence the motion) is orthogonal to the direction of propagation of the traveling wave, but lying in the \((x_1, x_2)\)-plane. We also remark that any vector \( a \hat{\psi}^{SV} \), with \( a \in \mathbb{C} \), is solution to the equation \( A \cdot \hat{\psi} = 0 \). The first equality defining \( \hat{\psi} \) in (4.20) allows to directly compute \( \hat{\psi} \) when \( k_2 \) is known, i.e. when imposing boundary conditions.

\(^ {16}\)The component \( u_3 \) of the displacement being orthogonal to the \((x_1, x_2)\)-plane and thus to the direction of propagation of the wave, allows us to talk about transverse, out-of-plane waves or, equivalently, “shear horizontal” SH waves. Such waves have the same speed \( c_S \) as the SV waves.
when we consider an SH wave. In these formulas, starting from equations (4.15) and (4.20),
we defined the unit vectors

$$\psi^L = \frac{1}{|\psi^L|} \begin{pmatrix} \bar{\psi}^L_1 \\ \bar{\psi}^L_2 \\ 0 \end{pmatrix}, \quad \psi^{SV} = \frac{1}{|\psi^{SV}|} \begin{pmatrix} \bar{\psi}^{SV}_1 \\ \bar{\psi}^{SV}_2 \\ 0 \end{pmatrix}, \quad \text{and} \quad \psi^{SH} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \quad (4.24)$$

Finally, $a^L, a^{SV}, a^{SH} \in \mathbb{C}$ are arbitrary constants.

We also explicitly remark that in equations (4.22) and (4.23), $k_1^L$ and $k_2^L$ are related via the first equation of (4.11), $k_1^{SV}$ and $k_2^{SV}$ via the second equation of (4.11) and $k_1^{SH}$ and $k_2^{SH}$ via (4.21).

As we already mentioned, $k_2$ will be known when imposing boundary conditions, so the only unknowns in the solution (4.22) (resp. (4.23)) remain the scalar amplitudes $a^L, a^{SV}$ (resp. $a^{SH}$). We will show in the following subsection how, using the form (4.22) (resp. (4.23)) for the solution in the problem of reflection and transmission at an interface between Cauchy media, the unknown amplitudes can be computed by imposing boundary conditions.

4.2 Interface between two Cauchy media

We now turn to the problem of reflection and transmission of elastic waves at an interface between two Cauchy media (cf. Fig. 4). We assume that an incident longitudinal wave propagates on the “minus” side, hits the interface (which is the $x_2$ axis) at the origin of our co-ordinate system and is subsequently reflected into a longitudinal wave and an SV wave and is transmitted into the second medium on the “plus” side into a longitudinal wave and an SV wave as well, according to equations (4.22). If we send an incident SH wave, equation (4.23) tells us that it will reflect and transmit only into SH waves.

4.2.1 Incident longitudinal/SV-transverse wave

According to our previous considerations, and given the linearity of the considered problem, the solution of the dynamical problem (2.4) on the “minus” side can be written as\(^\text{18}\)

$$u^-(x_1, x_2, t) = a^{L,i} \psi^L \psi^L_i e^{i(x, k^{L,i} - \omega t)} + a^{L,r} \psi^L \psi^L_r e^{i(x, k^{L,r} - \omega t)} + a^{SV,r} \psi^{SV,r} \psi^{SV} e^{i(x, k^{SV,r} - \omega t)} =: u^{L,i} + u^{L,r} + u^{SV,r}. \quad (4.25)$$

As for the “plus” side, the solution is

$$u^+(x_1, x_2, t) = a^{L,t} \psi^L \psi^L_t e^{i(x, k^{L,t} - \omega t)} + a^{SV,t} \psi^{SV,t} \psi^{SV} e^{i(x, k^{SV,t} - \omega t)} =: u^{L,t} + u^{SV,t}. \quad (4.26)$$

The vectors $\psi^{L,i}, \psi^{SV,r}$ and $\psi^{SV,t}$ are as in (4.24).

Now the new task is given an incident wave, i.e. knowing $a^{L,i}$ and $k^{L,i}$, to calculate all the respective parameters of the “new” waves.

We see that the jump condition (3.1) can be further developed considering that $u^+ = u^{L,i} + u^{L,r} + u^{SV,r}$ and $u^- = u^{L,i} + u^{SV,r}$. We equate the first components of (4.1)

$$u_1^{L,i} + u_1^{L,r} + u_1^{SV,r} = u_1^{L,t} + u_1^{SV,t},$$

which, evaluating the involved expression at $x_1 = 0$ (the interface), implies

$$a^{L,i} \psi^L \psi^L_i e^{i(x k^{L,i} - \omega t)} + a^{L,r} \psi^L \psi^L_r e^{i(x k^{L,r} - \omega t)} + a^{SV,r} \psi^{SV,r} \psi^{SV} e^{i(x k^{SV,r} - \omega t)} = a^{L,t} \psi^L \psi^L_t e^{i(x k^{L,t} - \omega t)} + a^{SV,t} \psi^{SV,t} \psi^{SV} e^{i(x k^{SV,t} - \omega t)}.$$

or, simplifying everywhere the time exponential

$$a^{L,i} \psi^L \psi^L_i e^{i(x k^{L,i} - \omega t)} + a^{L,r} \psi^L \psi^L_r e^{i(x k^{L,r} - \omega t)} + a^{SV,r} \psi^{SV,r} \psi^{SV} e^{i(x k^{SV,r} - \omega t)} = a^{L,t} \psi^L \psi^L_t e^{i(x k^{L,t} - \omega t)} + a^{SV,t} \psi^{SV,t} \psi^{SV} e^{i(x k^{SV,t} - \omega t)}.$$

This must hold for all $x_2 \in \mathbb{R}$. The exponentials in this expression form a family of linearly independent functions and, therefore, we can safely assume that the coefficients $a^{L,i}, a^{L,r}, a^{SV,r}, a^{SV,t}$ are never all zero simultaneously. This means, than in order for (4.27) to hold, we must require that the exponents of the exponentials are all equal to one another. Canceling out the imaginary unit $i$ and $x_2$, we deduce the fundamental relation\(^\text{19}\).

\(^{17}\) The exact same considerations can be carried over when the incident wave is SV transverse.

\(^{18}\) With a clear extension of the previously introduced notation, we denote by $a^{L,i}, a^{L,r}, a^{L,t}, a^{SV,i}, a^{SV,r}, a^{SV,t}$ and $\psi^{L,i}, \psi^{L,r}, \psi^{L,t}, \psi^{SV,i}, \psi^{SV,r}, \psi^{SV,t}$ the amplitudes and eigenvectors of longitudinal incident, reflected, transmitted, in-plane transverse incident, reflected and transmitted waves respectively. Analogously, $a^{SV,i}$ and $\psi^{SV,i}$ will denote the amplitude and eigenvector related to in-plane transverse incident waves.

\(^{19}\) It is now clear why we said previously that the second components of all wave-vectors are known, since they are all equal to the second component of the wave-vector of the prescribed incident wave, which is known by definition.
where the vectors and on the “plus” side jump are \( \sigma_a \) and again using (4.28) gives

\[
a^{L,i} \psi^{L,i}_{1} + a^{L,r} \psi^{L,r}_{1} + a^{SV,r} \psi^{SV}_{1} = a^{L,t} \psi^{L,t}_{2} + a^{SV,t} \psi^{SV,t}_{2}.
\]

(4.29)

Analogously, equating the second components of the displacements in the jump conditions (3.1), using (4.28) and the fact that this must hold for all \( x_2 \in \mathbb{R} \), gives

\[
a^{L,i} \psi^{L,i}_{2} + a^{L,r} \psi^{L,r}_{2} + a^{SV,r} \psi^{SV}_{2} = a^{L,t} \psi^{L,t}_{2} + a^{SV,t} \psi^{SV,t}_{2}.
\]

(4.30)

As for the jump of force, we remark that the total force on both sides is \( F^− = f^{L,i} + f^{L,r} + f^{SV,r} \), \( F^+ = f^{L,t} + f^{SV,t} \), with the \( f \)'s being evaluated at \( x_1 = 0 \). The forces are vectors of the form

\[
f = (f_1, f_2, 0)^T,
\]

(4.31)

with

\[
f_i = \sigma_{ij} \nu_j,
\]

(4.32)

where \( \nu = (\nu_1, \nu_2, \nu_3)^T = (1, 0, 0)^T \) is the normal vector to the interface, i.e. to the \( x_2 \) axis.\(^{20}\)

The force jump condition (3.2) can now be written component-wise as

\[
\begin{align*}
\sigma_{11}^{L,i} + \sigma_{11}^{L,r} + \sigma_{11}^{SV,r} &= \sigma_{11}^{L,t} + \sigma_{11}^{SV,t}, \\
\sigma_{21}^{L,i} + \sigma_{21}^{L,r} + \sigma_{21}^{SV,r} &= \sigma_{21}^{L,t} + \sigma_{21}^{SV,t}.
\end{align*}
\]

(4.33)

(4.34)

Calculating the stresses according to eq. (2.5), where we use the solutions (4.25) and (4.26) for the displacement and again using (4.28) gives

\[
a^{L,i} \left( (2 \mu + \lambda) \psi^{L,i}_{1} k_1^{L,i} + \lambda \psi^{L,i}_{2} k_2^{L,i} \right) + a^{L,r} \left( (2 \mu + \lambda) \psi^{L,r}_{1} k_1^{L,r} + \lambda \psi^{L,r}_{2} k_2^{L,r} \right) + a^{SV,r} \left( (2 \mu + \lambda) \psi^{SV,r}_{1} k_1^{SV,r} + \lambda \psi^{SV,r}_{2} k_2^{SV,r} \right)
\]

\[
= a^{L,t} \left( (2 \mu + \lambda^+) \psi^{L,t}_{1} k_1^{L,t} + \lambda^+ \psi^{L,t}_{2} k_2^{L,t} \right) + a^{SV,t} \left( (2 \mu + \lambda^+) \psi^{SV,t}_{1} k_1^{SV,t} + \lambda^+ \psi^{SV,t}_{2} k_2^{SV,t} \right),
\]

(4.35)

and

\[
a^{L,i} \mu \left( \psi^{L,i}_{1} k_1^{L,i} + \psi^{L,i}_{2} k_1^{L,i} \right) + a^{L,r} \mu \left( \psi^{L,r}_{1} k_1^{L,r} + \psi^{L,r}_{2} k_1^{L,r} \right) + a^{SV,r} \mu \left( \psi^{SV,r}_{1} k_1^{SV,r} + \psi^{SV,r}_{2} k_1^{SV,r} \right)
\]

\[
= a^{L,t} \mu^+ \left( \psi^{L,t}_{1} k_1^{L,t} + \psi^{L,t}_{2} k_1^{L,t} \right) + a^{SV,t} \mu^+ \left( \psi^{SV,t}_{1} k_1^{SV,t} + \psi^{SV,t}_{2} k_1^{SV,t} \right).
\]

(4.36)

Thus, equations (4.29), (4.30), (4.35), (4.36) form an algebraic system for the unknown amplitudes \( a^{L,r}, a^{SV,r}, a^{L,t}, a^{SV,t} \) from which we can fully calculate the solution.

### 4.2.2 Incident SH-transverse wave

In this case, the solution on the “minus” side of the interface is

\[
u^−(x_1, x_2, t) = a^{SH,i} \psi^{SH,i} e^{i(\langle x, k^{SH,i} \rangle - \omega t)} + a^{SH,r} \psi^{SH,r} e^{i(\langle x, k^{SH,r} \rangle - \omega t)},
\]

(4.37)

and on the “plus” side

\[
u^+(x_1, x_2, t) = a^{SH,t} \psi^{SH,t} e^{i(\langle x, k^{SH,t} \rangle - \omega t)},
\]

(4.38)

where the vectors \( \psi^{SH,i}, \psi^{SH,r}, \psi^{SH,t} \) are all equal to \((0, 0, 1)^T\), according to the third equation of (4.24). Following the same reasoning as in section 4.2.1 the continuity of displacement condition now only involves the \( v_3 \) component, which is the only non-zero one, and reads (evaluating again at \( x_1 = 0 \))

\[
a^{SH,i} e^{i(\langle x, k^{SH,i} \rangle)} + a^{SH,r} e^{i(\langle x, k^{SH,r} \rangle)} = a^{SH,t} e^{i(\langle x, k^{SH,t} \rangle)},
\]

(4.39)

which, since the exponentials build a family of linearly independent functions and if we exclude the case where all amplitudes \( a^{SH,i}, a^{SH,r}, a^{SH,t} \) are identically equal to zero, becomes Snell’s law for out-of-plane motions

\[
k_2^{SH,i} = k_2^{SH,r} = k_2^{SH,t}.
\]

(4.40)
Using that, we see that the exponentials in (4.39) cancel out leaving only
\[ a_{SH,i} + a_{SH,r} = a_{SH,t}. \] (4.41)

As for the jump in force in the case of SH waves, the total force on both sides is \( F^- = f_{SH,i} + f_{SH,r} \), \( F^+ = f_{SH,t} \), with the \( f \)'s being evaluated at \( x_1 = 0 \). Now the forces are vectors of the form
\[ f = (0, 0, f_3)^T, \]
where, once again, \( f_i = \sigma_i \nu_j \), where \( \nu = (1, 0, 0)^T \) is the vector normal to the interface.\footnote{We now see that the component of the stress which has an influence in this boundary condition is \( \sigma_{31} \).}
Condition (3.2) can now be written as
\[ \sigma_{31} = a_{SH,i} + \sigma_{31} = a_{SH,t}. \]
(4.42)
The stresses are calculated again by (2.5) and using the solutions (4.38) and (4.37) for the displacement and using (4.40) gives
\[ \mu \left( a_{SH,i} k_{SH,i} + a_{SH,r} k_{SH,r} \right) = \mu + a_{SH,t} k_{SH,t}. \] (4.43)

Equations (4.41) and (4.43) build a system for the unknown amplitudes \( a_{SH,r}, a_{SH,t} \), which we can solve and fully determine the solution to the reflection-transmission problem.

### 4.2.3 A condition for the onset of Stoneley waves at a Cauchy/Cauchy interface

In this subsection we show how we can find explicit conditions for the onset of Stoneley waves at Cauchy/Cauchy interfaces. This can be done by simply requesting that the quantities under the square roots in equation (4.11) become negative.

Assume that the incident wave is longitudinal. This means that its speed is given by \( c_L = \sqrt{(2\mu^- + \lambda^-)/\rho^-} \) and that the wave vector \( k \) can now be written as \( k = (k_1, k_2) = |k|(\sin \theta_i, -\cos \theta_i) \), where \( |k| = \omega/c_L \) and \( \theta_i \) is the angle of incidence. This incident longitudinal wave gives rise to a longitudinal and a transverse wave both on the “−” and on the “+” side. Setting the quantity under the square root in the first equation in (4.11) to be negative and using the fact that \( k_2 = -|k| \cos \theta_i \), gives a condition for the appearance of Stoneley waves in the case of an incident longitudinal wave:

\[
\frac{\omega^2}{(c_L^2)^2} - k_2^+ < 0 \Leftrightarrow \frac{\omega^2}{(c_L^2)^2} - k_2^- < 0 \Leftrightarrow \frac{\omega^2}{(c_L^2)^2} < |k|^2 \cos^2 \theta_i \\
\Leftrightarrow \omega^2 < c_L^2 \cos^2 \theta_i \\
\Leftrightarrow \cos^2 \theta_i > \left( \frac{c_L}{\omega} \right)^2 \\
\Leftrightarrow \cos^2 \theta_i > \frac{\rho^+ (2\mu^- + \lambda^-)}{\rho^- (2\mu^+ + \lambda^+)}.
\]
(4.44)

To establish the previous relation we also used the fact that \( k_2^+ = k_2^- \), as established by Snell’s law in (4.28).

Similar arguments can be carried out when considering all other possibilities for incident, transmitted and reflected waves, as detailed in Tables 1 and 2.

| Incident Wave | Transmitted L | Transmitted SV | Transmitted SH |
|---------------|---------------|---------------|----------------|
| L             | \( \cos^2 \theta_i > \frac{\rho^+ (2\mu^- + \lambda^-)}{\rho^- (2\mu^+ + \lambda^+)} \) | \( \cos^2 \theta_i > \frac{\rho^+ (2\mu^- + \lambda^-)}{\rho^- (2\mu^+ + \lambda^+)} \) | – |
| SV            | \( \cos^2 \theta_i > \frac{\rho^+ (2\mu^- + \lambda^-)}{\rho^- (2\mu^+ + \lambda^+)} \) | \( \cos^2 \theta_i > \frac{\rho^+ (2\mu^- + \lambda^-)}{\rho^- (2\mu^+ + \lambda^+)} \) | – |
| SH            | –             | –             | \( \cos^2 \theta_i > \frac{\rho^+ (2\mu^- + \lambda^-)}{\rho^- (2\mu^+ + \lambda^+)} \) |

Table 1: Conditions for appearance of transmitted Stoneley waves for all types of waves at a Cauchy/Cauchy interface.

The conditions in Tables 1 and 2 establish that the square of the cosine of the angle of incidence must be greater than a given quantity (this happens for smaller angles) for Stoneley waves to appear. This means that it is most likely to observe Stoneley waves when the angle of incidence is smaller than the normal incidence angle, i.e. for incident waves which are inclined with respect to the surface upon which they hit. Moreover, if
Table 2: Conditions for appearance of reflected Stoneley waves for all types of waves at a Cauchy/Cauchy interface.

| Incident Wave | Reflected L | Reflected SV |
|---------------|-------------|--------------|
| L             | −           | −            |
| SV            | \( \cos^2 \theta_i > \frac{\mu^-}{2\mu^+ + \lambda} \) | −            |
| SH            | −           | −            |

there exists a strong contrast in stiffness between the two sides and the “−” side is by far stiffer than the “+” side, then Stoneley waves could be observed for angles closer to normal incidence. On the other hand, if the “−” side is only slightly stiffer than the “+” side, then Stoneley waves will be observed only for smaller angles (far from normal incidence). We refer to Appendix A.3 for an explicit calculation of all these conditions.

In order to fix ideas, assuming that both materials on the left and on the right have the same density, i.e. \( \rho^- = \rho^+ \) and examining Table 1, we can deduce that Stoneley waves appear only when the expressions on the right of each inequality are less than one, i.e.

- For an incident L wave, the transmitted L mode becomes Stoneley only if the Lamé parameters of the material are chosen in such a way that \( 2\mu^+ + \lambda^+ > 2\mu^- + \lambda^- \).
- For an incident L wave, the transmitted SV mode becomes Stoneley only if the Lamé parameters of the material are chosen in such a way that \( \mu^+ > 2\mu^- + \lambda^- \).
- For an incident SV wave, the transmitted L mode becomes Stoneley only if the Lamé parameters of the material are chosen in such a way that \( 2\mu^+ + \lambda^+ > \mu^- \).
- For an incident SV wave, the transmitted SV mode becomes Stoneley only if the Lamé parameters of the material are chosen in such a way that \( \mu^+ > \mu^- \).
- For an incident SH wave, the transmitted SH mode (which is the only transmitted mode) becomes Stoneley only if the Lamé parameters of the material are chosen in such a way that \( \mu^+ > \mu^- \).
- Reflected waves can become Stoneley waves only when the incident wave is SV. The only mode which can be converted into a Stoneley wave is the L mode when \( \mu^- > -\lambda^- \).

All these cases are shown graphically in Figures 7, 8, 9. Figures 7(a) and 7(b) demonstrate the case of an incident L wave. From Table 1, we deduce that either only the L transmitted mode will be Stoneley or both L and SV (when \( \rho^- = \rho^+ \)). The same is true for the case of an incident SV wave as shown in Figures 8(a) and 8(b). For incident SH waves, we only have one transmitted mode which can also be Stoneley as shown in Figure 9(a). Figure 9(b) shows the only possible manifestation of a reflected Stoneley wave, which is the L mode for the case of an incident SV wave.

\footnote{In order to respect positive definiteness of the strain energy density, we must require that \( 2\mu^+ + \lambda^+ > 0 \) and \( \mu^+ > 0 \).}
4.2.4 Determination of the reflection and transmission coefficients

We denote by $H_1$ the first (normal) component of the flux vector and we introduce the following quantities

$$J^i = \frac{1}{T} \int_0^T H^i_1(x,t) dt, \quad J^r = \frac{1}{T} \int_0^T H^r_1(x,t) dt, \quad J^t = \frac{1}{T} \int_0^T H^t_1(x,t) dt,$$

where $H^i_1 = H^{L,i}_1$ (or, $H^i_1 = H^{SV,i}_1$ if we consider an incident SV wave), $H^r_1 = H^{L,r}_1 + H^{SV,r}_1$ and $H^t_1 = H^{L,t}_1 + H^{SV,t}_1$, $T$ being the period of the wave. Then, the reflection and transmission coefficients are defined as

$$\mathcal{R} = \frac{J^r}{J^i}, \quad \mathcal{T} = \frac{J^t}{J^i}. \quad (4.46)$$

These coefficients tell us what part of the average normal flux of the incident wave is reflected and what part is transmitted; also, since the system is conservative, we must have $\mathcal{R} + \mathcal{T} = 1$.

The integrals involved in these expressions are the average normal fluxes of the respective waves (incident, reflected or transmitted). We use Lemma 1 (provided with proof in Appendix A) in the computations of these coefficients.

In order to have a physical meaning, the final solution for the displacement $u$ must be real, so that we consider only the real parts of the displacements and stresses for the computation of the flux. For the first

\[ \text{Lemma 1, provided with proof in Appendix A.} \]
component of the flux vector for a longitudinal or SV wave, we have, according to equation (2.13) and using the plane-wave ansatz

\[
\frac{1}{T} \int_0^T H_1 dt = \frac{1}{T} \int_0^T \Re (-u_{1,t}) \Re (\sigma_{11}) + \Re (-u_{2,t}) \Re (\sigma_{12}) dt
\]

\[
= \frac{1}{T} \int_0^T \Re \left( i \omega a \psi_1 e^{i ((k \cdot x) - \omega t)} \right) \Re \left( \left( (2 \mu + \lambda) \psi_1 k_1 + \lambda \psi_2 k_2 \right) i a e^{i ((k \cdot x) - \omega t)} \right) dt
\]

\[
+ \Re \left( i \omega a \psi_2 e^{i ((k \cdot x) - \omega t)} \right) \Re \left( \mu (\psi_1 k_2 + \psi_2 k_2) i a e^{i ((k \cdot x) - \omega t)} \right) dt
\]

\[
= \frac{1}{2} \Re \left( \left( (2 \mu + \lambda) |\psi_1|^2 k_1 + \lambda |\psi_1|^2 \psi_2 k_2 + \mu \left( \psi_1 \psi_2^* k_2 + |\psi_2|^2 k_1 \right) \right) |a|^2 \omega \right). \quad (4.47)
\]

As for the case of a SH wave, we have

\[
\frac{1}{T} \int_0^T H_1 dt = \frac{1}{T} \int_0^T \Re (-u_{3,t}) \Re (\sigma_{13}) dt = \frac{1}{T} \int_0^T \Re \left( i \omega a e^{i ((k \cdot x) - \omega t)} \right) \Re \left( ik_1 a e^{i ((k \cdot x) - \omega t)} \right) dt
\]

\[
= \frac{1}{2} \Re \left( \mu k_1 |a|^2 \omega \right). \quad (4.48)
\]

Such expressions for the fluxes, together with the linear decompositions given for \( H_1 \) and \( H_2 \), allow us to explicitly compute the reflection and transmission coefficients.

### 4.3 The particular case of propagative waves

We have seen that, when considering two Cauchy media with an interface, two cases are possible, namely waves which propagate in the two considered half-planes and Stoneley waves, which only propagate along the interface but decay away from it. Stoneley waves do not propagate in the considered media and are related to imaginary values of the first component of the wave number. When considering fully propagative waves (\( k_1 \) and \( k_2 \) both real) the results provided before can be interpreted on a more immediate physical basis, which we detail in the present section. The previous ansatz and calculations were performed without any hypothesis on the nature of the components of \( k \): they were assumed to be either real or imaginary. However, when we consider a fully propagating wave we will demonstrate that we can recover some classical formulas and results which are usually found in the literature by considering the vector of direction of propagation of the wave, instead of the wave-vector \( k \). For a fully propagative wave, the plane-wave ansatz can be written as

\[
u = \hat{\psi} e^{i (|k| (x, \xi) - \omega t)} = \hat{\psi} e^{i (|k| (x, \xi_1 + z \xi_2) - \omega t)}, \quad (4.49)
\]

where \( |k| \) is now the wave-number, which is defined as the modulus of the wave-vector \( k \) and \( \xi = (\xi_1, \xi_2)^T := \frac{k}{|k|} \) is the so-called vector of propagation. This real vector \( \xi \) has unit length (\( \xi_1^2 + \xi_2^2 = 1 \)).

By inserting \( k_1 = |k| \xi_1 \) and \( k_2 = |k| \xi_2 \) in (4.10) we find

\[
|k|^2 = \frac{\omega^2}{c_L^2} \quad \text{or} \quad |k|^2 = \frac{\omega^2}{c_S^2}, \quad (4.50)
\]

or,

\[
|k| = \pm \frac{\omega}{c_L} \quad \text{or} \quad |k| = \pm \frac{\omega}{c_S}, \quad (4.51)
\]

where, again, the signs in (4.51) must be chosen depending on what kind of wave we consider (positive for incident and transmitted waves, negative for reflected waves). Expressions (4.51) give the well-known linear dependence between the frequency \( \omega \) and the wave-number \( |k| \) through the speeds \( c_L \) and \( c_S \) for longitudinal and shear waves respectively. Such behavior is known as a “non-dispersive” behavior, which means that in a Cauchy medium longitudinal and shear waves propagate at a constant speed (\( c_L \) for longitudinal and \( c_S \) for shear waves).

Choosing the first solution in (4.51), so that \( \omega = |k| c_L \) and inserting \( k = |k| \xi \) into (4.15) we can find the nullspace in the case of a propagative longitudinal wave

\[
\hat{\psi} = \begin{pmatrix}
\frac{1}{c_L |k| \xi_2} \\
\frac{1}{\sqrt{|k|^2 c_L^2 - \xi_1^2 |k| \xi_2}}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\xi_2} \\
\frac{\xi_1}{\xi_1^2 + \xi_2^2}
\end{pmatrix} \quad (4.52)
\]
Equivalently, choosing the second solution in (4.50) so that $\omega = |k|c_S$ and again inserting $k = |k|\xi$ into (4.20) we find for the second component of the eigenvector
\[
\frac{k_S^2c_S^2 - \omega^2}{k_2c_S\sqrt{\omega^2 - k_2^2c_S^2}} = \frac{|k|^2\xi_S^2c_S^2}{|k_2c_S^2\sqrt{\omega^2 - k_2^2c_S^2}} - |k|^2|\xi_S|^2c_S^2 = -\frac{\xi_L}{\xi_T},
\]
so the eigenvector for a propagative shear wave is
\[
\hat{\psi} = \left(\begin{array}{c} 1 \\ \frac{\xi_L}{\xi_T} \end{array}\right).
\]

The forms (4.52) and (4.54) for the eigenvectors of L and SV propagative waves are suggestive because they allow to immediately visualize the vector of propagation $\xi$ and, thus, the eigenvectors $\psi$ themselves in terms of the angles formed by the considered propagative wave and the interface (see Figure 10 and Table 3).

In the propagative case, the solutions (4.25) and (4.26) particularize into
\[
\begin{align*}
&u^- (x_1, x_2, t) = a^{L,i}\psi^{L,i}e^{i(x,|k_1|\xi_L - ct)} + a^{L,r}\psi^{L,r}e^{i(x,|k_1|\xi_L - ct)} + a^{SV,r}\psi^{SV,r}e^{i(x,|k_1|\xi_S^+ - ct)}, \\
&u^+ (x_1, x_2, t) = a^{L,t}\psi^{L,t}e^{i(x,|k_1|\xi_L - ct)} + a^{SV,t}\psi^{SV,t}e^{i(x,|k_1|\xi_S^+ - ct)}.
\end{align*}
\]

Figure 10: Illustration of reflection and transmission patterns for propagative waves and Snell’s law at a Cauchy/Cauchy interface. The second components of all wave-vectors are equal to each other according to (4.28), forcing the reflected and transmitted wave-vectors to form angles with the interface as shown here according to (4.58).

Using in (4.55), (4.56) and the forms given in Table 3 for the propagation vectors $\xi$ and the eigenvectors $\psi$ as well as expressions (4.51) and (4.52), we can remark that the only unknowns are the amplitudes $a$ and the
angles $\theta$. The angles $\theta$ of the different waves can be computed in terms of the angle of the incident wave by using boundary conditions. Indeed, condition (4.28) can be rewritten in the propagative case as

$$|k_L^i|\xi_2^i = |k_L^r|\xi_2^r = |k_{SV}^r|\xi_2^{SV,r} = |k_{SV}^t|\xi_2^{SV,t},$$

which, using equations (4.51) and (4.52), as well as the $\xi_2$ given in Table 3 and simplifying the frequency, gives the well-known Snell’s law (Fig. 10)

$$\frac{\cos \theta_L^i}{c_i} = \frac{\cos \theta_L^r}{c_L} = \frac{\cos \theta_{SV}^r}{c_S} = \frac{\cos \theta_{SV}^t}{c_S} = \frac{\cos \theta_{SV}^{iSV}}{c_{SV}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns addressed. cannot be repeated for Stoneley waves, for which the more general digression made in section 4.2 must be made. Indeed, condition (4.28) can be rewritten in the propagative case as

$$|k_L^i|\xi_2^i = |k_L^r|\xi_2^r = |k_{SV}^r|\xi_2^{SV,r} = |k_{SV}^t|\xi_2^{SV,t},$$

which, using equations (4.51) and (4.52), as well as the $\xi_2$ given in Table 3 and simplifying the frequency, gives the well-known Snell’s law (Fig. 10)

$$\frac{\cos \theta_L^i}{c_i} = \frac{\cos \theta_L^r}{c_L} = \frac{\cos \theta_{SV}^r}{c_S} = \frac{\cos \theta_{SV}^t}{c_S} = \frac{\cos \theta_{SV}^{iSV}}{c_{SV}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.

As already remarked, once the angles of the different propagative waves are computed, the only unknowns

$$\omega = \sqrt{(\mu_L + \mu_{micro})}, \quad \omega_t = \sqrt{\frac{\mu_{micro}}{\eta}}, \quad \omega_i = \sqrt{\frac{\lambda_{micro} + 2\mu_{micro}}{\eta}},$$

where we have to choose the speed of the incident wave $c_i = c_L$ if it is longitudinal or $c_i = c_S$ if it is shear.
We plug $u$ and $P$ from $[5.3]$ into $[2.8]$. The resulting system of equations is presented in Appendix B.1 in component-wise notation. We proceed to make the following change of variables which are motivated by the Cartan-Lie decomposition of the tensor $P$:

\[
P^{S} = \frac{1}{3}(P_{11} + P_{22} + P_{33}), \quad P^{D}_{1} = P_{11} - P^{S}, \quad P^{D}_{2} = P_{22} - P^{S}, \quad P^{(1)}_{\gamma} = \frac{1}{2}(P_{1\gamma} + P_{\gamma 1}),
\]

\[
P^{(1)}_{\gamma} = \frac{1}{2}(P_{1\gamma} - P_{\gamma 1}), \quad P_{23} = \frac{1}{2}(P_{23} + P_{32}), \quad P_{21} = \frac{1}{2}(P_{12} - P_{21}),
\]

with $\gamma = 2, 3$. We can then collect the variables which are coupled (see the equations presented in Appendix B.2) as

\[
v^{1} = (u_{1}, u_{2}, P^{D}_{1}, P^{D}_{2}, P^{S}, P_{(12)}, P_{(23)})^T,
\]

\[
v^{2} = (u_{3}, P_{(13)}, P_{(13)}, P_{(23)}, P_{(23)})^T.
\]

We make the following plane-wave ansatz:

\[
v^{1} = \hat{\phi} e^{i((x, k) - \omega t)} = \hat{\phi} e^{i(x_{1}k_{1} + x_{2}k_{2} - \omega t)},
\]

\[
v^{2} = \hat{\chi} e^{i((x, \kappa) - \omega t)} = \hat{\chi} e^{i(x_{1}\kappa_{1} + x_{2}\kappa_{2} - \omega t)},
\]

and end up with two mutually uncoupled systems of the form (see Appendix B.3 for the explicit form of the matrices $A_{1}$ and $A_{2}$)

\[
A_{1} \cdot \hat{\phi} = 0, \quad A_{2} \cdot \hat{\chi} = 0,
\]

where $A_{1} \in \mathbb{C}^{7 \times 7}$, $A_{2} \in \mathbb{C}^{5 \times 5}$, $\hat{\phi} \in \mathbb{C}^{7}$ and $\hat{\chi} \in \mathbb{C}^{5}$. Closer examination of the first system reveals that the components of the kinematic fields involved in these equations are the first and second only, while in the second system only components involving the out-of-plane direction $x_{3}$ are always present in every equation. This means that, in analogy to the case of Cauchy media, we have the same kind of uncoupling between movement in the $(x_{1}x_{2})-$ plane (in-plane) and in the $(x_{2}x_{3})-$ plane (out-of-plane). There is, however, no immediate distinction of longitudinal and shear waves.

### 5.1 In-plane variables

We assume a propagating wave in which case the plane-wave ansatz is

\[
v^{1} = \hat{\phi} e^{i(|k|(x_{1}\xi_{1} + x_{2}\xi_{2}) - \omega t)},
\]

where $\xi = (\xi_{1}, \xi_{2})^T$ is a real unit vector and $\hat{\phi}$ is the vector defined of amplitudes.

The polynomial $A_{1}$ is of degree 14 in $\omega$ and of degree 10 in $|k|$. Solving the equation $\det A_{1} = 0$ with respect to $\omega$ gives fourteen solutions of the form

\[
\omega(|k|) = \pm \omega_{1}(|k|), \pm \omega_{2}(|k|), \pm \omega_{3}(|k|), \pm \omega_{4}(|k|), \pm \omega_{5}(|k|), \pm \omega_{6}(|k|), \pm \omega_{7}(|k|);
\]

while solving $\det A_{1} = 0$ with respect to to $|k|$, gives ten solutions of the form

\[
|k|(|\omega|) = \pm |k^{(1)}|(|\omega|), \pm |k^{(2)}|(|\omega|), \pm |k^{(3)}|(|\omega|), \pm |k^{(4)}|(|\omega|), \pm |k^{(5)}|(|\omega|);
\]

in both cases, we keep only the positive values because the wave is traveling in the $x_{1} > 0$ direction.

Plotting the functions $\omega_{i}(|k|)$, $i = 1, \ldots, 7$ in the $(\omega, |k|)-$ plane gives us the dispersion curves for plane waves propagating in a relaxed micromorphic medium in two space dimensions (see Figure 11). The results concerning the dispersive behavior of relaxed micromorphic media are presented in [23, 28] and are recalled in Appendix B.4.1 for the sake of completeness.
5.2 Out-of-plane-variables

Analogously to the case of in-plane variables, we assume a propagating wave in which case the plane-wave ansatz is

\[ \psi^2 = \hat{\chi} e^{i(\tilde{k}(x_1 \xi_1 + x_2 \xi_2) - \tilde{\omega} t)}, \] (5.13)

where \( \xi = (\xi_1, \xi_2)^T \) is a real unit vector and \( \hat{\chi} \) is the vector of amplitudes.

The polynomial \( \det A_2 \) is of degree 10 in \( \tilde{\omega} \) and of degree 8 in \( |\tilde{k}| \). Solving the equation \( \det A_2 = 0 \) with respect to \( \tilde{\omega} \) gives ten solutions of the form

\[ \tilde{\omega}(|\tilde{k}|) = \pm \tilde{\omega}_1(|\tilde{k}|), \pm \tilde{\omega}_2(|\tilde{k}|), \pm \tilde{\omega}_3(|\tilde{k}|), \pm \tilde{\omega}_4(|\tilde{k}|), \pm \tilde{\omega}_5(k); \] (5.14)

while solving \( \det A_2 = 0 \) with respect to \( \tilde{k} \), gives eight solutions

\[ |\tilde{k}|(\tilde{\omega}) = \pm |\tilde{k}^{(1)}|(\tilde{\omega}), \pm |\tilde{k}^{(2)}|(\tilde{\omega}), \pm |\tilde{k}^{(3)}|(\tilde{\omega}), \pm |\tilde{k}^{(4)}|(\tilde{\omega}). \] (5.15)

Once again, we only consider the positive values of the \( \tilde{\omega} \)'s and \( |\tilde{k}| \)'s since the waves are traveling in the \( x_1 > 0 \) direction. The dispersion curves for the out-of-plane variables are presented in Figure 12.

Extra details are given in [26] and recalled in Appendix B.4.2.

6 Reflective properties of a Cauchy/relaxed micromorphic interface

In this section, closely following what was done for the Cauchy case in section 4.1, we look for non-trivial solutions of the equations (5.9) imposing \( \det A_1 = 0 \) and \( \det A_2 = 0 \). Once again, we fix the second component \( k_2 \) (resp. \( \tilde{k}_2 \)) of the wave-vector and solve these equations with respect to \( k_1 \) (resp. \( \tilde{k}_1 \)). The expressions for the solutions of these equations are quite complex and we do not present them explicitly here. As discussed before, we find five and four solutions for the two systems respectively.

\[ \pm k^{(1)}_1(k_2, \omega), \pm k^{(2)}_1(k_2, \omega), \pm k^{(3)}_1(k_2, \omega), \pm k^{(4)}_1(k_2, \omega), \pm k^{(5)}_1(k_2, \omega), \] (6.1)

for the in-plane problem and

\[ \pm \tilde{k}^{(1)}_1(\tilde{k}_2, \omega), \pm \tilde{k}^{(2)}_1(\tilde{k}_2, \omega), \pm \tilde{k}^{(3)}_1(\tilde{k}_2, \omega), \pm \tilde{k}^{(4)}_1(\tilde{k}_2, \omega), \] (6.2)

We will show later on that also in the case of an interface between a Cauchy and a relaxed micromorphic medium, the component \( k_2 \) of the wave-vector can be considered to be known when imposing the jump conditions holding at the interface.

Since, as already stated, in this case we cannot a priori distinguish which modes are longitudinal and which are shear, we slightly shift our notation and use numbers in parentheses instead of describing the nature of the mode.
for the out-of-plane problem.

Such solutions for $k_1$ (resp. $\tilde{k}_1$) depend on the second component $k_2$ (resp. $\tilde{k}_2$) of the wave-vector and on the frequency, but of course also on the values of the material parameters of the relaxed micromorphic model. We plug these solutions of the characteristic polynomials into the matrix $A_1$ (resp. $A_2$) and calculate for each different $k$ (resp. $\tilde{k}$) the five (resp. four) nullspaces of the matrix. We find

$$\hat{\phi}^{(1)}, \hat{\phi}^{(2)}, \hat{\phi}^{(3)}, \hat{\phi}^{(4)}, \hat{\phi}^{(5)},$$

$$\chi^{(1)}, \chi^{(2)}, \chi^{(3)}, \chi^{(4)},$$

as solutions to the equations $A_1 \cdot \hat{\phi} = 0$ and $A_2 \cdot \tilde{\chi} = 0$, respectively. We normalize these vectors, thus introducing the normal vectors

$$\phi^{(i)} = \frac{1}{|\hat{\phi}^{(i)}|} \hat{\phi}^{(i)}, \quad \chi^{(j)} = \frac{1}{|\hat{\chi}^{(j)}|} \hat{\chi}^{(j)},$$

$i = 1, \ldots, 5, j = 1, \ldots, 4$. Finally, we can write the solution to equations (2.8) as

$$v^1 = \alpha_1 \phi^{(1)} e^{i(x,k^{(1)}) - \omega t} + \alpha_2 \phi^{(2)} e^{i(x,k^{(2)}) - \omega t} + \alpha_3 \phi^{(3)} e^{i(x,k^{(3)}) - \omega t} + \alpha_4 \phi^{(4)} e^{i(x,k^{(4)}) - \omega t} + \alpha_5 \phi^{(5)} e^{i(x,k^{(5)}) - \omega t},$$

$$v^2 = \beta_1 \chi^{(1)} e^{i(x,\tilde{k}^{(1)}) - \omega t} + \beta_2 \chi^{(2)} e^{i(x,\tilde{k}^{(2)}) - \omega t} + \beta_3 \chi^{(3)} e^{i(x,\tilde{k}^{(3)}) - \omega t} + \beta_4 \chi^{(4)} e^{i(x,\tilde{k}^{(4)}) - \omega t},$$

where $\alpha_i, \beta_j \in \mathbb{C}$ for $i = 1, \ldots, 5, j = 1, \ldots, 4$ are the unknown amplitudes of the different modes of propagation.

We explicitly remark that expressions (6.1) and (6.2) for the first component $k_1$ and $\tilde{k}_1$ of the wave-vectors, can give rise, similarly to the Cauchy case, to different scenarios when varying the value of the frequency $\omega$ and the material parameters. As a matter of fact, we briefly remarked before that $k_2$ can be considered to be known when imposing jump conditions. Indeed, following analogous steps to those performed to obtain equation (4.28) for the interface between two Cauchy media, we can impose the continuity of displacements between a Cauchy and a relaxed micromorphic medium. Considering the first component of the vector equation for the continuity of displacement, in which the plane-wave ansatz has been used, one can find, when imposing a longitudinal incident wave on the Cauchy side,

$$k^{L,i}_2 = k^{L,r}_2 = k^{SV,i}_2 = k^{SV,r}_2 = k^{(1),i}_2 = k^{(1),r}_2 = k^{(2),i}_2 = k^{(2),r}_2 = k^{(3),i}_2 = k^{(3),r}_2 = k^{(4),i}_2 = k^{(4),r}_2 = k^{(5),i}_2 = k^{(5),r}_2.$$  

**Generalized in-plane Snell’s Law**

---

28 We recall again that, once the eigenvalue problem is solved (i.e. once the wave-vector $k$ (resp. $\tilde{k}$) is known) and the eigenvectors $\phi$ (resp. $\chi$) are computed, the only unknowns of the problem remain the five (resp. four) amplitudes $\alpha$ (resp. $\beta$), which can be computed by imposing boundary conditions.

29 When imposing a longitudinal incident wave on the Cauchy side, $k^{L,i}_2$ is considered to be known. The same reasoning holds when imposing an incident SV wave; in this case, $k^{SV,i}_2$ must be replaced by $k^{SV,i}_2$ in eq. (6.8).
On the other hand, when imposing an out-of-plane shear incident wave, the continuity of displacement at the interface gives

\[ k_{SH,i}^{2} = k_{SH,r}^{2} = \tilde{k}_{1}^{2}, t = \tilde{k}_{2}^{2}, t = \tilde{k}_{3}^{2}, t = \tilde{k}_{4}^{2}. \]  \\
(6.9)

Equations (6.8) and (6.9) tell us that, when fixing the incident wave in the Cauchy medium to be longitudinal \( (k_{L,i}^{2} \text{ known}) \), in-plane shear \( (k_{SV,i}^{2} \text{ known}) \) or out-of-plane shear \( (k_{SH,i}^{2} \text{ known}) \), the second components of all the reflected and transmitted wave-vectors are known. They are the generalized Snell’s law for the case of a Cauchy/relaxed micromorphic interface. As before, this traces two possible scenarios, given that the value of \( k_{2} \) for the incident wave is always supposed to be real and positive (propagative wave).

1. both \( k_{1} \) and \( k_{2} \) (resp. \( \tilde{k}_{1}, \tilde{k}_{2} \)) are real (when computing \( k_{1} \) or \( \tilde{k}_{1} \) via (6.1) or (6.2) respectively) so that one has propagative waves.

2. \( k_{2} \) (resp. \( \tilde{k}_{2} \)) is real and \( k_{1} \) (resp. \( \tilde{k}_{1} \)), when computed via (6.1) (resp. (6.2)) is imaginary, so that one has Stoneley waves propagating only along the interface and decaying away from it.

Depending on the values of the frequency, of the material parameters and of the angle of incidence, each of the five in-plane waves, or of the four out-of-plane waves, can be either propagative or Stoneley. Thus, Stoneley waves can appear at the considered homogeneous solid/metamaterial interface (see Fig. 13 for a simplified illustration), both for low and for high-frequency modes.

6.1 Determination of the reflection and transmission coefficients in the case of a relaxed micromorphic medium

As for the flux, the normal outward pointing vector to the surface (the \( x_{2} \) axis) is \( \nu = (-1, 0, 0) \). This means that in the expression (2.20) for the flux, we need only take into account the first component. According to our definition (2.20), we have

\[ H_{1} = -u_{i,t} \tilde{\sigma}_{i1} - m_{ij} P_{ij,v} e_{h1}, \quad i, j, h \in \{1, 2, 3\}. \]  \\
(6.10)

This equation for the flux must now be written with respect to the new variables \( v^{1} \) and \( v^{2} \). It is a tedious but easy calculation to see that the following holds

\[ \tilde{H} := H_{1} = v_{j}^{1} \cdot (H_{11}^{1} \cdot v_{j}^{1} + H_{12}^{1} \cdot v_{2}^{1} + H_{13}^{1} \cdot v_{3}^{1}), \]  \\
(6.11)

for the in-plane problem and

\[ \tilde{H} := H_{1} = v_{j}^{2} \cdot (H_{21}^{2} \cdot v_{j}^{1} + H_{22}^{2} \cdot v_{2}^{1} + H_{23}^{2} \cdot v_{3}^{1}), \]  \\
(6.12)

for the out-of-plane problem, where \( H_{11}, H_{12}, H_{13} \), and \( H_{21}, H_{22}, H_{23} \) are matrices of suitable dimensions (found in Appendix B.6).
Having calculated the “transmitted” flux, we can now look at the reflection and transmission coefficients for the case of a Cauchy/relaxed micromorphic interface.

To that end, we again define

\[ J^i = \frac{1}{T} \int_0^T H^i(x,t)dt, \quad J^r = \frac{1}{T} \int_0^T H^r(x,t)dt, \quad J^t = \frac{1}{T} \int_0^T H^t(x,t)dt, \]  

(6.13)

where \( H^i = H^L,i \), \( H^r = H^L,r + H^{SV,r} \) and \( H^t = \tilde{H} \). Then the reflection and transmission coefficients are

\[ R = \frac{J^r}{J^i}, \quad T = \frac{J^t}{J^i}. \]  

(6.14)

In order to easily compute these coefficients, we again employ Lemma 1. Finally, once again we have that \( R + T = 1 \).

In the case of a Cauchy/relaxed micromorphic interface, the dependency of the fluxes on the frequency \( \omega \) is maintained. This is due to the fact that the amplitudes needed to calculate the flux depend on \( \omega \) (dispersive response), something which is not the case in the Cauchy/Cauchy interface, as was evident in the previous section.

7 Results

In this section we present our results concerning the reflective properties of an interface between a Cauchy medium and a relaxed micromorphic medium. We will show that, at low frequencies, the considered interface can be regarded as an interface between a Cauchy medium and a second Cauchy medium, equivalent to the relaxed micromorphic one and with macroscopic stiffnesses \( \lambda_{macro} \) and \( \mu_{macro} \), when suitable boundary conditions are imposed.

Moreover, we will be able to show that critical angles for the incident wave can be identified in the low-frequency regime, beyond which we can observe the onset of Stoneley waves. These angles are computed from the relations established in Table 1.

In order to present explicit numerical results for the reflective properties of the interface between a Cauchy and a relaxed micromorphic medium, we chose the values for the parameters of the relaxed micromorphic medium as shown in Table 4. We explicitly remark that other values of such parameters could be chosen, which would be more or less close to real metamaterials parameters ([8, 18, 19]). Nevertheless, the basic results which we want to show in the present paper are not qualitatively affected by this choice since they only depend on the relative stiffness of the two media which are considered on the two sides and not on the absolute values of such stiffnesses.

![Table 4: Numerical values of the constitutive parameters chosen for the relaxed micromorphic medium.](image)

We can now use the following homogenization formulas, presented in [3, 8], to compute the equivalent macroscopic coefficients of the Cauchy medium which is approximating the relaxed micromorphic medium at low frequencies

\[ \mu_{macro} = \frac{\mu_c \mu_{micro}}{\mu_c + \mu_{micro}}, \quad 2\mu_{macro} + 3\lambda_{macro} = \frac{(2\mu_c + 3\lambda_c)(2\mu_{micro} + 3\lambda_{micro})}{2(\mu_c + \mu_{micro}) + 3(\lambda_c + \lambda_{micro})}. \]  

(7.1)

Note that the Cosserat couple modulus \( \mu_c \) does not appear in the homogenization formulas (7.1).

Using formulas (7.1), we compute the stiffnesses \( \lambda_{macro} \) and \( \mu_{macro} \) of the Cauchy medium which is equivalent to the relaxed micromorphic medium of Table 4 in the low-frequency regime, as in the following Table:

![Table 5: Macro parameters of the equivalent Cauchy medium corresponding to the relaxed medium of Table 4 at low frequencies.](image)
At this point, we will consider the two cases in which the Cauchy medium on the “−” side (where the incident wave is traveling) is stiffer or softer than the equivalent Cauchy medium on the “+” side. We will show how, as expected, this difference in stiffness affects the onset of Stoneley waves at low frequencies and, as a consequence, the transmission patterns across the considered interface.

We will also show that the relaxed micromorphic model is able to predict the appearance of Stoneley waves at higher frequencies, which are substantially microstructure-related.

We will finally show that the relaxed micromorphic model also allows for the description of wide frequency bounds, for which extraordinary reflection is observed. Such frequency bounds go beyond the band-gap region and are related to the presence of the interface, as well as the relative mechanical properties of the considered media. In some cases, high-frequency critical angles discriminating between total transmission and total reflection can also be identified.

7.1 Cauchy medium which is “stiffer” than the relaxed micromorphic one

In this section we present the reflective properties of a Cauchy/relaxed micromorphic interface for which we consider that the Cauchy medium on the left side is “stiffer” than the corresponding macroscopic parameters of the relaxed micromorphic medium in Table 5 on the right side. To that end, we chose the material parameters of the left Cauchy medium to be those presented in Table 6 and we explicitly remark that these values are greater than those of Table 5, which are relative to the equivalent Cauchy medium corresponding to the considered relaxed micromorphic one.

\[
\begin{array}{ccc}
\rho \,[\text{kg/m}^3] & \lambda \,[\text{Pa}] & \mu \,[\text{Pa}] \\
2000 & 4 \times 10^8 & 2 \times 10^8 \\
\end{array}
\]

Table 6: Lamé parameters and mass density of the Cauchy medium on the left side of the considered Cauchy/relaxed micromorphic interface.

For the chosen values of the constitutive parameters, the critical angles of the incident wave giving rise to Stoneley waves can be calculated using Tables 1 and 2. As already mentioned, this approximation for the Cauchy/relaxed micromorphic interface is valid in the low-frequency regime (see [30]), where the relaxed micromorphic medium is well approximated by its Cauchy counterpart with macroscopic stiffnesses \( \lambda_{\text{macro}} \) and \( \mu_{\text{macro}} \). We explicitly identify in the following figures 14 and 15 the “low-frequency regime”, where the aforementioned approximation is valid, as well as the critical angles governing the onset of Stoneley waves.

The explicit computed values of these critical angles are given in Table 7.

\[
\begin{array}{cccc}
\text{Incident wave} & \theta_{L,r}^{\text{crit}} & \theta_{L,t}^{\text{crit}} & \theta_{SV,t}^{\text{crit}} \\
L & - & - & - \\
SV & \frac{3\pi}{100} & \frac{17\pi}{200} & - \\
SH & - & - & - \\
\end{array}
\]

Table 7: Critical angles governing the onset of Stoneley waves at the Cauchy/equivalent Cauchy interface between the two Cauchy media given in Tables 6 and 5 respectively. These values are computed according to the formulas given in Tables 1 and 2. The superscripts \( r \) and \( t \) stand for “reflected” and “transmitted”. 
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Figure 14: Transmission coefficients as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for L (a), SV (b) and SH (c) incident waves for the case of macro-clamp with free microstructure. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The band-gap region is highlighted by two dashed horizontal lines, where, as expected, we observe no transmission. The low-frequency regime is highlighted by the bottom horizontal dashed line, while the critical angles for the onset of Stoneley waves are denoted by vertical dashed lines. The dark blue zone shows that no transmission takes place, while the gradual change from dark blue to red shows the increase of transmission, red being total transmission.

Figure 14 shows the transmission coefficient for the considered Cauchy/relaxed micromorphic interface, as a function of the angle of incidence and of the frequency, when the microstructure is free to move at the interface ($P_{ij}$ is left arbitrary at the interface). The coloring of this plot is such that the dark blue regions mean zero transmission, while the gradual change towards red is the increase in transmission (red is total transmission). Before commenting on the details of the behavior of the transmission coefficient, we recall that the case of free microstructure boundary condition is the only one which allows us to precisely obtain a Cauchy/equivalent Cauchy interface in the low-frequency regime, something which is not possible when imposing the fixed microstructure boundary condition ($P_{ij} = 0$, $i = 2, 3$, $j = 1, 2, 3$) at the interface. As a matter of fact, it is firmly established that a relaxed micromorphic continuum is equivalent to a Cauchy continuum with stiffnesses $\lambda_{macro}$ and $\mu_{macro}$ when considering the low-frequency regime (see [30]), but this is proven only for the bulk medium. When considering an interface between a Cauchy and a relaxed micromorphic medium, the latter will behave exactly as an equivalent Cauchy medium at low frequencies only if the micro-distortion tensor $P$ is left free at the interface. Indeed, this tensor will arrange its values at the interface in order to let the low-frequency reflective properties of the Cauchy/relaxed micromorphic interface be equivalent to those of a Cauchy/equivalent Cauchy interface. On the other hand, if we impose the fixed microstructure boundary conditions, the tangential components of the tensor $P$ are forced to vanish at the interface, so that the effect of the microstructure is artificially introduced in the response of the material even for those low frequencies for which the bulk material would tend to behave as an equivalent Cauchy medium.
Having drawn such preliminary conclusions, we can now comment Figures 14 and 15 in detail. For the set of numerical values of the parameters given in Table 6 and 5, we established that Stoneley waves can appear in the low-frequency regime only when imposing the incident wave to be SV. In particular, the onset of Stoneley waves in the low-frequency regime can be observed in this case only for longitudinal reflected and transmitted waves when the angles of incidence are beyond \( \theta_{\text{L},r}^{\text{crit}} \) and \( \theta_{\text{L},t}^{\text{crit}} \), respectively. This fact can be retrieved in Figure 14(b), in which an increase of the transmission coefficient can be observed in the low-frequency regime corresponding to \( \theta_{\text{crit}}^{\text{L},t} \) (Stoneley reflected waves are created, producing a decrease of the reflected normal flux and, due to energy conservation, a consequent increase of the transmitted normal flux). On the other hand, we can notice in the same figure a decrease of the transmitted energy in the low-frequency regime beyond the critical angle \( \theta_{\text{crit}}^{\text{L},t} \). This is sensible, given that beyond the value of \( \theta_{\text{crit}}^{\text{L},t} \), transmitted Stoneley waves are created, which do not contribute to propagative transmitted waves in the relaxed micromorphic continuum. We can also explicitly remark that such a decrease of transmitted energy beyond \( \theta_{\text{crit}}^{\text{L},t} \) in the low-frequency regime is much more pronounced than in the corresponding Figures 14(a) and 14(c). This means that the creation of transmitted Stoneley waves contributes to a decrease of the transmitted energy in the low-frequency regime, but a decreasing trend for the transmission coefficient is observed also for the other cases, when considering angles which are far from normal incidence. This goes along the common feeling, according to which the more inclined the incident wave is with respect to the interface, the less transmission one can expect. The same behavior, even if qualitatively and quantitatively different, can be found in Figure 15(b), in which an increase of transmission can be observed after \( \theta_{\text{crit}}^{\text{L},t} \) and a decrease after \( \theta_{\text{crit}}^{\text{L},t} \), also for the case of fixed microstructure boundary conditions.

Figure 15: Transmission coefficients as a function of the angle of incidence \( \theta_i \) and of the wave-frequency \( \omega \) for L (a), SV (b) and SH (c) incident waves for the case of macro-clamp with fixed microstructure. The origin coincides with normal incidence \( (\theta_i = \pi/2) \), while the angle of incidence decreases towards the right until it reaches the value \( \theta_i = 0 \), which corresponds to the limit case where the incidence is parallel to the interface. The band-gap region is highlighted by two dashed horizontal lines, where, as expected, we observe no transmission. The low-frequency regime is highlighted by the bottom horizontal dashed line, while the critical angles for the onset of Stoneley waves are denoted by vertical dashed lines. The dark blue zone shows that no transmission takes place, while the gradual change from dark blue to red shows the increase of transmission, red being total transmission.
Direct comparison of Figures 14 and 15 allows us to identify the effect that the chosen type of boundary conditions has on the transmission properties of the interface. We already remarked that, at low frequencies, common trends can be identified which are related to critical angles determining the onset of Stoneley waves at the Cauchy/equivalent Cauchy interface. Nevertheless, some differences can also be remarked which are entirely related to the choice of boundary conditions.

Surprisingly, the effect of boundary conditions intervenes already for low frequencies, meaning that the fact of imposing the value of $P$ at the interface introduces a tangible effect of the interface microstructured properties on the overall behavior of the considered system. In particular, we can notice that the fact of forcing $P = 0$ at the interface globally reduces the low-frequency transmission for angles which are much closer to normal incidence, than for the case of free microstructure. This means that the fact of considering a microstructure which is not free to vibrate at the interface, allows for microstructure-related reflections, even if the frequency is relatively low. Such additional reduction of transmission takes place for incident waves which are very inclined with respect to the surface ($\theta_i \leq \pi/4$).

Up to now, we only discussed the transmittive properties of the considered Cauchy/relaxed micromorphic interface on the low-frequency regime. Some of the features that we discussed on Stoneley waves can be retrieved by observing Figures 16, 17 and 18 in which the plots of the imaginary part of the first component of the wave vector $k_1$ are given for each mode of the relaxed micromorphic medium, for L, SV and SH incident waves respectively.
Figure 16: Values of $\text{Im}(k_1)$ as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for the five modes of the relaxed micromorphic medium and for the case of an incident L wave. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The first two modes (a) and (b) correspond to the L and SV modes for the equivalent Cauchy continuum at low frequencies. The red color in these plots means that the mode is Stoneley and does not propagate, while blue means that the mode is propagative.

The blue region denotes $\text{Im}(k_1) = 0$ (which implies that $k_1$ is real), while $\text{Im}(k_1)$ is not vanishing in the red regions. In other words, we can say that for each mode, the red color means that there are Stoneley waves associated to that mode. The first two modes in Figures 16 and 17 correspond to L and SV Cauchy-like modes, while the first mode in Figure 18 is the SH Cauchy-like mode in the low-frequency regime. Since we are considering a relaxed micromorphic medium, three additional modes with respect to the Cauchy case are present both for the in-plane (Figures 16 and 17) and for the out-of-plane problem (Fig. 18). For the Cauchy-like modes we can observe that at low frequencies they are always propagative, except in the case of an incident SV wave, for which Stoneley longitudinal waves appear beyond $\theta^{L,t}_{\text{crit}}$ (also Stoneley reflected waves can be observed in this case, but we do not present the plots of $\text{Im}(k_1)$ for reflected waves to avoid overburdening).

We can note by inspecting Figures 16, 17 and (Fig. 18) that the presence of Stoneley waves at high frequencies is much more widespread than at low frequencies for all 5 (resp. 4) modes.
Figure 17: Values of $\text{Im}(k_1)$ as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for the five modes of the relaxed micromorphic medium and for the case of an incident SV wave. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The first two modes (a) and (b) correspond to the L and SV modes for the equivalent Cauchy continuum at low frequencies. The red color in these plots means that the mode is Stoneley and does not propagate, while blue means that the mode is propagative.
Figure 18: Values of \( \text{Im}(k_1) \) as a function of the angle of incidence \( \theta_i \) and of the wave-frequency \( \omega \) for the four modes of the relaxed micromorphic medium and for the case of an incident SH wave. The origin coincides with normal incidence \( (\theta_i = \pi/2) \), while the angle of incidence decreases towards the right until it reaches the value \( \theta_i = 0 \), which corresponds to the limit case where the incidence is parallel to the interface. The first mode (a) corresponds to the SH mode for the equivalent Cauchy continuum at low frequencies. The red color in these plots means that the mode is Stoneley and does not propagate, while blue means that the mode is propagative.

We can observe by direct observation of Figures 16, 17 and 18 that high-frequency critical angles exist for each mode corresponding to which a transition from Stoneley to propagative waves takes place. The value of such critical angles depends on the frequency for the medium-frequency regime and become constant for higher frequencies. The influence of the existence of such high-frequency critical angles can be directly observed on the patterns of the transmission coefficient in Figures 14 and 15, in which high frequency transmission is observed for angles closer to normal incidence and no transmission is reported for smaller angles due to the simultaneous presence of Stoneley waves for all modes. We can call such zones in which transmission is equal to one “extraordinary transmission regions” (see e.g. [27]). Such extraordinary transmission can be used as a basis for the conception of innovative systems such as selective cloaking and non-destructive evaluation.

We can finally remark that the influence of the choice of boundary conditions on the high-frequency behavior of the transmission coefficient is still present, but do not determine drastic changes on the transmission patterns (see Figures 14 and 15).

### 7.2 Cauchy medium which is “softer” than the relaxed micromorphic one

In this section we present the reflective properties of a Cauchy/relaxed micromorphic interface for which we consider that the Cauchy medium on the left is “softer” than the relaxed micromorphic medium on the right in the same sense as in the previous section. To that end, we choose the material parameters of the left Cauchy medium to be those presented in the following Table and we explicitly remark that these values are smaller than those of Table 5.

| \( \rho \) [kg/m\(^3\)] | \( \lambda \) [Pa] | \( \mu \) [Pa] |
|-----------------|-------|-------|
| 2000            | \( 2 \times 10^7 \) | \( 0.7 \times 10^7 \) |

Table 8: Lamé parameters of the “softer” Cauchy medium on the left side of the considered Cauchy/relaxed micromorphic interface.
With these new parameters we can compute again, following Tables $1$ and $2$, the critical angles for the appearance of Stoneley waves at low frequencies. We present these values in Table $9$:

| Incident wave | $\theta_{\text{L},r}^{\text{crit}}$ | $\theta_{\text{L},t}^{\text{crit}}$ | $\theta_{\text{SV},t}^{\text{crit}}$ | $\theta_{\text{SH},t}^{\text{crit}}$ |
|---------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| L             | $37\pi$                          | $49\pi$                          | $49\pi$                          | $49\pi$                          |
| SV            | $7\pi$                           | $11\pi$                          | $39\pi$                          | $39\pi$                          |
| SH            | $-\pi$                           | $-\pi$                           | $-\pi$                           | $-\pi$                           |

Table $9$: Critical angles governing the onset of Stoneley waves at a Cauchy/equivalent Cauchy interface between the two Cauchy media given in Tables $8$ and $5$, respectively. These values are computed according to the formulas given in Tables $1$ and $2$. The superscripts $r$ and $t$ stand for “reflected” and “transmitted”, respectively.

Figures $19$ and $20$ show the transmission coefficient for the softer Cauchy/relaxed micromorphic interface as a function of the angle of incidence and of frequency for both boundary conditions. The coloring of this plot is again such that the dark blue regions mean zero transmission, while the gradual change towards red is the increase in transmission (red being total transmission).

Table $9$ shows that when the incident wave travels in a soft medium and hits the interface separating this medium from a stiffer one, many critical angles exist which determine the onset of Stoneley waves for all types of incident wave at low frequencies. Since many more Stoneley waves are created with respect to the previous case of section $7.1$, we would expect less transmission in the low-frequency regime than before. This is indeed the case if we inspect Figures $19$ and $20$, the presence of low-frequency Stoneley waves induces a wider zero-transmission zone in the low-frequency regime. We can also detect a certain role of boundary conditions in widening these zero-transmission zones when considering the fixed microstructure boundary condition (see Figure $20$).

Figures $21$, $22$ and $23$ once again show the imaginary part of the first component of the wave-vector $k_1$ for each mode of the relaxed micromorphic medium on the right. We see that Stoneley waves are observed almost everywhere both at low and high frequencies, with the exception of angles which are very close to normal incidence. Once again, the blue region denotes $\text{Im}(k_1) = 0$ (which implies that $k_1$ is real), while $\text{Im}(k_1)$ is not vanishing in the red regions, which means that for each mode, the red color denotes that there are Stoneley waves associated to that mode. The first two modes in Figures $21$ and $22$ correspond to L and SV Cauchy-like modes, while the first mode in Figure $23$ is the SH Cauchy-like mode in the low-frequency regime. Since we are considering a relaxed micromorphic medium, three additional modes with respect to the Cauchy case are present both for the in-plane (Figures $21$ and $22$) and for the out-of-plane problem. For this choice of parameters which make the left-side medium “softer” than the corresponding Cauchy medium on the right, we see that the Cauchy-like modes for all incident waves become Stoneley after a critical angle (clearly denoted on the plots with a vertical dashed line), something which is in accordance with Table $9$. Also Stoneley reflected waves can be observed in this case, but we do not present the plots of $\text{Im}(k_1)$ for reflected waves to avoid overburdening.

We can conclude that it is possible to create an almost perfect total screen, which completely reflects incident waves for almost all angles of incidence and wave frequencies. This extraordinary possibility can be obtained by simply tailoring the properties of the left Cauchy medium which has to be chosen to be suitably softer than the right equivalent Cauchy medium. Regions of extraordinary transmission for very wide ranges of incident angles and wave frequencies can be engineered, opening the door to exciting applications.
Figure 19: Transmission coefficients as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for L (a), SV (b) and SH (c) incident waves for the case of macro-clamp with free microstructure and for a “softer” Cauchy medium on the left. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The band-gap region is highlighted by two dashed horizontal lines, where, as expected, we observe no transmission. The low-frequency regime is highlighted by the bottom horizontal dashed line, while the critical angles for the onset of Stoneley waves are denoted by vertical dashed lines. The dark blue zone shows that no transmission takes place, while the gradual change from dark blue to red shows the increase of transmission, red being total transmission.
Figure 20: Transmission coefficients as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for L (a), SV (b) and SH (c) incident waves for the case of macro-clamp with fixed microstructure and for a “softer” Cauchy medium on the left. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The band-gap region is highlighted by two dashed horizontal lines, where, as expected, we observe no transmission. The low-frequency regime is highlighted by the bottom horizontal dashed line, while the critical angles for the onset of Stoneley waves are denoted by vertical dashed lines. The dark blue zone shows that no transmission takes place, while the gradual change from dark blue to red shows the increase of transmission, red being total transmission.
Figure 21: Values of $\text{Im}(k_1)$ as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for the five modes of the relaxed micromorphic medium for the case of an incident L wave and a “softer” Cauchy medium on the left. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The first two modes (a) and (b) correspond to the L and SV modes for the equivalent Cauchy continuum at low frequencies. The red color in these plots means that the mode is Stoneley and does not propagate, while blue means that the mode is propagative.
Figure 22: Values of Im($k_1$) as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for the five modes of the relaxed micromorphic medium for the case of an incident SV wave and a “softer” Cauchy medium on the left. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The first two modes (a) and (b) correspond to the L and SV modes for the equivalent Cauchy continuum at low frequencies. The red color in these plots means that the mode is Stoneley and does not propagate, while blue means that the mode is propagative.
Figure 23: Values of $\text{Im}(k_1)$ as a function of the angle of incidence $\theta_i$ and of the wave-frequency $\omega$ for the four modes of the relaxed micromorphic medium for the case of an incident SH wave and a “softer” Cauchy medium on the left. The origin coincides with normal incidence ($\theta_i = \pi/2$), while the angle of incidence decreases towards the right until it reaches the value $\theta_i = 0$, which corresponds to the limit case where the incidence is parallel to the interface. The first mode (a) corresponds to the SH mode for the equivalent Cauchy continuum at low frequencies. The red color in these plots means that the mode is Stoneley and does not propagate, while blue means that the mode is propagative.

8 Conclusions

In this paper we present the detailed study of the reflective and refractive properties of a two-dimensional interface separating a classical Cauchy medium from a relaxed micromorphic medium. Both media are assumed to be semi-infinite.

We show in great detail that critical angles of incidence exist, beyond which classical Stoneley waves appear at low frequencies. It is shown that these critical angles directly depend on the relative mechanical properties of the two media. Moreover, we unveil the existence of critical angles which give rise to Stoneley waves at higher frequencies. These Stoneley waves are clearly related to the presence of an underlying microstructure in the metamaterial.

We show that, due to the onset of low and high-frequency Stoneley waves, wide frequency bounds where total reflection and/or total transmission occur can be engineered. This total reflection/transmission phenomenon is appealing for applications, in which total screens for elastic waves, such as cloaks or wave-filters, are desirable. It is clear that the ability of widening the frequency and incident angle intervals for which total reflection/transmission occur, would be of paramount importance for conceiving new devices which are more and more performant for wavefront manipulation.

We also clearly show that the simple fact of suitably tailoring the relative stiffnesses of the two media allows for the possibility of conceiving almost perfect total screens which do not transmit elastic waves for any kind of incident wave (longitudinal, in-plane and out-of-plane shear) and for almost all (low and high) frequencies and angles of incidence. Acting on such relative stiffnesses allows to achieve also the opposite situation, where total transmission occurs for large frequency bounds before a microstructure-related critical angle. This could be exploited for the conception of selective cloaks which make objects transparent to waves dependently on the angle of incidence.

Further work will be devoted to extending the present results to the case of anisotropic media and to considering reflection/transmission properties at interfaces between finite media.
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A Appendix for the classical Cauchy model

A.1 Calculation of the determinant of \(A\)

We demonstrate the explicit calculation of the determinant of the matrix

\[
A = \begin{pmatrix}
\omega^2 - c_l^2 k_1^2 - c_l^2 k_2^2 & -c_t k_1 k_2 \\
-c_t k_1 k_2 & \omega^2 - c_t^2 k_2^2 - c_l^2 k_1^2 
\end{pmatrix}.
\]  

(A.1)

We have

\[
\det A = (\omega^2 - c_l^2 k_1^2 - c_l^2 k_2^2)(\omega^2 - c_t^2 k_2^2 - c_l^2 k_1^2) - c_t k_1 k_2
\]

\[
= \omega^4 - \omega^2(c_l^2 k_1^2 + k_2^2) - \omega^2 c_t^2 k_2^2 + c_l^2 c_t^2 (k_1^2 + k_2^2) + (c_l^2 + c_t^2) k_1^2 k_2^2 - c_l^2 c_l^2 k_1^2 k_2^2
\]  

(A.2)

\[
= \omega^4 - \omega^2 (k_1^2 + k_2^2)(c_l^2 + c_t^2) + c_l^2 c_t^2 (k_1^2 + k_2^2) + (c_l^2 + c_t^2) k_1^2 k_2^2 - c_l^2 c_l^2 k_1^2 k_2^2
\]

\[
= \omega^4 - \omega^2 (k_1^2 + k_2^2) \frac{2 \mu + \lambda + \mu}{\rho} + \frac{(2 \mu + \lambda) \mu}{\rho^2} (k_1^2 + k_2^2) + \frac{(2 \mu + \lambda)^2 + \mu^2}{\rho^2} k_1^2 k_2^2 - (\mu + \lambda)^2 k_1^2 k_2^2
\]

\[
= \frac{1}{\rho^2} \left[ \rho^2 \omega^4 - \rho \omega^2 ((2 \mu + \lambda) k_1^2 + (2 \mu + \lambda) k_2^2 + \mu k_1^2 + \mu k_2^2) + \mu (2 \mu + \lambda) k_1^4 + \mu (2 \mu + \lambda) k_2^4 + 2 \mu (2 \mu + \lambda) k_1^2 k_2^2 \right]
\]

\[
= \frac{1}{\rho^2} \left[ \rho^2 \omega^4 - \rho \omega^2 (2 \mu + \lambda) (k_1^2 + k_2^2) - \rho \omega^2 \mu (k_1^2 + k_2^2) + (2 \mu + \lambda) (k_1^2 + k_2^2) \mu (k_1^2 + k_2^2) \right]
\]

\[
= \frac{1}{\rho^2} \left[ (\mu (k_1^2 + k_2^2) - \rho \omega^2 (2 \mu + \lambda) (k_1^2 + k_2^2) - \rho \omega^2 (2 \mu + \lambda) (k_1^2 + k_2^2) + \rho^2 \omega^4 \right]
\]

\[
= \frac{1}{\rho^2} \left( (2 \mu + \lambda) (k_1^2 + k_2^2) - \rho \omega^2 \right) (\mu (k_1^2 + k_2^2) - \rho \omega^2).
\]  

(A.3)

A.2 Lemma

We have the following well-known result.

Lemma 1. Let

\[
u_1(x, t) = A(x) e^{i(\omega t - kx)}, \quad u_2(x, t) = B(x) e^{i(\omega t - kx)}
\]

be two functions with \(A, B : \mathbb{R}^3 \to \mathbb{C}\). Then the following holds

\[
\frac{1}{T} \int_0^T \text{Re} \{u_1(x, t)\} \text{Re} \{u_2(x, t)\} \, dt = \frac{1}{2T} \text{Re} \{AB^*\},
\]  

(A.4)

where \(T\) is the period of the functions \(u_1, u_2\) and \(B^*\) denotes the complex conjugate.

Proof. We have:

\[
\frac{1}{T} \int_0^T \text{Re} \{u_1(x, t)\} \text{Re} \{u_2(x, t)\} \, dt = \frac{1}{T} \int_0^T \text{Re} \left( A e^{i(\omega t - kx)} \right) \text{Re} \left( B e^{i(\omega t - kx)} \right) \, dt
\]

\[
= \frac{1}{T} \int_0^T A e^{i(\omega t - kx)} + A^* e^{-i(\omega t - kx)} B e^{i(\omega t - kx)} + B^* e^{-i(\omega t - kx)} \, dt
\]

\[
= \frac{1}{T} \int_0^T \frac{1}{4} \left\{ e^{2i\omega t} \right\}_{\text{periodic}} + \frac{AB^*}{4} + \frac{A^* B^*}{4} \left\{ e^{2i\omega t} \right\}_{\text{periodic}} \, dt
\]

\[
= \frac{1}{T} \int_0^T \frac{1}{4} \left\{ AB^* + A^* B^* \right\} \, dt = \frac{1}{2T} \int_0^T \text{Re} \{AB^*\} \, dt = \frac{1}{2} \text{Re} \{AB^*\}.
\]  

where we used the facts the periodic function \(e^{2i\omega t}\) integrated over its period is zero and that for any complex number \(z \in \mathbb{C}\): 

\[
\text{Re}(z) = \frac{z + z^*}{2}.
\]

\(\blacksquare\)

A.3 Conditions for the appearance of Stoneley waves

We explicitly demonstrate all calculations carried out in order to produce Tables 1 and 2.

Incident L, transmitted waves

In this case, \(k_2 = -|k| \cos \theta = -\frac{\omega}{c_L} \cos \theta\).

- L-mode:

\[
\left(\frac{\omega}{c_L}\right)^2 - k_2^2 < 0 \Rightarrow \left(\frac{\omega}{c_L}\right)^2 < k_2^2 \Rightarrow \left(\frac{\omega}{c_L}\right)^2 < \left(\frac{\omega}{c_L}\right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left(\frac{c_t}{c_L}\right)^2 = \frac{\rho^4 (2 \mu + \lambda^2)}{\rho^4 (2 \mu + \lambda^2)}.
\]

(A.6)

- SV-mode:

\[
\left(\frac{\omega}{c_S}\right)^2 - k_2^2 < 0 \Rightarrow \left(\frac{\omega}{c_S}\right)^2 < k_2^2 \Rightarrow \left(\frac{\omega}{c_S}\right)^2 < \left(\frac{\omega}{c_L}\right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left(\frac{c_t}{c_S}\right)^2 = \frac{\rho^4 (2 \mu + \lambda^2)}{\rho^4 (2 \mu + \lambda^2)}.
\]

(A.7)
Incident SV, transmitted waves
In this case, $k_2 = -|k| \cos \theta = \frac{\omega}{v_g} \cos \theta$.

- L-mode:

$$\left( \frac{\omega}{c_L} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_L} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_L} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_g}{c_L} \right)^2 = \frac{\rho^+ \mu^-}{\rho^- (2 \mu^+ + \lambda^+)}.$$  \hspace{1cm} (A.8)

- SV-mode:

$$\left( \frac{\omega}{c_S} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_g}{c_S} \right)^2 = \frac{\rho^+ \mu^-}{\rho^- \mu^+}. \hspace{1cm} (A.9)$$

Incident SH, transmitted waves
In this case, $k_2 = -|k| \cos \theta = \frac{\omega}{v_g} \cos \theta$.

- SH-mode:

$$\left( \frac{\omega}{c_S} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_g}{c_S} \right)^2 = \frac{\rho^+ \mu^-}{\rho^- \mu^+}. \hspace{1cm} (A.10)$$

Incident Longitudinal, reflected waves
In this case, $k_2 = -|k| \cos \theta = \frac{\omega}{v_g} \cos \theta$.

- L-mode:

$$\left( \frac{\omega}{c_L} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_L} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_L} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_L}{c_g} \right)^2 = 1, \hspace{1cm} (A.11)$$

which renders the L mode becoming Stoneley in the case of an incident Longitudinal wave, impossible.

- SV-mode:

$$\left( \frac{\omega}{c_S} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_L}{c_g} \right)^2 > 1, \hspace{1cm} (A.12)$$

which renders the SV mode becoming Stoneley in the case of an incident Longitudinal wave, impossible, since $c_L > c_g$ by definition.

Incident SV, reflected waves
In this case, $k_2 = -|k| \cos \theta = \frac{\omega}{v_g} \cos \theta$.

- L-mode:

$$\left( \frac{\omega}{c_L} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_L} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_L} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_g}{c_L} \right)^2 = \frac{\mu^-}{(2 \mu^+ + \lambda^+)} \hspace{1cm} (A.13)$$

- SV-mode:

$$\left( \frac{\omega}{c_S} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_g}{c_S} \right)^2 = 1, \hspace{1cm} (A.14)$$

which renders the SV mode becoming Stoneley in the case of an incident SV wave, impossible.

Incident SH, reflected waves
In this case, $k_2 = -|k| \cos \theta = \frac{\omega}{v_g} \cos \theta$.

- SH-mode:

$$\left( \frac{\omega}{c_S} \right)^2 - k_2^2 < 0 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < k_2^2 \Rightarrow \left( \frac{\omega}{c_S} \right)^2 < \left( \frac{\omega}{c_g} \right)^2 \cos^2 \theta \Rightarrow \cos^2 \theta > \left( \frac{c_g}{c_S} \right)^2 = 1, \hspace{1cm} (A.15)$$

which shows that there can be no reflected Stoneley waves in the case of an incident SH wave.
B Appendix for the relaxed micromorphic model

B.1 Governing equations in component-wise notation

Define the new variables

\[
P^s = \frac{1}{3}(P_{11} + P_{22} + P_{33}), \quad P^D = P_{11} - P^s, \quad P^D = P_{22} - P^s, \quad P_{15} = \frac{1}{2}(P_{15} + P_{15})
\]

\[
P_{12} = \frac{1}{2}(P_{12} + P_{21}), \quad P_{23} = \frac{1}{2}(P_{23} + P_{32}), \quad P_{23} = \frac{1}{2}(P_{12} - P_{21})
\]

\[30The definitions are motivated by the Cartesian decomposition of the tensor P.
with $\gamma = 2, 3$ and rewrite the equations with respect to these new variables:

$$u_{1,tt} = \frac{2\mu_e + \mu_e}{\rho} u_{1,11} + \frac{\mu_e + \mu_e}{\rho} u_{1,22} + \frac{\mu_e - \mu_e + \lambda_e}{\rho} u_{2,12} - \frac{2\mu_e}{\rho} P_{1,11} + \frac{3\mu_e + 2\mu_e}{\rho} P_{1,12} - \frac{2\mu_e}{\rho} P_{1,22} - \frac{2\mu_e}{\rho} P_{1,12},$$

$$u_{2,tt} = \frac{\mu_e - \mu_e + \lambda_e}{\rho} u_{1,11} + \frac{\mu_e + \mu_e}{\rho} u_{1,22} + \frac{2\mu_e + \lambda_e}{\rho} u_{2,12} - \frac{2\mu_e}{\rho} P_{2,22} - \frac{2\mu_e}{\rho} P_{2,12} - \frac{3\mu_e + 2\mu_e}{\rho} P_{2,11} + \frac{2\mu_e}{\rho} P_{2,12} + \frac{2\mu_e}{\rho} P_{2,22} - \frac{2\mu_e}{\rho} P_{2,12} - \frac{2\mu_e}{\rho} P_{2,22},$$

$$P_{1,tt} = \frac{4}{3} \mu_e \eta u_{1,11} - \frac{2 \mu_e}{3} \eta u_{2,2} - \frac{2 \mu_e + \mu_{micro}}{\eta} P_{1,11} + \frac{\mu_e L_2}{3 \eta} P_{1,11} + \frac{\mu_e L_2}{3 \eta} P_{2,2} + \frac{\mu_e L_2}{3 \eta} P_{2,2} = \frac{2 \mu_e L_2}{3 \eta} P_{1,11} + \frac{\mu_e L_2}{3 \eta} P_{2,2} - \frac{2 \mu_e L_2}{3 \eta} P_{2,2},$$

$$P_{2,tt} = -\frac{2 \mu_e}{3 \eta} u_{1,11} + \frac{4 \mu_e}{3 \eta} u_{1,22} + \frac{\mu_e L_2}{3 \eta} P_{1,11} - \frac{2 \mu_e + \mu_{micro}}{\eta} P_{2,2} + \frac{\mu_e L_2}{3 \eta} P_{2,2} - \frac{2 \mu_e L_2}{3 \eta} P_{2,2} + \frac{\mu_e L_2}{3 \eta} P_{2,2} - \frac{2 \mu_e L_2}{3 \eta} P_{2,2},$$

Collect the new variables as

$$v^1 = \left( u_1, u_2, P_{1,tt}, P_{2,tt}, P_s, P_{1,12}, P_{2,12} \right)^T,$$  

$$v^2 = \left( u_3, P_{1,tt}, P_{1,tt}, P_{1,tt} \right)^T.$$  

**B.3 The matrices $A_1$ and $A_2$**

The form of the matrices being too complicated to fit in one page, we present both $A_1$ and $A_2$ in a column-wise sense.
Then, the matrix \( \mathbf{A} \) is

\[
\mathbf{A}_{13} = \begin{pmatrix}
\frac{4}{\eta} ik_1 \frac{\mu_2}{\eta} \\
-\frac{2}{\eta} ik_1 \frac{\mu_2}{\eta} \\
\left( k_1^2 \frac{\mu_2}{\eta} + k_2^2 \frac{\mu_2}{\eta} \right) + 2 \frac{\mu_2 + \mu_{\text{micro}}}{\eta} - \omega^2 \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
i k_1 2 \mu_2 + 3 \mu_{\text{micro}} \\
i k_2 2 \mu_2 + 3 \mu_{\text{micro}} \\
-\frac{2}{\eta} k_1 k_2 \frac{\mu_2}{\eta} \\
0
\end{pmatrix}^T,
\]

\[
\mathbf{A}_{14} = \begin{pmatrix}
-\frac{2}{\eta} ik_1 \frac{\mu_2}{\eta} \\
+ \frac{4}{\eta} ik_2 \frac{\mu_2}{\eta} \\
\left( k_1^2 \frac{\mu_2}{\eta} + k_2^2 \frac{\mu_2}{\eta} \right) + 2 \frac{\mu_2 + \mu_{\text{micro}}}{\eta} - \omega^2 \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
i k_1 2 \mu_2 + 3 \mu_{\text{micro}} \\
i k_2 2 \mu_2 + 3 \mu_{\text{micro}} \\
-\frac{2}{\eta} k_1 k_2 \frac{\mu_2}{\eta} \\
0
\end{pmatrix}^T,
\]

\[
\mathbf{A}_{15} = \begin{pmatrix}
\frac{3}{2} (k_1^2 + k_2^2) \frac{\mu_2}{\eta} + \left( 2 \mu_2 + 3 \mu_{\text{micro}} \right) + \left( 2 \mu_2 + 3 \mu_{\text{micro}} \right) - \omega^2 \\
-\frac{3}{2} k_1 k_2 \frac{\mu_2}{\eta} \\
0
\end{pmatrix}^T,
\]

\[
\mathbf{A}_{16} = \begin{pmatrix}
\frac{3}{2} (k_1^2 + k_2^2) \frac{\mu_2}{\eta} + 2 \mu_2 + \mu_{\text{micro}} - \omega^2 \\
-\frac{3}{2} (k_1^2 - k_2^2) \frac{\mu_2}{\eta}
\end{pmatrix}^T,
\]

Then, the matrix \( \mathbf{A}_1 \) is

\[
\mathbf{A}_1 = (\mathbf{A}_{11}, \mathbf{A}_{12}, \mathbf{A}_{13}, \mathbf{A}_{14}, \mathbf{A}_{15}, \mathbf{A}_{16}, \mathbf{A}_{17})^T.
\]  

(B.4)

As for \( \mathbf{A}_2 \) we have:

\[
\mathbf{A}_{21} = \begin{pmatrix}
(k_1^2 + k_2^2) \frac{\mu_2}{\eta} - \omega^2 \\
2ik_1 \frac{\mu_2}{\eta} \\
-2ik_1 \frac{\mu_2}{\eta} \\
2ik_1 \frac{\mu_2}{\eta} \\
i k_1 \frac{\mu_2}{\eta} \\
k_1^2 \frac{\mu_2}{\eta} + k_2^2 \frac{\mu_2}{\eta} + 2 \frac{\mu_2}{\eta} - \omega^2 \\
k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta}
\end{pmatrix}^T,
\]

\[
\mathbf{A}_{22} = \begin{pmatrix}
(k_1^2 \frac{\mu_2}{\eta} + k_2^2 \frac{\mu_2}{\eta}) + 2 \frac{\mu_2 + \mu_{\text{micro}}}{\eta} - \omega^2 \\
-ik_1 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta}
\end{pmatrix}^T,
\]

\[
\mathbf{A}_{23} = \begin{pmatrix}
(k_1^2 \frac{\mu_2}{\eta} + k_2^2 \frac{\mu_2}{\eta}) + 2 \frac{\mu_2}{\eta} - \omega^2 \\
k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta} \\
k_1 k_2 \frac{\mu_2}{\eta}
\end{pmatrix}^T,
\]

\[
\mathbf{A}_{24} = \begin{pmatrix}
(k_1^2 \frac{\mu_2}{\eta} + k_2^2 \frac{\mu_2}{\eta}) + 2 \frac{\mu_2 + \mu_{\text{micro}}}{\eta} - \omega^2 \\
-ik_1 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta} \\
-k_1 k_2 \frac{\mu_2}{\eta}
\end{pmatrix}^T.
\]

(B.7)

Then, the matrix \( \mathbf{A}_2 \) is

\[
\mathbf{A}_2 = (\mathbf{A}_{21}, \mathbf{A}_{22}, \mathbf{A}_{23}, \mathbf{A}_{24}, \mathbf{A}_{25})^T.
\]  

(B.9)
B.4 Dispersion curves analysis of the relaxed micromorphic model

B.4.1 In-plane variables

First, observe that after replacing the wave form (5.10) in (2.8), $A_1$ can be written as (see Appendix B.5 for a demonstration of these matrices):

$$A_1 = |k|^2 A^R_1 - \omega^2 1 - i |k| R^R_1 - C^R_1.$$  \hfill (B.10)

We now investigate the behaviour of the polynomial $\det A_1$ for the two limiting cases $|k| \to 0$ and $|k| \to \infty$, the final goal being to be able to determine the cut-off frequencies and asymptotes of the dispersion curves.

Letting $|k| \to 0$ and using (B.10), the equation $A_1 \cdot v^1 = 0$ becomes

$$\left(\omega^2 1 + C^R_1\right) \cdot v^1 = 0.$$ \hfill (B.11)

Using expression (B.30) for $C^R_1$ given in Appendix B, we get

$$\begin{bmatrix}
\omega^2 & 0 & 0 & 0 & 0 & 0 \\
0 & \omega^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \omega^2 - \omega^2_s & 0 & 0 & 0 \\
0 & 0 & 0 & \omega^2 - \omega^2_p & 0 & 0 \\
0 & 0 & 0 & 0 & \omega^2 - \omega^2_s & 0 \\
0 & 0 & 0 & 0 & 0 & \omega^2 - \omega^2_p
\end{bmatrix} \cdot v^1 = 0.$$ \hfill (B.12)

This allows us to deduce that for small values of $|k|$, the cut-off frequencies of the dispersion curves are $\omega = 0$, $\omega = \omega_s$, $\omega = \omega_p$, as shown in Figure 11.

As for when $|k| \to \infty$, we consider the case where the ratio $|k|/\omega$ remains finite and so instead of studying the whole system we can simply regard the reduced system

$$\left(|k|^2 A^R_1 - \omega^2 1\right) \cdot v^1 = 0.$$ \hfill (B.13)

The determinant of $|k|^2 A^R_1 - \omega^2 1$ is

$$\det \left(|k|^2 A^R_1 - \omega^2 1\right) = \omega^4 (|k|^2 c_m^2 - \omega^2)^3 (|k|^2 c_f^2 - \omega^2) (|k|^2 c_s^2 - \omega^2).$$ \hfill (B.14)

If we solve the equation $\det \left(|k|^2 A^R_1 - \omega^2 1\right) = 0$, we find the solution $\omega = 0$, which has to be excluded since it violates the requirement $|k|/\omega$ finite for $|k| \to \infty$. The other solutions are $\omega = c_m |k|$, $\omega = c_f |k|$, $\omega = c_s |k|$; these are the asymptotes to the dispersion curves.

Finally, the two horizontal asymptotes are $\omega = \omega_s$ and $\omega = \omega_i$ (see Section B.4.3 for the analytical method of how to find them).

The first, second and fifth modes all have the same asymptote $\omega = c_m |k|$ (Figure 24(a)). Unfortunately, due to the very complicated expressions for $\omega_2(|k|)$ and $\omega_3(|k|)$, this cannot be analytically reaffirmed; numerically, however, we find:

$$\lim_{|k| \to \infty} (|k|^2 c_m |k|) = 0,$$

for $i = 1, 2, 5$.

Figure 11 summarizes the main characteristics of the dispersion curves that we find for an isotropic relaxed micromorphic medium (cut-off frequencies, horizontal and oblique asymptotes). Figures 24(a), (b) and 25 show in more detail the oblique and horizontal asymptotes for the different modes.

B.4.2 Out-of-plane variables

Similarly to the in-plane case, we can again write

$$A_2 = |\tilde{k}|^2 A^R_2 - \omega^2 1 - i |\tilde{k}| R^R_2 - C^R_2.$$ \hfill (B.15)

We now investigate the behaviour of the polynomial $\det A_2$ for the two limiting cases $|\tilde{k}| \to 0$ and $|\tilde{k}| \to \infty$.

Letting $|\tilde{k}| \to 0$, equation $A_2 \cdot v^2 = 0$ becomes

$$\begin{bmatrix}
\omega^2 & 0 & 0 & 0 & 0 \\
0 & \omega^2 - \omega^2_s & 0 & 0 & 0 \\
0 & 0 & \omega^2 - \omega^2_s & 0 & 0 \\
0 & 0 & 0 & \omega^2 - \omega^2_p & 0 \\
0 & 0 & 0 & 0 & \omega^2 - \omega^2_p
\end{bmatrix} \cdot v^2 = 0.$$ \hfill (B.16)
Figure 24: (a) Three distinct modes have distinct cut-off frequencies but a common asymptote with slope \( c_m \), (b) Two distinct modes have the same cut-off frequencies but asymptotes with different slopes \( c_f \) and \( c_p \).

Figure 25: Two modes with horizontal asymptotes \( \omega_l \) and \( \omega_t \).

This allows us to deduce that for small values of \( |\tilde{k}| \), the cut-off frequencies of the dispersion curves are \( \omega = 0 \), \( \omega = \omega_s \), \( \omega = \omega_r \) as shown in Figure 12.

We now let \( |\tilde{k}| \rightarrow \infty \) and we once again assume that the ratio \( |\tilde{k}|/\omega \) remains finite. Then, the system reduces to

\[
E_2 \cdot \nu^2 := (|\tilde{k}|^2 A^2 - \omega^2 I) \cdot \nu^2 = 0,
\]

(B.17)
where

\[
E_2 = \begin{pmatrix}
\omega^2 & 0 & 0 & 0 \\
0 & -\frac{1}{2}k^2c_m^2(\xi_1^2 + \xi_2^2) - \omega^2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 \\
0 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & -\frac{1}{2}k^2c_m^2\xi_1\xi_2 & -\frac{1}{2}k^2c_m^2\xi_1\xi_2 \\
0 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1^2 - \omega^2 - \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 \\
0 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1^2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 & \frac{1}{2}k^2c_m^2\xi_1\xi_2 \\
\end{pmatrix}
\]

The determinant of \( E_2 \) is

\[
\text{det} \ E_2 = -\omega^2(\bar{k}^2c_m^2 - \omega^2)^3(\bar{k}^2c_f^2 - \omega^2).
\]

The solutions of \( \text{det} \ E_2 = 0 \) obviously are \( \omega = 0, \omega = c_m, \omega = c_f \). We have to exclude the first since it violates the condition that \( k/\omega \) is finite for \( |\bar{k}| \to \infty \) and so we conclude that the two non-horizontal asymptotes are the two remaining solutions. Finally, the only horizontal asymptote is \( \omega = \omega_t \) (see Section B.4.3).

Figure 26: (a) First mode with cut-off frequency \( \omega_p \) and second and third modes which overlap for large values of \( |\bar{k}| \), all have the same asymptote \( c_m \), (b) The fourth mode has an asymptote with slope \( c_f \).

In this case, we have that as \( |\bar{k}| \to \infty \), the two modes \( \bar{\omega}_2 \) and \( \bar{\omega}_3 \) overlap. Indeed, it can be checked (numerically) that

\[
\lim_{|\bar{k}| \to \infty} |\bar{\omega}_2(|\bar{k}|)| = 0.
\]

Furthermore, we again see that the first, second and third modes have the same asymptote \( \omega = c_m|\bar{k}| \), a fact which cannot be analytically shown due to the complicated expressions involved; however, numerically we find that

\[
\lim_{|\bar{k}| \to \infty} |\bar{\omega}_i(|\bar{k}|)| = c_m|\bar{k}| = 0,
\]

for \( i = 1, 2, 3 \).

Figure [12] summarizes the main characteristics of the second set of dispersion curves for the relaxed micromorphic medium. Figures [26] and [27] show in more detail the oblique and horizontal asymptotes for different curves.

B.4.3 How to find the horizontal asymptotes

In order to be sure that the horizontal asymptotes, computed before by splitting the whole problem of the relaxed model in two uncoupled problems, are \( \omega_l \) and \( \omega_r \), we follow what was done in [9].

\[^{31}\text{We present the form such a matrix takes for the out-of-plane variables in the main text since it has a more transparent form, being of smaller dimension.}\]
Figure 27: The fourth mode has the horizontal asymptote $\omega_t$.

We begin by constructing the following matrix:

$$
A_0 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},
$$

which is the full matrix of coefficients of the governing equations (2.8) after making the plane-wave ansatz. Furthermore, we define the two auxiliary matrices

$$
\tilde{A}_1 = \begin{pmatrix}
A_1 & 0 \\
0 & 1_5
\end{pmatrix}, \quad \tilde{A}_2 = \begin{pmatrix}
1_7 & 0 \\
0 & A_2
\end{pmatrix},
$$

We immediately see that

$$
A_0 = \tilde{A}_1 \tilde{A}_2,
$$

which implies that

$$
\det A_0 = \det \tilde{A}_1 \det \tilde{A}_2 = \det A_1 \det A_2.
$$

Now, the polynomial $p(|k|, \omega) = \det A_0$ is of degree 18 in $|k|$ and only involves even powers of $|k|$. We can write it as

$$
p(|k|, \omega) = \sum_{h=0}^{9} c_{2h}(\omega^2)|k|^{2h}.
$$

Following the same proof as found in [9], we find again the necessary condition a horizontal asymptote has to satisfy is $c_{18}(\omega^2) = 0$\textsuperscript{32}. This gives us the two solutions

$$
\omega = \omega_t, \quad \omega = \omega_l.
$$

\textsuperscript{32}This result follows if we divide by $|k|^{18}$ and let $|k| \to \infty$. 
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B.5 Decompositions of $A_1$ and $A_2$

We recall that

$$A_1 = |k|^2 A_R^E - \omega^2 I - i |k| B_1^R - C_1^R,$$  \hspace{1cm} (B.26)

$$A_2 = |k|^2 A_R^E - \omega^2 I - i |k| B_2^R - C_2^R.$$  \hspace{1cm} (B.27)

The matrices $A_1^R$, $B_1^R$, $C_1^R$, $A_2^R$, $B_2^R$, $C_2^R$, are presented here.

$$A_R^E = \begin{pmatrix} 
\xi_1 \xi_2 \frac{\mu_1 - \mu_2}{\eta} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \xi_1 + \frac{3 \xi_2}{\eta} & \frac{\mu_1}{\eta} & \frac{\mu_2}{\eta} & \xi_2 \\
0 & 0 & -\xi_1 \xi_2 \frac{\mu_1}{\eta} & \frac{\mu_1}{\eta} & \frac{\mu_2}{\eta} & -\xi_2 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}$$  \hspace{1cm} (B.28)

$$B_1^R = \begin{pmatrix} 
0 & 0 & -\xi_1 \frac{2 \mu_1}{\eta} & 0 & -\xi_2 \frac{3 \lambda_3 + 2 \mu_1}{\eta} & -\xi_2 \frac{2 \mu_1}{\eta} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}.$$  \hspace{1cm} (B.29)

$$C_1^R = \begin{pmatrix} 
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}.$$  \hspace{1cm} (B.30)

Finally, we have that

$$A_1 = |k|^2 A_R^E - \omega^2 I - i |k| B_1^R - C_1^R.$$  \hspace{1cm} (B.31)

As for $A_2$, it can be written in a similar fashion. We have

$$A_2^R = \begin{pmatrix} 
\frac{\mu_1 + \mu_2}{\eta} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{\mu_1}{\eta} \xi_1 + \xi_2 & \frac{\mu_1}{\eta} \xi_1 & 0 & \frac{\mu_1}{\eta} \xi_1 & 0 \\
0 & \frac{\mu_1}{\eta} \xi_1 & \frac{\mu_1}{\eta} \xi_1 & 0 & \frac{\mu_1}{\eta} \xi_1 & 0 \\
0 & 0 & 0 & \frac{\mu_1}{\eta} \xi_1 & \frac{\mu_1}{\eta} \xi_1 & 0 \\
0 & 0 & 0 & 0 & \frac{\mu_1}{\eta} \xi_1 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{\mu_1}{\eta} \xi_1 
\end{pmatrix}.$$  \hspace{1cm} (B.32)

$$B_2^R = \begin{pmatrix} 
0 & -\frac{2 \mu_2}{\eta} \xi_1 & \frac{2 \mu_2}{\eta} \xi_2 & -\frac{2 \mu_2}{\eta} \xi_2 & \frac{2 \mu_2}{\eta} \xi_2 \\
\frac{\mu_2}{\eta} \xi_1 & 0 & 0 & 0 & 0 \\
-\frac{\mu_2}{\eta} \xi_1 & 0 & 0 & 0 & 0 \\
\frac{\mu_2}{\eta} \xi_2 & 0 & 0 & 0 & 0 \\
-\frac{\mu_2}{\eta} \xi_2 & 0 & 0 & 0 & 0 
\end{pmatrix}, \quad C_2^R = \begin{pmatrix} 
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 \frac{2 \mu_2}{\eta} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2 \frac{2 \mu_2}{\eta} \\
0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}.$$  \hspace{1cm} (B.33)

And then, we can write $A_2$ as

$$A_2 = |k|^2 A_R^E - \omega^2 I - i |k| B_2^R - C_2^R.$$  \hspace{1cm} (B.34)
### B.6 Energy flux matrices

The expression for the energy flux in the relaxed micromorphic model for the case of in-plane motion is given by

\[
\mathbf{H}_1 = v_1^1 \cdot (\mathbf{H}^{11} \cdot v_1^1 + \mathbf{H}^{12} \cdot v_2^1 + \mathbf{H}^{13} \cdot v_3^1),
\]

where

\[
\mathbf{H}^{11} = \begin{pmatrix}
-2\mu_e - \lambda_e & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\mu_e - \mu_e & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -L_c^2 \mu_e & -L_c^2 \mu_e & L_c^2 \mu_e & 0 & 0 \\
0 & 0 & -L_c^2 \mu_e & -2L_c^2 \mu_e & 0 & 0 & 0 \\
0 & 0 & L_c^2 \mu_e & 0 & -2L_c^2 \mu_e & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -L_c^2 \mu_e & -L_c^2 \mu_e \\
0 & 0 & 0 & 0 & 0 & 0 & -L_c^2 \mu_e & -L_c^2 \mu_e
\end{pmatrix},
\]

(B.35)

\[
\mathbf{H}^{12} = \begin{pmatrix}
0 & -\lambda_e & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -L_c^2 \mu_e & -L_c^2 \mu_e \\
0 & 0 & L_c^2 \mu_e & 0 & L_c^2 \mu_e & 0 & 0 \\
0 & 0 & L_c^2 \mu_e & 0 & L_c^2 \mu_e & 0 & 0
\end{pmatrix}, \quad \mathbf{H}^{13} = \begin{pmatrix}
0 & 0 & 2\mu_e & 0 & 0 & 0 & 0 \\
0 & -\mu_e + 3\lambda_e & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2\mu_e & -2\mu_e & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

(B.36)

In the case of out-of-plane motion, the expression for the energy flux in the relaxed micromorphic model is given by

\[
\mathbf{H}_1 = v_3^1 \cdot (\mathbf{H}^{21} \cdot v_3^1 + \mathbf{H}^{22} \cdot v_2^1 + \mathbf{H}^{23} \cdot v_2^1),
\]

where

\[
\mathbf{H}^{21} = \begin{pmatrix}
-\mu_e & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -L_c^2 \mu_e & L_c^2 \mu_e & 0 \\
0 & 0 & 0 & 0 & L_c^2 \mu_e & -L_c^2 \mu_e & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad \mathbf{H}^{22} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

(B.37)

\[
\mathbf{H}^{23} = \begin{pmatrix}
0 & 2\mu_e & -2\mu_e & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

(B.38)