Fast Convergence of Competitive Spiking Neural Networks with Sample-Based Weight Initialization
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Abstract. Recent work on spiking neural networks showed good progress towards unsupervised feature learning. In particular, networks called Competitive Spiking Neural Networks (CSNN) achieve reasonable accuracy in classification tasks. However, two major disadvantages limit their practical applications: high computational complexity and slow convergence. While the first problem has partially been addressed with the development of neuromorphic hardware, no work has addressed the latter problem. In this paper we show that the number of samples the CSNN needs to converge can be reduced significantly by a proposed new weight initialization. The proposed method uses input samples as initial values for the connection weights. Surprisingly, this simple initialization reduces the number of training samples needed for convergence by an order of magnitude without loss of accuracy. We use the MNIST dataset to show that the method is robust even when not all classes are seen during initialization.
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1 Introduction

The competitive learning paradigm has been successful in dealing with unsupervised data [7,24,33]. In competitive learning, units/neurons compete with each other for the right to respond to the given input. The winner units are then updated and become more specialized. At the end of training, all units are tuned to respond to specific input patterns and their activation is used to classify new unseen samples [29,33].

Competitive learning inspired design of several clustering and unsupervised feature learning algorithms, such as Vector Quantization [22], Self Organizing Maps (SOM) [17], and Deep Self Organizing Maps (DSOM) [39]. While these algorithms are good for extracting spatial information from unlabeled data, their use for classification tasks is limited by their performance. For example, classification accuracy achieved by DSOM on the MNIST dataset was 87.12% [39], compared with 99.79% achieved by current state of the art fully supervised algorithms [5,34,38].
A considerable increase in classification performance has been achieved by competitive learning networks using spiking neurons. Spiking neurons are dynamic units that respond not only to the current state of their inputs, as traditional neural networks do [11, 19, 33], but also take into account their previous states [2, 23, 32]. These networks, named Competitive Spiking Neural Networks (CSNN), achieved 95% accuracy on the MNIST dataset, almost 8% increase over DSOM [6, 39].

The CSNNs, however, are limited by two factors: high computational complexity and slow convergence. The first problem is due to the fact that the spiking neurons are implemented as independent units, which requires using highly parallel processors. The neuromorphic processors provide parallel architecture needed for these networks and that, at the same time, considerably reduce energy consumption when compared with traditional deep neural network implementations [8, 27]. On the other hand, there is little, if any, work on reducing the network convergence time. The state of the art CSNN [6] needs around 20,000 samples to converge which in computational time represents more than 2 h of training using a single thread implementation on an Intel Core i9-9900K processor. Thus, developing a method that would require less number of samples for training is urgently needed to expand their real world applications [14, 25, 26].

Here, we show that using the input samples as initial weights in the CSNN reduces the number of training samples needed for convergence by an order of magnitude, and with no loss in accuracy. We use different combinations of the initial weights to check the method’s robustness to cases where the samples used for initialization do not represent all classes in the data. The method is evaluated on the MNIST dataset.

The rest of the paper is organized as follows. Section 2 presents a review of work on the CSNNs. A general overview of the network topology and its main characteristics are presented in Sect. 3. Section 4 introduces the proposed initialization method. Section 5 describes the dataset used, experimental settings, and evaluation metrics. Section 6 discusses the results. Section 7 ends with conclusions.

2 Related Work

The use of CSNN for unsupervised feature learning was originally proposed in [31]. The authors used an array of memristors to implement a CSNN for unsupervised feature learning. Their network used 300 spiking-like units to achieve 93% accuracy on the MNIST dataset and showed robustness to parameter variations. An extension of this work achieved accuracy of 95% but at the cost of using 6,400 complex spiking neurons [6]. In terms of the convergence time, both implementations converged only after 20,000 sample presentations, which in combination with the high computational cost undermines their practical applications.

Other authors used self-organizing and convolutional spiking network implementations. In [12] the authors reported accuracy of 94.07% using 1,600 neurons, however, we believe that this increase of performance was due more to the use of a specific classification method. In fact, when using the same classification method as in [6], this CSNN achieves only 92.96% accuracy. The convolutional spiking network had only 84.3% accuracy [35].
3 Competitive Spiking Neural Networks

The CSNN uses a spiking neuron layer with Spike Time Dependence Plasticity (STDP), lateral inhibition, and homeostasis to learn input data patterns in an unsupervised way. At any given time, the output neuron that is most active (spikes the most) represents the current data input.

3.1 Network’s Topology

The detailed network topology is shown in Fig. 1. The Sensory layer first transforms an \( N \)-dimensional input vector, via \( N \) Poisson units (using Poisson distribution), into a series of spikes, which are fed into a layer of \( M \) spiking neurons with lateral inhibition.

The \( N \) sensory units are fully connected to the \( M \) spiking neurons. The learning process uses the STDP implementation of the Konorski/Hebb rule [13,18]. All spiking neurons are connected with all others by fixed inhibitory weights; this is known as lateral inhibition used to ensure that only one neuron fires for a given input. The specific mechanisms used for both connections are described in detail in Sects. 3.3 and 3.4.

3.2 Spiking Neuron Model

In this paper we use a spiking neuron model known as Integrate and Fire [10,15,16]. This model uses a differential equation and a threshold mechanism to define the neuron behavior:

\[
\tau \frac{du}{dt} = f(u) + i(u,t) \tag{1}
\]

\[
t^f : \quad u(t^f) = \theta_{\text{reset}} \quad \text{and} \quad \left. \frac{du(t)}{dt} \right|_{t=t^f} > 0 \tag{2}
\]
Equation 1 describes the evolution of the membrane potential \( u \) in terms of a linear/non-linear function \( f(u) \) and a synaptic input term \( i(u, t) \). Equation 2 defines the fire time \( t_f \) as the moment the membrane potential \( u \) crosses, from below, its threshold value \( \theta_{reset} \). When this happens, a spike is generated and the neuron enters a refractory period, during which it cannot respond to any input, after that the neuron’s membrane potential is reset.

The choice of \( f(u) \) gives rise to different variations of the Integrate and Fire neuron model [10]. A linear choice (Eq. 3) defines the Leaky Integrate and Fire Model. Nonlinear choice gives rise to the Exponential Integrate and Fire Model (Eq. 4) and the Quadratic Integrate and Fire Model (Eq. 5):

\[
\begin{align*}
f_1(u) &= -(u - u_{rest}) \\
f_2(u) &= -(u - u_{rest}) + \Delta_T \exp \left( \frac{u - \vartheta_{rh}}{\Delta_T} \right) \\
f_3(u) &= a_0(u - u_{rest})(u - u_c)
\end{align*}
\]

where \( f_1(u), f_2(u) \) and \( f_3(u) \) are the linear, exponential and quadratic function terms, \( u_{rest} \) represents the resting potential, \( \Delta_T \) the sharpness factor, \( \vartheta_{rh} \) the threshold, and \( a_0 \) and \( u_c \) are constant factors with \( a_0 > 0 \) and \( u_c > u_{rest} \).

There are two typical choices for the synaptic contribution term \( i(u, t) \). The simplest one considers the synaptic inputs as direct membrane potential modifiers, Eq. 6:

\[
i(u, t) = i(t) = R \sum_j \sum_{t_f} w_j \rho(t - t_f^j)
\]

A more complex one uses additional differential equations (Eqs. 7 and 8) for conductance level contributions [3,4]:

\[
\begin{align*}
i(u, t) &= g(t)(u_{input} - u) \\
\frac{dg}{dt} &= -\frac{g}{\tau_g} + \sum_j \sum_{t_f} w_j \delta(t - t_f^j)
\end{align*}
\]

where \( g(t) \) represents the conductance contribution, \( \tau_g \) the conductance time constant, \( w_j \) the synaptic weight of connection \( j \), and \( t_f^j \) is the firing time of the input neuron \( j \).

3.3 Learning Rule

The CSNN uses STDP to modify the connection weights between the Poisson units and the spiking neurons [31]. In STDP, the adjustment of the strength of each weight depends on the relative activity between the pre- and post-synaptic neurons, Eq. 9:

\[
STDP(\Delta t) = \begin{cases} 
\alpha_+ \exp(-\Delta t/\tau_+) & \text{if } \Delta t > 0 \\
-\alpha_- \exp(\Delta t/\tau_-) & \text{if } \Delta t \leq 0
\end{cases}
\]

where \( \delta t \) is the time between pre- and post-synaptic neuron firings, \( \alpha_+ \) and \( \alpha_- \) are learning rates, and \( \tau_+ \) and \( \tau_- \) are time constants [1,37]. Over time, and because STPD
takes effect only after a spiking event, the synaptic weights become selective to specific input patterns. In contrast to the gradient descent learning, STDP is a local rule that uses information only from the pre- and post-synaptic neuron firings, while gradient descent updates all weights based on the minimization of a global loss function.

STDP can be implemented using exponential decay variables to keep track of the weight update values $a_{\text{pre}}$ and $a_{\text{post}}$, Eqs. 10 and 11 [28]. When a pre-synaptic spike is registered, the synaptic weight is decreased by $a_{\text{post}}$ and $a_{\text{pre}}$ is updated to a constant value $A_{\text{pre}}$. In contrast, when a post-synaptic spike is registered, the weight value is increased by $a_{\text{pre}}$ and at the same time $a_{\text{post}}$ is updated to $A_{\text{post}}$.

$$\tau_{\text{pre}} \frac{da_{\text{pre}}}{dt} = -a_{\text{pre}}$$
$$\tau_{\text{post}} \frac{da_{\text{post}}}{dt} = -a_{\text{post}}$$

where $a_{\text{pre}}$ and $a_{\text{post}}$ are the pre- and post-synaptic trace values used to update connection weights in the event of a pre- or post-synaptic neuron spikes. $\tau_{\text{pre}}$ and $\tau_{\text{post}}$ are the constant time factors for each exponential decay variable.

### 3.4 Lateral Inhibition

All spiking neurons at the spiking layer are connected to each other via direct inhibitory synapses, with the purpose of feedback regulation [6,31]. When a neuron produces a spike, all neurons connected to it receive a negative potentiation (their membrane potentials are decreased) which reduces the neuron’s probability of reaching its firing threshold to generate a spike, see Fig. 1.

### 3.5 Homeostasis

It is important that the membrane firing threshold $\theta_{\text{threshold}}$ is adaptive to make sure all neurons have a chance to fire during training. The threshold value is defined by an exponential decay function with a constant increase every time the neuron fires. Thus, a neuron that fired recently is less able to fire again because of its higher threshold value. Equation 12 describes the membrane reset value $\theta_{\text{reset}}$ as a function of a dynamic variable $\theta$, Eq. 13:

$$\frac{d\theta}{dt} = -\frac{\theta}{\tau_{\theta}} + \sum_{ij} \alpha \delta(t - t_{f_j})$$

where $\theta_{\text{reset}}$ is the offset value when $\theta = 0$, $\tau_{\theta}$ is the time constant and $\alpha$ is the increase constant value [30,40].

### 3.6 Weight Normalization

The purpose of weight normalization is to limit the total input a neuron receives. To do so, each input connection is normalized according to Eq. 14:

$$w_{ij}^{\text{norm}} = w_{ij} \frac{\lambda}{\sum_i w_{ij}}$$
where \( w_{ij} \) is the weight value for connection \( i \) of neuron \( j \), and \( \lambda \) is the total sum of weights [9,21].

While a straightforward effect of normalization is to balance all input connections, a not so obvious effect can be stated as helping to spread “information” to all active inputs. This means that if one synapse is increased/decreased by STDP, the normalization will average the change in all the incoming inputs. In that way, not only one input is modified, but all of them.

4 Sample-Based Weight Initialization

What are the effects of using STDP, normalization, and lateral inhibition on the network operation. If a neuron, using STDP learning, is excited with a single input image for a long period of time, its synapse weights will increase/decrease proportionally to each pixel input activation rate. The weights corresponding to high pixel values will increase the most. Performing weight normalization bounds the weight changes so the system will not become unstable. These two operations result in the weights trying to copy its input. If more images are used, then the changes are averaged and the final weights are “finding” single prototypes among all the input images. Finally, using lateral inhibition makes sure that the neuron only updates in response to the inputs that are close to its current prototype. For example, a neuron that is following the prototype for number “2” will be only updated with inputs of this class (other inputs of “2”) thus increasing its selectiveness.

We use the above analysis to reduce the network’s training convergence time as follows. If each neuron strives to find prototypes among the input images, we can reduce the training time by initializing its weights with the input pixel values, which are closer to some of the final prototypes than a random initialization. We thus use the first \( M \) (out of \( P \)) training samples to serve as initial connection weights between the sensory layer and the \( M \) neurons at the spiking neuron layer. Since we use weight normalization, there is no need to re-scale the pixel values. We also tested the effects of using different degrees of blurring filters to soften the contrast in the input images; for that purpose, the OpenCV’s blurring filter was used.

The pseudo-code for Sample-Based Weight Initialization is shown in Algorithm 1. The competitive spiking network is instantiated in line 2. Line 3 initializes the connection weights with the resulted images after passing the first \( M \) training samples through a \( 5 \times 5 \) blurring filter. Line 4 creates a Spike Monitor instance used to keep track of each neuron’s firing events. The FOR loop in lines 5 through 9 presents all the \( P - M \) remaining training samples. First, the connection weights are normalized. Then, the firing rates of the Poisson neurons are set based on the input image. Each sample is presented for 350 ms.

After training, a new run over all training samples, with STDP turned off, is done again to associate each spiking neuron with a unique class label. Algorithm 2 describes the pseudo-code for the labeling process.

Line 2 loads the resulted network from the training process and line 3 turns STDP off so the network connections are not any longer modified. Line 4 creates a spiking counter to save each neuron’s firing pattern. As in the training process, a FOR loop is
Algorithm 1. Training - Sample-Based Weight Initialization

1: trainingSet = load(MNIST-training)
2: spikingNetwork = CompetitiveSpikingNetwork()
3: spikingNetwork.STDPconnection[:,:,] = CV2.blur(trainingSet[:, M], (5,5))
4: spikeMonitor = SpikeCounter(spikingNetwork[‘Spiking’])
5: for iterator = m, m + 1, ..., P do
6:       normalizeSTDPConnection(78.0)
7:       spikingNetwork[‘Poisson’].rate = trainingSet.data[iterator]
8:       run(spikingNetwork, 350ms)
9: end for
10: saveSpikingNetwork(spikingNetwork)

Algorithm 2. Labeling

1: trainingSet = load(MNIST-training)
2: spikingNetwork = loadSpikingNetwork()
3: spikingNetwork.disableSTDP()
4: spikeMonitor = SpikeCounter(spikingNetwork[‘Spiking’])
5: for iterator = 1, 2, ..., P do
6:       spikingNetwork[‘Poisson’].rate = trainingSet.data[iterator]
7:       run(spikingNetwork, 350ms)
8: end for
9: labels = getSpikingNeuronLabels(spikeMonitor, trainigSet.labels)
10: saveLabels(labels)

used to present all training samples (lines 5 to 8) but the difference is that normalization is no longer needed since all connections are fixed. The spiking counter and the training labels are used to decide each neuron’s label in line 9.

The already assigned labels are used to classify new unseen samples via a voting process, such as maximum, confidence, or distant-based [6,12,35]. Additionally, the firing pattern can be used directly for predictions through some decision function, which can be predefined [12,36], or learned by using the firing pattern matrix as input to any add-on machine learning classifier [31], such as a conventional neural network.

5 Experiments

5.1 Dataset

All experiments are performed on the MNIST dataset, which consists of 70,000 samples of hand written 28 × 28 pixel images divided into 60,000 samples for training and 10,000 samples for testing [20]. The raw images are first flattened (turned into column vectors) and scaled to the range from 0 to 63.75, and are used as input to the sensory layer to determine the firing rates of the Poisson units.

5.2 Experimental Settings

To analyze the performance of the sample-based initialization, three different experiments are performed. First, we compare the training convergence and testing accu-
racy of random initialization with our initialization method. Second, we evaluate our method’s robustness using samples from only one class (from 10 total) as the initial weights. Third, we compare the prediction results of the CSNN with a fully supervised traditional neural network, using the same topology and number of neurons.

Two CSNNs with 400 spiking neurons are used: the state of the art CSNN [6], and another one simplified by us. The state of the art CSNN uses 784 sensory layer Poisson units, 400 Leaky Integrate and Fire neurons with conductance-based stimulation input to the spiking neuron layer, trace-based STDP, indirect inhibition, weight normalization, and resting period of 150 ms between each sample presentation. The simplified CSNN uses the same spiking neuron model, learning rule and weight normalization but differs in the use of direct inhibition, with no resting period, and a different value of the membrane constant time ($3 \cdot 10^6$ ms instead of $1 \cdot 10^7$ ms). Importantly, the simplified CSNN trains in half the time than the state of the art CSNN.

All simulations were carried out using the Python’s Brian Simulator package on an Intel Core i9-9900K with 64GB RAM computer (the code is publicly available on GitHub).1

5.3 Evaluation Metrics

The training convergence and testing accuracy are used to evaluate all experiments. The training convergence is based on the number of samples needed to reach a stable state, which is defined as the number of samples needed to reach 80% accuracy. The training accuracy is calculated after every 1,000 sample presentations in a two step process. First, the neuron labels are assigned based on the maximum firing rate of the previous 1,000 samples. Second, the assigned labels are used to predict the classes for the next 1,000 samples using maximum voting.

The testing accuracy for all 10,000 testing samples is calculated using three different methods: the maximum- and confidence-based voting, and using an add-on two layer neural network classifier. The latter uses 200 neurons with Relu activation in its first layer, 10 neurons with soft max activation in the output layer, dropout of 0.2 between the layers, and cross entropy loss function. All results are reported as average of 10 runs.

6 Results and Discussion

6.1 Convergence Time

The accuracies for 60K training samples using random initialization and the sample-based initialization are shown in Fig. 2. Figure 2a shows the accuracy on the first 20K sample presentations, and Fig. 2b shows the result on the next 40K samples. Five lines are plotted: one for the current state of the art CSNN with random initialization (Base case) [6], one for the simplified by us CSNN with random initialization (Random), and three for sample-based initialization with different degrees of image blurring. The plot starts after 1K iterations since we estimate the training accuracy using a 1K window.

1 https://github.com/PaoloGCD/fastCSNN.
The convergence time for our initialization method is faster than for random initialization (both base case and random). Specifically, using sample-based initialization with blurring of 3 achieves 80% accuracy using less than 3K samples. Bigger blurring factors reduce the convergence time (blurring of 9 and 15), but are still faster than the base case and the random initialization that need around 12.5K samples each to reach 80% accuracy. Blurring of 9 reaches 80% accuracy after around 5K samples and blurring of 15 after 8K samples.

Table 1 shows results using maximum and confidence voting, and using an add-on neural network classifier for classification prediction of the test set (trained on 60K samples). We see that sample-based initialization with blurring of 9 achieves the best accuracy in all three methods. Namely, it achieves 90.87%, 91.27% and 92.54% accuracies, which are higher than for the base case (88.89%, 90.37% and 91.73%), and higher than for random initialization (90.74%, 91.17% and 92.43%).

Table 1. Testing accuracy using different decision methods.

|               | Max voting  | Confidence voting | Neural network |
|---------------|-------------|-------------------|----------------|
| Base case     | 88.89 ± 0.44 | 90.37 ± 0.31      | 91.73 ± 0.16   |
| Random        | 90.67 ± 0.19 | 91.14 ± 0.12      | 92.43 ± 0.06   |
| Blur 3        | 90.53 ± 0.21 | 91.08 ± 0.16      | 92.37 ± 0.12   |
| Blur 9        | **90.87 ± 0.10** | **91.27 ± 0.11** | **92.54 ± 0.11** |
| Blur 15       | 90.80 ± 0.17 | 91.18 ± 0.12      | 92.54 ± 0.12   |

Table 2 shows accuracy results on the testing set after training with 5K, 10K, 20K, 40K and 60K sample presentations, using maximum voting.

Before convergence (5K and 10K) sample-based initialization produces better results than random initialization. While at convergence (20K, 40K, and 60K) the results are about the same. The results with blurring of 9 are consistently the best in all cases.
6.2 Sample-Based Initialization Robustness

When training, often not all classes are seen in the first $M$ samples, which are used to set the sample-based initial weights. Thus, we initialize the connection weights using samples of just one class (out of 10). Although, all classes were tested, we discuss here results only for training with classes 1, 5, and 7. Figure 3 shows training accuracies using initialization with these classes. The base and random cases are shown for reference using results from Fig. 2.

![Figure 3](image)

**Fig. 3.** Training accuracy vs. number of samples, using samples from only one class for initialization

We see that the convergence times for all sample-based initialization cases are still faster than for random initializations even when only one class is used to initialize the connection values. All these cases reach 80% accuracy after 4.5K sample presentations, while random initialization reaches 80% accuracy after 12K samples.

Table 3 shows testing accuracy results for maximum and confidence voting and for the add-on neural network classifier.

Overall, sample-based initialization of class 5 achieved the best result for all three methods (91.06%, 91.41% and 92.66%), while class 1 initialization was the worst (89.85%, 90.52% and 91.86%), but is still higher than the base case. The variance in all cases is less than 0.5% which indicates consistency across all cases.
6.3 CSNN and Fully Supervised Neural Network Comparison

We compared the CSNN’s performance with a fully supervised classical neural network. Table 4 shows testing accuracy for two best CSNNs, namely, sample-based initialization using blurring of 5 (fastest convergence) and blurring of 9 (best accuracy). The used NN is a 3 layer feed-forward neural network with 400, 200, and 10 neurons.

|                | 1 epoch | 3 epochs | 5 epochs | 10 epochs |
|----------------|---------|----------|----------|-----------|
| CSNN-blurr5-NN | 92.26   | 92.52    | 92.57    | 92.41     |
| CSNN-blurr9-NN | 92.55   | 92.89    | 92.97    | 92.85     |
| Fully supervised NN | 91.81   | **94.73** | **95.49** | **96.24** |

Importantly, we observe that both CSNNs achieve better accuracy after just 1 epoch of training, which can be advantageous in many real-world applications. The testing accuracy for the CSNN improves slightly after 3 and 5 epochs but starts decaying at 10 epochs.

7 Conclusions

In this paper we introduced a new initialization method that uses the training samples as initial values for the as connection weights, between the Poisson units and the spiking neurons in Competitive Spiking Neural Networks. This method reduces the amount of training samples needed to achieve convergence and increases accuracy. Specifically, it significantly reduced the convergence time to around 3K samples as compared with random initialization that needed around 12.5K samples on the MNIST dataset. It also achieved a slight increase of accuracy using maximum voting, confidence voting, as well as using an add-on neural network classifier. We also showed that the convergence time and accuracy gains are about the same regardless of the class distribution in the samples used to initialize the connection weights. Importantly, we compared the CSNN with a fully supervised feed forward neural network and have shown that it performed better for small number of sample presentations, which is a strongly desired characteristic for real-world applications.
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