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Abstract—We propose an expectation-maximization-like (EM-like) method to train Boltzmann machine with unconstrained connectivity. It adopts Monte Carlo approximation in the E-step, and replaces the intractable likelihood objective with efficiently computed objectives or directly approximates the gradient of likelihood objective in the M-step. The EM-like method is a modification of alternating minimization. We prove that EM-like method will be the exactly same with contrastive divergence in restricted Boltzmann machine if the M-step of this method adopts special approximation. We also propose a new measure to assess the performance of Boltzmann machine as generative models of data, and its computational complexity is $O(Rmn)$. Finally, we demonstrate the performance of EM-like method using numerical experiments.

I. INTRODUCTION

Ackley et al. [1] invented Boltzmann machine which could be regarded as stochastic version of Hopfield network and Boltzmann machine is universal approximators of discrete distributions. So far, Boltzmann machine with unconstrained connectivity still can’t be applied to any practical problem in machine learning or inference [2]. Although the original algorithm [3] training Boltzmann machine had a very simple form, the computational complexity is about $O(2^n)$. Different kinds of approximation methods have therefore been developed, including pseudo-likelihood estimation [4], [5], contrastive divergence [6], mean field theory [7], [8] and alternating minimization [9].

Yasuda and Tanaka [8] investigated approximate learning algorithm in Boltzmann machine using linear response estimate, the Bethe approximation and loopy belief propagation. In their paper, they noted that all of these algorithms would give poor results in Boltzmann machine with many loops.

When learning Boltzmann machine without hidden units, Hyvärinen [5] proved that pseudo-likelihood estimation provided a statistically consistent estimator. In pseudo-likelihood estimation, there isn’t derivative of the log partition function which is a main barrier when one adopts maximum likelihood estimate to train Boltzmann machine.

Alternating minimization [9] is a popular approach to solve several optimization problems, such as channel capacity, rate-distortion functions and maximum likelihood estimate. Amari et al. [10] studied the information geometry of Boltzmann machine. Based on the geometry of the neural manifold, they proposed a learning method which adopted alternating minimization and they proved its convergence. Based on alternating minimization, Byrne [11] presented another learning procedure for Boltzmann machine with unconstrained connectivity from different perspectives. The prerequisite of these two exact learning methods is that data distribution must be given directly, which is hard to achieve in practice.

Only restricted Boltzmann machine which is a two-layer machine without intralayer connections and Boltzmann machine without hidden units can be trained by contrastive divergence effectively. Empirically the contrastive divergence method can give a good solution, and some theoretical results about contrastive divergence have been reported [12], [13]. It’s modification, persistent contrastive divergence, was proposed by Tieleman [14]. The major difference with standard contrastive divergence is that persistent “fantasy particles” are not reinitialized to data points after each weight update [15].

The expectation maximization (EM) algorithm is iterative procedure for obtaining maximum likelihood functions under models with hidden variables. When E-step is intractable, a modification of the EM algorithm where the expectation is computed numerically through Monte Carlo simulations can be used. This method was called Monte Carlo EM (MCEM) algorithm [16], [17], [18]. The contribution in this paper includes:

1) An EM-like method proposed by us can train Boltzmann machine with any pattern of structure. It adopts Monte Calo approximation in the E-step and replaces the intractable likelihood objective with other objective or directly approximates the gradient of likelihood objective in the M-step.

2) We investigate the relationship of EM-like method with alternating minimization and contrastive divergence. Prove that the EM-like method is a modification of alternating minimization and contrastive divergence is only special case of EM-like method in restricted Boltzmann machine.

3) We propose a new measure to evaluate how the quality of Boltzmann machine meets the given data set, whose computational time is $O(Rmn)$.

The content of this paper is organized as follows. Firstly, we describe the model of Boltzmann machine used in this paper. Secondly, we review how to adopt alternating minimization and MCEM to train Boltzmann machine. Then, EM-like method used in Boltzmann machine is described. After
that, the detail of EM-like method and the relationship with other methods is studied. Thirdly, a new evaluating method is presented. Finally, the validity of EM-like method is verified using numerical experiments, and some concluding remarks are given in the end of this paper.

II. BOLTZMANN MACHINE LEARNING PROBLEM

Boltzmann machine discussed here is a network with stochastic binary units. Each state of Boltzmann machine is specified as \( x \in \{0,1\}^n \). Boltzmann machine with \( n \) units usually is divided into a set of visible units \( v \in \{0,1\}^m \) and a set of hidden units \( h \in \{0,1\}^{n-m} \). It is customary that the first \( m \) units are visible and we assume this henceforth. The entire state of Boltzmann machine \( x \) equals \( \{v, h\} \).

The probability distribution of each state is defined as
\[
p(v, h; \theta) = \frac{\exp\{-E(v, h; \theta)\}}{Z(\theta)}
\]
where \( \theta = \{W, b\} \) is the parameter of Boltzmann machine, which contains a matrix \( W \in R^{n \times n} \) and a vector \( b \in R^n \); \( Z(\theta) \) is partition function, and its computational time is about \( O(2^n) \). Thus, for any larger dimension \( n \), direct numerical computation of \( Z(\theta) \) is computationally intensive.

Vector \( b \) is called bias term. Matrix \( W \) is pairwise interaction terms, which satisfies \( w_{ii} = 0 \) and \( w_{ij} = w_{ji} \). For simplicity, we may use \( p(x; \theta) \) and \( E(x; \theta) \) to replace \( p(v, h; \theta) \) and \( E(v, h; \theta) \) respectively. Marginal distribution of \( m \) visible units is determined from Boltzmann machine
\[
p(v; \theta) = \sum_h p(v, h; \theta)
\]

The learning problem in Boltzmann machine addressed here is to construct \( n \)-unit machine whose marginal distribution defined on visible units is closest to the given distribution \( Q(V) \) defined on the set of states \( \{0,1\}^m \). Usually, the similarity between two distributions can be measured by Kullback-Leibler divergence
\[
D(P(Z)||Q(Z)) = \sum_{z \in Z} p(z) \log \frac{p(z)}{q(z)}
\]
where \( P \) and \( Q \) are arbitrary distribution which are defined on the same set of events \( Z \). Using Kullback-Leibler divergence, learning problem can be restated as finding the optimal \( n \)-unit Boltzmann machine whose marginal distribution \( P^*(V) \) is subject to
\[
P^*(V) = \arg \min D(Q(V)||P(V))
\]
where \( P(V) \) is marginal distribution of a \( n \)-unit Boltzmann machine.

A. Alternating Minimization in Boltzmann Machine

We define the family of Boltzmann machine with \( n \) units as
\[
\mathcal{B} = \left\{ P(X) \in \mathcal{P}^n \left| p(x; \theta) = \frac{\exp\{-E(x; \theta)\}}{Z(\theta)} \right. \right\}
\]
And we define the distribution family \( \mathcal{E}_{Q(V)} \) where the marginal distribution of each element agrees with \( Q(V) \). That is:
\[
\mathcal{E}_{Q(V)} = \left\{ Q(V, H) \in \mathcal{P}^n \left| \sum_h q(v, h) = q(v) \right. \right\}
\]
where \( \mathcal{P}^n \) is all probability distribution defined on the set of states \( \{0,1\}^n \).

The optimal machine can’t be obtained by solving Eq. (4) directly. However, the suboptimal solution to the training problem can be found using the method of alternating minimization\([6, 10, 11]\), which is a powerful method to minimize known loss function between two sets. The loss function is Kullback-Leibler divergence, and two sets are \( B \) and \( \mathcal{E}_{Q(V)} \) in Boltzmann machine learning problem. A sequence of distributions \( \{P_1, Q_1, P_2, Q_2, \ldots\} \) will be yielded when training Boltzmann machine through alternating minimization and these distributions satisfy
\[
Q_t(V, H) = \min_{q \in \mathcal{E}_{Q(V)}} D(q||P(V, H; \theta_t))
\]
\[
P(V, H; \theta_{t+1}) = \min_{p \in B} D(Q_t(V, H)||p)
\]

The key point of alternating minimization in Boltzmann machine is how to solve Eq. (7) and Eq. (8). Each iteration of alternating minimization is divided into two stages. At time \( t \), the parameters of Boltzmann machine are fixed, and the best \( Q_t(V, H) \) in \( \mathcal{E}_{Q(V)} \) can be obtained through solving Eq. (7) in the first stage. In this stage, both Byrne and Amari et al. stated that solution of Eq. (7) had the following form:
\[
q_t(v, h) = q(v)p(h|v; \theta_t)
\]
Then new machine that is closest to \( Q_t(V, H) \) can be obtained through solving Eq. (8) in the second stage. The learning problem there is to construct \( n \)-unit Boltzmann machine to approximate \( Q_t(V, H) \). Byrne solved this problem through Iterative Proportional Fitting, and Amari et al. through geodesic projection.

B. Monte Carlo EM in Boltzmann Machine

The Boltzmann machine can be trained through MCEM in theory. Firstly, based on the known visible states, we can draw hidden states from \( p(h|v) \) in the E-step. Secondly, new parameters can be given in the M-step through maximizing
\[
\frac{1}{K} \sum_{k=1}^{K} \log p(v^{(k)}, h^{(k)}; \theta)
\]
A general approach to maximize this function is gradient descent, and update rules are
\[
\Delta w_{ij} = (x_i x_j)_{q_t} - (x_i x_j)_{p(x; \theta)}
\]
where \( \{x^{(k)}\} = \{v^{(k)}, h^{(k)}\} \). Direct computation of average with respect to \( p(x; \theta) \) is difficult. This is major bottleneck in training Boltzmann machine.
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We have noted that \( \langle x_i x_j \rangle_{p(x; \theta)} \) can't be calculated directly. In fact, the maximization in the M-step of MCEM is finding a generative distribution behind complete-data set \( \{ x^{(k)} \} = \{ v^{(k)}, h^{(k)} \} \) with fully visible Boltzmann machine. Based on this idea, we propose EM-like method. In the E-step, we use a Monte Carlo approximation for the intractable expectation. In the M-step, we replace the intractable likelihood objective with other objective.

Based on this idea, the intractable likelihood objective can be replaced by pseudo-likelihood, and this method is called pseudo-EM\([19], [20]\). Of course, this objective can be also replaced by composite likelihood\([21], [22]\).

The common method to maximize above objective function is gradient descent. Actually, we can only approximate \( \Delta w_{ij} \) in the M-step of EM-like method. The detail is exhibited in Alg.\[1\]

To resolve this approximation, we can adopt a distribution \( r(x; \theta) \) approximating \( p(x; \theta) \) in Eq.\(11\). Update rules here are

\[
\Delta w_{ij} = \langle x_i x_j \rangle_{q_i} - \langle x_i x_j \rangle_{r(x; \theta)} \tag{12}
\]

Contrastive divergence\([6], [12]\) and its modification, persistent contrastive divergence\([14]\), are based on such an idea.

**Algorithm 1** Learning Boltzmann machine with EM-like method

1: Given: a training set of \( K \) vectors \( \{v^{(1)}, \cdots, v^{(K)}\} \).
2: Randomly initialize parameters \( \theta_0 \) of Boltzmann machine and let \( t = 0 \).
3: while The termination condition can’t be satisfied do
4:   for \( k = 1 \) to \( K \) do
5:     \( h^{(k)}_i \sim p(h_i | v^{(k)}, \theta_t) \)
6:   end for
7:   We divide complete-data set \( \{v^{(k)}, h^{(k)}_i\} \) into mini-batches and let \( W_{t+1,0} = W_{t,M}, b_{t+1,0} = b_{t,M} \).
8: for \( j = 1 \) to \( M \) do
9:   Based on current mini-batch, \( \Delta W \) and \( \Delta b \) can be computed by contrastive divergence, persistent contrastive divergence, pseudo-likelihood estimation or other methods which can train fully visible Boltzmann machine. After that, update the parameter through:
10:    \[
    W_{t+1,j} = W_{t+1,j-1} + \alpha_t \Delta W \tag{13}
    \]
11:    \[
    b_{t+1,j} = b_{t+1,j-1} + \alpha_t \Delta b \tag{14}
    \]
12: end for
13: Decrease \( \alpha_t \) and let \( \theta_{t+1} = \{W_{t+1,M}, b_{t+1,M}\} \).
14: end while

A. Relationship of EM-like Method with Alternating Minimization

There are three distributions in Eq.\(7\) and Eq.\(8\): data distribution \( Q(V) \), united distribution \( Q_t(V, H) \) and model distribution \( P(V, H; \theta_{t+1}) \). In EM-like method, these three distributions are substituted by data set \( \{v^{(k)}\} \), complete-data set \( \{v^{(k)}, h^{(k)}_i\} \) and parameters \( \theta_{t+1} \) respectively.

\( P(V, H; \theta) \) can be substituted by \( \theta \), because the relationship between model distribution and parameters of Boltzmann machine is bijective\([10]\). \( v^{(k)} \) is drawn from \( q(v) \) and \( h^{(k)}_i \) from \( p(h_i | v^{(k)}; \theta_t) \). This suggests that \( v^{(k)} \) and \( h^{(k)}_i \) are drawn from \( q_t(v, h) \). Based on Glivenko-Cantelli theorem, unknown distribution can be substituted by data set sampling from this distribution. \( Q(V) \) and \( Q_t(V, H) \) can be substituted with data set \( \{v^{(k)}\} \) and complete-data set \( \{v^{(k)}, h^{(k)}_i\} \) respectively. This suggests \( Q_t(V, H) \) is gotten after E-step in EM-like method.

The learning problem addressed in the M-step of EM-like method is to find Boltzmann machine to approximate complete-data set \( \{v^{(k)}, h^{(k)}_i\} \). When the target in the second stage of alternating minimization is to find optimal Boltzmann machine without hidden units to approximate \( Q_t(V, H) \). It’s worthy to note that the approximation in EM-like method may not be optimal.

B. Relationship of EM-like Method with Contrastive Divergence in Restricted Boltzmann Machine

1) Contrastive Divergence in Restricted Boltzmann Machine: Contrastive divergence was firstly proposed by Hinton in 2002. After that, Hinton and Salakhutdinov\[23\] applied it to training restricted Boltzmann machine, where update rules of contrastive divergence were

\[
\Delta w_{ij} = \sum_v q_0(v) \sum_h p(h | v; \theta) v_i h_j - \sum_v q_k(v) \sum_h p(h | v; \theta) v_i h_j \tag{15}
\]

where \( q_k = q_0 T^k \). In Hinton’s sampling scheme, one step of Gibbs sampling was carried out in two half-steps. That is \( T = T_v T_h \), where \( T_{v,i,j} = p(v = i | h = j) \) and \( T_{h,i,j} = p(h = i | v = j) \).

2) EM-like Method in Restricted Boltzmann Machine: We now know the relationship of EM-like method with alternating minimization and the best \( Q_t(V, H) \) will be gotten through Eq.\(9\) after E-step. We define

\[
q_0(v, h) = q_0(v) p(h | v; \theta) \tag{16}
\]

If we adopt distribution \( q_k(v, h) \) to approxiamting \( p(v, h; \theta) \) in Eq.\(11\), the update rules here will be

\[
\Delta w_{ij} = \sum_{v,h} q_k(v, h) v_i h_j - \sum_{v,h} q_k(v, h) v_i h_j \tag{17}
\]

If we get \( q_k(v) \) through Hinton’s sampling scheme and define

\[
q_k(v, h) = q_k(v) p(h | v; \theta) \tag{18}
\]
it’s obvious that Eq.(15) and Eq.(17) are exactly the same thing. That is to say, contrastive divergence in restricted Boltzmann machine is only special case of EM-like method.

IV. EVALUATING BOLTZMANN MACHINE

Evaluating how the quality of Boltzmann machine meets the given data set plays an important role in model selection and model comparison. Although Kullback-Leibler divergence is the best criterion, it is not practical because of the high dimension of \( Q(V) \). In this paper, a new criterion, avg-error, is proposed.

We define \( \bar{q}(x; \theta) = q(v)p(h|x; \theta) \) and

\[
\begin{align*}
q_i &= \sum_x \bar{q}(x; \theta)x_i \\
q_{ij} &= \sum_x \bar{q}(x; \theta)x_ix_j
\end{align*}
\]

Then the quality of Boltzmann machine can be evaluated through

\[
\sum_{i=1}^{m-1} \sum_{j=i+1}^{m} (p_{ij} - q_{ij})^2 + \sum_{i=1}^{m} (p_i - q_i)^2
\]

We name this value after avg-error.

The gradient of the Kullback-Leibler divergence \( D(Q(V)||P(V; \theta)) \) can be given by:

\[
\frac{\partial D(Q(V)||P(V; \theta))}{\partial h_i} = -q_i + p_i
\]

\[
\frac{\partial D(Q(V)||P(V; \theta))}{\partial w_{ij}} = -q_{ij} + p_{ij}
\]

When the avg-error equals to 0, \( p_{ij} \) equals to \( q_{ij} \) for all \( i, j \) and the best parameters which minimize \( D(Q(V)||P(V; \theta)) \) are obtained.

\{ \( p_i, p_{ij} | 1 \leq i \leq n, i < j \) \} can determine the Boltzmann machine with \( n \)-unit. \{ \( q_i, q_{ij} | 1 \leq i \leq m, i < j \) \} can represent distribution \( Q(V) \) to some extent. So, avg-error can assess the similarity of two distributions.

The validity of the avg-error can be demonstrated by the Kullback-Leibler divergence curves and avg-error curves in Fig.4a and Fig.4c. Kullback-Leibler divergence curves and avg-error curves have similar trend in these two figures. Particularly, when Kullback-Leibler divergence is close to an extremum, avg-error is also close to an extremum.

When \( i \leq m \) and \( j \leq m \), \( q_i \) and \( q_{ij} \) can be approximated in data set \( D \) with \( K \) elements as

\[
\begin{align*}
q_i &\approx \frac{1}{K} \sum_{k=1}^{K} I_{v_i^{(k)} = 1} \\
q_{ij} &\approx \frac{1}{K} \sum_{k=1}^{K} I_{v_i^{(k)} = 1, v_j^{(k)} = 1}
\end{align*}
\]

where \( u^{(k)} \in D \). \( I_{v_i^{(k)} = 1} \) if \( v_i^{(k)} = 1 \) and \( v_j^{(k)} = 1 \), then \( I_{v_i^{(k)} = 1, v_j^{(k)} = 1} = 0 \) otherwise.

Geman and Geman [24] proved that expectation of function \( f(x) \) in Boltzmann machine could be approximated by the usual ergodic average. That is to say, if \( x_1, x_2, ..., x_R \) is drawn from Boltzmann machine with parameter \( \theta \) by Gibbs sampling, expectation of \( f(x) \) can be approximated by:

\[
\sum_x p(x; \theta)f(x) \approx \frac{1}{R} \sum_{i=1}^{R} f(x_i)
\]

Only if \( i \neq j \), Boltzmann machine has the following property:

\[
\begin{align*}
\sum_x p(x; \theta)x_i &= \sum_x p(x; \theta)p(x_i = 1|x_{-i}; \theta) \\
\sum_x p(x; \theta)x_ix_j &= \sum_x p(x; \theta)p(x_i = 1|x_{-i}; \theta)x_j
\end{align*}
\]

Then, \( p_i \) and \( p_{ij} \) can be approximated by

\[
\begin{align*}
p_i &\approx \frac{1}{R} \sum_{k=1}^{R} p(x_i = 1|x_{-i}^{(k)}; \theta) \\
p_{ij} &\approx \frac{1}{R} \sum_{k=1}^{R} p(x_i = 1|x_{-i}^{(k)}; \theta)x_j^{(k)}
\end{align*}
\]

where \( x \) is drawn from Boltzmann machine with parameter \( \theta \) by Gibbs sampling; \( R \) is number of samples.

The sampling time complexity is \( O(Rn) \) in this evaluating method. Computational complexity of all \( p(x_i|x_{-i}^{(k)}; \theta) \) is \( O(Rmn) \) rather than \( O(Rn^2) \), because \( i \leq m \). There are total \( \frac{m(m+1)}{2} \) terms in Eq. 20, and computational time of approximating each term is about \( O(R) \). Therefore, the total computational complexity of evaluating method is \( O(Rmn) \).

V. EXPERIMENTAL RESULTS

An artificial data set and MNIST [25] are used in the experiments. To speed up learning, data set is subdivided into mini-batches, and the parameters are updated after each mini-batch. The learning rate is fixed at 0.007. To evaluate learning parameters, Kullback-Leibler divergence of data distribution with model distribution or avg-error of data set with Boltzmann machine is computed after each epoch.

If the units of Boltzmann machine are less than 30, both Kullback-Leibler divergence and avg-error will be computed, then only avg-error be computed, otherwise. To approximate \( p_{ij} \) more accurately, \( R \) equals 1000n in the experiments.

A. Data Sets

Each element in artificial data set is drawn independently from a given distribution with \( 2^{13} \)-dimension. We learn Boltzmann machine to approximate this set, which has 13 visible units and 7 hidden units.

The MNIST digit data set contains 60000 training and 10000 testing images, and each image is \( 28 \times 28 \) pixels. We all know that each pixel in MNIST ranges from 0 to 255. To adapt to our model, we firstly convert each image to binary by the threshold of 128. This set is approximated by 1000-unit Boltzmann machine.
B. Experiments in Restricted Boltzmann Machine

Sampling is relatively simple in restricted Boltzmann machine, because there are no intralayer connections. Particularly, when the visible states are known, the hidden states can be directly drawn, and vice versa. We show the performance of contrastive divergence, persistent contrastive divergence and EM-like method. Contrastive divergence, persistent contrastive divergence and pseudo-likelihood estimation are used in the M-step of EM-like method.

The result of training Boltzmann machine can refer to Fig.1 and Tab.I. When hidden states of entire data set are drawn at the start of outer iteration in EM-like method, hidden states of only mini-batch are drawn immediately after parameter updating in Hinton’s method. That’s why there is a gap between CD curves and EM-CD curves in Fig.1a and Fig.1c. From Fig.1, when steps of Gibbs sampling($k$) is larger, this gap disappears. At the same time, curves generated by persistent contrastive divergence and EM-PCD overlap. These all can prove the discussion in Sec.III-B that contrastive divergence used in restricted Boltzmann machine by Hinton is the special case of EM-like method.

We can obtain a estimate of $Z$ in RBM through AIS[26]. The estimate of $Z$ and the log probability of test data can refer to Tab.I. These results are computed after training. Broadly speaking, the lower avg-error, the lower likelihood. This proves again that our avg-error is practicable.

C. Experiments in Boltzmann Machine

Compared with restricted Boltzmann machine, the hidden states in Boltzmann machine with any pattern of connectivity are more difficult to draw. Gibbs sampling is adopted in our experiment. Firstly, a unit $r$ is chosen randomly in all hidden units. Secondly, new state of this unit is drawn from

$$p(h_r|v, h_{-r}; \theta)$$

(30)

In order to reach the stationary distribution, the two-step procedure needs to run many times and that can be very expensive. We show the influence of different steps of Gibbs sampling in Fig.2. Although two curves of each figure in Fig.2 don’t overlap, the gap is small. Especially, the gap disappears in Fig.2b. This suggests that we can only run $n-m$ (the number of hidden units) Gibbs sampling in the E-step of EM-like method.

We show the performance of EM-like method in Boltzmann machine. As discussed above, $n-m$ Gibbs sampling is run in the E-step, and contrastive divergence, persistent contrastive divergence and pseudo-likelihood estimation are used in the M-step. We include variational approximation[27] in the comparison.

Firstly, we learn a little network to approximate artificial data set. Kullback-Leibler divergence can be computed directly in this little network. Variational approximation and EM-like method show similar performance from Fig.3.

The percentage in Tab.II is computed by

$$\frac{\sum_{1 \leq i,j \leq m, i\neq j} I_{\{|p_{ij}−q_{ij}|\leq a\}}}{m^2}$$

(31)

where $I_{\{|p_{ij}−q_{ij}|\leq a\}}$ is 1 if $|p_{ij}−q_{ij}|$ is less or greater than const $a$, then this value is 0 otherwise. And ‘avg’ is computed.
TABLE I
RESULTS OF ESTIMATING PARTITION FUNCTIONS OF RESTRICTED BOLTZMANN MACHINE, THE ESTIMATES OF THE AVERAGE TRAINING AND TEST LOG PROBABILITIES, THE ESTIMATES OF THE TRAINING AND TEST \( \text{avg-error} \).

|          | \( \log \hat{Z} \) | Average Log Probability | \( \text{avg-error} \) |
|----------|---------------------|-------------------------|------------------------|
|          | Train               | Test                    | Train                  | Test                   |
| EM-PE    | 481.60              | -320.54                 | -319.17                | 21254.72               | 21010.64               |
| CD       | 777.37              | -503.61                 | -502.20                | 51788.62               | 51043.02               |
| EM-CD    | 784.57              | -503.44                 | -502.05                | 52962.77               | 52236.90               |
| PCD      | 652.35              | -139.78                 | -138.26                | 1655.68                | 2237.39                |
| EM-PCD   | 658.21              | -139.89                 | -138.55                | 765.11                 | 1313.37                |

As Fig. 2 and Tab. II have shown, EM-like method could train Boltzmann machine. Firstly, the curves generated by variational approximation [27] and EM-like method associated with persistent contrastive divergence overlap. Secondly, the \( \text{avg} \) can reach to 0.02, and the \( \text{avg-error} \) to 1245.85. The ratio of the points, where \(|p_{ij} - q_{ij}| < 0.01\), is close to 80%. Compared with restricted Boltzmann machine which is trained by contrastive divergence (Hinton’s method), these three values are 0.21, 53682.54 and 2% respectively. These all suggest the model trained by EM-like method can approximate data distribution very well.

As discussed in [14], it is clear that persistent contrastive divergence outperforms the other algorithms. This result is proven again in the Tab. II, Fig. 1 and Fig. 4.

Through

\[
\left( \sum_{1 \leq i,j \leq m} |p_{ij} - q_{ij}| + \sum_{1 \leq i \leq m} |p_{i} - q_{i}| \right) / m^2
\]  

(32)

As Fig. 3 and Tab. II have shown, EM-like method could train Boltzmann machine. Firstly, the curves generated by variational approximation [27] and EM-like method associated with persistent contrastive divergence overlap. Secondly, the
VI. Conclusions and Future Works

We can find out that:

1) The EM-like method proposed by us can train Boltzmann machine with any pattern of structure. Based on this method, contrastive divergence, persistent contrastive divergence and other methods can be applied to more complex model with latent variables.

2) Contrastive divergence is only special case of EM-like method in restricted Boltzmann machine.

3) $n - m$ Gibbs sampling is enough in the E-step of EM-like method. When training time is short, bigger step of Gibbs sampling used in contrastive divergence and bigger batchsize are better. When training time increases, this advantage will vanish.

4) We propose a new criterion, avg-error, which can evaluate how the quality of Boltzmann machine meets the given data set. Its computational time is $O(R_{mn})$, and it can be applied to practical applications.

Only three methods, contrastive divergence, persistent contrastive divergence and pseudo-likelihood estimation are adopted in the M-step of EM-like method in our experiments. Other methods which can train fully visible Boltzmann machine will be our first work in the future.

The relationship of EM-like method with alternating minimization is discussed in Sec III-A. When we train Boltzmann machine through alternating minimization, the goal in the second stage is finding best machine to approximate $Q_t(V, H)$, that is

$$\theta^*_t + 1 = \arg\min_{\theta} D(Q_t(V, H) \| P(V, H; \theta))$$

(33)

Actually, this condition can be relaxed, that is, we can find $\theta^*_t + 1$ which satisfies

$$D(Q_t(X) \| P(X; \theta_{t+1})) \leq D(Q_t(X) \| P(X; \theta_t))$$

(34)

where $X = \{V, H\}$.

The curves of $D(Q_t(V, H) \| P(V, H; \theta_{t+1}))$ are shown in Fig. 3. Although the fixed learnrate is used in this experiment, we can’t observe that this value goes up evenly after 1000 epochs. Maybe this is the main reason why contrastive divergence converges. Convergence about contrastive divergence from this view will be our second work in the future.
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