LONG-TIME BEHAVIOR OF MICROPOLAR FLUID EQUATIONS IN CYLINDRICAL DOMAINS

BERNARD NOWAKOWSKI

Abstract. In this paper we investigate the existence of $H^1$-uniform attractor and long-time behavior of solutions to non-autonomous micropolar fluid equations in three dimensional cylindrical domains. In our considerations we take into account that existence of global and strong solutions is proved under the assumption on smallness of change of the initial and the external data along the axis of the cylinder. Therefore, we refine the concept of uniform attractor by adopting the idea which was proposed by J.W. Cholewa and T. Dłotko in [CD98].

1. Introduction

The study of attractors is an important part of examining dynamical systems. It was thoroughly investigated in many works (see e.g. [Hal88], [Lad91], [Tem97], [CD00], [CV02], [SY02]). These classical results cover many both autonomous and non-autonomous equations of mathematical physics. Roughly speaking, the general abstract theory justifying attractors’ existence may be applied when the equations describing autonomous systems posses unique, strong and global solutions. For non-autonomous systems some additional uniformity for external data is required. Further obstacles arise when unbounded domains are examined (see e.g. [LS04a] and [ZZL08] and references therein).

In three dimensions the situation for nonlinear evolution problems is even more complex. In case of micropolar equations we lack information about the regularity of weak solutions at large. Thus, results concerning the existence of uniform attractors are merely conditional (see e.g. [CV02]). In this article we present some remedy which is based on [CD98]. It takes into account that global and strong solutions exist if some smallness of $L^2$-norms on the rate of change of the external and the initial data is assumed (see [Now12a]). This leads to a restriction of the uniform attractor to a proper phase space.

Introduced by A. Eringen in [Eri66], the micropolar fluid equations form a useful generalization of the classical Navier-Stokes model in the sense that they take into account the structure of the media they describe. With many potential applications (see e.g. [Pop69], [PRU74], [ATS73], [Łuk99]) they became an interesting and demanding area of interest for mathematicians and engineers (see e.g. [Eri66], [PR76], [GR77], [OTRM97], [Łuk99], [Łuk01] et al.)

In this article we study the following initial-boundary value problem

\[
\begin{align*}
v_{t} + v \cdot \nabla v - (\nu + \nu_r) \Delta v + \nabla p &= 2\nu_r \rot \omega + f \quad \text{in } \Omega^\infty := \Omega \times (0, \infty), \\
\div v &= 0 \quad \text{in } \Omega^\infty, \\
\omega_{t} + v \cdot \nabla \omega - \alpha \Delta \omega - \beta \div \omega + 4\nu_r \omega &= 2\nu_r \rot \omega + g \\&= 2\nu_r \rot v + g \quad \text{in } \Omega^\infty, \\
v \cdot n &= 0 \quad \text{on } S^\infty := S \times (0, \infty), \\
\rot v \times n &= 0 \quad \text{on } S^\infty, \\
\omega &= 0 \quad \text{on } S^\infty_1, \\
\omega' = 0, \quad \omega_{3,3} = 0 \quad \text{on } S^\infty_2, \\
v|_{t=0} = v(0), \quad \omega|_{t=0} = \omega(0) \quad \text{on } \Omega.
\end{align*}
\]
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By $\Omega \subset \mathbb{R}^3$ we mean a cylindrical type domain, i.e. 
\[ \Omega = \{(x_1, x_2) \in \mathbb{R}^2 : \varphi(x_1, x_2) \leq c_0\} \times \{x_3 : -a \leq x_3 \leq a\}, \]
where $a > 0$ and $c_0$ are real constants, $\varphi$ is a closed curve of class $\mathcal{C}^2$. The functions $\nu : \mathbb{R}^3 \to \mathbb{R}$, $\omega : \mathbb{R}^3 \to \mathbb{R}$ and $p : \mathbb{R}^3 \to \mathbb{R}$ denote the velocity field, the micropolar field and the pressure. The external data (forces and momenta) are represented by $f$ and $g$ respectively. The viscosity coefficients $\nu$ and $v_r$ are real and positive.

The choice of the boundary conditions for $\nu$ and $\omega$ was thoroughly described in [Now12b]. Note that usually the zero Dirichlet condition is assumed for both the velocity and micropolar field. From physical point of view this is not suitable for some classes of fluids (see e.g. [CD64], [AK68], [Mig84] and [Eri01]).

The article is organized as follows: in the next Section we present an overview of the current state of the art. Subsequently we introduce notation and give some preliminary results. In Section 4 the main results are formulated. Section 5 is entirely devoted to the basics of semi-processes. In Sections 6, 7 and 8 we prove the existence of the restricted uniform attractor and analyze the behavior of the micropolar fluid flow for the large viscosity $\nu$. We demonstrate that for time independent data the global and unique solution $(\nu(t), \omega(t))$ converges to the solutions of the stationary problem and if $\nu_r \approx 0$ then the trajectories $(\nu(t), \omega(t))$ of micropolar fluid and $u(t)$ of the Navier-Stokes flow differ indistinctly.

2. State-of-the-art

The study of the uniform attractors has mainly been focused on the the case of unbounded domains (see [LS04b] and [DC06] and the references therein) which is barely covered by general abstract theory introduced in [CV02]. Note that both these studies cover only two dimensional case. In three dimensions no results have been obtained so far due to lack of regularity of weak solutions. Another obstacle arises from relaxing the assumption of certain uniformity of the external data. To avoid these difficulties, the concepts of trajectory and pull-back attractors have been suggested and applied (see [CDC07], [Che09], [LT09], [KV10] and [Tar10]).

3. Notation and preliminary results

In this paper we use the following function spaces:
- $W^m_p(\Omega)$, where $m \in \mathbb{N}$, $p \geq 1$, is the closure of $C^\infty(\Omega)$ in the norm 
  \[ \|u\|_{W^m_p(\Omega)} = \left( \sum_{|\alpha| \leq m} \|D^\alpha u\|_{L^p(\Omega)}^p \right)^{1/p}, \]
- $H^k(\Omega)$, where $k \in \mathbb{N}$, is simply $W^k_2(\Omega)$,
- $W^{2,1}_p(\Omega)$, where $p \geq 1$, is the closure of $C^\infty(\Omega \times (t_0, t_1))$ in the norm 
  \[ \|u\|_{W^{2,1}_p(\Omega)} = \left( \int_{t_0}^{t_1} \int_{\Omega} \left( |u_{xx}(x, s)|^p + |u_{x}(x, s)|^p + |u(x, s)|^p + |u_t(x, s)|^p \, dx \, ds \right)^{1/p} \right)^{1/p}, \]
- $V$ is the set of all smooth solenoidal functions whose normal component vanishes on the boundary 
  \[ V = \{u \in C^\infty(\Omega) : \text{div} \, u = 0 \text{ in } \Omega, \, u \cdot n|_S = 0\}, \]
- $H$ is the closure of $V$ in $L_2(\Omega)$,
- $\tilde{H} = H \times L_2(\Omega)$,
- $V$ is the closure of $V$ in $H^1(\Omega)$,
- $\hat{V} = V \times H^1(\Omega)$,
- $V^{\frac{k}{2}}(\Omega)$, where $k \in \mathbb{N}$, is the closure of $C^\infty(\Omega \times (t_0, t_1))$ in the norm 
  \[ \|u\|_{V^{\frac{k}{2}}(\Omega)} = \text{ess sup}_{t \in (t_0, t_1)} \|u\|_{H^k(\Omega)} + \left( \int_{t_0}^{t_1} \|\nabla u\|_{H^k(\Omega)}^2 \, dt \right)^{1/2}. \]
To shorten the energy estimates we use:

\[ E_{v, \omega}(t) := \| f \|_{L_2(t_0, t; L_6^2(\Omega))} + \| g \|_{L_2(t_0, t; L_6^2(\Omega))} + \| v(t_0) \|_{L_2(\Omega)} + \| \omega(t_0) \|_{L_2(\Omega)}, \]

\[ E_{h, \theta}(t) := \| f, x_3 \|_{L_2(t_0, t; L_6^2(\Omega))} + \| g, x_3 \|_{L_2(t_0, t; L_6^2(\Omega))} + \| h(t_0) \|_{L_2(\Omega)} + \| \theta(t_0) \|_{L_2(\Omega)}. \]

(3.1)

The following function is of particular interest

\[ \delta(t) := \| f, x_3 \|_{L_2(\Omega, t)}^2 + \| g, x_3 \|_{L_2(\Omega, t)}^2 + \| \text{rot } h(t) \|_{L_2(\Omega)}^2 + \| h(t) \|_{L_2(\Omega)}^2 + \| \theta(t) \|_{L_2(\Omega)}^2. \]

(3.2)

It expresses the smallness assumption which has to be made in order to prove the existence of regular solutions (see [Now12b]. It contains no \( L_2 \)-norms of the initial or the external data but only \( L_2 \)-norms of their derivatives alongside the axis of the cylinder. In other words the data need not to be small but small must be their rate of change.

With the above notation the following Theorem was proved in [Now12a]. It is fundamental for further considerations.

**Theorem 1.** Let \( 0 < T < \infty \) be sufficiently large and fixed. Suppose that \( v(0), \omega(0) \in H^1(\Omega) \) and \( \text{rot } h(0) \in L_2(\Omega) \). In addition, let the external data satisfy \( f_3|_{S_2} = 0, g'|_{S_2} = 0, \)

\[
\| f(t) \|_{L_2(\Omega)} \leq \| f(kT)|_{L_2(\Omega)} e^{-(t-kT)}, \quad \| f, x_3 (t) \|_{L_2(\Omega)} \leq \| f, x_3 (kT)|_{L_2(\Omega)} e^{-(t-kT)}, \\
\| g(t) \|_{L_2(\Omega)} \leq \| g(kT)|_{L_2(\Omega)} e^{-(t-kT)}, \quad \| g, x_3 (t) \|_{L_2(\Omega)} \leq \| g, x_3 (kT)|_{L_2(\Omega)} e^{-(t-kT)}
\]

and

\[
\sup_k \{ f(kT), f, x_3 (kT), g(kT), g, x_3 (kT) \} < \infty.
\]

Then, for sufficiently small \( \delta(T) \) there exists a unique and regular solution to problem (1.1) on the interval \((0, \infty)\). Moreover,

\[
\| v \|_{W_2^1(\Omega, \infty)} + \| \omega \|_{W_2^1(\Omega, \infty)} + \| \nabla p \|_{L_2(\Omega, \infty)} \leq \sup_k \left( \| f \|_{L_2(\Omega, kT)} + \| f, x_3 \|_{L_2(\Omega, kT)} \right. \\
+ \| g \|_{L_2(\Omega, kT)} + \| g, x_3 \|_{L_2(\Omega, kT)} + \| v(0) \|_{H^1(\Omega)} + \| \omega(0) \|_{H^1(\Omega)} + 1 \right)^{3/2},
\]

4. **Main results**

The main result of this paper reads:

**Theorem 2.** Let the assumption from Theorem 1 be satisfied. Suppose that

\[
\| u((k + 1)T + t) - u(kT + t) \|_{L_2(\Omega)} < \epsilon,
\]

for any \( t \in [0, T] \) and \( k \in \mathbb{N} \), where \( u \) is any element of the set \( \{ f, g, f, x_3, g, x_3 \} \). Then, the family of semiprocesses \( \{ U_\sigma(t, \tau) : t \geq \tau \geq 0 \}, \sigma \in \Sigma^*_0 \), corresponding to problem (1.1) has an uniform attractor \( A_{\Sigma^*_0} \) which coincides with the uniform attractor \( A_{\omega(\Sigma^*_0)} \) of the family of semiprocesses \( \{ U_\sigma(t, \tau) : t \geq \tau \geq 0 \}, \sigma \in \omega(\Sigma^*_0) \), i.e.

\[
A_{\Sigma^*_0} = A_{\omega(\Sigma^*_0)}.
\]

For explanatory notation we refer to Section 5.

The second result deals with problem (1.1) when the external data are time independent and the viscosity \( \nu \) is large enough. It is expected that in such a case the solutions tend to stationary solutions.
Theorem 3 (convergence to stationary solutions). Suppose that the external data $f$ and $g$ do not depend on time. Then, there exists a positive constant $\nu_*$ such that for all $\nu > \nu_*$ the stationary problem

\begin{align*}
v_\infty \cdot \nabla v_\infty - (\nu + \nu_r) \Delta v_\infty + \nabla p_\infty &= 2 \nu_r \text{rot} \omega_\infty + f \quad \text{in } \Omega, \\
\text{div } v_\infty &= 0 \quad \text{in } \Omega, \\
v_\infty \cdot \nabla \omega_\infty - \alpha \Delta \omega_\infty - \beta \nabla \text{div} \omega_\infty + 4 \nu_r \omega_\infty &= 2 \nu_r \text{rot } v_\infty + g \quad \text{in } \Omega, \\
v_\infty \cdot n &= 0 \quad \text{on } S, \\
\text{rot } v_\infty \times n &= 0 \quad \text{on } S, \\
\omega_\infty &= 0 \quad \text{on } S_1, \\
\omega_\infty' &= 0, \quad \omega_{\infty 3, x_3} = 0 \quad \text{on } S_2
\end{align*}

has a unique solution $(v_{\infty}, \omega_{\infty})$ for which

\begin{equation}
\|v_{\infty}\|_{H^2(\Omega)} + \|p_\infty\|_{H^1(\Omega)} + \|\omega_\infty\|_{H^2(\Omega)} \leq F(\|f\|_{L^2(\Omega)}, \|g\|_{L^2(\Omega)})
\end{equation}

holds, where $F : [0, \infty) \times [0, \infty) \rightarrow [0, \infty)$, $F(0,0) = 0$ is a continuous and increasing function. Moreover, under assumptions of Theorem 2 there exists a unique solution $(v(t), \omega(t))$ to problem (1.1) converging to the stationary solution $(v_{\infty}, \omega_{\infty})$ as $t \rightarrow \infty$ and satisfying

\[ \|v(t) - v_{\infty}\|_{L^2(\Omega)}^2 + \|\omega(t) - \omega_{\infty}\|_{L^2(\Omega)}^2 \leq \left( \frac{1}{2} \right)^{c_2} c_2 \|v_{\infty}\|_{L^2(\Omega)}^2 \|\omega_{\infty}\|_{L^2(\Omega)}^2 e^{-\Delta(\nu)t}, \]

where

\[ \Delta(\nu) = c_1(\nu) - \frac{3c_2}{\nu} F^2(\|f_{\infty}\|_{L^2(\Omega)}, \|g_{\infty}\|_{L^2(\Omega)}) \]

and

\[ c_1(\nu) = \min\{\nu, \alpha\}, \quad c_2 = \frac{c_{L, \Omega} c_1}{\min\{1, \alpha\}}. \]

The last result of this articles establishes certain relation between the trajectories of the standard Navier-Stokes equations and micropolar equations.

Theorem 4. Let the pair $(u, \Theta)$ be a solution to the following initial-boundary value problem

\begin{align*}
u u_t - \nu \Delta u + (u \cdot \nabla)u + \nabla q &= f \quad \text{in } \Omega^t, \\
\text{div } u &= 0 \quad \text{in } \Omega^t, \\
\Theta_t - \alpha \Delta \Theta - \beta \nabla \text{div } \Theta + (u \cdot \nabla)\Theta &= g \quad \text{in } \Omega^t, \\
\text{rot } u \times n &= 0 \quad \text{on } S^t, \\
u u \cdot n &= 0 \quad \text{on } S^t, \\
\Theta &= 0 \quad \text{on } S_1^t, \\
\Theta' &= 0, \quad \Theta_{3,x_3} = 0 \quad \text{on } S_2^t, \\
\Omega|_{t=t_0} &= u(t_0), \quad \Theta|_{t=t_0} = \Theta(t_0) \quad \text{in } \Omega \times \{t = t_0\}.
\end{align*}

Suppose that $\nu > 0$ is sufficiently large. Finally, let the assumptions of Theorem 2 hold. Then, for any $(u(t_0), \Theta(t_0)) \in B_{(u(t_0), \omega(t_0))}(R)$ (i.e. ball centered at $(v(t_0), \omega(t_0))$ with radius $R$), where $R > 0$, there exists $t^* = t^*(R)$ such that for all $t \geq t^*$ the trajectory $(v(t), \omega(t))$ lies in the $c$-neighborhood of the trajectory $(u(t), \Theta(t))$.

5. Basics of semigroups

We begin with recalling a few facts from [CD00, Ch. 1] and [CV02, Ch. 2].

Let $\{T(t)\}$ be a semigroup acting on a complete metric or Banach space $X$. Denote by $B(X)$ the set of all bounded sets in $X$ with respect to metric in $X$. We say that $P \subset X$ is an attracting set for $\{T(t)\}$ if for any $B \in B(X)$

\[
\text{dist}_X (T(t)B, P) \xrightarrow{t \to \infty} 0.
\]
Now we may define an attractor:

**Definition 5.1.** A set \( A \) is called global attractor for the semigroup \( \{T(t)\} \), if it satisfies:
- \( A \) is compact in \( X \),
- \( A \) is an attracting set for \( \{T(t)\} \),
- \( A \) is strictly invariant with respect to \( \{T(t)\} \), i.e. \( T(t)A = A \) for all \( t \geq 0 \).

**Definition 5.2.** For any \( B \in \mathcal{B}(X) \) the set

\[
\omega(B) = \bigcap_{\tau \geq 0} \bigcup_{t \geq \tau} T(t)B^X
\]

is called an \( \omega \)-limit set for \( B \).

The existence of the global attractor in ensured by the following Proposition:

**Proposition 5.3.** Suppose that \( \{T(t)\} \) is a continuous semigroup in a complete metric space \( X \) having a compact attracting set \( K \subset X \). Then the semigroup \( \{T(t)\} \) has a global attractor \( A (A \subset K) \). The attractor coincides with \( \omega(K) \), i.e. \( A = \omega(K) \).

**Proof.** We refer the reader to [CV02, Ch. 2, §3, Theorem 3.1]. \( \square \)

To give the proof of Theorem 2 in the next Section we introduce the notions and concept of semi-processes. For this purpose we make use of [CV02, Ch. 7].

Let us rewrite equation (1.1) in the abstract form (1.1), where the right-hand side depends directly on the time-dependent forces and momenta, which is indicated by the presence of function \( \sigma(t) = (f(t), g(t)) \). The function \( \sigma(t) \) is referred as the time symbol (or the symbol).

By \( \Psi \) we denote a Banach space, which contains the values of \( \sigma(t) \) for almost all \( t \in \mathbb{R}^+ \). In our case \( \Psi = L^2_2(\Omega) \cap L^2_2(\Omega) \times L^2_2(\Omega) \) (although we could write \( L^2(\Omega) \times L^2(\Omega) \) only since \( \Omega \) is bounded but we want to point out that in certain cases a weaker assumption on forces can be imposed). Moreover we assume that \( \sigma(t) \), as a function of \( t \), belongs to a topological space \( \Xi_+ := \{\xi(t), t \in \mathbb{R}^+ : \xi(t) \in \Psi \) for a.e. \( t \in \mathbb{R}^+ \}. \) It is tempting to write \( \Xi_+ = L_{2,\text{loc}}(0, \infty; \Psi) \) but we must take into account certain restrictions, which were imposed on the data (see Theorem 2). Thus, we describe \( \Xi_+ \) in greater detail below.

Consider then the family of equations of the form (5.1), where \( \sigma(t) \in \Sigma \subset \Xi_+ \). The space \( \Sigma \) is called symbol space and is assumed to contain, along with \( \sigma(t) \), all translations, i.e. \( \sigma(t + s) = T(s)\sigma(t) \in \Sigma \) for all \( s \geq 0 \), where \( T(s) \) is a translation operator acting on \( \Xi_+ \). Furthermore, we fix \( \sigma_0(t), t \geq 0 \). Consider the closure in \( \Xi_+ \) of the set

\[
\{T(s)\sigma_0(t) : s \geq 0\} = \{\sigma_0(t + s) : s \geq 0\}.
\]

We call this closure the hull of the symbol \( \sigma_0(t) \) and denote by \( \mathcal{H}_+(\sigma_0) \),

\[
\mathcal{H}_+(\sigma_0) = \overline{T(s)\sigma_0 : s \geq 0}^{\Xi_+}.
\]

**Definition 5.4.** The symbol \( \sigma_0(t) \in \Xi_+ \) is called translation compact in \( \Xi_+ \) if the hull \( \mathcal{H}_+(\sigma_0) \) is compact in \( \Xi_+ \).

In view of the above definition we would like to set \( \Sigma = \mathcal{H}_+(\sigma_0) \). However for this purpose we need to determine how to choose \( \Sigma \) to ensure its compactness in \( \Xi_+ \). This is crucial for the proof of the existence of the uniform attractor because we use:

**Proposition 5.5.** Let \( \sigma_0(s) \) be a translation compact function in \( \Xi_+ \). Let the family of semi-processes \( \{U(t, \tau) : t \geq \tau \geq 0\}, \sigma \in \mathcal{H}_+(\sigma_0) \) be uniformly asymptotically compact and \( (E \times \mathcal{H}_+(\sigma_0), E) \)-continuous. Let \( \omega(\mathcal{H}_+(\sigma_0)) \) be the attractor of the translation semi-group \( \{T(t)\} \) acting on \( \mathcal{H}_+(\sigma_0) \). Consider the corresponding family of semi-processes \( \{U_\sigma(t, \tau) : t \geq \tau \geq 0\}, \sigma \in \mathcal{H}_+(\sigma_0) \). Then, the uniform attractor \( \mathcal{A}_{\mathcal{H}_+(\sigma_0)} \) of the family of semi-processes \( \{U_\sigma(t, \tau) : t \geq \tau \geq 0\}, \sigma \in \mathcal{H}_+(\sigma_0) \) exists and coincides with the uniform attractor \( \mathcal{A}_{\omega(\mathcal{H}_+(\sigma_0))} \) of the family of semi-processes \( \{U_\sigma(t, \tau) : t \geq \tau \geq 0\}, \sigma \in \omega(\mathcal{H}_+(\sigma_0)) \), i.e.

\[
\mathcal{A}_{\mathcal{H}_+(\sigma_0)} = \mathcal{A}_{\omega(\mathcal{H}_+(\sigma_0))}.
\]
Proof. For the proof we refer the reader to [CV02] Ch. 7, §3.

The compactness of $\Sigma$ will be established in the framework of almost periodic functions and Stepanow spaces. We need a few more definitions (see [GKL66] and [CV02] Ch. 7, §5):

**Definition 5.6.** We call the expression

$$d_{Sp}^p (f(s), g(s)) = \sup_{t \geq 0} \left( \frac{1}{l} \int_t^{t+l} \| f(s) - g(s) \|_\Psi^p \, ds \right)^{\frac{1}{p}}$$

the $S_p^p$-distance of the order $p \geq 1$ corresponding to the length $l$. The space of all $p$-power locally integrable functions with values in $\Psi$ and equipped with the norm generated by $d_{Sp}^p$ we call the Stepanow space and denote by $L_{Sp}^p(\mathbb{R}^+; \Psi)$.

In view of the above definition we set $\Xi^+ = L_{2, loc}^S(\mathbb{R}^+, \Psi)$.

Also note, that in the above definition we can put $l = 1$. Thus, we will write $Sp$ instead of $S_1^p$ or $S_p^1$. In addition, all $S_p^p$-spaces are complete.

**Definition 5.7.** A function $f \in L_{Sp}^p(\mathbb{R}^+; \Psi)$ we call $Sp$-asymptotically almost periodic if for any $\epsilon \geq 0$ there exists a number $l = l(\epsilon)$ such that for each interval $(\alpha, \alpha + l)$, $\alpha \geq 0$ there exists a point $\tau \in (\alpha, \alpha + l)$ such that

$$d_{Sp}^p (f(s + \tau), f(s)) = \sup_{t \geq 0} \left( \int_t^{t+1} \| f(s + \tau) - f(s) \|_\Psi^p \, dt \right)^{\frac{1}{p}} < \epsilon.$$

**Definition 5.8.** We say that a function $f \in L_{Sp}^p(\mathbb{R}^+; \Psi)$ is $Sp$-normal if the family of translations

$$\{ f^h(s) = f(h + s): h \in \mathbb{R}^+ \}$$

is precompact in $L_{Sp}^p(\mathbb{R}^+; \Psi)$ with respect to the norm

$$\left( \sup_{t \geq 0} \int_t^{t+1} \| f(s) \|_\Psi^p \, ds \right)^{\frac{1}{p}}$$

induced by $d_{Sp}^p$.

From our point of view the following Proposition will play a crucial role:

**Proposition 5.9.** A function $f$ is $Sp$-normal if and only if $f$ is $Sp$-asymptotically almost periodic.

Now we define

$$\mathcal{H}_+(\sigma_0) = \{ \sigma_0^h(s) = \sigma_0(s + h): h \geq 0 \}^{\Xi^+}.$$

Note, that the set $\mathcal{H}_+(\sigma_0)$ does not contain any information on the smallness assumption on the external data. Therefore, for any given $\sigma_0$ we additionally introduce

$$\sigma_{0,x_3}^0 = (f_{0,x_3}, g_{0,x_3}),$$

where

$$\| f_{0,x_3} \|_{L_2(\mathcal{W})}^2 + \| g_{0,x_3} \|_{L_2(\mathcal{W})}^2 < \epsilon$$

and define

$$\omega(\sigma_{0,x_3}^\epsilon) = \bigcap_{\tau \geq 0} \{ \sigma_{0,x_3}^{h}(s): h \geq \tau \}^{\Xi^+}.$$

Then we set

$$\Sigma_{\sigma_0}^\epsilon = \mathcal{H}_+(\sigma_0) \cap \omega(\sigma_{0,x_3}^\epsilon).$$
Remark 5.10. In view of the above Proposition, the hull $\mathcal{H}_+ (\sigma_0)$ is compact if we take $\sigma_0$ asymptotically almost periodic. But recall that we obtained the global existence of regular solutions under the assumption on the external data that they decay exponentially on every time interval of the form $[kT, (k + 1)T]$ (see Theorem 4.1). Thus, if we assume that
\[ \| f ((k + 1)T + t) - f (kT + t) \|_\Psi < \epsilon \]
(and so for $g$ and their derivatives with respect to $x_3$) then the external data become $S^2$-asymptotically almost periodic. In other words, we take almost the same external data on every time interval of the form $[kT, (k + 1)T]$. On the contrary, in the proof of the global existence of regular solutions, the external data could differ from interval to interval without any restrictions.

We can finally introduce the following Definition:

Definition 5.11. Let $E$ be a Banach space (or complete metric or a closed subset of $E$). Let a two parameter family of operators
\[ \{ U_\sigma (t, \tau) : t \geq \tau \geq 0 \} , \quad U_\sigma (t, \tau) : E \to E \]
be given. We call it semi-process in $E$ with the time symbol $\sigma \in \Sigma$ if
\begin{align*}
(U_1) & : U_\sigma (t, \tau) = U_\sigma (t, s) U_\sigma (s, \tau) \quad \text{for all } t \geq s \geq \tau \geq 0 , \\
(U_2) & : U_\sigma (\tau, \tau) = \text{Id} \quad \text{for all } \tau \geq 0 .
\end{align*}

Observe that if we had a global and unique solution to problem (1.1), we could associate it with certain semi-process $\{ U_\sigma (t, \tau) : t \geq \tau \geq 0 \}$ defined on $\hat{H}$. In three dimensions, likewise for the standard Navier-Stokes equations, we only know that such a semi-process would exist on $[0, t_{\max}]$, where $t_{\max} = t_{\max} (v_0, \omega_0, f, g)$.

Following the idea from [CD98 §2.3] we can define a semi-process on certain subspace of $\hat{H}$. Let $B^\epsilon \in \hat{H}$ be such that
\[ B^\epsilon = \left\{ (v(0), \omega(0)) \in \hat{H} \cap \hat{V} : \| v(0, x_3) \|_{L^2 (\Omega)}^2 + \| \text{rot } v(0, x_3) \|_{L^2 (\Omega)}^2 + \| \omega(0, x_3) \|_{L^2 (\Omega)}^2 < \epsilon \right\} . \]

Define
\[ \omega_{\tau, \Sigma_{\sigma_0}} (B^\epsilon) := \bigcap_{t \geq \tau} \bigcup_{\sigma \in \Sigma_{\sigma_0}} \bigcup_{s \geq t} U_{\sigma_0} (s, \tau) B^\epsilon \]
and introduce the sets
\[ \hat{H}^\epsilon = \hat{H} \cap \omega_{\tau, \Sigma_{\sigma_0}} (B^\epsilon) , \]
\[ \hat{V}^\epsilon = \hat{V} \cap \omega_{\tau, \Sigma_{\sigma_0}} (B^\epsilon) . \]

Definition 5.12. The family of semiprocesses $\{ U_\sigma (t, \tau) \}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$, is said to be $(\hat{H}^\epsilon \times \Sigma_{\sigma_0}, \hat{H}^\epsilon)$-continuous if for any fixed $t, \tau \in \mathbb{R}_+, t \geq \tau$ the mapping $((v, \omega), \sigma) \mapsto U_{\sigma} (t, \tau) (v, \omega)$ is continuous from $\hat{H}^\epsilon \times \Sigma_{\sigma_0}$ to $\hat{H}^\epsilon$.

Let us justify the $(\hat{H}^\epsilon \times \Sigma_{\sigma_0}, \hat{H}^\epsilon)$-continuity of $U_{\sigma} (v, \omega)_{t \geq \tau \geq 0}$. We have

Lemma 5.13. The family $\{ U_\sigma (t, \tau) \}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$, of semiprocesses is $(\hat{H}^\epsilon \times \Sigma_{\sigma_0}, \hat{H}^\epsilon)$-continuous.

Proof. Let $\sigma_1 = (f^1, g^1)$ and $\sigma_2 = (f^2, g^2)$ be two different symbols. Consider two corresponding solutions $(v^1, \omega^1)$ and $(v^2, \omega^2)$ to problem (1.1) with the initial conditions $(v^1_\gamma, \omega^1_\gamma)$ and $(v^2_\gamma, \omega^2_\gamma)$, respectively. Denote $V = v^1 - v^2$, $\Theta = \omega^1 - \omega^2$, $P = p^1 - p^2$, $F = f^1 - f^2$ and $G = g^1 - g^2$. Then the pair $(V, \Theta)$,
\[ (V, \Theta) = U_{\sigma_1} (t, \tau) (v^1_\tau, \omega^1_\tau) - U_{\sigma_2} (t, \tau) (v^2_\tau, \sigma^2_\tau) , \]
is a solution to a following problem
\[
\begin{align*}
V_t - (\nu + \nu_r)\Delta V + \nabla P &= -V \cdot \nabla v^1 - v^2 \cdot \nabla V + 2\nu_r \text{rot } \Theta + F \quad \text{in } \Omega^t, \\
\text{div } V &= 0 \quad \text{in } \Omega^t, \\
\Theta_t - \alpha \Delta \Theta - \beta \nabla \text{div } \Theta + 4\nu_r \Theta &= -v^1 \cdot \nabla \Theta - V \cdot \nabla \omega^2 + 2\nu_r \text{rot } V + G \quad \text{in } \Omega^t, \\
\text{rot } V \times n &= 0, \quad V \cdot n = 0 \quad \text{on } S^t, \\
\Theta &= 0 \quad \text{on } S_1^t, \\
\Theta' &= 0, \quad \Theta_{3,x_3} = 0 \quad \text{on } S_2^t, \\
V|_{t=\tau} &= V_\tau, \quad \Theta|_{t=\tau} = \Theta_\tau \quad \text{on } \Omega \times \{t = \tau\}.
\end{align*}
\]

With \(F, G\) and the initial conditions set to zero, we studied the above problem in [Now12b, see Lemma 11.1]. Thus, by analogous calculations we obtain the inequality
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega |V|^2 + |\Theta|^2 \, dx + \frac{\nu}{2\delta} \|\text{rot } V\|^2_{L^2(\Omega)} \leq \frac{c_{\text{G},\Omega}}{\nu} \left( \|\nabla v^1\|^2_{L^2(\Omega)} \|V\|^2_{L^2(\Omega)} + \|\nabla \omega^2\|^2_{L^2(\Omega)} \|\Theta\|^2_{L^2(\Omega)} + \|F\|^2_{L^2(\Omega)} + \|G\|^2_{L^2(\Omega)} \right).
\]

Application of the Gronwall inequality shows
\[
\|V(t)\|^2_{L^2(\Omega)} + \|\Theta(t)\|^2_{L^2(\Omega)} \leq c_{\text{nu},\Omega,\text{nu}} \exp \left( \|\nabla v^1\|^2_{L^2(\omega^1_{\text{nu}}(\Omega))} + \|\nabla \omega^2\|^2_{L^2(\omega^1_{\text{nu}}(\Omega))} \right) \cdot \left( \|V(\tau)\|^2_{L^2(\Omega)} + \|\Theta(\tau)\|^2_{L^2(\Omega)} + \|F\|^2_{L^2(\omega^1_{\text{nu}}(\Omega))} + \|G\|^2_{L^2(\omega^1_{\text{nu}}(\Omega))} \right).
\]

Since \(H^2(\Omega) \hookrightarrow W^1_0(\Omega) \hookrightarrow W^{1,2}(\Omega)\) we see that
\[
\|\nabla v^1\|^2_{L^2(\Omega)} \leq c_{\Omega} \|v^1\|^2_{W^{1,1}_{\text{nu}}(\Omega \times (\tau, t))},
\]
\[
\|\nabla \omega^2\|^2_{L^2(\Omega)} \leq c_{\omega} \|\omega^2\|^2_{W^{1,1}_{\text{nu}}(\Omega \times (\tau, t))}.
\]

By Theorem 1 we get
\[
\|V(t)\|^2_{L^2(\Omega)} + \|\Theta(t)\|^2_{L^2(\Omega)} \leq c_{\text{data}} \left( \|V(\tau)\|^2_{L^2(\Omega)} + \|\Theta(\tau)\|^2_{L^2(\Omega)} + \|F\|^2_{L^2(\omega^1_{\text{nu}}(\Omega))} + \|G\|^2_{L^2(\omega^1_{\text{nu}}(\Omega))} \right),
\]
which ends the proof. \(\square\)

6. Existence of the uniform attractor

In this section we prove the existence of the uniform attractor to problem (1.1) restricted to \(\hat{H}\). By \(\mathcal{B}(\hat{H})\) we denote the family of all bounded sets of \(\hat{H}\). We begin by introducing some fundamental definitions:

**Definition 6.1.** A family of processes \(\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}, \sigma \in \Sigma\) is said to be uniformly bounded if for any \(B \in \mathcal{B}(\hat{H})\) the set
\[
\bigcup_{\sigma \in \Sigma} \bigcup_{\tau \in \mathbb{R}^+} \bigcup_{t \geq \tau} U_\sigma(t, \tau) B \in \mathcal{B}(\hat{H}).
\]

**Definition 6.2.** A set \(B_0 \subset \hat{H}\) is said to be uniformly absorbing for the family of processes \(\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}, \sigma \in \Sigma\), if for any \(\tau \in \mathbb{R}^+\) and for every \(B \in \mathcal{B}(\hat{H})\) there exists \(t_0 = t_0(\tau, B)\) such that \(\bigcup_{\sigma \in \Sigma} U_\sigma(t, \tau) B \subset B_0\) for all \(t \geq t_0\). If the set \(B_0\) is compact, we call the family of processes uniformly compact.
Definition 6.3. A set $P$ belonging to $\hat{H}$ is said to be uniformly attracting for the family of processes $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma$, if for an arbitrary fixed $\tau \in \mathbb{R}^+$

$$\lim_{t \to \infty} \left( \sup_{\sigma \in \Sigma} \text{dist}_E(U_\sigma(t, \tau)B, P) \right) = 0.$$ 

If the set $P$ is compact, we call the family of processes uniformly asymptotically compact.

Definition 6.4. A closed set $A_\Sigma \subset \hat{H}$ is said to be the uniform attractor of the family of processes $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma$, if it is uniformly attracting set and it is contained in any closed uniformly attracting set $A'$ of the family processes $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma, A_\Sigma \subseteq A'$.

To prove the existence of the uniform attractor we need two technical lemmas:

Lemma 6.5. Let the assumptions of Theorem [1] hold. Then, there exists a bounded and absorbing set in $\hat{H}^c$ for the family of semiprocesses $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$.

Proof. Under the assumption of Theorem [1] and in view assertion (B) of [Now12a, Lemma 5.1] we see that for $t = (k + 1)T$, $t_0 = kT$ and sufficiently large $T > 0$

$$\|v((k + 1)T)\|_{L_2(\Omega)}^2 + \|\omega((k + 1)T)\|_{L_2(\Omega)}^2 \leq \|v(kT)\|_{L_2(\Omega)}^2 + \|\omega(kT)\|_{L_2(\Omega)}^2$$

holds. By the same Lemma

(6.1) $\limsup_{t \to \infty} \left( \|v(t)\|_{L_2(\Omega)}^2 + \|\omega(t)\|_{L_2(\Omega)}^2 \right)

\leq c_{v, \omega, \Omega} \left( \sup_{k \in \mathbb{N}} \left( \|f(kT)\|_{L_2(\Omega)}^2 + \|g(kT)\|_{L_2(\Omega)}^2 \right) + \|v(0)\|_{L_2(\Omega)}^2 + \|\omega(0)\|_{L_2(\Omega)}^2 \right) =: R_1.$

Thus, for every $(v_0, \omega_0) \in \hat{H}^c$ there exists $t_0 > 0$ such that

$$(v(t), \omega(t)) \in B(0, \rho_1) \quad \forall t \geq t_0,$$

where $B(0, \rho_1)$ is the ball in $\hat{H}^c$ centered at 0 with radius $\rho_1 > R_1$. If $B(0, r) \subset \hat{H}^c$ is any ball such that $(v_0, \omega_0) \in B(0, r)$ then there exists $t_0 = t_0(r)$ such that (6.1) holds. This proves the existence of bounded absorbing sets in $\hat{H}^c$ for the semiprocess $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$. □

Lemma 6.6. Let the assumptions of Theorem [1] hold. Then, there exists a bounded and absorbing set in $\hat{V}^c$ for the family of semiprocesses $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$.

Proof. From the assumptions of Theorem [1] and from [Now12a, Lemma 5.2], where we set $t_1 = (k + 1)T$, $t_0 = kT$, we infer that

(6.2) $\limsup_{t \to \infty} \left( \|v(t)\|_{H^1(\Omega)}^2 + \|v(t)\|_{H^1(\Omega)}^2 \right)

\leq c_{v, \omega, \beta, I, P, \Omega} \left( \sup_{k \in \mathbb{N}} \left( \|f(kT)\|_{L_2(\Omega)}^2 + \|g(kT)\|_{L_2(\Omega)}^2 \right) + \|v(0)\|_{H^1(\Omega)}^2 + \|\omega(0)\|_{H^1(\Omega)}^2 \right) =: R_2.$

Likewise in previous Lemma, for every $(v_0, \omega_0) \in \hat{V}^c$ there exists $t_0 > 0$ such that

$$(v(t), \omega(t)) \in B(0, \rho_2) \quad \forall t \geq t_0,$$

where $B(0, \rho_2)$ is the ball in $\hat{V}^c$ centered at 0 with radius $\rho_2 > R_2$. For any $(v_0, \omega_0) \in B(0, r) \subset \hat{V}^c$ there exists $t_0 = t_0(r)$ such that (6.2) holds. Therefore there exist bounded absorbing sets in $\hat{V}^c$ for the semiprocess $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$. □

Proof of Theorem 5.5. To prove the existence of the uniform attractor we make use of Proposition 5.5 We need to check the assumptions:

- From Remark 5.10 and by assumption on the data it follows that $\sigma_0 = (f_0, g_0) \in \Xi_+$ is translation compact.
- From Definition 6.3 it follows that the family of semiprocesses $\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}$, $\sigma \in \Sigma_{\sigma_0}$ is uniformly asymptotically compact, if there exists a set $P \in \hat{H}^c$, which is uniformly attracting and compact. Lemmas 6.5 and 6.6 and the Sobolev embedding theorem ensure the existence of such set $P$. 

• The \((\hat{\mathcal{H}} \times \Sigma_{\sigma_0}, \hat{\mathcal{H}}^\sigma)\)-continuity of the family of semigroups \(\{U_\sigma(t, \tau)\}_{t \geq \tau \geq 0}, \sigma \in \Sigma_{\sigma_0}\) was proved in Lemma 5.13.

• To check that \(\omega(\Sigma_{\sigma_0})\) is the global attractor for the translation semigroup \(\{T(t)\}_{t \geq 0}\) acting on \(\Sigma_{\sigma_0}\), we recall that \(\Sigma_{\sigma_0} \in \Xi_+\) is compact metric space. We can therefore apply Proposition 5.3. Thus,

\[
\text{dist}_{\Xi_+} \left( T(t)\Sigma_{\sigma_0}, \omega(\Sigma_{\sigma_0}) \right) \underset{t \to 0}{\longrightarrow} 0
\]

and

\[
T(t)\omega(\Sigma_{\sigma_0}) = \omega(\Sigma_{\sigma_0}) \quad \forall t \geq 0.
\]

As we see all assumptions are satisfied. The application of Proposition 5.3 ends the proof. \(\square\)

7. Convergence to stationary solutions for large \(\nu\)

In this section we prove Theorem 3.

Proof. The existence of solutions for large \(\nu\) and theirs estimate follows, after slight modifications, from \([\text{Łuk}88]\) and \([\text{Łuk}99], \text{Ch. 2, §1, Theorems 1.1.1, 1.1.2 and 1.1.3}\).

Let \(V = u(t) - v_\infty, \Theta = \omega(t) - \omega_\infty\) and \(P = p(t) - p_\infty\). Then \((V, \Theta)\) satisfies

\[
\begin{align*}
V_t - (\nu + \nu_\tau) \Delta V + \nabla P &= -v \cdot \nabla V - V \cdot \nabla v_\infty + 2\nu \tau \Theta \quad \text{in } \Omega^t, \\
\text{div } V &= 0 \quad \text{in } \Omega^t, \\
\Theta_t - \alpha \Delta \Theta - \beta \nabla \text{div } \Theta + 4\nu \tau \Theta &= -v \cdot \nabla \Theta - V \cdot \nabla \omega_\infty + 2\nu \tau \text{rot } V \quad \text{in } \Omega^t, \\
\text{rot } V \times n &= 0 \quad \text{on } S^t, \\
V \cdot n &= 0 \quad \text{on } S^t, \\
\Theta &= 0 \quad \text{on } S^t_1, \\
\Theta' &= 0, \quad \Theta_{3,x_3} = 0 \quad \text{on } S^t_2, \\
V|_{t=0} &= u(0) - v_\infty, \quad \Theta|_{t=0} = \omega(0) - \omega_\infty \quad \text{in } \Omega \times \{t = 0\}.
\end{align*}
\]

Multiplying the first and the third equation by \(V\) and \(\Theta\) respectively and integrating over \(\Omega\) yields

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \|V\|^2_{L^2(\Omega)} + (\nu + \nu_\tau) \|\text{rot } V\|^2_{L^2(\Omega)} + \int_S \text{rot } V \times n \cdot V \mathrm{d}S &= -\int_\Omega V \cdot \nabla v_\infty \cdot V \mathrm{d}x + 2\nu \tau \int_\Omega \text{rot } V \cdot \Theta \mathrm{d}x + \int_S \Theta \times n \cdot V \mathrm{d}S \\
\text{and} \\
\frac{1}{2} \frac{d}{dt} \|\Theta\|^2_{L^2(\Omega)} + \alpha \|\text{rot } \Theta\|^2_{L^2(\Omega)} + (\alpha + \beta) \|\text{div } \Theta\|^2_{L^2(\Omega)} + 4\nu \tau \|\Theta\|^2_{L^2(\Omega)} &= -\int_\Omega V \cdot \nabla \omega_\infty \cdot \Theta \mathrm{d}x + 2\nu \tau \int_\Omega \text{rot } V \cdot \Theta \mathrm{d}x,
\end{align*}
\]

because in view of \((\ref{L1}2.5)\) and \((\ref{L1}2.4)\) we see that

\[
\begin{align*}
\int_\Omega \nabla P \cdot V \mathrm{d}x &= \int_S P(V \cdot n) \mathrm{d}S = 0, \\
-\int_\Omega v \cdot \nabla V \cdot V \mathrm{d}x &= -\frac{1}{2} \int_\Omega v \cdot \nabla |V|^2 \mathrm{d}x = -\int_S |V|^2(v \cdot n) \mathrm{d}S = 0, \\
-\int_\Omega v \cdot \nabla \Theta \cdot \Theta \mathrm{d}x &= -\frac{1}{2} \int_\Omega v \cdot \nabla |\Theta|^2 \mathrm{d}x = -\int_S |\Theta|^2(v \cdot n) \mathrm{d}S = 0.
\end{align*}
\]
Adding both equalities gives

\[
(7.2) \quad \frac{1}{2} \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|\Theta\|_{L^2(\Omega)}^2 \right) + (\nu + \nu_r) \|\text{rot } V\|_{L^2(\Omega)}^2 + \alpha \|\text{rot } \Theta\|_{L^2(\Omega)}^2 + (\alpha + \beta) \|\text{div } \Theta\|_{L^2(\Omega)}^2 + 4\nu_r \|\Theta\|_{L^2(\Omega)}^2
\]
\[
= 4\nu_r \int_{\Omega} \text{rot } V \cdot \Theta \, dx - \int_{\Omega} V \cdot \nabla v_\infty \cdot V \, dx - \int_{\Omega} V \cdot \nabla \omega_\infty \cdot \Theta \, dx =: I_1 + I_2 + I_3
\]

Utilizing the Hölder and the Young inequalities on the right-hand side we have for \(I_1\)

\[
I_1 \leq 4\nu_r \|\text{rot } V\|_{L^2(\Omega)} \|\Theta\|_{L^2(\Omega)} \leq 4\nu_r \epsilon_1 \|\text{rot } V\|_{L^2(\Omega)} + \frac{\nu}{\epsilon_1} \|\Theta\|_{L^2(\Omega)}.
\]

To estimate \(I_2\) and \(I_3\) we also make use of the interpolation inequality for \(L_p\)-spaces and the embedding theorem:

\[
\|u\|_{L^4(\Omega)} \leq \|u\|_{L^2(\Omega)}^{\frac{3}{2}} \|u\|_{L^6(\Omega)}^{\frac{1}{2}} \leq c_l \|u\|_{L^2(\Omega)}^{\frac{1}{2}} \|u\|_{H^1(\Omega)}^{\frac{1}{2}},
\]
\[
\|u\|_{L^3(\Omega)} \leq \|u\|_{L^2(\Omega)}^{\frac{2}{3}} \|u\|_{L^6(\Omega)}^{\frac{1}{3}} \leq c_l \|u\|_{L^2(\Omega)}^{\frac{1}{2}} \|u\|_{H^1(\Omega)}^{\frac{1}{2}}.
\]

Thus

\[
I_2 \leq \|V\|_{L^4(\Omega)} \|\nabla v_\infty\|_{L^2(\Omega)} \|V\|_{L^4(\Omega)} \leq c_l \|V\|_{L^2(\Omega)} \|V\|_{H^1(\Omega)} \|v_\infty\|_{H^1(\Omega)}
\]
\[
\leq \epsilon_2 c_l \|V\|^2_{H^1(\Omega)} + \frac{c_l}{4\epsilon_2} \|V\|^2_{L^2(\Omega)} \|v_\infty\|^4_{H^1(\Omega)}
\]
and

\[
I_3 \leq \|V\|_{L^6(\Omega)} \|\nabla \omega_\infty\|_{L^2(\Omega)} \|\Theta\|_{L^3(\Omega)} \leq c_l \|V\|_{H^1(\Omega)} \|\omega_\infty\|_{H^1(\Omega)} \|\Theta\|_{L^2(\Omega)} \|\Theta\|_{H^1(\Omega)}
\]
\[
\leq c_l \epsilon_31 \|V\|^2_{H^1(\Omega)} + \frac{c_l}{4\epsilon_31} \|\omega_\infty\|^2_{H^1(\Omega)} \|\Theta\|_{L^2(\Omega)} \|\Theta\|_{H^1(\Omega)}
\]
\[
\leq c_l \epsilon_31 \|V\|^2_{H^1(\Omega)} + \frac{c_l \epsilon_32}{4\epsilon_31} \|\Theta\|^2_{H^1(\Omega)} + \frac{c_l}{16\epsilon_31 \epsilon_32} \|\omega_\infty\|^4_{H^1(\Omega)} \|\Theta\|^2_{L^2(\Omega)}.
\]

Now we set \(\epsilon_1 = \frac{1}{4}\). By [Now12b] Lemma 6.7 it follows that

\[
\nu \|\text{rot } V\|^2_{L^2(\Omega)} + \alpha \|\text{rot } \Theta\|^2_{L^2(\Omega)} + (\alpha + \beta) \|\text{div } \Theta\|^2_{L^2(\Omega)} \geq \frac{\nu}{\epsilon_31} \|V\|^2_{H^1(\Omega)} + \frac{\alpha}{\epsilon_32} \|\Theta\|^2_{H^1(\Omega)}.
\]

It enables us to put \(\epsilon_2 c_l = \epsilon_31 c_l = \frac{\nu}{4\epsilon_31}\) and \(\epsilon_32 \frac{c_l}{4\epsilon_31} = \frac{\alpha}{2\epsilon_32}\). Hence

\[
\epsilon_2 = \frac{\nu}{4\epsilon_31 c_l}, \quad \epsilon_31 = \frac{\nu}{4\epsilon_31 c_l}, \quad \epsilon_32 = \frac{\alpha}{3\epsilon_31 c_l},
\]
\[
c_l = \frac{c_l}{4\epsilon_31 \epsilon_32}.
\]

Therefore, from (7.2) we obtain

\[
\frac{1}{2} \frac{d}{dt} \left( \|V\|^2_{L^2(\Omega)} + \|\Theta\|^2_{L^2(\Omega)} \right) + \frac{\nu}{2\epsilon_31} \|V\|^2_{H^1(\Omega)} + \frac{\alpha}{2\epsilon_32} \|\Theta\|^2_{H^1(\Omega)}
\]
\[
\leq \frac{c_l \Omega}{\nu} \|V\|^2_{L^2(\Omega)} \|v_\infty\|^4_{H^1(\Omega)} + \frac{3c_l \Omega}{4\nu \alpha v_\infty^2} \|\Theta\|^2_{L^2(\Omega)} \|\omega_\infty\|^4_{H^1(\Omega)}.
\]

Let

\[
c_1(\nu) = \min \{\nu, \alpha\}, \quad c_2 = \frac{c_l \Omega}{\min \{1, \alpha\}}
\]

and define

\[
\Delta(\nu) = c_1(\nu) - \frac{3c_2 \nu}{\epsilon_31} F^4(\|f_\infty\|_{L^2(\Omega)}, \|g_\infty\|_{L^2(\Omega)}).
\]

Observe, that \(\Delta(\nu) \to \frac{\alpha}{\epsilon_31} > 0\) as \(\nu \to \infty\). In particular there exists \(\nu_\ast > 0\) such that \(\Delta(\nu) > 0\) for any \(\nu > \nu_\ast\) holds. The last inequality implies

\[
\frac{d}{dt} \left( \|V\|^2_{L^2(\Omega)} + \|\Theta\|^2_{L^2(\Omega)} \right) + \Delta(\nu) \left( \|V\|^2_{L^2(\Omega)} + \|\Theta\|^2_{L^2(\Omega)} \right) \leq 0,
\]
which is equivalent to
\[
\frac{d}{dt} \left( \|V\|^2_{L_2(\Omega)} + \|\Theta\|^2_{L_2(\Omega)} \right) e^{\Delta(\nu)t} \leq 0.
\]
Integration with respect to \( t \) yields
\[
\left( \|V(t)\|^2_{L_2(\Omega)} + \|\Theta(t)\|^2_{L_2(\Omega)} \right) e^{\Delta(\nu)t} \leq \|V(0)\|^2_{L_2(\Omega)} + \|\Theta(0)\|^2_{L_2(\Omega)},
\]
which implies
\[
\|V(t)\|^2_{L_2(\Omega)} + \|\Theta(t)\|^2_{L_2(\Omega)} \leq \left( \|V(0)\|^2_{L_2(\Omega)} + \|\Theta(0)\|^2_{L_2(\Omega)} \right) e^{-\Delta(\nu)t}.
\]
This concludes the proof. \( \square \)

8. Continuous dependence on modeling

In this Section we examine the difference between \((v, \omega)\) and the solution \((u, \Theta)\) to problem (1.1).

Observe, that (1.2) is the same as (1.1) with \( \nu_r = 0 \). Therefore, for \( \nu_r \) close to zero we may measure in some sense the deviation of the flows of micropolar fluids from that of modeled by the Navier-Stokes equations. This problem was considered locally in [PS89] and globally in [Luk01 §5].

**Proof of Theorem 1.** Let us denote \( V(t) = v(t) - u(t), \) \( Z(t) = \omega(t) - \Theta(t) \). Then the pair \((V(t), Z(t))\) is a solution to the problem

\[
\begin{align*}
V_t - (\nu + \nu_r) \Delta V - \nu_r \Delta u + \nabla (p - q) &= -v \cdot \nabla V - V \cdot \nabla u + 2\nu_r \text{rot } \omega \quad \text{in } \Omega^t, \\
\text{div } V &= 0 \quad \text{in } \Omega^t, \\
Z_t - \alpha \Delta Z - \beta \text{div } Z + 4\nu_r \omega &= -v \cdot \nabla Z - V \cdot \nabla \Theta + 2\nu_r \text{rot } v \quad \text{in } \Omega^t, \\
\text{rot } V \times n &= 0 \quad \text{on } \Sigma^t, \\
V \cdot n &= 0 \quad \text{on } \Sigma^t, \\
Z &= 0 \quad \text{on } \Sigma^t, \\
Z' &= 0, \quad Z_{t,x_3} = 0 \quad \text{on } \Sigma^t, \\
V|_{t=0} &= v(t_0) - u(t_0), \quad Z|_{t=0} = \omega(t_0) - \Theta(t_0) \quad \text{in } \Omega \times \{t = t_0\}.
\end{align*}
\]

Multiplying the first equation and the third by \( V \) and \( Z \), respectively and integrating over \( \Omega \) yields

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |V|^2 \, dx + (\nu + \nu_r) \int_{\Omega} |\text{rot } V|^2 \, dx + (\nu + \nu_r) \int_{\Sigma} \text{rot } V \times n \cdot V \, dS + \nu_r \int_{\Omega} \text{rot } u \cdot \text{rot } V \, dx \\
+ \nu_r \int_{\Sigma} \text{rot } u \times n \cdot V \, dS + \int_{\Sigma} (p - q)V \cdot n \, dS \\
&= -\int_{\Omega} v \cdot \nabla V \cdot V \, dx - \int_{\Omega} V \cdot \nabla u \cdot V \, dx + 2\nu_r \int_{\Omega} \text{rot } \omega \cdot V \, dx
\end{align*}
\]
and

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |Z|^2 \, dx + \alpha \int_{\Omega} |\text{rot } Z|^2 \, dx + (\alpha + \beta) \int_{\Omega} |\text{div } Z|^2 \, dx - \alpha \int_{\Sigma} Z \times n \cdot \text{rot } Z \, dS + 4\nu_r \int_{\Omega} \omega \cdot Z \, dx \\
&= -\int_{\Omega} v \cdot \nabla Z \cdot Z \, dx - \int_{\Omega} V \cdot \nabla \Theta \cdot Z \, dx + 2\nu_r \int_{\Omega} \text{rot } v \cdot Z \, dx.
\end{align*}
\]

All boundary integrals vanish due to the boundary conditions. In addition

\[
\begin{align*}
-\int_{\Omega} v \cdot \nabla V \cdot V \, dx &= -\frac{1}{2} \int_{\Omega} v \cdot \nabla |V|^2 \, dx = -\frac{1}{2} \int_{\Sigma} |V|^2 v \cdot n \, dS = 0, \\
-\int_{\Omega} v \cdot \nabla Z \cdot Z \, dx &= -\frac{1}{2} \int_{\Omega} v \cdot \nabla |Z|^2 \, dx = -\frac{1}{2} \int_{\Sigma} |Z|^2 v \cdot n \, dS = 0.
\end{align*}
\]
We also have
\[ 2\nu_r \int_{\Omega} \nabla \cdot V \, dx = 2\nu_r \int_{\Omega} \omega \cdot \nabla V \, dx + 2\nu_r \int_{\partial \Omega} \omega \times n \cdot V \, dS = 2\nu_r \int_{\Omega} \omega \cdot \nabla V \, dx, \]
which follows from integration by parts and the boundary conditions. Thus, we get
\[
\frac{1}{2} \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) + (\nu + \nu_r) \|\nabla V\|_{L^2(\Omega)}^2 + \alpha \|\nabla Z\|_{L^2(\Omega)}^2 + (\alpha + \beta) \|\nabla Z\|_{L^2(\Omega)}^2 \\
= -\nu_r \int_{\Omega} \nabla V \cdot u \, dx - \int_{\Omega} V \cdot \nabla u \cdot V \, dx + 2\nu_r \int_{\Omega} \omega \cdot \nabla V \, dx \\
- 4\nu_r \int_{\Omega} \nabla \cdot Z \, dx - \int_{\Omega} V \cdot \nabla \Theta \cdot Z \, dx + 2\nu_r \int_{\Omega} \omega \cdot Z \, dx.
\]
Next we estimate the first and the third term on the right-hand side by the means of the Hölder and the Young inequalities. We have
\[
-\nu_r \int_{\Omega} \nabla V \cdot u \, dx \leq \nu_r \|\nabla u\|_{L^2(\Omega)} \|\nabla V\|_{L^2(\Omega)} \leq \epsilon_1 \nu_r \|\nabla V\|_{L^2(\Omega)}^2 + \frac{\nu_r}{\epsilon_1} \|\nabla u\|_{L^2(\Omega)}^2,
\]
\[
2\nu_r \int_{\Omega} \omega \cdot \nabla V \, dx \leq 2\epsilon_2 \nu_r \|\omega\|_{L^2(\Omega)} \|\nabla V\|_{L^2(\Omega)} \leq 2\epsilon_2 \nu_r \|\nabla V\|_{L^2(\Omega)}^2 + \frac{\nu_r}{2\epsilon_2} \|\omega\|_{L^2(\Omega)}^2.
\]
We set \(\epsilon_1 \nu_r = 2\epsilon_2 \nu_r = \frac{\nu_r}{\epsilon_2}\). Thus, \(\epsilon_1 = \frac{\epsilon_2}{2}\) and \(\epsilon_2 = \frac{\epsilon_1}{2}\). We get
\[
\frac{1}{2} \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) + \nu \|\nabla V\|_{L^2(\Omega)}^2 + \alpha \|\nabla Z\|_{L^2(\Omega)}^2 + (\alpha + \beta) \|\nabla Z\|_{L^2(\Omega)}^2 \\
\leq - \int_{\Omega} V \cdot \nabla u \cdot V \, dx - 4\nu_r \int_{\Omega} \omega \cdot Z \, dx - \int_{\Omega} V \cdot \nabla \Theta \cdot Z \, dx + 2\nu_r \int_{\Omega} \omega \cdot Z \, dx.
\]
Utilizing [Now12b] Lemma 6.7] on the left-hand side yields
\[
\frac{1}{2} \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) + \frac{\nu}{\epsilon_1} \|V\|_{L^2(\Omega)}^2 + \frac{\alpha}{\epsilon_1} \|Z\|_{H^1(\Omega)}^2 \\
\leq - \int_{\Omega} V \cdot \nabla u \cdot V \, dx - 4\nu_r \int_{\Omega} \omega \cdot Z \, dx - \int_{\Omega} V \cdot \nabla \Theta \cdot Z \, dx + 2\nu_r \int_{\Omega} \omega \cdot Z \, dx.
\]
For the first term we have
\[
- \int_{\Omega} V \cdot \nabla u \cdot V \, dx \leq \|V\|_{L^4(\Omega)}^2 \|\nabla u\|_{L^2(\Omega)} \leq c_I \|V\|_{L^2(\Omega)}^2 \|\nabla u\|_{H^1(\Omega)} \leq \epsilon_1 c_I \|V\|_{H^1(\Omega)}^2 + \frac{c_I}{4\epsilon_1} \|\nabla u\|_{L^2(\Omega)}^2 \|\nabla u\|_{H^1(\Omega)},
\]
where we used the Hölder inequality, the interpolation inequality between \(L_2(\Omega)\) and \(L_6(\Omega)\) and the Young inequality.

For the second term we get
\[
-4\nu_r \int_{\Omega} \omega \cdot Z \, dx \leq 4\nu_r \|\omega\|_{L^2(\Omega)} \|Z\|_{L^2(\Omega)} \leq 4\nu_r \epsilon_2 \|\omega\|_{L^2(\Omega)}^2 + \frac{\nu_r \epsilon_2}{\epsilon_2} \|Z\|_{H^1(\Omega)}^2.
\]
Finally, for the fourth term we have
\[
2\nu_r \int_{\Omega} \nabla \Theta \cdot Z \, dx \leq \|\nabla \Theta\|_{L^2(\Omega)} \|\nabla Z\|_{L^2(\Omega)} \leq c_3 \epsilon_3 \|\nabla \Theta\|_{H^1(\Omega)} \|\nabla Z\|_{L^2(\Omega)} \leq \frac{1}{4\epsilon_3} \|\nabla \Theta\|_{H^1(\Omega)}^2 \|\nabla Z\|_{L^2(\Omega)}^2.
\]
We set \(\epsilon_1 c_I = \epsilon_3 c_I = \frac{\nu}{4\epsilon_1}\) and \(\frac{\nu_r c_I}{\epsilon_2} = \frac{\nu_r c_I}{4\epsilon_1} = \frac{\alpha}{4\epsilon_1}\). Hence
\[
\frac{c_I}{4\epsilon_1} = \frac{c_I \Omega}{\nu}, \quad 4\nu_r \epsilon_2 = \frac{16\nu^2 c_I \Omega}{\alpha}, \quad \frac{1}{4\epsilon_3} = \frac{\epsilon_1}{\nu}, \quad 4\nu_r \epsilon_4 = \frac{8\nu^2 c_I \Omega}{\alpha}.
\]
and we obtain
\[ \frac{1}{2} \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) + \nu \frac{c_{I,\Omega}}{2} \|V\|_{H^1(\Omega)}^2 + \frac{\alpha}{2c_{I,\Omega}} \|Z\|_{H^1(\Omega)}^2 
\leq \frac{c_{I,\Omega}}{\nu} \|V\|_{L^2(\Omega)}^2 \|u\|_{H^1(\Omega)}^2 + \frac{16\nu^2 c_{I,\Omega}}{\alpha} \|\omega\|_{L^2(\Omega)}^2 
+ \frac{c_{I,\Omega}}{\nu} \|\nabla \Theta\|_{L^2(\Omega)}^2 \|Z\|_{L^2(\Omega)}^2 + \frac{8\nu^2 c_{I,\Omega}}{\alpha} \|\rot v\|_{L^2(\Omega)}^2. \]

We introduce
\[ \Delta_1(\nu) = \frac{\nu}{c_{I,\Omega}} \frac{2c_{I,\Omega}}{\nu} \|u\|_{H^1(\Omega)}^2, \]
\[ \Delta_2(\nu) = \frac{\alpha}{c_{I,\Omega}} \frac{2c_{I,\Omega}}{\nu} \|\nabla \Theta\|_{L^2(\Omega)}^2, \]
\[ \Delta(\nu) = \min \{ \Delta_1(\nu), \Delta_2(\nu) \}. \]

Thus, the last inequality implies
\[ \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) + \Delta(\nu) \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) \leq \frac{32\nu^2 c_{a,I,\Omega}}{\alpha} \|\omega\|_{L^2(\Omega)}^2 \|\rot v\|_{L^2(\Omega)}^2, \]

which is equivalent to
\[ \frac{d}{dt} \left( \|V\|_{L^2(\Omega)}^2 + \|Z\|_{L^2(\Omega)}^2 \right) e^{\Delta(\nu)t} \leq \nu^2 c_{a,I,\Omega} \left( \|\omega\|_{L^2(\Omega)}^2 + \|\rot v\|_{L^2(\Omega)}^2 \right) e^{-\Delta(\nu)t}. \]

Integrating with respect to \( t \in (t_0, t_1) \) yields
\[ \|V(t)\|_{L^2(\Omega)}^2 + \|Z(t)\|_{L^2(\Omega)}^2 \leq \nu^2 c_{a,I,\Omega} \left( \|\omega\|_{L^2(\Omega)}^2 + \|\rot v\|_{L^2(\Omega)}^2 \right) + \left( \|V(t_0)\|_{L^2(\Omega)}^2 + \|Z(t_0)\|_{L^2(\Omega)}^2 \right) e^{-\Delta(\nu)t}. \]

In view of the energy estimates (see e.g. [Now12b, Lemma 8.1]) we obtain
\[ \|\omega\|_{L^2(\Omega)}^2 + \|\rot v\|_{L^2(\Omega)}^2 < E_{\nu}(t). \]

On the other hand, under slightly weaker assumption than in Theorem [I] it follows from [Zaj11, Theorem B] that
\[ \|u\|_{W^{2,1}_t(\Omega')} \leq \varphi(\nu, \text{data}) \]
for any \( t \in [0, \infty] \), where \( \varphi \) is a positive and non-decreasing function dependent on the viscosity coefficient and the initial and the external data. By the Embedding Theorem for anisotropic Sobolev spaces (see e.g. [LSU67, Ch. 2, §3, Lemma 3.3] it follows that \( W^{2,1}_t(\Omega') \hookrightarrow L_{10}(\Omega') \) and
\[ \|u\|_{L_{10}(\Omega')} \leq c_{I}\|u\|_{W^{2,1}_t(\Omega')} \leq \varphi(\text{data}) \]
holds. In light of the maximal regularity for parabolic systems (see e.g. [Now12b, Lemma 6.9]) applied to (4.2), we deduce that \( \Theta \in W^{2,1}_t(\Omega') \) and
\[ \|\Theta\|_{W^{2,1}_t(\Omega')} \leq c_{\text{data,}\alpha,\beta,\Omega} \left( \|g\|_{L^4_\sharp(\Omega')} + \|u\|_{L_{10}(\Omega')} + \|\Theta(t_0)\|_{W^{2,1}_4(\Omega')} \right). \]

From (8.2), the above inequality and the maximal regularity for the Stokes and parabolic system (see e.g. [Now12b, Lemmas 6.9 and 6.11]) it follows that we can improve the regularity for \( (u, \Theta) \) as we need. In particular
\[ \sup_{t \geq 0} \|u(t)\|_{H^1(\Omega)} \leq c_{\text{data}}, \]
\[ \sup_{t \geq 0} \|\nabla \Theta(t)\|_{L^4(\Omega)} \leq c_{\text{data}}. \]

In consequence, \( \Delta(\nu) \) becomes positive and finite for \( \nu \) sufficiently large. This ends the proof. \( \square \)
Remark 8.1. Observe, that for $u(t_0) = v(t_0)$ and $\Theta(t_0) = \omega(t_0)$ we obtain
\[
\|V(t)\|_{L_2(\Omega)}^2 + \|Z(t)\|_{L_2(\Omega)}^2 \leq \nu c_{a,f,\Omega} \left( \|\omega\|_{L_2(\Omega)}^2 + \|\text{rot } v\|_{L_2(\Omega)}^2 \right).
\]
This estimate implies that as $\nu \to 0$ the velocity of the micropolar fluid model converges uniformly with respect to time on $[0, \infty)$ in $L_2$ to the velocity field of standard Navier-Stokes model.
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