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ABSTRACT. In this article we study the problem of a non-relativistic particle in the presence of a singular potential in the noncommutative plane. The potential contains a term proportional to $1/R^2$, where $R^2$ is the squared distance to the origin in the noncommutative plane. We find that the spectrum of energies is non analytic in the noncommutativity parameter $\theta$.

1. Introduction

Noncommutative geometry has several motivations in physics [1, 2] (see also [3] and references therein.) In particular, it has been shown to play an important role in superstring/M-theory [4, 5] since, in the presence of a Neveu-Schwarz constant background field, low energy string theory reduces to a gauge theory in a noncommutative space. Since then there has been a growing interest in the peculiarities of quantum theory on noncommutative spaces.

Research in noncommutative quantum field theories (see the reviews [13, 14]) has motivated the study of the spectral properties of operators defined on noncommutative manifolds (see, e.g., the short review [15]).

Central potentials in Quantum Mechanics on non-commutative space have been studied employing perturbation theory on the parameter of noncommutativity. Some examples are [6, 7, 8, 9, 10, 11]. Delta-function potentials on the non-commutative plane have also been considered in [12].

The aim of the present article is to show how a singular central potential in the non-commutative plane can spoil the analyticity of the spectrum in the noncommutativity parameter $\theta$, therefore ruling out the usual perturbative treatment of noncommutative effects.

We consider a non-relativistic particle on the noncommutative plane subject to a potential consisting on a term proportional to $R^2$—the square of the noncommutative distance to the origin—and a singular repulsive term $\alpha/R^2$, with $\alpha \in \mathbb{R}^+$. The former excludes scattering states, so that the (discrete) spectrum of the Hamiltonian corresponds only
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to bound states. The main result of this article is to show that the singular term gives rise to a non-analytic behavior of the spectrum for small values of the noncommutativity parameter $\theta$. Indeed, we will prove that some of the eigenvalues show a $\log \theta$ behavior for small $\theta$.

In the commutative case a singular potential of the type $\alpha/r^2$ leads to a formally scale invariant Schrödinger equation [16], which is closely related to the dynamics of quantum particles in the asymptotic near-horizon region of black-holes [17, 18], of particles in a manifold with a conic singularity [19] or in the presence of an Aharonov-Bohm magnetic flux [20].

We will study the following Hamiltonian, that contains the noncommutative generalization of the inverse square potential:

\begin{equation}
H = \frac{1}{2m} P^2 + \frac{m\omega^2}{2} R^2 + \frac{\alpha}{R^2}.
\end{equation} 

As we will see, the operator $P^2$ can be regarded as the usual Laplacian; $m, \omega, \alpha^{-1}$ are positive parameters with mass dimension. $R^2$ is the squared distance to the origin in the non-commutative plane

\begin{equation}
R^2 := X^i X^i
\end{equation}

where $X^{i=1,2}$ are non-commutative coordinates satisfying the algebra

\begin{equation}
[X^i, X^j] = i \epsilon^{ij} \theta.
\end{equation}

Since we are interested in studying the spectrum of (1.1) perturbatively in $\alpha$, we will first consider in Section 2 the validity of this kind of perturbative treatment of this problem in the usual commutative plane. In Section 3 we will state with no proof the theorems we will use in Section 4 to justify a perturbative treatment of the noncommutative case. For completeness, this theorems will also be applied to the usual commutative case in the Appendix A. In Section 5 we compute the spectrum to leading order in $\alpha$ and show that the energies of the noncommutative Hamiltonian (1.1) are not analytic in the noncommutativity parameter $\theta$. In Section 6 we draw our conclusions.

2. Comutative Plane

In this section we determine the spectrum of a non-relativistic particle living on the usual commutative plane subject to a central potential which consists in a singular term $\alpha/r^2$ and a term proportional to $r^2$, where $r$ is the distance to the origin. First, we present the exact solutions and then we study the validity of perturbation theory in the parameter $\alpha$. The corresponding Hamiltonian is given by

\begin{equation}
H = \frac{1}{2m} p^2 + \frac{m\omega^2}{2} r^2 + \frac{\alpha}{r^2}
\end{equation}
Analogous operators appearing in one and two-dimensional problems have already been studied in \cite{22,23}. Since the Hamiltonian commutes with the angular momentum operator $L = -i \partial_\phi$, we restrict the eigenvalue equation
\begin{equation}
(H - E) \Psi(r, \phi) = 0
\end{equation}
to the invariant subspace of functions
\begin{equation}
\Psi(r, \phi) = e^{i \phi l} \psi_l(r)
\end{equation}
where $l \in \mathbb{Z}$. In the subspace of vanishing angular momentum, the operator \cite{21} admits a one-parameter family of self-adjoint extensions \cite{21} which, in general, break the formal scale invariance of the Hamiltonian (near the origin) \cite{22,23,24,25}. As we will see, it is convenient to consider the cases $l \neq 0$ and $l = 0$ separately.

**Subspaces with non-vanishing angular momentum.** In this subspace, eq. \eqref{eq:2.2} reads
\begin{equation}
\left( \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} - \frac{\nu^2}{r^2} - \beta^2 r^2 + \lambda \right) \psi_l(r) = 0,
\end{equation}
where
\begin{align*}
\nu & := + \sqrt{l^2 + 2m\alpha}, \\
\beta & := m\omega, \\
\lambda & := 2mE.
\end{align*}
Since we are considering $\alpha \geq 0$, then $\nu \geq 1$. Eq. \eqref{eq:2.4} has the following complete set of solutions $\psi_{l,n}(r) \in L_2(\mathbb{R}^+, r \, dr)$
\begin{equation}
\psi_{l,n}(r) = C_{l,n} r^\nu e^{-\beta r^2} M \left(-n, 1 + \nu; \beta r^2\right)
\end{equation}
where $M \left(-n, 1 + \nu; \beta r^2\right)$ is a confluent hypergeometric function \cite{26}, $C_{l,n} \in \mathbb{C}$ is a normalization constant and $n = 0, 1, 2, \ldots$

The corresponding eigenvalues of eq. \eqref{eq:2.2} are given by
\begin{equation}
E_{l,n} = \omega \left(2n + 1 + \sqrt{l^2 + 2m\alpha}\right)
\end{equation}
with $n = 0, 1, 2, \ldots$ and $l = \pm 1, \pm 2, \pm 3, \ldots$ Notice that, since $l \neq 0$, each eigenvalue is, at least, two-fold degenerate.

Next, we show that this result can be obtained perturbatively to leading order in $\alpha$. We begin by considering the spectrum of the unperturbed Hamiltonian $H_0$, which corresponds to an isotropic harmonic oscillator on the plane,
\begin{equation}
H_0 = \frac{1}{2m} p^2 + \frac{m\omega^2}{2} r^2.
\end{equation}
Its eigenfunctions $\Psi_{n,l}^{(0)}(r,\varphi)$ and eigenvalues $E_{n,l}^{(0)}$—which can be obtained from (2.3), (2.6) and (2.7) by setting $\alpha = 0$—are given by

$$
\Psi_{n,l}^{(0)}(r,\varphi) = C_{n,l}^{(0)} r^{|l|} e^{-\frac{2}{\beta} r^2 M (-n, 1 + |l|, \beta r^2)} e^{i\varphi l},
$$

$$
E_{n,l}^{(0)} = \omega (2n + 1 + |l|),
$$

where

$$
C_{n,l}^{(0)} = \sqrt{\frac{\beta^{l+1}}{\pi \left( n + |l| \right)}}.
$$

with $n = 0, 1, 2, \ldots$ and $l = \pm 1, \pm 2, \pm 3, \ldots$

The leading order corrections $\Delta E_{n,l}^{(0)}$ to the energies $E_{n,l}^{(0)}$ due to singular term $\alpha/r^2$ are given by

$$
\Delta E_{n,l}^{(0)} = \langle \Psi_{n,l}^{(0)} | \frac{\alpha}{r^2} | \Psi_{n,l}^{(0)} \rangle = \frac{m_0 \omega \alpha}{|l|}.
$$

Therefore, a perturbative calculation in $\alpha$ gives for the energies

$$
E_{n,l} \approx E_{n,l}^{(0)} + \Delta E_{n,l}^{(0)} = \omega \left( 2n + 1 + |l| + \frac{m_0 \alpha}{|l|} \right)
$$

which, as expected, corresponds to the first term in the Taylor expansion in $\alpha$ of (2.7).

We see that, in the non-vanishing angular momentum subspaces, corrections to the energies due to the singular term $\alpha/r^2$ can be obtained by ordinary perturbation theory in $\alpha$. We give a complete proof of this result in Appendix A. Next, we show that a perturbative treatment is not valid for the subspace corresponding to vanishing angular momentum.

**Subspace with vanishing angular momentum.** In this subspace, the formal scale invariance of the Hamiltonian (2.1) close to the singularity is, in general, broken by the existence of an infinite family of self-adjoint extensions [22, 24]. Indeed, for $0 \leq 2m_0 \alpha < 1$, self-adjointness of the Hamiltonian does not suffice to determine the behavior of the wave functions at the origin. One must impose one of infinitely many admissible boundary conditions at $r = 0$ which, in general, introduce a parameter with mass dimension.

However, there exists a unique self-adjoint extension for which the wave functions are finite at the singularity. For the sake of simplicity and for the purposes of this article, we will just consider the spectrum of this particular self-adjoint extension, which is given by the following eigenfunctions and eigenvalues

$$
\Psi_{n}^{(0)}(r,\varphi) = C_{n}^{(0)} e^{-\frac{r_0}{2} M (-n, 1 + \nu_0, \beta r^2)},
$$

$$
E_{n}^{(0)} = \omega \left( 2n + 1 + \sqrt{2m_0} \nu_0 \right),
$$

where $C_{n}^{(0)} \in \mathbb{C}$ and $\nu_0 = \sqrt{2m_0}$. 


Since the energies are non-analytic around $\alpha = 0$, we expect perturbation theory to fail in this case—as opposed to the $l \neq 0$ case.— Indeed, the first order correction to the energy of the unperturbed (i.e., $\alpha = 0$) eigenfunction
\begin{equation}
\Psi^{(0)}_{0,n}(r) = \sqrt{\frac{2}{\pi}} e^{-\frac{\beta}{2} r^2} M(-n, 1, \beta r^2)
\end{equation}
would be given by
\begin{equation}
\Delta E^{(0)}_{0,n} = \left\langle \frac{\alpha}{r^2} \right| \Psi^{(0)}_{0,n} \right\rangle = 2\pi \int_0^\infty \frac{\alpha}{r^2} \left| \Psi^{(0)}_{0,n}(r, \varphi) \right|^2 r \, dr
\end{equation}
which diverges at the lower limit $r = 0$.

The non-validity of perturbation theory for vanishing angular momentum will be discussed in more detail in Appendix A.

3. Perturbation Theory

In the previous section we have considered a two-dimensional isotropic harmonic oscillator in the presence of a singular potential of the form $\alpha/r^2$ to test the validity of perturbation theory for small $\alpha$. We concluded that the perturbative calculation in $\alpha$ is justified only in the non-vanishing angular momentum subspaces. In the next section we will consider the equivalent problem in the non-commutative plane, where perturbation theory is fully applicable. To prove the validity of perturbation theory for the non-commutative case, we need the following theorems and definitions [27]:

**Definition 3.1.** An operator-valued function $H(\alpha)$ on a complex domain $\mathcal{R}$ is called an analytic family in the sense of Kato if and only if:

1. $\forall \alpha \in \mathcal{R}$, $H(\alpha)$ is closed and has a nonempty resolvent set $\rho(H(\alpha))$.
2. $\forall \alpha_0 \in \mathcal{R}$, $\exists \lambda_0 \in \rho(H(\alpha_0))$ so that $\lambda_0 \in \rho(H(\alpha))$ and $(H(\alpha) - \lambda_0)^{-1}$ is an analytic operator-valued function of $\alpha$, for $\alpha$ near $\alpha_0$.

**Theorem 3.2** (Kato-Rellich theorem). Let $H(\alpha)$ be an analytic family in the sense of Kato. Then for each isolated non-degenerate eigenvalue $E^{(0)}(\alpha_0)$ of $H(\alpha_0)$ and $\alpha$ near $\alpha_0$, there exists a non-degenerate eigenvalue $E(\alpha)$ in the spectrum of $H(\alpha)$ which is close to $E^{(0)}(\alpha_0)$. Moreover, $E(\alpha)$ is an analytic function of $\alpha$, for $\alpha$ near $\alpha_0$.

**Definition 3.3.** An operator-valued function $H(\alpha)$ on a complex domain $\mathcal{R}$ is called an analytic family of type (A) if and only if:

1. $\forall \alpha \in \mathcal{R}$, $H(\alpha)$ is closed and has a nonempty resolvent set $\rho(H(\alpha))$.
2. The operator domain of $H(\alpha)$ is some set $\mathcal{D}$ independent of $\alpha$.
3. $\forall \psi \in \mathcal{D}$, $H(\alpha) \psi$ is a vector-valued analytic function of $\alpha$. 
Theorem 3.4. Let $H_0$ be a closed operator with nonempty resolvent set $\rho(H_0)$ and consider another operator $V$. If the domain of $H_0$ is contained in the domain of $V$ and if $V$ is $H_0$-bounded, that is:

1. $\mathcal{D}(H_0) \subset \mathcal{D}(V)$
2. For some $A, B \in \mathbb{C}$ and $\forall \psi \in \mathcal{D}(H_0): \|V\psi\| \leq A\|\psi\| + B\|H_0\psi\|

then $H(\alpha) := H_0 + \alpha V$ is an analytic family of type (A).

Theorem 3.5. Let $H(\alpha) := H_0 + \alpha V$ be an analytic family of type (A) in some region $\mathcal{R}$. Then $H(\alpha)$ is an analytic family in the sense of Kato.

In Appendix A we will apply these theorems to the commutative case to justify the results obtained in the previous section. In the next section we will use these theorems in the noncommutative case to prove that the spectrum of the operator (1.1) is analytic in the parameter $\alpha$.

4. Noncommutative Plane

To analyze the spectrum of the Hamiltonian (1.1) we adopt the following realization of the deformed Heisenberg algebra as in (1.3),

\begin{align*}
X_i &= x_i - \epsilon_{ij} \frac{\theta}{2} p_j, \\
P_i &= p_i,
\end{align*}

where $x_i$ and $p_i$ satisfy the canonical Heisenberg algebra on the Hilbert space $L_2(\mathbb{R}^2)$. In this representation $R^2$ (see eq. (1.2)) is given by the following second-order differential operator

\begin{equation}
R^2 = r^2 - \theta L + \frac{\theta^2}{4} p^2.
\end{equation}

The Hamiltonian (1.1) can then be written as

\begin{equation}
H = H_0 + \frac{\alpha}{R^2},
\end{equation}

where

\begin{equation}
H_0 = \frac{1}{2\mu} p^2 + \frac{\mu \Omega^2}{2} r^2 - \frac{\mu \Omega^2 \theta}{2} L
\end{equation}

and

\begin{equation}
\mu := \frac{m}{1 + \frac{m^2 \omega^2 \theta^2}{4}},
\end{equation}

\begin{equation}
\Omega := \sqrt{1 + \frac{m^2 \omega^2 \theta^2}{4}} \omega.
\end{equation}

Notice that the angular momentum operator $L = \epsilon_{ij} x_i p_j$ in eq. (1.5) is the usual one in the commutative space.
Unlike the Hamiltonian for the commutative case studied in Section 2, the spectrum of (1.1) can be determined perturbatively in \( \alpha \) for all values of the angular momentum, even for \( l = 0 \). Let us next justify this statement using the theorems of Section 3.

Let us first consider the unperturbed Hamiltonian, i.e., the rotationally invariant operator \( H_0 \) (see eq. (4.5)). Notice that its restriction to the subspace of angular momentum \( l \), \( H_0(l) \), corresponds –after the replacements \( m \to \mu, \omega \to \Omega \) and \( \alpha \to 0 \)– to the Hamiltonian already given in eq. (2.1) restricted to the same subspace, minus the constant term \( \mu \Omega^2 \theta l/2 \). As a consequence, from eqs. (2.9) and (2.10) we can read the eigenfunctions and eigenvalues of the unperturbed Hamiltonian \( H_0 \):

\[
\Psi_{l,n}^{(0)}(r,\varphi) = N_{l,n}^{(0)} r^{|l|} e^{-\frac{\mu \Omega \theta}{2} r^2} M(-n,|l|+1,\mu \Omega r^2) e^{i\varphi l},
\]

\[
E_{l,n}^{(0)} = \Omega (2n + 1 + |l| - g l),
\]

where \( l \in \mathbb{Z}, n = 0, 1, 2, \ldots \),

\[
g := \frac{1}{2} \frac{m \omega \theta}{\sqrt{1 + \left(\frac{m \omega \theta}{\pi}\right)^2}} < 1
\]

and

\[
N_{l,n}^{(0)} = \sqrt{\frac{(\mu \Omega)^{|l|+1}}{\pi} \frac{n + |l|}{|l|}}.
\]

Our next purpose is to show that the energies of the Hamiltonian (1.1) on each angular momentum subspace are actually given –to leading order in \( \alpha \)– by the quantities (4.9) plus the expectation values of the operator \( \alpha/R^2 \) with respect to the states (4.8).

The noncommutative squared distance to the origin \( R^2 \) is represented by a differential operator (eq. (4.3)) whose spectrum can be obtained from that of \( H_0 \) (eq. (4.5)) by making the following replacements: \( \mu \to 2/\theta^2 \) and \( \Omega \to \theta \). Therefore, we can read from eqs. (4.8) and (4.9) the eigenfunctions \( \Upsilon_{l,n}(r,\varphi) \) and eigenvalues \( \rho_{l,n}^2 \) of the operator \( R^2 \):

\[
\Upsilon_{l,n}(r,\varphi) = \sqrt{\frac{2^{|l|+1}(n + |l|)!}{\pi \theta^{|l|+1} n! l!}} r^{|l|} e^{-r^2/\theta} M(-n,|l|+1,2r^2/\theta) e^{i\varphi l},
\]

\[
\rho_{l,n}^2 = \theta (2n + 1 + |l| - l),
\]

with \( n = 0, 1, 2, \ldots \) and \( l \in \mathbb{Z} \). Notice that, as a result of the non-commutativity of the coordinates, the distance to the origin is represented by an observable with a discrete set of eigenvalues. The minimum of the distance to the origin \( \sqrt{\theta} \) is

1This minimum is in accordance with the choice of the domain of the operator \( R^2 \), which in the present case corresponds to consider wave functions which are finite at the origin. Had we chosen a different set of functions, the minimum of the distance to the origin would have been different, even negative [24].
On the other hand, in the subspace of angular momentum $l$ the perturbation $\alpha/R^2$ is proportional to the inverse of the differential operator $R^2$, whose kernel is a symmetric function,

$$G_l(r, r') = G_l(r', r),$$

which, for $r < r'$, is given by

$$G_l(r, r') = \alpha 2^{[l+1]} \frac{\Gamma(1/2 + |l|/2 - l/2)}{\theta^{[l+2]} \Gamma([|l|/2 + 1])} (rr')^{[l]} e^{-\frac{1}{\theta}(r^2 + r'^2)} \times \nonumber$$

$$\times M(1/2 + |l|/2 - l/2, |l| + 1, 2r^2/\theta) U(1/2 + |l|/2 - l/2, |l| + 1, 2r'^2/\theta),$$

where $M(a, b, z)$ and $U(a, b, z)$ are two linearly independent solutions of the confluent hypergeometric equation [26].

In consequence, $\alpha/R^2$ is a (bounded) integral operator whose domain $D(\alpha/R^2)$ is the whole Hilbert space $L^2(\mathbb{R}^2)$. Thus, it contains the domain $D(H_0)$ of $H_0$ and the first condition of Theorem 3.4 is satisfied for $V = \alpha/R^2$.

Moreover, since $\alpha/R^2$ is bounded, for all $\psi \in L^2(\mathbb{R}^2)$ there exists a constant $C \in \mathbb{C}$ such that $\|\alpha/R^2 \psi\| \leq C \|\psi\|$. Hence, the second condition of Theorem 3.4 is also satisfied and the Hamiltonian $H = H_0 + \alpha/R^2$ [4.4] represents an analytic family of type (A) for any value of the parameter $\alpha$ in the region $R = \mathbb{C}$.

Theorem 3.5 implies $H = H_0 + \alpha/R^2$ is also analytic in the sense of Kato. Finally, Kato-Rellich Theorem 3.2 ensures that the spectrum of the Hamiltonian $H$ is analytic in $\alpha$, for $\alpha$ near zero. This allows us to perturbatively approach its eigenvalues as an expansion in integer powers of $\alpha$.

We will next determine the eigenvalues of $H$ by perturbing the eigenfunctions and spectrum of $H_0$, Eqs. (4.8) and (4.9), to leading order in $\alpha$. This calculation will show that the energies of the noncommutative-case Hamiltonian $H$ are not analytic functions of the non-commutativity parameter $\theta$.

5. THE PERTURBATIVE SPECTRUM

In order to compute the perturbative corrections to the spectrum of $H_0$ due to the term $\alpha/R^2$ we use the spectral resolution (eqs. (4.12) and (4.13))

$$\frac{\alpha}{R^2} = \sum_{l' \in \mathbb{Z}} \sum_{n'=0}^{\infty} \frac{\alpha}{p_{l', n'}} |\Upsilon_{l', n'} \rangle \langle \Upsilon_{l', n'} |. \tag{5.1}$$

The correction of first order in $\alpha$ to the energy $E_{l, n}^{(0)}$ in (4.9) is given by

$$\langle \Psi_{l, n}^{(0)} | \frac{\alpha}{R^2} | \Psi_{l, n}^{(0)} \rangle = \sum_{n'=0}^{\infty} \frac{\alpha}{p_{l, n'}} \langle \Psi_{l, n}^{(0)} | \Upsilon_{l, n'} \rangle^2 \tag{5.2}$$

\footnote{We assume $\theta \neq 0$, though later we will study the limit $\theta \to 0$ of the resulting expressions for comparison with the commutative case.}
which, after eqs. (4.8) and (4.12), reads [28]

\[
\left\langle \Psi_{l,n}^{(0)} \left| \frac{\alpha}{R^2} \right| \Psi_{l,n}^{(0)} \right\rangle = \frac{2\alpha \mu \Omega (4g)^{|l|}}{(1 + g)^{2|l|+2}} \sum_{n'=0}^{\infty} \frac{(n' + |l|)!}{n'! (2n' + 1 + |l| - l)!} \times \\
\times \int_0^\infty dx \, e^{-x|l|} M \left( -n, 1 + |l|, \frac{2g}{1 + g} \right) M \left( -n', 1 + |l|, \frac{2}{1 + g} \right)^2
\]

(5.3)

\[
= \frac{2\alpha \mu \Omega (4g)^{|l| + (n + |l|)!}}{(1 + g)^{2|l|+2n!|l|!}} \left( \frac{1 - g}{1 + g} \right)^{2n} \times \\
\times \sum_{n'=0}^{\infty} \left( \frac{(n' + |l|)!}{n'!(2n' + 1 + |l| - l)!} \right) \left( \frac{1 - g}{1 + g} \right)^{2n'} 2F_1 \left( \left\{ -n', -n \right\}, \left\{ 1 + |l| \right\}; \frac{-4g}{(1 - g)^2} \right)^2.
\]

As we already mentioned, we will show that this first order corrections are non-analytic in $\theta$ around $\theta = 0$. In so doing, it will suffice to consider, for each angular momentum subspace, the perturbative correction to the lowest energy level $E_{l,n=0}^{(0)}$, given by

\[
\left\langle \Psi_{l,n=0}^{(0)} \left| \frac{\alpha}{R^2} \right| \Psi_{l,n=0}^{(0)} \right\rangle = \frac{2\alpha \mu \Omega (4g)^{|l|}}{(1 + g)^{2|l|+2}} \times \\
\times \sum_{n'=0}^{\infty} \left( \frac{n' + |l|}{|l|} \right) \frac{1}{2n' + 1 + |l| - l} \left( \frac{1 - g}{1 + g} \right)^{2n'} 2F_1 \left( \left\{ 1 + |l|, \frac{1}{2}(1 + |l| - l) \right\}, \left\{ \frac{1}{2}(3 + |l| - l) \right\}; \frac{(1 - g)^2}{(1 + g)^2} \right).
\]

(5.4)

This expression represents the leading correction to the lowest energy at each angular momentum subspace due to the term $\alpha/R^2$ for any value of the noncommutativity parameter (contained in) $g$ (see eq. (4.10)). To show that this correction is non-analytic in $g$ –or, equivalently, in $\theta$– we make use of the following expansion of the hypergeometric function [26]:

\[
2F_1 \left( \left\{ 1 + |l|, c \right\}, \left\{ 1 + c \right\}; 1 - \epsilon \right) = \frac{c}{|l|} e^{-|l|} \sum_{n=0}^{(|l| - 1)} \frac{(c - |l|)n(1)_n}{n!(1 - |l|)_n} \epsilon^n - \\
- (-1)^{|l|} \frac{\Gamma(c + 1)}{\Gamma(c - |l|)} \sum_{n=0}^{\infty} \frac{(c)n}{n!|l|!} \epsilon^n \left\{ \log \epsilon + \psi(n + c) - \psi(n + 1) \right\},
\]

(5.5)
where $0 < \epsilon < 1$ and $l \neq 0$. In (5.5), $\psi(\cdot)$ is the logarithmic derivative of the gamma-function $\Gamma(\cdot)$, and $(\cdot)_n$ represents the Pochhammer symbol. Non-analyticity in $\theta$ is due to the $\epsilon^n \log \epsilon$ terms in the series on the right hand side of this equation.

Replacing (5.5) into (5.4) and taking into account the eigenvalues of $H_0$ given by (4.9) we obtain the lowest energies of the complete Hamiltonian $H$ for fixed angular momentum and small $\alpha$ and $\theta$,

$$(5.6) \quad \frac{E_{l, n=0}}{\omega} = 2 + \alpha m + \frac{m \omega \theta}{2} + \alpha m^2 \omega \theta \left\{ \log \left( \frac{m \omega \theta}{2} \right) + 1 \right\} + \ldots \quad \text{if } |l| = 1,$$

$$(5.7) \quad \frac{E_{l, n=0}}{\omega} = 1 + |l| + \frac{\alpha m}{|l|} + \left| l \right| \frac{m \omega \theta}{2} + \frac{\alpha m^2 \omega \theta}{|l| - 1} + \ldots \quad \text{if } |l| \geq 2.$$ 

The upper and lower signs correspond respectively to positive and negative angular momentum states, and reflect the time-reversal non-invariance of this system.

Notice that, in spite of the log $\theta$ terms in the energies, the commutative limit $\theta \to 0$ exists and reproduces the result in (2.13), obtained in the previous section for the commutative-case Hamiltonian for non-vanishing angular momentum subspaces.

Finally, we consider the $l = 0$ case; from eq. (5.4) we simply get

$$(5.8) \quad \frac{E_{l=0, n=0}}{\omega} = \sqrt{1 + \left( \frac{m \omega \theta}{2} \right)^2} \left\{ 1 - \alpha m \log \left( \frac{m \omega \theta}{2} \right) \right\} + O(\alpha^2).$$

Expression (5.8) shows that the correction for non-commutativity of the space to the ground state energy is non-analytic in $\theta$ around $\theta = 0$, being proportional to log $\theta$ for small $\theta$. Moreover, this correction diverges in the $\theta \to 0$ limit. This is consistent with the fact already shown in section 2 that perturbation theory in $\alpha$ is not applicable on the vanishing angular momentum subspace for the commutative case.

6. Conclusions

The generalization of Schrödinger operators to the noncommutative plane can be carried out by means of the Bopp shift $X_i = x_i - \epsilon_{ij} \theta p_j / 2$. Since the noncommutative coordinates are then represented by differential operators, the subsequent generalization

$$(3c)_n := \frac{\Gamma(c + n)}{\Gamma(c)}.$$
of the Schrödinger Hamiltonian $-\Delta + V(X)$ changes drastically its character as a linear operator on the Hilbert space. In particular, positive powers $X^n$ of the coordinates in the potential $V(X)$ correspond to differential operators of order $n$ whereas an inverse square $1/R^2$, as in the case of the present article, renders a non-local bounded operator.

As a consequence, the spectral properties of this kind of Hamiltonians are different from the well-known properties of second order Schrödinger operators. In this article we gave an example of how analyticity in one of the parameters of the Hamiltonian, namely the noncommutativity parameter $\theta$, is spoiled as a consequence of this non-local representation of the Schrödinger potential. This result is to be remarked since, due to the non-standard character of noncommutative-case Hamiltonians, many of the known studies of problems in noncommutative spaces rely on expansions in powers of the parameter $\theta$.

In particular, we have studied the case of a singular potential and showed that the spectrum is not analytic in the noncommutativity parameter. We have considered on the noncommutative plane a perturbation proportional to the inverse squared distance to the origin, $\alpha/R^2$. Since this perturbation is represented by a bounded operator, the spectrum can be computed perturbatively in $\alpha$ and the non-analyticity of the energies in $\theta$ emerges explicitly as logarithmic cuts in $\theta = 0$.
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**Appendix A. Kato-Rellich theorem applied to the commutative case**

We have shown in Section 2 that in the usual commutative case the spectrum is analytic in the parameter $\alpha$ if and only if $l \neq 0$ (see eqs. (2.7) and (2.14)). In this appendix we will justify this result by means of the theorems stated in Section 3. In so doing, we will consider the cases $|l| \geq 2$ and $|l| = 1$ separately.

**A.1. Subspaces with $|l| \geq 2$.** We will prove that, on this subspaces, the operator $H_0^{(l)} + \alpha/r^2$–being $H_0^{(l)}$ the restriction of (2.8) to a fixed angular momentum subspace– is an analytic family of type (A), for $\alpha$ in some region $\mathcal{R}$ around the origin.

Let us prove the first condition of Theorem 3.4, namely, $\mathcal{D}(H_0^{(l)}) \subset \mathcal{D}(\alpha/r^2)$. To do that, consider the operator

$$H_0^{(l)} = \frac{1}{2m} \left\{ -\partial_r^2 - \frac{\partial_r}{r} + \frac{l^2}{r^2} \right\} + \frac{m\omega^2}{2} r^2. \tag{A.1}$$

If $\phi(r) \in \mathcal{D}(H_0^{(l)})$ then $H_0^{(l)} \phi(r) \in L^2(\mathbb{R}^+, r\,dr)$. Since $r^2 \phi(r) \in L^2((0,1), r\,dr)$ then

$$f(r) := \left( \partial_r^2 + \frac{\partial_r}{r} - \frac{l^2}{r^2} \right) \phi(r) \in L^2((0,1), r\,dr). \tag{A.2}$$
For \( r \neq 0 \) we define
\[
\text{(A.3)} \quad u(r) := r^{|l|} \phi
\]
which, due to eq. \( \text{(A.2)} \), satisfies
\[
\text{(A.4)} \quad \partial_r (r^{-2|l|+1} \partial_r u(r)) = r^{-|l|+1} f(r).
\]
Therefore,
\[
\text{(A.5)} \quad \partial_r u(r) = 2|l| C r^{2|l|-1} + r^{|l|} v(r)
\]
for some constant \( C \in \mathbb{C} \), where
\[
\text{(A.6)} \quad v(r) := -r^{|l|-1} \int_{r}^{1} x^{-|l|+1} f(x) \, dx.
\]
This function is well-defined since \( r^{-|l|} \) and \( f(r) \) belong to \( L_2((\epsilon,1), r \, dr) \), for any \( \epsilon > 0 \). Moreover, \( v(r) \) is continuous and finite at \( r = 0 \).

Similarly, one gets from eqs. \( \text{(A.3)} \) and \( \text{(A.5)} \)
\[
\text{(A.7)} \quad \phi(r) = C r^{|l|} + w(r),
\]
where
\[
\text{(A.8)} \quad w(r) := r^{-|l|} \int_{0}^{r} x^{|l|} v(x) \, dx
\]
\[= -r^{-|l|} \int_{0}^{r} dx \int_{x}^{1} dy \, x^{2|l|-1} y^{-|l|+1} f(y)
\]
\[= -\frac{1}{2|l|} \left[ r^{-|l|} \int_{0}^{r} dy \, y^{|l|} f(y) + r^{|l|} \int_{r}^{1} dy \, y^{-|l|+1} f(y) \right].
\]
By the Cauchy-Schwarz inequality one can prove that the first term in this last expression is \( o(r) \). As regards the second term, we can write
\[
\text{(A.9)} \quad r^{|l|} \int_{r}^{1} dy \, y^{-|l|+1} f(y) = r \left( \chi_r(y), f(y) \right),
\]
where the scalar product is taken in the space \( L_2((0,1), y \, dy) \) and
\[
\text{(A.10)} \quad \chi_r(y) := \begin{cases} r^{-|l|-1} y^{-|l|} & \text{if } r < y < 1 \\ 0 & \text{if } 0 < y < r \end{cases}.
\]
These functions converge uniformly to zero on every compact interval not containing the origin. Therefore, the scalar product \( (\chi_r(y), \varphi(y)) \to 0 \) as \( r \to 0 \) for all \( \varphi \in C_0^\infty(0,1) \) –the space of smooth functions with compact support in \( (0,1) \).
On the other hand, since \( C^\infty(0, 1) \) is dense in \( L_2((0, 1), y \, dy) \), for each \( f \in L_2((0, 1), y \, dy) \) there exists a sequence \( \varphi_n \to f \). As a consequence, the scalar product \( \langle \chi_r, f(y) \rangle \to 0 \) as \( r \to 0 \) for all \( f \in L_2((0, 1), y \, dy) \). Indeed,
\[
|\langle \chi_r, f \rangle| \leq |\langle \chi_r, f - \varphi_n \rangle| + |\langle \chi_r, \varphi_n \rangle|
\]
and the R.H.S of this expression can be made arbitrarily small; the first term for \( n \) large enough, the second one for \( r \) small enough. We conclude that expression (A.9) and, consequently, the second term in the last expression of eq. (A.8) is also \( o(r) \).

Thus (see eq. (A.7)) the functions \( \phi(r) \in D(H_0^{(l)}) \) satisfy \( \phi(r) = o(r) \). This is a sufficient condition to assert that \( \phi \in D(\alpha/r^2) \). This proves the first condition of Theorem 3.4.

Next, we prove the second condition by computing
\[
\|H_0^{(l)} \phi(r)\|^2 = \frac{1}{4m^2} \int_0^\infty dr \left| \left\{- \partial_r^2 - \frac{\partial_r}{r} + \frac{l^2}{r^2} + m^2 \omega^2 r^2 \right\} \phi(r) \right|^2
\]
\[
= \frac{1}{4m^2} \int_0^\infty dr \left\{ \left| \frac{1}{r} \partial_r \left[ r \partial_r \phi(r) \right] \right|^2 + 2 \left( \frac{|l|^2}{r^2} + m^2 \omega^2 r^2 \right)^2 |\partial_r \phi(r)|^2 + \left( 2m^2 \omega^2 (|l|^2 - 2) + m^4 \omega^2 r^4 + \frac{|l|^2 (|l|^2 - 4)}{r^4} \right) |\phi(r)|^2 \right\}
\]
\[
\geq \int_0^\infty dr \, \frac{|l|^2 (|l|^2 - 4)}{r^4} \, |\phi(r)|^2,
\]
which shows that
\[
\left\| \frac{\alpha}{r} \phi(r) \right\| \leq B \|H_0^{(l)} \phi(r)\|
\]
for some constant \( B \in \mathbb{C} \). This proves the second condition of Theorem 3.4. In consequence, \( H_0^{(l)} + \alpha/r^2 \) is an analytic family of type (A). Therefore it is also an analytic family in the sense of Kato (Theorem 3.3) and then, by virtue of Kato-Rellich theorem (Theorem 3.2), its spectrum is analytic in \( \alpha \).

### A.2. Subspaces with \( |l| = 1 \)

For this subspace the situation is slightly different. The operators \( H_0^{(\pm 1)} + \alpha/r^2 \) –where \( H_0^{(\pm 1)} \) is the restriction of the operator given in eq. (2.8) to the subspaces with \( l = \pm 1 \) respectively– is not an analytic family of type (A). As we have already mentioned in the previous section, the domain of the perturbation \( \mathcal{D}(\alpha/r^2) \) contains functions which behave as \( o(r) \) for small \( r \). However, the domains of \( H_0^{(\pm 1)} + \alpha/r^2 \) contain functions which behave as \( O(r^{1+2m\alpha}) \) (see e.g., the eigenfunctions (2.6) for \( l = \pm 1 \).) As a consequence, there is no region \( \mathcal{R} \) in the complex plane containing the origin for which there exists a domain \( \mathcal{D}(H_0^{(\pm 1)} + \alpha/r^2) \) independent of \( \alpha \). Since the second condition of Definition 3.3 is not fulfilled, \( H_0^{(\pm 1)} + \alpha/r^2 \) is not an analytic family of type (A).

Nevertheless, one can prove that \( H_0^{(\pm 1)} + \alpha/r^2 \) is actually analytic in the sense of Kato. Indeed, since \( H_0^{(\pm 1)} + \alpha/r^2 \) is selfadjoint it is a closed operator and its spectrum is real, then every non-real \( \lambda \) belongs to its resolvent set. Therefore, the first condition in Definition 3.1 is satisfied.
As regards the second condition of Definition 3.1, the resolvent \( (H_0^{(\pm 1)} + \alpha/r^2 - \lambda_0)^{-1} \) is an integral operator with a symmetric kernel \( G(r, r', \lambda_0) = G(r', r, \lambda_0) \) that, for \( r < r' \), reads
\[
(G, r', \lambda_0) = \omega^{\nu_1} m^{\nu_1 + 1} \frac{\Gamma(\nu_1/2 + 1/2 - \lambda_0/2\omega)(rr')^{\nu_1}}{\Gamma(\nu_1 + 1)} e^{-m\omega(r^2 + r'^2)} \times M \left( \frac{\nu_1 + 1}{2} - \frac{\lambda_0}{2\omega}, \nu_1 + 1, m\omega r^2 \right) U \left( \frac{\nu_1 + 1}{2} - \frac{\lambda_0}{2\omega}, \nu_1 + 1, m\omega r'^2 \right)
\]
with
\[
\nu_1 := \sqrt{1 + 2m\alpha}.
\]
To show that the confluent hypergeometric functions \( M \) and \( U \) in eq. (A.14) are analytic in some neighbourhood around \( \nu = 1 \) we use the following integral representations [29],
\[
M \left( \frac{\nu_1 + 1}{2} - \frac{\lambda_0}{2\omega}, \nu_1 + 1, z \right) = \frac{\Gamma(\nu_1 + 1)}{\Gamma(\nu_1 + 1 - \lambda_0/2\omega) \Gamma(\nu_1 + 1 + \lambda_0/2\omega)} \times \int_0^1 t^{\nu_1 - 1 - \lambda_0/2\omega} (1 - t)^{-\nu_1 - 1 + \lambda_0/2\omega} e^{zt} dt,
\]
\[
U \left( \frac{\nu_1 + 1}{2} - \frac{\lambda_0}{2\omega}, \nu_1 + 1, z \right) = \frac{1}{\Gamma(\nu_1 + 1 - \lambda_0/2\omega)} \times \int_0^\infty t^{\nu_1 - 1 - \lambda_0/2\omega} (1 + t)^{-\nu_1 - 1 + \lambda_0/2\omega} e^{-zt} dt,
\]
valid for \( -\omega(\nu_1 + 1) < \Re(\lambda_0) \). If we consider \( \lambda_0 \) such that \( -\omega(\nu_1 - 1) < \Re(\lambda_0) < \omega(\nu_1 + 1) \), the integral in eq. (A.16) can be written as
\[
\int_0^1 f(\nu_1, t) dt + \frac{1}{\nu_1 + 1 - \lambda_0/2\omega}
\]
where
\[
f(\nu_1, t) := t^{\nu_1 - 1 - \lambda_0/2\omega} \left[ (1 - t)^{-\nu_1 - 1 + \lambda_0/2\omega} e^{zt} - 1 \right].
\]
On the other hand, for \( \Re(\lambda_0) < \omega(\nu_1 + 1) \), the integral in eq. (A.17) can be written as
\[
\int_0^1 g(\nu_1, t) dt + \frac{1}{\nu_1 + 1 - \lambda_0/2\omega} + \int_1^\infty h(\nu_1, t) dt
\]
where
\[
g(\nu_1, t) := t^{\nu_1 - 1 - \lambda_0/2\omega} \left[ (1 + t)^{-\nu_1 - 1 + \lambda_0/2\omega} e^{-zt} - 1 \right],
\]
\[
h(\nu_1, t) := t^{\nu_1 - 1 - \lambda_0/2\omega} (1 + t)^{-\nu_1 - 1 + \lambda_0/2\omega} e^{-zt}.
\]
Since there exists some \( \epsilon_1 > 0 \) such that: (a) \( f(\nu_1, t), g(\nu_1, t) \) and their first derivatives with respect to \( \nu_1 \) are continuous on \( (\nu_1, t) \in \{ \nu_1 : |\nu_1 - 1| < \epsilon_1 \} \times [0, 1] \) and (b) for all \( \nu_1 \in \{ \nu_1 : |\nu_1 - 1| < \epsilon_1 \} \), \( f(\nu_1, t) \) and \( g(\nu_1, t) \) are analytic for all \( t \in [0, 1] \), then the integral in eq. (A.18) and the integral in the first term of eq. (A.20) are analytic in the vicinity of \( \nu_1 = 1 \) [29].
Finally, there exists some $\varepsilon_2 > 0$ such that: (a) $h(\nu_1, t)$ and its first derivative with respect to $\nu_1$ are continuous on $(\nu_1, t) \in \{\nu_1 : |\nu_1 - 1| < \varepsilon_2\} \times [1, T)$, for all $1 < T < \infty$ and $\int_1^\infty h(\nu_1, t) \, dt$ converges uniformly on $|\nu_1 - 1| < \varepsilon_2$ and (b) for all $\nu_1 \in \{\nu_1 : |\nu_1 - 1| < \varepsilon_2\}$, $g(\nu_1, t)$ is analytic for all $t \in [1, \infty)$ and the integral $\int_1^\infty f(\nu_1, t) \, dt$ converges uniformly. Therefore, the integral in the third term of eq. (A.20) is also analytic in a neighborhood of $\nu_1 = 1$.

This proves that, for $-\omega(\nu_1 - 1) < \mathcal{R}(\lambda_0) < \omega(\nu_1 + 1)$, the kernel in (A.14) is analytic in some neighborhood of $\nu_1 = 1$. This is consistent with the fact that the spectra of the operators $H_0^{(\pm 1)} + \alpha/r^2$ are analytic in $\alpha$, as explicitly shown in eq. (2.7).
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