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Abstract—We investigate the scalable image classification problem with a large number of categories. Hierarchical visual data structures are helpful for improving the efficiency and performance of large-scale multi-class classification. We propose a novel image classification method based on learning hierarchical inter-class structures. Specifically, we first design a fast algorithm to compute the similarity metric between categories, based on which a visual tree is constructed by hierarchical spectral clustering. Using the learned visual tree, a test sample label is efficiently predicted by searching for the best path over the entire tree. The proposed method is extensively evaluated on the ILSVRC2010 and Caltech 256 benchmark datasets. Experimental results show that our method obtains significantly better category hierarchies than other state-of-the-art visual tree-based methods and, therefore, much more accurate classification.
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I. INTRODUCTION

Great progresses have been witnessed in image classification in recent years. Especially, large-scale image classification has achieved remarkable developments. Nevertheless, most state-of-the-art methods have the following two limitations: 1) inter-class taxonomic relationships are neglected; thus, the hierarchical structure of multiple classes cannot be generated and visualized; and 2) multi-class classification decision-making is “flat”, making computation inefficient.

With respect to visual hierarchical relationships, as the explosive rise in diverse social media data extends beyond direct administration by individual users, a proper hierarchical structure could make it easier for users to capture the distribution of image data such that they can effectively manage and organize their data. Moreover, it is natural to organize data according to their relationships and form a hierarchical structure. For example, ImageNet is organized hierarchically according to a high-level semantic lexical database called WordNet, which classifies objects in the natural world according to phylum, class, order, family, genus, and species, i.e., a well-established hierarchy.

With respect to multi-class classification, most methods simply directly adopt a flat scheme, i.e., one-vs.-all or one-vs.-one classifiers, making prediction time-consuming. For N classes, one-vs.-all needs to compute N classifiers and one-vs.-one needs to compute N(N−1)/2 classifiers when predicting a query image. When N is large, the two flat methods are not efficient. Thus, we seek hierarchical structure to improve the efficiency of multi-class prediction which requires O(logK,n) classifiers for a tree with K branches in each layer. Moreover, real-world object classes tend to have strong hierarchical relationships, and it is usually easier for humans to distinguish coarse-level categories than fine-grained subcategories. Given a hierarchical structure, classification can be performed in a coarse-to-fine manner, which improves prediction efficiency and accuracy. To this end, we propose an efficient multi-class classification framework based on hierarchical category structure learning.

The first challenge is how to apply a hierarchical structure to visual data. Hierarchical classification methods typically depend on a given hierarchical structure, e.g., WordNet for ImageNet. However, the construction of ImageNet was demanding and time-consuming. In real world scenarios, knowledge about how to organize data hierarchically is often limited; we usually only know some coarse and obscure dataset cues. Thus, it is difficult to utilize high-level semantics to construct a hierarchical structure. Moreover, there is no evidence to suggest that class prediction according to hierarchical semantics improves performance; the classification accuracy can be low even when a hierarchical semantic structure is used. This is probably due to the semantic gap between high-level semantics and low-level features. Thus, we propose making hierarchical classification dependent on a visual tree constructed using visual features but not predefined rules.

Performing hierarchical inference based on the visual hierarchical structure is also challenging. Greedy learning is a typical way to solve classification prediction using visual tree models. However, while relatively intuitive, the greedy approach does not prevent error propagation; that is, if a mistake is made in an intermediate node, the prediction result is then destined to be wrong. To overcome this drawback, we transform the problem of class prediction into a task of finding the optimal path of a visual tree by maximizing a joint
probability. The main contributions of our approach are as follows:

1) We propose a fast approach for computing the between-category similarity metric, based on which hierarchical spectral clustering is used to construct the visual tree.

2) To avoid error propagation, we transform the class prediction problem into a path-searching problem using a novel method that we call N-best path. N-best path is an approximation of the optimal path solved by the maximum joint probability of candidate paths. Rather than finding only one path, we retain candidate paths corresponding to the top N largest joint probabilities. Compared to traditional greedy learning methods, the N-best path algorithm effectively avoids error propagation and improves prediction efficiency.

3) The proposed classification framework is extensively evaluated with respect to different image representations including hand-crafted features and recently developed deep features. Furthermore, we compare the proposed approach with several other visual tree-based algorithms on two large datasets: ILSVRC2010 and Caltech 256. Our method produces significantly better category hierarchies and thus improves classification accuracy compared to the previous state-of-the-art methods.

The remainder of this paper is organized as follows. We introduce related work in Section II. In Section III we construct a visual tree model and detail the N-best path algorithm for label inference depending on the visual tree. Experimental results are presented in Section IV and we conclude in Section V.

II. RELATED WORK

A. Hierarchical learning

There are two groups of hierarchical learning approaches: taxonomy-related methods and taxonomy-independent methods. Motivated by the success of taxonomies in web organization and text document categorization, many computer vision researchers have utilized taxonomies to organize large-scale image collections or improve visual system performance. For instance, Li et al. [1] constructed ImageNet according to WordNet, a semantic hierarchy taxonomy unrelated to visual effects. Although WordNet has been widely applied to image classification [53], the visual attributes are always ignored.

There are precedents that learning visual hierarchical structures can be helpful for image classification [13], [14]. Sivic et al. [51] used a hierarchical Latent Dirichlet Allocation (hLDA) on Bag Of Word (BOW) [9] with SIFT local features to discover a hierarchical structure from unlabeled images, which simultaneously facilitated image classification and segmentation, while Bart et al. [5] utilized an unsupervised Bayesian model on BOW with color-space histograms to learn a tree structure. Both methods were tested on moderate-scale datasets; their performance on large-scale image data is less clear. Moreover, they focused on image classification but did not visualize the hierarchical inter-class relationship. To do so, some researchers [6], [24], [33] have built hierarchical models based on confusion matrices obtained or computed by the output of image categorization or object classification using N one-vs.-all SVM classifiers. Griffin et al. [24] constructed a binary branch tree to improve visual categorization, Bengio et al. [6] built a label-embedding tree for multi-class classification, while Liu et al. [33] constructed a probabilistic label tree for large-scale classification. Gao, et al. [19] built the relaxed hierarchical structure which allows the confusion classes belong to more than one node. However, hierarchical learning methods based on confusion matrices suffer from two main limitations: 1) computation of the confusion matrix using a one-vs.-all SVM is time consuming; and 2) the confusion matrix may not be reliable due to unbalanced training data. Visual trees constructed by clustering produce an intuitive hierarchical structure [12], [29], [40], [62] and have attracted more and more attention. Zhou et al. [62] utilized AP clustering and Lei et al. [29] implemented spectral clustering to construct visual trees. Although results were promising with these methods, there is still plenty of room for improvement in hierarchical learning.

There are three important components to hierarchical learning: image representation, hierarchical structure construction, and multi-class classification inference. The greedy learning method is typically utilized for class prediction. Most hierarchical classification approaches [6], [11], [16], [24], [40], [50] make predictions in each layer by maximizing the classification probability. However, as noted above, inferences from greedy learning do not prevent error propagation. In contrast, our method provides a distribution of hierarchical memberships for image categories based on spectral clustering, in which the best path algorithm is developed to avoid error propagation. The closest related work is [53], where the best path is learned by the structured SVM, leading to high computational complexity. We make classification predictions based on the best path algorithm depending on the hierarchical structure.

B. Image representation

Many image representation methods [31], [36] have been used in computer vision with the BOW model, one of the most popular tools for image representation in image classification [22], [46], [56], image annotation [38] and image segmentation. The main advantage of the BOW model is that it is universal for image classification, meaning that it can represent generic classes of objects other than those for special object recognition (e.g., Haar-like features are especially effective for face detection). Usually, a BOW model includes three important components: 1) local feature extraction, 2) visual feature encoding, and 3) the classifier design. Local feature extraction is a prerequisite for image classification. The more discriminative the features, the better the image classification performance. Most common local features such as SIFT [35] and HOG [10] are carefully engineered.

In view of the need for a visual dictionary and encoding, K-means is traditionally used to construct a visual dictionary and the cluster centers are treated as the visual words. K-means is an unsupervised method, so the visual dictionary lacks discriminatory power. Therefore, efforts have been made
to encode discriminative features. Yang et al. [59] used sparse representations to encode the features, leading to improvements in dictionary learning for multi-class classification with large numbers of classes [8], [16], [18], [50], [62]. More advanced methods have emerged over recent years such as local-constrained linear coding [55], super-vector coding [63], and Fisher vectors [45]. Although these methods have generally improved the discrimination of visual features, they depend on experts. More flexible and effective features are required for large-scale image classification.

Deep features learned by deep learning have become more prevalent over recent years and can be obtained in an end-to-end manner without much human intervention. They have been highly successful for audio and text recognition. LeCun et al. [28] designed a convolutional neural network (CNN) for object recognition that combined feature extraction with classifier design. Krizhevsky et al. [25] constructed a deep CNN for large-scale image classification, while Christian improved GoogLeNet and developed the Inception V3 model [54]. However, there is a paucity of literature on how deep features influence hierarchical learning. Here, we bridge this gap by exploring the effect of deep features on hierarchical learning.

### III. HIERARCHICAL LEARNING ALGORITHM OVERVIEW

The framework of our approach is shown in Fig. 1. It has two components: visual tree construction and class prediction. In the former, an image representation is made for each image, after which an affinity matrix is computed that measures the inter-class similarity. The hierarchical category structure is then found according to the affinity matrix by spectral clustering. A visual tree model is made by assigning a weight to each edge. During testing, a query image is first represented before a prediction being made according to the visual tree model. We detail our approach below.

#### A. Visual Tree Construction

In this subsection, we detail how to construct the visual tree. There are two main components to our visual tree construction algorithm: 1) the similarity metric between two categories, and 2) hierarchical clustering for visual tree construction. Aligning the inter-class semantic similarity with the inter-class visual similarity is still an unsolved issue in the multimedia and computer vision communities. Human perceptual factors may be important for designing a more suitable cross-modal alignment framework. Some methods [6], [33] have constructed the visual tree according to the confusion matrix obtained by training a one-vs.-all classifier for all N classes. However, these methods are computationally demanding.

**Affinity matrix computation.** In this paper, we compute an affinity matrix based on a new inter-class distance metric to construct a visual tree. This produces an algorithm that is much faster than those using traditional pairwise distances. Moreover, the proposed inter-class distance metric can be used to illustrate the relationship between two types of inter-class distance metric: the distance based on two class means [15], [62] and the distance based on the pairwise distance of two classes [12], [29].

Suppose that there are N image categories \( \{C_1, C_2, \ldots, C_N\} \), and the ith image category \( C_i \) contains \( N_i \) images represented by the features \( \{I_1^i\}_{N_i} \). The similarity metric based on the pairwise distance between two classes is formulated as,

\[
dis(C_i, C_j) = \sqrt{\frac{1}{N_i N_j} \sum_s \sum_t || I_s^i - I_t^j ||^2} \quad (1)
\]

We take the norm operation as a unit, and (1) requires \( N_i N_j \) norm operations. To reduce the computation of (1), we infer it as,

\[
dis^2(C_i, C_j) = \frac{1}{N_i N_j} \sum_s \sum_t || (Q_i - \Delta I_s^i) - (Q_j - \Delta I_t^j) ||^2 \quad (2)
\]

where \( \Delta I_s^i = Q_i - I_s^i \) is the difference between the image \( I_s^i \) and the mean of their class \( Q_i \), where \( Q_i = \frac{1}{N_i} \sum_{l=1}^{N_i} I_l^i \). Furthermore, we substitute the property \( \sum_{s=1}^{N_i} \Delta I_s^i = 0 \) into (2), obtaining a new distance formula,

\[
dis^2(C_i, C_j) = \frac{1}{N_i N_j} \sum_{s=1}^{N_i} \sum_{t=1}^{N_j} || (Q_i - Q_j) - (\Delta I_s^i - \Delta I_t^j) ||^2
\]

\[
= || Q_i - Q_j ||^2 - \frac{2}{N_i N_j} ||Q_i - Q_j|| \sum_{s=1}^{N_i} \sum_{t=1}^{N_j} (\Delta I_s^i - \Delta I_t^j) + \frac{1}{N_i N_j} \sum_{s=1}^{N_i} \sum_{t=1}^{N_j} (\Delta I_s^i - \Delta I_t^j)^2
\]

\[
= || Q_i - Q_j ||^2 + \frac{1}{N_i} \sum_{s=1}^{N_i} (\Delta I_s^i)^2 + \frac{1}{N_j} \sum_{t=1}^{N_j} (\Delta I_t^j)^2
\]

\[
= || Q_i - Q_j ||^2 + \sigma_i^2 + \sigma_j^2 \quad (3)
\]

where \( \sigma_i^2 = \frac{1}{N_i} \sum_{l=1}^{N_i} || I_l - Q_i ||^2 \) is the square of the variance of the category \( C_i \). (3) requires only \( N_i + N_j + 1 \) norm operations which are much less than those needed by (1). Considering that the variance can be pre-computed for each category, the computational cost is the same as that for the distance between class means.

Though the inference of (3) is simple, it obviously improves the computation of the inter-class distance. More importantly, it illustrates the core of the inter-class distance. The proposed similarity metric is related to both between-class scatter and within-class scatter. If the two centers of pairwise classes are closer and the divergence of the two classes are smaller, the similarity of two classes is bigger.

We construct a visual affinity graph by using the similarity metric between categories. Hierarchical spectral clustering [42] is then applied to construct a visual tree. The element of the affinity matrix is computed as,

\[
A_{ij} = \exp \left( - \frac{\text{dis}(C_i, C_j)}{\delta_{ij}} \right) \quad (4)
\]

where \( \delta_{ij} \) is the self-tuning parameter according to [46].
Visual tree construction. We adopt the top-down strategy to construct the visual tree. Each node in the tree is partitioned recursively during the construction procedure. The root node is set to 0 and its depth is set to 1. Since the root node contains all categories, spectral clustering is implemented on it based on the entire affinity matrix, and it is divided into K groups that form K child nodes. The depth of the child nodes is set to 2. Each child node contains some categories, and spectral clustering is used on a child node according to the affinity matrix corresponding to the categories contained in this node. The operation is run recursively until any of the following rules are met:

1) The current node is a leaf node.
2) The number of branches in the current node is less than K.
3) The depth is the maximum depth L.

The parameters K and L are predefined. Hereafter, we denote the visual tree of depth L with branching factor K by \( T_{K,L} \). The pseudo-code of visual tree construction is presented in Algorithm 1. Note that the set of classes contained in the node \( v \) is denoted by \( C(v) \). The \( i \)th children node of the node \( v \) contains the class set \( C^i_v \). For each node \( v \), the union of the class sets contained in its child nodes is equal to the class set contained in the node \( v \), that is, \( \bigcup_{i \in C(v)} C^i_v = C(v) \). Moreover, any pairwise sibling nodes do not overlap, which satisfies \( C^i_v \cap C^j_v = \emptyset, i \neq j \). The clustering results for ILSVRC2010 are visualized in a visual tree \( T_{6,4} \) based on CNN features in Fig.2, where the membership between categories can be clearly observed. Similar classes are clearly clustered coarsely into a group.

Computational complexity comparison. We next analyze the cost of constructing the hierarchical category structure.

The cost of spectral learning on \( N \) classes is known to be \( O(N^3) \). With \( m \) examples, \( N \) classes, and \( D \)-dimensional features, the affinity matrix cost is \( O(2NmD + N^2D) \), which is much smaller than the cost of tree construction based on confusion matrices [6], [11], [33]. For example, the label tree [6] is built based on a confusion matrix. To obtain a confusion matrix, \( N \) one-vs.-all SVM classifiers need to be trained. The element of the confusion matrix at position \((i,j)\) is the number of samples of the \( i \)-th class that are
Algorithm 1 Construction of a visual tree via spectral clustering

**Input:** Training data of $N$ image categories, $C(v)$ is the set of classes contained in the node $v$, branching factor $K$ and maximum depth $L$

**Output:** Hierarchical structure of a visual tree

//Affinity matrix construction

```plaintext
for $i = 1$ to $N$
    Compute the mean vector $Q_i$ and variance $\sigma_i$ of the $i$th category
end for

for $i = 1$ to $N$
    for $j = 1$ to $N$
        if $i = j$
            $A_{i,j} \leftarrow 1$
        else
            Compute the element $A_{i,j}$ according to (4)
        end if
    end for
end for
```

//Hierarchical clustering for a visual tree construction

Make a root node with depth 1

for $d = 1$ to $L$
    for all $v$ such that depth($v$) = $d$
        if $|C(v)| < K$
            Generate $|C(v)|$ nodes as the children nodes (leaf nodes) where each node contains only one category
        else
            Partition the related label set $C(v)$ into $K$ disjoint subsets by spectral clustering based on the affinity matrix $A$
        end if
    end for
end for

classified as the $j$-th class label. The cost of training an SVM classifier is between $O(N_{sv}^3 + mN_{sv}^2 + mDN_{sv})$ and $O(Dm^2)$, where $N_{sv}$ is the number of support vectors and $m$ is the number of training data. Thus, the total cost of confusion matrix construction by training $N$ SVM classifiers is between $O(dN + \sum_{i=1}^{N} (N_{sv}^3 + mN_{sv}^2 + mDN_{sv})$ and $O(Dm^2)$, where $N_{sv}$ is the number of support vectors for the $i$-th classifier. In general, because $m \gg N$, the cost of tree construction based on confusion matrices is much greater than that of the clustering-based tree construction. Thus, clustering-based tree construction has computational advantages over confusion-based tree construction.

B. N-best path for hierarchical Learning

**Visual tree model.** Given a visual tree, a tree-based model for class prediction can be constructed. An example of a visual tree is shown in Fig.3a. Let us denote the tree-shaped hierarchy as $T = \{V,E\}$, where $V$ is a set of nodes and $E$ a set of edges. Each node $v$ contains no more than $K$ children nodes. In the following, we also use the symbol $C^i_v$ denote the $i$th child node of the node $v$. Each edge $e_{vi}$ is associated with a classifier from $W_v = \{w^i_v \in \mathbb{R}^D\}_{i=1}^K$ with its score function defined as

$$S^i_v(x) = x^T w^i_v$$

Here, $x \in \mathbb{R}^D$ is an input vector. Obviously, the set of classes at the $i$-th child of node $v$, $C^i_v$, is a subset of $C(v)$, which is shown in Fig.3.

**Learning criterion.** Given a tree-based model, the greedy algorithm is typically applied to predict the class of an input image $x \in \mathbb{R}^D$, where a single path is explored from the root node to the leaf node. From the root node, an edge corresponding to the largest classification score is selected, e.g., $e = \arg \max S^i_v(x)$. The same selection operation is iteratively applied to traversing child nodes in the subsequent layers until a leaf node is reached. Thus, class prediction is transformed into a path exploration that is a concatenation of the edges, $[e_1, e_2, \cdots, e_L]$, where $L$ is the path length. This implies that the greedy algorithm only keeps one node in each layer. The best computational complexity is $\log_K N$, where $N$ is the number of the classes and $K$ is the number of branches per node. However, one disadvantage of the greedy algorithm is that an error made at a higher layer in the tree-based model cannot be corrected. As shown in Fig.3b, the correct node is the node $v_6$, but the greedy algorithm makes the decision using the node $v_4$. That is, once the greedy algorithm makes a wrong decision at a higher level, it proceeds in the wrong direction without an opportunity to correct the mistake.

Therefore, we adopt the best path algorithm to avoid error propagation. We transform the class prediction problem to a path-searching problem. The scoring function is defined as the joint probability for a path $P = [e_1, e_2, \cdots, e_L]$. Suppose that the tree hierarchy is subject to a causal Bayes network and the child node is only conditionally dependent on its parent node and is independent of its ancestors, then a probability that an input image $x$ goes through the edge $e$ is defined as

$$p(e|v) = \frac{1}{1 + \exp(-S^i_v(x))}$$

where $S^i_v(x)$ is the edge score function obtained from (5).
a path with the maximum joint probability. We formulate the problem as

$$P^* = \arg\max_P p(P) = \arg\max_P p(v_0) \prod_i p(e_i|v_i)$$  \hspace{1cm} (7)$$

where \( P \) is a path.

Since the best path algorithm computes all edge scores for all the nodes in a layer, the computational complexity is a little higher. We adopt the approximate dynamic programming algorithm to find the maximum confidence path. Specifically, if we want to achieve a path with the maximum joint probability at the \( i \)-th layer, we should achieve the maximum probability at the \((i-1)\)-th layer. To reduce the computational complexity, we only keep the first \( Q \) best paths. We formulate the problem as

$$\max_P p(P_{i+1}^i) = \max_{e_{i+1}} p(c_{i+1}|v_i) \max_{P_i} p(P_i)$$  \hspace{1cm} (8)$$

where \( i = 1, ..., Q \). In each layer, we keep the first \( Q \) best branches corresponding to the first \( Q \) largest probabilities. We name the approximation method searching for the optimal path N-best path.

**Algorithm description.** Our algorithm is detailed in Algorithms 2 and 3. Algorithm 2 shows how to compute the scoring function for each edge in the tree. Algorithm 3 shows how to predict the class of a query image according to the tree model. An edge corresponds to a classifier. In each layer, the edges linking with the same parent nodes are trained simultaneously. That is, we first train a one-vs.-all SVM to train a classifier. A parent node \( v \) has more than \( K \) edges linking with the child nodes \( \{C_{v1}, C_{v2}, ..., C_{vk}\} \), where \( C_{vi} \) contains a set of image classes. For the edge \( e_{vi} \), we train a classifier formulated as in (5) as the score function. Specifically, the positive samples are from node \( C_{vi} \), and the negative samples are from the other sibling nodes \( \{C_{vj}\}_{j \neq i} \). We train classifiers depending on the tree hierarchy. That is, a classifier for a node is only related to the set of classes contained in the same parent node in the tree model. Our algorithm achieves a more accurate classifier because it partly avoids the imbalance between the positive and negative samples.

Algorithm 3 describes our algorithm for predicting the input image class. We define a path \( P = [v; e_1, ..., e_L] \) as a route with increasing levels in the hierarchy from node \( v \) to a leaf node following a sequence of selected edges \( [e_1, ..., e_L] \). We also define a branch \( P(v) = [v; e_1, ..., e_t] \) as a part of path \( P \) that overlaps \( P \) with length \( t \). \( P(v) \) contains several possible routes to the leaf nodes, and the path \( P \) represents only one of them. To begin the search, we initialize the branch \( P(v) = [0; e_L] \), which corresponds to the set of paths in the whole tree. We then split the branch into \( K \) sub-branches, where \( K \) is a branching factor, \( \{(P(v), e)\}_e \). We compute the edge weight and the joint probability of the current branch. In each layer, we keep the first \( Q \) best branches corresponding to the first \( Q \) largest probabilities.

**Computational complexity analysis.** Class prediction consists of two parts: the edge weight and the path probability. The edge weight is related to the classifier, so we only count the number of classifiers as the computational complexity. For the computation of path probability, we simply count the number of the multiplication. A queried image should traverse the entire visual tree. Thus, in the computation of (7), the number of classifiers is \( \sum_{i=1}^L K^i \approx K^L \) and the multiplication number is \( (L-1)\cdot K^L \) for the computation of the path probability. This is obviously time consuming. However, the \( N \)-best path algorithm in (8) does not compute the whole edge-scoring function, thereby reducing the computational complexity to \( K + (L-1)\cdot QK \approx LQK \) classifiers and \( (L-1)\cdot Q \) multiplications for the path probability, which is much lower than the traditional best path algorithm. The proposed algorithm always carries out the search over the \( Q \) best candidate branches. The search terminates when the branch contains only one path; that is, it reaches a leaf node. Table 1 shows the main cost at each intermediate step.

Furthermore, we extend our model using ensemble decisions and aim to improve image classification performance by using multiple visual trees. We randomly divide the training data into five sets. According to our basic framework, five visual trees are obtained independently. Five visual trees are used to infer an input query image, producing five results. The weighted average of five results in each class is computed, and the final decision depends on the final confidence score. The ensemble decision can improve classification accuracy, which is proved in the experiments below.

**Algorithm 2 Training a tree model**

**Input:** The indexes of the classes in each node, the samples of each class

**Output:** Scoring function of each edge

for layer \( v = 0 \) to \( L - 1 \) do

for node \( C_i^v \) in the layer \( v \) and \( C_i^v \) is not a leaf node do

for edge \( e_{vi} \), which links the node \( v \) with the node \( C_i^v \) do

Construct the positive set containing the samples from the node \( C_i^v \)

Construct the negative set containing the samples from the other sibling nodes \( C_j^v, j \neq i \)

Train an SVM classifier for edge \( e_{vi} \)

end for

end for

end for

**IV. EXPERIMENTAL RESULTS**

We test our method on two challenging image datasets: ILSVRC2010 and Caltech 256, the most popular image datasets for image classification. ILSVRC2010 has three parts:
Algorithm 3 Inference of the class prediction

Input: The tree model, a query image
Output: The class prediction

Set node index \( v \leftarrow 0 \) \{Starting from root node branch\}
Set branch \( \hat{P} \leftarrow \hat{P}(0) \)
Set priority queue \( Q \leftarrow \emptyset \)
Set scoring function \( S(x) \leftarrow 1 \)
repeat
  for each branch \( \hat{P} \in Q \) do
    Split \( \hat{P} \) into \( [\hat{P}, 1], \ldots, [\hat{P}, K] \) according to the tree structure
    for edge \( e_i \) do
      Compute the score \( p(e_i | v) \) according to (6)
      Update accumulated joint probability \( S(x) = p(e_i | v) S(x) \)
    end for
  end for
  Push the top \( N \) largest score paths \( (v, [\hat{P}, e], S(x)) \) into \( Q \)
  until \( | \hat{P} | \neq 1 \)
Retrieve the largest score path \( (v, [\hat{P}, e], S(x)) \) in \( Q \)
\( P^* \leftarrow [\hat{P}] \)
return The class label \( e_i \)

1) a training set including 1.2 million training images in 1000 image categories (the number of images per category varies from 668 to 3047); 2) a verification set containing 50k images with 50 images per category; and 3) a test set of 150k images and a background category. Each category contains at least 80 images.

The primary aim of our experiments is the evaluation of classification performance. Furthermore, we investigate the influence of some critical factors on clustering and classification performance, such as the deep features learned by the deep learning network, the similarity metric used in clustering, and the visual tree model structure. As an example, we only give the CNN feature with state-of-the-art methods, we use the top-1 and top-5 classification accuracy as the criterion on Caltech 256; these have been extensively used as evaluation criteria on the two datasets. In our experiments, a linear SVM based on the LIBLINEAR toolbox \({\textstyle\footnotesize{[3]}}\) is used to train SVM classifiers. All the experiments are done on DELL Precision T7500 with a Geoforce TITANX GPU with 12 GB memory.

We first introduce the experimental setup. Given a visual tree, we first detail how an edge is associated with a classifier. For an edge in the first layer whose parent node is the root node, and taking computational efficiency into account, we simply randomly sample 600 images from each class training dataset as the new training samples. For an edge in other layers, all the samples contained in the training set are used. For an edge \( e_{ci} \), we train an associated classifier on a newly constructed training dataset. Specifically, the positive samples are from all the classes contained in the child node \( C_i \), linked with edge \( e_{ci} \), and the negative samples are from all the classes contained in the sibling child nodes, \( C_j, j \neq i \), which have the same parent node as the child node \( C_i \). A linear SVM classifier is then learnt from the training data and associated with an edge. During label inference, we only keep the top 5 nodes corresponding to the first 5 largest probabilities.

We use two pre-trained deep learning models trained on ILSVRC2012 to represent an image: Inception V3 \({\textstyle\footnotesize{[54]}}\) and AlexNet \({\textstyle\footnotesize{[2]}}\). For the two deep learning models, we use the output of the second to last layer as the feature vector. The CNN feature is 4096-dimensional and the Inception feature is 2048-dimensional. AlexNet contains 8 layers and Inception V3 contains 42 layers.

We consider two important components: visual tree construction and class prediction. We construct the following variations of our approach with different component combinations:

1) Single Tree + Best Path decision (ST-BP). \( T_{32,2} \) is used as a single visual tree model and the \( N \)-best path decision is implemented for class prediction.
2) Single Tree + Greedy decision (ST-G). \( T_{32,2} \) is used as a single visual tree model and the greedy learning is implemented for class prediction.
3) Single Tree + Best Path decision + Multiple prediction (ST-BP-M). In this variation, the visual model and class prediction method are similar to the first variation. The difference is in the number of predictions: for a query image, we not only estimate the original query image but also estimate the five image crops from the four corners and the center of the original image as in CNN \({\textstyle\footnotesize{[25]}}\).
4) 5 Trees + Best Path decision + Multiple prediction (5T-BP-M). This method is similar to the third variation, the only difference being the number of trees. This variation uses five visual trees to infer the class prediction.

A. Comparison with state-of-the-art hierarchical learning methods

We compare our approach with four state-of-the-art hierarchical learning methods which have experimental results on ILSVRC2010: the label tree classifiers \({\textstyle\footnotesize{[6]}}\), the fast label tree classifiers \({\textstyle\footnotesize{[11]}}\), the probabilistic tree classifiers \({\textstyle\footnotesize{[33]}}\), and the hierarchical cost sensitive classifiers \({\textstyle\footnotesize{[15]}}\) in terms of classification accuracy. The results are shown in Table \( \text{(II)} \) Our visual tree achieves the best classification accuracy. Furthermore, deep features achieve better classification than the other (crafted) features. Comparing the two types of deep features, the Inception feature achieves 76.2% classification accuracy, which is 15% greater than that of the CNN feature; the Inception feature appears to be more discriminant than the CNN feature. Thus, it implies that the greater the number of layers in the deep learning network, the more discriminant the feature. Note that over 30% and 40% absolute performance gains are achieved using our approach with CNN and Inception V3, respectively, compared to the next best method.

The multi-class classification performance is greatly influenced by two important factors: feature representation and hierarchical learning. As shown in Table \( \text{(II)} \) the compared
We build a simple label tree and Fast label tree [11] all belong to Label tree based method. The branch factor is seven. In more than one node. This method is only suitable for the confusing classes. In other words, a class can be contained in more than one node. This method is only suitable for the hierarchical methods used very different features with each other. The more distinctive the feature is, the better the classification performance is. In order to investigate the effect of the hierarchical learning, we compare the following hierarchical methods under the same feature: the WordNet tree, the label tree, JDL [62], Relaxed hierarchy [19] and our method. They represent five typical hierarchical learning methods.

WordNet is a semantic structure according to taxonomy which is presented on the ImageNet website. We construct a two-layer tree according to the taxonomy distribution of 1000 categories of ILSVRC2010. The first-layer nodes are from the first-level nodes of WordNet which contains the 1000 categories of ILSVRC2010, and all the categories are treated as the leaf nodes whose hierarchical relations to the first-layer nodes agree with the taxonomy. Note that not all the categories of ILSVRC2010 are the leaf nodes in WordNet and it is an unbalanced tree. The WordNet tree is denoted as \( T_{7,2} \) whose branch factor is seven.

Label tree based methods are an important branch of hierarchical learning methods. Probabilistic tree [33], Label tree [6] and Fast label tree [11] all belong to Label tree based method. We build a simple label tree \( T_{32,2} \) and predict a query image based on a greedy learning scheme.

JDL [62] is the latest visual tree constructed based on AP clustering. We build a visual tree \( T_{32,2} \) using the Inception feature. JDL is different from other compared methods because each middle node has different feature representation which is computed by joint dictionary learning.

Relaxed hierarchy [19] allows each node to neglect the confusing classes. In other words, a class can be contained in more than one node. This method is only suitable for the moderate dataset, which is implemented on Caltech 256 and SUN 397 in [19]. When the number of categories becomes larger, the categories become more confused with each other. And the nodes will grow exponentially which results in prohibited computations. In our experiments, we just construct a shallow binary tree \( T_{2,3} \) using the source code presented by the authors.

Fig. 4 shows the comparison results. Under the conditions of the Inception feature, our method still achieves the best result among different hierarchical methods. The WordNet tree is inferior to our method, which implies that there is a gap between the taxonomy and the visual classification. Thus, the taxonomy structure is not suitable for multi-class visual classification. Moreover, Label tree and Relaxed hierarchy which used confusing matrix to build a tree are more time consuming than our method let along their classification accuracies are lower than our method. Our method is superior to JDL [62], and the accuracy difference is 16.43\%, because their greedy learning based prediction cannot avoid the error propagation.

### B. Comparison with representative state-of-the-art models on ILSVRC2010

We next compare our method with seven representative image classification methods: HOG+LBP+sparse coding [34], SIFT + Fisher vector [47], Fisher vector [44], one-vs.-all SVM, JDL [62], the hierarchical tree cost sensitivity classifier [15], and the hierarchical tree structure SVM classifier [53]. The first four methods represent the flat classification mechanism, and the last three methods are hierarchical. Moreover, [62] and [15] are greedy learning methods, and [53] and our approach are based on the optimal path searching solution. However, [53] utilizes the structured SVM to solve the classification problem, while our method implements the best path search to obtain the solution. The one-vs.-all SVM is a popular method for multi-class classification. We also treat the one-vs.-all SVM combined with the Inception feature as a benchmark method. A query image is designated to be in a class with the maximum confidence value. The results are shown in Table III. All the results presented for competing methods are the original published results; in [62] and [15], the authors did not calculate the top-5 results, so these are denoted by “-” (not available). It proves again that the methods using deep features outperform the other methods using traditional features, demonstrating that deep features are more discriminative than the traditional features. Furthermore, with the same deep feature, ST-BP achieve better classification accuracy than One-vs.-all+Inception by 1.5%. It implies that our method can remarkably improve the classification performance for imbalanced data. In view of the class prediction method, ST-BP is superior to ST-G on CNN features, with an absolute gain of over 5%.

### C. Comparison with deep learning network

It is worth noting that CNN [25] was a major milestone in image classification, with many deep learning networks developed thereafter. Inception V3 [54] is one of the latest versions issued by Google Inc. We compare our method with

| Method                          | \( T_{32,2} \) | \( T_{10,3} \) | \( T_{6,4} \) |
|---------------------------------|---------------|---------------|---------------|
| Inception3 ST-BP                | 76.2          | 74.6          | 73.6          |
| CNN ST-BP                       | 61.2          | 60.4          | 58.7          |
| Hierarchical cost sensitive classifiers [15] | 28.3          | 26.7          | 24.2          |
| Probabilistic tree classifiers  [33] | 21.4          | 20.5          | 17.0          |
| Label tree classifiers [6]      | 8.3           | 6.0           | 5.9           |
| Fast label tree classifiers [11]| 11.9          | 8.9           | 5.6           |
TABLE III

| Method                          | Top-1 | Top-5 | Flat | Greedy | Path |
|---------------------------------|-------|-------|------|--------|------|
| Signature + Fisher Vector [47]  | 54.3  | 74.3  | √    | –      | –    |
| Fisher Vector [44]              | 45.7  | 65.9  | √    | –      | –    |
| HOG + LBP + COD-ING [32]        | 52.9  | 71.8  | √    | –      | –    |
| JDL+AP Clustering [62]          | 38.9  | –     | –    | √      | –    |
| Hierarchical cost sensitivity classifier [15] | 41.1 | – | – | √ | – |
| Structured SVM [13]             | 23.0  | –     | –    | –      | √    |
| One-vs.-all+Inception           | 74.7  | 90.5  | √    | –      | –    |
| CNN ST-G                        | 56.1  | –     | –    | –      | –    |
| CNN ST-BP                       | 61.2  | 81.7  | –    | –      | √    |
| Inception3 ST-BP                | 76.2  | 91.1  | no   | 1      |
| Inception3 ST-BP-M              | 77.4  | 91.8  | no   | 6      |
| Inception3 5T-BP                | 76.2  | 90.8  | 5 crops | 1 |
| Inception3 5T-BP-M              | 78.9  | 92.4  | 5 crops | 6 |

CNN [25]. CNN’s success can be attributed to many factors that include a tuned architecture, augmented training data, and ensemble decision-making. Inspired by CNN [25], we pay particular attention to the last two factors. In [25], 4 corner patches and 1 center patch were cropped and then flipped, so 10 images were added to the training data. In our method, we only crop 5 image patches as in [25]. As shown in Table 4, our method achieves comparable results to CNN [25]. The difference between CNN1 and CNN2 is that CNN1 makes 10 predictions for a query image while CNN2 only makes a single prediction for a query image. Here, we cite the CNN results given in [25]. Considering the similar decision rule, we compare ST-BP with CNN2. The top-1 score of our method is higher than CNN2, while their top-5 scores are similar. With respect to multiple predictions, we use the entire image and its five crops for class prediction. Comparing ST-BP-M with CNN1, even though the augmented training set used in our approach is smaller than in CNN, we achieve comparable top-1 and top-5 scores to CNN1, and ST-BP-M is superior to CNN2. Comparing ST-BP-M with CNN1, both use ensemble decision-making, but the size of our augmented data and the number of ensemble predictions are smaller than those of CNN1. The results demonstrate that our method can slightly outperform CNN when they are set in a similar environment. Augmented data and ensemble decision-making can improve image classification performance. Our method is simpler than CNN [25], because the number of parameters required for our method is much smaller. We also unify the latest Inception feature using our model. Table IV demonstrates that the Inception feature achieves the best results compared to other methods and is more discriminative than the CNN feature. For both single and multiple visual trees, the performance of the Inception feature is higher by (15%, 9.4%) and (16.5%, 10%) in terms of top-1 and top-5 results, respectively, than the CNN feature. It can also be seen that multiple predictions provide even greater gains than ensemble learning. For a single tree with CNN, multiple predictions achieve 0.8% and 0.7% improvements in terms of top-1 and top-5 results, respectively.

TABLE IV

| Method                          | Top-1 | Top-5 | Data Augment | Prediction |
|---------------------------------|-------|-------|--------------|------------|
| CNN1                            | 62.5  | 83.0  | 5 crops + flip | 10         |
| CNN2                            | 61.0  | 81.7  | no           | 1          |
| CNN ST-BP                       | 61.2  | 81.7  | no           | 1          |
| CNN ST-BP-M                     | 62.0  | 82.4  | no           | 6          |
| CNN ST-BP-M                     | 62.4  | 82.7  | no           | 6          |
| Inception3 ST-BP                | 76.2  | 91.1  | no           | 1          |
| Inception3 ST-BP-M              | 77.4  | 91.8  | no           | 6          |
| Inception3 5T-BP                | 76.2  | 90.8  | 5 crops      | 1          |
| Inception3 5T-BP-M              | 78.9  | 92.4  | 5 crops      | 6          |

For multiple trees with Inception features, multiple predictions achieve 2.7% and 1.6% improvements in terms of top-1 and top-5 results, respectively.

Furthermore, we discuss the running time and the CPU memory cost when a query image is tested. We compare the following methods: one-vs.-all SVM, CNN [25], Label tree with the Inception feature, ST-BP CNN and ST-BP Inception. The relation between classification accuracy and the average running time for a query image is shown in Fig. 5. The comparison of CPU memory cost is presented in Fig. 6. Comparing CNN [25] with ST-BP CNN and ST-BP Inception, the latter is faster than CNN, because CNN [25] has to spend more time on loading the model to the CPU memory while our method,
ST-BP CNN and ST-BP Inception, does not load all the SVM models at a time. For each node of the visual tree, we call the required SVM models from the disk. Moreover, the CPU memory cost of CNN [25] is the required SVM models from the disk. Moreover, the CPU memory cost of CNN [25] is 8 times as much as the one of ST-BP Inception and is 6.5 times as much as the one of ST-BP CNN. Label tree combined with the Inception feature is similar to ST-BP CNN in the running time and CPU memory cost, but the classification accuracy is lower than ours. The one-vs.-all SVM is a typical flat classification method. With the same feature, its classification accuracy is smaller than ours by 1.5% and the running time is much longer than ours in Fig[8]. From Fig[8], the CPU memory cost is about 2 times as much as ours because it requires to load all 1000 SVMs to the CPU memory. The experimental results of comparison between the one-vs.-all SVM and our method agree with the comparing analysis of computational complexity in Section III. To sum up, our method has the distinct advantage of the computational complexity, besides it achieves the comparative results on classification accuracy to the latest deep learning method.

D. Interpretation of clustering results

Here we present our clustering results. Due to space constraints, we only present three grouping results based on the CNN feature. Visual effects are shown in Fig[7] in which each class member is represented by an image. With respect to Group 1, our method obtains similar reptiles. With respect to Group 2, our method acquires most of the monkey classes. Group 3 contains the classes of man-made tools. Our method can group more classes with similar semantic meaning in visual effects. Table 5 provides the class names corresponding to Fig[7]. The CNN feature combined with the proposed similarity metric is distinctive and compact in terms of distinctiveness and generalizability for semantic discrimination.

We next visualize prediction with the Inception feature (Fig[8], Fig[9]), where Fig[8] shows the path searching process on visual tree $T_{32,2}$, and Fig[9] shows the path searching process on visual tree $T_{10,3}$. For each layer, we show the traversing nodes and its top five edges corresponding to the first 5 largest probabilities. The optimal path with maximum joint probability is represented with a red thin line with an arrow. By comparing Fig[8] and Fig[9] we can see that the groups in the second layer of $T_{32,2}$ are more compact than those in $T_{10,3}$.

E. Deep investigation of visual tree

We pay attention to four factors of a visual tree: the structure of the visual tree with different depths and branch number, the number of the visual trees, label prediction scheme and feature representation. In order to investigate the effect of the different depth and branch number, we construct three visual trees: 1) $T_{32,2}$, a visual tree of depth 2 with no more than 32 branches per node; 2) $T_{10,3}$, a visual tree of depth 3 with no more than 10 branches per node; and 3) $T_{6,4}$, a visual tree of depth 4 with no more than 6 branches per node. The reason to choose the three visual trees is that they are the typical tree structures used in previous literatures [6] [33] [11] [15]. We do not construct very deep visual tree because the error propagation greatly influences the classification performance of the visual tree.

For the label prediction method, we compare the greedy learning method and the N-best path method. In Fig[10] we compare three visual trees with different hierarchical structures and different deep features as well as the prediction method. There are six combinations between the tree structures and the prediction schemes. Each group contains three results, the top-1 classification accuracy with the greedy learning based prediction, and the top-1 and top-5 accuracies with the N-best path prediction. It demonstrates that $T_{32,2}$ achieves the best of classification accuracy among the visual trees with different depth. It is verified that with the increase of the visual tree depth, the error propagation makes the label prediction poor. For example, under the condition of the Inception feature, the top-1 accuracies are 76.2%, 75.6%, 73.6% based on the N-best path prediction and 73.0%, 68.5%, 66.5% based on the greedy learning based prediction corresponding to $T_{32,2}$, $T_{10,3}$, $T_{6,4}$. As for the label prediction method, the N-best path prediction is better than the greedy learning in terms of classification accuracy with the same visual tree. The accuracy differences are 3.2%, 7.1%, 7.1% between the N-best path prediction and the greedy learning based prediction corresponding to $T_{32,2}$,
TABLE V

THE CORRESPONDING CLASS NAMES TO FIG. 7.

| Group | Class name |
|-------|------------|
| a)    | 1. African chameleon, Chamaeleo chamaeleon 2. American chameleon, anole, Anolis carolinensis 3. European fire salamander, Salamandra salamandra 4. Gila monster, Heloderma suspectum 5. Indian cobra, Naja naja 6. Komodo dragon, Komodo lizard, dragon lizard, giant lizard, Varanus komodoensis 7. agama 8. alligator lizard 9. banded gecko 10. boa constrictor, Constrictor constrictor 11. box turtle, box tortoise 12. bullfrog, Rana catesbeiana 13. common iguana, iguana, Iguana iguana 14. common newt, Triturus vulgaris 15. earthworm, angleworm, fishworm, fishing worm, wiggler, nightcrawler, crawler, dew worm, red worm 16. frilled lizard, Chlamydosaurus kingi 17. garter snake, grass snake 18. green lizard, Lacerta viridis 19. green mamba 20. green snake, grass snake 21. hognose snake, puff adder, sand viper 22. horned viper, cerastes, sand viper, horned asp, Cerastes cornutus 23. king snake, kingsnake 24. leopard frog, spring frog, Rana pipiens 25. millipede, millepede, millipede 26. mud turtle 27. night snake, Hypsiglena torquata 28. ringneck snake, ring-necked snake, ring snake 29. slug 30. tailed frog, bell toad, ribbed toad, tailed toad, Ascaphus trui 31. terrapin 32. thunder snake, worm snake, Carphophis amoenus 33. tree frog, tree-frog 34. vine snake 35. water snake 36. whiptail, whiptail lizard |
| b)    | 1. American black bear, black bear, Ursus americanus, Euarctos americanus 2. Angora, Angora rabbit 3. Madagascar cat, ring-tailed lemur, Lemur catta 4. Persian cat 5. baboon 6. badger 7. black-footed ferret, ferret, Mustela nigripes 8. chimpanzee, chimp, Pan troglodytes 9. colobus, colobus monkey 10. giant panda, panda, panda bear, coon bear, Ailuropoda melanoleuca 11. gibbon, Hylobates lar 12. gorilla, Gorilla gorilla 13. guenon, guenon monkey 14. howler monkey, howler 15. indri, indris, Indri indri, Indri brevicaudatus 16. langur 17. lesser panda, red panda, bear cat, cat bear, Ailurus fulgens 18. macaque 19. marmoset 20. meerkat 21. mink 22. orangutan, orang, orangutang, Pongo pygmaeus 23. otter 24. patas, hussar monkey, Erythrocebus patas 25. polecat, fitch, foulmart, foumart, Mustela putorius 26. proboscis monkey, Nasalis larvatus 27. raccoon, racoon 28. siamang, Hylobates syndactylus, Symphalangus syndactylus 29. skunk, polecat, wood pussy 30. sloth bear, Melursus ursinus, Ursus ursinus 31. spider monkey, Ateles geoffroyi 32. squirrel monkey, Saimiri sciureus 33. titi, titi monkey 34. weasel |
| c)    | 1. CD player 2. Polaroid camera, Polaroid Land camera 3. camcorder 4. carpenter’s kit, tool kit 5. cassette player 6. cellular telephone, cellular phone, cellphone, cell, mobile phone 7. computer keyboard, keypad 8. digital clock 9. flash memory 10. flash, photoflash, flash lamp, flashgun, flashbulb, flash bulb 11. hand calculator, pocket calculator 12. hand-held computer, hand-held microcomputer 13. hard disc, hard disk, fixed disk 14. iPod 15. laptop, laptop computer 16. loudspeaker, speaker, speaker unit, loudspeaker system, speaker system 17. oscilloscope, scope, cathode-ray oscilloscope, CRO 18. point-and-shoot camera 19. projector 20. radio, wireless 21. reflex camera 22. remote control, remote 23. tape player 24. web site, website, internet site, site |

Fig. 8. An example of the N-best path search results on the visual tree $T_{32,2}$ with Inception features on ILSVRC2010.

$T_{10,3}$, $T_{6,4}$. Comparing the two deep features, the Inception feature is more distinctive and achieves better classification performance than the CNN feature, which is the same as the conclusion made in Subsection A.

We further compare the running time of different hierarchical structures. Fig.11 shows the comparison results. Greedy learning is a little faster than the N-best path method, and the time differences between them are $(21.5ms, 47.5ms, 71.9ms)$. 
Fig. 9. An example of the N-best path search results on the visual tree $T_{10,3}$ with Inception features on ILSVRC2010.

for the CNN feature, and $(22.0ms, 27.2ms, 48.0ms)$ for the Inception feature corresponding to $T_{32,2}$, $T_{10,3}$, and $T_{6,4}$. However, observing Fig. 10, the N-best label prediction is much better than the greedy learning method on classification accuracy.

Furthermore, we have done experiments to investigate the effect of the different number of visual trees in Fig. 12. With the increase of the number of the visual tree, the classification accuracy becomes higher, but the increase trend is flat when the number of the visual tree is greater than two. In our experiments, we use five visual trees as the multi-class classification ensemble considering the trade-off between classification accuracy and computational complexity.

Finally, we investigate the effect of different features combined with the visual tree $T_{32,2}$ on classification accuracy. We compare four features: SIFT, VLAD, CNN, and Inception V3. SIFT is downloaded from [1], and we use a visual codebook of 1000 visual terms for image representation. For VLAD, we use 256 visual words to form a VLAD feature for image representation. Since Label Tree [6] uses only simple features, we only compare our approach with Label Tree [6] for fair comparison. Results are shown in Fig. 13. Under the condition of the same feature, our method outperforms Label Tree [6], and our approach can achieve even better performance with more distinctive deep features, which is the same as the conclusion in Subsection A.

F. Transferring ability

We also compare our method with state-of-the-art methods on visual tree $T_{16,2}$ on Caltech 256. To compare our method fairly with other state-of-the-art methods, we use a similar experimental setup. For each category, we randomly sample $N_{\text{train}}$ images as the training data and $N_{\text{test}}$ images as the test data. Here, $N_{\text{train}} = 15, 30, 45$ and $N_{\text{test}} = 20, 30, \ldots$, respectively.
where rest means that the remaining samples except the training samples are used as test data, since similar parameter settings are considered in the most related works. We run our method three times on Caltech 256 with each combination \((N_{train}, N_{test})\). Three groups of data are randomly generated for testing, and the experimental results reported are averages of these three experiments. Overall, the best path search is better than greedy learning in terms of multiple classifications. With an increase in training data, the classification accuracy generally improves. Fig. 14 shows an example of class prediction inferred by our method on \(T_{16,2}\) with CNN features.

Comprehensive comparisons are presented in Table VI. Our approach achieves the best performance on Caltech 256. The reasons for this performance improvement are three-fold: 1) deep features are more distinctive for image representation than traditional feature descriptors such as SIFT; 2) the hierarchical structure is helpful for image classification in addition to the efficiency gain; and 3) our visual tree model - which combines visual clustering with object classification - is better than the tree model, which only focuses on classification.

We also consider four CNN feature variants: Fisher vector based on CNN features \([17]\) (Pool5+FV), CNN pre-trained on ILSVRC2012 \([61]\) (ImageNet-CNN), CNN trained on the Places dataset and Caltech 256 \([61]\) (Hybrid-CNN), and CNN with accurate networks from the Overfeat package \([7]\) (CNNs). We compare the four CNN feature variants with our approach. ImageNet-CNN and hybrid-CNN are similar to our approach and uses a one-vs.-all SVM classifier, while our approach adopts the hierarchical model. The results shown in Table VII suggest that the hierarchical method is superior to the flat classification methods. Furthermore, the deep feature can be improved if it can be extended with more discriminant features, such as Pool5+FV, CNNs, and Inception V3 which tune the neural network structure improves the classification performance, and Inception V3 achieves the best classification performance compared to the other CNN features on Caltech 256.
V. CONCLUSIONS

Here we investigated large-scale object categorization. We proposed a novel multi-class classification framework based on hierarchical category structure learning. The aim of our approach was to improve the efficiency and accuracy of large-scale object categorization with large numbers of multiple classes. The core of our approach was to construct a hierarchical visual tree and to make class predictions based on the visual tree model. In particular, we constructed the visual hierarchical tree using a fast inter-class similarity computational algorithm and hierarchical spectral clustering. We also proposed an effective path-searching algorithm named N-best path for class prediction, which was implemented by a joint probability maximization problem. We evaluated our approach on two large benchmark datasets: ILSVRC2010 and Caltech 256. The experimental results demonstrated that our method is superior to other state-of-the-art hierarchical learning methods in terms of both the resulting visual tree hierarchy and classification accuracy.
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