Summary High-performance computing (HPC) has penetrated into various research fields, yet the increase in computing power is limited by conventional electrical interconnections. The proposed architecture, NEST, exploits wavelength routing in arrayed waveguide grating routers (AWGRs) to achieve a scalable, low-latency, and high-throughput network. For the intra pod and inter pod communication, the symmetrical topology of NEST reduces the network diameter, which leads to an increase in latency performance. Moreover, the proposed architecture enables exponential growth of network size. Simulation results demonstrate that NEST shows 36% latency improvement and 30% throughput improvement over the dragonfly on an average.
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1. Introduction

Exascale computing systems have an important influence on many scientific fields such as biotechnology, fluid dynamics, and materials science. These scientific disciplines are getting more and more "computational" today. Demand for computing power in these fields impose great pressure on the network size of high-performance computing (HPC) systems. With the extraordinary growth in the number of computing nodes, performance is increasingly determined by how data is transmitted among the numerous compute systems [3]. The interconnection network largely determines the efficiency, throughput, and latency. Innovative data movement technology is necessary for future exascale computing systems to break through the limitations of conventional electrical networks. By contrast, optically interconnected computing systems have higher scalability and energy efficiency, high-bandwidth achieved through wavelength division multiplexing, and low-latency without store-and-forward process [6]. Further, optical devices with wavelength (frequency) routing capability enable non-blocking switching between compute nodes. The arrayed waveguide grating router (AWGR) [7], [8] is such a device that forwards the signal at an input port to an output port depending on the wavelength of the signal. However, the commercial AWGR has a limited number of switch ports and we also need to concern about how to use a restricted number of ports to build a large-scale network.

2. Proposed Architecture

The proposed architecture, NEST, is organized with servers, racks, and pods. Figure 1 illustrates the NEST which exploits passive AWGR for intra pod and inter pod communication, while intra rack communication is provided by top-of-rack switch (TOR).

The NEST network is defined by a 3-tuple \((S, R, P)\) where \(P\) is the total number of pods, \(R\) is the total number of racks per pod, and \(S\) is the sum of servers per rack. To achieve good scalability, the above parameters should satisfy \(S = R = P = k\) and \(k\) is an even number because of the symmetrical structure of NEST. Therefore, the total number of servers in NEST is the multiplicative factor \(N = S \times R \times P = k^3\), and network scale achieves exponential growth. The NEST with \(k = 48\) can meet the demand of exascale computing system with 100 000 servers and the

![Fig. 1](image-url) The proposed architecture NEST is composed of servers (S), racks (R), and pods (P) \((S = R = P = k = 4)\). There are \(k^3\) \((S \times R \times P = k^3)\) servers in the network. The AWGRs with red edge and yellow edge are responsible for inter pod and intra pod communication, respectively. Blue links represent the optical links.
48-port AWGRs are commercially available.

In Fig. 2, TOR switch has one embedded electrical switch with 2× commodity optical transceivers. The NEST architecture uses commodity optical transceivers with fixed wavelength, because tunable wavelength transceivers are quite expensive [9] and the time of wavelength conversion increases the communication latency. It is more suitable for NEST to use fixed wavelength transceivers in the network without optical relay. The embedded switch performs the routing function within the TOR switch to transmit the packets to the proper output buffer, which connects to the optical transceivers. The optical transceivers with different wavelengths correspond to different destination addresses, and packets with the same destination will be sent to the same output buffer. Moreover, the communication between servers in the same rack is completed by this embedded switch, while half of the optical transceivers are in charge of transmitting packets among different racks within the same pod and the other half of the transceivers are responsible for the communication among the different pods.

In the pod, k TOR switches are directly connected to the AWGR for intra pod communication, which is marked in yellow edge in Fig. 2. The red edge AWGR numbered AWGR_i is only connected to the TOR switches with the same number. Routing table for a m-port AWGR is described by the following formula:

$$\lambda_n \rightarrow n = \begin{cases} n = i + o - 1, & i + o - 1 \leq m \\ n = (i + o - 1) \mod m, & i + o - 1 > m \end{cases}$$

where $\lambda_n$ is the wavelength obtained from input port $i$ and output port $o$. Intra pod (local) and inter pod (remote) communication have been separated from one another to achieve the full utilization of the wavelengths. In NEST, the wavelength that used for local communication are completely reused for remote communication, which facilitates the scalability of network and saves wavelength resources. Therefore, the NEST with 100,000 nodes only needs 48 wavelengths. It is worth noting that up to 160 (and theoretically more) separate wavelengths or channels of data can be multiplexed into a lightstream transmitted on a single optical fiber using dense wavelength division multiplexing (DWDM). Moreover, a 512 × 512 AWGR with a channel spacing of 25 GHz has been demonstrated in 2014 [10].

3. Analysis and Comparison

In this section, we compare the performance of NEST with several existing network topologies. For the considerate performance evaluation, we study the performance of NEST under various traffic patterns, namely, uniform traffic pattern (UF), hot-spot traffic pattern (HS), and nearest-neighbor traffic pattern (NN). To evaluate the latency and throughput of different network topologies, we use a event-based network simulator OPNET that provides performance management for computer networks and applications.

We consider a NEST with $k = 10$ (1000 nodes), a three-layer fat-tree [11], [12] with 16-port switches (1024 nodes), a 33-group dragonfly [13] with eight 8-port switches in each group (1056 nodes), and a 6x6x6 3D Torus [14] with 5 nodes per switch (1080 nodes). Compared to those networks with the same number of uplinks and downlinks, the configuration of only one node per switch in 3D Torus is unfair. Therefore, each switch in 3D Torus has 5 nodes to achieve similar uplink and downlink bandwidth while maintaining similar size to other networks. The length of each packet is 512 Bytes and line rate is 10Gb/s. Electrical switch delay and cable delay are set to be 40ns and 5ns per meter, respectively. Optical transceivers have a modulation rate of 56Gb/s and opto-electrical (OEO) conversion delay is calculated by dividing the packet length by the modulation rate. However, the OEO conversion only happens at TOR switches, which does not impose latency burden on the network performance. In Fig. 3 (a), the performance metric value is normalized with respect to the dragonfly and that of Fig. 3 (b) is normalized with respect to the fat-tree.

Figure 3 (a) demonstrates the normalized network latency of NEST compared with other existing networks. The symmetrical structure of NEST reduces the network diameter of the system, which improves the network latency on an average of 36% over the dragonfly. In a NEST, the AWGR within a pod can implement non-blocking communication between racks and the AWGRs outside the pod can effectively distribute traffic between pods. Although the network latency of NEST is similar to the fat-tree, NEST has better scalability since it can scale to 100,000 nodes network with 48-port AWGRs while a three-layer fat-tree has to use 74-port switches to achieve the same size.

In spite of the fixed node degree, the scalability of 3D Torus is limited by the network diameter which grows quickly with the network size. From Fig. 3 (a), its perfor-
Fig. 3 (a) Normalized network latency of NEST compared with other three networks. (b) Normalized network throughput of NEST compared with other three networks.

Performance seems to be better than other networks under the uniform traffic pattern. Because the latency performance is mainly determined by the average distance of network before the saturation point. The average distance of 6x6x6 3D Torus with 5 nodes per switch is about 4.5, which is the shortest of the four networks. At the same scale, increasing the number of nodes per switch will reduce the network diameter of 3D Torus. However, this does not mean that the network can be scaled by constantly increasing the number of nodes connected to each switch, because oversubscription will degrade network performance [11]. Moreover, its throughput performance is not good in Fig. 3 (b). This phenomenon shows that the network performance reaches saturation prematurely. The reason why 3D Torus performed better than dragonfly under the nearest-neighbor traffic pattern is that there is only one global link between the adjacent groups in dragonfly. It is more likely for the global links to become the performance bottleneck of the network. However, the number of links between the adjacent groups in NEST is growing with the expansion of network scale, which gives NEST a good path diversity.

In addition to the nearest-neighbor traffic pattern, NEST also performs well under the hot-spot traffic pattern. In the NEST, each rack within the same pod has optical connections to the racks in other pods and the high bandwidth provided by wavelength division multiplexing can better solve the traffic convergence problem. However, scarce global link resources make it difficult for dragonfly to efficiently handle hot-spot traffic and there are many paths overlapping in 3D Torus. Although fat-tree performs best in this situation, it needs more network devices, which leads to more system costs.

The throughput performance of fat-tree and NEST is close and their difference is mainly in scalability and network cost. In the NEST, wavelength multiplexing can not only increase network bandwidth but also reduce the number of links. On an average, the NEST shows 30% and 63% throughput improvement over the dragonfly and 3D Torus, respectively. The details for comparison of these topologies are summarized in Table 1. In contrast, NEST uses fewer devices for better performance, lower complexity and higher practicality.

4. Conclusion

We proposed a scalable, low-latency, and high-throughput optical interconnect architecture based on AWGRs. The network size of the proposed architecture has grown exponentially, which suits the rising trend of high-performance computing networks. Low network diameter of NEST reduces the communication latency and optical interconnect accompanied with AWGRs in the network can achieve high throughput. Simulation results show that NEST improves the network latency and throughput on an average of 36% and 30% over the dragonfly under the different traffic patterns. Although the performance of NEST and fat-tree is close, NEST has better scalability than fat-tree.
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