Entropic functionals of Laguerre and Gegenbauer polynomials with large parameters
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Abstract

The determination of the physical entropies (Rényi, Shannon, Tsallis) of high-dimensional quantum systems subject to a central potential requires the knowledge of the asymptotics of some power and logarithmic integral functionals of the hypergeometric orthogonal polynomials which control the wavefunctions of the stationary states. For the $D$-dimensional hydrogenic and oscillator-like systems, the wavefunctions of the corresponding bound states are controlled by the Laguerre ($\mathcal{L}_m^{(\alpha)}(x)$) and Gegenbauer ($C_m^{(\alpha)}(x)$) polynomials in both position and momentum spaces, where the parameter $\alpha$ linearly depends on $D$. In this work we study the asymptotic behavior as $\alpha \to \infty$ of the associated entropy-like integral functionals of these two families of hypergeometric polynomials.
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1. Introduction

Let us define the integral functionals

$$ I_1(m, \alpha) = \int_0^\infty x^{\alpha-1} e^{-\lambda x} \left| \mathcal{L}_m^{(\alpha)}(x) \right|^\kappa \, dx, \quad \kappa > 0 $$

(1.1)
where \( \mathcal{L}_m^{(\alpha)}(x) \) and \( \mathcal{C}_m^{(\alpha)}(x) \) are the standard Laguerre and Gegenbauer polynomials, \( m = 0, 1, 2, \ldots \), \( \mu > 0 \), \( \lambda > 0 \), \( \kappa > 0 \), \( \epsilon > 0 \), \( d > 0 \). In certain information-theoretic contexts these integrals are called Rényi \((I_1, I_2)\) and Shannon \((I_2, I_3)\) entropic functionals of Laguerre and Gegenbauer polynomials, respectively. This is because they describe the Rényi and Shannon information entropies of the probability densities (squared wave functions) which characterize the physical states of the \( D \)-dimensional quantum systems subject to spherically symmetric potentials. It happens that the solutions (wave functions) of the Schrödinger equation of some of these systems are controlled by the Laguerre and Gegenbauer polynomials in the conjugated position and momentum spaces, respectively, being the parameter \( \alpha \) of the polynomials a linear function of the dimension \( D \).

Indeed, e.g. the wave functions of the stationary states of a three-dimensional single-particle system subject to a central potential \( V(\vec{r}, t) = V(r) \) are known to have the form

\[
\Psi(\vec{r}, t) = \psi(\vec{r}) e^{-\frac{i}{\hbar} E_t},
\]

where \( E \) denotes the state’s energy and the corresponding eigenfunction can be expressed in spherical coordinates as

\[
\psi_{nlm}(\vec{r}) = R_{nl}(r) Y_{lm}(\theta, \phi)
\]

(1.5)

with the quantum numbers \( n = 0, 1, 2, \ldots \), \( l = 0, 1, 2, \ldots \), and \( m = -l, -l+1 \ldots l \). The angular part is given by the spherical harmonics

\[
Y_{lm}(\theta, \phi) = \frac{1}{\sqrt{2\pi}} \frac{1}{\sin \theta} \frac{1}{\sqrt{1-\sin^2 \theta}} \left( \frac{\sin \theta}{\theta} \right)^m e^{i m \phi}
\]

(1.6)

with \( 0 \leq \theta \leq \pi \) and \( 0 \leq \phi \leq 2\pi \). The symbol \( C_n^m(x) \) denotes the ultraspherical or Gegenbauer polynomials [1]. The radial part \( R_{nl}(r) \) can be often expressed as \( \omega^{1/2}(r) y_n(r) \), where \( \{y_n(r)\} \) denotes a system of hypergeometric polynomials orthogonal with respect to the weight function \( \omega(r) \) in an interval support of the real line. Then, the quantum probability density of the system is given by

\[
\rho_{nlm}(\vec{r}) = |\psi_{nlm}(\vec{r})|^2 = \omega(r) [y_n(r)]^2 \left[ C_{l-m}^{(l+m)}(\cos \theta) \right]^2 \sin \theta^{2m},
\]

(1.7)

where the radial part is the Rakhmanov density of the polynomials \( y_n(r), \omega(r) [y_n(r)]^2 \), and the angular part is controlled by the Rakhmanov density of the Gegenbauer polynomials \( C_n^m(x) \), \( \omega_n^m(x) \) \( (C_n^m(x))^2 \), where \( \omega_n^m(x) = (1-x^2)^{m-\frac{1}{2}} \) on the interval \([-1, +1]\) denotes the associated weight function. In the case of hydrogenic and oscillator-like systems the radial part is given by the Rakhmanov density of the Laguerre polynomials \( \mathcal{L}_n^\alpha(r) \) [1], \( \omega_n^\alpha(\mathcal{L}_n^\alpha(r))^2 \), where \( \omega_n^\alpha(r) = r^\alpha e^{-r} \) on the interval \([0, \infty)\) is the corresponding associated weight function.

The multiple facets of the spreading of the quantum probability density \( \rho_{nlm}(\vec{r}) \), which include the intrinsic randomness (uncertainty) and the geometrical profile of the quantum system, can be quantified by means of the dispersion measures (e.g. the variance) and the
entropy-like measures (e.g. Rényi, Shannon, Tsallis) of the radial and angular densities. The variance
\[ V[\rho_{n,l,m}] = \langle \vec{r}^2 \rangle - \langle \vec{r} \rangle^2 \]
(since \( \langle \vec{r} \rangle = 0 \) for any central potential) is given by
\[ V[\rho_{n,l,m}] = \int_0^\infty r^2 |R_{nl}(r)|^2 \, dr \tag{1.8} \]
and the Shannon entropy
\[ S[\rho_{n,l,m}] := -\int \rho_{n,l,m}(\vec{r}) \ln \rho(\vec{r}) \, d\vec{r} \]
can be decomposed as
\[ S[\rho_{n,l,m}] = S[R_{nl}] + S[Y_{lm}], \]
where the radial and angular Shannon entropies are given by
\[ S[R_{nl}] = -\int_0^\infty |R_{nl}(r)|^2 \ln |R_{nl}(r)|^2 \, dr \tag{1.9} \]
and
\[ S[Y_{lm}] = -\int_0^\infty \sin \theta \, d\theta \int_0^{2\pi} d\phi |Y_{lm}(\theta, \phi)|^2 \ln |Y_{lm}(\theta, \phi)|^2, \tag{1.10} \]
respectively. Moreover the Rényi entropies of the quantum state \((n, l, m)\),
\[ R_p[\rho] = \frac{1}{1-p} \ln \int \rho(\vec{r})^p \, d\vec{r} \quad 0 < p < \infty, \quad p \neq 1, \]
can be expressed as
\[ R_p[\rho_{n,l,m}] = R_p[R_{nl}] + R_p[Y_{lm}], \tag{1.11} \]
where \(R_p[R_{nl}]\) denotes the radial part
\[ R_p[R_{nl}] = \frac{1}{1-p} \ln \int_0^\infty |R_{nl}(r)|^{2p} \, dr, \tag{1.12} \]
and \(R_p[Y_{lm}]\) denotes the angular part
\[ R_p[Y_{lm}] = \frac{1}{1-p} \ln \int_0^\pi \sin \theta \, d\theta \int_0^{2\pi} d\phi |Y_{lm}(\theta, \phi)|^{2p}. \tag{1.13} \]
Now it is straightforward to see that for three-dimensional hydrogenic and oscillator-like systems the integrals required for the determination of the variance and the radial Rényi entropy are of the type \( I_1 \) given by equation (1.1), and the integrals involved in the determination of the angular Rényi entropy are of the type \( I_3 \) given by equation (1.3). Moreover the integrals needed to calculate the radial and angular Shannon entropies belong to the family of functionals \( I_2 \) and \( I_4 \) given by equations (1.2) and (1.4), respectively. The extension of all these physical entropies from 3 to \( D, \ D > 3, \) dimensions is direct and then the parameter \( \alpha \) of the involved orthogonal polynomials is directly proportional to \( D \). The usefulness of high- and very high-dimensional quantum systems and phenomena has been amply shown in the literature from general quantum mechanics and quantum field theory [2–12] to quantum information [13–16].

In this work we first study the asymptotic behavior of these integral functionals for large positive values of the parameter \( \alpha \), while the other parameters are fixed. Then, as a separate case, we take \( \mu = O(\alpha) \) as an additional large parameter. These integrals arise in the study of entropy-like functionals of Rényi and Shannon types which describe various facets of the electronic spreading of the quantum probability density of the \( D \)-dimensional hydrogenic and harmonic systems in both position and momentum space with large and very large dimensionalities [10–12]. These entropic measures are closely related to various fundamental and/or experimentally accessible quantities (e.g. charge and momentum average densities, Thomas–Fermi and exchange potential energies, ...) of electronic systems (see e.g. [11]). Moreover, they characterize some uncertainty measures which have allowed to find the position-momentum uncertainty relations of entropic type [17, 18]. These relations are the
mathematical formalizations of the uncertainty principle of quantum mechanics which generalize the Heisenberg uncertainty relation [19, 20].

The structure of this work is the following. First, in section 2 we give the basic asymptotics of Laguerre and Gegenbauer polynomials needed in the rest of the paper. Then, in sections 3 and 4 we obtain the asymptotic expansions of the Laguerre and Gegenbauer integral functionals for large positive values of the parameter $\alpha$, while the other parameters are fixed. Finally, in section 5 we consider the asymptotic expansion of the Laguerre functionals for large positive values of the parameters $\alpha$ and $\mu$.

2. Basic asymptotics of Laguerre and Gegenbauer polynomials

In this section we gather some well-known limits and we give some further details of these limits. We begin with the limits ([22, equation (18.6.5)])

$$\lim_{\alpha \to \infty} \alpha^{-m} L_m^{(\alpha)}(\alpha t) = \frac{(1-t)^m}{m!},$$

(2.1)

and ([22, equation (18.6.4)])

$$\lim_{\alpha \to \infty} \frac{1}{2\alpha} C_m^{(\alpha)}(x) = \frac{x^m}{m!},$$

(2.2)

These relations can be used to obtain first approximations of the four integrals $I_j(m, \alpha)$ for large values of $\alpha$. Before showing more details, we give more information about these limits and we derive complete asymptotic expansions of $L_m^{(\alpha)}(\alpha t)$ and $C_m^{(\alpha)}(x)$ as $\alpha \to +\infty$.

We have the Taylor expansion

$$L_m^{(\alpha)}(x) = \sum_{n=0}^{m} \frac{(x-\alpha)^n}{n!} \left( \frac{d^n}{dx^n} L_m^{(\alpha)}(x) \right)_{x=\alpha}.$$  

(2.3)

We have the relation for the derivative ([22, equation (18.9.23)])

$$\frac{d}{dx} L_m^{(\alpha)}(x) = -L_m^{(\alpha+1)}(x),$$

(2.4)

and this gives

$$L_m^{(\alpha)}(x) = \sum_{n=0}^{m} (-1)^n \frac{(x-\alpha)^n}{n!} L_{m-n}^{(\alpha+n)}(\alpha).$$

(2.5)

We write this in the form

$$L_m^{(\alpha)}(\alpha t) = \sum_{n=0}^{m} \frac{\alpha^{m-n}(1-t)^{m-n}}{(m-n)!} f_n(m; \alpha), \quad f_n(m; \alpha) = L_n^{(\alpha+m-n)}(\alpha),$$

(2.6)

and we see that, because $f_0(m; \alpha) = 1$, the term $n = 0$ corresponds to the limit in (2.1).

A few other values of $f_n(m; \alpha)$ are

$$f_1(m; \alpha) = m, \quad f_2 = \frac{1}{2} (m(m-1) - \alpha),$$

$$f_3(m; \alpha) = \frac{1}{6} (m(m-1)(m-2) + 2\alpha - 3m\alpha),$$

$$f_4(m; \alpha) = \frac{1}{24} (m(m-1)(m-2)(m-3) - 2\alpha(3m^2 - 7m + 3) + 3\alpha^2).$$

(2.7)

A recurrence relation for $f_n(m; \alpha)$ with respect to $n$ reads
\[(n + 1)f_{n+1}(m; \alpha) = (m - n)f_n(m; \alpha) - \alpha f_{n-1}(m; \alpha). \tag{2.8}\]

This follows from the representations in terms of the Kummer function (see ([22, equation (18.11.2)])

\[f_n(m; \alpha) = \binom{\alpha + m}{n} \sum_{i=0}^{m} \binom{\alpha + m + 1 - n}{i} e^{\alpha} \binom{\alpha + m + 1}{i} \binom{\alpha + m + 1 - n}{i} \tag{2.9}\]

and the recursion of \(1_F_1(a; b; z)\) in the second representation with respect to the \(b\)-direction (see ([22, equation (13.3.2)])).

With mathematical induction, using (2.8), we conclude that

\[f_{2n}(m; \alpha) = \mathcal{O}(\alpha^n), \quad f_{2n+1}(m; \alpha) = \mathcal{O}(\alpha^n), \quad \alpha \to \infty, \tag{2.10}\]

and that the representation in (2.6) has an asymptotic character for large \(\alpha\), because of the decreasing order with respect to large \(\alpha\) of pairs of successive terms.

We can rearrange the representation in (2.6) into a polynomial of degree \(m\) with decreasing powers of \(\alpha\):

\[L_m^{(\alpha)}(\alpha) = \frac{\alpha^m}{m!} \sum_{n=0}^{m} \frac{g_n(m; \alpha)}{\alpha^n}, \tag{2.11}\]

where the first coefficients are

\[g_0(m, t) = 1, \quad g_1(m, t) = \frac{m(m+1-2m)}{2(1-t)}, \quad g_2(m, t) = \frac{m(m+1)(3m(1-2t)^2-m(12t^2+8t-5)+16t+2)}{24(1-t)^2}. \tag{2.12}\]

However, the form in (2.6) with powers of \((1-t)\) is more convenient when using it to obtain asymptotic information of the integrals in (1.1) and (1.2).

For the Gegenbauer polynomials a similar result is straightforward by using the explicit representation (see ([22, equation (18.5.10)])

\[C_{[n/2]}^{(\alpha)}(x) = \sum_{n=0}^{[n/2]} \binom{(-1)^n}{n} \frac{(\alpha)_m}{m!} (2x)^{m-2n}, \tag{2.13}\]

and the term with \(n = 0\) corresponds to the limit in (2.2). In addition, successive terms are of lower order with respect to large values of \(\alpha\). That is, denoting the terms by \(T_n\), then one has \(T_{n+1}/T_n = \mathcal{O}(\alpha^{-1})\) as \(\alpha \to \infty\).

### 3. Asymptotic expansions of the Laguerre integrals

In this section we obtain the asymptotic expansion of the Rényi and Shannon-like integral functionals of Laguerre polynomials given by equations (1.1) and (1.2), respectively, for large positive values of the parameter \(\alpha\), while the other parameters are fixed. For the integral in (1.1) we change the variable of integration by writing \(x = \alpha t\), and obtain

\[I_1(m, \alpha) = \alpha^\mu \int_0^\infty e^{-\lambda \alpha t} \left| L_m^{(\alpha)}(\alpha t) \right| \, dt. \tag{3.1}\]

For large values of \(\alpha\), it follows from (2.11) that
and that \( I_1(m, \alpha) \sim I_1^{(0)}(m, \alpha) \), where
\[
I_1^{(0)}(m, \alpha) = \alpha^m \frac{\alpha^{km}}{(m!)^\kappa} \int_0^\infty t^{m-1} e^{-\lambda \alpha t} |1 - t|^{km} \, dt.
\] (3.3)

An asymptotic expansion can be obtained by expanding
\[
(1 - t)^{\kappa m} = \sum_{n=0}^\infty \frac{(-\kappa m)_n}{n!} t^n,
\] (3.4)

and invoking Watson’s lemma ([26, chapter 3]). This gives
\[
I_1^{(0)}(m, \alpha) \sim \alpha^m \frac{\Gamma(\mu)}{\lambda^\mu (m!)^\kappa} \sum_{n=0}^\infty \frac{(\mu)_n (-\kappa m)_n}{n! (\alpha \lambda)^n}.
\] (3.5)

When we use more terms of the representation in (2.6), we write
\[
\mathcal{L}_m^{(\alpha)}(at) = \frac{\alpha^m (1-t)^m}{m!} \sum_{n=0}^m \frac{m!}{(m-n)!} f_n(m; \alpha) (1-t)^{-n}.
\] (3.6)

We expand
\[
|\mathcal{L}_m^{(\alpha)}(at)|^\kappa \sim \frac{\alpha^{km}}{(m!)^\kappa} (1-t)^{\kappa m} \sum_{j=0}^\infty \frac{A_j}{\alpha^j} (1-t)^{-j}, \quad 0 \leq t < 1,
\] (3.7)

where the first coefficients are
\[
A_0 = 1, \quad A_1 = \kappa mf_1(m; \alpha),
\]
\[
A_2 = \frac{1}{2} \kappa m \left( 2mf_1(m; \alpha) - 2f_2(m; \alpha) - mf_1(m; \alpha)^2 + \kappa m f_1(m; \alpha)^2 \right).
\] (3.8)

The representation in (3.6) has an asymptotic character for large \( \alpha \) starting with the first term equal to 1, and, although the coefficients \( A_j \) depend on \( \alpha \), the series in (3.7) has an asymptotic character as well. We obtain
\[
I_1(m, \alpha) \sim \sum_{j=0}^\infty \frac{A_j}{\alpha^j} f_1^{(j)}(m, \alpha),
\] (3.9)

where
\[
I_1^{(j)}(m, \alpha) = \alpha^m \frac{\alpha^{km}}{(m!)^\kappa} \int_0^\infty t^{m-1} e^{-\lambda \alpha t} (1-t)^{km-j} \, dt.
\] (3.10)

**Remark 3.1.**

1. It should be observed that the expansion in (3.7) contains negative powers of \((1-t)\). This gives divergent integrals in (3.10) when \( \kappa m - j \leq -1 \). For the asymptotic results this is not relevant, because in the application of Watson’s lemma we can concentrate on small intervals \([0, \delta]\), where \( \delta \in (0, 1) \), of the Laplace integrals, even in the starting integral in (3.1).

2. It follows from (3.2) that for small values of \( t \) and large \( \alpha \) the function \( \mathcal{L}_m^{(\alpha)}(at) \) is positive. Hence, to obtain the expansion in (3.7) we may skip the absolute values. \( \Box \)

With this in mind, we can expand the functions defined in (3.10) in the form
\[ I_1^{(j)}(m, \alpha) \sim \frac{\alpha \Gamma(\mu)}{\lambda^\mu} \sum_{n=0}^{\infty} \frac{B_{j,n}}{\alpha^n}, \quad B_{j,n} = \frac{(\mu)_n(j - \kappa m)_n}{n! \lambda^n}, \] (3.11)

and when using this in (3.9) we obtain
\[ I_1(m, \alpha) \sim \frac{\alpha \Gamma(\mu)}{\lambda^\mu} \sum_{k=0}^{\infty} \frac{C_k(\alpha)}{\alpha^k}, \quad C_k(\alpha) = \sum_{j=0}^{k} A_j B_{j,k-j}. \] (3.12)

In this expansion the coefficients \( C_k(\alpha) \) are in terms of \( f_j(m; \alpha) \), which are polynomials of \( \alpha \); see (2.7), (2.10) and (3.8). Considering the above construction of \( C_k(\alpha) \) and the behavior of \( A_j \) defined in (3.7), we conclude that, as in (2.10) for \( f_0(m, \alpha) \),
\[ C_{2k}(\alpha) = \mathcal{O}(\alpha^k), \quad C_{2k+1}(\alpha) = \mathcal{O}(\alpha^k), \quad \alpha \to \infty. \] (3.13)

As a consequence, we can rearrange the expansion in (3.12) to obtain an expansion in negative powers of \( \alpha \).

To verify this, we split up
\[ \sum_{k=0}^{\infty} \frac{C_k(\alpha)}{\alpha^k} = \sum_{k=0}^{\infty} \frac{C_{2k}(\alpha)}{\alpha^{2k}} + \sum_{k=0}^{\infty} \frac{C_{2k+1}(\alpha)}{\alpha^{2k+1}}, \] (3.14)

and we can write
\[ \sum_{k=0}^{\infty} \frac{C_k(\alpha)}{\alpha^k} = \sum_{k=0}^{\infty} \frac{C_k^{(0)}(\alpha)}{\alpha^k} + \frac{1}{\alpha} \sum_{k=0}^{\infty} \frac{C_k^{(1)}(\alpha)}{\alpha^k}, \] (3.15)

where \( C_k^{(0)}(\alpha) \) and \( C_k^{(1)}(\alpha) \) have expansions in negative powers of \( \alpha \):
\[ C_k^{(0)}(\alpha) \sim \sum_{j=0}^{\infty} \frac{C_{j,2k}}{\alpha^j}, \quad C_k^{(1)}(\alpha) \sim \sum_{j=0}^{\infty} \frac{C_{j,2k+1}}{\alpha^j}. \] (3.16)

In this way, we can obtain an expansion in negative powers of \( \alpha \):
\[ \sum_{k=0}^{\infty} \frac{C_k(\alpha)}{\alpha^k} = \sum_{k=0}^{\infty} \frac{D_k}{\alpha^k}, \quad D_k = \sum_{j=0}^{k} \sum_{j=0}^{k-1} C_{j,2k-2j} + \sum_{j=0}^{k-1} C_{j,2k-1-2j}, \] (3.17)

and the first \( D_k \) are
\[ D_1 = C_{0,0} = 1, \quad D_1 = C_{0,2} + C_{1,0} + C_{0,1}, \]
\[ D_2 = C_{0,4} + C_{1,2} + C_{2,0} + C_{0,3} + C_{1,1}. \] (3.18)

All coefficients can be computed by straightforward manipulations of series with the help of software for symbolic computations\(^5\).

We summarize the above results as follows.

**Proposition 3.2.** Let \( \alpha, \lambda, \kappa, \) and \( \mu \) be positive real numbers, and \( m \) a positive natural number. Then, for the Rényi-like integral
\[ I_1(m, \alpha) = \int_0^\infty x^{\mu-1} e^{-\lambda x} |\mathcal{L}_m^{(\alpha)}(x)|^\kappa \, dx, \] (3.19)

we have the asymptotic expansion

\(^5\)Maple codes for the determination of the coefficients \( D_k \) and of the coefficients appearing in other asymptotic expansions given in this paper are available from the authors upon request.
\[ I_1(m, \alpha) \sim \frac{\alpha^m \Gamma(\mu)}{\lambda^\mu (m!)^c} \sum_{k=0}^{\infty} \frac{D_k}{\alpha^k}, \quad \alpha \to \infty. \] (3.20)

The first coefficients are
\[ D_0 = 1, \quad D_1 = \frac{\kappa m(-2\mu + m\lambda + \lambda)}{2\lambda}, \] (3.21)
and
\[ D_2 = \kappa m(-12\mu \lambda \kappa m^2 + 24\mu \lambda - 12\mu \lambda \kappa m - 4m^2 \lambda^2 - 6m \lambda^2 + 3m^3 \lambda^2 \kappa \]
\[ - 12\mu^2 + 12\mu^2 \kappa m - 12 \mu + 12 \mu \kappa m + 6 \lambda^2 \kappa m^2 - 2\lambda^2 + 3\lambda^2 \kappa m) / (24 \lambda^2). \] (3.22)

**Remark 3.3.** To obtain a result for the Shannon-like integrals \( I_2(m, \alpha) \) defined in (1.2), we differentiate the expansion in (3.20) with respect to \( \kappa \), and take \( \kappa = 2 \) afterwards. We have
\[ I_2(m, \alpha) = 2 \frac{\partial}{\partial \kappa} I_1(m, \alpha) \bigg|_{\kappa=2} \sim \frac{\alpha^{2m} \Gamma(\mu)}{\lambda^\mu (m!)^2} \left( \log \frac{\alpha^{2m}}{(m!)^2} \sum_{k=0}^{\infty} \frac{D_k}{\alpha^k} + 2 \sum_{k=0}^{\infty} \frac{D_k'}{\alpha^k} \right). \] (3.23)

for \( \alpha \to \infty \) and the rest of parameters are fixed. The derivatives in \( D_k \) are with respect to \( \kappa \). ◯

**Example 3.4.** We have the special case for \( \kappa = 2 \) and \( \lambda = 1 \) (see [24, page 478])
\[ I_1(m, \alpha) = \int_0^\infty x^{\mu-1} e^{-x} L_m^{(\alpha)}(x) \; dx = \frac{(\alpha + 1)_m (\alpha + 1 - \mu)_m \Gamma(\mu)}{m! m!} \]
\[ \times 3F_2(-m, \mu, \mu - \alpha; \alpha + 1, \mu - \alpha - m; 1). \] (3.24)

We can expand the finite \( \, 3F_2 \)-function term by term in negative powers of \( \alpha \), and the Pochhammer symbols can be expanded as well:
\[ (\alpha + 1)_m = \frac{\Gamma(\alpha+1+m)}{\Gamma(\alpha+1)} \sim \alpha^m \left( 1 + \frac{m(m+1)}{2\alpha} + \ldots \right), \]
\[ (\alpha + 1 - \mu)_m = \frac{\Gamma(\alpha+1-\mu+m)}{\Gamma(\alpha+1-\mu)} \sim \alpha^m \left( 1 + \frac{m(m+1-\mu)}{2\alpha} + \ldots \right). \] (3.25)

More terms follow from [26, section 6.5.1]. We obtain the expansion as in (3.20), with coefficients \( D_0 = 1, \; D_1 = m(1 + m - 2\mu) \) and
\[ D_2 = \frac{1}{6} m \left( -1 + 6\mu - 6\mu^2 + 12\mu^2 m - 12m^2 \mu + 4m^2 + 3m^3 \right), \] (3.26)
which confirms those for (3.20) when \( \kappa = 2 \) and \( \lambda = 1 \). ◯

**4. Asymptotic expansions of the Gegenbauer integrals**

In this section we obtain the asymptotic expansion of the Rényi and Shannon-like integral functionals of Gegenbauer polynomials given by equations (1.3) and (1.4), respectively, for large positive values of the parameter \( \alpha \), while the other parameters are fixed. For the integral in (1.3) we need to consider separately the following two cases: \( c \neq d \) and \( c = d \).
4.1. The case \( c \neq d \)

We assume that \( c < d \), and we observe that \( c > d \) follows from interchanging \( a \) and \( b \) and \( c \) and \( d \).

The limit in (2.2) can be written in the equivalent form

\[
\lim_{\alpha \to \infty} \frac{1}{\alpha_1} \mathcal{C}_m^{(\alpha)}(x) = \frac{(2x)^m}{m!},
\]

(4.1)

and we write the representation given in (2.13) in the form

\[
\mathcal{C}_m^{(\alpha)}(x) = \frac{(2x)^m(\alpha_1)^{\kappa}}{m!} \sum_{n=0}^{m/2} \frac{(-1)^n \alpha_{\kappa}(\alpha_1)^{\kappa-n}}{m!} (2x)^{-2n}
\]

(4.2)

Because successive terms are of lower order of \( \alpha \), this is an asymptotic representation, if \( x \neq 0 \). Observe that \( f_0(m; \alpha) = O(1) \) as \( \alpha \to \infty \).

We expand

\[
\left| \mathcal{C}_m^{(\alpha)}(x) \right|^{\kappa} = \frac{(2x)^{\kappa}((\alpha_1)_m)^{\kappa}}{(m!)^{\kappa}} \sum_{j=0}^{\infty} \frac{A_j}{x^j} x^{-2j}
\]

(4.3)

where the first coefficients are

\[
A_0 = 1, \quad A_1 = \kappa f_1(m; \alpha), \quad A_2 = \frac{1}{2} \kappa (2f_2(m; \alpha) - f_1(m; \alpha)^2 + \kappa f_1(m; \alpha)^2).
\]

(4.4)

This gives for the integral in (1.3) the expansion

\[
I_3(m, \alpha) \sim \frac{2 \kappa^{\kappa}((\alpha_1)_m)^{\kappa}}{(m!)^{\kappa}} \sum_{j=0}^{\infty} \frac{A_j}{\kappa} I_j^{(2)}(m, \alpha),
\]

(4.5)

where

\[
I_j^{(2)}(m, \alpha) = \int_{-1}^{1} (1-x)^{c+b}(1+x)^{d+a} |x|^{\kappa m-2j} \, dx, \quad j = 0, 1, 2, \ldots.
\]

(4.6)

We write this in the form

\[
I_3^{(2)}(m, \alpha) = \int_{-1}^{1} (1-x)^a(1+x)^b |x|^{\kappa m-2j} e^{-\alpha \phi(x)} \, dx,
\]

(4.7)

where

\[
\phi(x) = -c \log(1-x) - d \log(1+x).
\]

(4.8)

This function assumes a minimum at the internal point \( x_m = (d - c)/(d + c) \), the saddle point, and we can apply Laplace’s method (see, for example, [26, chapter 3]) to obtain an asymptotic representation.

---

\(^6\) We refer to remark 3.1 for an interpretation of the possibly divergent integrals.
When \( c < d \) we have \( x_m \in (0, 1) \) and the contribution of the interval \((-1, 0)\) is exponentially small compared with that of \((0, 1)\). Hence, we replace the interval \((-1, 1)\) by \((0, 1)\) and introduce the new variable of integration \( y \) by writing
\[
\phi(x) - \phi(x_m) = \frac{1}{2} y^2, \quad \text{sign}(y) = \text{sign}(x - x_m).
\] (4.9)

In addition we extend the \( y \)-interval into \((-\infty, \infty)\). We obtain
\[
I_3^{(2)}(m, \alpha) \sim e^{-\alpha \phi(x_m)} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \alpha y^2} f_I(y) \, dy,
\] (4.10)

where
\[
f_I(y) = (1 - x)^a (1 + x)^b x^{\kappa m - 2} \frac{dx}{dy}.
\] (4.11)

With the expansion \( f_I(y) = \sum_{k=0}^{\infty} c_k^{(2)} y^k \) the asymptotic result follows:
\[
I_3^{(2)}(m, \alpha) \sim e^{-\alpha \phi(x_m)} \sqrt{\frac{2\pi}{\alpha}} \sum_{k=0}^{\infty} c_k^{(2)} \frac{2^k}{\alpha^k} \left(\frac{1}{2}\right)^k, \quad \alpha \to \infty,
\] (4.12)

where
\[
\phi(x_m) = -c \log \frac{2c}{c + d} - d \log \frac{2d}{c + d}.
\] (4.13)

To evaluate the coefficients \( c_k^{(2)} \) we derive from (4.9) those in the expansion \( x = x_m + \sum_{k=1}^{\infty} a_k y^k \). We have
\[
a_1 = 2 \sqrt{\frac{cd}{(c + d)^3}}, \quad a_2 = \frac{2(c - d)}{3(c + d)^2}, \quad a_3 = \frac{c^2 - 11cd + d^2}{9a_1(c + d)^4},
\] (4.14)

and next
\[
c_0^{(2)} = a_1 \left(\frac{2c}{c+d}\right)^a \left(\frac{2d}{c+d}\right)^b \left(\frac{d-c}{c+d}\right)^{\kappa m - 2} t^b,
\]
\[
c_1^{(2)} = c_0^{(2)} \frac{(c+d) \left(6cd(\kappa m - 2) + (d-c)(3bc - 3ad + 2c - 2d)\right)}{6cd(d-c)}.
\] (4.15)

Using the expansions of (4.12) in (4.5) we obtain
\[
I_3(m, \alpha) \sim e^{-\alpha \phi(x_m)} \sqrt{\frac{2\pi}{\alpha}} \sum_{k=0}^{\infty} \frac{C_k(\alpha)}{\alpha^k},
\] (4.16)

with first coefficients
\[
C_0(\alpha) = A_0c_0^{(0)}, \quad C_1(\alpha) = A_0c_2^{(0)} + A_1c_0^{(2)},
\]
\[
C_2(\alpha) = 3A_0c_2^{(0)} + A_1c_2^{(2)} + A_2c_0^{(4)}.
\] (4.17)

These coefficients are \( O(1) \) as \( \alpha \to \infty \). As explained for proposition 3.2, we can expand them, rearrange the series in (4.16), and obtain an expansion in negative powers of \( \alpha \).

We summarize the above results as follows.

**Proposition 4.1.** Let \( a, b, c, d, \) and \( \kappa \) be positive real numbers, \( c < d \), and \( m \) a positive natural number. Then, for the Rényi-like integral
we have the asymptotic expansion given in (4.16), which can be converted into the form

\[
I_3(m, \alpha) = \int_{-1}^{1} (1 - x)^{\alpha + a} (1 + x)^{\delta_a + b} \left| e_m^{(\alpha)}(x) \right|^\kappa \, dx, \tag{4.18}
\]

and the rest of parameters are fixed. Here again, the derivatives in \( \alpha \) are with respect to \( \kappa \). For the corresponding logarithmic case when \( c = d \) we refer to section 4.2. The special form of \( I_3(m, \alpha) \) in (1.4) with \( a = b = -\frac{1}{2} \) and \( c = d = 1 \) does not follow from (4.21). For the case \( c = d = 1 \) we refer to section 4.2.

**Remark 4.2.** A result for the Shannon-like integral \( I_3(m, \alpha) \) defined in (1.4) follows from differentiating the expansion in (4.19) with respect to \( \kappa \), and taking \( \kappa = 2 \) afterwards. We have

\[
I_3(m, \alpha) = 2 \frac{\partial}{\partial \kappa} I_3(m, \alpha) \bigg|_{\kappa=2} = \left[ e^{-\alpha \phi(x)} \frac{\sqrt{2\pi}}{\alpha} \frac{2^{2\alpha}}{(\alpha m)!} \sum_{k=0}^{\infty} \frac{D_k}{\alpha^k} \right] \kappa = 2, \quad \alpha \to \infty, \tag{4.21}
\]

for \( \alpha \to \infty \) and the rest of parameters are fixed. Here again, the derivatives in \( D_k \) are with respect to \( \alpha \). For the corresponding logarithmic case when \( c = d \) we refer to remark 4.5. The special form of \( I_3(m, \alpha) \) in (1.4) with \( a = b = -\frac{1}{2} \) and \( c = d = 1 \) does not follow from (4.21).

**Example 4.3.** We have the special case (see [24, equation 6, page 562]) for \( \kappa = 2, a = -\frac{1}{2}, b = 2m + \frac{3}{2}, c = 1, d = 3, \)

\[
I_3(m, \alpha) = \int_{-1}^{1} (1 - x)^{\alpha - \frac{1}{2}} (1 + x)^{\delta_a + 2m - \frac{1}{2}} C_m^{(\alpha)}(x)^2 \, dx
\]

\[
= \frac{\sqrt{\pi(2\alpha)m}}{\Gamma(\alpha + 2m + \frac{1}{2}) \Gamma(3\alpha + 2m - \frac{1}{2}) \Gamma(2\alpha) \Gamma(2\alpha + 2m + \frac{1}{2})}.
\]

Expanding this for large \( \alpha \), we obtain the first-order approximation

\[
I_3 \sim \sqrt{\frac{\pi}{\alpha}} \frac{3^{\alpha + 2m - 1} \alpha^{2m}}{2^{2\alpha + 2m} (m)!^2}.
\]

The same result follows from (4.19) with the first term \( D_0 \) and the special choice of the parameters.

**4.2. The case \( c = d = 1 \)**

In this case we write (1.3) in the form

\[
I_3(m, \alpha) = \int_{-1}^{1} (1 - x)^{\alpha} (1 + x)^{3\alpha + b} \left| e_m^{(\alpha)}(x) \right|^\kappa \, dx, \tag{4.24}
\]
where \( \phi(x) \) is defined in (4.8). It is symmetric on \((-1, 1)\) and has a saddle point \( x_m \) at \( x = 0 \), with \( \phi(0) = 0 \). We use the transformation given in (4.9), and obtain

\[
I_3(m, \alpha) = \int_{-\infty}^{\infty} f(y) e^{-\frac{1}{2} \alpha y^2} \left| C_m^{(\alpha)}(x) \right|^\kappa \, dy, \quad f(y) = (1 - x)^\alpha (1 + x)^\beta \frac{dx}{dy},
\]

(4.25)

In this case, with the saddle point at the origin, we cannot use the relation that follows from the limit given in (4.1), that is, \( C_m^{(\alpha)}(x) \sim \frac{(2\alpha)^m}{m!} (\alpha x)_m \). This relation is useless in a small interval around the origin; it does not hold uniformly with respect to small values of \( x \). Instead, we may consider an expansion in ascending powers of \( x \), for example in the notation of the Gauss hypergeometric function,

\[
C_{2m}^{(\alpha)}(x) = (-1)^m \frac{(\alpha)_m}{m!} \, _2F_1 \left( -m; m + \alpha; \frac{1}{2}; x^2 \right),
\]

\[
C_{2m+1}^{(\alpha)}(x) = (-1)^m \frac{(\alpha)_m + 1}{m!} 2x \, _2F_1 \left( -m; m + \alpha + 1; \frac{3}{2}; x^2 \right),
\]

(4.26)

which are rearrangements of the representation in the first line of (4.2). These forms clearly show that the expansions in powers of \( x \) do not give asymptotic representations for large \( \alpha \), unless \( x = o(1/\sqrt{\alpha}) \). Because \( x \sim y/\sqrt{2} \) (see coefficient \( a_1 \) in (4.14)), an expansion of \( \left| C_m^{(\alpha)}(x) \right|^\kappa \) in powers of \( y \) is useless for obtaining the large \( \alpha \) expansion of the integral given in (4.25).

From the literature (see, for example, [26, section 24.2]) we know that large \( \alpha \) approximations of \( C_m^{(\alpha)}(x) \) can be given in terms of Hermite polynomials, and these are uniformly valid in an \( x \)-interval around the origin. We also know the simple relation (see [22, equation (18.7.24)])

\[
\lim_{\alpha \to \infty} \alpha^{-\frac{1}{2}} m^{\frac{1}{2}} C_m^{(\alpha)} \left( \alpha^{-\frac{1}{2}} x \right) = \frac{H_m(x)}{m!}.
\]

(4.27)

When we use this as a first order asymptotic relation in (4.25) and observe that \( x = y/\sqrt{2} + O(y^2) \), and replace \( f(y) \) by \( f(0) = 1/\sqrt{2} \), we obtain the following asymptotics of the Rényi-like integral

\[
I_3(m, \alpha) \sim \frac{\alpha^{\frac{1}{4} m}}{\sqrt{2} (m!)^\kappa} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \alpha y^2} \left| H_m \left( y\sqrt{\alpha/2} \right) \right|^\kappa \, dy,
\]

(4.28)

for \( \alpha \to \infty \) and the rest of parameters are fixed. Using the orthogonality relation of the Hermite polynomials, we can evaluate the integral when \( \kappa = 2 \) and find

\[
I_3(m, \alpha) \sim \sqrt{\frac{\pi}{\alpha}} \frac{(2\alpha)^m}{m!}, \quad \alpha \to \infty.
\]

(4.29)

This result is not very detailed; for example, it does not show the parameters \( a \) and \( b \). In fact we can try an expansion of the form

\[
I_3(m, \alpha) \sim \sqrt{\frac{\pi}{\alpha}} \frac{(2\alpha)^m}{m!} \sum_{k=0}^{\infty} \frac{D_k}{\alpha^k}, \quad D_0 = 1,
\]

\[
D_1 = \frac{1}{8} (2(2m+1)((a-b)^2 - (a+b)) + 2m^2 - 14m - 3).
\]

(4.30)

In section 4.3 we explain how to obtain \( D_1 \) and more coefficients.

\(^5\)See also the discussion in [21, section 5.1] about the range of a saddle point.
Example 4.4. For $\kappa = 2$, $a = -\frac{1}{2}$, $b = -\frac{3}{2}$, $c = d = 1$, the corrected result of [24, equation (7), page 562] is

$$I_3(m, \alpha) = \int_{-1}^{1} (1 - x)^{\alpha - \frac{1}{2}} (1 + x)^{\alpha - \frac{3}{2}} (C_m^{(\alpha)}(x))^2 \, dx = \frac{\sqrt{\pi} (2\alpha)_m}{m!} \frac{\Gamma\left(\alpha - \frac{1}{2}\right)}{\Gamma\left(\alpha\right)}. \quad (4.31)$$

When we expand the right-hand side for large values of $\alpha$, we obtain

$$I_3(m, \alpha) \sim \frac{\sqrt{\pi} (2\alpha)_m}{m!} \left(1 + \frac{2m^2 - 2m + 3}{8\alpha}\right). \quad (4.32)$$

which corresponds to the estimate given in (4.30) when we take $a = -\frac{1}{2}$ and $b = -\frac{3}{2}$. It is easy to verify that this correspondence does not happen when we use the asymptotic relation that follows from (4.1) instead of the one that follows from (4.27).

Remark 4.5. A result for the Shannon-like integral $I_4(m, \alpha)$ defined in (1.4) follows from differentiating (4.28) with respect to $\kappa$ and putting $\kappa = 2$ afterwards. It seems not to be possible to give a large-$\alpha$ expansion of the resulting integral.

4.3. Hermite-type expansion of the Gegenbauer polynomials

Here we find more asymptotic details of the approximation in (4.30). To do that we expand the Gegenbauer polynomials in an asymptotic representation in terms of the Hermite polynomials of the form

$$C_m^{(\alpha)}(z) \sim \frac{\alpha^{rac{1}{2}m}}{m!} \left(H_m(z\sqrt{\alpha}) \sum_{k=0}^{\infty} \frac{c_k}{\alpha^k} + \frac{m}{\sqrt{\alpha}} H_{m-1}(z\sqrt{\alpha}) \sum_{k=0}^{\infty} \frac{d_k}{\alpha^k}\right). \quad (4.33)$$

The first coefficients are

$$c_0 = 1, \quad d_0 = 0, \quad c_1 = -\alpha z^2, \quad d_1 = \frac{1}{4} \alpha z \left(4z^2 + 6\alpha z^2 - 4z^2 m - 3 + 3m\right). \quad (4.34)$$

This expansion is valid for large $\alpha$ and bounded $m$ and $z\sqrt{\alpha}$. The coefficients $c_k$ and $d_k$ depend on $\alpha$. After rearranging the expansion and writing $z = x/\sqrt{\alpha}$ we find

$$C_m^{(\alpha)}(x^\alpha) \sim \frac{\alpha^{rac{1}{2}m}}{m!} \left(H_m(x) \sum_{k=0}^{\infty} \frac{p_k}{\alpha^k} + \frac{m}{\alpha} H_{m-1}(x) \sum_{k=0}^{\infty} \frac{q_k}{\alpha^k}\right). \quad (4.35)$$

The coefficients do not depend on $\alpha$ and the first few are

$$p_0 = 1, \quad q_0 = \frac{1}{4} x (2x^2 + 2m - 1), \quad p_1 = \frac{1}{8} m (m - 2x^2 - 2), \quad q_1 = \frac{1}{128} x \left(3 + 24m - 42m^2 + 12m^3 + (400m - 48m^2 - 640) x^2 + (1280 - 384m) x^4\right). \quad (4.36)$$

This expansion is valid for large $\alpha$ and bounded $x$ and $m$.

For uniform expansions in which $\alpha$ and $m$ may be of the same order, we refer to [26, section 24.2]. The simpler asymptotic results given above are not available in the literature, and we show how to find the coefficients.

We start with the representation
\[ C_m^{(\alpha)}(z) = \frac{1}{2\pi i} \int_C \frac{1}{(1-2zt+t^2)^\alpha} \frac{dt}{t^m+1}, \quad (4.37) \]

where \( C \) is a circle with radius smaller than 1. We write this the form

\[ C_m^{(\alpha)}(z) = \frac{1}{2\pi i} \int_C e^{-\alpha \left( t^2 - 2z \right)} h(t) \frac{dt}{p^{\alpha}}, \]

\[ h(t) = e^{-\alpha \left( \log(1-2zt+t^2) - t^2 + 2z \right)}. \quad (4.38) \]

When we expand \( h(t) \) in powers of \( t \), we obtain a simple finite expansion in which each successive term contains a Hermite polynomial of lower degree. A slightly different approach is given in [23]. In the problem to find more details of the expansion in (4.33), it is more convenient to use an expansion with only two Hermite polynomials.

When we replace \( h(t) \) by its value at the origin, \( h(0) = 1 \), we obtain

\[ C_m^{(\alpha)}(z) \sim \frac{\alpha^m}{m!} H_m \left( z \sqrt{\alpha} \right), \quad (4.39) \]

which corresponds to the limit in (4.27). The next step is writing

\[ h(t) = c_0 + d_0 t + t^2 g_0(t), \quad c_0 = h(0) = 1, \quad d_0 = h'(0) = 0, \quad (4.40) \]

and substituting this in (4.38). This gives

\[ C_m^{(\alpha)}(z) = \frac{\alpha^m}{m!} \left( c_0 H_m \left( z \sqrt{\alpha} \right) + \frac{m}{\sqrt{\alpha}} d_0 H_{m-1} \left( z \sqrt{\alpha} \right) \right) + \frac{1}{2\pi i} \int_C e^{-\alpha \left( t^2 - 2z \right)} g_0(t) \frac{dt}{p^{\alpha}}. \quad (4.41) \]

Integrating by parts, writing \( e^{-\alpha t^2} \, dt = -\frac{1}{2\alpha} \, de^{-\alpha t^2} \), we find

\[ C_m^{(\alpha)}(z) = \frac{\alpha^m}{m!} \left( c_0 H_m \left( z \sqrt{\alpha} \right) + \frac{m}{\sqrt{\alpha}} d_0 H_{m-1} \left( z \sqrt{\alpha} \right) \right) + \frac{1}{2\pi i} \int_C e^{-\alpha \left( t^2 - 2z \right)} h_1(t) \frac{dt}{p^{\alpha}}, \quad (4.42) \]

where

\[ h_1(t) = \frac{1}{2} e^{-2z\alpha t^2} \left( \frac{d}{dt} e^{2z\alpha t} g_0(t) \right) \frac{dt}{p^{\alpha}} = \frac{1}{2} \left( tg_0'(t) + (2z\alpha t - m) g_0(t) \right). \quad (4.43) \]

Repeating this procedure, we find an expansion of the form given in (4.33).

**Example 4.6.** For \( x = 0 \) and even \( m = 2n \) we find from

\[ H_{2n}(0) = (-1)^n \frac{(2n)!}{n!}, \quad C_{2n}^{(\alpha)}(0) = (-1)^n \frac{\Gamma(\alpha + n)}{n! \Gamma(\alpha)}, \quad (4.44) \]

and from (4.33) we conclude that the first series should be an expansion of \( \frac{\Gamma(\alpha + n)}{\alpha^n \Gamma(\alpha)} \). This function has the expansion

\[ \frac{\Gamma(\alpha + n)}{\alpha^n \Gamma(\alpha)} \sim 1 + \frac{n(n - 1)}{2\alpha} + \ldots. \quad (4.45) \]

which confirms the first values given in (4.36).

Next we explain how the coefficients \( D_k \) of expansion (4.30) can be obtained. The Gegenbauer polynomial in (4.25) has argument \( x \) and we need the polynomial in terms of \( y \). For \( c = d = 1 \) the relation between \( x \) and \( y \) is given by (see also (4.9))
\[- \log (1 - x^2) = \frac{1}{2} y^2, \quad x = a_1 y \sqrt{\frac{1 - e^{-\frac{1}{2} y^2}}{2 y^2}}, \tag{4.46}\]

where the square root is positive and \( a_1 = \frac{1}{2} \sqrt{2} \). We write\[x = z + h, \quad z = \frac{1}{2} y \sqrt{2}, \quad h = a_3 y^3 + a_5 y^5 + \ldots, \tag{4.47}\]

and the coefficients easily follow from (4.46). We expand\[C^{(\alpha)}_m(x) = \sum_{k=0}^{\infty} \frac{h^k}{k!} \frac{d^k}{dx^k} \left[ C^{(\alpha)}_m(x) \right]_{x=z}, \tag{4.48}\]

and we obtain expansions of the derivatives from (4.33). The derivatives of the Hermite polynomials can be written in terms of the polynomials used in (4.33). The result of straightforward manipulations is a representation of the form\[C^{(\alpha)}_m(x) \sim \frac{\alpha^{\frac{1}{2}} m^{\frac{1}{2}}}{m!} \left( H_m \left( y \sqrt{\alpha/2} \right) P + \frac{m}{\sqrt{\alpha}} H_{m-1} \left( y \sqrt{\alpha/2} \right) Q \right), \tag{4.49}\]

in which \( P \) and \( Q \) can be expanded in powers of \( y \), with coefficients that are finite combinations of the coefficients \( c_k \) and \( d_k \) and their derivatives. These expansions should be multiplied by that of \( f(y) \) given in (4.25). Next, this new compound expansion should be squared and finally we need to evaluate integrals of the form\[\int_{-\infty}^{\infty} e^{-t^2} t^j H_m(t) H_{m-k}(t) \, dt, \tag{4.50}\]

with \( k = 0, 1 \) and for even \( j + k \). For example,
\[
\int_{-\infty}^{\infty} e^{-t^2} t H_m(t) H_{m-1}(t) \, dt = 2^m (m + 1)! \sqrt{\pi},
\]
\[
\int_{-\infty}^{\infty} e^{-t^2} t^2 H_m(t) H_{m}(t) \, dt = 2^{m-1} (2m + 1) m! \sqrt{\pi}. \tag{4.51}\]

Because of the lengthy calculations, which are all quite straightforward with symbolic calculations, we skip the details.

5. Extended asymptotic expansions of Laguerre integrals

In this section we obtain the asymptotic expansion of the Rényi and Shannon-like integral functionals of Laguerre polynomials given by equations (1.1) and (1.2), respectively, for large positive values of the parameters \( \alpha \) and \( \mu \), while the other parameter \( \lambda \) is fixed. We consider the Rényi-like integral in (1.1) for the case \( \mu = O(\alpha) \) in the special form \( \mu = \sigma + \alpha \), with \( \sigma \) a fixed real number.

We write\[I_5(m, \alpha) = \int_0^{\infty} x^{\alpha+\sigma-1} e^{-\lambda x} \left| C^{(\alpha)}_m(x) \right|^\kappa \, dx, \tag{5.1}\]
\[or\]
\[I_5(m, \alpha) = \alpha^{\sigma+\alpha} e^{-\alpha} \int_0^{\infty} x^{\sigma-1} e^{-\alpha \phi(x)} \left| C^{(\alpha)}_m(\alpha x) \right|^\kappa \, dx, \tag{5.2}\]
where
\[ \phi(x) = \lambda x - \log x - 1, \quad \phi'(x) = \frac{\lambda x - 1}{x}. \] (5.3)

There is a saddle point at \( x_0 = 1/\lambda \) and we use the transformation
\[ \phi(x) - \phi(x_0) = \frac{1}{2} y^2, \quad \text{sign}(x - x_0) = \text{sign}(y), \quad \phi(x_0) = \log \lambda. \] (5.4)

For small \( y \) we have the expansion
\[ x = x_0 + \sum_{k=1}^{\infty} x_k y^k, \] (5.5)
with first coefficients
\[ x_1 = \frac{1}{\lambda}, \quad x_2 = \frac{1}{3\lambda}, \quad x_3 = \frac{1}{36\lambda}, \quad x_4 = -\frac{1}{270\lambda}, \quad x_5 = \frac{1}{4320\lambda}. \] (5.6)

The transformation in (5.4) gives, because \( \frac{dx}{dy} = \frac{xy}{\lambda x^2 - 1} \),
\[ I_5(m, \alpha) = \alpha^{\alpha + \sigma} e^{-\alpha} \lambda^{\alpha - \sigma} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \alpha y^2} f(y) \, dy, \] (5.7)
where
\[ f(y) = \frac{x^\sigma y}{\lambda x - 1} \left| \mathcal{L}^{(\alpha)}_m (\alpha x) \right|^\kappa, \] (5.8)
and the relation between \( x \) and \( y \) is defined in (5.4). We need to distinguish between \( \lambda = 1 \) and \( \lambda \neq 1 \).

5.1. The case \( \lambda \neq 1 \)

We use the expansion given in (3.7) and write
\[ f(y) = \frac{x^\sigma y}{\lambda x - 1} \left( \frac{\alpha^{\alpha m}}{(m!)^\kappa} \sum_{j=0}^{\infty} A_j \kappa \right) (1 - x)^{-j}. \] (5.9)

Using the expansion given in (5.5) in the form
\[ 1 - x = (1 - x_0) \left( 1 - \frac{x_1 y}{1 - x_0} - \frac{x_2 y^2}{1 - x_0} - \ldots \right), \] (5.10)
we expand
\[ f(y) \sim x_0^\sigma |1 - x_0|^{\alpha m} \frac{\alpha^{\alpha m}}{(m!)^\kappa} \sum_{j=0}^{\infty} C_j(\alpha) y^j, \] (5.11)
and obtain for the integral \( I_5(m, \alpha) \) given in (5.7) the expansion
\[ I_5(m, \alpha) \sim \alpha^{\alpha + \sigma} e^{-\alpha} \lambda^{\alpha - \sigma} x_0^\sigma |1 - x_0|^{\alpha m} \left( \frac{2\pi}{\alpha} (m!)^\kappa \right) \sum_{j=0}^{\infty} C_j(\alpha) \frac{2^j (\frac{1}{2})^j}{\alpha^j}. \] (5.12)

We can expand the coefficients \( C_j(\alpha) \) for large \( \alpha \) and, as explained for proposition 3.2, we can rearrange the series to obtain an expansion in negative powers of \( \alpha \). This gives the asymptotics.
\[ I_5(m, \alpha) \sim \alpha^{\alpha+\sigma} e^{-\alpha} \lambda^{-\alpha-\sigma} e^{-m \lambda |\lambda - 1|^{\gamma m}} \sqrt{\frac{2\pi}{\alpha}} \frac{\alpha^{\gamma m}}{(m!)^\gamma} \sum_{j=0}^{\infty} \frac{D_j}{\alpha^j} \] (5.13)

with first coefficients \( D_0 = 1 \) and

\[
D_1 = \frac{1}{12(\lambda - 1)^2} \left( I - 12km\sigma - 12 - 12\sigma^2 + 12\sigma + 2\lambda - 6\sigma + 6m^2 \right),
\]

for the Rényi-like integral functional (5.1) when \( \alpha \to \infty \) and the rest of parameters \((\sigma, \lambda \neq 1, \kappa, m)\) are fixed.

**Example 5.1.** We have the special case for \( \kappa = 2 \) and \( \sigma = 1 \) (see [24, page 477])

\[
I_5(m, \alpha) = \int_0^\infty x^\alpha e^{-\lambda x} \mathcal{L}^{(\alpha)}_m(x)^2 \, dx = \frac{(\alpha + 1)\alpha^{\alpha+1} \lambda^\alpha \Gamma(\alpha + 1)(\lambda - 1)^{2\alpha}}{m^\alpha \lambda^{2m + 1}} \times 2F_1 \left( \begin{array}{c} -m, -m; \alpha + 1; 1 \end{array} \right). \]

(5.15)

We can expand the Pochhammer symbols as in (3.19), the gamma function, and the \( 2F_1 \)-function term by term in negative powers of \( \alpha \). We obtain

\[
I_5(m, \alpha) \sim \frac{\alpha^{2m+\sigma} e^{-\alpha}}{m^m \lambda^{2m+\gamma m}} \sqrt{\frac{2\pi}{\alpha}} \frac{\alpha^{\gamma m}}{(m!)^\gamma} \times \left( 1 + \frac{m(m+1)}{2\alpha} + \ldots \right)^2 \left( 1 + \frac{1}{2\alpha} + \ldots \right) \left( 1 + \frac{m^2}{\alpha(\lambda - 1)^2} + \ldots \right).
\]

(5.16)

We obtain the expansion as in (5.13), with the same front factor and coefficients \( D_0 = 1 \) and

\[
D_1 = \frac{24m^2 + \lambda^2 - 2\lambda + 1 + 12m^2\lambda^2 - 24m^2\lambda + 12m^2 - 24m\lambda + 12m}{12(\lambda - 1)^2},
\]

(5.17)

which confirms \( D_1 \) given in (5.14) when \( \kappa = 2 \) and \( \lambda = 1 \). \( \diamond \)

**Remark 5.2.** The Shannon-like integral

\[
I_5^*(m, \alpha) = \int_0^\infty x^{\alpha+\sigma-1} e^{-\lambda x} \left( \mathcal{L}_m^{(\alpha)}(x) \right)^2 \log \left( \mathcal{L}_m^{(\alpha)}(x) \right)^2 \, dx
\]

(5.18)

follows from differentiating (5.13) with respect to \( \kappa \) and putting \( \kappa = 2 \) afterwards. The result is

\[
I_5^*(m, \alpha) \sim \alpha^{\alpha+\sigma} e^{-\alpha} \lambda^{-\alpha-\sigma-2m}(\lambda - 1)^{2m} \sqrt{\frac{2\pi}{\alpha}} \frac{\alpha^{2m}}{(m!)^\gamma} \times \left( \log \frac{\alpha^{2m}(\lambda - 1)^{2m}}{\lambda^{2m}(m!)^\gamma} \sum_{j=0}^{\infty} \frac{D_j}{\alpha^j} + 2 \sum_{j=0}^{\infty} \frac{B_j'}{\alpha^j} \right),
\]

(5.19)

where the derivatives of \( D_j \) are with respect to \( \kappa \). \( \triangle \)

5.2. The case \( \lambda = 1 \)

The limit given in (2.1) cannot be used in this case, because it does not give enough information in the immediate neighborhood of \( x = 1 \), that is, \( y = 0 \). The asymptotic relation in (3.2)
that follows from the limit is not uniformly valid at \( t = 1 \). A similar form of nonuniform behavior is considered in section 4.2 for the Gegenbauer polynomial.

In this case we use the limit (see [22, equation (18.7.26)])

\[
\lim_{\alpha \to \infty} \left( \frac{2}{\alpha} \right)^{\frac{1}{2} m} \mathcal{L}^{(\alpha)}_m \left( \sqrt{2\alpha} x + \alpha \right) = \frac{(-1)^m}{m!} H_m(x),
\]

and we write it as the asymptotic relation

\[
\mathcal{L}^{(\alpha)}_m (\alpha x) \sim \left( \frac{\alpha}{2} \right)^{\frac{1}{2} m} (-1)^m H_m \left( \sqrt{\alpha (x-\frac{1}{2})} \right).
\]

We use this estimate in (5.6), replace \( x - 1 \) by \( y \) and \( x\sigma y/(x-1) \) by 1, and obtain the first approximation

\[
I_5(m, \alpha) \sim \alpha^{\alpha+\sigma} e^{-\alpha} \frac{1}{(m!)^{\frac{1}{2}}} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \alpha y^2} \left| H_m \left( \sqrt{\alpha y} \right) \right|^2 dy,
\]

for the Rényi-like integral functional (5.1) when \( \alpha \to \infty \) and the rest of parameters \((\sigma, \lambda = 1, \kappa, m)\) are fixed. In particular, for \( \kappa = 2 \) we can evaluate this integral by using a standard result for the orthogonal Hermite polynomials; we finally have

\[
I_5(m, \alpha) \sim \alpha^{\alpha+\sigma+\frac{1}{2}} e^{-\alpha} \frac{\Gamma(m+\alpha+1)}{m!} \sqrt{\frac{2\pi}{\alpha}}.
\]

We can obtain more details of the asymptotic estimate by using an approach similar to that described for the Gegenbauer polynomials in section 4.3.

**Example 5.3.** We take \( \sigma = 1 \), and have, by the orthogonality relation of the Laguerre polynomials,

\[
I_5(m, \alpha) = \int_0^\infty x^{m} e^{-x} \mathcal{L}^{(\alpha)}_m (x)^2 dx = \frac{\Gamma(m+\alpha+1)}{m!}.
\]

The large-\( \alpha \) asymptotic result in the right-hand side of (5.10) corresponds to that of (5.11). It is easy to verify that this correspondence does not happen when we use the asymptotic relation in (3.2) instead of the one in (5.8).

**Remark 5.4.** A result for the Shannon-like integral in (5.18) with \( \lambda = 1 \) follows from differentiating (5.22) with respect to \( \kappa \) and putting \( \kappa = 2 \) afterwards. It seems not to be possible to give a large-\( \alpha \) expansion of the resulting integral.

\[\Box\]

5.3. **Hermite-type expansion of the Laguerre polynomials**

We can find more asymptotic details of the approximation in (5.23) when we expand the Laguerre polynomials in an asymptotic representation in terms of the Hermite polynomials of the form

\[
\mathcal{L}^{(\alpha)}_m (\alpha x) \sim \left( \frac{\alpha}{2} \right)^{\frac{1}{2} m} (-1)^m \times \left( H_m \left( \sqrt{\alpha (x-\frac{1}{2})} \right) \sum_{k=0}^{\infty} \frac{\alpha^k}{m^k} - m \sqrt{\alpha} H_{m-1} \left( \sqrt{\alpha (x-\frac{1}{2})} \right) \sum_{k=0}^{\infty} \frac{\alpha^k}{m^k} \right).
\]

The first coefficients are
\[ c_0 = 1, \quad d_0 = 1, \]
\[ c_1 = m (\alpha (x - 1) - 1), \]
\[ d_1 = \frac{1}{2} (3 + 7\alpha - 3m - 9\alpha x + 3\alpha^2 (x - 1)^2 - 4\alpha m + 6\alpha x m). \]  

(5.26)

The expansion is valid for bounded values of the argument of the Hermite polynomials. Information on Hermite-type uniform expansions for large \( \alpha \) and degree \( m \) can be found in [25] and in [26, section 32.4].

The expansion in (5.25) can be derived by using the well-known integral representation

\[ L_m^{(\alpha)}(x) = \frac{1}{2\pi i} \int_C (1-t)^{-\alpha-1} e^{-x/1-t} \frac{dt}{t^{n+1}} \]  

(5.27)

where \( C \) is a circle with radius 1 around the origin. We write this in the form

\[ L_m^{(\alpha)}(x) = \frac{1}{2\pi i} \int_C h(t) e^{\alpha(1-t)^{-1}} \frac{dt}{t^{n+1}}, \]  

(5.28)

where

\[ h(t) = \frac{1}{(1-t)} e^{\alpha \left( -\log(1-t) - \frac{1}{1-t} - (1-t)^{-1} - x t + \frac{1}{2} t^2 \right)}. \]  

(5.29)

Integrating by parts, starting with \( e^{\frac{1}{2} \alpha t^2} \frac{dt}{t} = \frac{1}{\alpha} e^{\frac{1}{2} \alpha t^2} \), and using the procedure described in section 4.3, we can obtain the expansion given in (5.25).

Next, we need to expand this expansion in terms of \( y \) (see (5.5) with \( x_0 = 1 \) and \( \lambda = 1 \)), and we can obtain more details of the asymptotic relation in (5.23) when we use the method used for the Gegenbauer polynomials. Again, see section 4.3. We skip further details.

6. Concluding remarks

We have investigated in a detailed manner the asymptotics of the power and logarithmic integral functionals of Laguerre and Gegenbauer polynomials \( I_j(m, \alpha), j = 1 - 4 \) when the parameter \( \alpha \to \infty \) and the rest of parameters, including the polynomial degree \( m \), are fixed. These asymptotic functionals of power and logarithmic kind characterize the Rényi and Shannon entropies, respectively, of numerous quantum systems with a large dimensionality \( D \).

Because of the many parameters in some of the integrals only a limited number of coefficients of the expansions have been given, and we have used special cases of these variables as examples for which analytic closed forms can be found in the literature. We have used these analytic forms to show how their simple asymptotic results correspond to the derived expansions, and confirm our (in some cases rather formal) approach.

We have derived new Hermite-type expansions of the Laguerre and Gegenbauer polynomials, which in fact are not as powerful as known uniform expansions, but the expansions are useful in the analysis of certain special cases of the functionals.

As always, certain problems remain to be studied. We have not been able to determine the large-\( \alpha \) expansion of the Shannon-like integral in (5.18) with \( \lambda = 1 \) within our approach. Moreover, the determination of the asymptotics of the Laguerre and Gegenbauer polynomials for large values of the degree of the polynomials is most important from both fundamental and applied standpoints. Indeed, it would allow for the analytical calculation of the physical entropies of the highly-excited (i.e. Rydberg) states of numerous hydrogenic and harmonic systems. Let us just point out that the underlying asymptotic analysis for large degree is essentially more difficult than the large-parameter case studied in the present paper and it
requires other asymptotical tools. Nevertheless, some remarkable results have been obtained [12, 27–30] (see also the reviews [31, 32]).
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