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ABSTRACT. The semi-linear problem of a fractional diffusion equation with the Caputo-like counterpart of a hyper-Bessel differential is considered. The results on existence, uniqueness and regularity estimates (local well-posedness) of the solutions are established in the case of linear source and the source functions that satisfy the globally Lipschitz conditions. Moreover, we prove that the problem exists a unique positive solution. In addition, the unique continuation of solutions and a finite-time blow-up are proposed with the reaction terms are logarithmic functions.

1. Introduction. In this paper, we consider a semi-linear time-fractional diffusion equation with time-varying coefficients:

\[
\begin{align*}
\mathcal{C}\left(t^\sigma \frac{\partial}{\partial t}\right)^\alpha u + Lu &= f(u), \quad x \in \Omega, \ t > 0, \\
u(x,t) &= 0, \quad x \in \partial \Omega, \ t > 0, \\
u(x,0) &= u_0(x), \quad x \in \Omega,
\end{align*}
\]

where $\Omega \subset \mathbb{R}^d, (d \geq 1)$ is a bounded domain with smooth boundary $\partial \Omega$ and the initial data $u_0$ at $t = 0$ is given. The operator \( \mathcal{L} : \mathcal{D}(\mathcal{L}) \in L^2(\Omega) \to L^2(\Omega) \) be a positive, self-adjoint operator. In (P), \( \mathcal{C}\left(t^\sigma \frac{\partial}{\partial t}\right)^\alpha \) will denote a Caputo-like counterpart (C-LC) to hyper-Bessel operator (H-BO) of order $\alpha \in (0,1)$ and the parameter $0 < \sigma < 1$ (see formula (3)).
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Fractional calculus is a subject of a long history and has gained great interest in different fields of applied science: mathematics [1–3, 9, 21, 26, 31], physics [18, 28, 30], including stochastic processes [6, 25, 29], mechanics [13], chemistry and biology [16] and some references therein. It is well known that the original definition of the H-BO differential of higher (integer) order \( m \geq 1 \) was first introduced by Dimovski [11]:

\[
B = t^{\alpha_0} \frac{d}{dt} t^{\alpha_1} \frac{d}{dt} \cdots t^{\alpha_{m-1}} \frac{d}{dt} t^{\alpha_m},
\]

where \( \alpha_0, \alpha_1, \ldots, \alpha_m \) are arbitrary parameters that satisfy \( \sum_{i=0}^{m} \alpha_i < m \). The fractional power \( B^{\alpha} \) of the H-BO (as convolutional products in the sense of operational calculus) is developed by himself in [10] and Kiryakova [19, 20], Lamb and McBride [21], McBride [26], and references therein. In probability theory, it is useful to illustrate heat diffusion of the fractional Brownian motion [6, 25] and the study of Tricomi-type [43] or Keldysh-type equations [42].

For the general case, Garra et al. [12] consider fractional differential equation with time-varying coefficient of the form

\[
\left( t^\sigma \frac{d}{dt} \right)^\alpha u(t) = -\lambda u(t), \quad \alpha \in (0, 1), \quad \sigma \in \mathbb{R}, \quad \lambda > 0, \quad t \geq 0.
\]

The authors provided the solutions of the relaxation-type equation (1) obtained by the operator \( \left( t^\sigma \frac{d}{dt} \right)^\alpha \) that is related to the Erdélyi-Kober integrals [12]:

\[
\left( t^\sigma \frac{d}{dt} \right)^\alpha g(t) = \begin{cases} 
(1 - \sigma)^\alpha t^{-(1-\sigma)\alpha} I_{1-\sigma}^{0-\alpha} g(t), & \text{if } \sigma < 1, \\
(\sigma - 1)\alpha I_{1-\sigma}^{1-\alpha} t^{(1-\sigma)\alpha} g(t), & \text{if } \sigma > 1, \quad \text{"considered separately"}, \\
& \text{if } \sigma = 1.
\end{cases}
\]

Note that as \( \sigma = 0 \), this operator coincides with the Riemann-Liouville fractional derivative, and for \( \alpha = 1 \) expressions (2) include the conventional first-order derivative. In analogy with the classical theory of fractional calculus operators, we are led to a generalization to describe the regularized C-LC of the H-BO for \( \sigma < 1 \) in terms of Erdélyi-Kober fractional-order operator (see e.g. [5, 12]):

\[
C \left( t^\sigma \frac{\partial}{\partial t} \right)^\alpha g(t) := (1 - \sigma)^\alpha t^{-(1-\sigma)\alpha} I_{1-\sigma}^{0-\alpha} (g(t) - g(0))
- \left( t^\sigma \frac{d}{dt} \right)^\alpha g(t) - \frac{g(0)}{(1-\sigma)^{-\alpha}} \frac{t^{-\alpha(1-\sigma)}}{\Gamma(1-\sigma)}.
\]

Recently, Al-Musalhi et al. [5] used the C-LC of H-BO (3) to study both a direct problem and an inverse source problem:

\[
C \left( t^\sigma \frac{\partial}{\partial t} \right)^\alpha u(x, t) - u_{xx}(x, t) = f(x, t), \quad x \in (0, \pi), \quad t \in (0, T).
\]

Basing on the appropriate eigenfunction expansions the authors have constructed the solutions and the properties for existence and uniqueness are also presented. In [34], Tuan et al consider a problem of recovering the initial data for a time-fractional diffusion equation with a regularized hyper-Bessel differential. The solution to this problem exists but isn’t stable, so, the authors use the fractional Tikhonov method to construct a regularized solution. Also, they also provide the error estimates between the regularized solution and the exact solution. Some recent studies on the behavior of solutions can be listed as [22–24, 32, 35, 36, 39, 40] and the references
therein. All works mentioned above give us a great motivation to study the well-posed behavior of mild solutions to Problem (P).

In this paper, for Problem (P), we study two cases of the source functions:

• the linear source functions;
• the nonlinear source functions.

For the linear case, \( f = f(x, t) \), we obtain local well-posedness properties (existence and regularity of (unique) weak solutions). In the case of nonlinear source functions, we consider both the globally and locally Lipschitz cases. The existence of a local solution and the regularity of the solution is established with the source function \( f = f(u) \) satisfying the globally Lipschitz condition. Moreover, we prove that the Problem (P) exists a unique positive solution. With the locally Lipschitz source function \( f = f_q(u) = |u|^{q-1} \log |u|^q, \quad q > 1 \), we consider the extension of the solution to larger time periods and the blow-up of the solution. In [7], for the fractional-in-time wave equations, the authors also consider the blow-up of solutions with derivatives considered in Caputo sense, and the source function has a general form that satisfies the given conditions. Hence, for this logarithmic type function as above, this is almost the first work to study the blow-up of the solutions to the Problem (P).

The rest of the paper is organized as follows. Section 2, we first present some relevant notations, and secondly, the definition of the Mittag-Leffler functions is given and its useful properties for use throughout the paper. In Section 3, we consider the linear problem, some regularity estimates of weak solutions are obtained. In Section 4, we consider the semi-linear Problem (P). The results of local well-posedness (local existence of solutions, uniqueness, regularity) are established when the source function is global Lipschitz. Furthermore, we prove the problem has a unique positive solution. For the nonlinearity source of the form as logarithmic functions \( f_q(u) = |u|^{q-1} \log |u|^q, \quad q > 1 \) (locally Lipschitz function type), the uniqueness continuation of solutions and a finite-time blow-up are proposed. The conclusion is stated in Section 5.

2. Preliminaries.

2.1. Relevant notations. Let us recall that the spectral problem

\[
\begin{aligned}
Le_p(x) &= \lambda_p e_p(x), \quad x \in \Omega, \\
e_p(x) &= 0, \quad x \in \partial \Omega,
\end{aligned}
\]

admits a family of eigenvalues

\[0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \leq \lambda_p \leq \ldots \nearrow \infty.\]

The notation \( \| \cdot \|_B \) stands for the norm in the Banach space \( B \). We denote by \( L^q(0, T; B), 1 \leq q \leq \infty, \quad T > 0, \) the Banach space of real-valued measurable functions \( v : (0, T) \to B \) with norm

\[
\|v\|_{L^q(0, T; B)} = \left( \int_0^T \|v(t)\|_B^q \, dt \right)^{\frac{1}{q}} < \infty, \quad \text{for } 1 \leq q < \infty,
\]

\[
\|v\|_{L^q(0, T; B)} = \text{ess sup}_{t \in (0, T)} \|v(t)\|_B < \infty, \quad \text{for } q = \infty.
\]
The norm of the function space \( C^k([0, T]; B) \), \( 0 \leq k \leq \infty \) is denoted by

\[
\|v\|_{C^k([0, T]; B)} = \sum_{i=0}^{k} \sup_{t \in [0, T]} \|v^{(i)}(t)\|_B < \infty.
\]

For any \( \zeta \geq 0 \), we define the Hilbert scale space

\[
D(\mathbb{L}^\zeta) = \left\{ v = \sum_{p=1}^{\infty} (v, e_p)e_p(x) \in L^2(\Omega) : \sum_{p=1}^{\infty} (v, e_p)^2 \lambda_p^{2\zeta} < \infty \right\},
\]

is equipped with norm

\[
\|v\|_{D(\mathbb{L}^\zeta)} = \left( \sum_{p=1}^{\infty} (v, e_p)^2 \lambda_p^{2\zeta} \right)^{\frac{1}{2}}.
\]

Obviously, we have \( D(\mathbb{L}^0) = L^2(\Omega) \) if \( \zeta = 0 \). We denote by \( D(\mathbb{L}^{-\zeta}) \) the dual space of \( D(\mathbb{L}^-\zeta) \) provided that the dual space of \( L^2(\Omega) \) is identified with itself, e.g. see [27].

The space \( D(\mathbb{L}^{-\zeta}) \) is a Hilbert space with respect to the norm

\[
\|v\|_{D(\mathbb{L}^{-\zeta})} = \left( \sum_{p=1}^{\infty} (v, e_p)^2 \lambda_p^{-2\zeta} \right)^{\frac{1}{2}},
\]

for \( w \in D(\mathbb{L}^{-\zeta}) \) where \( \langle \cdot, \cdot \rangle_{\mathbb{L}^{-\zeta}} \) is the dual product between \( D(\mathbb{L}^{-\zeta}) \) and \( D(\mathbb{L}^\zeta) \).

**Remark 1.** From the definitions of the spaces \( D(\mathbb{L}^\zeta) \) and \( D(\mathbb{L}^{-\zeta}) \), we observe that

\[
\|v\|_{D(\mathbb{L}^{-\zeta})} \lesssim C_{\xi} \|v\|_{L^2}, \quad \text{and} \quad \|v\|_{L^2} \lesssim C_{\xi} \|v\|_{D(\mathbb{L}^\zeta)}, \quad \text{for } C_{\xi} > 0.
\]

Given a Banach space \( B \), let \( C((0, T]; B) \) be the set of all continuous functions which map \((0, T]\) into \( B \). For \( \mu > 0 \), we define the following Banach space

\[
X^\mu((0, T]; B) = \left\{ v \in C((0, T]; B) : \sup_{t \in (0, T]} t^\mu \|v(t)\|_B < \infty \right\},
\]

with the norm \( \|v\|_{X^\mu((0, T]; B)} = \sup_{t \in (0, T]} t^\mu \|v(t)\|_B < \infty \), see [33].

**2.2. Properties of Mittag-Leffler functions and some related results.**

The Mittag-Leffler function is defined by (see [14, 15])

\[
E_{\alpha,\beta}(y) = \sum_{m=0}^{\infty} \frac{y^m}{\Gamma(\alpha m + \beta)}, \quad y \in \mathbb{C},
\]

where \( \alpha > 0 \) and \( \beta \in \mathbb{R} \) are arbitrary constants, \( \Gamma \) is the usual Gamma function.

Next, we give some properties of the Mittag-Leffler function. Let \( \beta \in \mathbb{R} \), and \( \alpha \in (0, 2) \), we have:

\[
|E_{\alpha,\beta}(-y)| \leq \frac{C}{1+|y|}, \quad \mu \leq \arg(y) \leq \pi,
\]

where \( C > 0 \) depends on \( \alpha, \beta, \mu \) and \( \frac{\pi \beta}{2} < \mu < \min\{\pi, \pi \beta\} \) (see e.g. [14, 30]).

**Lemma 2.1.** For \( 0 < \alpha_1 < \alpha_2 < 1 \) and \( \alpha \in [\alpha_1, \alpha_2], \) then there exist the positive constants \( C^-, C^+, \tilde{C} \) such that

a) \( E_{\alpha, 1}(-y) > 0, \) for any \( y > 0; \)
b) \( \frac{C^-}{1+y} \leq E_{\alpha,1}(-y) \leq \frac{C^+}{1+y}, \quad \text{and} \quad E_{\alpha,\beta}(-y) \leq \frac{C}{1+y}, \quad \text{for } \beta \in \mathbb{R}, \ y > 0. \)

Lemma 2.2. Let \( \alpha > 0, \lambda > 0, t > 0, n \in \mathbb{N}, \) we have

\[
\frac{d^n}{dt^n} [E_{\alpha,1}(-\lambda t^n)] = -\lambda t^{n-\alpha} E_{\alpha,-n+1}(-\lambda t^n); \tag{4}
\]

\[
\frac{d}{dt} [t^{\alpha-1} E_{\alpha,\alpha}(-\lambda t^\alpha)] = t^{\alpha-2} E_{\alpha,-1}(-\lambda t^\alpha). \tag{5}
\]

Lemma 2.3. The following equality holds (for proof, see [44])

\[
E_{\alpha,1}(-y) = \int_0^\infty W_{\alpha}(z)e^{-yz}dz, \quad \text{for } y \in \mathbb{C},
\]

where we recall the definition of the Wright type function (see [15], Formula (28))

\[
W_{\alpha}(z) := \sum_{n=0}^{\infty} \frac{(z)^n}{\Gamma(-\alpha n + 1 - \alpha)}, \quad 0 < \alpha < 1.
\]

Moreover, \( W_{\alpha}(z) \) is a probability density function, that is,

\[
W_{\alpha}(z) \geq 0, \quad \text{for } z > 0; \quad \text{and} \quad \int_0^\infty W_{\alpha}(z)dz = 1.
\]

Lemma 2.4 (Weakly singular Grönwall’s inequalities). Let \( A, B, \sigma_1, \sigma_2 \) be non-negative constants. For the continuous functions \( u : [0, T] \rightarrow [0, \infty) \), assume that

\[
u(t) \leq At^{-\sigma_1} + B\int_0^t (t - \tau)^{-\sigma_2}u(\tau)d\tau, \quad \text{for all } t \in [0, T].
\]

Then, there exists a positive constant \( C(B, \sigma_2, T) \) such that

\[
u(t) \leq \frac{C(B, \sigma_2, T)}{1 - \sigma_1}At^{-\sigma_1}, \quad \text{for a.e. } t \in (0, T].
\]

Proof. See [38], Theorem 1.2, page 2. \( \square \)

The main result of the paper is based on two main goals, that is, consider problem (P) with linear and nonlinear source functions. We get into the results presented in the next section with the source function \( f = f(x,t) \) (depending on the space variable \( x \in \Omega \) and the time \( t \in [0, T] \)).

3. The linear problem. For the source function to be linear, we consider the properties of existence, uniqueness and new regularity estimates. Indeed, we consider the linear problem

\[
\begin{cases}
C \left(t^\sigma \frac{\partial}{\partial t}\right) \alpha u(x,t) + (Lu)(x,t) = f(x,t), \quad x \in \Omega, \ t > 0, \\
u(x,t) = 0, \quad x \in \partial \Omega, \ t > 0, \\
u(x,0) = u_0(x), \quad x \in \Omega.
\end{cases} \tag{6}
\]

The function \( u \) is a mild solution of (6) if \( u \in C([0,T];L^2(\Omega)) \) and satisfies the following integral equation

\[
u(t) = E_{\alpha,1} \left(-\frac{t^\sigma}{s^\alpha}\right) u_0 + \frac{1}{s^\alpha} \int_0^t (t^\sigma - \tau^\sigma)^{\alpha-1} E_{\alpha,\alpha} \left(-\frac{(t^\sigma - \tau^\sigma)^\alpha}{s^\alpha}\right) f(\tau)d(\tau^\sigma), \tag{7}
\]

where \( t < T, \ s = 1 - \sigma, \ \alpha \in (0,1). \)
Theorem 3.1. For $\sigma \in \left(\frac{1}{2}, 1\right)$ and $s = 1 - \sigma$, let us choose $\alpha$ such that it satisfies \( \max \left\{ \frac{1}{2}, \frac{2s-1}{s} \right\} < \alpha < 1 \). Let \( u_1 \in D(\mathcal{L}) \cap D(\mathcal{L}^{-}) \), with $\zeta = \frac{1}{\alpha}$.

Moreover, there exists the constant $C > 0$ for all $t \in [0,T]$.

The proof is divided into four steps. Proof.

**Step 1.** Using Lemma 2.1, we imply that there exists the constant $C > 0$ for all $t \in [0,T]$.

Let $u \in C([0,T]; \mathcal{D}(\mathcal{L}^{-}))$, for $1 < \bar{m} < \frac{1}{1-\alpha}$. Moreover, there exists the constant $C > 0$ such that for $t \in (0, T]$

\[
\|u(t)\|_{\mathcal{D}(\mathcal{L})} + \|\partial_t u(t)\|_{\mathcal{D}(\mathcal{L}^{-})} \leq C \left( \|u_0\|_{\mathcal{D}(\mathcal{L})} + t^{\alpha s-1} \right) + C \left( t^{\alpha s} + t^{\alpha s-2s} \right) \|f\|_{L^{\infty}(0,T; \mathcal{D}(\mathcal{L}^{-}))}.
\]

We also have $C \left( t^{\alpha s} \right)^a u \in C([0,T]; \mathcal{D}(\mathcal{L}^{-}))$ and

\[
\left\| C \left( t^{\alpha s} \right)^a u(t) \right\|_{\mathcal{D}(\mathcal{L}^{-})} \leq C \left( \|u_0\|_{\mathcal{D}(\mathcal{L}^{-})} + t^{\alpha s} \right) \|f\|_{L^{\infty}(0,T; \mathcal{D}(\mathcal{L}^{-}))} + \|f\|_{C([0,T]; \mathcal{D}(\mathcal{L}^{-}))}.
\]

In addition, we have

\[
\lim_{t \to 0^+} \|u(t) - u_0\|_{\mathcal{D}(\mathcal{L})} = 0, \quad \text{for some } 0 < \nu < \zeta = \frac{1}{\alpha}.
\]

**Proof.** The proof is divided into four steps.

**Step 1.** We prove that $u \in C([0,T]; \mathcal{D}(\mathcal{L}^{-}))$. For $t \in [0,T]$, we have

\[
\|u(t)\|_{\mathcal{D}(\mathcal{L})} \leq \|I_1(t)u_0\|_{\mathcal{D}(\mathcal{L})} + \|I_2(t)f\|_{\mathcal{D}(\mathcal{L})},
\]

where we set

\[
I_1(t)u_0 := E_{\alpha,1} \left( -L_{\frac{t^{\alpha s}}{s^\alpha}} \right) u_0,
\]

\[
I_2(t)f := \frac{1}{s^{\alpha}} \int_0^t \left( t^{s} - \tau^{s} \right)^{\alpha-1} E_{\alpha,\alpha} \left( -L_{\frac{t^{s} - \tau^{s}}{s^\alpha}} \right) f(\tau) d(\tau).
\]

Using Lemma 2.1b, we imply that there exists the constant $C > 0$ such that

\[
\|I_1(t)u_0\|_{\mathcal{D}(\mathcal{L})}^2 = \left\| E_{\alpha,1} \left( -L_{\frac{t^{\alpha s}}{s^\alpha}} \right) u_0 \right\|_{\mathcal{D}(\mathcal{L})}^2
\]

\[
= \sum_{p=1}^{\infty} \|u_0\|^2 \|E_{\alpha,\alpha} \left( -L_{\frac{t^{\alpha s}}{s^\alpha}} \lambda_p \right) \|_{\mathcal{L}(\mathcal{L})}^2
\]

\[
\leq \sum_{p=1}^{\infty} \left( \frac{C^+}{1 + \frac{t^{\alpha s}}{s^\alpha} \lambda_p} \right) \|u_0\|^2 \lambda_p^{2\zeta} \leq C \|u_0\|^2_{\mathcal{D}(\mathcal{L})}.
\]

Using Lemma 2.1b and Hölder inequality, we infer that there exists the constant $C > 0$ such that

\[
\|I_2(t)f\|_{\mathcal{D}(\mathcal{L})}^2
\]

\[
= \sum_{p=1}^{\infty} \left[ \frac{1}{s^{\alpha}} \int_0^t \left( f(\tau), c_p \right) \left( t^{s} - \tau^{s} \right)^{\alpha-1} E_{\alpha,\alpha} \left( -L_{\frac{t^{s} - \tau^{s}}{s^\alpha}} \lambda_p \right) \right]^2 \lambda_p^{2\zeta}.
\]
constant $C_\text{u}$ converges in $m,n > 0$.

We proceed as in Step 1, from Lemma 2.1b) and Parseval’s relation, one obtains

\[
\partial_t u(t) = \sum_{p=1}^{\infty} \left( (u_0, e_p) \lambda_p t^{\alpha s - 1} E_{\alpha, \alpha - 1} \left( \frac{t^{\alpha s}}{s^\alpha} \lambda_p \right) + \int_0^t \left( f(\tau), e_p \right) \lambda_p \left( t^{\alpha s} - \tau^{\alpha s} \right)^{\alpha - 2} E_{\alpha, \alpha - 1} \left( \frac{(t^{\alpha s} - \tau^{\alpha s})^{\alpha}}{s^\alpha} \lambda_p \right) \right) e_p
\]

\[
= I_3(t)u_0 + I_4(t)f,
\]

where $m,n > 0$.

By the assumption on $1 \leq n < \frac{1}{2 \alpha}$, we have $s + n + 2s(\alpha - 1)n > 0$ and from (9), (12) and (13), we get that the operator (10)-(11) converges in $D(L^2)$ uniformly for all $t \in [0,T]$. Thus, we have proved that $u \in C([0,T]; D(L^2))$. We also get from (12) and (13) that there exists the positive constant $C$ holds

\[
\|u(t)\|_{D(L^2)} \leq C \left( \|u_0\|_{D(L^2)} + t^{\frac{\alpha s - 1}{2}} \|f\|_{L^2(0,T; D(L^2))} \right), \quad \forall t \in [0,T].
\]

**Step 2.** We shall prove that $\partial_t u \in L^m(0,T; D(L^{-1}))$, for $1 < m < \frac{1}{\alpha - s}$. For $t \in (0,T)$, we have

\[
\|I_3(t)u_0\|_{D(L^{-1})}^2 = \sum_{p=1}^{\infty} \left( (u_0, e_p) \lambda_p t^{\alpha s - 1} E_{\alpha, \alpha} \left( \frac{t^{\alpha s}}{s^\alpha} \lambda_p \right) \right)^2 \leq C t^{2 \alpha s - 2} \|u_0\|_{D(L^{-1})}^2, \quad \forall t \in (0,T],
\]

and we have

\[
\|I_4(t)f\|_{D(L^{-1})}^2 \leq C \sum_{p=1}^{\infty} \sup_{0 \leq \tau \leq T} \left| \left( (f, e_p) \lambda_p \right) \right|^2 \|f\|_{L^2(0,T; D(L^{-1}))}^2, \quad \forall t > \frac{2s - 1}{s} \quad \forall t \in [0,T].
\]
It follows readily from these estimates that there exists the constant $C > 0$ such that for all $t \in (0, T]$, $\alpha \geq \frac{2s-1}{s}$,

$$\|\partial_t u(\cdot, t)\|_{D(L^{-\zeta})} \leq C \left( t^{\alpha s-1} \|u_0\|_{D(L^{1-\zeta})} + t^{\alpha s-2+1} \|f\|_{L^\infty(0, T; D(L^{1-\zeta}))} \right),$$

this implies $\partial_t u \in L^m(0, T; D(L^{-\zeta}))$, for $1 < m < \frac{1}{1-\alpha s}$.

**Step 3.** Next, show that $C \left( t^\alpha \frac{\partial}{\partial t} \right)^\alpha u \in C([0, T]; D(L^{-\zeta}))$. From (6), one has

$$\left\| C \left( t^\alpha \frac{\partial}{\partial t} \right)^\alpha u(t) \right\|_{D(L^{-\zeta})} \leq \|u_0\|_{D(L^{-\zeta})} + \|f\|_{C([0, T]; D(L^{-\zeta}))} + t^s(\alpha - 1 + \frac{\nu}{s} + 1) \|f\|_{L^{2m}(0, T; D(L^{1-\zeta}))}.$$ 

By an argument analogous to the previous one. We get for every $t \in [0, T]$,

$$\left\| C \left( t^\alpha \frac{\partial}{\partial t} \right)^\alpha u(t) \right\|_{D(L^{-\zeta})} \leq C \|u_0\|_{D(L^{-\zeta})} + \|f\|_{C([0, T]; D(L^{-\zeta}))} + t^s(\alpha - 1 + \frac{\nu}{s} + 1) \|f\|_{L^{2m}(0, T; D(L^{1-\zeta}))}.$$ 

From $n \leq \frac{1}{1-2s}$, we imply that $2sn(\alpha - 1) + s + n > 0$, this implies that $C \left( t^\alpha \frac{\partial}{\partial t} \right)^\alpha u \in C([0, T]; D(L^{-\zeta})).$

**Step 4.** Next, we shall be proving (8). One has

$$\|u(t) - u_0\|_{D(L^\nu)} \leq \left\| \left( E_{\alpha, 1} \left( -L \frac{t^{\alpha s}}{s^\alpha} \right) - 1 \right) u_0 \right\|_{D(L^\nu)} + \|I_2(t) f\|_{D(L^\nu)}, \quad \text{(16)}$$

For $I_2(t) f$ defined as in (11), and since $\frac{1}{\alpha} = \zeta > \nu \geq 0$, we deduce that $D(L^\nu') \hookrightarrow D(L^\nu)$, and we obtain

$$\|I_2(t) f\|_{D(L^\nu)} \leq \|I_2(t) f\|_{D(L^\zeta)} \leq C t^{s(\alpha - 1) + \frac{\nu}{s} + 1/2} \|f\|_{L^{2m}(0, T; D(L^{1-\zeta}))} \to 0, \quad \text{as } t \to 0^+. \quad \text{Using Lemma 2.1b}, \quad \text{we also have}$$

$$\left\| \left( E_{\alpha, 1} \left( -L \frac{t^{\alpha s}}{s^\alpha} \right) - 1 \right) u_0 \right\|^2_{D(L^\nu)} = \sum_{p=1}^\infty (u_0, e_p)^2 \left( E_{\alpha, 1} \left( -\frac{t^{\alpha s}}{s^\alpha} \lambda_p \right) - 1 \right)^2 \lambda_p^{2\nu} \leq (C^+ + 1)^2 \sum_{p=1}^\infty (u_0, e_p)^2 \lambda_p^{2\nu} \leq (C^+ + 1)^2 \|u_0\|^2_{D(L^\nu)} < \infty, \quad \forall t \in [0, T].$$

From the properties of function $E_{\alpha, 1} \left( -\frac{t^{\alpha s}}{s^\alpha} \lambda_p \right) \to 1$ as $t \to 0^+$, then

$$\lim_{t \to 0^+} \left( E_{\alpha, 1} \left( -\frac{t^{\alpha s}}{s^\alpha} \lambda_p \right) - 1 \right) = 0, \quad \forall t \in \mathbb{N}^*.$$
We invoke the Lebesgue’s Dominated Convergence Theorem that
\[
\lim_{t \to 0^+} \left\| \left( E_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \right) - 1 \right) u_0 \right\|_{D(L^r)} = 0. \tag{17}
\]
From (16)-(17) that (8) is satisfied. The proof of the theorem is complete.

To get the next interesting result, we need to build a complementary lemma. From the properties of Mittag-Leffler functions, we have the following lemma:

**Lemma 3.2.** For \( \alpha \in (0, 1), s = 1 - \sigma, \rho > 0 \) and for \( 0 < t \leq T \), we have the following:

\[
a) \quad \left\| E_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \right) v \right\|_{L^2(\Omega)} \leq C^+ s^\alpha t^{-\alpha s} \|v\|_{D(L^{-1})}, \tag{18a}
\]
\[
b) \quad \left\| E_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \right) v \right\|_{D(L^r)} \leq C^+ s^\alpha t^{-\alpha s} \|v\|_{D(L^{-1})}, \tag{18b}
\]
\[
c) \quad \left\| E_{\alpha,\alpha} \left( -\frac{(t \tau - \tau^s) \alpha}{s^\alpha} \right) v \right\|_{L^2(\Omega)} \leq \tilde{C} s^\alpha (t \tau - \tau^s)^{-\alpha} \|v\|_{D(L^{-1})}, \tag{18c}
\]
\[
d) \quad \left\| E_{\alpha,\alpha} \left( -\frac{(t \tau - \tau^s) \alpha}{s^\alpha} \right) v \right\|_{D(L^r)} \leq \tilde{C} s^\alpha (t \tau - \tau^s)^{-\alpha} \|v\|_{D(L^{-1})}. \tag{18d}
\]

**Proof.** a) For \( v \in D(L^{-1}) \), using the Lemma 2.1, one obtains
\[
\left\| E_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \right) v \right\|_{L^2(\Omega)}^2 = \sum_{p=1}^{\infty} E^2_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \lambda_p \right) (v, e_p)^2 \leq \sum_{p=1}^{\infty} \left( \frac{C^+}{1 + \frac{t \alpha}{s^\alpha} \lambda_p} \right)^2 (v, e_p)^2 \leq (C^+)^2 s^{2\alpha t^{-2\alpha s}} \sum_{p=1}^{\infty} (v, e_p)^2 \lambda_p^{-2} \leq (C^+)^2 s^{2\alpha t^{-2\alpha s}} \|v\|^2_{D(L^{-1})}.
\]
Taking the square root, we imply (18a).

b) For \( v \in D(L^{r-1}) \), One has similar to the above, we get
\[
\left\| E_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \right) v \right\|_{D(L^r)}^2 = \sum_{p=1}^{\infty} E^2_{\alpha,1} \left( -\frac{t \alpha}{s^\alpha} \lambda_p \right) (v, e_p)^2 \lambda_p^{2\rho} \leq \sum_{p=1}^{\infty} \left( \frac{C^+}{1 + \frac{t \alpha}{s^\alpha} \lambda_p} \right)^2 (v, e_p)^2 \lambda_p^{2\rho} \leq (C^+)^2 s^{2\alpha t^{-2\alpha s}} \sum_{p=1}^{\infty} (v, e_p)^2 \lambda_p^{2\rho-2} \leq (C^+)^2 s^{2\alpha t^{-2\alpha s}} \|v\|^2_{D(L^{-1})},
\]
which implies (18b).

c) For \( v \in D(L^{-1}) \), one obtains
\[
\left\| E_{\alpha,\alpha} \left( -\frac{(t \tau - \tau^s) \alpha}{s^\alpha} \right) v \right\|_{L^2(\Omega)} = \sum_{p=1}^{\infty} E^2_{\alpha,\alpha} \left( -\frac{(t \tau - \tau^s) \alpha}{s^\alpha} \right) (v, e_p)^2
\]
\[
\leq \sum_{p=1}^{\infty} \left( \frac{C}{1 + (t^s - \tau^s)^{\alpha}} \lambda_p \right)^2 (v, e_p)^2 \leq (C)^2 s^{2\alpha} (t^s - \tau^s)^{-2\alpha} \sum_{p=1}^{\infty} (v, e_p)^2 \lambda_p^{-2} \leq (C)^2 s^{2\alpha} (t^s - \tau^s)^{-2\alpha} \|v\|_{D(L^{-1})}^2,
\]

taking the square root, we obtain (18c). In the same way as in the one above, we obtain (18d). The proof of the lemma is complete. \(\square\)

Based on the Lemma above, we proceed now to establish the next results.

**Theorem 3.3.** For the constants \(\sigma, s, \alpha, \zeta\) as given in Theorem 3.1. Let \(m, n \in \mathbb{N}^*\) such that \(\frac{1}{m} + \frac{1}{n} = 1\), and \(1 \leq n < 1 + \alpha\). We have the following two results:

- If \(u_0 \in D(L^{-1}), f \in L^m(0, T; D(L^{-1}))\), then the Problem (6) has a unique weak solution \(u \in X^{\alpha s}(0, T; L^2(\Omega))\). Moreover, there exists a positive constant \(C\) satisfying the following estimate for all \(t \in [0, T]\),
  \[
  \|u(t)\|_{X^{\alpha s}(0, T; L^2(\Omega))} \leq C \left( \|u_0\|_{D(L^{-1})} + T^{s + \alpha - ns} \|f\|_{L^m(0, T; D(L^{-1}))} \right).
  \]
- If \(u_0 \in D(L^{-1}), f \in L^{2m}(0, T; D(L^{-1}))\), then \(\partial_t u \in X^{1}(0, T; D(L^{-1}))\) and we also get that for the constant \(C > 0\)
  \[
  \|\partial_t u\|_{X^{1}(0, T; D(L^{-1}))} \leq C \left( \|u_0\|_{D(L^{-1})} + T^{s(\alpha - 2)} \|f\|_{L^{2m}(0, T; L^2(\Omega))} \right).
  \]

**Proof.** The proof is divided into two steps.

**Step 1.** We show that \(u \in X^{\alpha s}(0, T; L^2(\Omega))\). For \(t \in [0, T]\), we have
  \[
  \|u(t)\|_{L^2(\Omega)} \leq \|I_1(t)u_0\|_{L^2(\Omega)} + \|I_2(t)f\|_{L^2(\Omega)},
  \]
  where, we set \(I_1(t)u_0, I_2(t)f\) are defined as in (10) and (11). Using Lemma 3.2a), we imply that there exists the constant \(C > 0\) such that
  \[
  \|I_1(t)u_0\|_{L^2(\Omega)} = \left\| E_{\alpha, 1} \left( -\frac{t^{\alpha}}{s^\alpha} \right) u_0 \right\|_{L^2(\Omega)} \leq Ct^{-\alpha s} \|u_0\|_{D(L^{-1})}.
  \]
  Using Lemma 2.1b) and Hölder’s inequality, we infer that there is a constant \(C > 0\) such that
  \[
  \|I_2(t)f\|_{L^2(\Omega)} \leq \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha - 1} \left\| E_{\alpha, \alpha} \left( -\frac{t^s - \tau^s}{s^\alpha} \right) f(\tau) \right\|_{L^2(\Omega)} d(\tau^s)
  \leq C \int_0^t (t^s - \tau^s)^{\alpha - 1} \|f(\tau)\|_{L^2(\Omega)} d(\tau^s)
  \leq C \left( \int_0^t (t^s - \tau^s)^{\alpha - 1} d(\tau^s) \right)^{\frac{1}{\alpha}} \left( \int_0^T \|f(\eta)\|^2_{L^2(\Omega)} d\eta \right)^{\frac{m-1}{2m}}
  \leq Ct^{\frac{(\alpha - 1)(m-1)+s}{m-1}} \|f\|_{L^{\frac{m-1}{2m}}(0, T; L^2(\Omega))},
  \]
  where \(2 \leq m < \frac{2\alpha}{\alpha - 1}\). From this condition on \(m\), we have \(s((m-1)(2\alpha - 1) + 1] > 0\). From these inequalities above, we deduce that
  \[
  t^{\alpha s} \|u(t)\|_{L^2(\Omega)} \leq C \left( \|u_0\|_{D(L^{-1})} + T^{s((m-1)(2\alpha - 1) + 1]} \|f\|_{L^{\frac{m-1}{m-1}}(0, T; L^2(\Omega))} \right),
  \]
so we get

$$\|u\|_{X^{\alpha s}(0,T;L^2(\Omega))} \leq C \left( \|u_0\|_{D(L^{-1})} + T \frac{e^{C_1 T}}{m^{\delta s}} \|f\|_{L^{m_{\alpha s}}(0,T;L^2(\Omega))} \right).$$  (19)

Thus, we have shown that \( u \in X^{\alpha s}((0,T];L^2(\Omega)) \) and satisfies the estimate (19).

**Step 2.** Next, we show that \( \partial_t u \in X^1((0,T];D(L^{s})) \). For \( t \in [0,T] \), from the operators \( I_3(t) \) and \( I_4(t) \) are defined as in (14), and by an argument similar to Lemma 3.2d) and Parseval’s relation, one obtains

$$\|I_3(t)u_0\|_{D(L^{s})} = \left\| \sum_{p=1}^{\infty} \left( u_0, e_p \right) t^{\alpha s - 1} E_{\alpha,\alpha} \left( -\frac{t^{\alpha s}}{s^{\alpha}} \lambda_p \right) e_p \right\|_{D(L^{s})} \leq Ct^{-1}\|u_0\|_{D(L^{-1})}, \ \forall t \in (0,T],$$

and the same way as in (15), one obtains

$$\|I_4(t)f\|_{D(L^{s})} \leq Ct^{s(\alpha - 2) + \frac{2}{m_{\alpha s}} + \frac{1}{2}} \|f\|_{L^{2m}(0,T;D(L^{s}))}, \ \forall t \in [0,T].$$

By choosing of \( n \) satisfies \( 1 \leq n < 1 + \alpha \), then \( s + (2\alpha - 4)sn + 3n > 0 \). It follows readily from the above inequalities that there exists the positive constant \( C \) satisfying the following estimate for all \( t \in [0,T] \),

$$t \|\partial_t u(t)\|_{D(L^{s})} \leq C \left( \|u_0\|_{D(L^{-1})} + T^{s(\alpha - 2) + \frac{2}{m_{\alpha s}} + \frac{1}{2}} \|f\|_{L^{2m}(0,T;L^2(\Omega))} \right).$$

This implies that \( \partial_t u \in X^1((0,T];D(L^{s})) \). This concludes the proof. \( \Box \)

4. The semi-linear problem. For the nonlinear source function \( f = f(u) \), we consider the following two cases:

- \( f(u) \) satisfies the globally Lipschitz condition: local well-posedness and regularity estimates and the problem exists a unique positive solution.
- \( f(u) \) satisfies the locally Lipschitz condition: large existence times, continuation and finite-time blow-up.

We consider the semi-linear problem

$$\begin{cases}
C \left( t^\alpha \frac{\partial}{\partial t} \right)^\alpha u(x,t) + (Lu)(x,t) = f(u), & x \in \Omega, \ t > 0, \\
u(x,t) = 0, & x \in \partial \Omega, \ t > 0, \\
u(x,0) = u_0(x), & x \in \Omega.
\end{cases}$$  (20)

The mild solution of Problem (20) is represented by the following integral equation

$$u(t) = E_{\alpha,1} \left( -L \frac{t^{\alpha s}}{s^{\alpha}} \right) u_0 + \frac{1}{s^{\alpha}} \int_0^t (t^s - \tau^s)^{\alpha - 1} E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^{\alpha}}{s^\alpha} \right) f(u)d(\tau^s),$$  (21)

where \( t < T, \ s = 1 - \sigma, \ \alpha \in (0,1) \).

4.1. The local well-posedness results for the source term \( f \) is globally Lipschitz. In this subsection, we prove that the Problem (20) is a local well-posed. First, prove that for the Problem (20) exists a unique mild solution, then the regularity of the solution is established. Moreover, we prove that the problem exists a unique positive solution.

We shall begin with introducing the following two standing hypotheses for the globally Lipschitz source term:

- $H_1$: The semi-linear problem.
- $H_2$: The source function $f$ is globally Lipschitz.
Assume that $f$ satisfies the global Lipschitz condition:
$$\|f(v_1) - f(v_2)\|_{L^2(\Omega)} \leq K \|v_1 - v_2\|_{L^2(\Omega)}, \quad (Hyp1)$$
with $K > 0$ independent of $v_1, v_2$.

Suppose that $f(0) = 0$, and
$$\|f(v)\|_{L^2(\Omega)} \leq K \|v\|_{L^2(\Omega)}. \quad (Hyp2)$$

For $E > 0$, denote by $C_E([0, T]; B)$ is the function space $C([0, T]; B)$ equipped with the following weighted norm:
$$\|v\|_{E, B} = \max_{0 \leq t \leq T} \|\exp(-Et) v(t)\|_B, \quad w \in C([0, T]; B).$$

The main results of this section are the following theorems.

**Theorem 4.1 (Existence).** Assume that $f$ satisfies $(Hyp1)$. Then, the integral equation (21) has a unique mild solution $u \in C_E([0, T]; L^2(\Omega))$ for the constant $E$ is large enough.

**Proof.** For $v \in C_E([0, T]; L^2(\Omega))$, we consider the following function
$$Jv(t) = E_{a, 1} \left(-L^{\alpha \epsilon \tau} \right) u_0 + \frac{1}{s^\alpha} \int_0^t (t^\kappa - \tau^\kappa)^{\alpha - 1} E_{a, \alpha} \left(-L \frac{(t^\kappa - \tau^\kappa)^\alpha}{s^\alpha} \right) f(v(\tau)) d(\tau^\kappa), \quad (22)$$
for $t \in (0, T]$, and we aim to show that the map $J : C_E([0, T]; L^2(\Omega)) \to C_E([0, T]; L^2(\Omega))$, for $E > 0$ has a unique fixed point $u$ then we imply $u$ is a solution of (21). In fact, we will prove that for every $v_1, v_2 \in C_E([0, T]; L^2(\Omega))$, using Lemma 2.1b) and $(Hyp1)$, we have
$$\|\exp(-Et^\kappa) (Jv_1(t) - Jv_2(t))\|_{L^2(\Omega)}$$
$$= \left| \frac{1}{s^\alpha} \int_0^t \exp(-Et^\kappa) \left| \frac{1}{(t^\kappa - \tau^\kappa)^{1 - \alpha}} \right| E_{a, \alpha} \left(-L \frac{(t^\kappa - \tau^\kappa)^\alpha}{s^\alpha} \right) (f(v_1(\tau)) - f(v_2(\tau))) d(\tau^\kappa) \right|_{L^2(\Omega)}$$
$$\leq \frac{C}{s^\alpha} \int_0^t \exp(-Et^\kappa) \left| \frac{1}{(t^\kappa - \tau^\kappa)^{1 - \alpha}} \right| \|f(v_1(\tau)) - f(v_2(\tau))\|_{L^2(\Omega)} d(\tau^\kappa)$$
$$\leq KC \int_0^t \exp(-Et^\kappa) \|\exp(-Et^\kappa) (v_1(\cdot, \tau) - v_2(\cdot, \tau))\|_{L^2(\Omega)} d(\tau^\kappa)$$
$$\leq KC \int_0^t (t^\kappa - \tau^\kappa)^{\alpha - 1} \exp(-Et^\kappa - \tau^\kappa) d(\tau^\kappa) \|v_1(\cdot, \tau) - v_2(\cdot, \tau)\|_{E, L^2(\Omega)}. \quad (23)$$

Since the right hand side of (23), we can see that when $\tau$ is close to $t$ and $\alpha$ is less than $1$, the integral will be singular. Therefore, using the Hölder’s inequality we deduce for $m > \frac{1}{\alpha}$
$$\int_0^t (t^\kappa - \tau^\kappa)^{\alpha - 1} \exp(-Et^\kappa - \tau^\kappa) d(\tau^\kappa)$$
$$\leq \left( \int_0^t (t^\kappa - \tau^\kappa)^{\frac{m(\alpha - 1)}{m - 1}} d(\tau^\kappa) \right)^{\frac{m - 1}{m}} \left( \int_0^t \exp(-mEt^\kappa) d(\tau^\kappa) \right)^{\frac{1}{m}}$$
$$\leq \left( \frac{m - 1}{m\alpha - 1} \right)^{\frac{m - 1}{m}} \frac{m - 1}{m\alpha - 1} \frac{1}{m\alpha} \left( \frac{1}{mC} \right)^{\frac{1}{m}} (1 - \exp(-mEt^\kappa))^{\frac{1}{m}} \leq \frac{C}{(E^\frac{1}{m})}. \quad (24)$$
Then we get that
\[ \|Jv_1 - Jv_2\|_{E, L^2(\Omega)} \leq \frac{C}{(\mathcal{E})^m} \|v_1 - v_2\|_{E, L^2(\Omega)}, \quad \text{for } m > \frac{1}{\alpha}. \]

By choosing the constant \( \mathcal{E} \) large enough, we claim that the mapping \( J \) of the space \( C_\varepsilon([0, T]; L^2(\Omega)) \) into itself defined by \( (22) \) is a contraction. We conclude that the integral equation \( (22) \) has a unique solution \( u \in C_\varepsilon([0, T]; L^2(\Omega)) \).

**Theorem 4.2** ([Regularity]) For \( \alpha \in (0, 1) \), let \( 0 < \zeta < 1 \) and assume that \( f \) satisfies \((Hyp2)\). Then we have the following:

a) If \( u_0 \in \mathcal{D}(L^{-1}) \) and \( u \) is the solution of \( (21) \), then there exists positive constants \( K, C \) independent of variable \( t \), with
\[ \|u\|_{X^{\alpha, ((0, T]; \mathcal{D}(L^{-1}))}} \leq \|u_0\|_{\mathcal{D}(L^{-1})}. \] (24)

b) If \( u_0 \in \mathcal{D}(L^{-1}) \) and \( u \) is the solution of \( (21) \), then there exists positive constants \( K, C \) independent of \( t \), with
\[ \|u\|_{X^{\alpha, ((0, T]; \mathcal{D}(L^{-1}))}} \leq \|u_0\|_{\mathcal{D}(L^{-1})}. \] (25)

**Proof.**
1. **Proof a.** First, from \( (21) \), one has
\[ \|u(\cdot, t)\|_{L^2(\Omega)} \leq \|E_{\alpha, 1} \left( -\frac{t^{\alpha s}}{s^\alpha} \right) u_0\|_{L^2(\Omega)} + \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha - 1} \left\| E_{\alpha, \alpha} \left( -\frac{(t^s - \tau^s)^{\alpha}}{s^\alpha} \right) f(u) \right\|_{L^2(\Omega)} d(\tau^s). \] (26)

From \( (18a) \), we infer that \( C > 0 \)
\[ \|E_{\alpha, 1} \left( -\frac{t^{\alpha s}}{s^\alpha} \right) u_0\|_{L^2(\Omega)} \leq C^+ s^\alpha t^{-\alpha s} \|u_0\|_{\mathcal{D}(L^{-1})} \leq Ct^{-\alpha s} \|u_0\|_{\mathcal{D}(L^{-1})}. \] (27)

Estimating the second term of \( (26) \). Based on \( (18c) \), \( (Hyp2) \), and Hölder inequality, we get that
\[ \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha - 1} \left\| E_{\alpha, \alpha} \left( -\frac{(t^s - \tau^s)^{\alpha}}{s^\alpha} \right) f(u) \right\|_{L^2(\Omega)} d(\tau^s) \leq C \int_0^t (t^s - \tau^s)^{-1} \|f(u)\|_{\mathcal{D}(L^{-1})} d(\tau^s) \leq C \int_0^t (t^s - \tau^s)^{-1} \|f(u)\|_{L^2(\Omega)} d(\tau^s) \leq KC \int_0^t (t^s - \tau^s)^{-1} \|u(\cdot, \tau)\|_{L^2(\Omega)} d(\tau^s). \] (28)

From \( (26) \), \( (27) \) and \( (28) \), we deduce that
\[ \|u(\cdot, t)\|_{L^2(\Omega)} \leq Ct^{-\alpha s} \|u_0\|_{\mathcal{D}(L^{-1})} + KC \int_0^t (t^s - \eta)^{-1} \|u(\cdot, \eta)\|_{L^2(\Omega)} d\eta. \]

Thanks to Lemma 2.4 gives
\[ \|u(\cdot, t)\|_{L^2(\Omega)} \leq \frac{C(K, T)}{1 - \alpha s} t^{-\alpha s} \|u_0\|_{\mathcal{D}(L^{-1})} \leq Ct^{-\alpha s} \|u_0\|_{\mathcal{D}(L^{-1})}. \] (29)
Multiplying by $t_\alpha$ on both sides of (29) and we get
\[ t_\alpha \|u(\cdot, t)\|_{L^2} \leq C \|u_0\|_{D(L^{-1})}, \]
which implies (24).

\textbf{• Proof b.} From (18b), one obtains
\[ F_{\alpha} \left( -\frac{L}{s^\alpha} \right) u_0 \leq C^* s^\alpha t^{-\alpha} \|u_0\|_{D(L^{-1})} \leq Ct^{-\alpha} \|u_0\|_{D(L^{-1})}. \tag{30} \]
Using (18d), Remark 1 and hypothesis (Hyp2), we get that for $\zeta < 1$
\[ \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^\alpha \left\| F_{\alpha, \alpha} \left( -\frac{L}{s^\alpha} \right) f(u) \right\|_{D(L^{-1})} d(\tau^s) \]
\[ \leq C \int_0^t (t^s - \tau^s)^{-1} \|f(u)\|_{D(L^{-1})} d(\tau^s) \]
\[ \leq CC_\zeta \int_0^t (t^s - \tau^s)^{-1} \|f(u)\|_{L^2(\Omega)} d(\tau^s) \]
\[ \leq KCC_\zeta \int_0^t (t^s - \tau^s)^{-1} \|u(\cdot, \tau)\|_{L^2(\Omega)} d(\tau^s) \]
\[ \leq KCC_\zeta^2 \int_0^t (t^s - \tau^s)^{-1} \|u(\cdot, \tau)\|_{D(L^{-1})} d(\tau^s). \tag{31} \]
From (30) and (31), there exists the positive constant $C$ such that
\[ \|u(\cdot, t)\|_{D(L^{-1})} \leq Ct^{-\alpha} \|u_0\|_{D(L^{-1})} + KCC \int_0^t (t^s - \tau^s)^{-1} \|u(\cdot, \tau)\|_{D(L^{-1})} d(\tau^s). \]
From Lemma 2.4 (Grönwall’s inequality), one obtains
\[ \|u(\cdot, t)\|_{D(L^{-1})} \leq Ct^{-\alpha} \|u_0\|_{D(L^{-1})}. \]
An argument analogous to the previous one yields (25). This complete the proof of
the theorem. \hfill \Box

\textbf{Theorem 4.3 (Stability).} For $0 < \zeta < 1$, and $\alpha \in (0, 1)$, assume that $f$ satisfies (Hyp1). For $u_0 \in D(L^{-1})$ for $\zeta \in (0, 1)$. The solution $u$ depends continuously on the initial data in the following sense. If $u_{0,j} \to u_0$ in $D(L^{-1})$ and if $u_j$ is the corresponding maximal solution with initial data $u_{0,j}$, then $u_j \to u$ in $L^\infty(0, T; D(L^\zeta))$ for every interval $(0, T]$.

\textbf{Proof.} Let $u_0 \in D(L^{-1})$ and consider $\{u_{0,j}\}_{j \in \mathbb{N}^*} \subset D(L^{-1})$ such that
\[ u_{0,j} \to u_0, \text{ as } j \to \infty. \]
For $j$ sufficiently large we have that
\[ \|u(\cdot, t) - u_j(\cdot, t)\|_{D(L^\zeta)} \]
\[ \leq \left\| E_{\alpha, 1} \left( -\frac{L}{s^\alpha} \right) (u_0 - u_{0,j}) \right\|_{D(L^\zeta)} \]
\[ + \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^\alpha \left\| E_{\alpha, \alpha} \left( -\frac{L}{s^\alpha} \right) (f(u) - f(u_j)) \right\|_{D(L^\zeta)} d(\tau^s). \tag{32} \]
Using (18b), we get
\[
\left\| E_{\alpha,1} \left( -\frac{t^\alpha}{s^\alpha} \right) (u_0 - u_{0,j}) \right\|_{\mathcal{D}(\mathbb{L})} \leq C t^{-\alpha s} \left\| u_0 - u_{0,j} \right\|_{\mathcal{D}(\mathbb{L}^{-1})}, \quad \forall t \in (0, T].
\]

From (18d), \((Hyp1)\) and Remark 1, we have
\[
\frac{1}{s\alpha} \int_0^t (t^s - \tau^s)^{\alpha-1} \left\| E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^\alpha}{s^\alpha} \right) (f(u) - f(u_j)) \right\|_{\mathcal{D}(\mathbb{L})} \, d(\tau^s)
\leq \bar{C} \int_0^t (t^s - \tau^s)^{-1} \|f(u) - f(u_j)\|_{\mathcal{D}(\mathbb{L}^{-1})} \, d(\tau^s)
\leq \bar{C} C_s \int_0^t (t^s - \tau^s)^{-1} \|f(u) - f(u_j)\|_{L^2(\Omega)} \, d(\tau^s)
\leq K \bar{C} C_s^2 \int_0^t (t^s - \tau^s)^{-1} \|u(\cdot, \tau) - u_j(\cdot, \tau)\|_{\mathcal{D}(\mathbb{L})} \, d(\tau^s). \quad (33)
\]

Combining (32)-(33), we deduce that
\[
\|u(\cdot, t) - u_j(\cdot, t)\|_{\mathcal{D}(\mathbb{L})} \leq C t^{-\alpha s} \left\| u_0 - u_{0,j} \right\|_{\mathcal{D}(\mathbb{L}^{-1})}
+ K C \int_0^t (t^s - \tau^s)^{-1} \|u(\cdot, \tau) - u_j(\cdot, \tau)\|_{\mathcal{D}(\mathbb{L})} \, d(\tau^s),
\]

for all \(t \in (0, T].\) From Lemma 2.4 (Gronwall’s inequality) we see that
\[
t^{\alpha s} \left\| u(\cdot, t) - u_j(\cdot, t) \right\|_{\mathcal{D}(\mathbb{L})} \leq C \left\| u_0 - u_{0,j} \right\|_{\mathcal{D}(\mathbb{L}^{-1})}.
\]

Let \(j \to \infty\) and we have \(u_{0,j} \to u_0\) so \(u_j \to u\) in \(\mathcal{D}(\mathbb{L}^\alpha),\) for all \(t \in (0, T],\) which finishes the proof.

**Remark 2.** If \(u_0(x) > 0\) a.e. \(x \in \Omega\) and the continuous function \(f(u)\) is nonnegative, then the explicit solution of Problem (20) presented in (21) is positive.

**Lemma 4.4.** (see [4]) Let \(H\) be a Hausdorff locally convex linear topological space, \(Q\) be a convex subset of \(H,\) \( V\) be an open subset of \(Q,\) and \(R \in V.\) Suppose that \(\mathcal{M} : \overline{V} \to Q\) is a continuous, compact map. Then, either

(i) The map \(\mathcal{M}\) has a fixed point in \(\overline{V};\) or
(ii) there are \(w \in \partial V\) (the boundary of \(V\) in \(Q\)) and \(\xi \in (0,1)\) with \(u = \xi \mathcal{M} u + (1 - \xi) R.\)

**Theorem 4.5** (Existence-uniqueness a positive solution). Assume that nonnegative and continuous function \(f\) satisfies the hypotheses \((Hyp1)\) and \((Hyp2)\), then, there exists a unique positive solution \(u \in C([0, +\infty); L^2(\Omega))\) of Problem (20).

**Proof.** **Step 1.** Existence a positive solution \(u \in C([0, +\infty); L^2(\Omega)).\) For \(B > 0,\) let us set
\[
Q = \left\{ u \in C([0, T]; L^2(\Omega)) \mid u(\cdot, t) \geq B, \text{ a.e } (x, t) \in \Omega \times [0, T], \text{ for } T \in (0, \infty) \right\}.
\]

Consider the operator \(\mathcal{M} : Q \to Q\) defined by
\[
\mathcal{M} v(t) = E_{\alpha,1} \left( -\frac{t^\alpha}{s^\alpha} \right) u_0 + \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^\alpha}{s^\alpha} \right) (f(v(\tau))) d(\tau^s).
\]

(34)
From Remark 2, since \(u_0 > 0\) a.e. in \(\Omega\) and \(f(u)\) is nonnegative, then \(M u\) is nonnegative. By Theorem 4.1, we know that the operator \(M\) has a unique fixed point. Let

\[
V := \left\{ u : [0, T] \to L^2(\Omega) \mid \begin{array}{l}
\diamond u(x, 0) = u_0(x) \\
\diamond u \text{ is continuous on } (0, T) \\
\diamond \|u(\cdot, t)\|_{L^2(\Omega)} \leq t^{-\alpha} \|u_0\|_{D(L^{-1})}, \forall t > 0
\end{array} \right\}.
\]

Then, we can show that \(M : \nabla \to Q\) is continuous and compact by the usual techniques (see e.g. [41]). Moreover, for \(\xi \in (0, 1)\), if \(u \in Q\) is any solution of the equation (34) then we get

\[
u(t) = \xi M u(t) + (1 - \xi) E_{\alpha, 1} \left(-\frac{t^{\alpha}}{s^{\alpha}}\right) u_0 = E_{\alpha, 1} \left(-\frac{t^{\alpha}}{s^{\alpha}}\right) u_0 + \frac{\xi}{s^{\alpha}} \int_0^t (t^s - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left(-\frac{(t^s - \tau^s)^{\alpha}}{s^{\alpha}}\right) f(v(\tau)) d(\tau^s).
\]

By an argument analogous to that used for the proof of Theorem 4.2a, one obtains

\[
\|u(t, \cdot)\|_{L^2(\Omega)} \leq Ct^{-\alpha} \|u_0\|_{D(L^{-1})}.
\]

We invoke Lemma 4.4 to deduce that \(M\) has a fixed point in \(V\). Then, this fixed point is a positive solution of Problem (20). Since the arbitrariness of \(T \in (0, +\infty)\), then we claim that there exists a positive solution \(u \in C([0, +\infty); L^2(\Omega))\) of Problem (20).

Step 2. Uniqueness positive solution in \(C([0, +\infty); L^2(\Omega))\). By Step 1, we suppose that \(u, v \in C([0, +\infty); L^2(\Omega))\) are two positive solutions of equation (20). Then, we conclude that

\[
\begin{align*}
\|u(t, \cdot) - v(t, \cdot)\|_{L^2(\Omega)} & \leq \frac{1}{s^{\alpha}} \int_0^t (t^s - \tau^s)^{\alpha - 1} \left\|E_{\alpha, \alpha} \left(-\frac{(t^s - \tau^s)^{\alpha}}{s^{\alpha}}\right) (f(u) - f(v)) \right\|_{L^2(\Omega)} d(\tau^s) \\
& \leq KC \int_0^t (t^s - \tau^s)^{-1} \|u(\tau) - v(\tau)\|_{L^2(\Omega)} d(\tau^s).
\end{align*}
\]

Applying Lemma 2.4 (Grönwall inequality), we derive \(u = v\). This implies the uniqueness of the solution. \(\Box\)

4.2. Large existence times, continuation and finite-time blow-up. In this subsection, we consider the source term \(f(u) = f_q(u) = |u|^{q-1} \log |u|^q\) for \(q > 1\), (which is locally Lipschitz).

Lemma 4.6. For every \(\varepsilon > 0\), there exists \(A > 0\), such that the real function

\[h(y) = |y|^a \log |y|, \quad \text{for } a \geq 0,\]

satisfies

\[h(y) \leq A + |y|^{a + \varepsilon}.
\]

Proof. Since \(\lim_{|y| \to +\infty} \left(\frac{\log |y|}{|y|^q}\right) = 0\), then there exists \(y_0 > 0\) such that

\[\frac{\log |y|}{|y|^q} < 1, \quad \text{for all } |y| > y_0.
\]
So, \( h(y) \leq |y|^{a+\varepsilon}, \) for all \( |y| > y_0. \)
Since \( \log x \) is an increasing function, we can conclude for any \( a \geq 0 \) that \( |h(y)| \leq A, \) for some \( A > 0 \) and for all \( |y| \leq y_0. \) Thus,
\[ h(y) \leq A + |y|^{a+\varepsilon}. \]
The proof is complete. \( \square \)

**Lemma 4.7.** (See [17]) For \( \Omega \subset \mathbb{R}^d, \) it is well-known that we obtain the following Sobolev embeddings
\[
\begin{align*}
L^q(\Omega) &\hookrightarrow \mathcal{D}(\mathcal{L}^s), \quad \text{if } \frac{d}{q} < \zeta \leq 0, \quad q \geq \frac{2d}{\alpha - 4\zeta}, \\
\mathcal{D}(\mathcal{L}^s) &\hookrightarrow L^q(\Omega), \quad \text{if } 0 \leq \zeta < \frac{d}{4}, \quad q \leq \frac{2d}{\alpha - 4\zeta}.
\end{align*}
\]

Then, we have more next results on local existence.

**Theorem 4.8** (Local-in-time existence). Let \( u_0 \in \mathcal{D}(\mathcal{L}^{-1}), \) and assume that \( \alpha \in \left( \frac{1}{3}, 1 \right), \) \( s = 1 - \alpha. \) For the nonlinearity source as logarithmic function type \( f_q(u) = |u|^{q-1} \log |u|^q, \) with max \( \left\{ \frac{1}{\alpha}, \frac{3}{2} \right\} > q \leq \min \left\{ \frac{1}{\alpha}, 2 \right\}, \) then there is a time constant \( T > 0 \) (depending only on \( u_0 \)) such that the Problem \( (P) \) has a unique mild solution on \( (0, T]. \)

**Proof.** Let \( T > 0 \) and \( M > 0 \) to be chosen later, we consider the following space
\[
S := \left\{ u \in X^{\alpha s}(0,T); L^2(\Omega) : \| u \|_{X^{\alpha s}(0,T); L^2(\Omega)} \leq M \right\},
\]
for \( 0 < \alpha, s < 1, \) and we define the mapping \( H \) on \( S \) by
\[
H u(t) = E_{\alpha,1} \left( -\mathbb{L} \right)^{\frac{\alpha s}{\alpha}} u_0 + \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -\mathbb{L} \right)^{\frac{(t^s - \tau^s)^\alpha}{s^\alpha}} f_q(u) d(\tau^s). \quad (35)
\]
We show that \( H \) is invariant in \( S \) and \( H \) is \( S \)-invariant. In fact, from (18a), we have
\[
\left\| E_{\alpha,1} \left( -\mathbb{L} \right)^{\frac{\alpha s}{s}} u_0 \right\|_{X^{\alpha s}(0,T; L^2(\Omega))} \leq C \| u_0 \|_{\mathcal{D}(\mathcal{L}^{-1})}, \quad \forall t \in (0,T]. \quad (36)
\]
Using Lemma 2.1b) we have for \( t \in (0,T] \)
\[
\left\| H(u)(t) \right\|_{L^2(\Omega)} = \left\| \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -\mathbb{L} \right)^{\frac{(t^s - \tau^s)^\alpha}{s^\alpha}} f_q(u) d(\tau^s) \right\|_{L^2(\Omega)}
\]
\[
\leq \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha-1} \left\| E_{\alpha,\alpha} \left( -\mathbb{L} \right)^{\frac{(t^s - \tau^s)^\alpha}{s^\alpha}} f_q(u) \right\|_{L^2(\Omega)} d(\tau^s)
\]
\[
\leq \frac{C}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha-1} \| f_q(u) \|_{L^2(\Omega)} d(\tau^s). \quad (37)
\]
From Lemma 4.6, for the constants \( A, \varepsilon > 0, \) we conclude that for \( t \in (0,T], \)
\[
\int_\Omega |f_q(u)|^2 dx = \int_\Omega \left( |u(x,t)|^{q-1} \log |u(x,t)|^q \right)^2 dx
\]
\[ \leq 2q \int_{\Omega} \left( A^2 + |u|^{2q-2+2\varepsilon} \right) \, dx \leq 2q \left( A^2 |\Omega| + \|u(\cdot, t)\|_{L^{2(q-1+\varepsilon)}(\Omega)}^{2(q-1+\varepsilon)} \right). \]

From (37) and (38) and Hölder’s inequality for \( \frac{1}{\alpha} < q < 2 \), put \( q^* = q - 1 + \varepsilon \), for \( q > 1 \), choose \( \varepsilon \) satisfies \( \frac{3-2q}{\alpha} \leq \varepsilon \leq 2 - q \), one obtains \( 1 \leq 2q^* \leq 2 \), we used the Sobolev embedding \( L^2(\Omega) \hookrightarrow L^{2q^*}(\Omega) \), we have that
\[
\begin{align*}
\| \mathcal{H}(u)(t) \|_{L^{2q}(\Omega)} &\leq C \int_0^t (t^s - \tau^s)^{\alpha - 1} \left( A|\Omega|^\frac{2}{s} + \|u(\cdot, \tau)\|_{L^{2q^*}(\Omega)}^{q^*} \right) \, d(\tau^s) \\
&\leq C \left( \int_0^t (t^s - \tau^s)^{\frac{q(\alpha - 1)}{s - 1}} \, d(\tau^s) \right)^{\frac{s - 1}{s}} \left[ \int_0^t \left( A|\Omega|^\frac{2}{s} + \|u(\cdot, \tau)\|_{L^{2q^*}(\Omega)}^{q^*} \right)^{q} \, d(\tau^s) \right]^{\frac{1}{q}} \\
&\leq C \left( \int_0^t (t^s - \tau^s)^{\frac{q(\alpha - 1)}{s - 1}} \, d(\tau^s) \right)^{\frac{s - 1}{s}} \left[ \int_0^t \left( A|\Omega|^\frac{2}{s} + \tau^{-\alpha q^*} \|u\|_{X^{\alpha q^*}(0, T; L^2(\Omega))}^{q^*} \right)^{q} \, d(\tau^s) \right]^{\frac{1}{q}} \\
&\leq C \left( \int_0^t (t^s - \tau^s)^{\frac{q(\alpha - 1)}{s - 1}} \, d(\tau^s) \right)^{\frac{s - 1}{s}} \left[ \int_0^t \left( A|\Omega|^\frac{2}{s} + \tau^{-\alpha q^*} M^{q^*} \right)^{q} \, d(\tau^s) \right]^{\frac{1}{q}} \\
&\leq C \left( t^s |\Omega|^\frac{2}{s} + t^s \tau^{-\alpha q^*} M^{q^*} \right)^{\frac{s - 1}{q}}. \tag{39}\end{align*}
\]

where by choosing a positive number \( \varepsilon \) is appropriate to \( q^* < \frac{1}{\alpha} \). For \( q > \frac{1}{\alpha} \), then \( 2\alpha s - \frac{2q(1-1)}{q} > 0 \), we get that
\[
\| \mathcal{H}(u) \|_{X^{\alpha q^*}(0, T; L^2(\Omega))} \leq CT^{2\alpha s - \frac{2q-1}{q}} \left( T^s \frac{|\Omega|^\frac{2}{s}}{+} t^s \tau^{-\alpha q^*} M^{q^*} \right). \tag{40}
\]

Hence, from (36) and (40), for every \( t \in (0, T) \),
\[
\begin{align*}
\| \mathcal{H}u \|_{X^{\alpha q^*}(0, T; L^2(\Omega))} &\leq \left\| E_{\alpha, 1} \left( -\frac{\partial}{\partial t^s} \right) u_0 \right\|_{X^{\alpha q^*}(0, T; L^2(\Omega))} + \| \mathcal{H}(u) \|_{X^{\alpha q^*}(0, T; L^2(\Omega))} \\
&\leq C \left( \| u_0 \|_{D(\alpha - 1)} + T^{2\alpha s - \frac{2q-1}{q}} \left( T^s \frac{|\Omega|^\frac{2}{s}}{+} t^s \tau^{-\alpha q^*} M^{q^*} \right) \right). \\
\end{align*}
\]

Therefore we see that if \( M = 2C \| u_0 \|_{D(\alpha - 1)} \) and
\[
M \geq 2C T^{2\alpha s - \frac{2q-1}{q}} \left( T^s \frac{|\Omega|^\frac{2}{s}}{+} t^s \tau^{-\alpha q^*} M^{q^*} \right), \]
then \( \mathcal{H} \) is invariant in \( S \).

**Claim 2.** \( \mathcal{H} : S \rightarrow S \) is a contraction map. Let \( u, v \in S \), and using Lemma 2.1b), one has for every \( t \in (0, T) \),
\[
\begin{align*}
\| \mathcal{H}u(t) - \mathcal{H}v(t) \|_{L^2(\Omega)} &\leq \frac{1}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha - 1} \left\| E_{\alpha, \alpha} \left( -\frac{\partial}{\partial t^s} \right) f_q(u) - f_q(v) \right\|_{L^2(\Omega)} \, d(\tau^s) \\
&\leq \frac{C}{s^\alpha} \int_0^t (t^s - \tau^s)^{\alpha - 1} \| f_q(u) - f_q(v) \|_{L^2(\Omega)} \, d(\tau^s). \tag{41}\end{align*}
\]
As a consequence of the mean value theorem, we have, for $0 \leq \theta \leq 1$,
\[
\left| f_q(u) - f_q(v) \right| = \left| f'(\theta u + (1 - \theta)v)(u - v) \right|
\leq q \left[ 1 + (q - 1) \log |\theta u + (1 - \theta)v| \right] |\theta u + (1 - \theta)v|^{q-2} |u - v|
\leq q |\theta u + (1 - \theta)v|^{q-2} |u - v| + q(q - 1) \log |\theta u + (1 - \theta)v| |\theta u + (1 - \theta)v|^{q-2} |u - v|,
\]
where for $f_q(y) = |y|^{q-1} \log |y|$, then we have used $f_q'(y) = q \left[ 1 + (q - 1) \log |y| \right] |y|^{q-2}$.
By recalling Lemma 4.6, we arrive at
\[
\left| f_q(u) - f_q(v) \right| \leq q |\theta u + (1 - \theta)v|^{q-2} |u - v| + q(q - 1) A |u - v| + q(q - 1) |u + v|^{q-2+\varepsilon} |u - v|.
\] (42)

We then use Hölder’s inequality to get
\[
\int_{\Omega} \left[ |u + v|^{q-2} |u - v| \right]^2 \, dx = \int_{\Omega} |u + v|^{2(q-2)} |u - v|^2 \, dx
\leq \left( \int_{\Omega} |u + v|^{2(q-1)} \, dx \right)^{\frac{q-2}{q-1}} \left( \int_{\Omega} |u - v|^{2(q-1)} \, dx \right)^{\frac{1}{q-1}}
\leq C \left[ \|u\|_{L^2(q-1)}^{2(q-1)} + \|v\|_{L^2(q-1)}^{2(q-1)} \right] \|u - v\|^2_{L^2(q-1) (\Omega)}.
\]

Similarly, we estimate
\[
\int_{\Omega} \left[ |u + v|^{q-2+\varepsilon} |u - v| \right]^2 \, dx
= \int_{\Omega} |u + v|^{2(q-2+\varepsilon)} |u - v|^2 \, dx
\leq \left( \int_{\Omega} |u + v|^{2(q-1)} \, dx \right)^{\frac{q-2}{q-1}} \left( \int_{\Omega} |u - v|^{2(q-1)} \, dx \right)^{\frac{1}{q-1}}
\leq C \left[ \|u\|^{2q^*}_{L^{q^*} (\Omega)} + \|v\|^{2q^*}_{L^{q^*} (\Omega)} \right] \|u - v\|^2_{L^2(q-1) (\Omega)},
\] (43)
for putting $q^* = (q - 1) + \frac{(q-1)}{q-2}$ with $q \geq 1$. Therefore, by combining (42) - (43), we obtain
\[
\|f_q(u) - f_q(v)\|_{L^2(q-1)} \leq CA \|u - v\|^2_{L^2(q-1) (\Omega)} + C \left[ \|u\|_{L^{q-1} (\Omega)}^{q-1} + \|v\|_{L^{q-1} (\Omega)}^{q-1} \right] \frac{q-2}{q-1} \|u - v\|_{L^2(q-1) (\Omega)}^2 + C \left[ \|u\|^{q^*}_{L^{q^*} (\Omega)} + \|v\|^{q^*}_{L^{q^*} (\Omega)} \right] \frac{q-2}{q-1} \|u - v\|_{L^2(q-1) (\Omega)}^2.
\]

Since, $q^* = (q - 1) + \frac{(q-1)}{q-2}$, we can choose $\varepsilon$ so large enough such that $\frac{1}{2} \leq q^* \leq 1$ and we also have $1 \leq 2(q - 1) \leq 2$, for $\frac{3}{2} \leq q \leq 2$, from Lemma 4.7 for $\zeta = 0$, one
we get (41), and using Hölder inequality, we get that

\[
\text{whereupon } C_{q,\varepsilon}(M) := C(A + 2Mq^{-2} + 2Mq^{-2+\varepsilon}). \text{ Inserting the result of (44) into (41), and using Hölder inequality, we get that}
\]

\[
\left\| f_q(u) - f_q(v) \right\|_{L^2(\Omega)} \leq C_{q,\varepsilon}(M) \left\| u - v \right\|_{L^2(\Omega)},
\]

for some constant \( q \) satisfies \( \frac{1}{\alpha} < q < \frac{1}{\alpha s} \). Then we get \( \frac{\alpha sq}{q - 1} + 1 - \alpha sq + \alpha s > 0 \) and the estimate holds for every \( t \in (0, T] \)

\[
\left\| H u(t) - H v(t) \right\|_{L^2(\Omega)} \leq C_{q,\varepsilon}(M) T^{\frac{\alpha sq}{q - 1} + 1 - \alpha sq + \alpha s} \left\| u - v \right\|_{X^{\alpha}(0, T; L^2(\Omega))}. (45)
\]

Choosing \( T \) small enough such that \( C_{q,\varepsilon}(M) T^{\frac{\alpha sq}{q - 1} + 1 - \alpha sq + \alpha s} < 1 \), it follows that \( H \) is a contraction map on \( S \). So, we invoke the principle of contraction mapping to assert that the map \( H \) has a unique fixed point \( u \) in \( S \).

Since we already know that the mild solution of \( (P) \) does exist, the question is whether it will continue (continuation to a bigger interval of existence) and in what situation it is non-continuation by blowup. In answer to these questions is our purpose in the next results. Firsts, we consider the following definition.

**Definition 4.9** (Continuation, see [8, 37]). Given a mild solution \( u \in X^{\alpha}(0, T; L^2(\Omega)) \) of \( (P) \), we say that \( u^* \) is a continuation of \( u \) in \((0, T^*]\) for \( T^* > T \) if it is satisfying

\[
\begin{cases}
  u^* \in X^{\alpha}(0, T; L^2(\Omega)) \text{ is a mild solution of } (P) \text{ for all } t \in (0, T^*], \\
  u^*(x, t) = u(x, t) \text{ whenever } t \in [0, T^*], x \in \Omega.
\end{cases}
\]

**Theorem 4.10.** Suppose that the assumptions of the Theorem 4.8 are satisfied. Then, the solution \( u \) (unique the weak solution) on the interval \( (0, T] \) of Problem \( (P) \) is extended to \((0, T^*]\), for \( T^* > T \). So this extended function is also the weak solution (unique) of Problem \( (P) \) on \((0, T^*)\).

**Proof.** Let \( u : [0, T] \to L^2(\Omega) \) be a mild solution of Problem \( (P) \) \((T \text{ be the time from Theorem 4.8} \). Fix \( M > 0 \), and for \( T^* > T \), \( T^* \) depending on \( M \), we shall prove that \( u^* : [0, T^*] \to L^2(\Omega) \) is a mild solution of Problem \( (P) \). Assume the following estimates hold:

\[
\mathcal{P}_1 := T^{-\alpha s} (T^*)^{2\alpha s} \left\| u_0 \right\|_{L^2(\Omega)} \leq \frac{M}{3}, (46)
\]
\[
\mathcal{P}_2 := C(T^*)^{2\alpha - s + \frac{\varepsilon(s-1)}{s}} \left( (T^*)^\frac{\varepsilon}{\alpha} A |\Omega|^\frac{1}{2} + (T^*)^\frac{\varepsilon}{\alpha} M^q \right) \leq \frac{M}{3}, \tag{47}
\]
\[
\mathcal{P}_3 := C_{q,\varepsilon}(M)(T^*)^{\frac{2\alpha - s}{s} + 1 - \alpha q + \alpha s} \leq \frac{M}{3}, \tag{48}
\]
where \(C_{q,\varepsilon}(M)\) defined in the proof of the Theorem 4.8.

For \(T^* \geq T > 0\) and \(M > 0\), let us define
\[
\mathcal{S}^* := \left\{ u^* \in X^\alpha((0, T^*]; L^2(\Omega)) : |u^*(\cdot, t) = u(\cdot, t), \quad \|u^* - u(\cdot, t)\|_{X^\alpha([T, T^*]; L^2(\Omega))} \leq M, \quad \forall t \in (0, T), \quad \right\}
\]

**Step 1.** We show that \(\mathcal{H}\) is defined as in (35) be the operator on \(\mathcal{S}^*\). Indeed, let \(u^* \in \mathcal{S}^*\), we have the following cases:

- **If** \(t \in (0, T]\), then by virtue of the Theorem (4.8), we have the Problem (P) has a unique solution and we also have
  \[
u^*(\cdot, t) = u(\cdot, t), \quad \text{and we have } \mathcal{H}(u^*) = \mathcal{H}(u) = u.
\]
  Thus \(\|\mathcal{H}u^* - \mathcal{H}u\|_{X^\alpha((0, T]; L^2(\Omega))}\) is vanish in \(\mathcal{S}^*\) for all \(t \in (0, T]\).

- **If** \(t \in [T, T^*]\), we have
  \[
  \|\mathcal{H}u^*(t) - u(\cdot, T)\|_{L^2(\Omega)} \leq \left\| \left( E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \right) - E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \right) \right) u_0 \right\|_{L^2(\Omega)} + \frac{1}{s^\alpha} \left\| \int_0^t (t^s - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left( \frac{T^\alpha}{s^\alpha} \right) f_q(u^*) d(\tau^s) \right\|_{L^2(\Omega)} - \int_0^T (T^s - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left( \frac{T^\alpha}{s^\alpha} \right) f_q(u^*) d(\tau^s) \right\|_{L^2(\Omega)} \leq \left\| \left( E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \right) - E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \right) \right) u_0 \right\|_{L^2(\Omega)} + \frac{1}{s^\alpha} \left\| \int_0^T (t^s - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left( \frac{T^\alpha}{s^\alpha} \right) f_q(u^*) d(\tau^s) \right\|_{L^2(\Omega)} + \frac{1}{s^\alpha} \left\| \int_0^T (t^s - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left( \frac{T^\alpha}{s^\alpha} \right) f_q(u^*) d(\tau^s) \right\|_{L^2(\Omega)} \leq \sum_{i=1}^3 \left\| \mathcal{H}_i(\cdot, t) \right\|_{L^2(\Omega)} , \quad (\text{respectively}).
\]

Estimating the term \(\|\mathcal{H}_1\|_{L^2(\Omega)}\), using Lemma 2.3, we have for all \(t \in [T, T^*]\)
\[
\|\mathcal{H}_1(\cdot, t)\|_{L^2(\Omega)}^2 = \left\| \left( E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \right) - E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \right) \right) u_0 \right\|_{L^2(\Omega)}^2 = \sum_{p=1}^{\infty} \left[ E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \lambda_p \right) - E_{\alpha, 1} \left( -\frac{T^\alpha}{s^\alpha} \lambda_p \right) \right] \left( u_0, e_p \right)^2
\]
\[
\begin{align*}
&= \sum_{p=1}^{\infty} \left( \int_0^\infty W_\alpha(z) \left| \exp \left( -\frac{t^{\alpha s}}{s^\alpha} \lambda_p \right) - \exp \left( -\frac{T^{\alpha s}}{s^\alpha} \lambda_p \right) \right| dz \right)^2 (u_0, e_p)^2 \\
&\leq \sum_{p=1}^{\infty} \left( \int_0^\infty W_\alpha(z) \exp \left( -z \frac{T^{\alpha s}}{s^\alpha} \lambda_p \right) \left| \exp \left( -z \left( \frac{t^{\alpha s}}{s^\alpha} - \frac{T^{\alpha s}}{s^\alpha} \right) \lambda_p \right) - 1 \right| dz \right)^2 (u_0, e_p)^2 \\
&\leq \sum_{p=1}^{\infty} \left[ \frac{t^{\alpha s} - T^{\alpha s}}{s^\alpha} \lambda_p \int_0^\infty W_\alpha(z) \left( z \frac{T^{\alpha s}}{s^\alpha} \lambda_p \right)^{-1} z dz \right]^2 (u_0, e_p)^2 \\
&\leq \left[ \frac{(t^{\alpha s} - T^{\alpha s})^{-\alpha s}}{s^\alpha} \int_0^\infty W_\alpha(z) dz \right]^2 \sum_{p=1}^{\infty} (u_0, e_p)^2 \leq (t - T)^{2\alpha s} T^{-2\alpha s} \|u_0\|_{L^2(\Omega)}^2 ,
\end{align*}
\]

where, we have used the inequalities
\[
a^c - b^c \leq (a - b)^c, \quad \text{for } a > b > 0, c \in (0, 1),
\]
and for \( z > 0 \)
\[
1 - e^{-z} \leq z, \quad \text{and } ze^{-z} \leq 1.
\]

Hence, we get that
\[
t^{\alpha s} \|H_1(\cdot, t)\|_{L^2(\Omega)} \leq (t - T)^{\alpha s} T^{-\alpha s} (T^*)^{\alpha s} \|u_0\|_{L^2(\Omega)} \leq T^{-\alpha s} (T^*)^{2\alpha s} \|u_0\|_{L^2(\Omega)} .
\]

From (46), this implies that the following estimate holds
\[
\|H_1\|_{X^{\alpha s}(0, T^*]; L^2(\Omega))} \leq T^{-\alpha s} (T^*)^{2\alpha s} \|u_0\|_{L^2(\Omega)} = \mathcal{P}_1 \leq \frac{M}{4} . \tag{50}
\]

Similar to (39), we have the following estimate for all \( t \in [T, T^*] \) (recall that \( q^* = q - 1 + \varepsilon \in [\frac{1}{2}, 1] \))
\[
\|H_2(\cdot, t)\|_{L^2(\Omega)} \leq C(t - T)^{s\alpha - s + \frac{z(q - 1)}{q}} \left( (t - T)^{\frac{q}{2}} A[\Omega]^{\frac{1}{2}} + (t - T)^{\frac{s\alpha q^*}{2}} Mq^* \right) \\
\leq C(t - T)^{2s\alpha - s + \frac{z(q - 1)}{q}} \left( (T^*)^{\frac{q}{2}} A[\Omega]^{\frac{1}{2}} + (T^*)^{\frac{s\alpha q^*}{2}} Mq^* \right),
\]

where, we have used the fact that \( \|u\|_{X^{\alpha s}(T, T^*]; L^2(\Omega))} \leq M \). Using (47), we infer that
\[
\|H_2\|_{X^{\alpha s}(0, T^*]; L^2(\Omega))} \leq C(T^*)^{2s\alpha - s + \frac{z(q - 1)}{q}} \left( (T^*)^{\frac{q}{2}} A[\Omega]^{\frac{1}{2}} + (T^*)^{\frac{s\alpha q^*}{2}} Mq^* \right) \\
= \mathcal{P}_2 \leq \frac{M}{4} . \tag{51}
\]

We continue with the estimate of the third norm, using (5) and Lemma 2.1, for all \( t \in [T, T^*] \), one obtains
\[
\begin{align*}
&\left| \left( (t - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left( -\frac{(t - \tau^s)^{\alpha}}{s^\alpha} \lambda_p \right) - (T^s - \tau^s)^{\alpha - 1} E_{\alpha, \alpha} \left( -\frac{(T^s - \tau^s)^{\alpha}}{s^\alpha} \lambda_p \right) \right) \right| \\
&\leq \int_{T^s - \tau^s}^{t^s - \tau^s} z^{\alpha - 2} E_{\alpha, \alpha - 1} \left( -\frac{z^{\alpha}}{s^\alpha} \lambda_p \right) dz \leq C \int_{T^s - \tau^s}^{t^s - \tau^s} z^{\alpha - 2} dz \\
&\leq C \left( (T^s - \tau^s)^{\alpha - 1} - (t^s - \tau^s)^{\alpha - 1} \right) \leq C (T^s - \tau^s)^{\alpha - 1} .
\end{align*}
\]
Hence, we deduce that
\[
\|\mathcal{H}_3(\cdot,t)\|_{L^2(\Omega)} = \frac{1}{s^\alpha} \left\| \int_0^T \left[ (t^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^\alpha}{s^\alpha} \right) - (T^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -L \frac{(T^s - \tau^s)^\alpha}{s^\alpha} \right) \right] f_q(u^*) d(\tau^s) \right\|_{L^2(\Omega)}
\leq \frac{T}{s^\alpha} \int_0^T \left( \sum_{p=1}^\infty |(t^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^\alpha}{s^\alpha} \right) |^2 (f_q(u^*), e_p)^2 \right)^{\frac{1}{2}} d(\tau^s)
\leq C \int_0^T \left( \sum_{p=1}^\infty (T^s - \tau^s)^{2\alpha-2} (f_q(u^*), e_p)^2 \right)^{\frac{1}{2}} d(\tau^s)
= C \int_0^T (T^s - \tau^s)^{\alpha-1} \|f_q(u^*)\|_{L^2(\Omega)} d(\tau^s).
\]
In the same way as in (39), using H"older's inequality and using the embedding \(L^2(\Omega) \hookrightarrow L^{2q^*}(\Omega)\), for \(q^* \in [\frac{1}{2}, 1]\), we obtain for \(t \in [T, T^*]\)
\[
t^{\alpha s} \|\mathcal{H}_3(\cdot,t)\|_{L^2(\Omega)} \leq C(T^s)^{2\alpha s - \frac{(q^*-1)}{q^*}} \left( (T^s)^\frac{\alpha}{2} A|\Omega|^\frac{1}{2} + (T^s)^{\frac{\alpha}{2} - \alpha s} Mq^* \right).
\]
From (47), we get
\[
\|\mathcal{H}_3\|_{X^{\alpha s}(0,T^*]; L^2(\Omega))} \leq C(T^s)^{2\alpha s - \frac{(q^*-1)}{q^*}} \left( (T^s)^\frac{\alpha}{2} A|\Omega|^\frac{1}{2} + (T^s)^{\frac{\alpha}{2} - \alpha s} Mq^* \right)
= \mathcal{S}_2 < \frac{M}{3}.
\]
(52)
It follows from (50), (51), (52) that, for every \(t \in [T, T^*]\)
\[
\|\mathbf{H}u - u(\cdot,t)\|_{X^{\alpha s}(0,T^*]; L^2(\Omega))} < \frac{M}{3} + \frac{M}{3} + \frac{M}{3} < M.
\]
We have shown that \(\mathbf{H}\) is a map \(\mathbb{S}^*\) into \(\mathbb{S}^*\).

**Step 2.** We show that \(\mathbf{H}\) is a contraction on \(\mathbb{S}^*\). Let \(u,v \in \mathbb{S}^*\), for \(T \leq t \leq T^*\), one obtains
\[
\mathbf{H}u(t) - \mathbf{H}v(t) = \frac{1}{s^\alpha} \int_T^t (t^s - \tau^s)^{\alpha-1} E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^\alpha}{s^\alpha} \right) (f_q(u) - f_q(v)) d(\tau^s),
\]
where we note that \(\mathbf{H}u(t) - \mathbf{H}v(t) = 0\), for all \(t \in (0, T]\). Then, for all \(t \in [0, T^*]\), similar to (45), we have
\[
\|\mathbf{H}u(t) - \mathbf{H}v(t)\|_{L^2(\Omega)} \leq \int_T^t (t^s - \tau^s)^{\alpha-1} \left\| E_{\alpha,\alpha} \left( -L \frac{(t^s - \tau^s)^\alpha}{s^\alpha} \right) (f_q(u) - f_q(v)) \right\|_{L^2(\Omega)} d(\tau^s)
\leq C_{q,\varepsilon}(M)(T^s)^{\frac{\alpha s - 1}{2\alpha s}} \|u - v\|_{X^{\alpha s}(0,T^*]; L^2(\Omega))}.
\]
Hence, from (48) we deduce that
\[
\|\mathbf{H}u - \mathbf{H}v\|_{X^{\alpha s}(0,T^*]; L^2(\Omega))} \leq C_{q,\varepsilon}(M)(T^s)^{\frac{\alpha s - 1}{2\alpha s}} \|u - v\|_{X^{\alpha s}(0,T^*]; L^2(\Omega))} = \mathcal{S}_3 \|u - v\|_{X^{\alpha s}(0,T^*]; L^2(\Omega))}.
\]
Thus, for all $T^* > 0$, there is no loss of generality, we may assume that $0 < M < 3$, we infer that

$$\|Hu - Hv\|_{X^{\alpha,1}(0,T^*;L^2(\Omega))} \leq M\|u - v\|_{X^{\alpha,1}(0,T;L^2(\Omega))}.$$

This implies that $H$ is a $\frac{M}{3}$-contraction. By the Banach contraction principle follows that $H$ has a unique fixed point $u^*$ of $H$ in $S^*$, which is a continuation of $u$. This finishes the proof.

The next results are on global existence or non-continuation by a blow-up and depend continuously on the initial data.

**Definition 4.11** (Maximal existence time, see [8, 37]). Let $u(x, t)$ be a weak solution of $(\mathcal{P})$. We define the maximal existence time $T_{\text{max}}$ of $u(x, t)$ as follows:

(i) If $u(x, t)$ exists for all $0 \leq t < \infty$, then $T_{\text{max}} = \infty$.

(ii) If there exists $T \in (0, \infty)$ such that $u(x, t)$ exists for $0 \leq t < T$, but does not exist at $t = T$, then $T_{\text{max}} = T$.

**Definition 4.12** (Finite time blow-up, see [8, 37]). Let $u(x, t)$ be a weak solution of $(\mathcal{P})$. We say $u(x, t)$ blows up in finite-time if the maximal existence time $T_{\text{max}}$ is finite and

$$\lim_{t \to T_{\text{max}}^-} \|u(\cdot, t)\|_{L^2(\Omega)} = \infty.$$

**Theorem 4.13.** Assume the conditions of Theorem 4.8 holds. For $0 \in \mathcal{D}(L^{-1})$, then there exists the maximal time $T_{\text{max}} > 0$ such that $u \in C((0, T_{\text{max}}]; L^2(\Omega))$ be the mild solution of $(\mathcal{P})$. Then, either $T_{\text{max}} = \infty$ or $\limsup_{t \to T_{\text{max}}} \|u(\cdot, t)\|_{L^2(\Omega)} = \infty$, if $T_{\text{max}} < \infty$.

**Remark 3.** As an immediate consequence of Theorem 4.10, we guarantee the existence of a maximal time.

**Proof.** Let $u_0 \in \mathcal{D}(L^{-1})$ and define

$$T_{\text{max}} := \sup \{T > 0 : \text{there exits a solution on } (0, T) \}.\$$

Assume that $T_{\text{max}} < \infty$. Now suppose there exists a sequence $\{t_n\}_{n \in \mathbb{N}} \subset [0, T_{\text{max}})$ such that $t_n \to T_{\text{max}}$ and $\|u(\cdot, t_n)\|_{L^2(\Omega)} \leq M$, for some $M > 0$. Given $\varepsilon > 0$ fix $N \in \mathbb{N}$ such that for all $n, j > N$, $0 < t_n < t_j < T_{\text{max}}$. Now we solve our problem with initial data $u(x, t_n) =: u_n(x)$ and we extend our solution to the interval $[t_n, T_{\text{max}}]$. Indeed, we have

$$\|u(\cdot, t_j) - u(\cdot, t_n)\|_{L^2(\Omega)}$$

$$\leq \left\| \left( E_{\alpha,1} \left( \begin{array}{c} -\frac{t_n^\alpha}{s^\alpha} \\ -\frac{t_n^\alpha}{s^\alpha} \end{array} \right) - E_{\alpha,1} \left( \begin{array}{c} -\frac{t_j^\alpha}{s^\alpha} \\ -\frac{t_j^\alpha}{s^\alpha} \end{array} \right) \right) u_n \right\|_{L^2(\Omega)}$$

$$+ \frac{1}{s^\alpha} \int_{t_n}^{t_j} (t_j^\alpha - t^\alpha)^{\alpha-1} \left\| E_{\alpha,\alpha} \left( \begin{array}{c} -\frac{(t_j^\alpha - t^\alpha)}{s^\alpha} \\ -\frac{(t_j^\alpha - t^\alpha)}{s^\alpha} \end{array} \right) f_q(u^*) \right\|_{L^2(\Omega)} d(\tau)$$

$$+ \frac{1}{s^\alpha} \int_0^{t_n} \left[ (t_n^\alpha - t^\alpha)^{\alpha-1} E_{\alpha,\alpha} \left( \begin{array}{c} -\frac{(t_n^\alpha - t^\alpha)}{s^\alpha} \\ -\frac{(t_n^\alpha - t^\alpha)}{s^\alpha} \end{array} \right) \right] f_q(u^*) d(\tau)$$

$$+ \frac{1}{s^\alpha} \int_0^{t_j} \left[ (T_{\text{max}}^\alpha - t^\alpha)^{\alpha-1} E_{\alpha,\alpha} \left( \begin{array}{c} -\frac{(T_{\text{max}}^\alpha - t^\alpha)}{s^\alpha} \\ -\frac{(T_{\text{max}}^\alpha - t^\alpha)}{s^\alpha} \end{array} \right) \right] f_q(u^*) d(\tau).$$
Similarly to (49), we have that
\[ \mathcal{Y}_1 := \left\| \left( E_{a,s} - E_{a,1} \right) u_n \right\|_{L^2(\Omega)} \leq |t_j - t_n|^a t_n^{-a} \| u_n \|_{L^2(\Omega)}. \]

In the same way as (51), we get
\[ \mathcal{Y}_2 = \frac{1}{s^a} \int_{t_n}^{t_j} (t^s - \tau^s)^{-a} \left\| E_{a,s} \left( - \frac{L (t^s - \tau^s)^a}{s^a} \right) f_\tau(u^*) \right\|_{L^2(\Omega)} \] 
\[ \leq C|t_j - t_n|^a |t^s - \tau^s M^q|. \]
Similar to (52), we have
\[ \mathcal{Y}_3 + \mathcal{Y}_4 \leq C \left( (T_{\text{max}})^{\frac{q}{a}} M^q + (T_{\text{max}})^{\frac{q}{a} - a} M^q \right) \]
\[ \times \left( |T_{\text{max}} - t_n|^{\alpha - s + \frac{\alpha - a}{q}} + |T_{\text{max}} - t_j|^{\alpha - s + \frac{\alpha - a}{q}} \right). \]
Thus, since \( \{t_n\}_{n\in\mathbb{N}} \) is convergent we can take \( N := N(\varepsilon) \in \mathbb{N}^* \) with \( j \geq n \geq N \) such that \( |t_j - t_n| \) is as small as we want, and we have
\begin{itemize}
  \item \( |t_j - t_n|^a t_n^{-a} \| u_n \|_{L^2(\Omega)} < \frac{\varepsilon}{3} \),
  \item \( C|t_j - t_n|^a |t^s - \tau^s M^q| < \frac{\varepsilon}{3} \),
  \item \( C \left( (T_{\text{max}})^{\frac{q}{a}} M^q + (T_{\text{max}})^{\frac{q}{a} - a} M^q \right) \]
\[ \times \left( |T_{\text{max}} - t_n|^{\alpha - s + \frac{\alpha - a}{q}} + |T_{\text{max}} - t_j|^{\alpha - s + \frac{\alpha - a}{q}} \right) < \frac{\varepsilon}{3}. \]
\end{itemize}
Hence, given \( \varepsilon > 0 \) there exists \( N \in \mathbb{N} \) such that
\[ \| u(\cdot, t_j) - u(\cdot, t_n) \|_{L^2(\Omega)} < \varepsilon, \quad \text{for } j, n \geq N. \]
It follows that \( \{u(\cdot, t_n)\}_{n\in\mathbb{N}} \subset L^2(\Omega) \) is a Cauchy sequence and for \( \{t_n\}_{n\in\mathbb{N}} \) arbitrary we have proved the existence of the limit
\[ \lim_{t\to T_{\text{max}}} \| u(\cdot, t) \|_{L^2(\Omega)} < \infty. \]
We invoke Theorem 4.10 to deduce that the solution can extend to some larger interval \( (u \text{ can be continued beyond } T_{\text{max}}) \), we then contradict the definition of \( T_{\text{max}} \). Thus, either \( T_{\text{max}} = \infty \) or if \( T_{\text{max}} < \infty \) then \( \lim_{t\to T_{\text{max}}} \| u(\cdot, t) \|_{L^2(\Omega)} = \infty \). The proof is finished. \( \Box \)

5. **Conclusions.** We have achieved the blow-up result for the diffusion equation \((\mathcal{P})\) with \((\text{C-LC})\) of \((\text{H-BO})\) when the source function has a special logarithmic form. Besides, the results of Local well-posedness are also presented when the source function is linear and nonlinear (satisfying global Lipschitz condition). Although we can obtain the better regularity estimates, this will require much smoother properties of the source function \( f \). We will try to achieve this in future works.
Acknowledgments. This research was supported by Vietnam National Foundation for Science and Technology Development (NAFOSTED) under grant number 101.02-2019.09.

REFERENCES

[1] R. S. Adiguzel, U. Aksoy, E. Karapinar and I. M. Erhan, On the solution of a boundary value problem associated with a fractional differential equation, Math. Methods Appl. Sci., (2020).
[2] H. Afshari, S. Kalantari and E. Karapinar, Solution of fractional differential equations via coupled fixed point, Electronic Journal of Differential Equations, 2015 (2015), 12 pp.
[3] H. Afshari and E. Karapinar, A discussion on the existence of positive solutions of the boundary value problems via ψ-Hilfer fractional derivative on b-metric spaces, Adv. Difference Equ., (2020), Paper No. 616, 11 pp.
[4] R. P. Agarwal, M. Meehan and D. O’Regan, Fixed Point Theory and Applications, Cambridge University Press, Cambridge, 2001.
[5] F. Al-Musalhi, N. Al-Salti and E. Karimov, Initial boundary value problems for a fractional differential equation with hyper-Bessel operator, Fract. Calc. Appl. Anal., 21 (2018), 200–219.
[6] H. Allouba and W. Zheng, Brownian-time processes: The PDE connection and the half-derivative generator, Ann. Probab., 29 (2001), 1780–1795.
[7] E. Alvarez, C. G. Gal, V. Keyantuo and M. Warma, Well-posedness results for a class of semi-linear super-diffusive equations, Z. Angew. Math. Phys., 71 (2020), Paper No. 161, 24 pp.
[8] B. de Andrade, V. Van Au, D. O’Regan and N. H. Tuan, Well-posedness results for a class of semilinear time fractional diffusion equations, Z. Angew. Math. Phys., 71 (2020), Paper No. 161, 24 pp.
[9] Z. Baitichea, C. Derbazia and M. Benchohrab, ψ-Caputo Fractional Differential Equations with Multi-point Boundary Conditions by Topological Degree Theory, Results in Nonlinear Analysis, 3 (2020), 167–178.
[10] I. Dimovski, On an operational calculus for a differential operator, C.R. Acad. Bulg. Sci., 21 (1968), 513–516.
[11] I. Dimovski, Operational calculus for a class of differential operators, C. R. Acad. Bulgare Sci., 19 (1966), 1111–1114.
[12] R. Garra, A. Giusti, F. Mainardi and G. Pagnini, Fractional relaxation with time-varying coefficient, Fract. Calc. Appl. Anal., 17 (2014), 424–439.
[13] M. Ginoa, S. Cerbelli and H. E. Roman, Fractional diffusion equation and relaxation in complex viscoelastic materials, Phys. A, Stat. Mech. Appl., 191 (1992), 449–453.
[14] R. Gorenflo, A. A. Kilbas and S. V. Rogosin, Mittag-Leffler Functions, Related Topics and Applications, Springer, Berlin, 2014.
[15] R. Gorenflo, Y. Luchko and F. Mainardi, Analytical properties and applications of the Wright function, Fract. Calc. Appl. Anal., 2 (1999), 383–414.
[16] Y. Hatano and N. Hatano, Dispersive transport of ions in column experiments: an explanation of long-tailed profiles, Water Resources Res., 34 (1998), 1027–1033.
[17] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Mathematics, Vol. 840. Springer, 1981.
[18] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific Publ. Co., Singapore, 2000.
[19] V. Kiryakova, From the hyper-Bessel operators of Dimovski to the generalized fractional calculus, Fract. Calc. Appl. Anal., 17 (2014), 977–1000.
[20] V. Kiryakova and B. Al-Saqabi, Explicit solutions to hyper-Bessel integral equations of second kind, Comput. Math. Appl., 37 (1999), 75–86.
[21] W. Lamb and A. C. McBride, On relating two approaches to fractional calculus, J. Math. Anal. Appl., 132 (1988), 590–610.
[22] W. Lian, J. Wang and R. Xu, Global existence and blow up of solutions for pseudo-parabolic equation with singular potential, J. Differential Equations, 269 (2020), 4914–4959.
[23] W. Lian and R. Xu, Global well-posedness of nonlinear wave equation with weak and strong damping terms and logarithmic source term, Adv. Nonlinear Anal., 9 (2020), 613–632.
[24] G. Liu, The existence, general decay and blow-up for a plate equation with nonlinear damping and a logarithmic source term, Electron. Res. Arch., 28 (2020), 263–289.
[25] B. B. Mandelbrot and J. W. Van Ness, Fractional Brownian motions, fractional noises and applications, SIAM Rev., 10 (1968), 422–437.
[26] A. C. McBride, A theory of fractional integration for generalized functions, *SIAM J. Math. Anal.*, 6 (1975), 583–599.

[27] W. McLean, *Strongly Elliptic Systems and Boundary Integral Equations*, Cambridge University Press, Cambridge, 2000.

[28] A. Mura, M. S. Taqqu and F. Mainardi, Non-Markovian diffusion equations and processes: Analysis and simulations, *Phys. A*, 387 (2008), 5033–5064.

[29] E. Orsingher and L. Beghin, Fractional diffusion equations and processes with randomly varying time, *Ann. Probab.*, 37 (2009), 206–249.

[30] I. Podlubny, *Fractional Differential Equations: An Introduction to Fractional Derivatives, Fractional Differential Equations*, Methods of Their Solution and Some of Their Applications, 1999, Elsevier, Amsterdam.

[31] A. Salim, M. Benchohra, J. E. Lazreg and J. Henderson, Nonlinear implicit generalized Hilfer-Type fractional differential equations with non-instantaneous impulses in banach spaces, *Adv. Theory Nonlinear Anal. Appl.*, 4, 332–348.

[32] L. Shen, S. Wang and Y. Wang, The well-posedness and regularity of a rotating blades equation, *Electron. Res. Arch.*, 28 (2020), 691–719.

[33] D. D. Trong, E. Nane, D. M. Nguyen and N. H. Tuan, Continuity of solutions of a class of fractional equations, *Potential Anal.*, 49 (2018), 423–478.

[34] N. H. Tuan, L. N. HuyNh, D. Baleanu and N. H. Can, On a terminal value problem for a generalization of the fractional diffusion equation with hyper-Bessel operator, *Math. Methods Appl. Sci.*, 43 (2020), 2858–2882.

[35] N. H. Tuan, V. V. Au, V. V. Tri and D. O’Regan, On the well-posedness of a nonlinear pseudo-parabolic equation, *J. Fix. Point Theory Appl.*, 22 (2020), Paper No. 77, 21 pp.

[36] N. H. Tuan, V. V. Au and R. Xu, Semilinear Caputo time-fractional pseudo-parabolic equations, *Comm. Pure Appl. Anal.*, 20 (2021), 583–621.

[37] N. H. Tuan, V. V. Au, R. Xu and R. Wang, On the initial and terminal value problem for a class of semilinear strongly material damped plate equations, *J. Math. Anal. Appl.*, 492 (2020), 124481, 38 pp.

[38] J. R. L. Webb, Weakly singular Gronwall inequalities and applications to fractional differential equations, *J. Math. Anal. Appl.*, 471 (2019), 692–711.

[39] R. Xu and J. Su, Global existence and finite time blow-up for a class of semilinear pseudo-parabolic equations, *J. Functional Analysis*, 264 (2013), 2732–2763.

[40] R. Xu, X. Wang and Y. Yang, Blowup and blowup time for a class of semilinear pseudo-parabolic equations with high initial energy, *Appl. Math. Lett.*, 83 (2018), 176–181.

[41] X.-J. Yang, D. Baleanu and J. A. Tenreiro Machado, Systems of Navier-Stokes equations on Cantor sets, *Math. Probl. Eng.*, 2013 (2013), Art. ID 769724, 8 pp.

[42] K. Zhang, Nonexistence of global weak solutions of nonlinear Keldysh type equation with one derivative term, *Adv. Math. Phys.*, 2018 (2018), Art. ID 3931297, 7 pp.

[43] K. Zhang, The Cauchy problem for semilinear hyperbolic equation with characteristic degeneration on the initial hyperplane, *Math. Methods Appl. Sci.*, 41 (2018), 2429–2441.

[44] Y. Zhou, *Basic Theory of Fractional Differential Equations*, World Scientific, Singapore, 2014.

Received March 2021; revised May 2021; early access July 2021.

E-mail address: vovanau@duytan.edu.vn (Vo Van Au)
E-mail address: jagdevsinghrathore@gmail.com (Jagdev Singh)
E-mail address: nguyenahtuan@tdmu.edu.vn (Anh Tuan Nguyen)