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Abstract—Assisted by the availability of data and high performance computing, deep learning techniques have achieved breakthroughs and surpassed human performance empirically in difficult tasks, including object recognition, speech recognition, and natural language processing. As they are being used in critical applications, understanding underlying mechanisms for their successes and limitations is imperative. In this paper, we show that overfitting, one of the fundamental issues in deep neural networks, is due to continuous gradient updating and scale sensitiveness of cross entropy loss. By separating samples into correctly and incorrectly classified ones, we show that they behave very differently, where the loss decreases in the correct ones and increases in the incorrect ones. Furthermore, by analyzing dynamics during training, we propose a consensus-based classification algorithm that enables us to avoid overfitting and significantly improve the classification accuracy especially when the number of training samples is limited. As each trained neural network depends on extrinsic factors such as initial values as well as training data, requiring consensus among multiple models reduces extrinsic factors substantially; for statistically independent models, the reduction is exponential. Compared to ensemble algorithms, the proposed algorithm avoids overgeneralization by not classifying ambiguous inputs. Systematic experimental results demonstrate the effectiveness of the proposed algorithm. For example, using only 1000 training samples from MNIST dataset, the proposed algorithm achieves 95% accuracy, significantly higher than any of the individual models, with 90% of the test samples classified.

I. INTRODUCTION

Enabled by massive parallel computing offered by graphics processing units, successfully trained deep neural networks have created quantum leaps in performance in challenging applications [1, 2], including object recognition, speech recognition, and natural language processing. Such methods have set the new state of the art records and surpassed human performance on large datasets. Their applications have created impressive commercial successes, which have further accelerated the standardization and deployment of deep learning techniques by developing publicly available frameworks for deep learning. Deep learning techniques are positioned to change many professions in fundamental ways by offering decision making capacities more accurate than human experts (e.g., [3]).

However, the potentials of deep learning techniques are hindered by the lack of understanding of the very core set of the algorithms and techniques that have enabled their successes. In the 2017 Test of Time Award Presentation at the NIPS Conference, Rahim [4] compared deep learning to alchemy to bring the attention to the urgency of developing fundamental understandings. The successes of deep learning are not consistent with existing statistical learning theory, which states that generalization of models is a function of their capacity. The larger the capacity of a model, the worse it should generalize. On the other hand, deep neural networks are typically overparameterized (i.e., they have more parameters than the number of the training samples) and yet they give best generalization performance on large datasets using simple optimization techniques like the stochastic gradient descent algorithm. Given that the loss functions of deep neural networks are highly nonlinear and not convex [4, 5], the only plausible explanation is that the optimization problem for deep neural networks is made easier by having more parameters and therefore increasing potentially good solutions exponentially. In addition, since the stochastic gradient descent algorithm is effective, analyzing the training dynamics should provide insights about how samples are being processed.

In this paper, we first provide empirical evidence that good solutions are abundant for deep neural networks. We then examine overfitting, one of the most fundamental problems in deep learning by analyzing the training dynamics. While overfitting has been widely recognized, almost all the applications focus on avoiding overfitting by having more data or adjusting neural network architectures or hyperparameters. We are able to explain typical overfitting behaviors observed in deep neural networks as the continued gradient updating. Furthermore, we develop a consensus-based classification algorithm that allows us to avoid overfitting even when the number of training samples is relatively small. Systematic experimental results demonstrate significant improvements over existing methods.

The paper is organized as follows. In Section II, we present a primal about solution abundance in overparameterized neural networks. The overfitting mechanism for classification is explained in Section III. In Section IV, we describe the proposed consensus-based classification algorithm and illustrate how our method can be used to identify consistently classified samples. Section V illustrates the effectiveness of the proposed method with experiments. Section VI gives a brief discussion about the assumptions and possible extensions along with the relationship to other existing methods, while Section VII concludes the paper with a brief summary and future work.

II. ABUNDANCE OF “GOOD” DEEP NEURAL NETWORK SOLUTIONS

Abstractly, a neural network is a parametrized function \( f(x; \theta) \), where \( x \) is the input, and \( \theta \) is a vector that includes all the parameters (weights and biases). Given a dataset
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and a loss function, an optimization algorithm finds a point in the parameter space as a solution. If we limit to local and iterative optimization algorithms like stochastic gradient descent and its variants, the particular solution depends on the initial parameter values, optimization dynamics, and other random factors such as the order of batches for gradient estimation.

Even though deep neural networks are overparameterized, still simple optimization methods such as stochastic gradient descent, implemented as backpropagation, can obtain good solutions. This would not be possible if a good solution could not be reached with high probability from a typical initial solution. While some prior studies theoretically or empirically show that local minima may not be a significant problem for non-convex optimization of neural networks [6, 7, 8, 9], however, some of those works state that proliferation of saddle points can be a bottleneck. But, Goodfellow et al. [5] demonstrated that they did not find any evidence of local minima and saddle points slowing down the stochastic gradient descent learning. By interpolating from initial solution to a network solution, they show that there often exists a smooth path in the objective function landscape.

For further evidence, here we study interpolation between different solutions. More specifically, we interpolate between two specific solutions. To get these two solutions, we first train a simple deep neural network having three layers. The first layer is a Convolutional layer with 32 filters and filter size of 3×3, followed by max pooling of size of 2×2, ReLU activation and Dropout with parameter 0.25. The second layer is a Fully connected layer with 128 units, followed by ReLU activation and Dropout with parameter 0.50. The third layer is a Fully connected softmax layer with 10 units. We trained the network several times from different initial solutions on MNIST dataset [10] to obtain multiple solutions. We use two good solutions (i.e., \( w_1 \) and \( w_2 \)) and evaluate the loss and accuracy using the interpolated solutions \( w = \alpha w_1 + (1 - \alpha) w_2 \) for varying values of \( \alpha \).

Figure 1 shows that within certain range (-1.0 to 0.4) of \( \alpha \), there are many good solutions. The results are further consistent with some recent works that demonstrate that large amount of good solutions are the main reason behind the successes for optimizing deep neural networks. For example, Allen-Zhu et al. [11] show that good solutions can be reached from almost everywhere. Furthermore, Wu et al. [12] prove that the volume of basin of attraction of good solutions is much larger compared to that of bad solutions, which generally helps the optimization methods to get to good solutions.

III. OVERFITTING MECHANISM

The abundance of good solutions seems to be incompatible with overfitting solutions that have been observed when training deep neural networks. After training a deep neural network model on known labeled data, generally it is tested on unseen data to check if it generalizes well. The model having good generalization capability means that it has the capability of performing well on test data. Overfitting occurs when the model does well with training data and fails to perform well on test data. More specifically, the model learns the noise patterns present in the training data, hence a large gap between the training and test error is seen due to overfitting. In contrast, underfitting happens if the model fails to capture the patterns both in training and test data. Overfitting is a fundamental issue in machine learning and in deep learning in particular. Deep neural networks are prone to overfitting because of the large number of parameters to be learned. Moreover, these networks are so flexible and overparameterized that they adjust the parameters in order to fit the training data; as demonstrated by [13, 14], they can perfectly fit image data even with labels randomized.

To illustrate the typical behaviour, we have trained a model on part of the MNIST dataset. Fig. 2(a) shows an example that shares the typical overfitting characteristics. Here the model is overfitting as the loss on the training data is decreasing but the loss on the validation set is increasing. We show that the increase in loss on the validation set is due to continuous update of the weights and biases, causing the magnitudes of the inputs to the softmax layer to increase. Note that the cross entropy loss used by the softmax layer is sensitive to scaling of its input. If we scale the input by a factor larger than 1, the probability distribution from the softmax layer will become more peaked. As a toy example, suppose the original input to the softmax layer is \( \{0, 0.5, 1, 2\} \), the probabilities for the classes are \( \{0.0784, 0.1292, 0.2131, 0.5793\} \) respectively. Now if we simply multiply all the numbers by 1.25, the probabilities for the classes become \( \{0.0539, 0.1008, 0.1882, 0.6571\} \) respectively. Note that the cross entropy loss depends on the correct label for the class. If the sample belongs to class 4, the loss decreases from 0.5460 to 0.4200. If the sample belongs to class 1, then the loss increases from 2.5460 to 2.9200. The changes in loss in Fig. 2(a) are due to the changes to the magnitudes of inputs to the softmax layer. To further illustrate this, Fig. 3 separates the loss on the validate set into a correctly classified subset and an incorrectly classified subset. It is clear from the curves that the increase in loss is due to the increase of the incorrectly classified subset; the loss of the correctly classified subset decreases.

We have verified the observed phenomenon on numerous different examples and using different models. It is clear that overfitting is not a special phenomenon and it simply indicates that gradients are not zero and the weights are being updated. This has been observed by the others. For example, Goodfellow et al. [15] show that gradient increases with respect to training iterations, even after the training performance stabilizes. As shown in Fig. 2(b), the accuracy on the validation set remains almost constant, further validating the loss is due to the increase of input magnitudes to the softmax layer.

IV. CONSENSUS-BASED CLASSIFICATION

While we are able to explain how overfitting happens, we have not explained the generalization gap between the performance on the training set and the one on the validation...
Fig. 1: Good solutions can be reached from any random initialization. Here the model has the parameters that are linearly interpolated from two good parameters based on varying values of $\alpha$. (a) shows the test loss of the model. (b) shows the test accuracy of the model.

Fig. 2: Overfitting of the model on MNIST dataset. (a) shows that after a certain epoch, the training loss gets decreased while validation loss gets increased. (b) shows the gap between training and validation accuracy over the time.

set as shown in Fig. 2(b). To address this issue, we first analyze the training dynamics of samples and then propose a consensus-based classification algorithm to overcome the gap.

A. Training Dynamics
We analyze the training dynamics for each sample and able to get some useful information about the samples. To analyze the training dynamics of the samples, we consider three models having different architectures trained on MNIST dataset. The models are trained on $1k$ training samples while validated on $10k$ validation samples. Figure 4 illustrates the training dynamics of the validation samples. Here we consider three representative samples (e.g., good and bad). Fig. 4(a) is an example of a good sample. We consider it as a good sample since all the models classify that sample consistently. Because of the stable classification, we can say the models are much more confident about that classification of the sample. Fig. 4(b) is also similar like 4(a) except that the prediction from third model is less reliable. On the other hand, Fig. 4(c) is an example of a bad sample. It is bad as for this sample, the classification is not stable among the models. As the classification is not stable, it cannot be said for sure what is really going on. The classification is changing, sometimes it is classified as one class in one model while another model classifies it to a totally different class. We conjecture that this unstable classification is due to some random factors, rather than inherent factors supported by the data. Therefore, if we want to classify this sample, we cannot classify with good confidence as sometimes it is classified as one class, sometimes classified as different class.

B. Consensus-based Classification
The key observation that motivates the proposed algorithm is that if a sample is classified due to some random factors by a model, the chance can be reduced exponentially by
Our algorithm is different from the ensemble methods. While ensemble methods use the average to improve the performance, we are not using average. In our work, we find the inconsistency as a way to reject the samples that cannot be classified consistently. In contrast, ensemble methods do not reject any sample. In other words, ensemble methods can not avoid over generalization, while our algorithm inherently rejects inputs that may be due to over generalization.

V. EXPERIMENTAL RESULTS

We have applied the proposed algorithm on two representative datasets using different deep neural network architectures and optimization algorithms. We use one type of dataset that contains size normalized handwritten zip code digits scanned from envelopes by the U.S. Postal Service [16]. The dataset consists of 16×16 pixel grayscale images, among them 7291 are training samples and 2007 are test/validation samples. Figures 3 and 5 are based on the experimental results from the models that are trained and validated on this dataset. All the other figures in this paper are based on experiments on the deep learning models trained and validated on the widely used MNIST dataset [10]. This dataset contains 70,000 handwritten digit images having size 28×28 pixel for each image. Among the images, 60,000 are training samples and 10,000 are validation samples. However, for our experimental purpose we used only 1000 as our training samples out of 60,000.

A. Density Distribution of the Samples

Here we have tried to identify the overgeneralized samples. For that, we have saved the models during the epochs. We get twenty trained and saved models. After loading the models, for each model, we evaluate the samples in the validation set and get each samples individual loss, accuracy and whether they are classified correctly or incorrectly. After that we plot the distributions of the loss values that are classified correctly and the ones that are classified incorrectly. In other words, we get 40 distributions, 20 for correctly classified ones and 20 for incorrectly classified ones. Here, we need to note that a sample may be classified correctly by one model, but may be classified incorrectly by another model. Fig. 5 illustrates the distributions for correctly and incorrectly classified samples in each of the model (e.g., epoch). We find that the distributions of losses for correctly and incorrectly classified samples overlap very little. This essentially tells us how the two classes are different as each model show how the loss values are distributed.

B. Consensus-based Classification Using Different Architectures

Here we apply the consensus-based classification on neural networks with different architectures. We divide the samples into two classes. By considering model dynamics, we classify the samples into extrinsically classified samples and intrinsically classified samples. Intrinsic classification accuracy does not vary significantly as to the dataset size. Because of that reason, we can also term them as consistently classified.

---

**Algorithm 1 Consensus-based Classification**

**Require:** Trained models $M_1, M_2, \ldots, M_n$, input $x$, and parameter $p_t$

1. Apply each of the models to classify $x$ and retain the probabilities for each class as $P_{M_i}$
2. Compute $P_{min}$ by finding the class-wise minimal among $P_{M_i}$
3. If $max(P_{min}) > p_t$
   1. Classify $x$ as the class with maximum $max(P_{min})$
   2. Else
      1. Reject to classify $x$ (mark it as ambiguous)
4. Endif

---

Fig. 3: Validation loss for correctly and incorrectly classified samples. Loss is going up for incorrectly classified samples and going down for correctly classified samples.
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samples (CCS). On the other hand, samples are extrinsically classified if they get classified due to extrinsic factors such as randomness of weight initialization, softmax outputs, and so on. We believe that randomness factors cannot happen consistently in multiple models. In other words, by examining classification dynamics of multiple models, we can identify samples that are overgeneralized. Therefore we can improve the performance on the remaining samples. Fig. 5 shows how we are able to improve the intrinsic classification accuracy substantially. Here we only consider one thousand samples for training our three models having different architectures. The extrinsic and intrinsic classification is done on the validation samples. We check that on the three models. A validation sample is intrinsically classified if the probabilities of the three models are higher than the threshold (e.g., $p_t$). Figure 4 shows that when the threshold is low (e.g., less than 0.4), number of samples that affected by the threshold is very small. Because of that they are giving similar performance when the threshold is low. In contrast, when the threshold is increasing, we see number of correctly classified samples are increasing compared to the total number of consistently classified samples. In other words, by considering the consistently classified samples and by varying the threshold value, we increase the accuracy substantially. As shown by the experimental results, our method improves performance when number of training samples are small. The results are also consistent with recent works [17, 18], where the authors argue that generalization is not necessarily dependent on the volume or size of the data.

To show the effects of using multiple models, Fig. 7 shows the results from individual models and also from the consensus model for comparison. Note that Algorithm 1 can be applied to a single model as well. In that case, the threshold is the same as requiring the probability of the correct class to be higher than the given threshold in order for the sample to be classified. Fig. 7(a) shows clearly that the combined model improves the accuracy substantially and consistently for all the values of threshold. Fig. 4(b) shows that the percentage of CCS samples of the three models along with the combined one. Even though model 3 and combined model are similar when $p_t$ is higher than 0.8, they are different. For example, for $p_t = 0.99$, there are 2935 CCS samples for model 3 and 2926 of them are classified correctly; for the combined model, there are 2851 CCS samples and 2848 of them are classified correctly.

C. Impact of Dropout in Overfitting

Dropout is one of the regularization techniques that is used widely to reduce overfitting in deep neural networks [19, 20].

---

Fig. 4: Training dynamics of the samples. (a) and (b) show two samples that classified consistently in all three models. (c) shows a sample whose classification is unstable over the models.

Fig. 5: Density distribution of the samples over the epochs. (a) shows the distributions of losses for correctly classified samples. (b) shows distributions of losses for incorrectly classified samples.
It is believed that dropout prevents complex co-adaptations among the neural units. It essentially ignores some of the units randomly during the training phase of the network. In order to work with dropout, a hyperparameter \( p \) needs to be tuned which means that each unit will be retrained with probability \( p \), or dropped out with probability \( 1 - p \).

While dropout somewhat reduces overfitting, however, we believe that dropout does not necessarily prevent overfitting. In overparameterized network, Allen-Zhu et al. [11] show that good solutions are dense in the parameter space. The regularization techniques merely lead the system to converge to comparatively better solutions among those good solutions [12]. This case is claimed as true for both the implicit regularizer (e.g. SGD) [13, 21] and explicit regularizer (e.g. dropout, weight decay, max-norm) [12].

We have experimented with three dropout values \(0.25, 0.50, 0.75\) to see the effect of dropout hyperparameter on the accuracy of consistently classified samples. Figure 8 shows the result of accuracy and percentage when dropout used. When the threshold is low, we expect dropout parameter \(0.50\) is turned out to be better than the other two cases. We also observe that the difference between these three are not significant. Furthermore, with dropout, it seems there is not much difference in the curves if you compare the result with Fig. 6.

VI. DISCUSSION

We present an empirical approach which implicitly assume all the neural network models are good. We assume that all the models can capture the intrinsic parts of the samples. The parts that are captured by one model but not by the others, we assume those are extrinsic due to some kind of noise. However, we can generalize it by considering \( k \) models to be consistent on the samples among the \( n \) models. In our case, we assume \( n = k \). Another important aspect of our work is that our algorithm is different than the ensemble methods.

Understanding the underlying mechanisms for the success of deep neural networks is imperative as they are being deployed to solve problems that are critical to human health and social safety. Danger of relying on core components
we do not understand fully is real. For example, Ioffe and Szegedy [22] point that batch normalization reduces a phenomenon termed as internal covariate shift (ICS) that speeds up training and improves performance. However, a recent paper [23] argues that batch normalization actually smooths the optimization landscape and points out the reasons given by the original authors [22] are tenuous at least.

One of the fundamental problems in deep learning is generalization. Without understanding the mechanisms how generalization works for deep neural networks, using and experimenting with different choices of architectures, optimization algorithms, and hyperparameters shares certain attributes of alchemy. In order to move forward to chemistry, where different interaction patterns are documents, we need to systematically analyze different components and also the interactions among the different components. To reach quantum chemistry for deep learning, we need to understand exactly how different components behavior. Note that ultimate resolution for deep neural networks is the individual neurons, quantum chemistry style for deep learning is certainly achievable.

One of the obstacles to achieve trustworthy deep neural network based models is the existences of adversarial examples. Note that adversarial examples are not “adversarial” and they are inputs that are very close to decision boundaries. Because of that, unnoticeable changes to human users can cause the class label to change from one to other. Such examples present a challenge when the underlying models need to be robust and trustworthy. One advantage of the proposed consensus-based classification algorithm is that it is much more difficult to have adversarial examples to all the models at the same time. By having more models, the probability of having adversarial examples decreases exponentially under the assumption that the models are independent. The effects of the proposed algorithm on real datasets will be quantified in further studies.

Note that generalization is a well defined problem when the underlying class-conditional and prior probability distributions are known. However, they are not useful for deep neural networks. It is often stated that neural networks behave like nearest neighbor algorithms. Typical overfitting curves show that accuracy improvement on the training set does not improve after some iterations and this is not consistent with nearest neighbor algorithms. As more training samples are classified correctly, their neighbors should be classified more accurately.

VII. CONCLUSION AND FUTURE WORK

We have proposed a consensus-based overfitting avoidance algorithm that allows us to identify samples that are classified due to random factors using multiple models. Our idea is novel in the sense that we have showed how to avoid overfitting after identifying the overgeneralized samples based on the training dynamics. We believe that our results are significant that might allow us to develop useful algorithms to improve applications of deep neural networks.

In this paper, we have only considered neural networks for classification using the softmax layer. We expect the same general mechanism would apply to other neural network architectures, which we will investigate further. The algorithm can also be extended to require consensus among $k$ out of $n$ models. We also like to investigate the connections between the proposed algorithm and the commonly used ensemble algorithms (such as bagging and boosting). In addition, we plan to investigate the solution space by examining solutions in planes in addition to the curves we have studied. Furthermore, we plan to investigate how the proposed algorithm can be used to improve active learning by identifying effective samples for better generalization to larger validation sets.
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